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Abstract
This thesis is primarily concerned with the growth and characterisation of 
thin gallium nitride films by reactive sputtering. The deposition parameters, 
namely the substrate electrode temperature, pressure, relative N2 :Ar flow 
rates and target bias are varied, and the trends in the structural, optical 
and electrical properties of the resulting films examined as functions of the 
different parameters.
The structural characteristics of the films are studied using profilom- 
etry as well as scanning electron, transmission electron and atomic force 
microscopy. The elemental composition is measured by energy dispersive 
and electron energy-loss spectroscopy. The optical characterisation is done 
by ellipsometry, visible and infrared optical absorption, and photolumines­
cence. The films are found to be polycrystalline with columnar grains tens 
to hundreds of nanometres in diameter, despite the low substrate electrode 
temperatures of 18 to 450 °C. The level of unintentional oxygenation is 
significant (3-30 atomic %) and usually increases as the deposition rate is 
lowered. Oxygen has a substantial effect on the optical properties, increasing 
the band gap values from 3.02 to above 4.00 eV and decreasing the refractive 
index from 2.46 to 2.03.
High-held conduction in the bulk of the hlms is found to be single-centre 
Poole-Prenkel in nature, with characteristics corresponding to both semi­
crystalline and amorphous materials. In Cr-GaN-Al metal-semiconductor- 
metal structures, rectifying barriers are formed at the Cr-GaN interface at 
medium temperatures, high pressures and low target biases. The barrier- 
controlled conduction is not accurately described by either the thermionic- 
emission or diffusion theories.
A number of variations on the basic GaN deposition process are investi­
gated. These include post-deposition laser and thermal annealing, incorpo­
ration of rare earths, hydrogenation, deposition of GaInN and the fabrication 
of thin him transistor structures. It is shown that the best conditions for 
growing material having yellow photoluminescence are low target biases and 
growth-incorporated hydrogen.
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Chapter 1
Introduction
1.1 Background and historical perspective
Gallium nitride is a wide, direct band gap semiconductor which has been 
used successfully in recent years to fabricate blue and green light-emitting 
devices such as high-brightness LED’s and laser diodes [1, 2]. Short wave­
length light emitters are potentially useful for improved display technology 
and high density optical memories. The large band gap of GaN also makes 
it useful for high temperature electronic devices because its intrinsic carrier 
concentration is much lower at elevated temperatures than Si or GaAs.
Work on GaN has focused on high quality, single crystal films. Amor­
phous or polycrystalline films, which can be produced much more cheaply, 
on large substrates and at low temperatures, have also shown promise for 
similar applications [3, 4, 5]. Reactive rf sputtering has been used success­
fully to produce such films in the past but so far their disordered nature has 
made it difficult to fabricate useful devices. Work on the growth of GaN by 
reactive rf sputtering at low temperatures dates back to soon after the first 
report of electroluminescence in GaN by Pankove et al. in 1971 [6 ], when 
in 1972, Hovel et al. [7] investigated the feasibility of reactively sputtering 
Ga for the possible fabrication of light emitters, high temperature devices or 
insulators. Vesely et al. (1974) [8 ], Hariu et al. (1978) [9] and Lakshmi et 
al. (1980) [10, 11] all grew amorphous or polycrystalline GaN by reactively 
sputtering Ga and briefly commented on the effects of changing some of the 
deposition parameters on the optical or electrical properties of the films.
Masushita et al. [12] compared the oxygen content and stoichiometry 
of GaN deposited by several plasma-assisted methods at substrate temper­
atures below 450 °C and concluded that magnetron reactive sputtering (us­
ing N2 or NH3 ) and plasma CVD were the most suitable of the methods 
investigated for depositing stoichiometric GaN. Zembutsu et al. (1985) [13] 
found that negative substrate biases helped to remove oxygen impurities 
from the film by bombardment with positive ions. Several other authors 
[14, 15, 16, 17] investigated various aspects of GaN sputtered films.
A decade later (1996), Nonomura and Kobayashi et al. at Gifu Univer­
sity [18, 19, 20, 21, 3] began to investigate the suitability of using amorphous 
and microcrystalline GaN for use in large area devices such as display panels, 
and white-light emitters, also using rf sputtering. They investigated photo­
luminescence (PL), photoconductivity and thermal annealing of the sput­
tered material. Thin-film transistors (TFT’s) were constructed which had 
on-off ratios of the drain current of around 20, or 3000 if a high-temperature 
anneal of the material at 800 °C was carried out. Young et al. in 1999- 
2000 [22, 23, 24] used the sputtering equipment described in Section 4.3.1 to 
deposit nanocrystalline films near room temperature. The optical and struc­
tural properties of as-deposited as well as of thermally and laser-annealed 
material were investigated. However, none of these reports contains a sys­
tematic investigation into the properties of the material as a function of the 
growth conditions.
Recently, a number of other methods of depositing GaN have come to 
light. Preschilla and Elkashef et al. [25, 26, 27] used a GaAs target in an 
rf reactive magnetron sputtering system to deposit GaN without significant 
traces of As. Horng et al. [28] sputtered a GaN target instead of the usual Ga 
target. Yang et al. [29, 30, 31, 32] produced GaN by sputtering Ga2 0 s close 
to room temperature and then heating the samples in an NH3 atmosphere to 
800-1000 °C. One deposition process which has actually found application in 
a commercial product is that of Yagi et al [33, 4, 34, 5]. Mg-doped, p-type, 
hydrogenated GaN films were deposited below 400 °C in a remote-plasma 
metal-organic chemical vapour deposition (MOCVD) system. Visible-blind 
UV photodiodes and light-emitting diodes with a broad spectrum (ranging 
from 450-700 nm, with a maximum at 570 nm) were fabricated.
1.2 Aims of project
The main aim of this project is twofold. The first is to characterise the 
structural, optical and electrical properties of the GaN films deposited by 
reactive sputtering in terms of the growth conditions. The second is to 
explore the possibilities of using reactively sputtered GaN as a basis for 
a number of device applications. It would be most desirable to be able 
to grow material suitable for fabricating visible or infrared light-emitting 
devices but other applications such as TFT’s and Schottky diodes will also 
be investigated.
To produce useful electronic devices, the major obstacle which will have 
to be overcome is to be able to produce a material which has a suitably low 
density of defects. Controlled doping, which has proven problematic even 
for single-crystal GaN, will have to be accomplished if p-n structures are to 
be produced. However, single crystal GaN has been found to be a forgiving 
material in terms of its light-emitting properties when it comes to defects. 
Together with the theoretical work of Stumm and Drabold [35], this fact 
provides hope for the successful outcome of the project. In addition, it is 
desirable that all deposition and post-deposition processing be performed at 
low temperatures, i.e. below around 450 °C. This would extend the range 
of substrates to include glass and potentially even plastics.
1.3 Outline of thesis
In Chapter 2, a very brief outline of the theory of disordered semiconductors 
is given together with an overview of some of the conduction mechanisms 
that exist in these materials. In Chapter 3, some of the pertinent structural 
and processing aspects of high-quality GaN are summarised. This is followed 
by a literature review of previous and current work on disordered GaN de­
posited at low temperatures with a focus on reactively sputtered material. 
The experimental details of the deposition process, post-deposition process­
ing and characterisation are given in Chapter 4. Chapter 5 is concerned 
with the structural, optical and electrical characterisation of as-deposited 
GaN films as a function of the deposition conditions. In Chapter 6 , GaN as 
a basis for future device applications is investigated. The improvement of 
material properties by thermal and laser annealing, and hydrogenation dur­
ing growth is attempted. In addition, deposition of GaInN, rare-earth doping
and fabrication of TFT structures are carried out. Chapter 7 concludes the 
work of this thesis and recommends future directions of study.
Chapter 2
Theory
2.1 Introduction
In this chapter, a very short introduction is given to disordered semicon­
ductors and some of the differences between them and crystalline materials 
are discussed. A number of the conduction mechanisms which may be en­
countered when performing electrical measurements are explained and the 
functional forms of the I-V-(T) characteristics given.
2.2 Disordered semiconductors
The main feature which distinguishes amorphous from crystalline semicon­
ductors is the disorder in their atomic structure. The short-range order is 
similar to that of a crystal but the long-range order differs. Since the period­
icity of the lattice is central to the theory of crystalline semiconductors, any 
theory of amorphous materials must be based on the short-range bonding 
interactions rather than the long-range order. It turns out that because they 
share the same short-range order, amorphous semiconductors have similar 
electronic properties to those of their crystalline counterparts. However, the 
features tend to be smeared out, i.e. the band edges are no longer sharp and 
are replaced by tail states which extend into the forbidden gap. Since the 
band edges are no longer well defined, the band gap is sometimes referred to 
as the mobility gap. The mobility gap is the distance in energy between the 
mobility edges of the valence and conduction bands. These are the bound­
aries between localised and extended states. Electrons below the conduction 
band mobility edge usually take part in conduction by thermally activated
hopping between sites.
Disorder in the bond lengths and angles broadens the bands, causes elec­
tron and hole localisation and results in scattering of carriers [36]. In a crys­
tal, any atom which is out of place with respect to the lattice is regarded as a 
defect but for an amorphous material, this definition has to be modified. An 
atom having too few or too many bonds is known as a co-ordination defect. 
This further increases band tailing and can result in states deep within the 
band gap [37, 36]. The Urbach tail energy is often used as a measure of 
the amount of band tailing and thus a measure of the degree of structural 
disorder in the material [36]. A diagram illustrating the difference between 
the band structures of amorphous and crystalline semiconductors is given in 
Figure 2.1.
Amorphous semiconductor 
Crystalline semiconductorO)
Valence
band
Conduction
band
Defect states
EnergyBand tails
Figure 2.1 Density of states distribution in an amorphous semiconductor.
In crystalline materials, doping is accomplished by intentionally creating 
a coordination defect by substitution of an atom in the lattice by an impurity 
atom. However, in the case of a continuous random network, atoms can take 
on their preferred co-ordination, albeit by distorting the medium to long 
range order, thus making doping problematic.
2.3 Conduction properties of thin films
There are several main conduction mechanisms which have been postulated 
and observed in thin films and on each mechanism there are numerous vari­
ations and refinements. In this section, some of the mechanisms which may 
be encountered in films and devices fabricated in this study are described.
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2.3.1 Low-field condu ction
In defective materials, conduction can take place by the movement of elec­
trons between a large number of localised (at different points in space) defect 
states in the band gap. There is little or no momentum conservation. At low 
fields (< 10  ^ V/m) in amorphous materials, bulk dc conduction is usually 
ohmic with a conductivity temperature dependence of the form 
Ex
where Ex is an activation energy. It is thought that conduction is usually 
by activation to extended states for ctq > 1 0  ^ (flcm)"^ and hopping between 
localised states on near-neighbour sites otherwise [38]. The temperature de­
pendence of the conductivity has been divided into four temperature regimes 
by Mott and Davis [39] as shown in Figure 2.2.
cr =  ctq exp (2 .1)
3
(d) T
1/T
Figure 2.2 Temperature dependence of the low-field conductivity for an amor­
phous semiconductor as given in [39].
(a) Transport is by carriers excited into extended states above the mobility 
edge Ec- Here n =  1, Ex = Ec -  E^, giving
Ec — Epcr =  cTt exp kT (2 .2)
where (Jmin =  N[Ec) qkT , Ep is the Fermi energy, /i is the extended state 
mobility and N{Ec)  is the density of states at the conduction band edge.
7
(b) In this region, transport is by carriers which are excited into localised 
states at the band edges and hop at energies close to the lower end of the 
band tail Ea - This yields
cr = ai exp , (2.3)
where cri < <  <Jmin because of the lower density of states at Ea  compared 
with E c and Ai is the hopping activation energy.
(c) Here, transport by hopping of carriers between states near the Fermi 
level yields
o- =  o-2 e x p ( - ^ j ,  (2.4)
where (72 > <7 i and A 2 is the hopping energy.
(d) At very low temperatures, when the DOS near the Fermi level is low, an 
electron must tunnel to more distant (in terms of space) sites to find a level 
within around kT  of its energy. The exponential term of the conductivity 
takes on a dependence, giving
(7 =  <73 exp , (2.5)
where
\N {E f )
(2 .6)
vq is a term regarded as an attempt frequency (of hopping), N(Ep)  is the 
density of states at the Fermi level and I/o; is the localisation length [37].
Thus, regions (a)-(c) exhibit linear regions when plotted as In(cr) versus 
1/T.
2.3.2 M etal-sem icon ductor contacts
When a metal and a semiconductor are brought into contact, there is a 
transfer of electrons from the material with the lower work function to the 
one with the higher work function until thermal equilibrium is reached. At
this point, the Fermi levels of the two materials are aligned. The process 
gives rise to a space-charge region in the semiconductor. If the work function 
of the metal is smaller than that of the semiconductor, i.e. (j>m < 4>si an 
ohmic contact is formed provided the semiconductor is n-type. If (pm > (psi 
a Schottky contact is formed. For p-type semiconductors, the reverse is 
true, i.e. ohmic contacts are formed for (pm > <ps and Schottky contacts for 
4*m 4^ S'
Ohmic contacts can provide sufficient electrons to a semiconductor to 
sustain a current required by an applied bias. The conduction process is 
thus bulk-limited since it is governed by the rate at which carriers can flow 
through the bulk of the semiconductor. Ideal metal-semiconductor contacts 
are ohmic when the charge induced in the semiconductor to satisfy thermal 
equilibrium is provided by majority carriers.
In the absence of surface states, the barrier height of a Schottky contact 
to an n-type material is given by
(pBn — 4*m 
and that to a p-type semiconductor by
(pBp — Eg "F Xs 4^ m (2'9)
=  E g — (pBm (2.10)
where Xs and Eg are respectively the electron affinity and band gap of the 
semiconductor.
For a Schottky barrier, the space charge in the depletion region of the 
semiconductor, directly adjacent to the metal, is assumed to be uniform. For 
the case of a Schottky contact to an n-type semiconductor, electrons need 
sufficient energy to move over the barrier from the Fermi level of the metal 
to the conduction band of the semiconductor. In the ideal case, the barrier 
height is not affected by bias voltage. Since the conduction properties are 
determined primarily by the interface between the metal and semiconductor, 
the process is electrode limited.
There are two mechanisms which govern the flow of current at the inter­
face. In the depletion region, transport is controlled by drift and diffusion 
whereas transport across the barrier is controlled by the height of the barrier 
[40]. The dominant mechanism is the one providing the greatest obstacle to 
current flow. The diffusion theory of Wagner, Schottky and Spenk [40] can
9
be derived by using the superposition of drift and diffusion components in 
the depletion region as a starting point, namely
J  = qn/j,E + q D ^ ,  (2.11)
ax
where n is the concentrations of free electrons, is the electron mobility, E  
is the electric field and D is the electron diffusion constant. This approach is 
suited to low mobility semiconductors. One form of the governing equation 
yielded by this approach is
J  = qNcliEmax exp ( — (2.12)
where N c  is the effective density of states in the conduction band, Emax is 
the maximum field strength near the interface, (pBn is the barrier height in 
eV and V  is the applied voltage [40].
In the thermionic emission theory derived by Bethe, it is assumed that 
the current-limiting process is the transfer of electrons across the interface. 
An infinite mobility in the depletion region is also effectively assumed since 
drift and diffusion effects are taken to be negligible.
At zero applied bias, there are two currents of the same magnitude but 
opposite direction which flow across the barrier [40]. Jm^si the flow of 
electrons from the metal to the semiconductor, is a function of barrier height 
and thus not affected by applied bias. Jg^m is the flow of electrons from the 
semiconductor to the metal and increases as a negative bias is applied to the 
semiconductor because the bands are bent upwards, allowing more electrons 
to flow towards the metal.
The total current is described by
J  = Jg^rn T Jm—^s (2.13)
= A*T^exp e x p l g l - lkT
where (pBn is the barrier height in eV, V is the applied voltage and
(2.14)
A* =  (2.15)
is the effective Richardson constant for thermionic emission, m* is the effec­
tive electron mass in the semiconductor [40].
In practice, there are several factors that cause the measured I-V char­
acteristics to differ from the theory. The most important of these are the
10
existence of surface states and an interfacial layer at the metal-semiconductor 
interface.
When a metal is brought into contact with the semiconductor, it is pos­
sible for the surface states to accommodate additional surface charges and 
therefore screen the interior of the semiconductor from the metal and ab­
sorb the contact potential difference. In practice, the barrier height is less 
dependent on the metal work function than Equations 2.8 and 2.9 would 
suggest and is sometimes almost independent of the choice of metal because 
the barrier height can become pinned by the high density of surface states. 
The predicted barrier heights are rarely obtained in practice and depend on 
the precise method to prepare the surface, so measured heights are used for 
device design.
An interfacial layer between the metal and semiconductor, typically an 
oxide, will have a potential drop over it, reducing band bending and thus 
the zero-bias barrier height. The current for a given bias is reduced be­
cause electrons must tunnel through the (insulating) interfacial layer. This 
is equivalent to a reduction in A* in Equation 2.14.
A number of factors, including the bias dependence of the barrier height, 
change the I-V characteristic such that it does not vary according to the 
voltage exponent of Equation 2.14, namely e x p ^ |ÿ ^ , but as exp 
where n is the ideality factor which is approximately constant and larger 
than unity.
As the donor concentration is increased in highly doped material, the 
barrier decreases in thickness, eventually reaching a point where the electrons 
tunnel through the barrier despite having insufficient energy to surmount it, 
an effect put to good use to create ohmic contacts.
2.3.3 T he S ch ottk y  effect
The case which is often of interest when performing electrical measure­
ments is the metal-semiconductor-metal (MSM) structure where both con­
tacts form Schottky barriers. Current flow in this back-to-back Schottky 
barrier is determined by the characteristic of the interface that is reverse 
biased. In the ideal case discussed in the previous section, the current flow 
should be virtually independent of applied bias for V  > SkT/q  76 mV. 
However, because of image-forces, the barrier height does in fact change as 
a result of an applied electric field. This is shown in Figure 2.3 for the case
11
of a neutral contact.
-Ex
D)
SemiconductorMetal
F ig u re  2.3 Schottky effect at a neutral contact.
When an electron in the semiconductor is at a distance x from the metal, 
a positive charge is induced on the metal surface such that the force of 
attraction between the electron and the metal is that which would exist 
between the electron and a positive charge at a distance 2x. The potential 
energy of an electron in the semiconductor with respect to that of an electron 
at infinity is
=  ~ u l o e r x '
where x is the distance from the barrier and is the high frequency relative 
permittivity of the semiconductor.
With the application of a uniform electric field E  in the negative x di­
rection, this becomes
The amount by which the barrier is lowered can then be calculated to be
A(p (2.18)
' Aneoer
Using this to modify 4>Bn in Equation 2.14, the reverse-biased current char­
acteristic becomes (for V  > 3kT/ q)
J A*r^exp
q^ E
kT (2.19)
12
kT exp 2 A;T=  A*T“^ exp — —^   , (2 .2 0 )
TTCo Gr
where (j)Bn is given in eV and [3 -
Plotting ln(J) versus \/E' will produce a straight line for this reverse- 
biased case and ln( J) versus V  will do so for the forward-biased case. How­
ever, E  is not simply related to V  h j  E  — V/t, where t is the semiconductor 
thickness since the greatest voltage drop is likely to be across the barrier 
rather than the bulk of the semiconductor.
2 .3 .4  P oole-Frenkel condu ction
The Poole-Prenkel effect [41] is the lowering of a coulombic potential well 
around a defect by the application of an electric field. This situation is shown 
in Figure 2.4. The carrier can leave this well by thermal emission or by tun­
nelling through the barrier into the conduction band of the semiconductor. 
At low fields, carriers escape from traps by thermal emission and it is usu­
ally only at very high fields that tunnelling takes place. The mechanism is 
bulk-limited since it occurs as a result of defects distributed throughout the 
material.
-Ex
D onor level
Figure 2.4 Poole-Prenkel effect at a defect [42].
If the potential energy of an electron in a coulombic field is given by 
<p{x) = - ,    (2 .21)
^TTeoerX
with respect to the conduction band, the same procedure can be followed as 
for Schottky barrier lowering to give the change in the barrier height as a
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function of applied electric field E  as
A(f) = l3VË, where (^  = \ ——  [42]. (2.22)y TTEQCf
The increase in emission of carriers from traps as a result of the barrier 
lowering increases the conductivity in the same way as it increases the current 
at a Schottky barrier. The current for shallow traps is then given as
J  = aoE exp , (2-23)
where ctq is the low field conductivity [42]. This assumes that the density of 
ionisable sites is low enough that coulombic fields from adjacent sites do not 
overlap. The relation implies a straight line in a plot of In ( J /F )  versus y/Ê. 
According to Hill [43], evidence for Poole-Prenkel conduction in amorphous 
materials is normally taken as being a linear region in a plot of In J  versus 
y/Ê  and this dependence is typically observed over one order of magnitude. 
However, mathematically speaking, extracting (3 from such a plot will not 
yield the same value as from a plot of ln (J /F ) versus y/Ë  except at very 
high fields {E > 10® V/m for e^ . =  5 at room temperature).
Hill [43] divides conduction as a result of trapping centres into several 
categories and the results of his analysis will be presented here. At low fields, 
the dominant effect is the thermal excitation of carriers over the lowered 
wall of the trap into the conduction band. At very high applied fields, the 
probability of tunnelling through the reduced barrier becomes greater than 
that of thermal emission over the barrier. This case will not be discussed. 
The analysis is further divided into two regions. The first assumes that the 
defects are rare enough that the potentials associated with any two adjacent 
defects do not overlap and the second is for overlapping defect potentials. 
The defect density at the boundary between the two regions is given as
{gVË/lSy.
In the low-field, single-centre case, the currents for semicrystalline and 
amorphous materials are respectively given as
J  = 2qN i{kT)p-^ltexp[-{E i/kT)]a^ sinha  (2.24)
and
J  = 2qNi{kTŸj3~^iiexp [—(Ei/kT)] a~^ (a cosh a  — s in h a ) , (2.25)
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where [i is the mobility, (3 = y / / {'Ke^er) is the Poole-Prenkel constant, 
a = (3y/Ë/{kT) and Ei is the ionisation energy in the absence of a field. 
Ni — dNa/dE  is taken as a constant over a narrow energy range and Na is the 
density of states (in m“ ^J“ )^ for the ionisable centre. Equation 2.24 assumes 
that emission takes place in the direction of the field whereas Equation 2.25 
takes emission as being spherically uniform. Both these equations can be 
written in the form
J =  exp [-(Ei/A;T)]/T,((^), (2.26)
where n =  3 or 4. Multiplying by T~'^ exp [-\-{Ei/kT)] makes the expres­
sion a function of a only. The relation between electric field and temper­
ature y /Ë /T  is characteristic of Poole-Prenkel conduction through discrete 
coulombic centres. If the temperature is taken as constant. Equation 2.24 
reduces to
J  =  A i E s i n h i ^ ]  (2.27)
-  M E  exp , (2.28)
which has the same form as Equation 2.23.
In the multiple-centre case, it is assumed that an overlap in the potentials 
of the trapping centres occurs only locally, in small groups of sites. The 
analysis is done for the case of the interaction between two overlapping 
sites. The current for a semicrystalline material, assuming that the carrier 
is immediately recaptured after travelling the inter-centre distance s, is
J  = 2qNis{kT)‘^ vexp [—{Ea/kT)] sinha' (2.29)
and for amorphous materials
J  = 2qNis{kT)‘^ v exp [■^{Ea/kT)]a'~‘^ {a' cosh a' — sinho;'), (2.30)
where a' = qEs/2kT, Ea is the height of the inter-valley barrier, v is the 
frequency of escape attempts and Ni is defined as for Equations 2.24 and 
2.25.
Equations 2.29 and 2.30 respectively take emission as being in the direc­
tion of the applied field and in a complete sphere. These equations can also 
be written in the form of Equation 2.26 with n =  2. The ET~^ normalisa­
tion is characteristic of the multiple centre case. Multiple-centre conduction 
produces a linear region in a plot of ln(J) versus V  [44].
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However, if the distance travelled by the carrier after recapture is directly 
proportional to the applied field, Equation 2.29 gives Poole’s Law which is 
revealed as a linear region in the plot of In cr versus E.
2.3.5 Space-charge lim ited  current
This mechanism is most easily observed in MSM structures where the con­
tacts are ohmic and the semiconductor has a low density of trapping defects 
[45]. The ohmic contacts facilitate the injection of charge into the semi­
conductor by providing a reservoir of carriers. The conduction process is 
controlled by the extrinsic space charge rather than by the bulk properties 
of the material.
In a trap-free material, the current is given by [42] as
J  =  (2.31)
where fi is the carrier mobility and d is the thickness of the semiconductor.
When the material contains shallow traps, a large proportion of the space 
charge is immobilised resulting is a much lower current. The current-voltage 
relation is then given as
(2.32)
where the ratio of free to trapped charge is
Nc and Nt are respectively the density of free carriers (in the absence of 
traps) and the density of shallow traps. Et is the distance in energy between 
the trapping level and the conduction band.
In amorphous or polycrystalline materials, a distribution of levels is ex­
pected rather than a discrete level. This can change the form of the J-V  
characteristic by increasing the exponent of the voltage.
2.3.6 T unnelling
Tunnelling normally takes place through a potential barrier when the barrier 
is very thin or at very high electric fields. An example of this would be a 
very thin insulator between conducting electrodes. The isothermal J  versus
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E  characteristic is given in the Fowler-Nordheim form for very high voltages 
as
J  = exp [42], (2.34)
where (f) is the height of the potential barrier and a and b are constants.
Tunnelling may become the dominant conduction mechanism at low tem­
peratures when thermal activation of carriers is reduced.
2.3 .7  Ionic condu ction
This current flow occurs as a result of the drift of defects on application of an 
electric fleld but can also be due to moisture [46]. The current is proportional 
to the number of defects per unit volume. At low flelds, there is a linear 
relationship between the current and the applied electric fleld, given by [37] 
as
where n is the ionic carrier concentration (which may itself have an expo­
nential temperature dependence) q is the charge of the mobile ions, a is 
the inter-site spacing, i/q is the pre-exponential term in the expression of 
the hopping rate and W  is the mobility activation energy. At higher flelds 
{E % 10  ^ V/cm), the dependence becomes exponential. It is not easy to 
differentiate between ionic and electronic conduction but if ionic currents 
are dominant, the resistivity at a constant dc voltage increases with time.
2.4 Summary
This chapter has briefly introduced disordered materials but this subject has 
not been dwelt upon because it is a complex and wide ranging topic in its 
own right. Special attention has been paid to the conduction mechanisms 
that may be observed when performing I-V measurements on the structures 
fabricated in this project.
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Chapter 3
R eview  of GaN deposition  
and processing
3.1 Introduction
This chapter is concerned with the material aspects of GaN in the liter­
ature, and in particular, of GaN grown at low temperatures. Section 3.2 
gives a brief overview of the properties and processing associated with high- 
temperature grown single-crystal material. Section 3.3 summarises the lim­
ited published literature relevant to this project, namely that on GaN grown 
at low temperatures.
3.2 Properties and processing of crystalline GaN
3.2.1 P h ysica l properties
GaN occurs in hexagonal (wurtzite) and cubic (zinc-blende) forms, also 
known as a-GaN and /)-GaN respectively. These structures are shown in 
Figure 3.1. The unit cell has dimensions a = 0.32 and c =  0.52 nm for 
the wurtzite case, and a = 0.45 nm for the zinc-blende case [47]. Under 
ambient conditions, the hexagonal structure is the thermodynamically sta­
ble form. In both forms, each gallium atom is coordinated by four nitrogen 
atoms and each nitrogen atom by four gallium atoms. In the case of the 
wurtzite structure, the stacking sequence of the (001) planes is ABABAB 
in the [0 0 1 ] direction, whereas that of the (1 1 1 ) planes in the zinc-blende 
structure is ABCABG in the [111] direction. Unless stated to the contrary,
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all GaN discussed in this thesis will be assumed to be of the wurtzite form.
|— Q - H
Figure 3.1 Crystal structures of GaN: wurtzite (left) and zinc-blende (right) [48].
The melting point of GaN is unknown because of experimental difficulties 
but the material is stable up to around 1200 K at 1 bar [47]. The melting 
point has been estimated theoretically to be % 2800 K at 4.5 GPa [48].
3.2 .2  O ptical properties
GaN is a direct band gap semiconductor with a band gap of about 3.4 eV. 
The real part of the refractive index increases with photon energy, and, below 
the band edge, values are usually reported to lie in the range 2.3-2.7 [48, 47]. 
At the wavelength of a helium-neon laser (632.8 nm or 1.96 eV), it is 2 .3-2.4. 
The low-frequency relative permittivity is reported to be 10.4 parallel to 
the c axis and 9.5 perpendicular to the c axis [48]. These are equivalent to 
low-frequency refractive index values of 3.2 and 3.1 respectively.
Infrared transmission measurements have been reported to show absorp­
tion corresponding to the Ei(TO) and Ai(LO) phonon modes [49], which 
have experimental values of 561 and 735 cm~^ respectively [47]. Absorption 
occurs via the Ei(TO) phonon when the E-field of the incident radiation 
is perpendicular to the c axis [49]. The LG modes are said to be more 
difficult to observe than the TO modes [48]. Phonon modes which are com­
monly observed by Raman measurements are the E2 high and Ai (LG) modes
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[50, 51, 52] at 569 and 735 cm“  ^ respectively. These are visible to incident 
and scattered light propagating parallel to the [001] direction. Ai(TO), 
El (TO) and Ei(LO) modes, having frequencies of 533, 561 and 743 cm~^ 
respectively [47], have also been observed, but for light propagating perpen­
dicular to the [001] direction [51, 52].
3.2 .3  Form ation o f G aN
It has been found experimentally, that Ga and N2 are essentially unreactive 
except at high temperatures and pressures, or in the presence of activated 
nitrogen species [53]. This is because the large binding energy of the N2 
molecule in its ground state (9.8 eV) prevents it from dissociating thermally 
at the growth surface [54]. However, it has also been shown theoretically 
that the N2 molecule can dissolve in liquid Ga by dissociation into atomic 
N and the energy barrier to the adsorption is not higher than 5.1 eV [55]. 
This mechanism is used to explain the growth of GaN using N2 and liquid 
Ga at 1500 °C and 15 kbar.
Another method to produce GaN is to expose the Ga at the growth 
surface to a supply of atomic N or ionised nitrogen species. The usual way 
to create these nitrogen species is by using a plasma. Atomic nitrogen at 
low pressures (0.067 Pa) at 1100 °G has been used to react directly with 
liquid Ga [56]. Rf sputtering can create atomic nitrogen and a steady flux 
of Ga particles and atomic nitrogen to react with it to form GaN. Gallium 
metal has a melting point of 29.8 °C and a low vapour pressure which makes 
it suitable for use as a sputter target. This deposition process is discussed 
further in Section 4.3.
3.2 .4  D op in g  o f G aN
As-grown GaN material is usually n-type and this is commonly attributed 
to nitrogen vacancies, [57, 58]. However, contaminants such as silicon or 
oxygen have also been thought to be responsible [59, 47]. Both carbon 
and oxygen are expected as impurities in most forms of GaN. The source 
of carbon may be trimethylgallium in the case of MOGVD, or oil vapour in 
diffusion pumped deposition systems. Contamination by oxygen may be due 
to adsorbed water vapour or quartz vessels within the deposition chamber. It 
has been suggested the G substitutes on an N site, creating a shallow acceptor 
level with optical binding energies of 230 meV [47]. Oxygen substitutes on
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an N site, forming a donor level with reported thermal ionisation energies of 
29-34 meV [47].
N-type doping is usually accomplished by using silicon [60] although Ge 
is also suitable. Si acts as a donor in GaN because it replaces a Ga atom in 
the crystal lattice, providing a weakly bound electron. Ionisation energies in 
the range 12-27 meV have been reported by various authors depending on 
the Si concentration and method used [61]. The solubility of Si in GaN is 
of the order of 10^ *^  cm“  ^ [61]. Doping can be performed during deposition 
(usually by MOGVD or MBE) or by ion implantation. In the latter case, 
dopants are activated by annealing in a nitrogen (and importantly hydrogen 
free) atmosphere at around 1050 °G [62].
Mg has one of the lowest hole ionisation energies (171 meV [62]) of the 
group II elements that can substitute Ga [63]. However, achieving p-type 
doping has been rather problematic since as-deposited Mg-doped films grown 
by MOGVD and MBE have tended to be highly resistive. Initially, it was nec­
essary to use Zn doping to create compensated material [57, 6 ]. The problem 
was finally solved by using electron beam irradiation [64] after deposition, 
or later, thermal annealing in nitrogen [65] to activate the acceptors.
Films implanted with Mg alone have been shown to remain n-type when 
annealed up to 1100 °C whereas samples co-implanted with P change from 
n- to p-type after an anneal at 1050 °C [62]. Ga, with an ionisation energy 
of 169 meV [62], is also suitable for implantation but requires an activation 
temperature of above 1050 °C [62].
For this project, doping may be accomplished by co-sputtering during 
growth or by ion-implantation. However, annealing to activate dopants 
should not be performed at high temperatures since this would negate the 
advantages of low-temperature growth. Thus, either low-temperature an­
nealing must be used or a method of heating the film without affecting the 
substrate must be found. Such a method is laser annealing, which is dis­
cussed in Section 4.4.2.
3.2 .5  C ontacts to  G aN
Since high doping levels are not usually possible in group HI nitrides, the 
relative magnitudes of the semiconductor electron affinity and the metal work 
function become important when attempting to produce ohmic contacts to 
GaN. The electron affinity of GaN does not appear to be well defined but is
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considered to be about 3.3 eV in [6 6 ] and 3.5 eV in [67].
For n-GaN, metals with small work functions must be used to form ohmic 
contacts. Al, Ti (with work functions of 4.28 and 4.33 eV respectively [6 8 ]) 
and combinations of the two are most often used. Cr and An, with work 
functions of 4.5 and 5.1 eV respectively [6 8 ], form Schottky contacts with 
barrier heights in the ranges 0.52-0.57 and 0.83-1.2 eV respectively [47].
Metals with large work functions like P t (5.65 eV), Au and Pd (5.12 eV) 
can be used for contacts to p-type material but Ni/Au metalisations are 
usually used [69, 70]. The effective resistance of contacts to p-GaN is sub­
stantially higher than those to n-GaN.
3.3 Review of work on GaN grown at low tem per­
ature
3.3.1 D ep o sitio n  m eth ods
Several different methods have been used to deposit GaN at low temper­
atures. The majority of reports employ reactive sputtering of a metallic 
Ga target. A number of these, especially the earlier works, have used con­
ventional rf sputtering in a pure N2 ambient [7, 8 , 14, 9, 15]. Rf mag­
netron sputtering of Ga in N2 has also been used [71, 72, 73]. More re­
cently, most workers have used a mixed N2 %Ar atmosphere in conventional 
[10, 13, 18, 19, 20, 21, 3, 22, 23, 24] or magnetron [16, 17, 74] sputtering 
systems. Nonomura et al. [18] also experimented with NH3  (in combina­
tion with Ar) as a nitrogen source. In the past year, Kim et al. [75, 76] 
have sputtered a GaN target in a N2 ambient to produce zinc-blende/cubic 
GaN films. Earlier, Horng et al. [28] also used a GaN target in an N2 %Ar 
atmosphere to deposit wurtzite GaN films.
Several alternative methods of GaN deposition at low (< 450 °C) temper­
atures have also been used. Matsushita et al. [12] compared several methods 
of deposition in terms of 0  contamination including reactive evaporation and 
MOGVD, as well as reactive sputtering. Elkashef et al. [25, 26, 27] used a 
GaAs target in an rf magnetron sputtering system to deposit GaN without 
measureable As contamination. The temperatures used were in the range 
400-600 °G. Yang et al. [29, 30, 31, 32] sputter deposited Ga2 0 g close to 
room temperature and then heated the samples in an NH3 atmosphere at 
800-1000 °C to convert them to GaN. The most successful thus far has been
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the work of Yagi et al. [33, 4, 34, 5] who deposited hydrogenated p-GaN 
films below 400 °C in a remote-plasma MOGVD system using Ga(GH3 )s 
(trimethylgallium), N2 and H2 .
3.3 .2  Effect o f d ep osition  param eters on film  p roperties
The deposition parameters used for the sputtering of GaN, namely rf power 
or target bias, pressure, composition of the sputtering atmosphere, and sub­
strate temperature have a large effect on the properties of thin films. As far 
as is known, there have been no systematic studies of how these parame­
ters affect the deposited material. The trends observed in the literature will 
be discussed under the relevant deposition parameter and material property 
headings.
The effects of changing the N2 :Ar ratio in the deposition atmosphere 
have been investigated by a number of authors. It has been found that 
films grown with a high N2 fraction are stoichiometric, whereas those at 
low fractions are probably rich in gallium [10, 74, 77, 28]. Deposition rates 
decrease with increasing N2 fraction [77]. Lakshmi et al. [10] found that 
optical band gaps increased with increasing nitrogen fraction but levelled off 
above 70% N2 whereas Horng et al. [28] observed a monotonie increase over 
the whole range. The latter authors also observed a refractive index increase 
and a maxium in the N/Ga ratio at 60% N2 . Near-edge absorption was also 
greatly reduced at higher nitrogen ratios [22]. A shallow minimum in the 
infrared Ei(TO) peak width at around 30% N2 was observed by Young et 
al. [22]. This was thought to indicate a minimum in the bonding disorder. 
Guo et al. [74] did not observe any obvious changes in the XRD patterns, 
although Ross et al. [77] found that films became amorphous at above 95% 
N2 . Lakshmi et al. [10] observed an increase in low-held resistance up to a 
maximum at 70% N2 , after which it decreased again.
In [9], an increase in the N2 pressure also caused an increase in the 
resistivity which was thought to be due to a reduction in the amount of 
excess Ga in the films. Matsushita et al. [12] found that the O content of 
films deposited by reactive magnetron sputtering in N2 increased with N2 
pressure in the range 0.5-13.3 Pa which was ascribed to a decrease in the 
activation of the N atoms. The refractive index also decreased from 2.5 to
2.1 for the same N2 pressure change. In [72], deposition rates decreased with 
an increase in pressure. This was also observed for InN [78] in the range
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0.13-0.67 Pa, where the deposition rate was constant for higher pressures. 
Kim et al. [75] found that in the range 1.3-4.0 Pa, the ratio of the zinc- 
blende to wurtzite phase increased as the N2 pressure was reduced. This 
occurred together with an increase in compressive stress.
An increase in the substrate temperature has a large effect on the crys­
tallisation and crystal orientation but the trends are very dependent on the 
substrate type, buffer layers and the specific deposition system. On Al- 
on-glass, the intensity of the (002) X-ray diffraction (XRD) peak has been 
reported to increase rapidly with temperature from room temperature to 
400 °C [13]. On quartz substrates, in the range 200-400 °C, samples showed 
(1 0 0 ) (largest), (1 0 1 ) and (1 1 0 ) peaks with the former peak staying approx­
imately constant and the latter two decreasing with substrate temperature
[19]. The sizes of the (100) crystallites in films deposited on (001) sapphire 
increased continuously from around 11 nm at 500 °C to around 39 nm at 
630 °C [71]. On (0 1 2 ) sapphire, films exhibited crystallinity between 580 
and 680 °C and were amorphous at higher and lower temperatures [77]. 
Above 625 °C, the (110) peak intensity increased, reaching a region where 
it was maximised and the other peaks vanished. On (1 1 1 ) GaAs, Ross et 
al. [17] reported that the film was c-axis orientated when deposited in the 
range 580-620 °C, exhibiting mixed phases ((100), (002) and (101)) at lower 
temperatures and delaminating during cooling for higher deposition temper­
atures. However, Guo et al. [74] observed only the (002) GaN peak and this 
appeared at 500 °G and increased in intensity up to 700 °G, at which point 
the (004) peak became visible.
It has been reported that deposition rates decrease with substrate tem­
perature [72]. RBS studies have shown that the N/Ga ratio rises initially 
until 625 °C and then decreases again because excessive temperatures cause 
large amounts of N to leave the film. Nonomura et al. [18] also found that 
the low field resistivity decreased with substrate temperature.
Most authors use mid-range values of target bias because the Ga target 
does not sputter sufficiently at low biases [1 0 ] and tends to melt at high biases 
[10, 13]. The deposition rate increases with target bias [72] or rf power 
[76]. At high biases, the oxygen content of films deposited by magnetron 
reactive sputtering in N2 decreases because the increased rf power increases 
the activation of the nitrogen atoms [12]. Young et al. [22, 23] found that 
at higher bias, a narrowing of the infrared peak width occurs but with no
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obvious change in the grain size. Nonomura et al. [18] observed a decrease 
in low-held resistivity with increasing rf power. Zembutsu et al. [13] found 
that applying a negative bias to the substrate helped remove impurities 
and improve crystallinity by ion bombardment. At 350 °C, the intensity 
of the (002) XRD peak of films on Al-on-glass substrates increased slowly 
as the substrate bias was decreased from 4-150 V, reaching a maximum at 
—100 V. Sapphire with (001) orientation had a maximum peak intensity at 
0 V, which may have been due to its insulating properties. Kim et al. [76] 
found that lower rf powers lead to zinc-blende films with a higher degree of 
(1 1 1 ) orientation.
Nonomura et al. [18] found that the addition of NH3 to the sputter­
ing atmosphere aided crystallisation, even for films that would normally be 
amorphous. Bondar et al. [71] investigated the effects of buffer layers on 
(001) sapphire and found that AIN and ZnO buffer layers produced films 
with (0 0 1 ) orientation, whereas bare sapphire and MgAl2 0 4  buffer layers 
resulted in (1 0 0 ) orientation.
3.3 .3  S tru cture and sto ich iom etry
As stated in Section 3.3.2, the deposition rate can be varied considerably 
by changing the deposition parameters. Deposition rates reported in the 
literature are summarised in Figure 3.2.
It can be seen that deposition rates tend to decrease with an increase 
in substrate temperature, gas pressure and N2 fraction in the sputtering 
atmosphere, and increase with target bias. These trends will be discussed in 
more detail in Chapter 5.
The N/ Ga ratio varies with deposition conditions and will affect the prop­
erties of the films, especially since N vacancies were often cited as the reason 
behind as-deposited material being n-type. Kobayashi et al. [19] found us­
ing X-ray photoelectron spectroscopy (XPS) that portions of metallic Ga 
in the film were negligible. Their material had N/Ga ratios of 1.15 at the 
surface but depth profiles were not considered due to preferential sputtering 
of N during ion milling. Young et al. [23], using Rutherford backscattering 
(RBS), also found their films to be N rich, giving a N/Ga atomic ratio of 
1.09. The high N content was ascribed to the intergranular regions. Bondar 
et al. [71] found, using Auger profiling, that their films were stoichiometric 
below 30 nm but had O, G and a slight excess of Ga atoms closer to the
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Figure 3.2 Deposition rates as functions of various deposition parameters as 
reported by various authors [72, 10, 77, 75, 8 , 17, 13]. Rf powers have been assigned 
an equivalent target bias when these are not reported.
surface. Prajzler et al. [79] reported a N/Ga ratio of 0.92.
It has been concluded that films grown with a high N2 fraction are sto­
ichiometric whereas those at low fractions are probably rich in gallium [10] 
and in the case of Guo et ah, films were stoichiometric above 20% N2 [74]. 
Horng et al. [28] reported that the N/Ga ratio for films grown at 500 °G 
increased from 0.20 at 0% N2 to a maximum of 1.05 at 60% N2 . This was 
followed by a decrease to 0.74 at 100% N2 . Films of the correct stoichiometry 
could also be obtained for lower nitrogen fractions if the target bias voltage 
was lowered. This is because it is mostly the Ar ions which sputter off the 
gallium atoms at a rate determined by the sputtering voltage, with the N 
fraction helping to convert them to GaN [10]. Ross et al. [77] found, using 
RBS, that the N/Ga ratio rose initially as a function of temperature, reach­
ing 0.92 at 625 °G and then decreasing again because excessive temperatures 
cause large amounts of N to leave the film. Gooling in 2.67 Pa N2 increased
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the N/Ga ratio from 0.57 (for a vacuum) to 0.83.
Oxygen is often found as a contaminant in films, possibly because Ga 
reacts much more easily with O2 than with N2 [13]. Values as high as 5
[20], 9 [23], 15 [79] and 20 [13] atomic % have been reported. These values 
were measured using XPS, RBS, RBS and ERDA (elastic recoil detection 
analysis), and AES (Auger electron spectroscopy) respectively. The source 
of the contamination has been ascribed to residual O2 or H2 O in the system 
[76] or to quartz or AI2 O3 vessels in the deposition chamber [80]. It has been 
commented that the oxygen contamination tends to rise for films deposited 
at lower deposition rates because of the increased time during which O can be 
incorporated [76]. Matsushita et al. [12] found that the 0  content decreased 
as the pressure of the N2 sputtering atmosphere was decreased from 13.3 
to 0.5 Pa and/or the rf power was increased from 50 to 100 W. This was 
thought to be due to an increased activation of nitrogen atoms.
Zembutsu et al. [13] discovered that a negative substrate bias voltage 
helped to remove oxygen impurities from films on Al by bombardment with 
positive ions. Oxygen concentrations in the bulk of the films were calculated 
from AES to be 20 and 2  atomic % for 0 and —100 V substrate biases respec­
tively. Matsushita et al. [12] found that conventional rf sputtering in 13.3 Pa 
N2 gave an 0 /N  ratio of 0.6 as compared with 0.3 and 0.08 with magnetron 
sputtering at 13.3 and 0.5 Pa respectively. Hydrogen contamination is rarely 
mentioned, possibly because it is difficult to measure. A value of 16 atomic 
% has been reported [79] and this was ascribed to contamination of the N2 
and Ar gases.
Grystallite sizes in the range 11-76 nm have been reported [8 , 18, 19, 20, 
3, 71] and although individual authors have mentioned grain size increases 
with temperature for their deposition systems [18, 19, 71], there is no general 
trend. For the films of Kobayashi et al. [3], the XRD peaks (normalised 
to film thickness) increased with film thickness but grain sizes remained 
constant. This was interpreted as evidence that the volume fraction of the 
crystallites close to the substrate was low. Young et al. [22] found that films 
deposited on glass substrates had smaller crystallite sizes than those on Si. 
Using AFM (atomic force microscopy) to observe the surface morphology, 
Miyasaki et al. [73] obtained a figure of 1.1 nm for the rms roughness of 
films deposited at room temperature in N2 when the scan size was 1 x 1  fim.
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3.3 .4  O ptical properties
Optical band gaps of disordered thin films quoted in the literature are often 
substantially lower than the 3.4 eV for crystalline material, depending on the 
functional form of the fit used to extract them from the optical absorption 
spectra. From plots of o? and {ahi/f' versus fiz/, values in the ranges 3.25- 
3.40 [72, 15, 22] and 2.95-3.39 [16, 10, 13] respectively have been reported, 
where a  is the absorption coefficient. Tauc gap values (from y/ahu versus 
hu plots) of 2.8 and 3.4 eV at 200-400 °C [18] and 660 °C respectively, and 
an Eq4  band gap (the photon energy where a = 10  ^ cm“ )^ of 3.2 eV have 
also been given [2 0 ].
Hariu et al. [9] found that band gaps (no type mentioned) increased 
from about 3.1 to 3.3 eV as the nitrogen pressure was increased from 5.3 to 
30.7 Pa. In [10], the {ahvŸ  band gaps increased with increasing nitrogen 
fraction from around 2.95 eV at 35% N2 , levelling off above 70% at a max­
imum value of 3.39 eV. Horng et al. observed an increase from 2.43-2.87 
in the (presumably Tauc) band gaps as the N2  fraction increased from 20- 
100% [28]. Urbach tail energies (1/gradient for In a  versus hv plots in the 
band tail region) of 110-500 meV have been observed in different regions 
[20, 7, 3]. Nonomura et al. [18] reported band gaps of 3.95 and 2.96 eV 
(here defined as the photon energy at a  =  5000 cm“ )^ for an amorphous 
and a micro crystalline sample respectively. Kobayashi et al. [3] found that 
Urbach tail energies decreased from 500 to 300 meV as the film thickness 
was increased from 220 to 1200 nm. Absorption coefficients at 1.5 eV (which 
reflect deep gap states) decreased from 2 . 8  x 1 0  ^ to 2  x 1 0  ^ cm“  ^ for the 
same thickness change. Young et al. [22] observed greatly reduced near-edge 
absorption at higher nitrogen ratios. These samples were thought to exhibit 
broad, deep level absorption which extended into the infrared region. How­
ever, it is thought that this reported deep level absorption may actually be 
a transmission minimum caused by destructive interference.
Changes in the optical absorption spectrum have been correlated with 
oxygen contamination of GaN films. Butcher et al. [80] found, when using an 
AI2 O3 tube in a remote-plasma enhanced CVD deposition system, that GaN 
samples with significant contamination had reduced optical absorption up to 
higher photon energies because of a higher proportion of gallium oxide in the 
films. It was found that AI2 O3 could be passivated by the formation of an 
AIN layer but that SiÜ2 would continue to act as a source of O. Their plots of
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as a function of photon energy for samples grown during conditioning of 
an AI2 O3 tube are reproduced in Figure 3.3. However, Slack et al. [81] have
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Figure 3.3 Plots of o? versus hv during conditioning of the AI2 O 3 tube in a 
nitrogen plasma [80].
commented that O in GaN produces an optical absorption band below the 
band edge, in the region of 2.4-3.4 eV, which could result in the formation 
of the Urbach tail.
Refractive indices have been quoted in the range 2.03-2.38 at 632.8 nm 
[7, 73] and 1.91-2.46 at 546.1 nm [9, 7]. These were measured by ellipsom- 
etry. Bondar et al. [72] extracted values in the range 2.08-2.3 at 550 nm 
from interference patterns using a method similar to that of Swanepoel [82]. 
Matsushita et al. [12] found that the refractive index (no wavelength men­
tioned) decreased from 2.5 to 2.1 as the N2 deposition pressure was increased 
from 0.5 to 13.3 Pa. This occured together with an increase in the oxygen 
content of the films. However, Hariu et al. [9] found that the refractive index 
values were higher for samples deposited at higher N2 pressures. Horng et 
al. reported an increase from 2.30 to 2.50 as the percentage of N2 in the 
deposition gas increased from 2 0  to 1 0 0 .
In disordered thin films, peaks ascribed to the Ei(TO) phonon have been 
observed in the range 549-570 cm“  ^ [22, 33, 4] by infrared transmission spec­
troscopy. Raman measurements have produced peaks which were attributed 
to El (TO), E2 and Ai(LO) modes. These were at 565 [79], 568 [16] and 722- 
734 cm~^ [79, 22] respectively. Young et al. [22] observed a shallow minimum 
in the Ei(TO) infrared absorption peak width at a nitrogen fraction of 30%.
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This was interpreted as a minimum in the bonding disorder and the point 
was taken to be the optimal sputtering atmosphere. Higher target biases also 
produced a further narrowing of the infrared peak width. For an excitation 
wavelength of 325 nm, a minimum in the Ai(LO) Raman peak width as a 
function of peak position was observed and was interpreted as indicating a 
minimum in the crystallite size distribution. In the experiments of Prajzler 
et al. [79], Raman spectroscopy using 532 and 488 nm excitation showed 
small and broad phonon peaks at 565 and 727 cm“  ^ which were identified 
as the El (TO) and Ai(LO) mode respectively. This was compared with 
MOCVD-grown material which exhibited a very sharp peak at 569 cm“  ^ in 
addition to a much smaller one at 735 cm“ .^ Kubota et al. [16] assigned 
the mode at 568 cm“  ^ to the E2 phonon (for an excitation wavelength of
469.5 nm). Since this mode appeared at the bulk frequency, it was deduced 
that the film was strain free. In the as-deposited, hydrogenated films of 
Yagi et al. [33, 4], infrared absorption peaks corresponding to the N-H and 
Ga-H stretching modes at 3240 and 2098 cm“  ^ respectively were observed 
in both amorphous and polycrystalline materials. These peaks were more 
pronounced in the amorphous sample than in the polycrystalline one but the 
Ga-N peak at 560 cm“  ^ was reduced for the amorphous case.
Reports of intense photoluminescence (PL) have usually been of material 
prepared at high temperatures. The samples of Iwata et al. [83, 84, 85, 85], 
which were grown by gas-source MBE on SiÜ2  and sapphire at 750 °C, 
produced emission peaks centred at 3.35 and 3.48 eV with FWHM of 245 
and 29 meV under 325 nm excitation at 77K. The corresponding emission at 
room temperature was at 3.30 and 3.43 eV with FWHM of 416 and 75 meV. 
In [29], PL peaks were observed at room temperature at 376 and 466 nm 
depending on the temperature used to convert the Ga2 0 3  films to GaN. The 
466 nm peak was attributed to the transition between an oxygen deep donor 
and the valence band, and the 376 nm one to band-to-band transitions. 
Ross et al. [77] observed a sharp emission peak at 364 nm with a FWHM of 
11 meV for material grown at 660 °C.
At lower temperatures, Yagi et al. [33] measured a broad emission peak 
between 360 and 700 nm for amorphous and polycrystalline samples de­
posited by remote-plasma MOGVD at 300 °C. Abe et al. [20] observed 
weak and broad PL peaks at 2.4 and 2.8 eV at 2 K in GaN sputtered at 
200 °C. Annealing at 400 and 600 °C caused the 2.8 eV peak to disappear
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but this recovered after an 800 °C anneal.
Blue cathodoluminescence (CL) was observed by Puychevrier et al. [14] 
and additional peaks were observed at around 381, 391 and 360 nm (from 
largest to smallest) in the range 354-438 nm. The samples of Bondar [71] 
exhibited a broad peak at around 440 nm.
3.3 .5  E lectrica l properties
Unintentionally doped as-sputtered GaN has been reported to have resistiv­
ities in the range 10^-10^^ 0cm [7, 19, 3, 10]. Hariu et al. [9] found that the 
resistivity increased with increasing nitrogen pressure and thought this to 
be due to a reduction in the amount of excess gallium in the films. Lakshmi 
et al. [1 0 ] reported that as the percentage of N2 was increased, the low-held 
resistance increased slowly up to a maximum at 70% N2 , after which it de­
creased again. The resistivity at the maximum point was 10^  ^ 0cm. It was 
also concluded that excess Ga in the films at low deposition N2 concentra­
tions decreased the resistivity. Kobayashi et al. [19, 3] observed that as the 
deposition temperature was increased from 200 to 400 °C, the resistivities 
decreased from 5 x 10  ^ to 10  ^ 0cm and the activation energies from 0.6 to 
0.03 eV. The resistivity also decreased from 1 . 8  x 10  ^ to 3.6 x 10  ^ 0cm as 
the thickness of the films (deposited at 200 °C) was increased from 220 to 
1200 nm. The resistivity of the microcrystalline samples was much lower 
than that of the amorphous samples. In [18], this changed from 10  ^ to 
10^  ^ 0cm and in [19], from 3 x 10  ^ to 5 x 10  ^ 0cm. The lower resistivity 
of the microcrystalline samples was thought to be due to an increase in mo­
bility due to crystallisation and an increase in electron concentration due to 
nitrogen vacancies. At higher deposition temperatures (450-650 °C), Bon­
dar et al. [71] found that for films on sapphire, AI2 O3 , MgAl2 0 4  and AIN on 
quartz, the resistivity was larger than 1 0  ^ 0 cm with a conduction activation 
energy of 340 meV. On ZnO, the resistivity was less than 10  ^ 0cm, and the 
activation energy was 4 meV for T  < 280 K and 50 meV for T  > 280 K.
There are not many reports of carrier concentrations or mobilities for 
sputtered material in the literature, presumably because the material is of­
ten too resistive to perform Hall-effect measurements and the material is 
very disordered. However, Kubota et al. [16], who grew epitaxial GaN 
on (001) sapphire at 500 °C by rf magnetron sputtering, measured carrier 
concentrations and Hall mobilities of 1.2 x 10^  ^ cm“  ^ and 8.9 cm^(Vs)“  ^ re­
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spectively. Vesely et al. [8 ] estimated mobilities and carrier concentrations 
from I-V characteristics for 1.36 and 2.4 //m thick samples grown at 45 °C. 
The carrier mobilities were both 330 cm^(Vs)“  ^ and the carrier concentra­
tions 5.2 X 10  ^ and 7.8 x lO'^  cm“  ^ respectively, resulting in resistivities of 
3.65 X 10^  ^ and 2.94 x 10^  ^ Hem respectively.
As far as is known, there have not been any successful attempts at dop­
ing low-temperature sputtered GaN using Si or Mg although Yagi et al. 
[34] have used bis-cyclopentadienyl magnesium (Mg(C5 H5 )2 ) to dope their 
remote-plasma MOGVD deposited films p-type during growth at tempera­
tures below 400 °G. Prajzler et al. [79, 8 6 ] have reported co-sputtering of Er 
using a Ga2 0 s target with Er2 0 3  pellets or Er powder on top, which gave 
infrared PL emission at 1530 nm with 488 nm excitation.
Vesely et al. [8 ] investigated the electrical properties of films sputtered in 
N2 at 45 ° G by using structures consisting of GaN deposited on degenerate 
(111) Si substrates followed by Al or conductive InN contacts deposited on 
top. Space-charge-limited conduction was observed at low voltages and the 
existence of trap levels at 0.81 and 0.39 eV below the conduction band edge 
(with concentrations of 3.7 x lO^ '^  and 1.9 x 10^  ^ cm“  ^ respectively) was 
demonstrated. The traps were considered to be donors which were almost 
totally compensated by acceptors. Hariu et al. [9] thought that the con­
duction through their films was bulk-limited with the dominant conduction 
mechanism being Poole-Prenkel. This analysis produced values of 3.71 
and 5.06 for two films. For comparison, the values found by ellipsometry at
546.1 nm were 3.65 and 4.75 respectively, corresponding to refractive indices 
of 1.91 and 2.18.
Photoconductivity of low-temperature deposited GaN films has been in­
vestigated by a few authors. Nonomura and Kobayashi et al. [18, 19] used 
a 100 mW/cm^ Xe lamp with a water infrared filter to characterise their 
samples. For amorphous films, a change in resistivity from 5.3 x 10^  ^ to
1.8 X 10  ^ was observed as a result of illumination. A persistent, ex­
ponentially decaying photo-current was observed after removal of the light 
source. The microcrystalline films of Kobayashi et al. [19] had dark-light 
ratios of the order of 10 .^ Persistent photoconductivity was also observed, 
including a continued increase in conductivity during light exposure. An­
nealing at 100 °C for several hours in darkness was found to return the 
conductivity to its original level.
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Horng et al. [28] analysed the photoconductivity of films sputtered from 
a GaN target at 500 °C as a function of the N2 fraction in the deposition 
atmosphere (in a 0.27 Pa N2 /A r mix) using a 730 /iW/cm^, 254 nm light 
source. The photo conductivity decay rate (after illumination) increased as 
the nitrogen fraction increased from 20 to 60%. For the 20% N2 sample, 
the current remained above 60% of the maximum photo-current for 3600 s. 
The activation energies of films deposited at 20, 40, 50 and 60% N2 were 90, 
188, 255 and 334 meV respectively. Thus, the samples deposited at lower 
N2 fractions possessed shallower donor levels. The increase in the photo­
conductivity decay rate and activation energy corresponded to an increase 
in the N/Ga ratio from 0.57 to 1.05. The persistent photoconductivity was 
therefore attributed to nitrogen vacancies.
In the work of Yagi et ah, amorphous and microcrystalline films were 
deposited at 300 °C by remote plasma MOGVD [33]. The dark- and photo­
currents of the polycrystalline films were two orders of magnitude higher 
than for amorphous films. The photo-response of the microcrystalline films 
was 0.012 A/W  for a 330 nm, 5/iW/cm^ light source and a 3 V bias.
3.3 .6  P ost-d ep o sitio n  trea tm en ts
As the usual method for removing defects, implantation damage or activating 
dopants in Si, thermal annealing has often been used on GaN in an attempt 
to improve its properties. However, there have not been systematic studies 
of the effects of annealing defective GaN films at low temperatures. As was 
mentioned in Section 1.2, process temperatures should be low so the focus 
here is on lower-temperature annealing.
It has been found that annealing in a nitrogen ambient increases the 
resistivity. Hariu et al. [9] observed this for a 350 °C anneal. Lakshmi [11] 
reported that annealing a film (deposited at 150 °C) in N2 or H2 at 350 °C 
increased the resistivity from 10^  ^to 10^  ^Qcm. In the same study, it was also 
found that the frequency dispersion of the dielectric constant was reduced 
for films annealed in N2 at 350 °C and almost completely removed when 
annealed in H2 at 350 °C. Vesely et al. [8 ] reported that annealing in nitrogen 
up to 500 °G decreased carrier mobility and increased the concentration of 
shallow traps but had no effect on the concentration of deep traps.
In [20], PL measurements at 2 K (using a 325 nm He-Cd laser) showed 
GaN deposited at 200 °G to have broad peaks at 2.4 and 2.8 eV but with
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low intensities. Annealing at 400 and 600 °C at 0.67 x 10“  ^ Pa caused the
2.8 eV peak to disappear but this recovered after an 800 °C anneal. The 
corresponding effect on the absorption spectrum was an increase around the 
mid-gap energy for 400 and 600 °C anneals. It was thought that these lo­
calised states possibly acted as non-radiative recombination centres. The 
TFT’s fabricated by Kobayashi et al. [19] showed much improved drain cur­
rents and mobilities for films annealed at 800 °C prior to fabrication. These 
respective values increased from 10“  ^ to 10“  ^ A and 10"^ to 10 cm^(Vs)“ .^ 
Young et al. [23] found that annealing at 400 °C reduced the porosity of the 
films and created an amorphous layer close to the substrate.
Laser annealing of GaN has not often been mentioned in the literature. 
Rhee et al. [87] used it to anneal Er-implanted films with average energy 
densities in the range 150-880 mJ/cm^ and a total number of pulses of 
1X 10^-5 X10 .^ According to Rhee, the surface temperature of a GaN film can 
easily be controlled up to its melting point by using pulsed laser annealing 
and that the rapid cooling by conduction inhibits the decomposition of the 
GaN. It is stated that the time needed to remove defects is significantly less 
than that needed for GaN to decompose. It was necessary to use energy 
densities of 730 mJ/cm^ or below to avoid visible damage to the samples. 
The optimum energy density in terms of PL at 1540 nm was in the range 
300-600 mJ/cm^ depending on the doping level. PL intensity increased with 
the number of shots but saturated above lO^-lO'^ shots.
Kim et al. [8 8 ] grew 3 /im thick films at very high temperature (1000 °C) 
and annealed them at energy densities of 300-600 mJ/cm^ using a KrF 
excimer laser. It was found that 500 mJ/cm^ gave the best crystallinity and 
highest PL intensity at 3.42 eV.
Young et al. [24] attempted laser annealing of GaN films sputtered 
at room-temperature with a view to improve their luminescent properties. 
Films were capped with a silicon nitride anti-refiection coating and annealing 
was carried out in a vacuum. Laser energy densities were in the range 100- 
150 mJ/cm^. The lower energy density was sufficient to amorphise the lower 
two-thirds of the films and the upper section was columnar. A 150 mJ/cm^ 
anneal removed the capping layer and about 50% of the sample area. It was 
thought that this was due to the decomposition of the GaN.
Hydrogenation of as-deposited films by exposure to an H2 plasma has 
been attempted by Abe et al. [20]. Films were exposed to the plasma at room
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temperature for 1 hour. A decrease in the XPS Nls signal while the Ga2 pg/ 2  
signal remained constant was interpreted as a removal of nitrogen atoms on 
the surface of the films. However, the expected infrared absorption bands 
at 1000, 2000 and 3200 cm“  ^ (the N-H bending mode, Ga-H stretching 
mode and N-H stretching mode respectively) were not observed, so it was 
concluded that the films had not been hydrogenated. The Ga-H and N- 
H stretching modes at 2098 and 3240 cm~^ have been observed in as-grown 
material deposited by remote-plasma MOGVD [33, 4] as has been mentioned 
in Section 3.3.4.
3 .3 .7  Fabrication o f devices
Not many devices have been fabricated successfully using disordered GaN 
at low temperatures and none, as far as is known, has yielded satisfactory 
performance when both rf sputtering has been employed and all the process 
steps carried out at low temperatures, i.e. below around 450 °G. Kobayashi 
et al. [19, 3, 21] used GaN sputtered at 200 °C to fabricate the bottom- and 
top-gate T FT’s shown in Figure 3.4.
n c - ( ia \  HraintAO S«urcet\l>
i     ""- 'i  . f - - ...... ' — a
SiO
(n l\ pe c-Sii
(all boltiMin g a t e  tvpc-
(h) top gate type
Figure 3.4 Layout of the thin-film transistors of Kobayashi et al. [3]: (a) bottom  
and (b) top gate type.
When an amorphous film was utilised for the bottom-gate type, which 
had a drain-source gap of 50 fim by 1.5 mm, a drain current of the order 
of 10“  ^ A and a mobility of 10“  ^ cm^(Vs)“  ^ were obtained. These values 
increased to 10“  ^ A and 10 cm^(Vs)“  ^ respectively when films which had
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been annealed at 800 °C [19] were used. In [3], bottom- and top-gate struc­
tures which had mobilities of 6  x 10“  ^ and 19 cm^(Vs)“  ^ respectively were 
fabricated. The on-off ratio of the drain current (Ion/off) for the bottom 
gate type was 3 x 10  ^ but was lower (1.3) for the top gate type (because of 
an increased off current). This was thought to be caused by a high density 
of shallow gap states due to impurities and/or nitrogen vacancies despite 
the high crystalline volume fraction close to the top surface. White light 
illumination of the active area had a negligible effect on the operation of the 
TFT’s.
In [21] where films were deposited at 200 °C, TFT’s were fabricated with 
mobilities and Ion/off of 9 x 1 0 “  ^ cm^(Vs)“  ^ and 2 0  respectively. Annealing 
the films at 800 °C for 1 hour in a vacuum increased these values to 6  x 
10“  ^cm^(Vs)“  ^ and 400. Annealing the completed devices at 150 °C further 
increased these values to 6  x 10“  ^ cm^(Vs)“  ^ and 3000 respectively. The 
threshold values for the three cases were —2 .2 , —0.6 and —0.4 V respectively.
Yagi et al. have fabricated UV photo-detectors [4] and visible-light emit­
ting diodes [5] using hydrogenated Mg-doped GaN grown by dual remote- 
plasma MOGVD at 380 °C. In [4], visible-blind photo-diodes were fabricated 
using a sandwich structure consisting of Mg-doped GaN deposited on Al sub­
strates and then evaporating a semi-transparent Au layer on top. The active 
area was 3 mm in diameter. SEM images showed the films to be columnar 
with grain sizes 30-50 nm in diameter. The photo-response of the device 
(corrected for the opacity of the Au layer) was 0.11 A/W  at 330 nm and a 
—1 V bias. The maximum quantum efficiency was 0.4 at 320 nm and the 
open circuit voltage 1.2 V.
In [5], light emitting devices were fabricated using a similar structure to 
that of the photo-detectors but having a semi-transparent back contact of 
Al or ITO and contacts to the Au and back contact made with Ag-paste. 
The devices started to emit (through the substrate) at 4.5 V. The emission 
spectrum at 7.0 V and 35 mA was broad, ranging from 450-700 nm, with a 
maximum at 570 nm. Most emission was in the vicinity of the Ag contact.
3.4 Summary
This chapter has introduced a few of the basic properties and processing 
methods of crystalline gallium nitride. A review of the literature pertaining
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to GaN deposited by rf sputtering, or by other methods at low temperatures, 
has been given. It can be seen the properties of the sputtered material 
vary considerably from deposition system to deposition system and the few 
trends observed have not generally been backed up by other studies. What 
is noticeable, is the complete absence of reports on good quality devices 
fabricated from sputtered GaN.
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Chapter 4
Experim ental details
4.1 Introduction
In this chapter, the GaN deposition process is described in some detail. The 
different measurements carried out to characterise the material are discussed. 
The factors which must be considered and the precautions that are taken 
when carrying out the experiments are also detailed. Measurements which 
can be performed routinely and easily are conducted on most samples, e.g. 
ellipsometry and optical transmission, whereas others such as transmission 
electron microscopy are only performed on a select few.
4.2 Substrates and their preparation
The substrates most commonly used are quartz and Si, as well as Cr or ITO 
(indium tin oxide) on glass. These are usually prepared by a sequential clean 
in acetone, methanol and iso-propanol. Acetone acts as a degreaser but can 
leave a residue if not followed by methanol and iso-propanol. Alternatively, 
samples are soaked in a proprietary laboratory cleaner Decon 90 followed by 
a rinse in Decon Acid Rinse and then water.
Photoresist or a permanent marker is used to mask off small sections of 
the substrates prior to deposition to provide a step for profflometry or access 
to a back contact. After deposition, the resist or marker is removed with 
acetone or methanol respectively and mechanical cleaning, followed by rinses 
in methanol and iso-propanol if a large part of the sample is affected. When 
SEM (scanning electron microscopy) tabs are used to attach the substrates 
to the electrode, these are removed with iso-propanol.
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4.3 Deposition process
4.3.1 S p u tterin g  system
Film s are deposited  using a  Nordiko rf reactive sp u tte rin g  system  operating  
a t 13.56 M Hz. A functional d iagram  of th e  system  is shown in F igure 4.1. 
T h e  ta rg e t is 99.9999% pure  Ga, contained  in a  Ni dish on th e  lower, driven 
e lectrode w ith  which it m akes good electrical an d  th e rm a l con tac t by m eans 
of silver-loaded epoxy. T h e  su b stra te s  are a ttach ed  to  th e  u p p er electrode 
by m eans of steel clips. T h e  su b s tra te  electrode can be hea ted  to  450 °C 
and  is electrically  grounded, an d  th e  lower electrode is w ater cooled. In  
th e  original configuration, th e re  was no su b s tra te  h ea te r an d  th e  su b s tra te s  
were a ttach ed  d irectly  to  th e  u p p er electrode by m eans of conductive SEM  
adhesive tab s . T h e  u p p er electrode was electrically  g rounded a t  rf (th ro u g h  a 
capacitor) b u t iso lated  a t dc. T he  dc voltages a t th e  electrodes are m onito red  
by passing th e  signals th ro u g h  low-pass filters.
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Figure 4.1 The Nordiko deposition system.
T he  cham ber is fed by A r and  N 2  gas lines (99.9999% pu rity ), an d  th e  
flow ra tes are controlled by mass-flow controllers, each of which can  be set 
to  betw een 0.4 and  20 seem. T he A r is used as th e  sp u tte r  gas an d  th e  N 2
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as the reactive gas. In the early experiments, a quartz anti-contamination 
shield surrounded the area between the two electrodes to reduce Ga contam­
ination of the chamber and pumping system. However, at some point during 
the project, it became impossible to have both the shield in place and the 
top electrode floating without the top electrode bias becoming very large. 
The shield was removed to rectify matters, permitting the installation of a 
shutter. This allowed the target to be presputtered for around 15 minutes 
directly prior to deposition to remove contaminants such as oil vapours and 
Ga oxides/hydroxides. The shield was later replaced for reasons discussed 
in Section 5.2.4 and the substrate electrode grounded.
Before each deposition, the chamber and gas lines are prepumped to a 
pressure below 3 x 10“  ^ Pa (2.3 x 10“  ^ Torr) by a rotary/diffusion pump 
combination. Pumping down takes a minimum of 8  hours because of the 
large chamber size and thick coating on the walls.
The experimental parameters which can be varied in a controllable man­
ner are the target bias voltage, gas pressure, Ar and N2  flow rates, substrate 
temperature and deposition time. The target bias voltage is controlled by 
the rf power supplied to the electrode. The pressure is controlled by the 
butterfly valve at the outlet to the diffusion pump and by the gas flow rates.
The limiting factor at low negative bias voltages is the extremely low 
deposition rate. At very high bias, the plasma is unstable, resulting in arcing, 
fluctuating bias conditions and rapid changes in the rf power reflected back 
to the generator. In addition, very high deposition rates are undesirable if 
the start-up time becomes a significant proportion of the deposition time 
and heating of the substrates and target may be problematic at the higher 
rf powers. Therefore, the bias voltage is usually limited to the range —400 
to —1400 V. The deposition pressure is usually kept near 2.0 Pa (15 mTorr) 
since this is the region of highest deposition rate. In order to strike the 
plasma, it is usually necessary to raise the pressure in the chamber to around 
4-6 Pa.
4.3 .2  R f spu tter in g
The applied rf electric fleld accelerates free electrons into neutral gas atoms 
which they ionise, releasing more electrons which are accelerated into more 
atoms and so on. This breaks down the deposition gas to form a plasma. 
Since the plasma electrons have a much lower mass than that of the cations,
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they move easily from the plasma to the driven target electrode during the 
positive half cycle (and to other nearby metal surfaces during the negative 
half cycle) under the influence of the instantaneous electric field, whereas the 
cations are essentially static. The target charges until it reaches a steady 
state condition where this movement of electrons to the target is balanced in 
terms of charge by the cations attracted to it by the resulting dc electric field 
(and the re-emission of secondary electrons during sputtering). The loss of 
the mobile electrons to the target and chamber walls means that the plasma 
is positively charged with respect to ground and the substrate electrode. 
The potential differences between the plasma and the target and substrate 
electrodes are dropped across the potential sheaths directly adjacent to the 
respective electrodes. The fact that the target is self-biased means that 
insulators can be sputtered, which is not possible with a dc plasma.
During deposition, the negative dc bias on the driven target electrode 
accelerates positively charged ions from the plasma. These hit the target 
with sufficient kinetic energy to knock out particles. These particles can be 
ions, atoms, molecules or clusters of these. The majority of the particles are 
uncharged. The sputtered particles move away from the target, undergo­
ing collisions with gas atoms or molecules as they move, depending on the 
pressure. In the case of sputtered atoms, some reach the substrate where 
they are attracted to the surface by instantaneous dipole and quadrupole 
moments of the surface atoms [89]. If the atoms’ kinetic energies are not 
too high and they are of similar mass to the substrate atoms, they lose 
their velocity components perpendicular to the substrate and are adsorbed. 
Atoms of the reactive gas, in this case nitrogen, are also adsorbed in this 
way. The adsorbed atoms (adatoms) remain on the surface until they are 
either chemically incorporated into the growing film or desorbed. Adatoms 
can move over the surface by hopping from one potential well to the next 
under thermal activation or because of the left-over tangential component 
of the velocity of the incident atoms. In this way, the film continues to be 
built up layer by layer as adatoms are incorporated.
4.4 Post-deposition processing
Annealing is used to reduce the number of defects in a material, activate 
dopants or improve electrical contact between materials. Thermal annealing
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is very often used but the temperature is limited by the melting point of the 
substrate (or strain point in the case of glass). Laser annealing is potentially 
useful since the substrate is heated very little and high annealing tempera­
tures can be obtained. However, high energy densities cause ablation of the 
film and in the case of GaN, dissociation into its constituent elements.
4.4 .1  T herm al annealing
The sample is heated in a flowing nitrogen ambient using a tubular 8 -lamp 
optical annealer. The annealer can follow an arbitrary temperature-versus- 
time profile under computer control, subject only to the maximum heating 
and cooling rates of the system. Annealing times at higher temperatures 
have to be restricted to avoid overheating because this annealer is designed 
for rapid thermal annealing. Contamination of samples by substances given 
off by previous anneals is a potential problem because the system is not 
restricted in terms of what materials may be annealed. However, prior to 
annealing, heating cycles to above the maximum anneal temperature are 
carried out to minimise this.
When the optical annealer is unavailable, annealing is done in a conven­
tional furnace, also under nitrogen fiow. There are several problems with 
this set-up. The control temperature is measured outside the quartz an­
nealing tube and must be increased until the temperature of the sample (as 
measured using a separate thermocouple) reaches the desired level. Heating 
and cooling rates are very low, making it necessary to remove the samples 
from the nitrogen ambient while still hot or wait several hours for the system 
to cool.
4.4 .2  Laser annealing
Laser annealing is sometimes used as an alternative to thermal annealing, 
e.g. to crystallise amorphous Si. Since the laser is pulsed for a very short 
period (~ 25 ns) and the energy is almost totally absorbed by the film itself 
(because its photon energy is well above the band edge), the substrate is 
largely unaffected. There are, however, several problems associated with 
this technique when it is applied to GaN. Ablation or decomposition of 
GaN into Ga and N2 commonly takes place if the energy density at the 
sample is too high. Further problems are delamination due to expansion of 
underlying layers (especially metals) and inhomogeneity in energy absorption
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th ro u g h o u t th e  layer. Lowering th e  energy density  by tr ia l an d  erro r can 
prevent ab la tion  or delam ination  b u t th e  energy m ay th en  be too  low to  
perform  useful annealing.
Laser annealing was perform ed by D. A dikaari using a  248 nm  L am bda- 
Physik  K rF  excim er laser in th e  configuration shown in F igure 4.2. T he 
beam  passes th ro u g h  a series of a tten u a to rs , a  hom ogeniser and  a focusing 
lens before strik ing  th e  sam ple which is m ounted  in a vacuum  cham ber. T he 
sam ple is scanned across th e  p a th  of th e  beam  by a  com puter-contro lled  x-y 
stage. T h e  laser can be pulsed a t up  to  100 Hz and  has a m axim um  energy 
of ab o u t 700 m J.
F o c u s in g  
le n s  c y
V acu u m
c h a m b e rE xcim er L a ser
S a m p le  X-Y s ta g eA tten u a to rs
Figure 4.2 Simplified layout of the laser annealing system.
T h e  energy density  a t th e  sam ple is controlled by th e  positions of th e  
a tten u a to rs  and  th e  laser discharge voltage. T he  hom ogeniser conditions 
th e  beam  to  p roduce a  profile which is uniform  along one axis an d  G aussian  
along th e  o ther. T h e  lens focuses th e  beam  down to  a spo t size of a round  
4 x 1 0  m m  a t th e  sam ple. A n in tensity  m ap of th e  sp o t is shown in F igure 4.3. 
T he  figure quoted  for th e  laser energy density  is always th e  average energy 
density  across th e  whole spot. T he  m axim um  energy density  a t th e  cen tre  of 
th e  spo t is approxim ately  5 tim es th e  average energy density. In  th is  p ro jec t, 
th e  laser is pulsed a t 20 Hz and  th e  sam ple is scanned  th ro u g h  th e  beam  
a t 2 m m /s  along th e  G aussian  axis of th e  spot. T he  p ressure in th e  sam ple 
cham ber is approxim ately  0.1 Pa.
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Figure 4.3 Energy-density profile of the focused laser spot.
4 .4 .3  Fabrication o f stru ctu res/ devices
To fabricate  a  m ulti-layered device s tru c tu re  such as a th in-film  tran s is to r 
(T F T ), p a tte rn ed  layers of m ateria l are b u ilt up  one by one, s ta rtin g  w ith  
th e  b o tto m  layer. Each layer is laid  down indiv idually  and  p a tte rn e d  using 
pho to lithography  and  etching before th e  next layer can be deposited . T h is  
process is rep ea ted  u n til th e  device is com plete. M etals are th erm ally  evap­
ora ted , or sp u tte red , especially if th is  is for th e  first layer on th e  su b s tra te . 
M uch of th e  pho to lithography  in th is  p ro jec t is carried  out w ith  AZ 1512 HS 
pho toresist and  P L S E  developer, and  using a  K arl Siiss M JB 3 m ask  aligner 
and  a  C r-on-quartz  m ask.
Resist is d ropped  onto th e  sam ple which is th en  spun  a t high speed to  
form  a  fairly  even layer. T h is  is baked a t low tem p e ra tu re  on a  ho t p la te  to  
drive off solvent before being exposed to  UV light th ro u g h  th e  C r m ask  in 
th e  m ask  aligner. I t  is developed in an  alkaline solu tion  to  remove th e  resist 
in th e  exposed areas and  th en  baked a t a  higher tem p e ra tu re  to  im prove 
adhesion and  close pinholes. T h e  revealed sections of th e  underly ing  layer 
can th en  be removed using a  su itab le  e tchan t. For good adhesion of layers, it 
is necessary for th e  surfaces to  be very clean before deposition . Som etim es it 
is necessary to  use an  adhesion p rom oter such as M icroposit prim er, or ad a p t 
th e  deposition  conditions, e.g. a lum inium  adheres b e tte r  w hen evapora ted  
slowly.
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4.5 M easurement procedures
4.5 .1  P rofilom etry
A Sloan Dektak IIA profilometer is used to measure the film thickness. A 
small stylus is dragged across the sample surface, recording height data as 
it moves. If a small area of the substrate is covered prior to film deposition, 
the resulting step height can be measured. The stylus presses down on the 
sample with a force in the range 10-50 mg. The run-to-run error in the step 
height measurement can be quite large but averaging over a number of scans 
reduces this dramatically (measured to be within 5% for a 39 nm Talystep 
standard). This technique does not work with soft films since the stylus digs 
a furrow into the sample surface.
4.5 .2  E llip som etry
Reflection ellipsometry is a surface measurement technique based on the 
change of polarisation of a light beam reflected off a sample. The ellipsome- 
ter used here (Transistronic Ellipsometer MK II) is a typical manual null 
system and its principle of operation is described as follows. In Figure 4.4, 
a beam of light from a coherent source, here a 632.8 nm HeNe laser, passes 
through a polariser and a compensator before being refiected off the sample, 
through another polariser called the analyser, and onto the detector. The 
compensator has fast and slow axes which are perpendicular to the direction 
of propagation. Its length is chosen such that the phase difference between 
the two polarisations on exit is 90°. The total polarisation on exit is thus 
linear when the incoming light is polarised parallel to one of the axes, ellip­
tical at any point in-between, and becoming circular at the half-way point. 
The polariser is adjusted by the user to produce elliptically polarised light 
which, when refiected from the sample, is purely linearly polarised, allow­
ing it to be extinguished by adjusting the analyser, hence the name null 
ellipsometry. The angles of the polariser and analyser used to produce the 
null provide enough information to find the refractive index and thickness 
of a non-absorbing film on a substrate with known optical properties. The 
calculation is performed numerically by dedicated software.
The advantage of this system is that it is non-contact and it averages 
the measurement over the area of the laser spot on the sample. If the film 
absorbs at the laser wavelength, two measurements must be made, either
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Figure 4.4 Schematic of an ellipsometer.
a t different angles of incidence or on two films of different thicknesses b u t 
having sim ilar optical constan ts. Since th e  laser pho ton  energy is well below 
th e  b an d  edge of GaN, th e  film is assum ed to  have negligible abso rp tion  
w hich is no t always correct. T hese m easurem ents show good (w ith in  10%) 
correspondence w ith  profilom etry  m easurem ents on th in  (% 100 nm ) G aN  
films unless th e  sam ple ap p ears d ark  to  th e  naked eye. T h e  m easurem ent 
works well on Si b u t no t on glass, possib ly  because of reflections off th e  back 
of th e  su b s tra te . O ne draw back of th is  technique is th a t  some foreknowledge 
of th e  film th ickness and  refractive index is necessary to  be able to  determ ine 
w hich values ex trac ted  by th e  software are correct.
4.5 .3  Scanning electron  m icroscopy (SEM ) and energy d is­
persive X -ray sp ectroscop y (E D X )
T h e  SEM  is m ainly  used to  im age films deposited  on conducting  su b s tra te s  
because charging of th e  sam ple is less likely to  be a  problem . However, 
charging is a  problem  a t high m agnifications because th e  films are, for th e  
m ost p a r t, highly resistive. If silicon su b stra te s  are used, it is easy to  cleave 
th e  sam ples in to  sm all sections su itab le  for im aging. Because m ost of th e  
sam ples are fairly sm ooth , especially if th e  films are th in , it is necessary  to  
use a  high-resolution SEM  to  ob ta in  good quality  images. T h is m icroscopy 
carried  o u t by S. H enley on a H itachi S4000. Lower resolution im ages an d  
ED X  m easurem ents were ob ta ined  personally  using a  Ph ilips XL30.
T h e  relative elem ental com positions of th e  films are o b ta ined  from  ED X
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analysis using the ZAF algorithm, where Z, A and F respectively represent 
corrections for atomic number, X-ray absorption and fluorescence. The ac­
celerating voltage must be lowered until the Si X-ray peak all but disappears 
if a significant reduction in accuracy is to be avoided. This is because the 
model assumes the film to be homogeneous.
Because light elements such as nitrogen and oxygen are under-reported, 
calibrations are performed at the beginning of each measurement session 
under identical conditions to the actual measurement. The calibrations are 
done on samples of known composition, in this case MOCVD-grown GaN for 
N and sapphire (AI2 O3 ) for O. SEG (standardless element coefficient) factors 
can then be defined which correct the N and O sensitivity coefficients.
EDX is not particularly accurate, especially for low element concentra­
tions because of the difficulty in separating out the background and neigh­
bouring signals. However, with a careful calibration and a sufficiently long 
collection time, the measurement error is estimated to be of the order of 
±1-2 atomic %. Ghemical mapping is possible but only practical at low 
magnifications because of the large electron interaction volume within the 
sample. Increased accelerating voltages and spot sizes necessary to produce 
an acceptable signal level only decrease the resolution.
4 .5 .4  T ransm ission electron  m icroscopy (T E M )
TEM can provide structural, compositional and chemical information. The 
bright-fleld image is simply a magnified projection of the unscattered elec­
trons passing through the partially transparent sample. Image contrast is 
due to thickness and density variations within the sample. Selected-area 
(electron) diffraction (SAD) produces a pattern of spots or rings correspond­
ing to Bragg diffraction of electrons through a small area of the sample. This 
can be used to give an idea of the degree of crystallinity, provide information 
on the crystal orientation and lattice parameter. Small areas of the diffrac­
tion pattern corresponding to specific crystal orientations can be selected 
to produce an image of the sample where bright regions usually correspond 
to crystallites of similar orientations. This dark field often contains more 
detail and contrast than the bright-held image. High resolution TEM im­
ages allow some of the diffraction image to overlay the bright field image, 
increasing the contrast along the lattice lines. This allows the orientation 
of the grains to be seen and the lattice spacing to be measured. Electron
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energy-loss spectroscopy (EELS) produces a spectrum of the energy loss for 
each pixel. Because regions of the spectrum correspond to specific chemical 
elements, EELS can be used to build up a chemical map of the sample.
Cross-sectional samples are prepared by gluing samples (which have been 
deposited on Si) face to face with epoxy resin and then padded by scrap Si. 
In each case, a thick and a thin film are used so that two samples can 
be prepared at a time and distinguished from one another. These are then 
attached to a metal thinning stub with wax and mechanically polished on the 
one side using 800, 1200, 2400 and 4000 grit sandpaper on a polishing wheel, 
followed by a 1 fim  diamond polish. The sample is then inverted and thinned 
using the same method to a thickness of several tens of microns. The wax is 
then dissolved and the sample glued to a TEM slot-grid before it is thinned 
to around 100 nm in an Ar-ion mill. Mechanical thinning of some of the 
initial samples, all ion thinning, and training regarding sample preparation 
was undertaken by V. Stolojan. TEM microscopy was also carried out by 
V. Stolojan on a Philips CM200 at the Microstructural Studies Unit (MSSU).
4.5 .5  A tom ic force m icroscopy (A F M )
Atomic force microscopy was performed on a Veeco, Digital instruments, 
Dimension 3100 AFM by C. Giusca. This produces topographical data from 
the film surface by raster scanning a cantilever with a sharp tip across the 
sample in contact or tapping mode. As the name suggests, the tip is in con­
tact with the sample in contact mode, and in tapping mode, the cantilever 
oscillates at its resonant frequency with the tip only touching the sample 
surface for a fraction of the oscillation. However, since both systems use 
feedback to maintain the tip-to-sample distance, the image suffers from all 
the usual problems associated with control systems such as overshoot, exces­
sive damping, etc. It was found that films had to be above around 500 nm 
in thickness to produce clear images. Apart from the height data, the phase 
difference between the oscillation of the cantilever and the driving signal can 
also be used to produce an image. Phase imaging allows clearer observation 
of fine features such as grain boundaries, since it enhances contrast at edges 
and is unaffected by large height variations.
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4.5 .6  S tress m easurem ents
For a film which is thin in relation to its substrate, the compressive stress in 
the film is related to the change in the curvature of the substrate as a result 
of deposition by Stoney’s equation [90],
where Eg-, z/g, dg and df are respectively the Young’s modulus. Poisson ratio, 
the thickness of the substrate and film, and Ri and R j  are the radii of 
curvature of the sample before and after deposition. The term is
approximately 30 GPa for (001) Si [91]. The radius of curvature can be 
measured optically with a Michelson interferometer or by profilometry. The 
latter method is more prone to error since dust or inaccuracies in the large 
scans will affect the measurement. However, this method is used because of 
the availability of a profilometer. The curvature is estimated by assuming a 
parabolic approximation, which is acceptable for the large radii found here. 
The radius of curvature can be obtained from the width w and height h of 
the parabolic scan profile by
=^Ik
or by curve-fitting points, measured at small intervals, directly to the equa­
tion of the parabola,
^ =  (4-3)
However, this approach does not work well if the substrate initially has 
a poorly defined curvature, which is often the case. By doing some ma­
nipulation of the equation of the parabola, it conveniently turns out that 
calculating the radius from the difference between the initial and final scans 
is the same as calculating the separate radii and then subtracting their con­
tributions in Stoney’s equation, i.e.
______ Î:______ =  I__________ -___ (4.4)
-R (i// -  3/i)) ?//) .R(æ, i/i) '
where yi and y f refer to the height data points as a function of x  mea­
sured before and after deposition respectively. This produces significantly 
improved fits to the measured data, especially on uneven substrates. In this 
report, the stress is calculated by performing a parabolic curve fit to the 
difference between the initial and final scans. The profilometer data points 
are measured at 2 mm intervals.
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4 .5 .7  O ptical absorption  sp ectroscop y and optica l band gaps
Fundamental optical absorption arises because of the interaction between 
the incoming radiation and the electrons in the semiconductor. Electrons 
undergo transitions between states in the density of states (DOS), where the 
energy of the transition of the electrons is the same as the photon energy 
of the incoming electromagnetic radiation. The optical absorption measure­
ments carried out here are primarily to characterise the optical transitions 
between the valence band and the conduction band.
The optical transmission of the samples is measured using a Camspec 
M330 UV-visible spectrophotometer in the wavelength range 190-900 nm. 
Samples for measurement are usually deposited on 1 mm thick, polished 
fused-quartz substrates. These are essentially non-absorbing above 265 nm 
(4.7 eV) with reflections accounting for virtually all the loss in transmitted 
power. At shorter wavelengths, the the measured transmission drops slowly, 
reaching 80% of the maximum value at 190 nm (6.5 eV). Earlier depositions 
were done on Corning 7059 glass where the corresponding points are 400 nm 
(3.1 eV) and 330 nm (3.75 eV) respectively. This means that it is not 
a particularly suitable substrate material for use with GaN which has a 
maximum band gap of the order of 3.4 eV.
The absorption coefficient a of the film is estimated from the power 
transmission spectra of the sample Tgampie and of a reference substrate Tgiass 
for a given input power Tq by the relation
«  ex p (-a t), (4.5)
-L glass
where t  is the film thickness. The rationale behind this is as follows, where 
refractive indices for quartz and GaN are taken to be rig = 1.48 and =  2.4. 
If multiple internal reflections are ignored (which gives a negligible error for 
the semiconductor in the absorbing region and for the glass everywhere), the 
transmission measurements of the sample and substrate are related to their 
optical constants by
Tgample
To
=  { 1 -  R g a ) 0 -  -  R g g ) ( l  -  R s a )  e x p { ~ a g t g )  exp(-agG) (4.6)
and
=  (1 -  RgaŸ exp(-agtg), (4.7)
50
where Rga, Rgs, Rsa are the power reflection coefficients at the glass-air, 
glass-semiconductor and semiconductor-air respectively, ag and ag are the 
absorption coefficients of the glass and semiconductor and tg and tg are the 
glass and semiconductor thicknesses. Thus,
(4.8)
glass G  -^ga)
% 0.8exp(—CKgtg). (4.9)
This error serves to lower the apparent absorption coefficient, especially 
at shorter wavelengths where the absolute value of the semiconductor’s re­
fractive index increases rapidly. Interference effects within the film play a 
significant role at low absorption levels but are negligible when the absorp­
tion is high. In the low or high absorption region, where the transmission of 
the film or of the substrate is close to 1 or 0, poor spectrometer resolution 
and offsets have a large effect. For these reasons, the values of a  can be 
determined most accurately in the region of medium absorption.
The optical band gaps of the films can be obtained by fitting various func­
tions to absorption coefficient versus photon energy plots. The Eq4  band gap, 
which is the photon energy at an absorption coefficient of 10  ^ cm“ ,^ is often 
quoted. However, 10  ^ cm“  ^ falls within the region affected by interference 
for 100 nm GaN samples and is therefore not used.
The Tauc gap, usually used for amorphous materials, is obtained by 
extrapolating a linear fit to (cr/iz/) 2 at the band edge and finding the intercept 
with the hu-axis. It assumes that the band edges in the DOS are parabolic in 
shape. For direct band gap semiconductors, the same procedure is followed 
with a linear fit to versus hu. An alternative dependence for a  at the 
band edge for direct band gap semiconductors is [16].
The band gap values obtained from the earlier analysis are estimated 
to be around 0.08 eV less than the true values. The true values were esti­
mated by taking into account an approximate wavelength dependence of the 
refractive index of GaN when calculating absorption coefficients. However, 
this approach is not followed routinely because the refractive index of the 
film varies from film to film and solely estimating its wavelength dependence 
from a single ellipsometry value at 632.8 nm produces even more inaccurate 
results.
These band gaps obtained from extrapolated fits to the data have the 
advantage that the film thickness does not need to be known. However,
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since interference effects, oxygen contamination and band tailing all affect 
the dependence of the extracted absorption coefficient, this results in a curve 
which does not necessarily have a linear region, so the section of the curve 
chosen for curve fitting can have a significant effect on the value of the 
band gap. The band gap values obtained will therefore not be true but can 
nevertheless useful for comparative purposes.
The Urbach tail energy Eq has an exponential dependence of the form
a  =  CKoexp(^) (4.10)
below the band edge [36] and is found from 1/gradient of the In(o') versus hv 
curve. It is thought that the behaviour of the Urbach edge is a reflection of 
the disorder in the bonding in amorphous materials [37]. Thus, an increase 
in Eq is an indication of an increase in disorder which results in states within 
the band gap. The value of Eq obtained in this way is inaccurate because 
the gradient must be taken on the band tail which lies in the interference 
region.
To summarise, it is a difficult problem to find the true optical absorption 
of a film on a substrate using the available equipment without resorting to 
iterative numerical techniques. Band gaps can be estimated from the data 
but they can only be used for comparative purposes. It is not possible to 
comment accurately on the existence of mid-gap states because the technique 
is not sufficiently sensitive.
4.5 .8  Fourier-transform  infrared sp ectroscop y (F T IR )
In compound semiconductors such as GaN, the bonding forms an electric 
dipole. When the frequency of the incident radiation equals that of the di­
pole’s vibrational mode, the mode is excited and the radiation absorbed. 
This is typically in the infrared part of the spectrum. The Nicolet Protégé 
460 spectrometer used here has the capability to measure the infrared ab­
sorption spectrum of the sample in the range 225-4000 cm“ .^ The infrared- 
active El (TO) and Ai(LO) vibrational modes for bulk wurtzite GaN occur 
at 561 and 735 cm“  ^ respectively [47]. These phonons are visible when the 
E-field of the incident radiation is respectively perpendicular and parallel to 
the c axis of the wurtzite crystal structure [92].
Vibrational modes of bonds of impurity atoms should also be able to 
be detected using this technique. Interference effects in the substrate are
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problematic if too high a resolution is used since its thickness is comparable 
to the wavelengths of the infrared source. The Si substrates used must be 
highly resistive (3-5 0cm or above) to prevent excessive absorption.
4 .5 .9  R am an sp ectroscop y
Raman scattering is the inelastic scattering of light by a material. The 
scattered light has frequencies
ujg = uji — mO, (4.11)
where Wg, and O are the frequencies of the scattered light, incident light 
and the optical phonons respectively, and m  = ±1, ±2, ±3,... . The scattered 
signal is usually most intense for m =  1, dropping off at higher orders. In 
the set-up used for these experiments, the energy of the exciting photons is 
greater that that of the band gap which results in a stronger Raman signal. 
Compressive stress can shift the Raman peak slightly to higher energy. The 
Raman peak can give an indication of the degree of crystallinity of a material. 
At one extreme, a crystal gives a sharp intense peak and at the other, an 
amorphous material has a much broader and weaker peak. The Raman- 
active Ai(LO) vibrational mode for bulk wurtzite GaN is at 735 cm“  ^ [47]. 
Raman spectra were measured by S. Henley at the University of Bristol on 
a Renishaw Ramanscope system using a 325 nm HeGd laser.
4.5 .10  P h oto lu m in escen ce sp ectroscop y  (PL)
In the case of band-edge luminescence, the sample is illuminated with laser 
light having a photon energy above the band gap of the sample. Electron- 
hole pairs are formed which tend to recombine and, in the ideal case of a 
crystalline direct band gap semiconductor, emit light with photon energy 
of the band gap. In practice, however, defect states cause non-radiative 
transitions which reduce the luminescence. PL measurements allow one to 
assess the suitability of the material for making electroluminescent (EL) 
devices without the need to make electrical contacts since materials which 
do not exhibit PL are unlikely to exhibit electroluminescence.
Most PL spectra were obtained by S. Henley on the Raman measurement 
system, also using a 325 nm HeGd laser at room temperature. Samples were 
also evaluated personally down to 77 K in an optical bench set-up using a 
1 mW 325 nm HeGd laser and a monochromator with cooled CCD (charge
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coupled device) detector. Measurements with this set-up were found to be 
unreliable because of the magnitude of stray background luminescence was 
variable and often exceeded the luminescence from the sample.
For rare-earth related luminescence at 1.54 /im, a 980 nm diode laser was 
used at 100-200 mW to excite the rare-earth ions directly and luminescence 
was observed with a monochromator equipped with an InGaAs detector. In 
one case, a 2 W, 488 nm Ar-ion laser was also used. These photoluminescence 
measurements were carried out by M. Hughes and R. Curry at the University 
of Southampton and G. Blume at the University of Surrey.
4.5.11 E lectrical m easurem ents
Electrical measurements are carried out in darkness using a measurement 
system based on a Keithly 487 picoammeter and voltage source under com­
puter control. Tungsten whiskers are used to contact the device metalisation. 
A diagram showing the circuit layout is given in Figure 4.5. This set-up is 
suited for measuring high resistivity devices because the device current is 
measured after the voltage drop across the two-terminal device has taken 
place. This means that resistive and capacitive leakage currents between the 
inner and outer conductors of the connecting cables do not contribute to the 
measured current.
Shielded
enclosure
K487 ( V
Sample Heated
stage
K487 ( I
Figure 4.5 Set-up for two-terminal electrical measurements.
For characterising the electrical properties of a material, metal contacts 
are deposited in either a sandwich or a coplanar configuration to form metal- 
semiconductor-metal (MSM) structures. In the case of the sandwich struc-
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t lires, semiconducting films are deposited on metal-on-glass substrates and 
circular metal contact pads, typically 0.35 mm in diameter, are evaporated 
on top. The I-V characteristics are measured between the evaporated top 
contact and the back contact. The substrate is usually Cr- or ITO-on-glass 
and the top contacts are A1 or Au. Samples are not usually cleaned with 
solvents prior to the evaporation of the contact pads to prevent damage to 
delicate films. In the case of thin semiconductors, it is usually possible to 
connect to the back contact through the semiconductor by applying a high 
voltage to a small section to cause electrical breakdown.
In the case of the coplanar structures, films are deposited on insulat­
ing substrates and metal contact pads are evaporated on top. The I-V 
measurements are more likely to reflect the bulk properties of the material 
because the increased length of the semiconductor under test means that 
the resistance is considerably higher and thus there is less likelihood of the 
conduction mechanism being barrier controlled. This approach may yield 
different results since it measures the properties of the film tangential to 
the substrate and not perpendicular to it, and the applied electric fields are 
generally lower.
Various possible conduction mechanisms such as those detailed in Sec­
tion 2.3 can be fitted to the data to check for correspondence. I-V mea­
surements can also be carried out at a set of temperatures, typically in the 
range 303-423 K, to obtain values for Schottky barrier heights or activation 
energies. For each voltage point, a curve of ln(J) versus q /kT  is then plot­
ted, depending on the mechanism involved. For a Schottky barrier, ln( J/T^) 
versus q /kT  is plotted. This should yield a series of straight lines which have 
a gradients equal to 1 /(effective barrier height) at the specific voltages.
To calculate the differential resistivities at a specific voltage Vq, as is 
done in Section 5.4.1, a third-order polynomial fit to the J -V  curve is per­
formed using data points around Vq. The gradient of this fit is found ana­
lytically, evaluated at Vq and used to calculate the resistivity according to 
p = { d J /d V  X Z)"^, where I is the length of the current path through the 
semiconductor. If the sample is very conductive, the I-V curve does not al­
ways reach Vq and the resistivity is approximated by extrapolation. Fits are 
only performed on the outward-going sections of the curve to avoid hysteresis 
and currents of ambiguous polarity.
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4.6 Summary
This section has described the GaN deposition system and the steps in­
volved in the deposition process. The characterisation techniques and post­
processing procedures used as a basis for the next two chapters have been 
discussed. Comments with regard to the accuracy and appropriateness of 
the techniques used have been made in each of the sections.
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Chapter 5
Characterisation of 
as-deposited GaN films
5.1 Introduction
Using the system described in Section 4.3.1, the influence of varying the sub­
strate electrode temperature, the deposition pressure, the N2 :Ar gas ratio 
and the target self-bias on the properties of the resulting films was investi­
gated. During a standard deposition, the substrate electrode is kept at room 
temperature, the deposition pressure at 2.0 Pa, the N2 :Ar gas flow rates at 
8:12 seem (40% N2 ) and the target bias at —800 V. This parameter set was 
chosen for a number of reasons. The parameter values can be set accurately 
and are close to those used by Young et al. [22]. In addition, they achieve 
an acceptable deposition rate and give measured property values that are 
in the middle of their variable range. One parameter was varied at a time 
and the changes in the films’ properties were measured. Deposition times 
were adjusted to keep the films close to 100 nm in thickness to allow better 
comparison between the various properties.
5.2 Physical characterisation
5.2.1 G eneral com m ents on d ep osition
Films deposited under standard conditions on quartz are transparent but 
with a yellowish tinge. The films become much darker as the nitrogen frac­
tion of the deposition gas is reduced to 10% and slightly darker when the
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the target bias voltage is increased to very high values. At very low biases, 
the films appear almost clear and glass-like. At N2 fractions of 60% and 
above, films tend to delaminate. This occurs rapidly after removal from the 
deposition chamber for films grown on Si substrates at 60-80% N2 . At 90- 
100%, or on quartz and Cr-on-glass substrates, this takes place more slowly 
or does not occur at all. During many of the depositions, the Ga target 
melts. This tends to occur when higher rf powers are used or thick films are 
deposited. Although deposition rates are said to decrease when the target 
melts because of energy losses in the liquid [93], this is not observed in this 
study.
5.2.2 D ep o sitio n  rate
The deposition rate is calculated by dividing the thickness of the GaN film, 
as measured by ellipsometry or profilometry, by the deposition time. These 
values are plotted in Figure 5.1 as functions of the deposition conditions. The 
film thicknesses on Si were measured by ellipsometry, except for instances 
where the films delaminated or the absorption at 632.8 nm was large enough 
to affect the measured thickness measurement significantly. The latter case is 
demonstrated at low N2 fractions where the values produced by ellipsometry 
are erroneously low because the films are so absorbing that they appear dark 
to the naked eye. The general trends in the deposition rate are consistent 
with those reported in the literature, as summarised in Figure 3.2 (p. 26).
Dependence on substrate electrode tem perature
As a function of the substrate electrode temperature, the deposition rate 
remains approximately constant at around 3.8 nm/min until 150 °C, after 
which it decreases with temperature, reaching 1.3 nm/min at 450 °G. There 
are several factors which may affect the temperature dependence of the de­
position rate. These include the adsorption and desorption rates of Ga and 
N atoms and their mobilities on the GaN growth surface. The rate of the 
Ga -b N —> GaN reaction and the heat radiated to the target surface may 
also have an influence.
Since the stoichiometry of the deposited film does not change signifi­
cantly with temperature (see Section 5.2.4) and the refractive index does 
not increase as would be expected as a result of densification of the film, it is 
concluded that the net rate of deposition of both Ga and N atoms is reduced
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Figure 5.1 Deposition rate as a function of deposition conditions. One param eter 
was varied at a time while the others were held constant at the standard conditions.
as a result of the increased temperature. One possible explanation could be 
the increased desorption rate of adatoms at higher substrate temperatures 
since this is a thermally activated process.
The rate at which atoms are incorporated into the growing film is
R g  —  ÇRinc R r e f )  Rde  
— R ads ~  R desi
(5.1)
(5.2)
where Rinc-, R r e f i  R des  &nd R ads  &re respectively the rates at which atoms are 
incident upon, refiected off, desorbed from and adsorbed onto the substrate. 
The desorption rate from a layer of adsorbed atoms has the form
(5.3)
where A is the fraction of the surface occupied by the layer, B is a frequency 
factor for desorption from the layer and is the energy required for an
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atom in the layer to overcome the surface forces [94]. If it is assumed that 
the adsorption rate and the adatom coverage of the substrate do not change 
substantially with temperature, the (atomic) deposition rate can be written 
as
Rg =  ro (^ 1 -  , (5.4)
where tq is the deposition rate at low temperatures and do =  A B Itq.
Since the density is essentially constant with temperature, the spatial 
deposition rate should also take this form. Fitting Equation 5.4 to the 
data of Figure 5.1(a) gives values of tq =  3.85 nm/min, do =  20.4 and 
Ed = 0.215 eV.
This fit suggests that the deposition rate should drop to zero above about 
550 °C but this is unlikely to occur since the surface coverage term A  should 
be reduced for very high desorption rates. If the value of Ed is compared 
with values in the literature, A1 adatoms on NaCl and mica have adsorption 
energies of 0.6 and 0.9 eV respectively [89]. The values for Ga may be com­
parable because it is chemically similar and has a slightly lower bulk binding 
energy. However, the few values for Ga adsorbed onto GaN reported in the 
literature, are considerably higher. Guha et al. [95] reported a measured 
Ed value of 2.2 ±  0.2 eV for less than one monolayer of Ga adsorbed onto 
a GaN (001) surface. Adelmann et al. [96] calculated from first principles 
that the adatom binding energies for single atoms and adatom islands on 
top of an adsorbed Ga bilayer were 2.52 and 2.41 eV respectively. It is not 
possible to connect the Ed value extracted in the present study with other 
activation energies in the system, such as the cohesive energy of bulk Ga 
(2.8 eV [97]) or the activation energy for the evaporation of GaN (3.6 eV 
[98]). One possibility, which has been overlooked, is that the temperature of 
the growth face, where adsorption/ desorption occurs, may be substantially 
higher than the temperature of the substrate electrode or the substrate itself. 
This would effectively shift the plot of Figure 5.1(a) to higher temperatures 
and thus increase the value of Ed considerably.
Pressure dependence
As the deposition pressure is increased, the deposition rate increases from
3.1 nm/min at 0.15 Pa, reaches a broad maximum of about 3.9 nm/min in 
the range 0.5-2.0 Pa and then decreases again to 2.4 nm/min at 6.0 Pa.
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The pressure dependence of the deposition rate is likely to be as a result of 
two competing processes. As the pressure is increased, there are more and 
more gas atoms/ molecules available for ionisation which should increase the 
number of ions attracted to the target and thus increase the deposition rate. 
However, at the same time, the mean free path of electrons in the plasma 
is reduced, lowering the average electron energy. This serves to reduce the 
probability of an atom being ionised by a collision and thus the number of 
ions available for sputtering. The reduced mean free path also applies to the 
sputtered Ga species which means that less of the sputtered material ends 
up on the substrate. The mean free path of un-ionised gas particles at 25 °C 
and 1.0 Pa is 7 mm, and the total target-substrate distance around 50 mm. 
For these reasons, the deposition rate is maximised near 1 Pa.
Nitrogen fraction dependence
The deposition rate plotted as a function of the N2 fraction in the deposition 
atmosphere decreases approximately linearly from around 5.9 nm/min at 
10% N2 to around 2.1 nm/min at 65% N2 . Thereafter, it decreases more 
slowly but also linearly to around 1.5 nm/min at 100% N2 . Values obtained 
by profilometry were used when ellipsometry proved unreliable because of 
absorption at the laser wavelength or delamination.
There are several factors affecting the deposition rate here. Since the 
sputter yield changes with sputtering ion, the sputtering rate of Ga in N2 
will be different from that in Ar (the yields of various nitrogen species are 
lumped together here). In addition, if GaN forms on the target, sputter 
yields in Ar and N2 will once again be different. Thus, there are four different 
sputtering rates, namely those of Ga in Ar, Ga in N2 , GaN in Ar and GaN 
in N2 . These are denoted i?Ga:Ar, ^GaN:Ar and i?GaN:Na respectively.
Heller [99] has described how the formation of a surface oxide affects the 
deposition rate but it is assumed that the sputter rate of the reactive gas 
is the same as that of the sputtering gas. Thus, Rca-.Ar = ^Ga:Na and 
%aN:Ar =  %aN:Na - At low partial pressures of reactive gas, the target 
surface is clean and the sputtering rate is high (that of the metal in the 
sputtering gas). At a critical partial pressure P* (which is a function of 
the particular sputtering system, total pressure and rf power), a layer of 
compound forms on the target, dramatically reducing the sputtering rate 
because of the lower sputter yield of the compound. Hereafter, the deposition
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rate decays slowly to a limiting value which is that of a compound target.
According to this model, there are two possibilities which depend on the 
precise forms of curves describing the reaction rate at the target surface 
and the sputtering rate, both as a function of nitride thickness (the article 
uses oxygen as an example). They both start off with a Ga sputtering rate 
independent of the partial pressure of the reactive gas until a critical pressure 
at which the sputter rate equals the reaction rate, and a nitride forms on 
the surface. Hereafter, the sputtering rate decreases slowly in an exponential 
manner (in the case of type 1) or very rapidly (in the case of type 2) to the 
rate at which the nitride is sputtered.
If it is assumed that the process taking place here is of type 1, with the 
decrease in sputtering rate approximating a step change, the deposition rate 
can be written in terms of the separate sputtering rates as
Rdep = IxRgsl:N2 +  (1 -  a;)%a:Ar] u{xq -  x)
+ kJ?GaN:N2 +  (1 ~  a^ )i?GaN:Ar] u{x -  Xq), (5.5)
where x  is the fraction of N2 in the sputtering gas, u{x) is the Heaviside
function and xq is the nitrogen fraction at which the step change occurs. This 
fit to the data of Figure 5.1(c) produces values of i?Ga:Ar =  6.5, i?Ga:N2 =
—0.3, i?GaN:Ar =  3.3 and i?GaN:N2 =  1-5 nm/min, and xq = 0.64. The
value for Rg&-.N2 is obviously incorrect but it could be due to a change in 
the efficiency of ion formation with increasing N2 concentration affecting 
the slope of the first part of the curve. It is also suspicious that Rg&:N2 < 
-RGaN:N2 - However, i?Ga:Ar > ^GaN:Ar and i?GaN:Ar > ^GaN:N2 which is as 
expected. It has not been possible to find relative values of the sputter yields 
in the literature with which to compare these values. Values obtained using a 
SRIM-2003 [100] simulation are 2.45, 1.46, 1.43 and 1.02 atoms per incident 
800 eV ion for Ar on Ga, N on Ga, Ar on GaN and N on GaN respectively. 
However, it is known that simulated sputter yields are not accurate at low 
ion energies because the strength of the chemical bonding is not taken into 
account. Mahan et al. [101] gives a calculated sputter yield of 1.44 Ga 
atom s/1 kV Ar ion and Sochnikov et al. has an experimental curve for GaN 
which extrapolates to 2.3 atoms/1 kV Ar ion [102].
Another possibility is that the curve is actually of type 1, but with xq 
shifted to very low N2 concentrations and having an exponential-like depen­
dence. This was not fitted since it is not possible to express the function
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analytically. Hrbek [103] published a model based on a reduction in sputter­
ing rate as a result of increased adsorption (but not reaction) of the reactive 
gas at the target surface but the functional form of the model fits poorly to 
the experimental data. In addition, a scum was often observed on the target 
when depositing at low sputter rates suggesting that a layer of nitride was 
formed on the target. Dependencies of the deposition rate versus reactive 
gas fraction showing an initial rapid decrease followed by a more gradual one 
have been observed in other material systems such as TaN [104], TIN [105], 
Ru02 [106] and CrN/Cr2 N [107]. The rapid drop is usually ascribed to the 
formation of a layer of compound on the target. For sputtered GaN films, 
Ross et al. [77] observed an almost identical dependence to this experiment, 
including a knee in the data at 65% N2 although the pressure was 1.22 Pa. 
Lakshmi et al. [10] also observed a similar dependence to that observed here 
but did not measure enough data points for a good comparison. There, it 
was concluded that it was the Ar which was mainly responsible for sputter­
ing. A deposition rate approximately proportional to the percentage of Ar 
in the chamber was observed earlier in this project up to 83% N2 where the 
substrate electrode was electrically fioating and the pressure was 1.9 Pa as 
measured on an older, less accurate pressure gauge [108]. It is possible that 
the total pressure was slightly lower in this case, increasing the N2 fraction 
at which GaN forms on the target surface.
Target bias dependence
The deposition rate increases roughly quadratically with target bias voltage 
from about 0.47 nm/min at —400 V to around 25 nm/min at —1800 V. The 
rf power dependence is roughly linear. If it is assumed that the system used 
here is comparable to the dc sputtering process and that the ion sheath is 
predominantly collision free, the Child-Langmuir law gives the ion current 
incident on the Ga target as proportional to where V, the voltage
across the sheath, is taken to be approximately the same as the target bias 
voltage [93]. The sputter yield as a function of ion energy can be divided 
into three regions [109]. The first, from threshold to about 100 eV, where 
there is a strong energy dependence (and poor experimental reproducibility), 
will not be discussed. In the second, from 100 to about 600 eV, the yield is 
approximately proportional to V, and in the third region, above 600 eV, it 
drops off to The erosion rates of the target in the latter two regions are
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then proportional to and respectively. Since these functions both 
provide good fits to the experimental data, the film growth rate is assumed 
to be controlled primarily by the rate of target sputtering.
Deposition rate summary
Thus, the drop in the deposition rate at elevated substrate electrode tem­
peratures is ascribed to thermally activated desorption of adatoms from the 
growth surface. The maximum as a function of the deposition pressure is 
thought to be the result of two competing processes, namely an increase with 
pressure because of the increased concentration of gas particles available for 
ionisation, and a decrease with pressure because of a reduction in the mean 
free path of electrons responsible for ionising the gas particles. As a function 
of the N2 fraction, the deposition rate is thought to decrease because of the 
formation of GaN on the target surface and because of the lower sputter 
yields of Ga/GaN in N2 . Lastly, the negative substrate bias is considered 
to increase the deposition rate because of increases in the ion current and 
sputter yield.
5.2.3 C rysta l structure
The surface morphologies of 100 nm and 1 /im thick samples deposited on 
Si were examined by means of SEM. The 1 /im samples were also examined 
by AFM where the phase information was found to be especially useful for 
showing grain boundaries. These images are shown in Figure 5.2. Surface 
roughness and area calculated from the amplitude plots are given in Ta­
ble 5.1. For the sample deposited at —600 V, crystallites are well defined
T ab le  5.1 Rms roughness Rg, average height deviation from the mean Ra and 
normalised surface area increase A„ extracted from AFM height data  for a 2 x 2 /im 
scan area.
-600 V -800 V -1200 V 200 °C 20% Nz
Rg (nm) 9.3 6.8 2.8 6.3 2.8
Ra (nm) 7.4 5.1 2.2 4.6 2.2
A» (%) 3.0 2.7 1.3 1.5 0.7
and protrude from the substrate. The grain sizes are as large as 250 nm in
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F ig u re  5.2 Surface morphology of 1 /rm and 100 nm thick films at various de­
position conditions as shown by AFM phase and SEM imaging of the surfaces. All 
scales are the same. AFM and SEM by C. Giusca and S. Henley respectively.
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diameter. This is significantly greater than the range of 11-76 nm reported 
in the literature [8, 18, 19, 20, 3, 71]. The —800 V sample has slightly smaller 
crystallites which are not as well formed as those of the —600 V sample and 
more variable in size. The —1200 V sample is very fiat with small, poorly 
defined features. This trend towards a reduction in the crystallite size and 
surface roughness is mirrored in 100 nm samples deposited every 200 V be­
tween —400 and —1400 V. However, the surface features are much smaller 
than for the 1 /im samples. It is thought that films are more crystalline at 
low deposition biases because the deposition rates and the energies of most 
particles in the system are lower. Thus, adatoms may be able to move about 
the surface for a longer time without being covered by incoming atoms and 
there should be minimal damage to the growing crystallites by incoming 
particles.
The 1 /im  sample deposited at 200 °C  shows similar grain sizes to those 
of the room-temperature deposited sample but there are what appear to 
be many fissures on the surface of each grain. SEM  images of 100 nm 
films at 18, 150, 300 and 450 °C appear to show a grain size increase as 
a function of temperature but films are smoother that those deposited at 
low bias voltages. The reason for this is not clear. For a 20% Ng fraction 
during growth, the surface is as smooth as the —1200 V samples but the 1 /im  
sample has the smallest normalised surface area of all the thick samples. At 
higher Ng concentrations (60, 80 and 100%), the 100 nm film surface becomes 
increasingly featureless.
Although it was not possible to grow a 1 /im  sample at 0.5 Pa because the 
sample delaminated completely during deposition, images of 100 nm samples 
deposited at 0.15 and 0.5 Pa show a surface too smooth to image properly. 
It is thought that the greater mean free path of atoms at lower pressures 
means that particles hit the substrate with increased energy, producing an 
increasingly stressed and less crystalline film. A 100 nm sample deposited at 
6.0 Pa showed essentially the same surface morphology as the 2.0 Pa sample.
It is more difiicult to draw conclusions based on a comparison between 
samples characterised by TEM because of the small number of samples. In 
addition, a range of film thicknesses was used and comparable areas of the 
samples were not always imaged. However, it is possible to make a number 
of general comments. The presence of many spots forming discontinuous 
rings on the selected area diffraction (SAD) patterns show that the films
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are polycrystalline, although the degree of crystallinity differs significantly. 
The relative spacing of the rings show that the material is predominantly 
wurtzite GaN. Patterns for the —500 V and 20% N2 samples are shown 
in Figure 5.3(c) and (f). In most cases, the crystallites are columnar in 
shape, with the column width increasing towards the top surface of the film. 
This is in agreement with the trend observed using SEM. For the following 
discussion, only the TEM images of the —500 V and 20% N2 samples are 
shown here in Figure 5.3 in the interests of brevity.
A 650 nm sample deposited at —500 V shows columnar crystallites start­
ing immediately after the Si-Si02-GaN interface and having a branch-like 
structure. This is shown in Figure 5.3(a)-(b). The —1200 and —1800 V 
samples (1 fim and 130 nm) also show a fairly well defined columnar struc­
ture in dark-held mode but high resolution TEM images seem to show a 
less ordered crystalline structure. In both the —500 and —1800 V samples, 
crystallites appear immediately after the interface layer.
The 1 fim  sample deposited at 200 °C has very large, clear grains which 
start right at the interface and reach up to 100 nm in diameter at the top 
surface. This value obtained from the dark-held images is smaller than that 
shown by the AFM phase images. The discrepancy may either be as a 
result of the way in which the sample has been sectioned or it may mean 
that what appear to be single crystallites in the AFM image are, in fact, 
groups of crystallites separated by grain boundaries. The SAD pattern shows 
bright continuous arcs, which would be consistent with a gradual change in 
orientation within a crystallite or a range of crystallite orientations about a 
preferred orientation. By contrast, the 70 nm thick, 450 °G sample is much 
more disordered compared with the first 70 nm of the 200 °C sample, with 
very small crystallites of the order of 5 nm and no columnar growth. Slightly 
larger crystallites start forming beyond about 40 nm from the interface. In 
addition, the SAD pattern is so diffuse that it is only barely distinguishable 
from that of the epoxy adhesive used to prepare the samples.
The 120 nm, 0.25 Pa sample is also extremely disordered with an even 
less well defined SAD pattern but the high resolution images do show lattice 
fringes and there are some column-like illuminated areas in the dark-field 
images. The 100 nm, 4.0 Pa sample is more crystalline with many poly­
crystalline spots on the rings of the SAD pattern. The dark-field images 
also show crystallites starting within 5 nm of the interface and columnar
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structures within 15 nm.
The 1 /im  thick film deposited at 20% N 2 is one of the samples exhibiting 
the greatest crystallinity. SAD patterns are typically poly crystalline but 
those close to the film surface (see Figure 5.3(f)) show an array of clear 
spots which suggests that there are only a few large crystallites in the region 
of observation. Both dark- and bright-held images (Figure 5.3(d)-(e)) show 
large columnar crystallites which are in the region of 50-60 nm at the top 
surface. This is interesting given that the surface of the film is very smooth 
in the SEM images. This sample differs from the —500 V sample in that 
the columns do not branch out towards the surface. The two samples are 
compared in Figure 5.3. The 100% N2 sample is unremarkable.
-5 0 0  V
2#%N
Figure 5.3 Cross-sectional TEM images of thick films deposited at —500 V and 
20% N 2 : bright field (a), (d), dark field (b), (e) and SAD pattern (c), (f). Mi­
croscopy by V. Stolojan on a Philips CM200.
Several of the samples were observed to have large interfacial layers of up 
to 8 nm in thickness. This is significantly larger than expected for a native 
oxide. The layers for samples deposited at —800 V (no shield), —1800 V, 
100% N2 and 450 °C were 6-8 nm thick, whereas those for a 4.0 Pa and 
0.25 Pa were 4 and 2 nm respectively. The interfaces on which EELS was
performed, namely of the —800 V (no shield) and 0.25 Pa samples, were 
found to be rich in oxygen.
5.2 .4  C hem ical com p osition
The elemental composition of samples was obtained using EDX. For this 
analysis, the SEM accelerating voltage was lowered to 4 kV for the 100 nm 
samples to reduce the electron penetration depth such that the Si X-ray 
peak was all but invisible, making the film infinite in thickness as far as the 
ZAF algorithm was concerned. Thicker samples were measured at 10 kV. 
The measurement error is estimated to be of the order of ±1-2 atomic %.
As was mentioned in Section 4.3.1, the quartz shield was removed at some 
point during the project and a shutter installed to allow pre-sputtering of 
the target. The shield was replaced when it was discovered that contrary 
to expectations, the oxygen content of the GaN films increased by almost 
a factor of 9. Under standard deposition conditions, the amount of oxygen 
in 500 nm thick film increased from 3 to 26 atomic % on the removal of 
the shield, irrespective of whether the target was pre-sputtered. A possible 
reason for this is that without the shield, the plasma is not contained, filling 
the entire deposition chamber. Because of the age of the chamber, there is a 
thick layer of deposited material on the surface of the metal. Thus, contact 
with the plasma may release a steady supply of adsorbed gases such as water 
and oxygen which are readily incorporated into the growing film. Another 
possibility is that the source of the oxygen is a small vacuum leak. The base 
pressure of 3 x 10"^ Pa is large enough to account for the observed level 
of oxygenation. The addition of the quartz shield may then create a semi­
enclosed space where the oxygen concentration is lower than in the rest of the 
chamber because of the oxygen’s high reactivity. All depositions reported 
here were carried out with the shield in place, unless otherwise specified.
The relative atomic percentages of gallium, nitrogen and oxygen in sam­
ples deposited under different deposition conditions are plotted in Figure 5.4.
It can be seen that as a function of the substrate electrode temperature, the 
oxygen content increases monotonically from 3.2 atomic % at room tempera­
ture to 9.7% at 375 °C and 20.3% at 450 °C. The ratio of Ga:N is essentially 
constant at around 1:1. As a function of pressure, there is a a region in the 
range 0.25-2.0 Pa where the oxygen contamination changes only slightly, 
from 2.8-3.3%. At lower and higher pressures the oxygen content increases.
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Figure 5.4 Relative elemental composition as obtained by EDX as a function 
of deposition conditions. Asterisks denote values measured on 100 nm thick films. 
Square markers are for much thicker samples (> 500 nm).
At 0.15 Pa, it is 4.4% and at 4.0 and 6.0 Pa, 8.2 and 10.8% respectively. 
As a function of the N2 flow rate, the oxygen concentration increases at 
both low and high flow rates. As the N2 flow rate is increased, the oxygen 
concentration in the film changes rapidly from 18.2 atomic % at 10% N2 to 
a shallow minimum at 40% N2 , before increasing slowly to about 7 atomic 
% at 100% N2 . The N/Ga ratio increases from 0.68 at 10% N2 to 1.18 at 
100% N2 . The value at 40% N2 , the oxygen minimum, is 0.98. The high Ga 
concentration at low N2 flow rates has often been measured or inferred in 
the literature [9, 10, 77].
The most dramatic change in the level of oxygen contamination is as 
a function of target bias. At —400 V, this is about 30 atomic % but it 
decreases rapidly to around 3.2 atomic % at —800 V, after which it decreases 
very slightly to 2.6 atomic % at —1400 V. The N/Ga ratio is fairly constant
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Figure 5.5 Elemental deposition rate obtained by multiplying atomic fraction 
of a specific element by the deposition rate as a function of deposition conditions. 
Elemental compositions were obtained by EDX on 100 nm thick films.
except at low biases where it decreases from 0.98 at —800 V to 0.82 at 
-400 V.
If the nitrogen in sections of the film were replaced with oxygen so as to 
form Ga2 0 3 , it would do so such that the relationship between the gallium, 
nitrogen and oxygen atomic percentages would be ~  Thus
an increase in oxygen concentration of say, 30 atomic % should increase 
the difference between the Ga and N atomic percentages by 20 atomic %. 
However, this is not observed for these films. At high temperatures, there 
is no change in the Ga:N ratio and at high pressures, perhaps even a slight 
increase in the concentration of nitrogen relative to gallium. At low target 
biases, there is a slight reduction in the Ga:N ratio but the change is only 
about 1/3 of the expected value. This suggests that 0  does not simply
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replace N, nor is it incorporated in the ratio Ga2 0 3 . Oxygen may also 
replace Ga in the thin films.
If it is assumed that the atomic density (atoms/nm^) is approximately 
constant under all the deposition conditions, it is possible to obtain a sort 
of elemental deposition rate for each constituent element by multiplying the 
spatial deposition rate by the relative atomic fraction of the film. This allows 
the rate at which each individual element is incorporated into the growing 
film to be determined. The elemental deposition rates for Ga, N and O are 
plotted in Figure 5.5.
As a function of temperature, the oxygen deposition rate increases from 
0.12 to 0.26 nm/min, while the Ga and N rates decrease from 1.9 to 0.5 nm/min. 
This suggests that the increased oxygen concentration at elevated temper­
atures is partially as a result of the low Ga and N deposition rates which 
would allow a fixed absolute oxygen incorporation rate to result in an in­
creased relative concentration in the deposited film. The increased absolute 
oxygen incorporation rate is thought to be caused by accelerated desorption 
of oxygen and water vapour off parts of the deposition chamber adjacent to 
the heater.
The oxygen deposition rate is essentially constant at 0.12 nm/min for 
deposition pressures from 0.15-2.0 Pa, but jumps to around 0.27 nm/min 
for depositions at 4.0 and 6.0 Pa. At these higher pressures, significant 
arcing takes place between the target and the earth-shield, possibly releasing 
additional water vapour and oxygen where local heating takes place. It is 
also conceivable that a reduction in the amount of available atomic nitrogen 
might increase the oxygen incorporation but this is thought unlikely because 
the N/Ga ratio increases slightly at higher pressures. Thus, the oxygen 
incorporation rate is essentially constant where there is no arcing and the 
reduction in the Ga deposition rate at high and low pressures increases the 
oxygen contamination of the films. It was initially thought that at low 
pressures, atoms sputtered off the target might reach the substrate with 
sufficient energy (because of fewer collisions) to remove adsorbed oxygen 
atoms. This is analogous to the mechanism proposed by Zembutsu et al. 
[13] where a negative substrate bias causes ion bombardment of the growing 
film which reduces the amount of oxygen incorporated.
As the fraction of nitrogen in the deposition atmosphere is increased from 
10% to 100%, the oxygen concentration initially decreases from 18.2 atomic
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% at 10% N2 to 3.2% atomic % at 40% N2 . In the same range, the nitrogen 
concentration increases from 33.1 to 47.8 atomic %. The relationship be­
tween the gallium, nitrogen and oxygen atomic percentages in this region is 
d{Ga^%-Nat%) _  Q gg Thus, it appears that the missing nitrogen atoms are 
replaced by oxygen atoms. The oxygen incorporation rate is decreased from 
1.07 nm/min at 10% N2 to 0.12 nm/min at 40% N2 . This high incorporation 
rate at low nitrogen ratios is ascribed to gettering of the available oxygen in 
the deposition atmosphere in the absence of sufficient atomic nitrogen. At 
higher N2 concentrations, the oxygen concentration increases slowly, reach­
ing around 7 atomic % at 100% N2 , but since the oxygen incorporation rate 
is fairly constant in this region, it is likely that this increase is due to the 
decreased deposition rate.
As a function of the target bias voltage, the increase in the Ga and N 
deposition rate is more than 10 times that of the O deposition rate. From 
—400 to —800 V, the absolute 0  incorporation rate is more or less constant, 
after which it increases slowly up to —1400 V. This is interpreted to mean 
that at low to medium target bias, the increase in relative oxygen contam­
ination with a reduction in bias voltage is due to the reduction in Ga and 
N deposition rates and a constant 0  incorporation rate. At higher bias, the 
relative oxygen contamination continues to decrease but this is only because 
the absolute Ga and N incorporation rates increase at a much greater rate 
than that of the absolute oxygen incorporation rate. The increase in the 
absolute oxygen incorporation rate would be consistent with the increased 
energy of the plasma increasing desorption from the chamber walls.
The trends in the 0 /N  ratio measured using EELS in the TEM agree with 
the trends reported here using EDX in the SEM. Oxygen and nitrogen EELS 
elemental maps (for the —500 V sample) appear to indicate a slight increase 
in oxygen concentration between grains but by no means conclusively. It is 
not clear from the EELS maps whether there is a decrease in the O fraction 
with thickness due to removal of contamination from the target, but it has 
been noted that very thin films (around 25 nm) contain more oxygen than 
thicker ones.
As stated in Section 3.3.3, oxygen contamination of samples using reac­
tive sputtering is very common. In the one case where the GaN hydrogen 
concentration was also measured (by ERDA) [79], the hydrogen and oxygen 
contamination levels were almost the same at 16 and 15 atomic % respec­
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tively. Although the source of hydrogen was ascribed to hydrogen contam­
ination of the gases, it is speculated that it could be due to desorption of 
water vapour off the chamber walls.
5.2.5 B iaxia l stress
Biaxial stress was measured for only a few samples in an earlier experi­
ment, and as a function of target bias and deposition nitrogen fraction 
only. The deposition parameters were slightly different, with P=1.85 Pa, 
N2:Ar=8:16 seem and the top electrode floating. The compressive biaxial 
stress as calculated from prohlometric measurements using Stoney’s equa­
tion is plotted in Figure 5.6, where the point at 33% N2 was taken from the 
value obtained at —825 V and reduced to a value for —800 V according to a 
polynomial fit to the target bias data.
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F ig u re  5.6 Biaxial stress in 100 nm films on Si as a function of (a) N 2 :Ar flow 
ratios and (b) target bias voltage.
As a function of the nitrogen how rate, there appears to be a fairly linear 
increase in biaxial stress from 1.2 GPa at 33% N2 to 4.7 GPa at 75% N2 . 
The reason for this increase is not clear but it may be responsible for the 
delamination of hlms deposited at 60% N2 and above. As the target bias 
is increased, the stress also increases from around 0.1 GPa at —400 V to 
3.2 GPa at —1025 V. The reason for this may be the increased energy of 
sputtered atoms at higher target biases impacting on the growing him. It 
may also be because at the high deposition rates, there is insufhcient time 
for incoming atoms to take up optimal positions in the him (because of low
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adatom. mobility at the low temperatures) before they are covered with more 
material. It is not clear what is responsible for the lower value at —1175 V. 
It must be mentioned that no delamination was observed at high biases for 
100 nm films. It may be that the increased energy of particles hitting the 
target cause some substrate/film mixing, thus promoting adhesion. In the 
current experiment, it is also thought that films deposited at low pressures 
have increased biaxial stress because the larger mean free path means that 
particles have higher energies. When a 1 /rm thick film was grown at 0.5 Pa, 
the film delaminated during deposition (the others, at high N2 flow rates, 
usually delaminated at various rates afterwards). The stress was so great 
that the Cr on one substrate was removed which had not been observed 
during any other depositions or post-deposition treatments. SRIM [100] 
simulations give the energy of Ga atoms sputtered off the target as 21- 
27 eV at —800 V depending on the sputtering ion and whether the target 
surface is G a or GaN.
5.3 Optical properties
5.3.1 G eneral
The optical absorption properties were measured using the method described 
in Section 4.5.7. Absorption curves for different temperatures, which are 
fairly typical of the other spectra measured, are plotted in Figure 5.7(a).
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At low photon energies, up to around 2.4-3.4 eV, the dominant feature 
is interference because of internal reflections within the film. At higher 
energies, the absorbance increases rapidly in the region of the band edge. 
It is interesting to note that the fundamental absorption at the band edge 
takes place at higher photon energies for the samples deposited at the higher 
temperatures. It is thought that the increased oxygen concentration shown 
by EDX is responsible since the band gap of yd-Ga20s is in the range 4.7-
4.9 eV [110, 111, 112]. Plots of the absorption coefficients squared are shown 
in Figure 5.7(b). These are remarkably similar to those of Figure 3.3 in 
Section 3.3.4 which were observed by Butcher et al. [80] for increased oxygen 
contamination. For the samples of this project, plots for decreasing target 
bias voltages, which have increasing oxygen contamination levels, exhibit the 
same trend. This adds weight to the view that oxygen contamination has a 
major effect on the optical absorption spectrum close to the band edge.
5.3.2 B and gaps
The o? optical band gaps extracted from fits to the optical absorption data 
are plotted in Figure 5.8. The error bars give an idea of the reliability of 
the fit and were found by performing linear fits to the curve over different 
regions of hv. Thus, small error bars indicate that a distinct linear region 
is present on the curve and for very large ones, it is not obvious where 
the fit should be taken. The large error bars at 0.5 Pa and —600 V are 
because these samples were mixed up before measurement and could not be 
separated. Band gaps obtained from fits to the o?{hvŸ curves are shown 
for comparison in Figure 5.9 because there is less scatter in the data points. 
The Tauc plots usually have a better defined linear region at the band edge 
but there is a lot more scatter in the band gap data although this type of fit 
is usually suited to disordered materials.
As a function of substrate electrode temperature, the o? band gaps in­
crease from 3.02 eV at room temperature to 3.60 at 450 °G. The correspond­
ing increase in the o?{JivŸ gap values is from 3.14 to 3.71 eV. The rate of 
change is low to around 200 °C and increases thereafter. As mentioned in 
Section 5.3.1, the increase is primarily ascribed to a shift of absorption to 
higher photon energies because of an increase in the oxygen content of the 
films. This change may not reflect a true increase in the band gap but be 
an artifact of the method used to extract the values from the optical ab-
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Figure 5.8 Band gaps obtained by extrapolation of fits to o? versus hv as a 
function of deposition conditions.
sorption spectra. Some of the initial increase may also partially be due to 
improved crystallinity because of the increased thermal energy allowing Ga 
and N atoms to migrate over the surface during growth and take up more 
optimal positions in the growing film.
It is difficult to discern a trend in the band gap values with a change 
in the deposition pressure. The plot of the oP'iJiv'Ÿ band gaps seems to 
show a slight decreasing trend with pressure from 3.24 eV at 0.25 Pa to 
3.12 eV at 1.5 Pa. Thereafter, they appear to increase fairly rapidly to 
3.52 eV at 6.0 Pa. It is possible that increased biaxial stress in the film at 
low deposition pressure is responsible for a shift in the band gap towards 
higher energies. For MOCVD-grown GaN, Rieger et al. [113] have observed 
a shift in the energy of band-to-band PL of 24 meV/GPa for biaxial stress. 
At high deposition pressures, the band gap increase may be as a result of 
the increased O contamination.
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Figure 5.9 Band gaps obtained by extrapolation of fits to versus hv as a
function of deposition conditions.
As a function of the N2 fraction in the deposition gas, the band gap 
initially increases very rapidly from 2.49 eV at 10% N2 to a plateau above 
25% N2 of around 3.07 eV and then increases again above 70% N2 . The 
initial band gap increase corresponds to a visible change from dark brown 
or black to a slightly yellowish colour in transmission. In view of the EDX 
results, this is ascribed to a reduction in the amount of excess Ga in the 
film. The initial low values may be as a result of a two-phase material, i.e. 
Ga and GaN, instead of the GaN merely being Ga-rich. Because Ga absorbs 
over a wide range of photon energies, this would reduce the optical band 
gap values because of the way in which they are extracted from fits to the 
absorption spectra. However, in this low N2 fraction region, N atoms seem 
to be replaced by 0  atoms but there may not be enough oxygen present 
to react with all the Ga. It is not clear what is responsible for the band 
gap increase at higher N2 fractions. Since delamination is a problem in this
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region, perhaps biaxial stress is responsible.
The correlation between the optical band gap value and the level of 
oxygen contamination is most clearly demonstrated as a function of target 
bias. The band gap values are very high at low target biases, reaching more 
than 4.0 eV at —400 V. The o? gap is essentially constant at around 3.0 eV 
for —600 V and above, whereas the cP'ihv'Ÿ gap, after decreasing rapidly at 
first, decreases more slowly to a minimum of 3.12 eV at —1000— 1200 V, 
before possibly increasing slowly again to 3.21 eV at —1800 V. It is not 
known what is responsible for the increase in band gap at higher target 
biases, although increased stress may be a contributing factor.
5.3.3 U r bach ta il energy
Thick films (> 500 nm) deposited on quartz appear yellowish to the naked 
eye when viewed in transmission. The only exception to this is films which 
contain a large amount of oxygen because they were deposited at very low 
target bias or without the use of a quartz shield. Since they are thick enough 
for the colour to be determined by the absorption of the film rather than 
interference, the yellow colour must be due to increased absorption in the 
blue part of the spectrum as compared with good-quality MOCVD-grown 
material. This band-tailing is visible in the measured optical absorption 
spectrum below the band edge.
The Urbach tail energy E q, which is often used to quantify the band 
tailing and thus the disorder in the material [36], is plotted in Figure 5.10 as 
a function of the deposition parameters. For most deposition conditions, the 
values are in the range 150-300 meV. For comparison, values in the literature 
have been quoted in the range 110-500 meV [20, 7, 3]. As a function of 
substrate electrode temperature, the value varies around 150 meV up to 
300 °C, possibly decreasing slightly, before increasing rapidly to 470 meV at 
375 °C and 840 meV at 450 °C. Slack et al. [81] have suggested that the 
Urbach tail could be caused by oxygen impurities. In Figure 5.7, it can be 
seen how the spectral features of films deposited at higher temperatures tend 
to be smeared out. As a function of pressure, there is no obvious trend in the 
Urbach tail energies although the slight increase in the values at the lowest 
and highest pressures may be related to increased oxygen concentration.
At low N2 flow rates, the values are large and are thought to be as a 
result of excess Ga giving rise to significant absorption right into the band
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Figure 5.10 Urbach tail energies extracted from optical absorption spectra as a 
function of deposition conditions.
gap. There appears to be a shallow minimum at around 40% N2 , after 
which the values increase again at higher N2 flow rates. The increase may 
be related to the decrease in Ga and increase in O.
A plot of Eq versus negative target bias voltage also shows a minimum, in 
the range —600 to —800 V. Above —1400 V, the values decrease again. The 
large values at low target biases may once again be related to the smearing 
of the band edge, as mentioned earlier. However, the minimum at —600- 
—800 V, may reflect improved crystallisation due to the low target bias but 
without the gross oxygen contamination of the very low biases. This is based 
on the SEM images and EDX data.
In regions with less than 5% oxygen contamination, the trends in Eq are 
opposite to those of the band gaps, or not obvious. This is expected because 
a sharpening of the band edge by a reduction in tail states should reduce the 
Urbach tail energy and increase the band gap. In regions with more than
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5% O content, band gaps exhibit similar trends to those of the Urbach tail 
energy and to the oxygen concentration. The only exception to this is at 
low N2 flow rates where the increased oxygenation is only as a response to 
the decrease in the availability of nitrogen and the films are Ga rich. Thus, 
where the value of Eq is high, an increase in the band gap can be ascribed 
to an excess of oxygen rather than any real trend in terms of improvement 
in crystal structure.
The minima in the plots of E q as functions of N2 fiow rate and target bias 
voltage coincide with the standard deposition conditions. This may indicate 
that these conditions are close to optimal for the given set-up.
5 .3 .4  R efractive index
The trends in the refractive index values at 632.8 nm are essentially op­
posite to those of the optical band gaps. This is expected because of the 
Kramers-Kronig relationship between the wavelength dependence of the real 
and imaginary parts of the refractive index, n and k. The empirical Moss 
rule [114] relates the refractive indices in the range 2.34-4.58 to the band 
gaps (in eV) by
n^Eg =  77. (5.6)
Films having a large oxygen content show very low values of refractive index 
and the measurement seems to be a fairly sensitive indicator of this. The 
refractive index of disordered /?-Ga2 0 3  is 1.89 at 632.8 nm [110]. Under 
standard deposition conditions, the refractive index of the GaN films is 2.46, 
just short of the highest reliable value of 2.47 at 75 °C. Ellipsometry produced 
higher values but they were for highly absorbing films deposited at low N2 
fiow rates. The lowest values were obtained at 450 °C (2.03), 90% N2 (2.23) 
and —400 V (1.73-2.04). For the severely oxygenated samples deposited 
without the quartz shield, refractive index values were in the range 1.91-
2.03 for 30-70% N2 and only reached 2.2 at a target bias of —1400 V.
5.3.5 F T IR  and R am an
For infrared transmission measurements, only one significant peak was ob­
served in the spectral range 225-4000 cm” .^ This broad peak, with a max­
imum at 535-560 cm“ ,^ was previously ascribed to the Ei(TO) mode of
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wurtzite GaN by Young et al. [22]. This is considered to be direct evidence 
of the existence of Ga-N bonds.
The infrared transmission spectra of the several 1 fim thick samples on 
Si were measured as a function of the angle of the incident light relative to 
the normal. The spectra of the sample deposited at 200 °G are plotted in 
Figure 5.11. For all the angles, the Ei(TO) peak at 559 cm“  ^ remains more 
or less unchanged. However, as the angle of incidence is increased, a peak 
slowly emerges at 725 cm“  ^ and increases in amplitude, with the greatest 
change occuring for the 200 °G sample. This is close to the Ai(LO) phonon 
mode which has a bulk value at around 735 cm^^ and is visible when a 
component of the E-field of the incident radiation is parallel to the c axis 
of the wurtzite crystal structure [92]. This is not very different considering 
that the peak lies on the edge of the Ei(TO) peak and that the resolution 
of the scan is 4 cm~^. This peak is also observed for 100 nm samples at 
735 cm“  ^ but it is much smaller than for the 1 /im samples.
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F ig u re  5.11 Infrared spectra of 1 /im, 200 °C-deposited film showing changes in 
the peak at 725 cm“  ^ for increasing angle from the normal.
The Si substrate does have an absorption peak in this region but it is 
very small which means that the peak is caused by the GaN film. If this 
peak is that of the Ai (LG) phonon, this implies that the dominant crystallite 
orientation is (001). However, TEM SAD patterns have shown the presence 
of crystallites orientated in an apparently random fashion. One possibility 
which would be consistent with the data, would be if the efficiency of the
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Ai(LO) phonon absorption were low and the crystallites were not precisely 
c-axis orientated but primarily distributed within some angle ^ of it.
The Raman spectra exhibit several peaks in the range 500-3000 cm“ .^ 
The largest, at 718-736 cm“  ^ is ascribed to the Ai(LO) phonon which has 
a bulk position of 735 cm“  ^ in the literature [47]. The other peaks occur 
at multiples of the first peak position and decrease in amplitude with wave 
number. They are considered to be harmonics of the largest peak. The 
height of the fundamental peak changes with deposition condition but the 
width does not appear to vary much. It is not possible to be sure because 
of the noisy nature of the signal. The peak position appears to decrease 
with temperature and pressure, decrease with N2 flow rate and increase 
with target bias. Since a shift of the Raman peak to higher energies can be 
indicative of compressive stress, this suggests that there may be increased 
biaxial stress at low temperatures, low pressures, low N2 flow rates and high 
target biases. Increased stress has previously been measured or inferred at 
low pressures and high target biases but has been found to increase with N2  
fraction, not decrease as suggested by the Raman peak shift. The reason for 
this discrepancy is not clear.
5.3 .6  P h oto lum in escen ce
Photoluminescence measurements were primarily performed at room tem­
perature using the Raman set-up because the measurement set-up for lower 
temperature measurements produced erroneous spectra due to luminescence 
from nearby objects. In most cases, the PL of the samples is very weak. It 
has not been possible to carry out a systematic study of the effects of the 
deposition conditions on the PL spectra because measurements were carried 
out under slightly different conditions in different batches. In addition, spec­
tra  measured in earlier batches appear to show very little luminescence above 
400 nm whereas the films in the later batch show most of their luminescence 
in this region.
In the later batch, most samples show a very broad and weak signal in 
the range 370-650 nm, with not much difference between samples deposited 
under different conditions. The exception to this is a 100 nm thick sample 
deposited at —400 V which exhibits the greatest luminescence of all the 
samples. Samples at —550 V (300 nm with Er/Yb), —600 V (1 fim) and 
—800 V (100 nm and 1 fim) show a rapid decrease in luminescence with
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target bias although a sample at —1200 V shows a slight increase again. 
The PL spectra of the —400, —600 and —800 V samples are plotted in 
Figure 5.12.
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F ig u re  5.12 PL spectra of films deposited at a range of biases. The —400 V 
sample is 100 nm thick whereas the —600 and —800 V samples are 1 jim  thick.
The very small peaks at short wavelengths are the Ai(LO) Raman peak 
and its harmonics. Most of the luminescence of the —400 V sample lies in 
a broad band in the range 530-640 nm. The band appears to be composed 
of two overlapping peaks, at around 570 and 620 nm. The former peak is in 
the region of yellow luminescence which is regularly observed for undoped 
or n-type GaN at 2.2 ±0.1 eV (540-590 nm) [47]. It has been thought to in­
volve transitions between free or weakly bound electrons and deep acceptors 
[47]. In [115], yellow photoluminescence in undoped MOCVD-grown mater­
ial has been associated with the presence of extended crystalline defects or 
clustering of point defects or impurities. In that case, there was only yellow 
photoluminescence centred around 2.2 eV (564 nm) and no band-edge PL 
at room temperature. Bondar et al. [71] have ascribed yellow emission in 
nitrides to the radiative recombination of donor-acceptor pairs created by 
point or impurity defects. It is not clear what is responsible for the peak at 
620 nm but the luminescence could be related to a similar mechanism to that 
of the 570 nm peak, but for a deeper acceptor level. It is difficult to compare 
this to the literature since PL measurements are very rarely reported in the 
literature for disordered GaN, especially at room temperature.
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A possible reason for the improved photoluminescence at lower target 
biases is the reduction in the impact damage due to incoming particles dur­
ing growth. This could serve to reduce the density of trap states and thus, 
the degree of non-radiative recombination. The dramatic increase in oxy­
gen contamination at low biases may also be a contributing factor but the 
mechanism is not clear.
5.4 Electrical properties 
5.4.1 C om parative resistiv ities
Measurements were performed on Cr-GaN-Al MSM sandwich structures with 
Al contact pads 0.35 mm in diameter, as described in Section 4.5.11. The I/V  
characteristics were measured with the voltage applied to the top Al contact. 
To be able to compare the films as a function of deposition parameter, all the 
structures were measured in the range ±0.5 V. This reduced curve hysteresis 
and ensured that the device currents were within measurement range, even 
for the most conducting devices. The differential resistivities extracted at the 
extremes of this range are plotted as functions of the deposition parameters 
in Figure 5.13. As before, only one deposition parameter is varied at a time 
from the standard conditions which are room temperature, 2.0 Pa, 40% N2 
and -800 V.
The average applied electric field is 5 x 10  ^V/m at these points since the 
thickness of the GaN film is around 100 nm. The values at 0.5 V were chosen 
because they are high enough to show any asymmetry in the curve clearly 
and avoid the low current region where hysteresis has a large influence. 
The latter is important because the experimental set-up only measures the 
magnitude of the current, and the signs of the voltage and current are often 
different close to 0 V. The resistivities at ±0.5 V are typically up to 5 times 
smaller than at ±0 V with the change for the negative case always slightly 
larger. However, the change can be much higher than this where there is 
significant asymmetry in the curve, the device-to-device variation is large or 
where devices are constructed on material prone to delamination.
The resistivity at room temperature varies over a wide range, from 1.5 x 
10"^  flcm at 225 °C to 5.2 x 10^° flcm at 80% N2 . This is comparable to the 
wide range of 10^-10^^ ftcm reported in the literature [7,19, 3,10]. Although 
these values are calculated as for a bulk-limited conduction process, contacts
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F ig u re  5.13 Differential resistivity of Cr-GaN-Al MSM structure at ±0.5 V as a 
function of deposition conditions.
do play a role, so surface and bulk effects are only lumped together as a 
differential resistivity to allow some kind of comparison to be made. Unless 
otherwise stated, the resitivity mentioned is the lower of the two values at 
±0.5 V, i.e. the value at —0.5 V.
As a function of the substrate electrode temperature, the resistivity de­
creases from 7.6 x 10  ^ Qcm at 18 °C to 1.5 x 10"^  Dcm at 225 °C, after which 
it increases again to 7.6 x 10® flcm at 450 °C. The ratio of the resistivities 
at ±0.5 V is 1.7 for depositions at 18 °C, increasing to 10.2 for depositions 
at 225 and 300 °C and then decreasing again to 1.5 at 450 °C.
For the pressure dependence, excepting one value of 3.1 x 10  ^ flcm at 
0.15 Pa, the resistivities decrease from 1.2 x 10® flcm at 0.25 Pa to 5.8 x 
10  ^ flcm at 3.0 Pa. Hereafter, it appears to increase with one data point 
showing a value of 3.9 x 10^ ® Ucm at 6.0 Pa. The ratio of the resistivity 
at ±0.5 V to that at —0.5 V increases from 1.0 (symmetric I-V curve) at
86
0.25 Pa to 61 at 4.0 Pa and possibly 104 at 6.0 Pa, with the biggest change 
taking place above 2.0 Pa.
As a function of the Ar and N2 flow rates, there is fairly uniform (logarith­
mic) increase in the resistivity from 2.7x 10  ^ flcm at 15% N2 to 3.5x 10^ ® 11cm 
at 100% N2 . The curves are all slightly asymmetric with the resistivity ratio 
mostly fluctuating about an value of 2.0. With an increase in target bias, 
the resistivity increases from 1.5 x 10® Hem at —400 V to 3.6 x 10® Hem at 
— 1200 and —1400 V, before decreasing slightly to 1.4 x 10® Hem at —1800 V. 
The I-V curves are extremely asymmetric at low voltages, with the resistiv­
ity ratio decreasing from 256 at —400 V to 1.1 at —1800 V. This corresponds 
to a current ratio change from 160 to 1.1.
Current-voltage curves for the MSM structures fabricated from a film 
deposited under standard conditions are plotted in Figure 5.14. These were 
chosen at random from a 5 mm line of devices and measured at 30 °C. The 
shape of the curves is fairly typical of the majority of measurements made 
on all the films. The curves will be discussed in more detail in Section 5.4.2.
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F ig u re  5.14 J-V curve of Cr-GaN-Al MSM structure fabricated with GaN de­
posited under standard conditions.
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5.4.2 Conduction mechanisms
It is likely that there are a number of conduction mechanisms contributing 
to the shape of the curves obtained from the MSM structures. These can 
be both interface controlled, such as a Schottky barrier, and bulk controlled 
such as a hopping-type conduction mechanism and space-charge limited cur­
rent. Low-held conduction will not be investigated because the films are too 
thin for a sufficiently low field {V < 10® V/m) to be applied without contact 
effects dominating. In addition, such an investigation would have necessi­
tated measurements over a much larger temperature range, to well below 
room temperature.
The fact that many of the I-V curves are slightly asymmetric and that 
curves for material grown at mid-range values of substrate electrode temper­
ature, high pressure and low target biases respectively are very asymmetrical, 
suggests that there is a rectifying barrier somewhere in the structure. This 
case will be discussed first.
Barrier-controlled conduction
The I-V characteristics of the set of structures exhibiting the most asym­
metric curves will be analysed. These are fabricated from samples deposited 
at 225 °C, 4.0 Pa and —400 V respectively, and their J-V curves are shown 
in Figure 5.15. The most likely model to explain the asymmetry in the I-V 
curves is two back-to-back Schottky barriers, between the Cr back contact 
and the GaN, and between the GaN and Al front contact. An idealised band 
diagram for the MSM structure is shown in Figure 5.16. N-type conduction 
is assumed since this tends to be the case for as-deposited GaN and electron 
mobility is much larger than hole mobility. The work functions of Cr and 
Al are taken as 4.28 and 4.5 eV respectively, and the electron affinity of 
GaN as 3.4 eV. In reality, however, the pinning of the surface Fermi level 
by defects in the vicinity of the interface means that the barrier height is 
not very sensitive to the metal work function for most III-V semiconductors 
[116]. For the text that follows, the term Schottky will be used in the general 
sense, i.e. not implying anything about the conduction mechanism at the 
metal-semiconductor interface other than that there is a rectifying barrier.
From the J-V curves, it can be seen that the larger of the two barriers 
is the back contact, i.e. the Cr-GaN interface. This is because when the 
applied voltage is positive, making this barrier reverse biased, the measured
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F ig u re  5.15 J-V curves of Cr-GaN-Al MSM structures fabricated with GaN de­
posited at 225 °C, 4.0 Pa and —400 V respectively.
current is reduced. Aluminium is known to form ohmic contacts to GaN 
unless it is deposited in ultra-high vacuum on atomically clean surfaces, in 
which case the Schottky barrier height can be larger than 0.8 eV [66]. Cr has 
been reported to form a barrier with a height of 0.52-0.57 eV [47]. Schmitz 
et al. [117] found that Cr contacts to GaN were only slightly rectifying, 
indicative of a low barrier. They also noted that no extended linear region 
was observed in the forward characteristic, making the determination of 
barrier height and ideality factor unreliable.
In this work, when An top electrodes (with a work function of 5.1 eV) 
were used instead of Al on a number of earlier samples (which were slightly 
rectifying), the I-V characteristics remained essentially the same. This is 
despite the fact that Au usually forms Schottky contacts to GaN with bar­
rier heights in the region of 0.84-1.20 eV [47]. The fact that the degree of 
asymmetry is unaffected by a significant change in the work function of the 
top contact could mean that the An-GaN barrier height is being pinned by 
a high density of surface states. This is perhaps not surprising given the 
level of cleanliness and the fact that the surface was not etched prior to 
evaporation.
Figure 5.15 were measured at temperature intervals of 10 or 20 °G in 
the range 30-150 °C. Assuming thermionic emission, the effective barrier
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F ig u re  5.16 Idealised band structure of MSM device at zero bias.
heights were extracted by plotting minus the gradients of the In (J/T^) ver­
sus q/kT  curves for the different applied voltages. These values are plotted 
in Figure 5.17 as a function of the applied bias. It must be stated that the
2 2 5  °C 
4 .0  P a  
- 4 0 0  V
0.6
0 .3
0.2
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F ig u re  5.17 Barrier heights versus voltage extracted from J-V-T curves of Cr- 
GaN-Al MSM structures fabricated with GaN deposited at 225 °C, 4.0 Pa and 
—400 V respectively. Voltages are applied to the Al front contact.
In (J/T^) versus q/kT  curves (not shown here) are not completely linear so 
the plotted value is an average. The gradients increase at higher temper­
atures, i.e. the barrier to electrons at higher temperatures is larger than 
expected. This is the opposite trend to what is expected [40]. The barrier
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heights at higher voltages are less reliable than those at low voltages because 
it was sometimes necessary to limit the current at the higher temperatures.
In the ideal case, if both Cr-GaN and Al-GaN formed Schottky barriers, 
the region of interest would be the reverse-biased regime because the current 
flow would be limited by whichever barrier was in this state. However, if 
one barrier were larger than the other, then its forward characteristic would 
dominate in the low voltage section of the reverse-biased regime of the lower 
barrier. This section of the I-V curve would be larger for larger differences 
between the barrier heights.
Thus, if one looks at Figure 5.17, the values at positive, medium to high 
voltages represent the barrier height of the reverse-biased Cr-GaN interface. 
These values are affected by image-force lowering of the barrier, so the zero- 
bias barrier height should be given by an extrapolation to 0 V. The low 
voltage region is considered unreliable because it is in this range that the 
approximation |V| > >  nkT/q, which transforms Equation 2.14 into a more 
workable form, is no longer valid. In the medium, negative voltage region, 
the Cr-GaN barrier is forward biased. Thus, working from Equation 2.14 
with the ideality factor included, the actual barrier height 4>Bn should be 
related to the effective value 4>eff given in the plot of Figure 5.17 by
(f^ Bn — ^ e / /  ^barrier /'^
=  (5.8)
where n is the ideality factor and I Ri s  the voltage drop due to the series 
resistance R  which includes the bulk of the semiconductor. If R  is taken as 
small, the linear region for |V| < 0.6 V can be used to extract the value of 
n from the gradient and (j)Bn from the extrapolated intercept on the y-axis. 
At larger negative voltages, the limiting effects of series resistance or the 
reverse-biased Al-GaN barrier (if it exists) begin to be felt. The values for 
Richardson’s constant were obtained from plots of In (J/T^) versus q/kT  
where an extrapolation to q /kT  = {) yields values of In (A*) for the different 
voltages. The values of the parameters describing the Cr-GaN barrier as 
discussed here are summarised in Table 5.2.
Incidentally, if ln( J) versus y/V  is plotted for the reverse-biased curves, 
the gradient can be used to extract a lower limit for the relative permittivity 
by applying Equation 2.19 for image-force lowering and assuming that the 
local electric field at the reverse-biased interface must be larger than the
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average field across the film. This yields values of of greater than 0.33- 
0.59 for the 225 °C sample, 0.13-0.15 for the 4.0 Pa samples and 0.15-0.34 
for the —400 V sample. The fact that these are much smaller than any 
realistic value (and less than unity) is thought to be because most of the 
voltage drop occurs very close to the reverse-biased interface. If the electric 
field distribution is approximated as a constant value close to the interface 
and zero in the bulk of the film, the width of the uniform field region can be 
estimated to be in the range of 2-7 nm for a dc value of 9.5.
Table 5.2 Characteristics of the Cr-GaN Schottky barrier in MSM structures 
extracted from I-V-T measurements using conventional and Norde methods.
B arrie r height Ideality R ichardson’s constan t
Sam ple ^Bn (eV) factor n A* (A cm “ ^K“ 2)
- p + P - P + P
225 °C 0.30-0.31 0.30-0.31 2.0-2.2 0.001-0.005 0.015
4.0 Pa 0.57-0.66 0.58-0.61 2.4-4.4 0.02-0.3 0.01-0.02
-400 V 0.48-0.50 0.41-0.42 1.8-2.0 0.0002-0.001 0.0005-0.5
Sam ple (t>Bn M ethod n A* R(303 IT) (n)
225 0.30 (Norde) 2.0 0.006 140
4.0 Pa 0.59-0.62 (Norde) 3.0-4.0 0.03-0.07 75k-350k
-400 V 0.33-0.50 (Norde) 2.7-4.6 0.0002-0.005 960-3.7k
One way of extracting barrier heights which takes into account the effect 
of series resistance, but still assumes thermionic emission, is to use a Norde 
plot [118]. The forward-biased current is given by
for V  >> kT/q, and Jp' = IR . The series resistance and barrier height is 
extracted by finding the minimum in a plot of a function F (J, P, T) versus 
V  in the forward-biased region. The problem with this method is that A* 
must be known a priori and n must be smaller than 2.0 for the minimum 
to exist. To work around the former problem, a modified Norde function F\ 
can be defined and the minimum F\^.^ found for the J - V  data set at each 
temperature [119] with corresponding values of Vmin and Jmin- To ensure
92
the existance of a minimum, Fi can be modified to yield
(s.io)
where m  is chosen as larger than n (its original value being 2.0).
The value of n is extracted from plots of In (J)kT/q  versus V  as
n =  1/gradient -  p' (5 11) 
% 1/gradient for low J.
It can be shown algebraically that
+ i 'rn -n )  In -  1 =  (f>Bn ( ^ )  -  nlnA*
or rather (5.12)
y  =  (f>BnX — nlnA*.
Thus, plotting Y  versus X  produces a linear plot with a gradient of 4>Bn and 
an extrapolated y-intercept of —nlnA*.
The series resistance is given by R  = p'Area, where
=  (5.13)
9  Jm in
The problem with applying this method to these devices is that series re­
sistance is fairly large and decreases with voltage. In addition, the voltage 
spacing of the data points is fairly large. These factors reduce the accuracy 
of the values of n, as well as of the exact position of the minimum in Fi, and 
thus (f)Bn and A*. The values extracted using this method are given in the 
lower section of Table 5.2.
The barrier heights calculated using the first method vary over a wide 
range, from 0.30 to 0.66 eV depending on the sample and how the values 
were extracted. These do not compare very well with the fairly narrow range 
of values (0.52-0.57 eV) reported in the literature for Cr contacts to GaN 
[47]. However, the 4.0 Pa and —400 V samples have barrier heights closer to 
this range. The ideality factor typically has a value of around 2.0, although 
this can be as large as 4.4 for the 4.0 Pa sample. The fact that these values 
deviate significantly from the ideal is not surprising because even carefully 
prepared contacts on good quality GaN still yield values significantly greater 
than 1.0 [120]. The parameter values extracted using the Norde plot are quite
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similar to the first set. What is significantly different is the large values of n. 
These were found when m  was chosen such that Vmin was larger, and where 
the apparent n value was larger. This was necessary because the data set 
contained insufficient points at low voltages.
It is not clear why the values of A *  vary over such a large range, even 
within a single MSM structure. However, a wide range of values in the 
literature, from 0.006 for Au contacts to 64.7 Acm“ ^K“  ^ for P t [120] has 
been reported. Kalinina et al. [121] extracted values of 296 and 0.12 for 
Au and Cr contacts respectively. For comparison, the theoretical value is
26.4 Acm“ ^K“  ^ for m* =  0.22mo. Thus, although there is clear evidence 
of barrier formation at the Cr-GaN interface, the difficulty in extracting 
accurate parameter values shows that the barriers are far from ideal Schot­
tky contacts. It is thought likely that there are a combination of factors 
responsible. There may be parallel current paths, some of which may not 
even be rectifying, with different A*, n and R. Generating a theoret­
ical curve using Equation 2.14 shows that a series resistance (for the first 
method) decreases the extracted values of A *  and delinearises the slope of 
the 4>eff versus V  curve in the forward-biased region. A parallel leakage path 
decreases the extracted values of A *  and 4>eff in the reverse-biased region. 
Another possibility is that the thermionic emission theory is not a very good 
model of what is actually taking place at the barrier. The diffusion theory 
includes the effects of collisions within the depletion region and may give a 
more realistic fit to the data. This may explain the apparently low value of 
A *  because this theory is likely to give a lower pre-factor than the thermionic 
emission theory.
If it is assumed that current flow is better described by the diffusion 
theory. Equation 2.12 can be used to extract parameter values. As a rough 
approximation, it is assumed that the Emaxi the maximum electric field 
in the depletion region, is the same as the average electric field across the 
whole semiconductor. If N c  is taken as temperature independent, barrier 
heights extracted from plots of In ( J) versus q/kT  are about 0.06 eV higher 
than when assuming thermionic emission and using a In (J/T^) versus q/kT  
plot. However, the In ( J) plots are slightly less linear than the In (J/T^) 
plots. If N c  is taken as 4.3 x 10^  ^ x cm~^ [122] and calculating the 
pre-factor from the y intercept of a plot of In (J/T^/^) versus q/kT, values 
for the mobility ji are found to be in the range 0.0007-2 cm^(Vs)“  ^ and
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depend on the voltage. Values in the literature for sputtered material have 
been given as 8.9 [16] and 330 cm^(Vs)“  ^ [8]. Thus, the values obtained 
here are rather low but not impossibly so. The fact that application of 
both thermionic emission and diffusion theories produces parameters quite 
different from those in the literature suggests that neither of the theories 
is a particularly good fit to the data. It is possible that a better fit lies 
somewhere in between the two extremes or that the models used are too 
simplistic. As discussed in the following section, the conduction in the bulk 
of the film is also thermally activated and may affect the shape of the J-V-T  
curves from which the parameters are extracted. In addition, if the columnar 
crystal structure of the material is considered, the total current flow through 
each MSM structure is the sum of all the currents flowing along adjacent 
parallel crystallites as well as inter-granular regions. It is conceivable that 
each current path could be reasonably fitted to a thermionic-emission or 
diffusion-type controlling equation, but that the parallel sum does not fit 
well to either of the two.
Hopping-type conduction mechanisms
The J-V-T  characteristics of films which did not exhibit significant asym­
metry about the 0 V axis were measured in the same way as for those in 
Section 5.4.2. Samples deposited under standard conditions, 450 °C, 0.25 Pa, 
15% N2 , 100% N2 , and —1400 V were measured. The set of curves for the 
sample deposited under standard conditions is plotted in Figure 5.18.
In the high-held regime, which is applicable here, an increasingly non­
linear (supralinear) J - V  characteristic is generally attributed to either Poole- 
Frenkel conduction or space-charge-limited currents [44]. As discussed in 
Section 2.3, Poole-Frenkel conduction has dependencies approximately of the 
form J  =  A exp for single centres or J  =  A exp (BV) for multiple
centres, whereas space-charge-limited currents have a J  =  AV ^  dependence, 
where n > 1. Thus, in principle, it should be relatively easy to differentiate 
between these mechanisms by observing large linear regions in \og(J)~VV, 
log( J )-V  and log J-log V  (with gradient n) respectively. Because the ranges 
of both measurement and linearity are typically not large, it is not always 
easy to do so unambiguously in practice without changing the film thick­
ness d and observing the 1/d or 1/d^ dependence for the Poole-Frenkel and 
space-charge limited currents respectively.
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Figure 5.18 J-V-T data of 100 nm sample deposited under standard conditions 
plotted to test for single-centre Poole-Frenkel (a) and (b), multiple centre Poole- 
Frenkel (c), and space-charge-limited conduction (d). The temperature interval is 
303-423 K and the units for J  and V are in A/cm^ and V respectively.
For the various films, plots of log ( J) versus log (V) at 303 K produce 
curves which have a gradient of close to 1 at low voltages and increase 
up to 1.6-4.9 with the higher values occurring where the voltage range is 
greatest. In addition, at the high-voltage end of the curves, the gradient 
drops by an average of 20% when the temperature is raised to 363 K. If 
the dominant conduction mechanism were space-charge-limited current, the 
gradient and thus the value of n would be expected to remain fairly constant 
with a change in voltage. Furthermore, a temperature increase should shift 
the plot upwards without changing the gradient for the case where much of 
the space charge is immobilised by traps (using Equation 2.32). For these 
reasons, it is thought that the current is not space-charge limited. The 
unity gradient at low voltages is consistent with an ohmic region and the 
apparent change at higher voltages with an exponential function such as a
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Poole-Frenkel dependence.
For all the samples examined, plots of log( J) versus \ZË are quite linear 
except at low voltages. In contrast, plots of log(J) versus V  are always 
more non-linear than versus \/V .  This suggests that single-centre Poole- 
Frenkel conduction is more likely to be the dominant conduction mechanism. 
Furthermore, as the temperature increases, the gradients of the log(J) versus 
\ /V  curves decrease, which is consistent with both types of Poole-Frenkel 
conduction.
The equations corresponding to the four low-held, Poole-Frenkel conduc­
tion mechanisms in Section 2.3.4 given by Hill [43] were fitted to the data 
over various intervals. For the single-centre case, these are given by Equa­
tions 5.14 and 5.15 for semi-crystalline and amorphous materials respectively. 
For the multiple-centre case, the controlling equations for semi-crystalline 
and amorphous materials are Equations 5.16 and 5.17.
Ja =  2gA^(A;r)^^-^//exp[-(E^/A;T)]cK^sinhcK (5.14)
=  2qNi{kTŸ^~^/iexp[—{Ei/kT)]a~^ (acosha — sinha) (5.15) 
Jc = 2qNis{kT)‘^vex.-p[—{Ea/kT)]smh.a' (5.16)
Jd = 2qNis{kTŸv exp[—{Ea/kT)]a'~‘^ {a' cosha' — siiiha'), (5.17)
where Ni = dNa/dE  is a constant over a narrow energy range and Na is the 
density of states (in m“ ^J“ )^ for the ionisable centre, (3 = is
the Poole-Frenkel constant, /i is the mobility, Ei is the ionisation energy in 
the absence of a field and a = j3y/Ë/{kT). For the multiple-centre case, s 
is the inter-centre distance, v is the frequency of escape attempts, Ea is the 
height of the inter-valley barrier and a' = qEs/2kT.
The fits were done in MATLAB(g) by utilising the inbuilt Nelder-Mead 
unconstrained non-linear minimisation function. The fitting was performed 
in a least square sense although this made convergence of the fitting function 
difficult. The exponential nature of the equations undoubtedly contributed 
to the convergence difficulties. To allow for the possibility of large deviations 
from the experimental values, a logarithmic goodness of fit parameter gof  
was defined to quantify the error.
, fJdata{Vi,Ti) 
lo g  10 JfitiVuTi) '  •
This is the mean of the difference between the logs of the fit and the data, and 
gives a value of zero for a perfect fit. The fits produced values for N{ x fi, Ei
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and €r for the single-centre case, and N iX v, Ea and s for the multiple-centre 
case. To see whether the fit was characteristic of the particular equation, the 
J  values of the data points were multiplied by T “” exp [-\-(EilkT)] where n 
is respectively 3, 4, 2 and 2. This was to make them a function of a. (or 
a') only, as discussed in Section 2.3.4. If the data were characteristic of a 
particular type of conduction, then the data points in a plot of fn{oi) versus 
a would tend to fall together on a single curve. In an attempt to quantify the 
deviation from a single curve, a parameter vavf was defined which represents 
the mean (over all voltages) of the normalised standard deviations for the 
fn{oi) curves across different temperature points, or
1 : ( « j ) (5.19)
where
and
(5-21)
'^ 3 j=l
are respectively the mean and standard deviation of /n(o^) at the zth a  point. 
For this calculation, the a  range was limited to that which was common 
between the curves at the different temperatures. The curves corresponding 
to fnioi) for the different temperatures were resampled at regularly spaced 
a  points.
Fits to the J - V - T  data were performed over various voltage ranges but 
those to be discussed were performed over 40% of the total voltage range 
and in the region of maximum linearity of the log(J) versus y/V plot. The 
parameters produced by the fitting are given in Table 5.3 together with the 
corresponding values of gof and vavf. During fitting, the value of was also 
held constant at 9.5 or a value related to that found from refractive index 
measurements but this was found to increase the gof parameter significantly.
The gof parameter is a good indication of how accurately the various 
equations fit the data for a specific sample within a given voltage range since 
the voltage range and data spacing are the same. However, this must not be
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Table 5.3 Results of fits to single-centre (SC) {Ci = Ni x  g, C2 — Ei and 
C3 = Er) and multiple-centre (MC) {Ci — Ni x  v C2  = Ea C3  = s)  Poole-Frenkel 
equations over various voltage ranges. The four vertically arranged parameters 
for each deposited film are for the SC semi-crystalline, SC amorphous, MC semi­
crystalline and MC amorphous cases respectively.
Sample C 1 C 2 C3 gof varf
V r a n g e  ( V ) + - + - + - + - + -
N o r m 7 e59 2e59 0 .4 5 0 .4 3 1 6 .0 8 .1 0 .0 5 0 0 .0 5 2 0 .11 0 .1 2
1.5-2.6 V 8e63 3 e6 3 0.48 0.46 6.0 3.8 0 .0 4 8 0 .0 5 0 0 .11 0 .1 2
2 e7 5 5 e7 4 0 .4 4 0 .4 0 7e-9 9 e-9 0 .0 4 9 0 .0 5 2 0 .1 2 0 .1 2
4 e7 5 le 7 5 0 .4 4 0 .4 0 9 e-9 le - 8 0 .0 4 9 0 .0 5 1 0 .1 2 0 .1 2
4 5 0  °C 3e58 4 e 6 0 0 .3 3 0 .4 5 19 .2 11.1 0.038 0.0069 0 .0 8 9 0 .1 3
1 .2 -2 .0  V 3 e6 2 5 e6 4 0 .3 6 0.48 6.2 4 .5 0.037 0.0075 0 .0 9 5 0 .1 4
5e73 7e75 0.33 0 .4 3 8e-9 9e-9 0 .0 3 8 0 .0 1 1 0 .1 1 0 .0 7 4
le 7 4 le 7 6 0.33 0 .4 3 le - 8 le - 8 0 .0 3 8 0 .0 1 2 0 .11 0 .0 7 5
0.25 Pa le 6 0 le 6 0 0.53 0 .5 3 3 1 .4 3 4 .0 0 .0 6 0 0 .0 6 0 0 .1 5 0 .1 5
3.0-5.0 V 2 e6 4 3 e6 4 0 .5 6 0.56 1 1 .9 12 .5 0 .0 5 9 0 .0 5 9 0 .1 5 0 .1 5
le 7 6 2 e7 6 0 .5 2 0.52 4 e -9 4 e -9 0 .0 5 9 0 .0 6 0 0 .1 6 0.16
3 e7 6 3 e7 6 0 .5 2 0 .5 2 5 e-9 4 e -9 0 .0 5 9 0 .0 5 9 0 .1 6 0 .1 6
4 .0  P a le 6 0 4 e 6 0 0.66 0 .4 8 2 .0 7 .9 0 .0 4 3 0 .0 1 6 0 .0 7 2 0.096
1 .5 -2 .5  V 2 e6 4 5 e6 4 0 .6 9 0 .51 1.3 3.8 0 .0 4 3 0 .0 1 7 0 .0 7 2 0 .1 0
le 7 5 8 e7 5 0 .5 7 0 .4 5 2e-8 9 e-9 0 .0 4 9 0 .0 2 1 0.083 0 .0 8 0
4e75 2 e7 6 0 .5 7 0 .4 5 2e-8 le - 8 0 .0 5 1 0 .0 2 2 0 .0 8 4 0 .0 8 1
15% Nz 3e58 3e58 0 .1 7 0 .1 7 28.7 2 8 .7 0 .0 0 6 7 0 .0 0 6 9 0 .0 1 0 0 .0 1 1
0 .3 - 0 .5  V 9e61 9e61 0 .2 0 0 .2 0 3 .3 3 .3 0 .0 0 3 7 0 .0 0 3 9 0.015 0 .0 1 5
4e7 2 3e7 2 0 .1 8 0 .1 8 2e-8 2e-8 0 .0 0 4 7 0 .0 0 4 9 0 .0 1 2 0 .0 1 2
7 e72 7 e72 0.18 0 .1 8 3e-8 3e-8 0 .0 0 4 7 0 .0 0 4 9 0 .0 1 2 0 .0 1 2
100% Nz 4e58 6e5 8 0 .5 5 0 .5 6 1 8 .0 17 .5 0 .0 4 8 0 .0 5 8 0 .1 2 0 .1 5
4 .0 - 8 .0  V le 6 3 2e6 3 0 .5 8 0 .5 9 9 .1 8.9 0 .0 4 7 0 .0 5 5 0 .1 2 0.15
7 e74 le 7 5 0 .51 0 .5 2 3e-9 3 e-9 0 .0 4 8 0 .0 5 7 0 .1 2 0 .1 5
2e7 5 2e75 0 .51 0.52 4 e-9 4 e -9 0 .0 4 8 0 .0 5 7 0 .1 2 0 .1 5
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used blindly to select the likely conduction mechanism. Although the gof 
parameter for the multiple-centre case is often similar to or slightly better 
than that for the single-centre case, it has already been shown that multiple- 
centre Poole-Frenkel conduction is unlikely because of the non-linearity of 
the log (J)-y  plot. However, if this had not been the case, the fitted values 
of the inter-centre distance “s” would be in the range 4-50 nm and thus 
physically possible. The varj parameter is less reliable since the a range 
over which it is calculated depends on the parameter values extracted from 
the fits to the J - V - T  data and on a good (low) value of the gof parameter.
If one considers the sample deposited under standard conditions, the 
values of gof and varj for the different fits are very similar so it is necessary 
to look at the values of e .^ These are expected to lie somewhere between the 
high- and low-frequency values for bulk material, in the range 5.2-10.4. For 
this sample, the values are 16.0 (+T^) or 8.1 {—V) for the semi-crystalline 
case and 6.0 (+E) and 3.8 {—V) for the amorphous case. Since the I-V 
curve for this sample is slightly asymmetric, as is the case for the majority 
of samples, parameter values on the negative voltage side are likely to be 
more reliable since the current is less limited at the interface. Thus, the 
choice is between 8.1 and 3.8 for of which the former is most likely. For 
this reason, the semi-crystalline single-centre conduction mechanism looks 
likely to be applicable here.
For the 450 °C sample, the gof parameters are significantly better for the 
negative voltage sides and of these, the semi-crystalline equation provides 
a slightly better fit. The values for the semi-crystalline and amorphous 
equations are 11.1 and 4.5 respectively, both of which are just outside the 
expected range. Since both give similar values for the ionisation energy, this 
may indicate a case which is intermediate between the semi-crystalline and 
amorphous cases. The fits to the 0.25 Pa sample yield almost identical values 
of gof and var f  but the equation for the amorphous single-centre conduction 
yields =  11.9 or 12.5 which are more realistic than the semi-crystalline 
values of 31.4 and 34.0.
The 4.0 Pa sample is included although it is barrier-controlled because 
it could be measured over a fairly large range of voltages in the forward- 
biased direction. It shows significantly better fits to the negative voltage 
side, as expected, with the most realistic value for of 7.9 coming from the 
semi-crystalline equation.
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The sample deposited at 15% N2 is difficult to analyse. Although the 
amorphous equation produces a much better fit to the data than the semi­
crystalline one, the values it produces are 1.6 times lower than the min­
imum expected value. On the other hand, the semi-crystalline equation 
produces values 2.8 times larger than the expected maximum value, as well 
as a lower var f  value. It is possibly on the boundary between the two kinds 
of material, i.e. still having crystallites but much more disorderd than usual. 
Both fits give much lower values for the ionisation energy than from the other 
fits, so the ambiguity may well be as a result of the small voltage range over 
which the fit was performed.
The 100% N2 sample shows better fits on the positive voltage side but the 
extracted parameters for positive and negative voltages are almost identical 
despite this. There is no clear distinction between the semicrystalline and 
amorphous fits except for the values of which are 9.1 or 8.9 for the amor­
phous case as opposed to 18.0 or 17.5 for the semi-crystalline case. Thus, 
amorphous single-centre conduction appears to fit best.
When the —1400 V sample is examined, the amorphous equation pro­
duces a smaller gof and var f  than the semi-crystalline one. In addition, 
the €r value for the semi-crystalline equation is many orders of magnitude 
greater than any realistic value. The value for the amorphous case is 5.1 
or 3.2 which is on the low side but the voltage range is possibly too small 
(0.12-0.20 V) for the results to be accurate. This could explain why the 
semi-crystalline fit produces impossible values for 6r without significantly 
affecting the values of gof and varf .  Lastly, the —400 V and the 225 °C 
samples are considered to be semi-crystalline because of their low resistivity 
and the existence of a Schottky barrier.
These conclusions, together with the parameters, are summarised for the 
different samples in Table 5.4.
It can be seen that the values oî Ni x  g  vary over a fair range, namely 
3 X 10^^-3 X 10®^  (m.J^.V.s)"^, with the semi-crystalline fits tending to 
produce lower values (3 x 10^^-4 x 10®°) than the amorphous fits (9 x 10® -^ 
3 X10®^ ). Although it is not clear whether there is any physical basis for this, 
this parameter is expected to vary more than the other two because it does 
not form part of an exponential in the controlling equations. For comparison. 
Hill [43] extracted values of 4 x 10®^  and 3 x 10®° from evaporated SiO films. 
The values for the ionisation energies are in the range 0.43-0.59 eV, if the
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Table 5.4 Results of analysis of the fits of the Poole-Frenkel equations.
Sam ple P robab le  single­
cen tre  equation
At X
(m.J^.V.s)“ ^
Ei
(eV)
€r
Norm Semi-crystalline 2e59 0.43 8.1
450 °C Semi-crystalline? / 4e60 0.45 11.1
Amorphous? 5e64 0.48 4.5
0.25 Pa Amorphous 2-3e64 0.56 11.9-12.5
4.0 Pa Semi-crystalline 4e60 0.48 7.9
15% N2 Semi-crystalline? / 3e58 0.17 28.7
Amorphous? 9e61 0.20 3.3
100% N2 Amorphous l-2e63 0.58-0.59 8.9-9.1
-1400 V Amorphous 4-7e63 0.51-0.52 3.2-5.1
(unreliable) fit at 15% N2 is neglected. This range of values is consistent with 
other reported data. Although extracted values have been used to select 
the controlling equation, these values are nonetheless in good agreement with 
other published values.
5.4 .3  G eneral d iscussion
The asymmetry of the I-V curves has been ascribed to the formation of 
a rectifying barrier at the rear Cr-GaN interface. There are a few factors 
which might explain why the barrier is only visible under certain deposition 
conditions. One of these could be that the barrier is only observed when the 
resistivity of the bulk of the film is low enough for the current flow to be 
limited at the interface. Another is that deposition conditions which do not 
damage the film favour the formation of rectifying barriers at the interface.
The first reason is supported by the asymmetry in the I-V curves in the 
low resistivity regions at mid-range substrate electrode temperatures and 
low target biases in Figure 5.13. However, there is also significant asymme­
try in the I-V curves at high deposition pressures, where the resistivity is 
comparable to or higher than that of many samples which exhibit minimal 
asymmetry. At low N2 concentrations, there is very little asymmetry de­
spite the low resistivity. In addition, at low target biases, as the target bias 
is reduced, the differential resistivity at positive (reverse-biased) voltages in-
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creases, whereas it would remain constant or decrease if only lowering of the 
bulk resistivity were responsible. Thus, this explanation can be discounted 
except perhaps for the case of mid-range temperatures.
At high pressures and low target biases respectively, the energies of the 
particles hitting the substrate are lower than usual, which may reduce the 
damage caused to the growing film by incoming sputtered particles. At 
higher pressures, this occurs because of a reduction in the mean free path 
and thus an increase in the number of collisions occurring between sputtered 
particles and the ambient gas before hitting the substrate. In the low-bias 
case, the energies of the sputtered particles leaving the target are lower. The 
asymmetry at mid-range substrate electrode temperatures is not explained 
by this, but this case does not serve to disprove the hypothesis either. It has 
been considered that increased temperatures might allow damage to the film 
to be repaired. However, this would imply increased asymmetry at higher 
temperatures, which does not occur. Perhaps, in this case, it is the lowering 
of resistivity which makes the asymmetry more visible. This might not occur 
for low N2 concentrations because the resistivity drop is accompanied by a 
rapid drop in the N/Ga ratio.
The most dramatic resistivity changes take place at mid-range tempera­
tures and as a function of N2 concentration where the minimum at around 
225 °C is just under 4 orders of magnitude lower than under standard con­
ditions and the resistivity at 15% N2 is about 5 orders of magnitude lower 
it is at 100% N2 . There are a number of factors which could be responsible, 
possibly in combination since none of them is clearly dominant. Increased 
crystallinity, a larger N/Ga ratio (i.e. nitrogen vacancies), increased ther­
mal energy during deposition and less damage by energetic particles may all 
contribute to a lowering of the resistivity.
The current flow in the majority of the MSM structures is thought to be 
bulk-limited. The conduction mechanism is considered to be single-centre 
Poole-Frenkel, with ionisation energies mostly in the range 0.43-0.59 eV. The 
extracted values are close to those reported in the literature. Although 
films have been divided into semi-crystalline and amorphous according to fits 
to their J-V-T  curves, it is likely that most of the films are best described 
by various points in between the two extremes, i.e. emission from traps is 
somewhere between the cases of complete spherical emission and emission 
directly along the field.
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If thermionic emission is assumed, the Schottky barrier heights for the 
structures exhibiting the most asymmetry are in the range 0.30-0.66 eV. 
However, the ideality factors are large (> 1.8) and the values for Richardson’s 
constant are much smaller than expected. The diffusion theory may provide 
a better description of the conduction because collisions within the depletion 
region are included in the formulation, but even this produces parameter 
values deviating from the literature. The actual conduction process may be 
a more complex combination of several mechanisms such as parallel current 
paths and Poole-Frenkel conduction in the bulk of the material.
5.5 General discussion
As-deposited films are polycrystalline and generally columnar with the grain 
size increasing with film thickness. There is possibly some degree of pref­
erential orientation in the [001] direction as shown by the FTIR data in 
Figure 5.11. The deposition conditions which produce films of the lowest 
resistivity also produce films which are found from TEM, AFM and SEM to 
be more crystalline. These are at mid-range temperatures, low N2 concen­
trations and low target biases. There does not appear to be any correlation 
between the crystallinity and the band gap, refractive index, deposition rate, 
stoichiometry or Urbach tail energy. It is not clear why the films tend to be 
more crystalline in certain regions although it is noted that films deposited 
at very low pressures are very disordered which may be as a result of the 
increased energy of particles hitting the growing film.
Although the biaxial stress has not been measured for all deposition 
conditions, it increases at medium to high N2 concentrations which is the 
region where delamination takes place. Delamination also takes place at low 
pressures which would support the idea that the high energy of particles 
hitting the films plays a role. No delamination has been observed at high 
target biases, despite the trend of increasing stress in this region.
The stoichiometry, and oxygen contamination in particular, has a ma­
jor effect on the optical properties of the films. In most cases, except as a 
function of N2 in the deposition atmosphere, the N/Ga ratio is more or less 
constant. Except at low N2 concentrations, where Ga is thought to getter 
oxygen from the deposition atmosphere in the absence of sufficient atomic 
nitrogen, the absolute oxygen incorporation rate changes very little and it is
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the relative film deposition rate which determines the final oxygen concen­
tration. Oxygen does not simply replace nitrogen in the films. The source 
of the oxygen may be water vapour or oxygen adsorbed on the chamber 
surfaces, or a small leak in the vacuum system. The first possibility seems 
more likely in view of the increased 0  incorporation rate at higher substrate 
temperatures and target biases. It is speculated that oxygen contamination 
of sputtered GaN films may be more widespread than the literature suggests. 
Oxygen contamination tends to smear out the band edges and shift the band 
gap values to higher energies. At the same time, the amount of band tailing, 
as reflected in the Urbach tail energies, increases and the refractive index 
values decrease. This effect on the band edge may serve to mask the effect 
of the degree of structural disorder on the optical properties. The large in­
crease in the resistivity with increasing N2 concentration may be partially 
due to the increase in the N/Ga ratio since low resistivity has often been 
attributed to excess Ga and N vacancies in the literature. At very low N2 
concentrations, the excess Ga makes the films opaque to the naked eye and 
this is reflected as a decrease in the band gap and an increase in the Urbach 
tail energy.
The emergence of a rectifying barrier at the rear Cr-GaN interface oc­
curs where the energy of particles incident on the film during deposition is 
reduced, and this does not only take place for films of low bulk resistivity. 
It is not clear why a barrier appears at mid-range temperatures although in 
this case, it could be due to reduced bulk resistivity, which in turn could be 
as a result of the increased temperature without the excessive oxygenation 
at higher temperatures. Increased yellow PL is observed at room temper­
ature for samples deposited at low target bias. This corresponds to the 
growth condition which yields the most asymmetric I-V curves of all the 
MSM structures. Analysis of the I-V characteristics has shown that the con­
duction mechanism in the bulk is single-centre Poole-Frenkel. If the degree 
of disorder in the films as predicted by the I-V analysis of 100 nm samples 
is compared with that observed by microscopy for different film thicknesses, 
it can be seen that not all the predictions are correct. Predictions that the 
films deposited at standard conditions, high pressures, mid-range tempera­
tures and low voltages are more crystalline and that films at low pressures 
are more amorphous are shown to be correct. It was not possible to differen­
tiate between the two cases for high temperatures and low N2 concentrations.
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Films at high N2 concentrations and high voltages were incorrectly predicted 
to be amorphous. However, the fits of the Poole-Frenkel controlling equa­
tions were not always ideal and the microscopy data was not always obtained 
from the same deposition run as for the I-V measurements. It is not possible 
to compare these results with the literature because no reports using this 
type of analysis for sputtered GaN have been found.
In conclusion, the properties of the GaN films described in this chapter 
cannot always be correlated with each other or with the deposition condi­
tions, especially in regions where the uncertainty in the data is large. It is 
likely that the properties interact in a complex way, making identification of 
the source of the changes in the respective property values difficult.
5.6 Summary
In this chapter, the deposition process and the structural, optical and elec­
trical properties of as-deposited films have been discussed. The individual 
material properties have been examined as functions of the deposition con­
ditions, namely the target bias, the nitrogen fraction of the deposition at­
mosphere, the deposition pressure and the substrate electrode temperature.
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Chapter 6
Investigation of GaN as a 
basis for future device 
applications
6.1 Introduction
This chapter is concerned with investigations into using sputtered GaN as a 
basis for various types of electronic device. Attempts are made to improve 
the quality of the as-deposited material by post-deposition treatments of 
thermal and laser annealing, and by the inclusion of small percentages of hy­
drogen during growth. A study which examines the possibility of using GaN 
as a host for rare-earth elements is carried out, and the viability of sputtering 
Ga^Ini-^N from a Gain target is investigated. Lastly, thin-hlm transistor 
structures using as-deposited GaN are fabricated and characterised.
6.2 Effects of annealing
Because of the low temperatures involved and bombardment of the film by 
energetic particles, the material deposited in this project is very defective 
as shown by the band tailing in the optical absorption spectra and Poole- 
Prenkel conduction at high fields. It would be advantageous to be able to 
reduce the concentration of defects or traps to improve the overall quality 
of the material. There are a number of possible ways of achieving this, 
including terminating dangling bonds with hydrogen or physically relaxing or
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reordering the material by annealing. However, any form of annealing must 
not heat the substrate excessively for the main advantage of low-temperature 
deposition to be retained.
Ex-situ thermal annealing is advantageous in that it can be carried out 
easily and cheaply, and annealers can be scaled up to accommodate almost 
any volume of material. The annealing discussed here was carried out us­
ing the optical annealer described in Section 4.4.1, with an N2 flow rate 
of 5 l/min. Annealing times were reduced at the higher temperatures to 
prevent overheating of the annealer.
Excimer laser annealing has an advantage over thermal annealing in that 
short processing times and strong absorption by the film mean that the 
temperature of the bulk of the substrate is not significantly affected. This 
lends itself to processing of materials on temperature-sensitive substrates. 
On the negative side, absorption at the surface means that the annealing is 
not uniform throughout the film. In addition, processing of multiple samples 
in parallel is not possible, films on metals tend to delaminate and ablation 
of the surface at high energies can be a problem. However, according to 
Rhee et al. [87], the time required to remove defects is orders of magnitude 
less than that for GaN to decompose, allowing the surface temperature to 
reach its melting point under laser irradiation without dissociating. The 
set-up used for the laser annealing in the present study is that described in 
Section 4.4.2.
Samples for both thermal and laser annealing were deposited on quartz 
substrates to permit optical absorption measurements and allow comparison 
between the annealing methods. Thick (1 g,m) and thin (100 nm) films were 
grown at both —600 and —800 V. The use of co-planar electrodes to form 
MSM structures means that any resistivity decrease close to the film surface 
due to laser annealing will be easily visible in the I-V characteristics, whereas 
this would not be the case for sandwich MSM structures. In addition, the 
greater separation of the co-planar electrodes means that the applied elec­
tric field is lower than in the case of the sandwich structures discussed in 
Section 5.4. Interdigitated electrodes were fabricated by evaporation of an 
A1 layer followed by photolithography. The electrodes have a gap width of 
around 20 fim and a co-planar length of around 2.8 mm. The maximum laser 
energy was chosen by trial and error, as the highest value at which there was 
no significant visible damage to any of the four samples. The thermal and
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laser annealing conditions are given in Table 6.1.
Table 6.1 Annealing conditions for films on quartz.
Thermal annealing
Temperature (°C) 
Time (min)
room 250 425 600 800 
n/a 20 10 5 2.5
Laser annealing
Energy density (mJ/cm^) 40 70 100
When the optical band gap and Urbach tail energy values for the ther­
mally annealed samples are plotted as functions of temperature, the thin 
samples have larger error bars than the thick samples and do not exhibit 
clear trends. However, both thick samples show definite increases in the 
band gap values and decreases in the Urbach tail energy Eq with annealing 
temperature. The trends are plotted in Figure 6.1. The —800 V sample 
shows a monotonie increase in the band gap from 3.16 eV for no anneal to 
3.22 eV for the 800 °C anneal, and E q decreases from 0.30 eV to 0.21 eV. 
The trends for the —600 V sample are similar except that they level off above 
425 °C at 3.18 and 0.24 eV for the band gaps and E q respectively.
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Figure 6.1 Effects of thermal annealing on the optical properties of 1 jum films:
(a) band gaps and (b) band tailing.
For the laser-annealed thick samples (not shown here), the band gap of 
the —800 V sample increases slightly to 3.19 eV, whereas that of the —600 V 
sample is fairly constant at 3.15 eV. The corresponding values of E q possibly 
decrease slightly initially to 0.27 eV and 0.28 eV respectively at 70 mJ/cm^.
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Both thin samples (not shown here) exhibit possible slight initial increases in 
their band gaps followed by rapid decreases at 100 mJ/cm^ which correspond 
to rapid increases in the value of E q. This reflects a significant reduction 
in the optical transmission in the normally transparent wavelength region. 
The reason is thought to be increased scattering of light due to roughening 
or ablation of the surface or absorption by Ga droplets at the surface.
Thus, in terms of sharpening of the band edge and reduction of tail states, 
it appears that for the —800 V sample, there is a continual improvement 
with anneal temperature up to 800 °C, whereas the -600 V samples do not 
improve significantly above 425 °C. Laser annealing may result in a slight 
improvement in some cases, but damage to the film surface is a problem for 
thin samples.
The I-V curves of the interdigitated structures (not shown here) are 
similar in terms of their non-linear behaviour to those measured for the 
sandwich structures in Section 5.4. However, they are usually symmetrical 
which is to be expected because of the symmetry of the device. Some of the 
I-V curves show significant hysteresis, e.g. both thick samples annealed at 
800 °C show an increase in the current when the voltage is decreased from its 
maximum, and the —600 V sample annealed at 600 °C shows a decrease in 
current as the voltage is increased. To compare the eflPects of the annealing 
conditions, the resistivities extracted at ±10 V are plotted in Figure 6.2.
In most cases, the resistivity decreases with an increase in annealing 
temperature or laser energy density. This is not surprising since healing 
of defects in intergranular regions, for example, is likely to improve the 
conductance of the films overall. For the thermally annealed, —800 V sample 
in Figure 6.2(a), the resistivities of the thick and thin samples decrease from 
1.8 X 10  ^ to 2.8 X 10  ^ 0cm and 7.9 x 10® to 1.2 x 10  ^ 0cm respectively. The 
thermally annealed, —600 V samples in (b) do not show any clear trend.
The laser-annealed samples in (c) and (d) do not show any obvious 
changes with increasing laser energy for the thick samples except for the 
—800 V sample, where the resistivity drops from 1.5 x 10  ^0cm at 70 mJ/cm^ 
to 3.0 X 10'^  0cm at 100 mJ/cm^. However, this datapoint is from mea­
surements of devices on only one sample. The thin samples show dramatic 
changes above 40 mJ/cm^ with the —800 and —600 V samples showing drops 
of 7.9 X 10® to 51 0cm and 1.3 x 10  ^ to 0.36 0cm respectively. The lowest 
two values in (d) are very approximate since extrapolations from ±5 V were
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Figure 6.2 Effect of thermal (a)-(b) and laser annealing (c)-(d) on the resistivity 
at itlO  V.
necessary to calculate resistivity values.
It is expected that the change in the average resistivity of the thin sam­
ples because of laser annealing will be greater than for the thick samples 
because annealing takes place at the surface. However, in the co-planar con­
figuration, the difference should be less than one order of magnitude because 
the thick films are 10 times thicker than the thin ones. Because the aver­
age resistivities of the annealed thin films are several orders of magnitude 
less resistive than the thick films, it can be deduced that the resistivities 
of the top layer of the thin films change much more on annealing than the 
equivalent top layer of the thick films. This may be because initial layers of 
material laid down during deposition are affected much more by annealing 
than layers laid down later (in the case of a thick film) or they absorb the 
laser energy more efficiently.
A more likely reason for the greater change in the properties is the differ-
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ence in thermal conductivity between GaN and the fused-quartz substrate. 
The thermal conductivity of fused quartz is some two orders of magnitude 
lower than that of GaN. Despite its disordered nature, the thermal conduc­
tivity of this GaN should still be fairly high because the heat path away from 
the surface is along the columnar grains. The surface of the thick films may 
be rapidly cooled by conduction to the underlying GaN in comparison with 
the thin film which lies directly above a more insulating quartz substrate. 
This may reduce both the maximum temperature reached and the annealing 
time in the thick layer.
Films 1 jim thick were also deposited separately on Si to allow the effects 
of laser annealing on the surface morphology and chemical composition to 
be investigated by using SEM and EDX. Figure 6.3 shows the surface of 
the film before and after annealing at 160 and 220 mJ/cm^, for the —600 V 
sample. The —800 V sample is similar but has smaller crystallites.
d - .
(a)
F ig u re  6.3 SEM images of the surface of the —600 V, 1 fim. thick film (a) without 
anneal, after laser annealing at (b) 160 and (c) 220 mJ/cm ^.
In (b), it appears that the centres of all the crystallites have been re­
moved and slightly hollowed out and this becomes more evident at higher 
energies. What is most striking at the higher energies is the droplets that 
form on the surface. Although it is not possible to identify them using EDX 
mapping because of their small size, they are thought to be Ga from the 
decomposition of the GaN which begins to coalesce into droplets. The ele­
mental composition of the top few hundred nanometres of the films, plotted 
in Figure 6.4 shows that the top layers steadily become more gallium rich
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as the laser energy is increased, changing by up to 5 atomic % from their 
unannealed state. This suggests that the dramatic reduction in resistivity 
for thin samples in Figure 6.2 is caused by excess Ga. This may take the 
form of a Ga-rich layer below the surface (since Ga-rich material has a lower 
resistivity as shown in Figure 5.13(c)), a layer of Ga metal on the surface, 
or both of these.
3  6 0
g  4 0
Q.
- 8 0 0  V
5 0  1 0 0  1 5 0  2 0 0  2 5 0
L aser flu e n c e  (mJ/cm ^)
6 0
§  4 0
Q.
E 
8 
« 20
0)
E
Lu n
* **
*  *  *  *  
*  *  *  *
- 6 0 0  V
* * * * * * * * * * * * *
(a)
5 0  1 0 0  1 5 0  2 0 0
L aser f lu e n c e  (mJ/cm ^) 
(b)
2 5 0
F ig u re  6.4 Effect of laser energy density on the elemental composition as mea­
sured by EDX.
Thus, both laser and thermal annealing have a significant impact on the 
properties of the films but the changes are not always positive. Thermal 
annealing sharpens the band edges and decreases the film resistivities, but 
the I-V characteristics of the material exhibit significant hysteresis after the 
higher temperature anneals. Laser annealing has less effect on the optical 
properties, except when the laser energy is sufficient to decompose the GaN, 
but it causes a very large reduction in the resistivities of the thin films. The 
electrical properties after thermal and laser annealing show less change for 
thick films than for thin films.
6.3 Inclusion of hydrogen during growth
6.3.1 In trodu ction
There have been a number of reports in the literature indicating that the 
incorporation of hydrogen during GaN growth is highly desirable [33, 4, 34, 
5, 123]. The rationale behind this is that hydrogen can passivate dangling 
bonds, dislocations and defects in amorphous and polycrystalline material.
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just as it does in a-Si:H.
As mentioned in Chapter 3, the most successful low-temperature grown 
films to date are those of Yagi et ah [33, 4, 34, 5] who used a remote-plasma 
MOCVD system with trimethylgallium, N2 and H2 . The addition of the 
H2 during deposition made the otherwise amorphous GaN:H films polycrys­
talline, but both film types showed UV photosensitivity. Mg-doping of the 
polycrystalline films during growth produced material which proved suitable 
for (commercial) visible-blind photo-diodes as well as electroluminescent de­
vices.
In the case of rf sputtering at low temperatures, Nonomura et ah [18] 
found that the addition of NH3 to the sputtering atmosphere aided crys­
tallisation, but it is not known whether the presence of hydrogen was a 
contributing factor. Lakshmi [11] found that annealing the films in H2 after 
sputtering almost completely removed the frequency dispersion of the di­
electric constant. Lastly, it was observed by Lancefield [124] that very high 
quality GaN grown by MOGVD exhibited very little photoluminescence un­
less H2 was added during growth.
6.3.2 E xperim en tal
In the standard experimental set-up, the only source of hydrogen available 
for incorporation into the film is the water vapour adsorbed onto the vacuum 
chamber surface. An additional H2 gas line with a flow rate adjustable to 
10 seem was installed. The bottle purity is 99.9995%, but the gas lines 
linking it to the sputter system also feed the whole building, unlike the 
N2 and Ar lines which have less than 5 m of pipe between the bottles and 
chamber. Depositions were performed on quartz. Si and Cr substrates at 
various H2 flow rates up to 5 seem, with deposition times adjusted to keep 
the film thicknesses close to 100 nm. All other parameters were held constant 
at the standard values. Two additional depositions were performed, one at 
—1400 V and 2  seem H2 , and the other at 0.5 seem H2 with a film thickness 
of 1  /im.
The samples were characterised using SEM, EDX, ellipsometry, optical 
absorption, FTIR, PL and I-V analysis as described in Chapter 4.
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6.3.3 R esults and discussion
The first aspect noticed was that there was no significant change in the 
deposition rate with increased H2 flow rate, other than the scatter in the 
data was larger than usual. This may be due to the Si substrates being 
placed off-centre, where the deposition rate begins to drop sharply. The 
elemental composition, refractive index at 632.8 nm, resistivity and optical 
band gap are plotted in Figure 6.5 as a function of the amount of H2 added 
during growth.
2.6
40
Q.
2020 25
Fraction of in the d eposition  g a s  (%)
(a)
Fraction of in the d ep osition  g a s  (%) 
(b)
,10
■ >  10
> ^ I
,5
2515 200 105
ÇÇ 3.2
Fraction of in the deposition  g a s  (%) 
(c)
Fraction of in the deposition  g a s  (%) 
(d)
Figure 6.5 Properties of films as a function of the hydrogen concentration in the 
deposition atmosphere, namely (a) elemental composition, (b) refractive index, (c) 
resistivity and (d) optical band gap.
If one considers the elemental composition, it can be seen that the oxygen 
content increases extremely rapidly with deposition hydrogen concentration, 
from 3 atomic % at 0% H2 to 21 atomic % at 7% H2 . Thereafter, it levels 
off, reaching 18 atomic % at 20% H2 . Since there is no obvious change in 
the deposition rate, two possible reasons are considered. The most obvious
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is that the hydrogen was contaminated with a fixed percentage of oxygen. 
However, this is considered unlikely since it would not explain the levelling off 
at higher H2 flow rates. The other option is that the hydrogen increases (up 
to some limiting value) the amount of O adsorbed onto the growth surface 
relative to that of Ga and N.
The reduction in the refractive index is thought to reflect the increase 
in oxygen content, as was discussed in Section 5.3.4 for other deposition 
conditions. As before, it shows a trend opposite to that of the optical band 
gaps. The trend in the resistivity data is very different from that of the 
others. It shows an initial rapid decrease from around 2 x 10  ^ 0cm at 0% H2 
to 2 X 10® 0cm at 2.4% H2 . Thereafter, it increases again, rapidly at first, 
reaching 8  x 10^  ^ 0cm at 20% H2 . Since hydrogen is thought to terminate 
dangling bonds, the effect of hydrogen on the infrared spectra should be 
considered. A selection of these spectra is plotted in Figure 6 .6 .
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Figure 6 . 6  Infrared spectra of films at various hydrogen concentrations showing 
changes in peaks at 554 (and 2100) and 3205 cm“ .^
At 554 cm“ ,^ the peak indicative of Ga-N bonds decreases with H2 
concentration to less than 50% of its original height, at 20% H2 . At the 
same time, a very broad peak emerges at around 3205 cm“  ^ which increases 
monotonically with H2 concentration. This is thought to be the N-H stretch­
ing mode which has been reported at 3240 cm“  ^ by Yagi et al. [33, 4]. If 
the plot is magnified, it is also possible to see a very small peak at around 
2 1 0 0  cm“  ^ which increases in height with hydrogen concentration, reaches a 
maximum at 4.8% H2 and then decreases again. This is thought to be the 
Ga-H stretching mode which has been reported at 2098 cm“  ^ [33, 4].
What could be happening with the resistivity is that hydrogen initially
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passivates defects in the inter-granular regions, easing the passage of current 
between crystallites. Beyond this point, increased passivation of defects may 
reduce the traps necessary for Poole-Prenkel conduction. Alternatively, the 
minimum in the resistivity could indicate a region in which the crystalline 
grains reach the back contact, rather than starting to form after an initial 
amorphous region. However, there does not appear to be any overall increase 
in crystallinity because the FWHM of the peaks increases until 4.8% H2 , 
after which it remains constant. Perhaps the broadening of the Ga-N peak 
indicates an increase in disorder, which is compensated by the passivation 
of defects. However, since G a-0  stretching modes lie at 480 and 650 cm“  ^
[125], the broadening may also reflect the increased oxygen content of the 
films.
Figure 6.7 (a)-(d) shows a series of SEM images of the film surface at 
various H2 concentrations. As the H2 flow rate is increased, the surface be­
comes increasingly rough, with an increase in the size of the surface features. 
The SEM reveals no obvious differences between the film at 2.4% H2 com­
pared with the one at 4.8% (not shown) that may explain the significant 
difference in resistivity. If the 1 /im thick sample (Figure 6.7(e)), deposited 
at 2.4% H2 is compared with the 1 fim thick samples in Figure 5.2 (p. 65), it 
can be seen that the surface features are very different. The particles appear 
as loose clumps rather than well defined grains and the AFM phase image 
(f) appears to show large numbers of crystallites within each clump. It is 
almost as though there has been repeated nucléation during growth. This 
would be consistent with a film which does not become more ordered with 
film thickness, rather than with the type generally observed in Section 5.2.3 
where columnar crystallites increase in size with film thickness.
The photoluminescence spectrum of the 1 /im sample deposited at 2.4% 
H2 is shown in Figure 6 . 8  together with the spectrum of the 1 /j,m sample 
deposited under standard conditions. The spectra were obtained at room 
temperature. Both spectra are very similar at short wavelengths, with Ra­
man peaks and no band-edge emission. However, in the range 530-640 nm, 
there is a considerable difference, with the hydrogenated samples exhibiting 
luminescence in a broad band, consisting of two overlapping peaks centred 
at about 580 and 625 nm. As discussed in Section 5.3.6, the 580 nm peak 
is in the region of the commonly observed yellow luminescence. The hydro­
gen may serve to terminate dangling bonds and thus passivate defects. This
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F ig u re  6.7 SEM images of the surfaces of 100 nm thick films at Hg concentrations 
of 0 , 2.4, 9.1 and 20% (a)-(d) and of a 1 /rm film at 2.4% H 2 (e), and AFM phase 
image (f). All scales are the same. SEM by S. Henley and AFM by C. Giusca.
reduction in the concentration of sites where non-radiative recombination 
can take place may then result in improved PL, albeit in the yellow-band 
region. This is similar to the situation for films deposited at low target bi­
ases where particles impacting the film during growth cause less damage and 
thus fewer defect states. Miyasaki et al. [123] found very recently that the 
addition of H2 during growth by sputtering improved the photoluminescene 
considerably. However, the change was from a weak yellow-luminescence 
band observed only at low temperatures to a strong 3.25 eV (382 nm) peak 
observed at room temperature. Although the hydrogenated GaN was amor­
phous or amorphous-like, it was considered that the PL may have originated 
from crystallites embedded within an amorphous matrix. The PL measured 
in this study may have the same origin.
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F ig u re  6.8 Effect of the addition of 2.4% H 2  during growth on the photolumi­
nescence of 1 /um thick film at room temperature.
6.4 Inclusion of E r/Y b during growth and planar 
waveguides
6.4.1 In trodu ction
In the conventional fused-silica fibres used for optical communication, the 
minimum loss is at a wavelength of around 1.55 /im, at which point the 
attenuation is around 0.2 dB/km [126]. Er-doped fibre amplifiers have been 
used to amplify the signal between fibre sections while keeping the signal in 
the optical domain. However,these have low gain and need complex optical 
pumping systems [127]. Quantum-well lasers have high gain but their lasing 
wavelength is strongly temperature dependent [127]. If rare earths can be 
incorporated into a semiconductor host and activated electrically, it may be 
possible to produce devices with the advantages of both of these approaches. 
Er^+ has an emission wavelength centred around 1.54 fim in Si and III-V 
semiconductors [128], making it suitable for use in the low-loss region of the 
optical fibre.
An Er-doped Si electroluminescent device operating at 77 K was reported 
as far back as 1985 [128] but these devices have tended to suffer from severe 
thermal quenching effects. In addition, Er in crystalline Si has a relatively 
small absorption cross-section and limited solubility [129]. Favennec et al.
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[130] observed that the 1.54 /zm Er^+ emission for various Er-implanted ma­
terials at room temperature, relative to that at 77 K, increased with the 
band gap of the material. A change in the integrated 1.54 /im cathodolu­
minescence efficiency of only 5% in the range 6-320 K from GaN:Er:0 has 
been reported by Qiu et al. [131]. Although the Ill-V semiconductors are 
not as good as dielectrics in terms of Er^+ emission efficiency [132], GaN 
with a band gap of 3.4 eV should be a good host material for Er in terms of 
temperature stability and emission intensity at room temperature.
One research group has also achieved visible light emission by doping 
GaN with different rare earths for possible use in display applications [133, 
134, 135, 136, 137, 138, 139, 140]. Material was grown by MBE, usually 
above 700 °G and a number electroluminescent device structures proved 
successful. Rare-earth doped material was also grown at 50-100 °G [140] 
but it was found that the emission after an 800 °G thermal anneal increased 
in intensity by a factor of 7. Red, green and blue colours were achieved by 
doping with Eu, Er and Tm respectively. The corresponding wavelengths 
and transitions are 621 nm {^Dq —> ^^2 ), 537 and 558 nm (^i?n / 2  -^^ 1 5 / 2
and ^5 3 / 2  ^ ^ 5 / 2 )? &nd 477 nm ( ^ ( ? 4  ^Hq).
Rare earth ions (RE^+) have partially filled 4 /  sub-shells and the 4 /  
electrons are screened by the outer closed 5s^ and 5p® sub-shells [127]. For 
this reason, the rare-earth elements are chemically very similar, resembling 
aluminium. The intra-shell transitions of the 4 /  electrons are also not signifi­
cantly affected by the material in which the rare-earth ion is embedded [129]. 
The 1.54 /im emission of interest here results from transitions between the 
lowest excited state of Er^+ and the ground state, namely ^ /i3 / 2  ^ ^ 5 / 2 -
Qiu, Torvik et al. found that co-implanting 0  with Er improved the 
luminescence [131]. In addition, it was found that higher quality samples 
with an undetectable O concentration did not exhibit any Er^+ lumines­
cence unless the Er was co-implanted with 0 . The optimum 0 /E r  ratio was 
in the range 5-10 and the PL intensity increased linearly with Er concentra­
tion until saturation at 0.5 atomic % [141]. In contrast, Gitrin et al. [142] 
found that electroluminescence of Er-doped GaN films was unaffected by the 
amount of 0  present in the film.
The rare earths are usually incorporated into GaN during deposition but 
ion implantation [87] and post-deposition diffusion of a metallic rare-earth 
layer [143] have also been reported. Kim et al. [144] co-sputtered a GaN and
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Er target in N2 which produced no photoluminescence for anneals at or below 
900 °C, but emission peaks at 550 and 1550 nm for higher temperatures. 
Shirakata et al. [145] successfully grew Eu-doped films at 300-550 °C by 
sputtering a mixed GaN/EuN target in N2 . Prajzler et al. magnetron co­
sputtered films using Er powder on a Ga target and Er2 0 3 /Y b 2 0 3  or Er/Yb 
powder on a Ga2 0 3  target [79, 86]. The corresponding Er concentration in 
the films was found to be < 1.8, < 1.0 and > 2.0 atomic % for the three 
cases. Luminescence at 1.55 /im was observed for most of the films for which 
Er/Yb powder on a Ga2 0 3  target was used but only one sample using Er2 0 3  
was successful.
6.4 .2  E xperim en ta l and resu lts
In this experiment, Yb was used in addition to Er to enhance the excitation 
efficiency. It has an absorption band at around 975 nm, which corresponds 
to the E^V/ 2  ^^5 / 2  transition [146]. This is fortunate because 980 nm
high-power laser diodes suitable for exciting this level are readily available. 
This Yb ^^5 / 2  energy level is very close to the Er ^ In / 2  energy level, allowing 
close coupling between the two. The absorption cross-section of the Yb level 
is some 10 times higher than that for the Er level [146]. Non-radiative tran­
sitions from the Er ^ In / 2  to the ^/i3 / 2  level can then take place, followed by 
a radiative transition to the ground state which corresponds to a wavelength 
of 1.54 jLim. Thus, excitation of the Yb ^^5 / 2  level by optical or electrical 
means can be used to stimulate emission at 1.54 /nm.
Rare-earth doped GaN was deposited by placing small sections of the 
metal on top of the gallium target during sputtering. The rare-earth had to 
be separated from the target to prevent possible alloying and sinking into 
the liquid Ga. Sputtering was carried out under standard conditions and 
—550 V for targets having Er:Yb area percentages of 8:0, 4:4, 0:8 and 16:2. 
Film thicknesses were maintained at around 300 nm.
The chemical composition of the films was determined by EDX, and these 
values are tabulated in Table 6.2. It can be seen that the maximum Er and 
Yb concentrations are both 2.1 atomic %, but it must be borne in mind 
that the low percentages are especially prone to error because of the way 
the background X-ray spectrum is subtracted during quantification. There 
is significant F contamination (% 5.5%) from the PTFE separating the rare 
earth from the Ga but this was later remedied by replacing the PTFE with
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Table 6.2 Chemical composition of rare-earth doped films as measured by EDX.
Sam ple
no.
T arget % 
E r Y b
T arget
bias
F ilm  com position (atom ic %) 
E r Y b N  0  G a F
0 1 8 0 -800 0 . 6 0 . 1 36.1 10.7 46.8 5.7
0 2 8 0 -550 0 . 8 0 . 1 34.3 15.6 43.6 5.6
03 4 4 -800 0 . 6 1 . 0 38.1 6.9 47.4 6 . 0
04 4 4 -550 0.5 0 . 8 36.6 11.3 45.3 5.5
05 0 8 -800 0 . 2 2 . 1 40.2 6 . 1 46.5 4.9
06 0 8 -550 0.4 2 . 0 36.0 11.7 44.7 5.2
07 16 2 -800 2 . 1 1 . 6 40.0 4.1 52.2 0 . 0
08 16 2 -550 1.7 1.3 36.5 17.1 43.4 0 . 0
Si. The F contamination is not considered to be a major problem since it 
has been found to increase Er-related luminescence in GaN [141]. The Yb is 
sputtered more easily than the Er but still less so than the Ga. For the last 
two depositions, the areas of the Er and Yb were adjusted in an attempt to 
make the percentages of the Er and Yb approximately equal and increase 
the overall rare-earth concentration.
Samples on Si were thermally annealed in a furnace under flowing N2 at 
200, 350, 600 and 800 °C for 80, 40, 20 and 10 min respectively. Laser an­
nealing was performed under vacuum (% 0.1 Pa) at 40, 70 and 100 mJ/cm^. 
The pulse repetition rate and scan rate were respectively 20 Hz and 2 mm/s.
The optical transmission of the first six as-deposited samples on quartz 
was measured in the range 200-3000 nm at 1 nm intervals. No absorp­
tion peaks peaks were observed in any of the spectra, not even at 1540 nm 
(^Zi5 / 2  ^ ^ 3 / 2  for Er) or 975 nm (^^7 / 2  ^^5 / 2  for Yb or ^1x^12 ^Ai/ 2
for Er).
Photoluminescence measurements of samples 01 and 03 were carried out 
by M. Hughes and R. Curry at the University of Southampton using a 
200 mW, 980 nm laser diode operating at maximum power. These sam­
ples, which were deposited at —800 V with Er:Yb target fractions of 8:0 and 
4:4%, did not exhibit any detectable photoluminescence in the vicinity of
1.55 /im, even when the excitation source was changed to an Ar-ion laser 
(ps 2 W) operating at 488 nm. Samples deposited at —800 V with Er:Yb 
target fractions of 16:2% (sample 07) and annealed 100 mj/cm^ and 800 °C
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measured using another PL system by G. Blume did not produce any de­
tectable signal in the vicinity of 1.54 fim when illuminated by a 980 nm 
laser with an output power of the order of 100 mW. Unannealed samples 
07 and 08 also did not exhibited any rare-earth related luminescence in the 
visible region (such as that observed by Birkhahn et ah, e.g. [133]) when 
illuminated with a 325 nm HeCd laser at room temperature. Because a 
Raman spectrometer was used for this measurement, it was not possible to 
determine whether there was any 1.54 fim emission.
The optical transmission of Sample 02 (100 mJ/cm^ anneal). Sample 03 
(800 °G anneal). Sample 07 (800 °C, 100 mJ/cm^ anneal) and Sample 08 
(600 °G, 800 °G, 100 mJ/cm^ anneal) were measured in the range 800- 
1800 nm. No absorption peaks in the vicinity of 980 or 1540 nm were ob­
served. Samples 07 and 08 were also locally annealed by focusing a 488 nm 
Ar-ion laser using a 25x microscope objective, as described by Zanatta et 
al. for GeN films [147]. This approach succeeded in marking the films but 
did not yield improved results, possibly because the power density was too 
low (estimated at ~  4 x 10  ^ W/cm^ as compared with the 2 x 10  ^ W/cm^ 
of Zanatta et ah).
There are several possible reasons for the negative result in this experi­
ment. If the absorption cross-section of Er^+ in GaN were very low, any kind 
of optical excitation would be likely to be very inefficient. In [129], optical 
absorption measurements of amorphous GaN:Er films have shown only very 
small peaks corresponding to Er^+ absorption. In addition, these measure­
ments were made using photothermal deflection spectroscopy, a much more 
sensitive technique, and the films were 1 fim thick instead of the 300 nm used 
here. Prajzler also did not observe any rare-earth-related optical absorption 
[8 6 ]. Steckl et al. have commented that utilising excitation above the GaN 
band edge, e.g. a 325 nm He-Cd laser, is much more efficient because of the 
strong photo-generation of carriers and the efficient transfer of energy to the 
Er ions [135].
Another possibility is that the films deposited here are too disordered 
for efficient photoluminescence. It has been observed that poor quality GaN 
samples which failed to produce band-edge PL before implantation, also 
failed to produce erbium-related luminescence after implantation with E r /0
[131]. It has also been found with magnetron-sputtered GaN that 1.55 jim 
PL was only observed for samples deposited using a Ga2 0 3  and not a Ga
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target [79]. The Er/Yb concentration in the GaN is not thought to be 
problematic because even EDX, which is fairly insensitive to small atomic 
percentages, clearly showed peaks corresponding to these. However, the 
rare-earth concentration is lower than that of Prajzler et al. Lastly, it is 
possible that the Er in the film is not in the form Er^+.
Undoped GaN films were also grown for V. Prajzler for evaluation as a 
possible optical planar waveguide material, as part of a wider study which 
includes erbium doping of GaN. Films were grown on Si0 2 -on-Si and AI2 O3 
at target biases in the range —500— 600 V. These low biases were used 
because it was necessary for the refractive index to be low enough for efficient 
coupling of light into the film. The film thickness was chosen at around 
650 nm because it needed to be at least 500 nm for propagation of the
1.55 fim T E q mode [148]. The method used by V. Prajzler to measure the 
attenuation coefficient is as follows [8 6 ]. A polarised laser beam is coupled 
into the waveguide with a prism, and the light scattered by imperfections in 
the waveguide is imaged with a CCD camera as a light stripe. The intensity 
of the scattered light as a function of the distance along the waveguide is 
fitted to a decreasing exponential function, from which the attenuation (in 
dB/m) is extracted.
Although the eventual aim is to produce waveguides operating at 1550 nm, 
it has only been possible to perform a measurement at 632.8 nm because of 
practical constraints. At this wavelength, the optical losses for the samples 
on Si0 2  were found to be too high to obtain a value for the attenuation 
coefficient. It was thought by Prajzler that the roughness of the 8102 layer 
could be responsible, and for this reason, samples were deposited on AI2 O3 
substrates under the same conditions. However, these did not yield improved 
results, showing that the GaN layer itself was responsible. In view of the 
extremely rough surface shown by SEM and AFM in Section 5.2.3, scatter­
ing is likely to degrade the performance of these structures significantly. At 
longer wavelengths, both the optical absorption of sputtered GaN decreases 
and the variation in GaN surface height relative to the wavelength decreases. 
Therefore, the performance of the waveguide at 1.55 fim should be better 
than that at 632.8 nm. Furthermore, if the requirement for the low refrac­
tive index could be relaxed, significantly smoother films with (presumably) 
improved performance could be deposited at target biases around —1200 V.
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6.5 D eposition of GaInN
This deposition was carried out for Kobelco in Japan. Kobelco is currently 
investigating a range of III-V materials for possible use in light emitters 
that make use of impact ionisation to excite luminescence. This approach 
is envisaged as a possible lower cost alternative to current III-V technology. 
The specifications were that the film composition be as close as possible to 
Gao.8 lno.2 N, of the best possible quality, at least 2 fim thick and on sapphire 
substrates. As far as is known, there have been no reports of deposition of 
GaInN by reactive sputtering in the literature. This may be because of the 
difficulties involved, as will be discussed.
It was decided to use a Gain alloy target rather than try to position 
In pieces on top of a Ga target, or make a target by painting separate Ga 
and In sections on a Si wafer. This was done for better uniformity and 
reproducibility, and to keep the deposition system as close as possible to the 
existing characterised set-up. It was also done in view of the low melting 
points of both metals and the ease with which they alloy. The Gain target 
was fabricated by melting the Ga on a hot plate and slowly dissolving small 
In granules over a period of several hours. The composition of the target 
was then Gao.glno.2  and this was confirmed using EDX.
It was originally anticipated that after an initial running-in period, the 
Ga:In ratio of the sputtered atoms (and therefore of the film) would refiect 
that of the target. However, no such steady-state condition was attained 
and the Ga:In ratio was found to be a strong function of the deposition 
conditions. With hindsight, this was to be expected because the liquid nature 
of the target means that if one component of the target is preferentially 
removed, there is a ready supply of the same component to replace it.
It was found that the easiest way to control the Ga:In ratio was to vary 
the Ar to Ng flow ratio. The effect of varying the N2 :Ar ratio on the Gazin 
ratio of the films is shown in Figure 6.9(a). An Ar-rich atmosphere prefer­
entially sputters In, whereas an N2 -rich atmosphere preferentially sputters 
Ga. Reducing the target bias also decreases the In concentration in the film 
but lowers the deposition rate substantially and increases the oxygen con­
tamination. The elemental deposition rate of Figure 6.9(b) shows that the 
rate at which Ga is incorporated into the film is essentially constant above 
40% N2 , with only a small drop towards 100% N2 . On the other hand, the 
In incorporation rate is a very strong function of the Ar concentration, with
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F ig u re  6.9 Relative elemental composition and elemental deposition rate as a 
function of the Ng concentration in the deposition atmosphere.
the In:Ga ratio in the film reaching 9 times that in the target at 40% N2 . 
The N incorporation rate is likely to be higher than it appears since a cali­
bration on a GaN standard was not done for this deposition series. Oxygen 
contamination is not shown but was fairly constant in the range 3-6 atomic 
%. The final deposition for Kobelco was carried out at 75% N2 .
The reason for the change in Ga:In ratio with deposition atmosphere 
is not obvious, but it is possible that two opposing factors are at work. 
When an In atom is successfully sputtered off the target, it is more likely to 
reach the substrate than a Ga atom because its greater mass should reduce 
the effect of collisions with Ar and Ng atoms/ molecules on its trajectory. 
However, the large mass mismatch between N+/N^ and In may mean that 
In is less efficiently sputtered at high N2 concentrations.
An SEM image of a 2 u^m film is shown in Figure 6.10 where large crys­
tallites, of the order of 300 nm, can be seen. These are larger than the 
crystallites in the 1 fim GaN sample deposited at —600 V. There is no obvi­
ous difference in the surface morphology between films deposited on Si and 
those on sapphire.
XRD carried out by Kobelco showed a single large peak at 29 % 33° 
and two very much smaller ones elsewhere. The large peak is attributed 
to the (0 0 2 ) reflection of the wurtzite structure since it lies between the 
(002) peak positions of InN and GaN at 29 % 31.4° and 34.6° respectively 
[4 7 ], and no major reflection is predicted to fall in the blanked section of 
the graph. Thus, the film is considered to be c-axis orientated. If Vegard’s
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F ig u re  6.10 SEM image of 2 jim thick, Ga0 .gIn0 .2 N film on Si deposited at 75% 
N2 .
law which states that the lattice constant changes linearly with In atomic 
% is applied, the calculated In fraction is then around 50 atomic %. This 
is significantly greater than that shown by EDX data but the unit cell size 
varies, e.g. with biaxial stress. A 3% increase in the lattice constant c of 
both GaN and InN would decrease this value to 20%. A survey of XRD 
spectra in the literature showed that this change is quite reasonable. The 
weak peak at 29 % 64.5° is thought to correspond to the (103) rather than 
the (004) reflection. The GaInN peak is not completely symmetrical, with 
the right-hand side wider than the left. This corresponds to larger 29 values 
and thus higher concentrations of Ga in the Gaa;Ini_a;N.
The infrared spectrum exhibits only one large peak at 536 cm“ .^ For 
comparison, the InN and GaN Ei(TO) peak positions are given as 471 and 
561 cm“  ^ in the literature [47]. If a linear dependence for the peak position 
with relative Ga/In concentration is assumed, the relative concentrations 
are Gao.7 2 Ino.2 sN. However, the GaN peak is often less by around 5 cm“  ^
and if the InN peak had the same trend, this would give the concentrations 
as Gao.7 gIno.2 2 N which is very close to the EDX value. The Raman peak at 
around 6 8 8  cm~^ is assumed to be of the Ai(LO) mode. If a linear depen­
dence for the peak position is assumed, and InN and GaN peak positions are 
taken as 595 and 735 cm“  ^ respectively, the stoichiometry is Gao.6 6 lno.3 4 N. 
The observed GaN peak is at 723 cm ^\ and if the InN peak were shifted by
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F ig u re  6.11 XRD spectrum of 2 /rm thick Gao.gIn0 .2 N on sapphire.
a similar amount, the Ga:In ratio would be 0.75:0.25.
The photoluminescence spectrum at room temperature of the GaInN 
sample on Si is almost identical to that of a 1 fim sample deposited un­
der standard conditions, namely a weak and broad band in the range 370- 
650 nm. It is not clear why the PL is not improved given the promising 
XRD data, but the PL was measured on a sample deposited on Si and not 
sapphire. The band gap obtained from optical absorption spectrum is 
about 2.41 eV as compared with the 3.16 eV of a 1 fim GaN sample deposited 
under standard conditions. Even though the band gaps of the material de­
posited here is typically lower than of MOGVD-grown material and the band 
gap has a parabolic relationship to the Ga:In ratio, the band gap is lower 
than expected. This is in agreement with the XRD, infrared and Raman 
peak measurements which point to a lower Garin ratio than expected. The 
EDX measurement is not thought to be at fault because it yielded the cor­
rect Garin ratios for the alloy target which was constructed by relative mass 
alone. It is possible that crystallites with a very low concentration of In exist 
so the bulk of the film is made from material with a higher In concentration 
than the average. An EELS map of a cross-sectional TEM sample would be 
able to show whether this actually takes place.
There are several disadvantages to depositing GaInN films in this man­
ner. The target is liquid at room temperature and extremely reactive, es­
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pecially with aluminium, a common material in vacuum systems. Another 
problem is ‘spluttering’, where the substrate becomes coated with small
< 1  mm) droplets of Gain during deposition. However, the crystallinity 
of the films seems to be better than that of sputter deposited GaN. Further 
characterisation is currently being performed by Kobelco.
6.6 Thin-film transistors
It would be advantageous to be able to fabricate thin-film transistors (TFT’s) 
using GaN deposited by reactive sputtering. If the metalisation used were 
replaced by a transparent conductor such as ITO, it would be possible to 
fabricate devices transparent to visible light. This could find application 
in display technology, possibly in conjunction with existing III-V devices. 
Another possible advantage is that these devices could, in principle, be less 
affected by high temperatures than conventional Si technology.
Samples deposited on Corning 7059 glass at room temperature, 1.9 Pa, 
33% N2 and respective target biases of —425, —625, —825 and —1025 V were 
used to fabricate top-gate TFT structures. The top-gate configuration was 
chosen because it has several advantages over a bottom-gate structure. The 
gate (and thus any conduction channel formed) is on the top side of the 
GaN film. This layer is usually less disordered than the substrate side since 
it is deposited last. In addition, the gate insulator is not exposed to any 
potential bombardment during the sputtering of the GaN. Bombardment 
could increase the formation of traps and the gate leakage current. How­
ever, top-gate structures are significantly more difficult to fabricate. The 
photolithographic mask set, which contains ten, differently sized T FT ’s, was 
obtained from Philips Research Labs, Redhill.
Figure 6.12 shows a plan and cross-sectional view of a typical layout 
of the TFT. In the plan view, only the metalisation is shown. All other 
layers (semiconductor and gate insulator) are continuous across the substrate 
except for the vias. The cross-sectional view shows how the TFT was actually 
fabricated. Layers of GaN, around 100 nm thick, were deposited on 25 mm 
square pieces of Corning 7059 glass. The layer was not patterned because 
GaN cannot easily be wet-etched and a reactive-ion etcher was not available. 
A 100 nm layer of A1 was then thermally evaporated on top and patterned 
using a proprietary H3 PO4  based etch to form drain and source structures.
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Figure 6.12 TFT  structure: plan view showing drain-sour ce and gate metalisa­
tion (top) and cross-sectional view showing composition of the layers (bottom).
Prior to the evaporation, the GaN surface was cleaned with solvents and then 
with 10% HCl. A layer of SiN ,^ (nominally) 150 nm thick was then deposited 
by A. Flewitt at Cambridge University using PECVD. Vias through to the 
drain and source contacts were etched using buffered HP, as HF on its own 
caused severe undercutting of the resist. The etching had to be carefully 
monitored since the underlying A1 etches very rapidly once the overlying 
SiNa; has been removed. Lastly, another layer of A1 was thermally evaporated 
and patterned to form gate structures and contacts to the drain and source.
Many problems such as delamination, over-etching and poor pattern re­
production made it a difficult task to optimise the processing conditions. 
The precise conditions used for the final fabrication, as determined by much 
trial and error, are summarised in Table 6.3. The channel lengths Ic were 
in the range 3-100 fim and the total channel widths Wc (including both 
channels) in the range 190-780 fim.
Since most as-deposited GaN is n-type and the conditions used to grow 
the GaN for these devices were found to produce highly resistive material (of 
the order of 10  ^ flcm), it was thought that any functioning of these T F T ’s 
would be as n-channel devices operating in the enhancement mode. However,
130
D ra in /so u rce G ate  insu la to r G ate
M ateria l A1 SiNa; A1
D ep. m ethod Thermal evap. PECVD Thermal evap.
Layer thickness 107 nm 160 nm 104 nm
D ep. ra te 0.7, later 4 nm/s unknown 0.5-1.5 nm/s
Dep. tem p. % room temp. 300 °C % room temp.
E tch an t H3 P 0 4 -based 10:1 BHF H3 P 0 4 -based
E tch  tim e 240 s 140-155 s 240 s
Table 6.3 Fabrication parameters of TFT: evap.^evaporation, dep.=deposition, 
temp.=temperature, BHF=buffered HF.
the material is also likely to be highly defective with a large concentration 
of trapping sites because of the low deposition temperature.
A number of devices were initially measured using the configuration 
shown in Figure 6.13(a), where the drain-source I-V characteristic is mea­
sured at various gate biases. The drain-source voltage range was ±50 V and 
the gate-source voltage was held at fixed values in the range ±100 V. The 
observed current was extremely small, in the range 10 pA-1 nA when both 
gate and drain voltages were limited to ±50 V, and no clear trends could be 
observed. At higher gate voltages, where the voltage across the device could 
reach 150 V, the source current increased by an order of magnitude but this 
was almost certainly due to gate leakage. The plots of Is versus Vds were 
generally fairly symmetric around zero voltage.
To remove the effect of gate leakage and test a large number of devices to 
find ones suitable for further measurement, the gate was shorted to the drain 
or source and the resulting two-terminal device measured in the range ±50 V 
as shown in Figure 6.13(b). Assuming n-channel operation and that the gate 
is shorted to the drain, it is expected that a positive drain-source voltage (and 
thus gate-source voltage) should increase the carrier concentration in the 
semiconductor, thus allowing larger currents to flow. Conversely, a negative 
drain-source voltage should deplete the channel of carriers and thus lower 
the conductance. The I-V characteristic should thus be asymmetric about 
zero voltage.
The curves for the —425 and —625 V samples were more or less symmet­
ric which is typical of a basic MSM structure with only one kind of contact
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Figure 6.13 Set-up to measure drain-source I-V characteristic with (a) gate- 
source voltage held constant and (b) gate shorted to drain, using a Keithley 487 
(K487) and a Keithley 236/238 (K236/238).
metal. The -825 and -1025 V samples showed slightly asymmetrical char­
acteristics. The curves for the -1025 V sample, where the gate is shorted 
to the source, are plotted in Figure 6.14.
X 1 0 "
w = 7 .2  gm  w ^=220 gm
5 .5 2 1 0
4 .3 2 0 0
4.1 19 0
3 .3 19 0
13.1 2 3 0
Current (A)
Figure 6.14 I-V drain-source characteristics of different -1025 V GaN TFT  
structures with gate shorted to source.
To confirm that the asymmetry is not as a result of a reverse-biased 
Schottky barrier at the metal-semiconductor interface (where the geome­
tries of the drain and source metalisations are not identical), the gate was 
connected to the drain, and the source-drain characteristics were then mea­
sured. In most cases, this configuration yielded virtually identical curves
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suggesting that there is some field-induced change in conductivity. If there 
were a dominant Schottky barrier at either the drain or source electrode, the 
curves would reverse with respect to applied voltage. In addition, a symmet­
rical I-V characteristic between the gate and shorted drain-source electrodes 
shows that there is not a Schottky barrier controlling the gate leakage cur­
rent which could cause the asymmetry. Thus, it is concluded that the field 
effect does modulate the current to some extent in these devices.
The samples deposited at -825 and -1025 V were chosen for their asym­
metry to be measured in the three-terminal configuration shown in Fig­
ure 6.13(a). The gate-source voltage was kept constant at 0, 25 and 50 V 
respectively while the drain-source I-V characteristic was measured. This is 
shown in Figure 6.15(a). There is a small increase in source current as the 
gate bias is increased in the positive direction. However, this measurement 
does not show whether this increase is purely as a result of gate leakage.
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Figure 6.15 Typical I-V curves from devices fabricated from m aterial deposited 
at -8 2 5  (top) and -1025 V (bottom), (a) I s  versus V d s  for different values of V g s  
and (b) Ig versus Vgs and Is I  g versus Vgs at different values of Vds ■
For this reason, measurements were performed at discrete values of Vgs 
and Vds, where the gate and source currents were measured simultaneously. 
These are shown in Figure 6.15(b), where the difference between the source 
and gate currents is also plotted to give an idea of the effect of gate leakage. 
The gate current is a significant fraction of the drain-source current (up to
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around 1/3). The subtracted current is not the same as the channel current 
since there can be complex, multiple current paths between the gate and the 
drain or source. For example, when Vgs = there can be a current path
between drain and gate which is similar in magnitude to the current path 
between gate and source. This can reduce the gate current to almost zero 
even though a significant portion of the drain and source current circumvents 
the channel region by flowing across the gate metalisation.
The subtracted current shows that in some cases, it is difficult to show 
beyond doubt that the increase in source current with gate voltage is not 
due to gate leakage. However, for the —1025 V devices, there is an increase 
in Is between 0 and 50 V which cannot simply be attributed to gate leakage. 
Together with the asymmetry of the two-terminal measurements carried out 
earlier (Figure 6.14), it is concluded that there is a small modulation of the 
drain-source current by the field effect.
There are a number of possible reasons for the poor performance of these 
devices. The most likely is that the material has a high density of trapping 
sites, both at the semiconductor-insulator interface and in the semiconduc­
tor itself. In this case, most of the additional charge carriers attracted to 
the insulator-semiconductor interface could become immobilised at trapping 
sites. The gate bias could then increase without significantly altering the 
concentration of electrons available for conduction. The high applied gate 
voltage and the small drain-source currents also mean that the current flow 
through the insulator is detrimental to the performance of the device.
6.7 Summary
In this chapter, several potential applications of GaN-based materials for 
electronic devices have been investigated. It has been found that both ther­
mal and laser annealing can be used to reduce the resistivity of the GaN 
films, and that the effect is greater for thin films. Thermal annealing ap­
pears to sharpen the band edges and reduce band tailing. Laser annealing 
tends to damage the films at high energy densities, especially in the case of 
thin films.
Hydrogenation of GaN during growth has been attempted and the exis­
tence of hydrogen bonding has been demonstrated. The presence of hydro­
gen during deposition has a large effect on the properties of the films. The
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resistivity decreases to a minimum at low H2 flow rates before increasing 
again. The oxygen contamination of the film increases rapidly with H2 flow 
rate to a limiting value and this is reflected in the increased band gaps and 
decreased refractive indices. The surface morphology appears to become 
more disordered with increased H2 flow rate. Yellow-band photolumines­
cence is improved as a result of hydrogenation despite the increased oxygen 
contamination.
Rare-earth elements have successfully been incorporated into the GaN 
by co-sputtering. However, although rare-earth concentrations of up to 2 
atomic % have been attained, it has not been possible to measure any pho­
toluminescence or optical absorption associated with the rare-earth ions.
GaInN has been sputter deposited using a Gain alloy target. The Ga:In 
ratio of the film can be controlled by changing the relative N2 :Ar concen­
tration in the deposition atmosphere, but there may be local variations in 
the stoichiometry. The XRD data shows that the primary orientation of the 
film is along the c axis.
Lastly, thin-film transistor structures have been fabricated and measured. 
Although the results are disappointing, it is considered that some modulation 
of the drain currents is observed.
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Chapter 7
Conclusions and suggestions 
for further work
The main aim of this project has been to characterise GaN films grown by 
reactive sputtering and to observe how these properties are affected by the 
growth conditions. The emphasis has been on material deposited at low tem­
peratures because of the potential technological and financial advantages of 
this approach as opposed to high-temperature growth. These would include 
the use of temperature-sensitive substrates, the ease of scalability to larger 
areas and the lower cost. The other important aim has been to investigate 
the feasibility of using this material as a basis for the fabrication of elec­
tronic devices. As far as can be ascertained, this is the first time that a 
systematic investigation into the properties of low-temperature, reactively 
sputtered GaN as a function of the deposition conditions has been carried 
out.
7.1 Characterisation
Gallium nitride has been deposited and characterised at range of deposition 
conditions and the characterisation has been carried out more systematically 
than similar work in the literature. Trends in the film properties as func­
tions of substrate electrode temperature, the pressure and composition of 
the deposition atmosphere, and the target bias voltage have been observed. 
The deposition rate has been found to be strongly affected by the deposition 
parameters, especially the target bias voltage, and models for the different
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trends have been proposed. The use of a gallium metal target is not ideal 
because it melts, restricting it to the sputter-up configuration, easily forms 
surface compounds and attacks metal containment vessels.
The deposited films are polycrystalline and generally show columnar 
grains which increase in diameter towards the top surface of the film. There 
is possibly some degree of preferential orientation about the [001] direction, 
as shown by the FTIR data. Films deposited at low target biases tend to have 
large crystallites and a rough surface. At low pressures, the films are very 
smooth, disordered and very stressed, probably because of the increased en­
ergy with which particles are incident upon the growing film. The deposition 
conditions which produce films of the lowest resistivity, namely mid-range 
temperatures, low target voltages and low N2 flow rates, also produce films 
which are found from TEM, AFM and/or SEM to be more crystalline. The 
biaxial stress is found to increase with both N2 concentration and deposition 
target bias, causing delamination in the former case.
The stoichiometry, and especially oxygen contamination, has a major ef­
fect on the optical properties of the films. In most cases, the N/Ga ratio is 
more or less constant at around 1. However, as a function of N2 in the depo­
sition atmosphere the N/Ga ratio increases from 0.68 at 10% N2 to 1.18 at 
100% N2 . The absolute rate at which oxygen is incorporated into the grow­
ing film changes very little with the deposition conditions. It is the relative 
film deposition rate which determines the final oxygen concentration and the 
oxygen does not generally replace nitrogen in the films. The exception to 
this is at low N2 concentrations, where Ga may getter oxygen from the depo­
sition atmosphere in the absence of sufficient atomic nitrogen. The presence 
of oxygen in the films is manifested as an increase in the refractive index 
values and as a smearing of the features in the optical absorption spectrum. 
The latter effect causes the values for the Urbach tail energy and the optical 
band gap to increase. The presence of oxygen in many of the films may serve 
to mask the efifects of structural disorder on the optical properties. Weak 
photoluminescence at room temperature is observed as a broad band over 
most of the visible spectrum. However, there is a significant increase in the 
yellow luminescence at very low target biases.
The differential resistivity of the films reaches low values at medium 
substrate-electrode temperatures, low N2 concentrations and low target bi­
ases. The large increase in the resistivity with increasing N2 concentration
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may be partially due to the increase in the N/Ga ratio since low resistivity 
has often been attributed to excess Ga and N vacancies in the literature. 
For the MSM structures, a rectifying barrier at the rear Cr-GaN interface 
appears for the deposition conditions where the energy of particles incident 
on the film during deposition is reduced and this does not only take place 
where the bulk resistivity is low. This may be the reason for the dramatically 
improved photoluminescence at low target biases. Analysis of the asymmet­
ric I-V curves assuming thermionic emission produces barrier heights in the 
range 0.30-0.66 eV. However, the ideality factor is rather large and the pref­
actors to the exponential term for both thermionic emission and diffusion 
theory models are lower than expected. This suggests that the conduction is 
not accurately described by either of these two models and that some other 
more complex mechanism is at work.
The conduction mechanism in the bulk is found to be single-centre Poole- 
Frenkel, with ionisation energies usually in the range 0.43-0.59 eV. The 
values of extracted using this analysis are used as an indication of the 
degree of disorder in the films based on whether emission from the trapping 
sites is closer to spherical in nature or purely in the direction of the field. 
These values are close to the bulk values reported in the literature.
It has not always been possible to correlate the different properties of the 
as-deposited films with each other or with the deposition conditions. This is 
because the contributing factors do not act in isolation, making it difficult 
to identify the origin of a particular change in property value.
7.2 GaN for device applications
GaN-based material has been deposited using variations on the basic GaN 
deposition process to investigate the potential of using this material as a basis 
for different types of electronic device. Both thermal and laser annealing can 
be used to reduce the resistivity of the GaN films and this effect is greater for 
thin films. Thermal annealing reduces band tailing and sharpens the band 
edges but laser annealing is inclined to damage the films at high energy 
densities, especially in the case of thin films.
The addition of a small amount of hydrogen during growth has a signif­
icant impact on the properties of the GaN films. The resistivity decreases 
to a minimum at low H2 flow rates before increasing again, and the level
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of oxygen contamination increases rapidly to a limiting value with H2 flow 
rate and this is reflected in the increased band gaps and decreased refractive 
indices. Infrared transmission spectra show the presence of increased N-H 
bonding with increasing H2  concentration. Hydrogenation with 2.4% H2 also 
gives rise to a fairly large yellow photoluminescence band at room temper­
ature, despite the increased oxygen contamination. This occurs for growth 
conditions which would otherwise produce material exhibiting virtually no 
photoluminescence.
Co-sputtering of metallic Er and Yb during growth has been used success­
fully to incorporate rare-earth elements into GaN. However, no rare-earth 
related photoluminescence or optical absorption was observed although the 
concentrations of the rare earths were as high as 2 atomic %.
Gao.8 lno.2 N has been sputter deposited for a commercial application us­
ing a Gain alloy target. It was possible to control the Ga:In ratio of the film 
by changing the relative N2 :Ar concentration. XRD data has shown that 
the film is primarily c-axis orientated. No other reports of GaInN deposition 
using this technique have been seen in the literature, possibly because of the 
practical problems associated with the liquid Gain.
Lastly, thin-film transistor structures have been fabricated and measured. 
Although the results are disappointing, some modulation of the source cur­
rents has been observed.
7.3 Suggestions for future work
One of the major problems encountered in this project has been the high 
level of oxygen contamination. To reduce this would require, at the very 
least, extensive modifications to the existing system or a different sputtering 
system altogether. The addition of a load lock and the ability to pre-sputter 
both target and substrates while still keeping the plasma contained during 
deposition could improve matters.
Conversion of the system to allow magnetron sputtering would increase 
the deposition rate, possibly allowing films to be deposited at very low tar­
get biases, where both the PL increases and rectifying barriers are formed. 
Changing the spacing of the target to earth-shield distance to allow inves­
tigation of films sputtered at higher pressures would also be advantageous. 
An investigation into the formation of Schottky barriers to different metals
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could be performed to see how strongly the barrier heights are related to the 
metal work function.
Since the addition of hydrogen during growth has been found to change 
the resistivity and significantly improve the PL of films, a more thorough 
study of the effects of hydrogenation should be carried out. This could 
include the effects at different deposition conditions, especially low target 
biases and high pressures, and optimisation of the hydrogen flow rate. Fab­
rication of TFT ’s from hydrogenated GaN might yield improved results. 
Lastly, rare-earth incorporation could be attempted at low target biases and 
high pressures. Er-related infrared luminescence could also be measured 
using PL with 325 nm excitation or using CL.
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