Abstract-Blur in X-ray radiographs not only reduces the sharpness of image edges but also reduces the overall contrast. The effective blur in a radiograph is the combined effect of blur from multiple sources such as the detector panel, X-ray source spot, and system motion. In this paper, we use a systems approach to model the point spread function (PSF) of the effective radiographic blur as the convolution of multiple PSFs, where each PSF models one of the various sources of blur. Then, we present a numerical optimization algorithm for estimating each PSF from multiple radiographs acquired at different X-ray source to object (SOD) and object to detector distances (ODD). Finally, we computationally reduce blur in radiographs using deblurring algorithms that use the estimated PSFs from the previous step. Our approach to estimate and reduce blur is called SABER, which is an acronym for systems approach to blur estimation and reduction.
I. INTRODUCTION
X-ray imaging systems are widely used for 2D and 3D non-destructive characterization and visualization of a wide range of objects. The ability of X-rays to penetrate deep inside a material makes it a useful tool to visualize the interior morphology of objects. X-ray imaging is very popular in applications such as industrial imaging [1] - [4] , medical diagnosis [5] , [6] , and border security [4] , [7] - [9] . A schematic representation of a typical cone-beam X-ray imaging system is shown in Fig. 1 . Here, an object is exposed to a diverging beam of X-ray radiation that is generated by a X-ray source. The X-rays get attenuated as they propagate through the object and an image of the attenuated X-ray intensity is recorded by a detector consisting of a flat-panel 2D array of sensors.
The resolution of an X-ray image, also called a radiograph, is limited by several factors. The detector used to record the radiograph imposes a fundamental limit on the resolution by fixing the smallest pixel size. Also, detector cross-talk where energy from one sensor pixel leaks into its neighboring sensor pixels [10] causes blur and contrast reduction. Furthermore, the finite non-zero area of the X-ray source aperture manifests as additional blur in the radiograph [11] , [12] . Other causes of blur include motion or vibrations in the sample stage or the imaging equipment. Blur is a major detriment in dimensional metrology applications where it is critical to accurately estimate the relative physical distances between image features. In medical applications, blur hinders the ability to resolve small features such as tumors that may only be a few pixels in size [13] . Hence, mitigating blur is vital to many applications especially when quantitative accuracy is important. Fig. 1 . X-ray imaging experimental setup. An object is exposed to a diverging beam of X-ray radiation and the attenuated X-rays emerging from the object are measured by a flat panel of sensor pixels.
In order to quantify radiographic blur, we use a parametric mathematical model to describe the blurring process. Several papers address the problem of mathematically modeling numerous types of blur such as X-ray source spot blur, detector cross-talk, motion blur, and scatter [11] , [14] , [15] . A popular strategy is to model blur as a convolution operation with a certain point spread function (PSF). Here, the PSF used to model blur is derived using either simulation [16] or data-driven approaches [17] - [23] . Simulation of PSF relies on precise engineering knowledge of the relevant imaging equipment that may not always be available. Alternatively, data-driven approaches estimate PSF directly from radiographs of known well characterized objects.
Data-driven approaches to blur estimation relies on calculation of the PSF from radiographs of an object with known composition and shape such as a rollbar, slit, pinhole, or other test objects [17] - [21] . However, these methods only estimate one PSF that either models the X-ray source blur, the detector blur, or the total effective blur. They do not address the problem of disentangling and estimating the PSFs of all the different types of blur that simultaneously affect a radiograph. The magnitude of each blur varies depending on the relative placement of the X-ray source, object, and detector. The ability to estimate each individual blur PSF will allow us to predict the radiograph blur for any spatial configuration of X-ray source, object, and detector by appropriately recombining the estimated blur PSFs.
Blur in X-ray radiographs can be reduced either by hardware upgrades or using computational algorithms to reduce blur after the experiment. The former approach may not always be feasible due to cost or physical constraints. Alternatively, deblurring algorithms are a cheaper solution to computationally reduce blur in radiographs. The estimated blur PSFs can be used in a wide variety of deblurring algorithms [24] - [29] to reduce blur in radiographs.
In this paper, we present theory and methods to model and characterize the various types of blur in a X-ray imaging system. We apply a systems approach to characterize blur by expressing the PSF of the effective blur in a radiograph as the convolution of multiple blur PSFs with varying origins. Then, we present a numerical optimization algorithm to disentangle and estimate the various blur PSFs from radiographs of a Tungsten plate rollbar. In particular, we focus on the simultaneous estimation of the X-ray source and detector PSFs while assuming negligible motion blur and scatter. Preliminary results using this approach was previously published as an extended abstract [12] .
In section II, we present the underlying principles and mathematics of X-ray imaging. We formulate our blur model in section III and estimate its parameters using an optimization algorithm in section IV. In section V, we present two approaches to deblurring radiographs. Finally, results using real experimental data from a Zeiss Xradia Versa X-ray imaging scanner are presented in section VI.
II. BACKGROUND X-ray propagation model. The detector pixel measurement at location (i, j) is proportional to the spectrum weighted average of the negative exponential of the integral of the object's LAC µ(E, r) along the line L(i, j).
Beer's law [30] is used to express the magnitude of X-ray attenuation within an object in terms of its thickness and material properties. X-ray attenuation is dependent on a material property called linear attenuation coefficient (LAC) which is a function of the object's chemical composition, density, and Xray energy. At detector pixel (i, j) shown in Fig. 2 , according to Beer's law, the ratio of the X-ray measurement with the object, I s (i, j), and the X-ray measurement without the object, I b (i, j), is given by,
where µ(E, r) is the LAC of the object at X-ray energy E and spatial location r, L(i, j) is the line along which µ(E, r)
is integrated, and S(E) is the X-ray spectral density such that E S(E)dE = 1 [4] . We will call the expression on the right side of the equality in equation (1) as the ideal transmission functionT (i, j), i.e.,
The relation in equation (1) is valid in the absence of imaging non-idealities such as noise, blur, and scatter. Dark current is one such non-ideal characteristic where the detector measurements do not drop to zero when there is no X-ray radiation. To compensate for this effect, detector measurements are made without the X-ray beam and subtracted from measurements with the X-ray beam. Detector measurements are also corrupted by electronic noise and photon counting noise that are often modeled as additive Gaussian noise. Let I(i, j) denote the normalized measurement defined as the ratio of the dark noise corrected measurements with and without the object. If I d (i, j) denotes the measurement at detector pixel (i, j) without X-rays, then,
where w(i, j) is Gaussian noise. In the next section, we will modify equation (3) to account for the effects of more nonidealities such as X-ray source blur and detector blur.
The term "radiograph" will henceforth be used to refer to the normalized radiograph i.e., I(i, j) over all pixel locations (i, j). Also, "bright field" is used to refer to I b (i, j) and "dark field" is used to refer to I d (i, j).
III. FORMULATION OF BLUR MODEL
The effect of various forms of blur on X-ray radiographs is modeled as a linear space-invariant phenomenon. The blur model expresses the radiograph I(i, j) as the convolution of a transmission function T (i, j) with multiple two dimensional PSFs each of which models a different form of blur. In the absence of non-idealities such as scatter or temporal drift in values of I b (i, j) and I d (i, j), the transmission function T (i, j) is equal to the ideal transmission functionT (i, j) given in (2) . In this paper, we only consider the effect of blur due to X-ray source, detector, and system motion [31] . The shape and size of the source and motion PSFs are a function of the X-ray source to object distance (SOD) and object to detector distance (ODD). Since detector blur is due to cross-talk between detector pixels, it does not vary with SOD and ODD. Let p k (i, j) denote the PSFs of the X-ray source blur and motion blur respectively at a SOD of SOD k and ODD of ODD k . Based on the analysis in [32] - [34] , we will approximate the motion PSF as a Kronecker delta function since its full width half maximum (FWHM) was determined to be much smaller than our detector pixel size. If I k (i, j) is the radiograph and T k (i, j) is the transmission function at a SOD of SOD k and ODD of ODD k , then,
where * denotes 2D convolution (Fig. 3) . Using equation (4), our goal is to estimate the PSFs of X-ray source and detector blur given the radiographs I k (i, j) at various SOD and ODD.
A. Transmission Function
Simultaneous estimation of the transmission function, T k (i, j), and the blur PSFs, p (s)
, is an illposed problem. Hence, we scan a object with known dimensions and chemical composition. Since our object is known, we can compute the ideal transmission functionT k (i, j) for each scan (indexed by k) using equation (2) . The transmission function T k (i, j) is then modeled as an affine transformation of the ideal transmission functionT k (i, j) such that
where l k and h k are scalars. The parameters l k and h k are used to compensate for uniform shifts in the measured X-ray intensity due to non-idealities such as drift in the values of I b (i, j) and I d (i, j) over time, inaccuracies in the calculation ofT k (i, j), and low-frequency effects such as scatter. Temporal drifts in I b (i, j) and I d (i, j) can occur if there is any change in dark current or X-ray source intensity. For our experiments, we fabricated a Tungsten plate with a sharp edge and uniform thickness that is sufficient to block all incoming X-rays (Fig. 4) . The plate is then exposed to X-rays such that the sharp edge passes through the center of the radiograph as shown in Fig. 5 (a) . The plane of the Tungsten plate is aligned such that it is perpendicular to the direction of X-ray propagation. Since perfect alignment is very challenging, the sharp edges are rolled [19] to one meter radius of curvature, which permits alignment errors of up to one degree. Fig. 5 (b) shows the ideal transmission function for the radiograph in Fig. 5 (a) . The procedure used to compute the ideal transmission function is presented in Appendix A.
Due to scatter and variations in I b (i, j) and are jointly estimated during the blur estimation procedure that will be presented in the next section. However, to aid this procedure, we have to supply initial estimates for l k and h k that are determined by solving the following least squares problem,
where w(i, j) is the weight term that is 0 for pixels that are close to the boundaries of the image I k (i, j) and 1 elsewhere (Fig. (5) (c) ). The padded region ofT (i, j) is also excluded from the least squares ( Fig. (5) (d) ). The solution to (6) is,
.
B. Source Blur
The PSF of source blur is mathematically modeled using a 2D exponential density function. This function is parameterized by two scale parameters s sx and s sy that are a measure of the spatial width of the PSF along the x−axis and y−axis in the plane of the X-ray source. The scale parameters are related to the full width half maximums (FWHM) along the x−axis as W sx = −2 log(0.5)/s sx and along the y−axis as W sy = −2 log(0.5)/s sy . By definition, FWHM W sx is the distance between two points along the x−axis where the PSF drops to half of its maximum value and FWHM W sy is the corresponding distance along the y−axis. If ∆ denotes the width of each pixel, the PSF of source blur in the plane of the X-ray source is modeled as,
where Z s is the normalizing constant given by
The constant Z s ensures that p (s) (i, j) sums to one when summed over all (i, j). . The width of source blur on the detector plane is directly proportional to the object to detector distance (ODD) and inversely proportional to the source to object distance (SOD).
At the detector plane, the FWHM of source blur is scaled by a factor of ODD/SOD. The change in FWHM of source blur with varying ODD and SOD is depicted in Fig. 6 . For the k th radiograph, the PSF of source blur on the detector plane is given by,
where Z s,k is the normalizing constant given by
The detector blur is modeled using a mixture of two exponential density functions with scale parameters s d1 and s d2 . If p (d) (i, j) denotes the PSF of detector blur, then,
where q is the mixture parameter and Z d1 , Z d2 are normalizing constants such that
Also, q and 1 − q are parameters that function as weights for the two exponentials. The scale parameters are related to the FWHMs of the two exponential functions in (12) as
In our experiments, we expect the detector PSF to be dominated by the first exponential with a large weight of q ≈ 0.9 and a very small FWHM W d1 that spans only a few pixels. The second exponential is expected to have a smaller weight of 1−q ≈ 0.1 and a very large FWHM W d2 that spans several hundreds of pixels. Depending on the X-ray imaging system, the values for W d1 , W d2 and q may change but (12) is still expected to be a good model for detector PSF.
D. Motion Blur
An additional source of blur is the relative motion of all components in the X-ray system. If these components move during the data acquisition period, then they will result in motion of the object's image on the detector surface. Such motion will distribute the apparent location of an edge or feature over a range of locations, appearing to blur it in a manner that can be captured with a motion PSF that is convolved with the image. The system motion is calculated via a geometric analysis of the relative locations of components, propagated to the detector screen. This is done using an uncertainty propagation model presented in [32] - [34] . Motion blur is denoted by p (m) k (i, j) and is typically modeled as a Gaussian density function. This form of blur also depends on the relative positions of X-ray source, object, and detector. However, we will approximate the motion PSF as a Kronecker delta function since its FWHM was determined to be much smaller than the detector pixel size in our experiments.
IV. ESTIMATION OF BLUR MODEL
Blur model estimation is the process of estimating all the parameters s sx , s sy , s d1 , s d2 , and q of the PSFs given known values for I k (i, j) andT k (i, j) in equations (4) and (5). We will only estimate p (s)
is assumed to be a constant delta function. By constraining p (s) k (i, j) to take the shape of the exponential density function in (8) and p (d) (i, j) to take the shape of the exponential mixture density function in (12) , blur estimation reduces to the problem of estimating the parameters s sx , s sy , s d1 , s d2 , and q. For every k th radiograph, the parameters l k and h k in (5) are also treated as unknowns and jointly estimated along with the PSF parameters.
Note that the form of source PSF as evaluated on the detector plane given by (10) depends on the ratio of the object to detector distance ODD k and the source to object distance SOD k . Thus, while the amount of source blur in the radiograph I k (i, j) is a function of ODD k and SOD k , the detector blur does not change with ODD k and SOD k . To estimate both source and detector PSF parameters, it is necessary to acquire radiographs at a minimum of two different values of ODD k /SOD k . Also, since the source PSF has two scale parameters modeling the width along x−axis and y−axis, we need radiographs for cases when the Tungsten edge is horizontal and vertical.
We use numerical optimization to estimate all blur and transmission parameters given radiographs at different values of ODD and SOD. The parameters are estimated by solving,
where K is the total number of radiographs. The parameterŝ s sx ,ŝ sy ,ŝ d1 ,ŝ d2 ,q,l k , andĥ k , ∀k are the estimated values of s sx , s sy , s d1 , s d2 , q, l k and h k , ∀k respectively. The lower bound of 0.8 for q ensures that the first exponential in (12) is chosen to have the largest weight. We solve the minimization problem in (15) using the L-BFGS-B algorithm [35] . L-BFGS-B is a quasi-Newton method for solving optimization problems and requires information of the gradient of the objective function, K k=1 E k , with respect to all the variables being optimized. It also supports bound constraints on each of the variables that are optimized. However, since the optimization problem in (15) is non-convex, the optimized variables may be stuck in a local minima or a saddle point. Thus, good initialization of each variable is necessary before running L-BFGS-B to ensure reliable convergence to a solution that best fits the measured radiographs. Our approach Algorithm 1 Blur Estimation Algorithm 1: Estimation of s sx and s sy from K/2 number of radiographs with the highest ODD k /SOD k . Let Ω s be the set of all indices of these radiographs. Parameters l k and h k for all k ∈ Ω s are initialized using (7).
(ŝ sx ,ŝ sy ) = arg min ssx≥0,ssy≥0 k∈Ωs
2: Estimation of s d1 , s d2 , and q from K/2 number of radiographs with the lowest ODD k /SOD k . Let Ω d be the set of all indices of these radiographs. Parameters l k and h k for all k ∈ Ω d are initialized using (7).
3: Estimation of all parameters s sx , s sy , s d1 , s d2 , q, l k , and h k . s sx and s sy are initialized with the estimated valueŝ s sx andŝ sy from step 1. s d1 , s d2 , and q are initialized with the estimated valuesŝ d1 ,ŝ d2 , andq from step 2. l k and h k are initialized using (7) for all k.
E k subject to constraints in (16) . (19) to solving (15) is outlined in algorithm 1. We use the L-BFGS-B implementation in the python package scipy [36] , [37] . The gradients that must be supplied to the L-BFGS-B algorithm are derived in Appendix B.
In algorithm 1, steps 1 and 2 are used to produce good initial estimates of the source and detector PSF parameters for initializing the optimization in step 3. In step 1, only source PSF parameters are estimated from half of all radiographs with the highest ODD k /SOD k where source blur is significant if not dominant. In step 2, only detector PSF parameters are estimated from half of all radiographs with the lowest ODD k /SOD k where detector blur is significant if not dominant. In step 3, all parameters from the source PSF, detector PSF, and transmission function are jointly optimized to arrive at the final estimates.
V. DEBLURRING ALGORITHMS
Deblurring is the process of reducing blur in radiographs using computational algorithms. We focus on using Wiener filter [25] , [28] and regularized least squares deconvolution [26] - [28] for deblurring radiographs. These algorithms take as input the convolution of all PSFs given by,
which is a function of the source to object distance SOD k and object to detector distance ODD k of the input radiograph
are obtained by substituting the estimated valuesŝ sx ,ŝ sy ,ŝ d1 ,ŝ d2 , andq from step 3 of algorithm 1 in equations (10) and (12) . The PSF p (m) k (i, j) is assumed to be a delta function since FWHM of motion blur was determined to be much smaller than the pixel width using the analysis in [32] - [34] .
A. Wiener Filter
Wiener filter [25] , [28] reduces blur by deconvolving the convolution of all PSFs,p k (i, j) in (20) , from the blurred radiograph. Deconvolution is implemented in Fourier space by dividing the Fourier transform of the radiograph with the Fourier transform of the PSFs. To reduce noise, regularization is used to enforce smoothness. We use the function skimage.restoration.wiener in the python package [38] that implements the method in [25] .
B. Regularized Least Squares Deconvolution (RLSD)
In RLSD [26] - [28] , [39] , we solve the following optimization problem to deblur a radiograph I k (i, j),
whereT k (i, j) is the deblurred radiograph, β is the regularization parameter, the regularization weight parameter
is inversely proportional to the distance between neighboring pixels, and N is the set of all pairs of neighboring pixel indices i.e., ((i, j), (m, n)) ∈ N if pixel (m, n) lies within a 3 × 3 neighborhood of pixel (i, j). For simplicity, the weight parameter w k (i, j) is chosen to be 1 for all (i, j) in our experiments. Ideally, w k (i, j) should be set such that it is inversely proportional to the variance of noise in I k (i, j).
The regularization function in (21) enforces smoothness in T k (i, j) by penalizing the difference in values between neighboring pixels with a 1.2-norm penalty function [39] , [40] . The optimization problem in (21) is solved using the L-BFGS-B algorithm [35] .
VI. RESULTS
In this section, we will estimate the blur model for a Zeiss Xradia 510 Versa X-ray imaging system. After estimating the blur model, we use Wiener filtering and RLSD (described in section V) to deblur radiographs of a star shaped test object that is composed of a 1µm thick Tungsten layer on a SiN membrane.
The Versa is a commercial micro-CT system that consists of a transmissive X-ray tube with a Tungsten target anode that exhibits bremsstrahlung X-ray spectral characteristics. The accelerating voltage was selected to be 160kV and the tube current was 62.5µA. This resulted in an average flux of 1.37× 10 11 counts mA −1 nstr −1 sec −1 . The detector consists of an optically coupled Thallium-doped Cesium Iodide scintillator and a 5M P CCD with a 13.5µm pixel size, 16-bit depth, and a maximum dark current noise of about 12 counts sec −1 . Bright field images (radiographs without object) I b (i, j) and dark field images (radiographs with X-rays off) I d (i, j) were acquired to appropriately normalize each radiograph image of the object using equation (3) . All radiographs were acquired using a 20× magnification lens resulting in an effective pixel size of ∆ = 0.675µm.
A. Blur Parameter Estimation
Radiographs of a Tungsten plate rollbar are used to estimate the blur model parameters s sx , s sy , s d1 , s d2 , and q by solving the optimization problem in equation (15) . The source to detector distance (SDD) for all radiographs was fixed at 71mm. First, the Tungsten plate edge is oriented in the vertical direction (Fig. 5 (a) ) and radiographs are acquired at source to object distances (SOD) of 13mm, 24.8mm, 37.5mm, 50.3mm, and 60mm. Next, the edge is oriented in the horizontal direction and radiographs are acquired at SOD of 12mm, 24.8mm, 37.5mm, 50.3mm, and 65.3mm. Since SDD is 71mm, the ODD for each radiograph is given by (71−SOD)mm. For each radiograph, the Tungsten plate is oriented such that its edge is slightly tilted away from the horizontal or vertical directions as shown in Fig. 5 (a) . This is done to ensure that the Tungsten edge is never exactly parallel to a row or column of detector pixels.
The traditional approach to estimating X-ray source parameters is to use one horizontal and one vertical edge radiograph while assuming there is no detector blur. To evaluate this approach, we estimate source parameters by solving (17) using a single set of horizontal and vertical edge radiographs. In (17), we do not estimate the transmission function parameters (l k , h k ). The estimated values of X-ray source parameters for various source to object distances (SOD) are shown in table I. Since FWHMs (W sx , W sy ) are more easily interpretable than scale parameters (s sx , s sy ), we show the FWHMs instead of the scale parameters. We see that the estimated values for the FWHMs consistently increase with increasing values of SOD in table I since the source FWHMs were estimated while assuming there is no detector blur. Hence, the detector blur in the input radiographs get interpreted as X-ray source blur, which causes the X-ray source FWHMs to increase by a factor of SOD/ODD times the FWHM of detector blur.
The traditional approach to detector blur estimation is to use one horizontal and one vertical edge radiograph while assuming there is no source blur. To evaluate this approach, we estimate detector PSF parameters by solving (18) using a single set of horizontal and vertical edge radiographs. The estimated parameters of detector blur are shown in table II. In (18), we do not estimate (l k , h k ). In this case, we see that the estimated value for FWHM W d1 decreases with increasing SOD since we assumed that there is no X-ray source blur. Note that the first exponential with FWHM of W d1 in (12) is dominant since its weight given by q is approximately 0.9 in table II. As SOD increases and ODD decreases, the FWHM of the source blur on the detector plane reduces. However, since source blur is interpreted as detector blur, the estimated FWHM W d1 also decreases as SOD is increased. In contrast, W d2 and q do not seem to have a significant dependence on SOD. Next, we use horizontal edge radiographs at two SODs and vertical edge radiographs at two SODs to simultaneously estimate both source and detector blur parameters using algorithm 1. The estimated values of blur parameters after step 3 of algorithm 1 are shown in table III. In this case, the estimation of X-ray source and detector parameters are stable without any noticeable dependence on SOD. The mean and standard deviation of the estimated parameters computed across various SODs (mean of last five columns in table III) are shown in table IV. By simultaneously accounting for both the Xray source and detector blur, we are able to perform stable estimation of all PSF parameters. We can also see that W d2 is significantly larger in table III than in table II. This increase in W d2 is due to the simultaneous estimation of (l k , h k ) of the transmission function along with W d2 of detector blur in step 3 of algorithm 1. To obtain a better fit, the optimizer decreases l k , increases h k , which in turn allows for W d2 to increase. Since W d2 models the long tails of the detector PSF in (12), it is most sensitive to changes in l k and h k . In our experiments, we have noticed that the other blur parameters Horizontal edge at SOD of 50mm. 
The plots in (b,f,j,n), (c,g,k,o), and (d,h,l,p) are along the magenta, red, and cyan colored lines in (a,e,i,m) respectively. We can see that the accuracy of fit improves after step (3) of algorithm 1. do not have a significant dependence on the values of l k and h k .
The source PSF as evaluated in the plane of the source and detector are shown in Fig. 7 . The PSF is obtained by substituting the mean values of W sx and W sy shown in table IV in equations (8) and (10) . Since W sx and W sy are approximately the same, we can conclude that the source PSF is approximately circular in shape. Using the method in [21] , the manufacturer of the X-ray system estimated the source PSF to have a FWHM of 3.63µm using calibration data at a SOD of 10mm and ODD of 30mm. Thus, the ratio ODD/SOD lies in between the data acquisition parameters of the first and second rows in table I. Since the manufacturer's estimate did not account for detector blur, their values are a good match with our estimates that also ignore detector blur.
The detector PSF is shown in Fig. 8 and is evaluated by substituting the mean values of W d1 , W d2 , and q shown in table IV in equation (12) . Since the FWHM W d1 of the first exponential density in (12) with the high weight q is only a few pixels wide (pixel width being 0.675µm), we can deduce that most of the detector blur is limited to only a few pixels. Alternatively, the large value of FWHM W d2 of the second exponential density with a smaller weight of (1 − q) suggests that there is significant leakage of electric charge all the way to the corners of the detector array. Table V and Fig. 9 validate the necessity to simultaneously optimize the source blur, detector blur, and transmission function. While step 1 and step 2 of algorithm 1 independently estimate source and detector blur, step 3 estimate both forms of blur simultaneously. The estimated parameters before and after step (3) of algorithm 1 are shown in table V. Fig. 9 shows line profile plots that compare the input radiograph I k (i, j) with the prediction estimateĪ
k (i, j) before and after step 3 of algorithm 1. The improvement in fit after step (3) in Fig. 9 (c,g,k,o) is due to the change in parameters W sx , W sy , and W d1 . Similarly, the improvement in fit after step (3) in Fig. 9 (b,f,j,n,d ,h,l,p) is due to the change in parameters W d2 , l k , and h k .
B. Radiograph Deblur
The estimated X-ray source and detector PSFs can be used to reduce blur in radiographs using various deblurring algorithms. We acquired radiograph (Fig. 10 (c,d) ) of a star shaped pattern at a SOD of 10mm and ODD of 61mm. The blurry radiograph in Fig. 10 (c) is then deblurred using Wiener filtering and RLSD algorithm. The regularization of both Wiener filtering and RLSD methods are adjusted until the noise variance in the red square region in Fig. 10 (e) and (g) are the same. The deblurred radiographs shown in Fig. 10 (e-h) are much sharper than the input radiograph in Fig. 10  (c,d) . A scanning electron microscopy (SEM) image of the star artifact in Fig. 10 (a,b) show the slits inside each spoke of the star pattern. By comparing Fig. 10 (f) with Fig. 10 (h) , we see that the sharpness of RLSD image is better than the Wiener image since the slits in the spokes of the star pattern are more clear in the RLSD image.
VII. CONCLUSION
In this paper, we presented a method to extract both Xray source and detector blur from radiographs of a Tungsten plate rollbar. Importantly, our method is able to distentangle and estimate the parameters of both X-ray source and detector blur from radiographs that is simultaneously blurred by both sources of blur. We show that blur estimation can be performed using horizontal edge and vertical edge radiographs, each of which is measured at two different values of the ratio of object to detector distance (ODD) and source to object distance (SOD). Using the estimated blur model, we demonstrated the ability to deblur radiographs using various deblurring algorithms.
APPENDIX A COMPUTING THE IDEAL TRANSMISSION FUNCTION
For every radiograph I k (i, j), the ideal transmission functionT k (i, j) is estimated from I k (i, j) using traditional image processing algorithms. The first step to computingT k (i, j) is to determine the location of the plate's boundary. Even with the rolled edge, the plate is designed such that the transition region from Tungsten to air is no more than one pixel thick. But, from Fig. 5 (a) , we can see that it is very difficult to determine the exact pixel locations of the plate's boundary due to blur from the X-ray source and detector. Hence, we scale the radiograph I k (i, j) such that it is in the range of 0 to 1 and assume that the edge lies along a iso-valued contour with a level value of 0.5. Such a iso-valued contour is estimated using the marching squares algorithm [41] implemented in the python package scikit-image [38] .
The ideal transmission functionT k (i, j) is assigned a value of 0 for the pixels belonging to the Tungsten plate and 1 for the pixels with no plate (or air pixels) since the plate is designed to completely attenuate all X-rays. For the boundary pixels, their values are linearly interpolated given a value of 0.5 along the iso-valued contour and neighboring pixel values of 1 and 0. The iso-valued contour produced by the marching squares algorithm is in the form of a list of real valued (k, l) coordinates. However, the pixel coordinates (i, j) ofT k (i, j) are integer valued. Hence, the values at edge pixel coordinates ( k , l ), ( k , l ), ( k , l ), and ( k , l ) are determined by interpolation.
To prevent aliasing during convolution,T k (i, j) is padded to two times the size of I k (i, j) by a special padding procedure that takes into account the orientation of the Tungsten plate ( Fig. 5 (b) ). The same amount of padding is applied to the top, bottom, left, and right edge of the images. First, a straight line is fit to the sharp edge of the Tungsten plate ( Fig. 5 (a) ). We extend the straight lines outside the image to account for the plate extending outside the image's field of view. The straight line will split the padded image into two regions, one with the Tungsten plate and another without the plate. Every padded pixel will have a value of 0 or 1 depending on whether it lies in the region with the plate or without the plate.
APPENDIX B GRADIENT COMPUTATION
To solve the optimization problem in (17) , (18) , and (19), we use the L-BFGS-B algorithm [35] . Similar to many optimization algorithms such as gradient descent and conjugate gradient, L-BFGS-B needs a routine to calculate the gradient of the objective function in (17) , (18) , and (19) with respect to the variables that are being optimized. For example, to solve the optimization problem in (17), L-BFGS-B needs to know the gradient of the objective function k∈Ωs E k with respect to s sx and s sy .
We will derive the gradient with respect to all variables for the objective function in (19) (same as (15) ). Gradients for solving (17) and (18) will be a trivial extension of the gradient derived for (19) . Let the objective function be denoted by f i.e, f = K k=1 E k . To solve (19) , we need the gradient of f , which is a vector consisting of the partial derivatives 
∀k.
To compute the partial derivatives, we use the chain rule and quotient rule of calculus. First, we will partially compute only that part of the derivative which is common to all parameters irrespective of whether it belongs to the source PSF, the detector PSF, or the transmission function. Let v represent any one parameter among s sx , s sy , s d1 , s d2 , q, l k , and h k . Then, the derivative of f with respect to v is,
whereĪ k (i, j) = T k (i, j) * p (s)
k (i, j). In (22) , every term and operator except ∂Ī k (i,j) ∂v is independent of whether v is s sx , s sy , s d1 , s d2 , q, l k , or h k . Next, we shall expand the derivative ∂Ī k (i,j) ∂v . This requires us to consider source, detector, and transmission function parameters separately.
A. Variable v is a source PSF parameter
Let v be one among the source PSF parameters s sx or s sy . For compactness of representation, we shall assume g s,k (i, j) = exp − SOD k ODD k ∆ s 2 sx i 2 + s 2 sy j 2 and Z s,k = i,j g s,k (i, j) from (11) . Then, using the quotient rule,
where * denotes discrete 2D convolution, ∂Z s,k /∂v = i,j ∂g s,k (i, j)/∂v, and 
B. Variable v is a detector PSF parameter
Let v be one among the detector PSF parameters s d1 , s d2 , or q. For compactness of representation, we shall assume g d1 (i, j) = exp −s d1 ∆ i 2 + j 2 , g d2 (i, j) = exp −s d2 ∆ i 2 + j 2 , Z d1 = i,j g d1 (i, j), and Z d2 = i,j g d2 (i, j) from (13) and (14) . Using the quotient rule, we get,
where * denotes discrete 2D convolution,
∂g d1 (i, j)/∂v = −g d1 (i, j)∆ i 2 + j 2 , ∂g d2 (i, j)/∂v = −g d2 (i, j)∆ i 2 + j 2 , ∂Z d1 /∂v = i,j ∂g d1 (i, j)/∂v, and ∂Z d2 /∂v = i,j ∂g d2 (i, j)/∂v.
C. Variable v is a transmission function parameter
Let v be one among the transmission function parameters l k or h k . Then,
where
