Abstract. Given two n i -dimensional Alexandrov spaces X i of curvature ≥ 1, the join of X 1 and X 2 is an (n 1 + n 2 + 1)-dimensional Alexandrov space X of curvature ≥ 1, which contains X i as convex subsets such that their points are π 2 apart. If a group acts isometrically on a join that preserves X i , then the orbit space is called quotient of join. We show that an n-dimensional Alexandrov space X with curvature ≥ 1 is isometric to a finite quotient of join, if X contains two compact convex subsets X i without boundary such that X 1 and X 2 are at least π 2 apart and dim(X 1 ) + dim(X 2 ) = n − 1.
Introduction
Consider a compact Riemannian manifold M of positive sectional curvature, normalized to sec M ≥ 1. The diameter, diam(M ) ≤ π (Bonnet theorem), and "=" holds if and only if M is isometric to the standard sphere ( [Ch] ). If diam(M ) > π 2 , then M is homeomorphic to the standard sphere ( [GS] ). If diam(M ) = π 2 , then the Diameter rigidity theorem ( [GG] ) says that M is either homeomorphic to a sphere or locally isometric to a rank one symmetric space with the standard metric (cf. [Wi] ).
In this paper, we will explore a rigidity of a finite quotient of join in Alexandrov geometry (see Theorem A); which is a necessary step toward a classification for Alexandrov spaces of curvature ≥ 1 and diameter π 2 . Furthermore, understanding such a finite quotient of join is crucial to solve the Soul Conjecture in Alexandrov geometry by Perel'man ([Pe] , [Li] , [RW] ).
Alexandrov geometry was introduced by Burago-Gromov-Perelman in [BGP] , and extensive study has been done since then. An Alexandrov space with curvature ≥ κ is a locally compact length metric space such that every geodesic triangle looks fatter than a corresponding triangle in the simply connected 2-space form of constant curvature κ, i.e., Toponogov's comparison theorem holds (see Theorem 1.1 below).
Let Alex n (κ) denote the set of all complete n-dimensional Alexandrov spaces with cur ≥ κ. Many results in Riemannian geometry based on Toponogov's comparison theorem has been generalized to Alexandrov spaces ( [BGP] , cf. [AKP] ). Concerning a 'classification' of X ∈ Alex n (1) with diam(X) ≥ π 2 , the following 1 Supported partially by NSF Grant DMS 1106517 and a research found from Capital normal university.
2 Supported partially by NFSC 11471039.
Typeset by A M S-T E X are known: X ∈ Alex n (1) satisfies diam(X) ≤ π, "=" holds if only only if X is isometric to spherical suspension, S(Σ) with Σ ∈ Alex n−1 (1), and if diam(X) > π 2 , then X is homeomorphic to some S(Σ) ( [BGP] ). Note that here Σ ∈ Alex n−1 (1) (n ≥ 4) can have infinitely many possible topological types, and thus unlike a complete classification in Riemannian case, the best 'classification' one can expect is to find a rigid underlying geometric structure involving Alexandrov spaces of lower dimension.
Guided by the Riemannian situation, a challenging problem is to explore a rigid structure on X ∈ Alex n (1) with diam(X) = π 2
. Similar to the Riemannian case ( [GG] ), X always has two compact convex subsets which are π 2 -apart: let p ∈ X, then X 1 = {x ∈ X| |xp| = π 2 } and X 2 = {x ∈ X| |xX 1 | = π 2 } are compact convex subsets 3 , where '| · ·|' denotes the distance. Let m = dim(X 1 ) + dim(X 2 ). Roughly, our main result asserts that m ≤ n−1 and "=" implies a rigid underlying geometric structure, and thus the remaining 'classification' reduces to m ≤ n − 2 (see Remark 0.5).
Let's now turn to a known construction for Alexandrov n-spaces of curvature ≥ 1 ( [BGP] ). Let Y i ∈ Alex n i (1) (i = 1, 2), and Y i = {p i } or {p i , q i } with |p i q i | = π if n i = 0. Then the following space Assume that a group Γ acts effectively on Y 1 and Y 2 by isometries. By (0.1.3), the Γ-action uniquely extends to an isometric Γ-action on Y 1 * Y 2 . The quotient space, (Y 1 * Y 2 )/Γ ∈ Alex n (1) satisfies (0.1.1) and (0.1.2), but not (0.1.3). We will call (Y 1 * Y 2 )/Γ a quotient of join. From the construction of a quotient of join, we observe the following properties: The main result in this paper is the following rigidity of a finite quotient of join:
Theorem A. Let X ∈ Alex n (1), and let X 1 , X 2 be two compact convex subsets in
≤ n−1, provided either X 1 or X 2 has an empty boundary. (A2) If both X 1 and X 2 have an empty boundary and dim(X 1 ) + dim(X 2 ) = n − 1, then X is isometric to a finite quotient of join (which is a join when Γ = e). Precisely, there is p i ∈ X i (i = 1, 2) and a finite group Γ acting effectively and isometrically on (Σ p i X i ) ⊥ such that
where Σ q X denotes the space of directions of X at q, and (
Note that in Theorem A there is no requirement of diam(X) = π 2 (see (0.1.4)), and X satisfying (A2) has an empty boundary (see (0.1.5)). One may review (A1) as an analog in Alexandrov geometry of Proposition 1.4 in [GG] , where X is a Riemannian manifold with sec X ≥ 1 and diam(X) = π 2 . In Riemannian case, i.e., X is a Riemannian manifold, Theorem A has the following corollary.
Corollary 0.2. Let M be a compact n-manifold with sec M ≥ 1, and let M i ⊂ M be two compact totally geodesic submanifolds with
≤ n − 1, and "=" implies that M is isometric to a spherical space form with a quotient join structure.
Here, if dim(M i ) = 0, then M i is a single point. In Corollary 0.2, "dim(M 1 ) + dim(M 2 ) ≤ n − 1" is also seen by Frankel's theorem ( [Fr] ). Indeed, Corollary 0.2 recovers the spherical space form case in the Diameter rigidity theorem in [GG] . Moreover, restricted to Riemmanian case, our approach is different from [GG] ; ours relies on finding the underlying join structure (Remark 5.1).
Note that not every spherical space form satisfies Corollary 0.2 (e.g., any spherical 3-space form whose fundamental group is not cyclic). However, based on [Ro] we show that up to a finite normal covering space of a uniform bounded order, all spherical space forms satisfy Corollary 0.2. Corollary 0.3. There is a constant w(n) > 0 such that any spherical n-space form has a normal covering space of order ≤ w(n) which satisfies Corollary 0.2.
Let's make a few remarks on the above results.
Remark 0.4. In the proof (A2), we construct a finite group Γ acting isometrically on (Σ p i X i ) ⊥ at some p i ∈ X i , which extends to a unique isometric action on the join of (Σ p 1 X 1 ) ⊥ * (Σ p 2 X 2 ) ⊥ with orbit space isometric to X. Recall that given an orbit space Y /Γ (with a stratification and assigned isotropy groups), it may not be possible to recover the Γ-action on Y . Here that we are able to recover the Γ-action is based on (0.1.1) (see Lemma 1.2 below) and the rigidity part of Toponogov's comparison theorem which implies that everywhere there is isometrically embedded spherical triangle; precisely, for all p i , p in Proposition 1.5, we will establish the following key properties that are used in the proof of Theorem A (see the outline of the proof at the end of Introduction).
Let λ x 1 x 2 be the number of minimal geodesics between x 1 and x 2 .
Key Lemma 1.6. Let X ∈ Alex n (1), and let X 1 and X 2 be its compact convex subsets with |x 1 x 2 | = π 2 for all x i ∈ X i and dim(X 1 ) + dim(X 2 ) = n − 1. Then 
We conclude this section with an application of Proposition 1.5, which together with Lemma 1.2 implies (A1). Theorem 1.8. Let X ∈ Alex n (1), and let X 1 and X 2 be its two compact convex subsets with |x 1 x 2 | = π 2 for all x i ∈ X i . Then dim(X 1 ) + dim(X 2 ) ≤ n − 1. Proof. We observe that Theorem 1.8 holds if n = 1, and proceed by induction on n. For p 1 ∈ X • 1 , the following subsets of Σ p 1 X are convex:
(Here, if dim(X 1 ) = 0, then Σ p 1 X 1 = ∅ and dim(Σ p 1 X 1 ) = −1, and (Σ p 1 X 1 ) ⊥ = Σ p 1 X. Note that Σ p 1 X 1 is convex and has an empty boundary because p 1 ∈ X
• 1 and X 1 is convex, so by Lemma 1.
On the other hand, by (1.5.1) we have that
Hence, dim(X 1 ) + dim(X 2 ) ≤ n − 1.
Remark 1.9. From the above proof, it is clear that "dim(
consists of either a point or two points with distance
2. Proof of Key Lemma 1.6
We first point out that Key Lemma 1.6 is obvious if
It is our convention that |p 1 p ′ 1 | = π, and thus X = X 1 * N and X 2 ⊆ N ∈ Alex n−1 (1). Hence, λ p 1 p 2 = 1. In the following proof, we need only to consider two cases: X 1 is a point, and dim(X i ) > 0, i = 1, 2. Let's first bound λ p 1 p 2 in Key Lemma 1.6.
⊥ is either a point or two points with distance
(2.1.2) By (2.1.1), we are able to apply the inductive argument starting with dim(X 1 ) = 0. Let n i = dim(X i ).
We first give the proof for a special case where p i ∈ X
• i is an (n i , δ)-strained point (i.e. a point with an (n i , δ)-strainer).
Firstly, under an additional assumption that there is (n i , δ)-strained point q i ∈ X i such that λ q 1 q 2 < ∞, we prove that λ p 1 p 2 has a maximum m. If this is not true, then there is a sequence of (n i , δ)-strained points p
, where [q 2 q 1 ] k is some minimal geodesic between q 2 and q 1 ) such that lim
and by Proposition 1.5, ↑
• because Σ q i X i has an empty boundary. Then, by the inductive assumption on Σ q 1 X (resp. Σ q 2 X), we can conclude that λ
) have an upper bound for all k, a contradiction.
Secondly, we verify the above additional assumption, i.e., there is ( respectively. By Proposition 1.5,
⊥ . On the other hand, we have dim((Σ p 1 X 1 ) ⊥ ) = n 2 (see Remark 1.9). It then follows that both Σ p 2 X 2 and Σ ζ (Σ p 1 X 1 ) ⊥ are χ(δ)-isometric to the unit sphere S n 2 −1 , where χ(δ) → 0 as δ → 0 (ref. [BGP] ). Together with that Df [p 1 p 2 ] is distance nondecreasing (see Proposition 1.5), this implies that for any
⊥ passing to a subsequence. Hence, for sufficiently large j 0 , we can 
However, by applying (1.1.2) on the hinge formed by [
a contradiction. By now, the proof for the special case is complete.
Next, we will prove that
, and let
Then by Lemma 2.2 below, we get that 
Proof. We will derive a contradiction by assuming that
Based on Lemma 2.1, we will explore the local join structure on X, which will be used to show that X m i is open and dense (the latter part of Key Lemma 1.6). Lemma 2.3. Suppose that the function λ :
where
and from the proof of Lemma 2.2 it is easy to see that, for any fixed
Due to the property of the limit angle (see 2.8.1 in [BGP] ), for sufficiently small convex neighborhood
(2.3.1) Due to (2.4), we can obtain that λ p ′
). Based on (2.3) and (2.4), a further observation is that, for any fixed [p 1 p 2 ] and any p
Due to (2.3), we need only to prove that | ↑
⊥ is an isometrical embedding, and similarly, so is
⊥ for sufficiently small U 1 .
(2.3.3) We still consider the fixed [p 1 p 2 ], and assume that
be the minimal geodesic determined in (2.5). Similarly, for any p
, and |p 1 x| = |p
It is not hard to see that
Then, due to (2.1), there is ν > 0 such that if |p 2 p
Based on (2.8), we claim that for sufficiently small U 1 and U 2 , the [p
In fact, by Lemma 1.4 there exists a [p
Hence, once U 1 and U 2 are so small that |p 1 p 
] is isometric to U 1 * U 2 (where U 1 and U 2 are in the above claim and [p
where | · | * denotes the distance of U 1 * U 2 (note that x k can be regarded as the point in the [p 
• . Hence, it suffices to show that X m i is dense in X • i and that λ p 1 p 2 = m for all p i ∈ X m i . We will give a proof by induction on n, starting with the trivial case, n = 1.
We first prove that for all
We consider Σ p 1 X ∈ Alex n−1 (1), in which both Σ p 1 X 1 and (Σ p 1 X 1 ) ⊥ are convex (see (1.5)). By Remark 1.9, dim(
Hence, by the inductive assumption on Σ p 1 X, λ ξζ has a maximum m ′ for any ξ ∈ (Σ p 1 X 1 ) 
• and given
, so by applying Lemma 1.4 on Σ p 1 X we get that
On the other hand, still by Lemma 1.4, there is [p
2 ) has a positive lower bound (see (2.4))). We then prove that X m i is dense in in X • i . If this is not true, then there is
′ < m is a local maximum. Similar to (2.11), we can conclude that there is a unique minimal geodesic between any point in Σ q i X i and in ((Σ q i X i ) ⊥ )
• . Now, consider a pair of p i ∈ X m i . By (2.3.1), p i , q i can be chosen to be (n i , δ)-stained points. Note that, when λ p 1 q 2 = m (resp. λ p 1 q 2 < m), by Lemma 1.4, there is some ↑
• ) between which there are at least two minimal geodesics; a contradiction.
We will end this section with some properties of X m i , which will be used in Section 4.
⊥ has an empty boundary, then
Note that Corollary 2.5 can be seen from the proof around (2.11).
Lemma 2.6. For any p 1 ∈ X 
13
Proof of Key Lemma 1.7
In the proof Key Lemma 1.7, we will show that the following multi-valued map that f p 1 is a closed map) . Note that at any (n 2 , δ)-strained point, we have already known that f p 1 is open (see the arguments after (2.11)).
To prove the openness for f p 1 , we introduce the concept of cone-neighborhood isometrical multi-valued map.
Definition 3.1. Let X,X ∈ Alex(1) with dim(X) ≥ dim(X) ≥ 1, and let f : X → X be a multi-valued map. We say that f is a cone-neighborhood isometry if the following hold: (3.1.1) there is an m such that #{f (p)} ≤ m for all p ∈ X, and that X m {p ∈ X| #{f (p)} = m} is dense in X. (3.1.2) |pq| ≥ |pq| for any p, q ∈ X,p ∈ f (p) andq ∈ f (q); and given any [pq] andp ∈ f (p), there exists a
Then it follows from (3.1.1) and (3.1.2) that:
Why do we call such f a cone-neighborhood isometry? To give an explanation, we first define the ε-cone neighborhood V [pq],ε of any given [pq] ⊂ X as follows:
From Definition 3.1 (and Remark 3.2), for anyp ∈ f (p) and [pq] ⊂ B(p, rp), it is easy to see that there are minimal geodesics
We know that any triangle △xpỹ, wherex ∈ [pq i ] andỹ ∈ [pq j ], will be more and more isometric to its comparison triangle asx,ỹ →p ( [BGP] ). Hence, it is not hard to see that there is an N > 4 such that for each ↑q
B(x, rx).
It then follows that
↑q ĩ p , due to which we call the multi-valued f a cone-neighborhood isometry. By the way, we would like to point out that (3.1) implies that
A substantial property of a cone-neighborhood isometry is:
Proposition 3.3. Let f : X →X be a cone-neighborhood isometry. Then at any p ∈ X andp ∈ f (p), f induces a tangent map Df : Σ p X → ΣpX such that Df is again a cone-neighborhood isometry.
Proof. By (3.2.1), if p ∈ X m , then f induces naturally an isometrical embedding Df : Σ p X → ΣpX. Hence, in the rest of the proof, we need only to consider
on which we will first give two claims before defining Df (ζ) for ζ ∈ (Σ p X)
′ . In order to see the claim, we fix a point q ∈ B(p, rp)∩X m , and notice that #{Df (η)} = #{f (q)∩B(p, rp)}. By (3.1.2) and the choice of rp (in Remark 3.2), for any [zq] with
consists of at least two geodesics starting fromq i , which contradicts (3.2.1) because q ∈ X m ). Note that this also implies that #{f (z) ∩ B(p, rp)} = #{f (q) ∩ B(p, rp)} if z also belongs to X m . Therefore, Claim 1 follows.
Claim 2: Let q, z ∈ B(p, rp).
is an isometry. Passing to a subsequence, we can assume thatx j falls in some
Next, we will define Df (ζ) for all ζ ∈ Σ p X \ (Σ p X)
′ . Note that we can select 
This together with Claim 2 implies that, for any fixed j > J andζ i (1 ≤ i ≤ m ′ + 1), there is aξ ∈ Df (↑ z j p ) such that |ξζ i | ≤ ǫ. I.e., it has to hold that #{Df (↑ z j p )} > m ′ , which contradicts Claim 1. Hence, B has at most m ′ limiting points; moreover, we can similarly conclude that the limiting points of B do not depend on the choice of [pz j ].
Based on Claim 3, for ζ ∈ Σ p X \ (Σ p X) ′ , we define Df (ζ) = {the limiting points of B}.
So far, we have finished the definition of a multi-valued map Df : Σ p X → ΣpX. At last, we need only to check that Df satisfies the corresponding (3.1.1-2). "(3.1.1)": By Claim 1 and 3, it is clear that #{Df (η)} ≤ m ′ for all η ∈ Σ p X; and by the latter part of Claim 1, (
"(3.1.2)": For any η, ζ ∈ Σ p X, we need to prove that |ηζ| ≥ |ηζ| for anyη ∈ Df (η) andζ ∈ Df (ζ), and that for any given [ηζ] ] is an isometry. Now we assume that at least one of η and ζ does not belong to (Σ p X) ′ , say η, ζ ∈ (Σ p X) ′ . Since we can find η j , ζ j ∈ (Σ p X) ′ such that η j → η and ζ j → ζ as j → ∞, we can use the standard limiting argument (together with what we have proven in the above) to complete the proof.
Similar to a (single-valued) continuous map, any cone-neighborhood isometry maps a compact set to a compact set.
Proposition 3.4. Let f : X →X be a cone-neighborhood isometry. If X is compact, then f (X) is also compact (and thus f (X) is closed inX).
Proof. It suffices to show that any sequence {x i } ∞ i=1 ⊂ f (X) contains a subsequence which converges to a point in f (X) (that f (X) is closed inX is becauseX is Hausdorff and f (X) is compact). Let x i = f −1 (x i ) for all i. Since X is compact, passing to a subsequence we can assume that x i → x as i → ∞. Then due to (3.1.2), {x i } ∞ i=1 has to contain a subsequence which converges to some point of f (x) (note that #{f (x)} ≤ m).
Based on Proposition 3.3 and 3.4, we can derive the following important property of a cone-neighborhood isometry.
Theorem 3.5. Let X,X ∈ Alex n (1) with n ≥ 1, and let f : X →X be a coneneighborhood isometry. If X is compact and ∂X = ∅, thenX = f (X) (which is compact by Proposition 3.4) and ∂X = ∅.
Proof. We give the proof by induction on n. If n = 1, then X is a circle. In this case, from (3.1.2), it is easy to see that f (X) is open inX and that any point of f (X) is an interior one. Moreover, f (X) is compact and closed inX by Proposition 3.4. It then follows thatX = f (X), which is compact and has an empty boundary (i.e.X is also a circle). Now we assume that n > 1. Since Df : Σ x X → ΣxX is also a cone-neighborhood isometry for any x ∈ X andx ∈ f (x) (see Proposition 3.3), by the inductive assumption (note that Σ p X is compact and has an empty boundary), we have that (3.7)
Df (Σ x X) = ΣxX which is compact and has an empty boundary. It then remains to show thatX = f (X). If this is not true, then, for an arbitraryq ∈X \ f (X), there is ap ∈ f (X) such that (note that f (X) is compact by Proposition 3.4)
Select a [pq] . By (1.1.2) and the first variation formula, it is easy to see that there is an ε > 0 such that
where V [pq],ε is the ε-cone neighborhood of [pq] . Let p = f −1 (p). From the definition of Df : Σ p X → ΣpX (see Proposition 3.3 and its proof), (3.8) implies that ↑qp ∈ Df (Σ p X), which contradicts (3.7) (i.e., we obtain that f (X) =X).
From the proof of Theorem 3.5, we get the following corollary.
Corollary 3.6. Let X,X ∈ Alex n (1) with n ≥ 1, and let f : X →X be a coneneighborhood isometry. If p ∈ X
• , then f (p) ⊂X • , and there is an ǫ > 0 such that
Remark 3.7. Let f : X →X be a cone-neighborhood isometry. If X is a Riemannian manifold, thenX = f (X) is a Riemannian submanifold which may have more than one component. When restricted to any component, f −1 is a Riemannian covering map. (Hint: since Σ x X is a unit sphere for any x ∈ X, Df : Σ x X → ΣxX is an isometric embedding, which together with (3.1) implies that x ∈ X m .)
For general X,X ∈ Alex(1) (X is not a Riemannian manifold), if dim(X) = dim(X), then f −1 is a branch covering map (see Theorem 3.5). However, if dim(X) < dim(X), the above covering property of f −1 may not hold.
Nevertheless, the following property will be used in the proof of Theorem B.
Lemma 3.8. Let f : X →X (X,X ∈ Alex(1)) be a cone-neighborhood isometry. If X is compact and ∂X = ∅, then
Proof. We give the proof by induction on dim(X). If dim(X) = 0, then it is obvious (because it is our convention that X consists of two points with distance π, so does f (X) by (3.1.2)). Now, we assume that dim(X) > 0. Letỹ be an arbitrary point in (f (X)) ≥ π 2 , and letx 0 ∈ f (X) such that |ỹx 0 | = min{|ỹx||x ∈ f (X)} (see Proposition 3.4). By the first variation formula, for any [x 0ỹ ] we have that
By induction, we have that (Df (Σ x 0 X))
. By (1.1.2) and the choice ofx 0 , it has to hold that |ỹz| = π 2 for anyz ∈ B(x 0 , rx 0 ) ∩ f (X). It then is not hard to conclude that |ỹz| = π 2 for anỹ z ∈ f (X) (i.e. the lemma follows).
We now begin to prove Key Lemma 1.7, starting with a special case.
Lemma 3.9. Key Lemma 1.7 is true in the case where p 1 ∈ X m 1 (see Key Lemma 1.6 for X m 1 ). Proof. We consider the multi-valued map
By Key Lemma 1.6, Lemma 1.4 and (1.1.2), it is not hard to see that (3.9)
⊥ is a cone-neighborhood isometry.
Then the lemma follows from Corollary 3.6 and Theorem 3.5.
Based on Lemma 3.9, we can conclude another important property of X Proof of Key Lemma 1.7.
The proof is almost identical to that of Lemma 3.9 except that we should use Lemma 3.10 instead of Key Lemma 1.6 to conclude that
Proof of Theorem A
To prove Theorem A, by Lemma 1.2 and Theorem 1.8 it remains to prove (A2), where X i is compact and has an empty boundary. As outlined at the end of Introduction, for any p i ∈ X m i (see Key Lemma 1.6), we shall construct a finite group Γ (|Γ| = m) acting isometrically on (Σ p i X i )
⊥ such that (Σ p i X i ) ⊥ /Γ isom ∼ = X j (i = j ∈ {1, 2}); and based on Key Lemma 1.7 we can define a natural map, ((Σ p 1 X 1 ) ⊥ * (Σ p 2 X 2 ) ⊥ )/Γ → X, and check that the map is an isometry. According to Key Lemma 1.7 and its proof, for any p i ∈ X i , we have that (4.1)
is a cone-neighborhood isometry (i = j), and that ⇑ X j p i = (Σ p i X i ) ⊥ which is compact and has an empty boundary. It follows that (4.2)
For any ζ ∈ (Σ p i X i ) ⊥ , there is a [p i p j ] with p j ∈ X j such that ζ =↑ p j p i .
Using the above consequences of Key Lemma 1.7, we can explore a local join structure on X. 
Proof. (4.1.1) Since X 1 is compact, there is a p 1 ∈ X 1 such that |xp 1 | = min{|xp (4.1.2) Since (Σ p i X i ) ⊥ has an empty boundary and p i ∈ X m i , we conclude that
⊥ by Corollary 2.5.
In view of the above, the join structure on X should be independent of p i ∈ X m i , which will be justified in Lemma 4.2.
Let p 1 , p 
