Pointwise decay for semilinear wave equations in $\mathbb{R}^{3+1}$ by Yang, Shiwu
ar
X
iv
:1
90
8.
00
60
7v
1 
 [m
ath
.A
P]
  1
 A
ug
 20
19
POINTWISE DECAY FOR SEMILINEAR WAVE EQUATIONS IN R3+1
SHIWU YANG
Abstract. In this paper, we study the asymptotic pointwise decay properties for solutions of energy
subcritical defocusing semilinear wave equations in R3+1. We prove that the solution decays as quickly as
linear waves for p > 1+
√
17
2
, covering part of the subconformal case, while for the range 2 < p ≤ 1+
√
17
2
,
the solution still decays with rate at least t−
1
3 . As a consequence, the solution scatters in energy space
when p > 2.3542.
1. Introduction
This paper is devoted to studying the global dynamics of solutions to the energy subcritical defocusing
semilinear wave equation
✷φ = |φ|p−1φ, φ(0, x) = φ0(x), ∂tφ(0, x) = φ1(x) (1)
in R3+1 with 1 < p < 5.
The existence of global classical solution has early been obtained by Jo¨rgens in [14], with various kinds
of extensions in [4], [5], [16], [19], [23], [10], [12] and references therein. Strauss in [20] investigated the
asymptotics of the global solution for the superconformal case 3 ≤ p < 5. He showed that the solution
scatters to linear wave in H1 with compactly supported initial data (for asymptotic behaviours of this
type, we refer to the author’s companion paper [25] and references therein). This scattering result relied
on the pointwise decay estimate tǫ−1 for any ǫ > 0, which has later been improved to t−1 for the strictly
superconformal case 3 < p < 5 and to t−1 ln t for the conformal case p = 3 by Wahl in [22]. The starting
point of these asymptotic decay estimates is the conservation of approximate conformal energy derived
by using the conformal Killing vector field as multiplier. The superconformal structure of the equation
plays the role that the corresponding conformal energy (including the potential energy contributed by
the nonlinearity) is controlled by the initial data as the spacetime integral arising from the nonlinearity
is nonnegative, which in particular implies the uniform bound of the L2 norm of the solution and the
time decay of the potential energy. These a priori bounds force the solution to decay in time by viewing
the nonlinearity as inhomogeneous term of the linear wave equation. Another geometric point of view
to see this conformal structure is the method of conformal compactification (see [6], [7]), based on which
together with the representation formula for linear wave equation, Bieli-Szpak obtained shaper decay
estimate for the solution with compactly supported initial data in [2], [1].
To go beyond the superconformal case, Pecher in [17] observed that the potential energy still decays
in time but with a weaker decay rate. For this case, the spacetime integral arising from the nonlinearity
mentioned above changes sign to be negative. This term could be controlled by using Gronwall’s inequality
with the price that the conformal energy grows in time with a rate linearly depending on the coefficient.
Since the conformal energy contains weights in t, the potential energy still decays in time when p is not
too small (sufficiently close to 3 so that the coefficient is small). This weaker energy decay estimate
is sufficiently strong to conclude the pointwise decay estimate for the solution when p > 1+
√
13
2 . As a
consequence, the solution scatters in energy space for p > 2.7005.
The aim of this paper are two folds: firstly we obtain pointwise decay estimate for the solution with
data in some weighted energy space which is weaker than the conformal energy space required in previous
works. We prove that the solution decays as quickly as linear waves (with the same initial data) for all
p > 1+
√
17
2 , covering additional part of the subconformal range. Secondly for even smaller p with lower
bound 2, we show that the solution decays at least t−
1
3 . This decay estimate immediately leads to the
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scattering result in energy space for p > 2.3542, hence refining Pecher’s pointwise decay estimates and
scattering result in R3+1.
More precisely, for some fixed constant 1 < γ0 < 2 define the weighted energy norm of the initial data
Ek,γ0 [φ] =
∑
l≤k
∫
R3
(1 + |x|)γ0+2l(|∇l+1φ0|2 + |∇lφ1|2) + (1 + |x|)γ0 |φ0|p+1dx.
Then we have
Theorem 1.1. Consider the Cauchy problem to the energy subcritical defocusing semilinear wave equation
(1). For initial data (φ0, φ1) bounded in E1,γ0 [φ] for some constant 1 < γ0 < 2, the solution is global in
time and satisfies the following decay estimates:
• For the case when
1 +
√
17
2
< p < 5, max{ 4
p− 1 − 1, 1} < γ0 < min{p− 1, 2},
then
|φ(t, x)| ≤ C(1 + E1,γ0 [φ])
p−1
2 (1 + t+ |x|)−1(1 + ||x| − t|)− γ0−12 ;
• Otherwise if 2 < p ≤ 1+
√
17
2 and 1 < γ0 < p− 1, then
|φ(t, x)| ≤ C
√
E1,γ0 [φ](1 + t+ |x|)−
3+(p−2)2
(p+1)(5−p)
γ0(1 + ||x| − t|)− γ0p+1
for some constant C depending on γ0, p and the zeroth order weighted energy E0,γ0 [φ].
As a consequence of the above pointwise decay estimate, we extend Pecher’s scattering result to a
larger range of p. Recall the linear operator L(t) defined in [25]
✷L(t)(f, g) = 0, L(0)(f, g) = f(x), ∂tL(0)(f, g) = g(x).
Corollary 1.1. For p > p∗ (defined in the last section and p∗ < 2.3542) and initial data bounded in
E1,p−1[φ], the solution φ of (1) is uniformly bounded in the following mixed spacetime norm
‖φ‖LptL2px <∞.
Consequently the solution scatters in energy space, that is, there exists pairs (φ±0 (x), φ
±
1 (x)) such that
lim
t→±∞ ‖φ(t, x) − L(t)(φ
±
0 (x), φ
±
1 (x))‖H˙1x + ‖∂tφ(t, x)− ∂tL(t)(φ
±
0 (x), φ
±
1 (x))‖L2x = 0.
We give several remarks.
Remark 1.1. One can also derive the pointwise decay estimates for the derivatives of the solution by
assuming the boundedness of the second order weighted energy of the initial data.
Remark 1.2. The precise decay estimate obtained by Pecher in [17] is the following
|φ| ≤ Ct 6+2p−2p
2
3+p +ǫ,
1 +
√
13
2
< p ≤ 3
with initial data bounded in E1,2[φ]. Theorem 1.1 improves this decay estimate with weaker assumption
on the initial data.
Remark 1.3. Note that the solution to the linear wave equation
✷φlin = 0, φlin(0, x) = φ0(x), ∂tφ
lin(0, x) = φ1
with data (φ0, φ1) bounded in E1,γ0 [φ] for some 1 < γ0 < 1 has the following pointwise decay property
|φlin(t, x)| ≤ C√E1,γ0(1 + t+ |x|)−1(1 + |t− |x||)− γ0−12
for some universal constant C. Thus when 1+
√
17
2 < p < 5, for arbitrary large data (φ0, φ1) bounded inE1,γ0 [φ], the solution to the nonlinear equation (1) decays as quickly as the solution to the linear equation
with the same initial data. This pointwise decay property is consistent with the scattering result obtained
in the author’s companion paper [25], in which it has shown that the solution to (1) scatters in critical
Sobolev space H˙
3
2− 2p−1 and the energy space H˙1 when 1+
√
17
2 < p < 5.
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Remark 1.4. Our scattering result in energy space applies to power even below the Strauss exponent
pc = 1+
√
2, for which small data global solution and scattering hold for the pure power semilinear wave
equation with power above pc (see for example [18]) while finite time blow up can occur with power below
pc (see John’s work in [13]).
As mentioned above, the existing approach (see for example [17], [11]) to study the asymptotic behavior
of solutions to (1) relied on the following time decay of the potential energy∫
R3
|φ|p+1dx ≤ C(1 + t)max{4−2p,−2}, 1 < p < 5, (2)
which is based on the following energy estimate∫
R3
t2|φ|p+1(t, x)dx +
∫ t
0
∫
R3
(2p− 6)s|φ|p+1(s, x)dxds ≤ CE0,2[φ]
obtained by using the conformal Killing vector field t2∂t+ r
2∂r (r = |x|) as multiplier. Here the constant
C depends only on p. With this a priori decay estimate for the solution, a type of Lq estimate for linear
wave equation (prototype of Strichartz estimate, see for example [3]) yields the pointwise decay estimate
for the solution. This approach only makes use of the time decay of the solution. However, it is well
known that linear waves have improved decay away from light cone, which can be quantified by decay in
u = t− |x|. Our improvement comes from thoroughly utilizing such u decay of linear waves.
The method we used to explore this u decay is the vector field method originally introduced by
Dafermos-Rodnianski in [9]. The new ingredient is the r-weighted energy estimate derived by using the
vector field rγ(∂t + ∂r) as multiplier with 0 ≤ γ ≤ 2. Applying this to equation (1), we obtain that∫∫
R3+1
p− 1− γ
p+ 1
rγ−1|φ|p+1dxdt ≤ CE0,γ [φ].
See details in [25]. To obtain a useful estimate for the solution, we require that 0 < γ < p− 1. On the
other hand, combined with an integrated local energy estimate obtained by using the vector field f(r)∂r
as multiplier and the classical energy conservation, the energy flux through the outgoing null hypersurface
Hu (constant u hyersurface) decays in terms of u. In particular,∫
Hu
|φ|p+1dσ ≤ C(1 + |u|)−γE0,γ [φ].
Integrating in terms of u, we then get that∫∫
R3+1
(1 + |u|)γ−1−ǫ|φ|p+1dxdt ≤ CE0,γ [φ], ∀ǫ > 0
by assuming that γ > 1 (this forces that p > 2). This together with the above r-weighted energy estimate
leads to the spacetime bound∫∫
R3+1
(1 + t+ |x|)γ−1−ǫ|φ|p+1dxdt ≤ CE0,γ [φ],
which is one of the main results obtained in [25] as restated precisely in the following Proposition 3.1.
For the subconformal case p < 3, since γ can be as large as p− 1, in terms of time decay, this spacetime
bound is stronger than (2) as p − 2 > 2p− 5. Our improvement on the asymptotic decay properties of
the solution heavily relies on this uniform spacetime bound.
To show the pointwise decay estimate of solution to (1), we start by obtaining a uniform weighted en-
ergy flux bound through the backward light cone N−(q) emanating from the point q = (t0, x0). Consider
the vector field
X = uγ+(∂t − ∂r) + vγ+(∂t + ∂r), v+ =
√
1 + (t+ |x|)2, u+ =
√
1 + u2.
The case when γ = 2 corresponds to the conformal Killing vector field while the case when 1 < γ < 2
has been widely used (see for examples [8], [15]). Applying this vector field as multiplier to the region
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bounded by the backward light cone N−(q), we obtain that∫
N−(q)
(
(1 +
x · (x− x0)
|x||x − x0| )v
γ
+ + u
γ
+
)|φ|p+1 ≤ CE0,γ0 [φ], γ < γ0
for which the above uniform spacetime bound plays the role that it controls the spacetime integral without
a definite sign (see details in Proposition 3.2). Once we have this uniform potential energy bound, we
apply the representation formula to demonstrate the pointwise decay for the solution. The nonlinear
term can be estimated by interpolation between the L∞ estimate of the solution and the above potential
energy bound. When p > 1+
√
17
2 is sufficiently large, it turns out that the coefficient of the L
∞ norm of
the solution is integrable from 0 to t0. Thus Gronwall’s inequality leads to the decay properties of the
solution. On the other hand when 2 < p ≤ 1+
√
17
2 (the lower bound for p comes from the fact that we
need γ > 1), we split the integral of the nonlinear term into the region close to the tip point q and the
region far away. The argument for the region close to q is the same as the case when p > 1+
√
17
2 due to
the fact that the coefficient is still integrable on a small interval. The integral on the region far away can
be bounded directly by using the above uniform potential energy bound, which however losses decay.
The above argument only works in the exterior region {t + 1 ≤ |x|}. Similar argument with minor
modifications also applies to the interior region {t+1 > |x|} after conformal transformation (for simplicity
we only consider the solution in the future t ≥ 0). Pick up the hyperboloid H passing through the 2-sphere
{t = 0, |x| = 1}. The region enclosed by H contains the interior region and is conformally equivalent to
the compact backward cone {t˜+ |x˜| ≤ 56}. The study of the asymptotic behavior of solution to (1) in the
interior region is then reduced to control the growth of solution to a class of semilinear wave equation on
this compact cone with initial data determined by the original solution on the hyperboloid H, which has
already been understood. The argument to control the solution on the compact region is similar to that
used for studying the solution in the exterior region.
The plan of the paper is as follows: In Section 2, we define some notations. In Section 3, we use
vector field method to derive a uniform weighted energy estimate for the solution through backward light
cones, based on which we obtain the pointwise decay estimate for the solution in the exterior region.
In addition, we show quantitative and necessary properties for the solution on the hyperboloid H, used
as initial data for the solution in the interior region. In section 4, we study a class of semilinear wave
equation on a compact backward cone. The approach is similar but this section is independent of others.
In the last section, we conduct the conformal transformation and apply the result of Section 4 to conclude
the pointwise decay estimate for the solution in the interior region.
2. Preliminaries and notations
We use the standard polar local coordinate system (t, r, ω) of Minkowski space as well as the null
coordinates u = t−r2 , v =
t+r
2 , in which ω is the coordinate of the unit sphere. Introduce a null frame{L,L, e1, e2} with
L = ∂v = ∂t + ∂r, L = ∂u = ∂t − ∂r
and {e1, e2} an orthonormal basis of the sphere with constant radius r. At any fixed point (t, x), we may
choose e1, e2 such that
∇eiL = r−1ei, ∇eiL = −r−1ei, ∇e1e2 = ∇e2e1 = 0, ∇eiei = −r−1∂r, (3)
where ∇ is the covariant derivative in Minkowski space. Defines the functions
u+ =
√
1 + u2, v+ =
√
1 + v2.
Through out this paper, the exterior region will be referred as {(t, x)|u = t−|x|2 ≤ −1, t ≥ 0} while the
interior region will be {(t, x)|u ≥ −1, t ≥ 0}. Let Hu be the outgoing null hypersurface {t−|x| = 2u, |x| ≥
2} and Hv be the incoming null hypersurface {t+ |x| = 2v, |x| ≥ 2}. In the exterior region, we may also
use the truncated ones Hv1u , Hu1v defined as follows
Hv1u = Hu ∩ {−u ≤ v ≤ v1}, Hu1v = Hv ∩ {−v ≤ u ≤ u1}
and the domain Du2u1 bounded by H−u2u1 , Hu1−u2 and the initial hypersurface for all u2 < u1 ≤ −1.
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Additional to the above null hypersurfaces, we will also use the hyperboloid
H :=
{
(t, x)|(t∗)2 − |x|2 = 2R∗t∗} , t∗ = t+ 3, R∗ = 5
6
, (4)
which splits into the future part H+ = H ∩ {t ≥ 0} and the past part H− = H ∩ {t < 0}. We may note
here that the interior region defined above lies inside this hyperboloid.
For any q = (t0, x0) ∈ R×R3 and r > 0, denote Bq(r) as the 3-dimensional ball at time t0 with radius
r centered at point q, that is,
Bq(r) = {(t, x)|t = t0, |x− x0| ≤ r}.
The boundary of Bq(r) is the 2-sphere Sq(r). On the initial hypersurface {t = 0}, we use Br2r1 to denote
the annulus {t = 0, r1 ≤ |x| ≤ r2}.
For any fixed point q = (t0, x0), let N−(q) be the past null cone of the point q (for simplicity we are
only concerned for the solution in the future {t ≥ 0}) and J −(q) to be the past of the point q, that
is, the region bounded by N−(q) and the initial hypersurface. Additional to the standard coordinates
(t, x) as well as the associated polar coordinates, let (t˜, x˜) be the new coordinates centered at the point
q = (t0, x0)
t˜ = t− t0, x˜ = x− x0, r˜ = |x˜|, ω˜ = x˜|x˜| , u˜ =
1
2
(t˜− r˜), v˜ = 1
2
(t˜+ r˜).
We also have the associated null frame {L˜, L˜, e˜1, e˜2} verifying the same relation (3). Under this new
coordinates, the past null cone N−(q) can be characterized by {v˜ = 0} ∩ {0 ≤ t ≤ t0}. Through out
this paper, the coordinates (t˜, x˜) are always referred to be the translated ones centered at the point
q = (t0, x0) unless it is clearly emphasized.
For simplicity, for integrals in this paper, we will omit the volume form unless it is specified. More
precisely we will use ∫
D
f,
∫
H
f,
∫
H
f,
∫
{t=constant}
f
to be short for ∫
D
fdxdt,
∫
H
f2r2dvdω,
∫
H
f2r2dudω,
∫
{t=constant}
fdx
respectively. Here ω are the standard coordinates of unit sphere.
Finally we make a convention through out this paper to avoid too many constants that A . B means
that there exists a constant C, depending possibly on p, γ0 the weighted energy E0,γ0 [φ] such that A ≤ CB.
3. A uniform weighted energy flux bound
In this section, we establish a uniform weighted energy flux bound on any backward light cone in terms
of the zeroth order initial energy, based on the spacetime bound for the solution derived in the author’s
companion paper [25], from which we recall the following:
Proposition 3.1. For all 2 < p ≤ 5 and 1 < γ0 < min{2, p − 1}, the solution φ of (1) is uniformly
bounded in the following sense ∫∫
R3+1
vγ0−ǫ−1+ |φ|p+1dxdt ≤ CE0,γ0 [φ] (5)
for some constant C relying only on p, ǫ and γ0.
Proof. See the main theorem in [25]. 
Using this spacetime bound, we establish the following uniform weighted energy flux bound.
Proposition 3.2. Let q = (t0, x0) be any point in R
3+1 with t0 ≥ 0. Then for solution φ of the nonlinear
wave equation (1) and for all 1 < γ < γ0 < min{2, p− 1}, we have the following uniform bound∫
N−(q)
(
(1 + τ)vγ+ + u
γ
+
)|φ|p+1 ≤ CE0,γ0 [φ] (6)
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for some constant C depending only on p, γ0 and γ and independent of the point q. Here τ = ω·ω˜, r0 = |x0|
and the tilde components are measured under the coordinates (t˜, x˜) centered at the point q = (t0, x0).
Proof. Define the energy momentum tensor for the scalar field φ
T [φ]µν = ∂µφ∂νφ− 1
2
mµν(∂
γφ∂γφ+
2
p+ 1
|φ|p+1),
where mµν is the flat Minkowski metric. For any vector field X and any function χ, define the current
JX,χµ [φ] = T [φ]µνX
ν − 1
2
∂µχ · |φ|2 + 1
2
χ∂µ|φ|2.
By using Stokes’ formula, we have the energy identity∫∫
∂D
iJX,χ[φ]dvol =
∫∫
D
T [φ]µνπXµν + χ∂µφ∂
µφ− 1
2
✷χ · |φ|2 + χφ✷φ +X(φ)(✷φ− |φ|pφ)dvol (7)
for any domain D in R3+1. Here πX = 12LXm is the deformation tensor of the metric m along the vector
field X and iZdvol is the contraction of the vector field with the volume form dvol.
For the weighted energy flux estimate (6), we choose the vector field X as follows:
X = vγ+L+ u
γ
+L.
Take the region D to be J−(q) which is bounded by the backward light cone N−(q) and the initial
hypersurface. For the above chosen vector field X , we can compute that
∇LX = γvγ−2+ vL, ∇LX = γuγ−2+ uL, ∇eiX = r−1(vγ+ − uγ+)ei.
Then the non-vanishing components of the deformation tensor πXµν are
πXLL = −γ
(
vγ−2+ v + u
γ−2
+ u
)
, πXeiei = r
−1(vγ+ − uγ+).
Therefore we can compute that
T [φ]µνπXµν = 2T [φ]
LLπXLL + T [φ]
eieiπXeiei
= −1
2
γ(vγ−2+ v + u
γ−2
+ u)(|∇/ φ|2 +
2
p+ 1
|φ|p+1) + r−1(vγ+ − uγ+)(|∇/ φ|2 − ∂µφ∂µφ−
2
p+ 1
|φ|p+1)
=
(
−1
2
γ(vγ−2+ v + u
γ−2
+ u) + r
−1(vγ+ − uγ+)
)
|∇/φ|2 − r−1(vγ+ − uγ+)∂µφ∂µφ
+
(
−1
2
γ(vγ−2+ v + u
γ−2
+ u)− r−1(vγ+ − uγ+)
)
2
p+ 1
|φ|p+1.
Now choose the function χ as follows:
χ = r−1(vγ+ − uγ+).
For such spherically symmetric function χ (with respect to the coordinates (t, x)), we can compute that
✷χ = −r−1LL(rχ) = −2r−1LL(vγ+ − uγ+) = 0, r > 0.
At r = 0 it grows at most rγ−3. Therefore we can write that
T [φ]µνπXµν + χ∂µφ∂
µφ− 1
2
✷χ · |φ|2 + χφ✷φ
=
(
χ− 1
2
γ(vγ−2+ v + u
γ−2
+ u)
)
|∇/ φ|2 +
(
p− 1
p+ 1
χ− (v
γ−2
+ v + u
γ−2
+ u)γ
p+ 1
)
|φ|p+1.
Denote f(s) = (1 + s2)
γ
2 . Then χ = f(v)−f(u)v−u . It can be checked directly that the derivative f
′(s) is
concave. In particular we conclude that
χ =
f(v)− f(u)
v − u ≥
1
2
(f ′(v) + f ′(u)) =
1
2
γ(vγ−2+ v + u
γ−2
+ u).
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Therefore the coefficient of |∇/ φ|2 is nonnegative. On the other hand, the coefficient of |φ|p+1 can be
trivially bounded by
|p− 1
p+ 1
χ− (v
γ−2
+ v + u
γ−2
+ u)γ
p+ 1
| ≤ Cvγ−1+
for some constant C depending only on p and γ. We remark here that this coefficient is also nonnegative
for the super-conformal case when p ≥ 3. We use Proposition 3.1 to control this potential term for the
sub-conformal case when the sign is indefinite.
We next compute the boundary integrals on the left hand side of the energy identity (7), which consists
of the integral on the initial hypersurface B(0,x0)(t0) and the integral on the backward light cone N−(q).
Let’s first compute the boundary integral on the initial hypersurface, under the coordinates system (t, x).
As the initial hypersurface B(0,x0)(t0) has the volume form dx, the contraction reads
iJX,χ[φ]dvol = T [φ]0LX
L + T [φ]L0X
L − 1
2
∂tχ|φ|2 + 1
2
χ∂t|φ|2
=
1
2
vγ+(|Lφ|2 + |∇/ φ|2 +
2
p+ 1
|φ|p+1)− 1
2
∂tχ · |φ|2 + 1
2
χ∂t|φ|2
+
1
2
uγ+(|Lφ|2 + |∇/ φ|2 +
2
p+ 1
|φ|p+1)
=
1
2
(uγ+ + v
γ
+)(|∇/ φ|2 +
2
p+ 1
|φ|p+1) + 1
2
vγ+r
−2|L(rφ)|2
+
1
2
uγ+r
−2|L(rφ)|2 − div(ωr−1|φ|2(uγ+ + vγ+)).
Here ω = x|x| can be viewed as a vector on R
3 and the divergence is taken over the initial hypersurface
B(0,x0)(t0). The integral of the divergence term and be computed by using integration by parts. Under
the coordinates x˜ = x− x0 on the initial hypersurface, we have∫
B(0,x0)(t0)
div(ωr−1|φ|2(uγ+ + vγ+))dx =
∫
B(0,x0)(t0)
div(ωr−1|φ|2(uγ+ + vγ+))dx˜
=
∫
S(0,x0)(t0)
r˜2ω˜ · ωr−1|φ|2(uγ+ + vγ+)dω˜.
In particular we derive that∫
B(0,x0)(t0)
iJX,χ[φ]dvol +
∫
S(0,x0)(t0)
r˜2ω˜ · ωr−1|φ|2(uγ+ + vγ+)dω˜
=
1
2
∫
B(0,x0)(t0)
vγ+r
−2|L(rφ)|2 + (uγ+ + vγ+)(|∇/ φ|2 +
2
p+ 1
|φ|p+1) + uγ+r−2|L(rφ)|2dx
≤ CE0,γ [φ]
(8)
for some constant C depending only on γ.
For the boundary integral on the backward light cone N−(q), we shift to the coordinates centered at
the point q = (t0, x0). Recall the volume form
dvol = dxdt = dx˜dt˜ = 2r˜2dv˜du˜dω˜.
Since the backward light cone N−(q) can be characterized by {v˜ = 0} under these new coordinates (t˜, x˜),
we therefore have
−iJX,χ[φ]dvol = JX,χL˜ [φ]r˜
2du˜dω˜ = (T [φ]L˜νX
ν − 1
2
(L˜χ)|φ|2 + 1
2
χ · L˜|φ|2)r˜2du˜dω˜.
For the main quadratic terms, we first can compute that
T [φ]L˜νX
ν = T [φ]L˜L˜X
L˜ + T [φ]L˜L˜X
L˜ + T [φ]L˜e˜iX
e˜i .
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Since the vector field X is given under the coordinates (t, x), we need to write it under the new null frame
{L˜, L˜, e˜1, e˜2} centered at the point q. Note that
∂r = ω · ∇ = ω · ∇˜ = ω · ω˜∂r˜ + ω · (∇˜ − ω˜∂r˜).
Here ω = x|x| , ∇ = (∂x1 , ∂x2 , ∂x3). Thus we can write that
X = (vγ+ + u
γ
+)∂t + (v
γ
+ − uγ+)∂r
= (vγ+ + u
γ
+)∂t˜ + (v
γ
+ − uγ+)(ω · ω˜∂r˜ + ω · ∇˜/ )
=
1
2
(
uγ+ + v
γ
+ + (v
γ
+ − uγ+)ω · ω˜
)
L˜+
1
2
(
uγ+ + v
γ
+ − (vγ+ − uγ+)ω · ω˜
)
L˜+ (vγ+ − uγ+)ω · ∇˜/ .
Here ∇˜/ = ∇˜ − ∂r˜. Thus we can compute the quadratic terms
T [φ]L˜νX
ν =
(
(1− τ)vγ+ + (1 + τ)uγ+
) |L˜φ|2 + ((1 + τ)vγ+ + (1− τ)uγ+) (|∇˜/φ|2 + 2p+ 1 |φ|p+1)
+ 2(vγ+ − uγ+)(L˜φ)(ω · ∇˜/ )φ.
Here recall that τ = ω · ω˜. It turns out that these terms are nonnegative but we need to estimate them
together with the lower order terms arising from the function χ. We compute that
L˜(r) = −∂r˜(r) = −ω˜i∂i(r) = −ω˜ · ω = −τ,
∇˜/ (r) = (∇˜ − ω˜∂r˜)(r) = ω − ω˜τ.
Therefore we can write
− 1
2
r2(L˜χ)|φ|2 + 1
2
r2χL˜|φ|2 = (rχ)(L˜(rφ) + τφ)φ − 1
2
(rL˜(rχ) + τrχ)|φ|2,
r2|L˜φ|2 = |L˜(rφ) − L˜(r)φ|2 = |L˜(rφ)|2 + τ2|φ|2 + 2L˜(rφ)τφ,
r2|∇˜/φ|2 = |∇˜/ (rφ)|2 + (1− τ2)|φ|2 − 2(ω − ω˜τ) · ∇˜/ (rφ)φ,
r2(L˜φ)(ω · ∇˜/ )φ = L˜(rφ)(ω · ∇˜/ )(rφ) − τ(1 − τ2)|φ|2 + φτ(ω · ∇˜/ )(rφ) − (1− τ2)L˜(rφ)φ.
Notice that
ω · ∇˜/ = ω · (ω˜ × ∇˜) = ω × ω˜ · ∇˜/ .
Since v+ ≥ u+, we therefore can show that the quadratic terms are nonnegative(
(1− τ)vγ+ + (1 + τ)uγ+
) |L˜(rφ)|2 + ((1 + τ)vγ+ + (1 − τ)uγ+) |∇˜/ (rφ)|2 + 2(vγ+ − uγ+)L˜(rφ)(ω · ∇˜/ )(rφ)
≥ 2
√
(vγ+ + u
γ
+)
2 − τ2(vγ+ − uγ+)2|∇˜/ (rφ)||L˜(rφ)| − 2(vγ+ − uγ+)
√
1− τ2|L˜(rφ)||∇˜/ (rφ)|
≥ 0.
For the other lower order terms, we compute that(
(1− τ)vγ+ + (1 + τ)uγ+
)
(τ2|φ|2 + 2L˜(rφ)τφ) + (rχ)(L˜(rφ) + τφ)φ − 1
2
(rL˜(rχ) + τrχ)|φ|2
+
(
(1 + τ)vγ+ + (1− τ)uγ+
) (
(1 − τ2)|φ|2 − 2(ω − ω˜τ)∇˜/ (rφ)φ)
+ (vγ+ − uγ+)
(− 2τ(1− τ2)|φ|2 + 2τφ(ω · ∇˜/ )(rφ) − 2φ(1− τ2)L˜(rφ))
= (−1
2
rL˜(rχ) + vγ+ + u
γ
+)|φ|2 + 2(vγ+ + uγ+)(τL˜ − ω · ∇˜/ )(rφ)φ
= −r2r˜−1Ω˜ij(r−3(vγ+ + uγ+)ωjω˜i|rφ|2) + r˜−2r2L˜(r−1τ r˜2(vγ+ + uγ+)|φ|2)
+ (−1
2
rL˜(rχ) + vγ+ + u
γ
+)|φ|2 − r˜−2r2L˜(r−3τ r˜2(vγ+ + uγ+))|rφ|2 + r2r˜−1Ω˜ij(r−3(vγ+ + uγ+)ωjω˜i)|rφ|2.
We can compute that
r˜−1Ω˜ij(r−3ωjω˜i) = −2r−4(1 − 2τ2)− 2τ r˜−1r−3,
r˜−2r4L˜(r−3 r˜2τ) = 4τ2 − 1− 2rr˜−1τ.
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Thus the coefficients of |φ|2 in the last line in the previous equation verify
(−1
2
rL˜(rχ) + vγ+ + u
γ
+)− r˜−2r4L˜(r−3τ r˜2(vγ+ + uγ+)) + r4r˜−1Ω˜ij(r−3(vγ+ + uγ+)ωjω˜i)
= −r(∂t − ω˜ · ∇)(vγ+ − uγ+)− rτ(∂t − ω˜ · ∇)(uγ+ + vγ+) + r(∂r − τω˜ · ∇)(uγ+ + vγ+)
+ (uγ+ + v
γ
+)
(
1− (4τ2 − 1− 2rr˜−1τ)− 2(1− 2τ2) + 2τ r˜−1r)
= r(∂t + ∂r)u
γ
+ + r(∂r − ∂t)vγ+ − τr(∂t + ∂r)uγ+ − τr(∂t − ∂r)vγ+ = 0.
The above computations imply that the lower order terms can be written as a divergence form and hence
can be estimated by using integration by parts:∫
N−(q)
(− r2r˜−1Ω˜ij(r−3(vγ+ + uγ+)ωjω˜i|rφ|2) + r˜−2r2L˜(r−1τ r˜2(vγ+ + uγ+)|φ|2))r−2r˜2du˜dω˜
=
∫
S(0,x0)(t0)
r−1τ r˜2(uγ+ + v
γ
+)|φ|2dω˜.
This term is an integral on the sphere on the initial hypersurface and cancels the one arising from the
boundary integral on B(0,x0)(t0). Keeping the potential part and discarding the quadratic terms which
are nonnegative, we in therefore derive that
2
p+ 1
∫
N−(q)
((1 + τ)vγ+ + (1− τ)uγ+)|φ|p+1r˜2du˜dω˜
≤ −
∫
N−(q)
iJX,χ[φ]dvol +
∫
S(0,x0)(t0)
r−1τ r˜2(uγ+ + v
γ
+)|φ|2dω˜.
Combining this estimate with (8) and by using the uniform spacetime bound of Proposition 3.1, we then
derive that
2
p+ 1
∫
N−(q)
((1 + τ)vγ+ + (1− τ)uγ+)|φ|p+1 ≤
∫∫
J−(q)
∣∣∣∣∣p− 1p+ 1χ− (v
γ−2
+ v + u
γ−2
+ u)γ
p+ 1
∣∣∣∣∣ |φ|p+1
+
∫
∂J−(q)
iJX,χ[φ]dvol
≤ CE0,γ+ǫ[φ]
for some constant C depending only on γ, p and 0 < ǫ < p − 1 − γ. The proposition then follows by
letting 0 < ǫ < γ0 − γ. 
4. The pointwise decay of the solution in the exterior region
In this section, we make use of the weighted energy flux bound derived in the previous section to
investigate the asymptotic behaviour of the solution in the exterior region {t+ 2 ≤ |x|}.
We need the following integration lemma.
Lemma 4.1. Assume 1 < γ < 2 and α, β nonnegative such that β + αγ > 2. Fix q = (t0, x0) in the
exterior region. For the 2-sphere S(t0−r˜,x0)(r˜) on the backward light cone N−(q), we have∫
S(t0−r˜,x0)(r˜)
((1 + τ)rγ + (r0 − t0)γ)−αr−βdω˜
≤ C(r0 − r˜)2−β−γ+ǫr−20
(
(r0 − r˜)(1−α)γ + (r0 − t0)(1−α)γ
) (9)
for some constant C depending only on ǫ, γ, α and β. Here τ = ω · ω˜, r0 = |x0| and 0 ≤ r˜ ≤ t0 < r0.
And the small positive constant ǫ only appears for the case when α = 1.
Proof. Denote s = −ω0 · ω˜ with ω0 = r−10 x0. Note that
r2 = |x0 + x˜|2 = r˜2 + r20 + 2r0r˜ω0 · ω˜ = (r˜ − r0s)2 + (1 − s2)r20 ,
(1 + τ)r = r + rω · ω˜ = r + (x˜+ x0) · ω˜ = r + r˜ − r0s.
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We can write the integral as∫
S(t0−r˜,x0)(r˜)
((1 + τ)rγ + (r0 − t0)γ)−αr−βdω˜ = 2π
∫ 1
−1
r−β(rγ−1(r + r˜ − r0s) + (r0 − t0)γ)−αds.
Without loss of generality, we may assume that t0 ≥ 910r0. Otherwise it trivially has∫
S(t0−r˜,x0)(r˜)
((1 + τ)rγ + (r0 − t0)γ)−αr−βdω˜ ≤ 4π10β+αγr−β−αγ0
since r ≥ r0 − t0 ≥ 110r0.
For the integral on s ≤ 0, we trivially bound that
r ≥ r0, r + r˜ − r0s ≥ r + r˜ ≥ r0.
Thus ∫ 0
−1
r−β(rγ−1(r + r˜ − r0s) + (r0 − t0)γ)−αds ≤ r−β−αγ0 .
Define s0 = 1− (1− r˜r−10 )2. On the interval [0, s0], note that√
1− s r0 ≥ r0 − r˜.
Therefore, we can show that
r˜ − r0s ≤ r0(1− s) ≤ r0
√
1− s, r0s− r˜ ≤ r0 − r˜ ≤ r0
√
1− s
as r˜ ≤ t0 < r0. This in particular implies that
√
1− s r0 ≤ r ≤
√
2(1− s) r0,
√
(r˜ − r0s)2 + (1− s2)r20 + r˜ − r0s ≥
1
3
√
1− sr0.
Here the second inequality follows from the inequality√
a2 + b2 + b ≥ (√2− 1)|a|, ∀|b| ≤ |a|
together with the bound |r˜ − r0s| ≤
√
1− sr0 ≤
√
1− s2r0.
Therefore on the interval [0, s0], we can estimate that∫ s0
0
r−β(rγ−1(r + r˜ − r0s) + (r0 − t0)γ)−βds ≤ 3α
∫ s0
0
(
√
1− sr0)−β−αγds
≤ 2× 3
α
β + αγ − 2r
−2
0 (r0 − r˜)2−β−αγ .
Here we used the assumption β + αγ > 2.
Finally on the interval [s0, 1], notice that
2r ≥ r0s− r˜ +
√
1− sr0 = r0 − r˜ + (
√
1− s− (1− s))r0 ≥ r0 − r˜.
Moreover
r + r˜ − r0s = (1 − s
2)r20
r + r0s− r˜ ≥
(1 − s)r20
4(r0 − r˜) .
Therefore we can estimate that∫ 1
s0
r−β(rγ−1(r + r˜ − r0s) + (r0 − t0)γ)−αds
≤ 2β
∫ 1
s0
(
(r0 − t0)γ + 2γ−3(r0 − r˜)γ−2(1− s)r20
)−α
(r0 − r˜)−βds
= 2β+3−γ(α− 1)−1(r0 − r˜)2−β−γr−20
(
(r0 − t0)(1−α)γ − ((r0 − t0)γ + 2γ−3(r0 − r˜)γ)1−α
)
≤ Cǫ(r0 − r˜)2−β−γ+ǫr−20
(
(r0 − r˜)(1−α)γ + (r0 − t0)(1−α)γ
)
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for some constant Cǫ depending only on ǫ, α, β and γ. The loss of ǫ comes from the case when α = 1.
Since
r−αγ−β0 ≤ (r0 − r˜)2−β−γ+ǫr−20
(
(r0 − r˜)(1−α)γ + (r0 − t0)(1−α)γ
)
due to the assumption β + αγ > 2, we thus conclude the Lemma. 
We are now ready to prove the following decay estimates for the solution in the exterior region.
Proposition 4.1. In the exterior region {2 + t ≤ |x|}, the solution φ to the equation (1) satisfies the
following L∞ decay estimates:
• when p and γ0 verify the relation
1 +
√
17
2
< p < 5, max{ 4
p− 1 − 1, 1} < γ0 < min{p− 1, 2},
then
|φ(t0, x0)| ≤ C(1 + t0 + |x0|)−1(1 + |x0| − t0)−
γ0−1
2
√
E1,γ0 [φ]; (10)
• when 2 < p ≤ 1+
√
17
2 and 1 < γ0 < p− 1, then
|φ(t0, x0)| ≤ C|x0|−
3+(p−2)2
(p+1)(5−p)
γ0(|x0| − t0)−
(p−1)γ0
p+1
√
E1,γ0 [φ] (11)
for some constant C depending on γ0, p and the zeroth order weighted energy E0,γ0 [φ].
Proof. The proof for this decay estimate relies on the representation formula for linear wave equations.
The nonlinearity will be controlled by using the weighted energy estimates in Proposition 3.2. Note that
for q = (t0, x0) in the exterior region, we have
4πφ(t0, x0) =
∫
ω˜
t0φ1(x0 + t0ω˜)dω˜ + ∂t0
( ∫
ω˜
t0φ0(x0 + t0ω˜)dω˜
)− ∫
N−(q)
|φ|p−1φ r˜dr˜dω˜. (12)
For the linear evolution part, one can use the standard vector field method to show that
|
∫
ω˜
t0φ1(x0 + t0ω˜)dω˜ + ∂t0
( ∫
ω˜
t0φ0(x0 + t0ω˜)dω˜
)| . r−10 (r0 − t0)− γ0−12 √E1,γ0 [φ]
for γ0 > 1 and r0 = |x0| ≥ t0 + 2.
For the case when 1+
√
17
2 < p < 5, by using the weighted energy estimate (6) and the bound (9) with
α = p−12 , β =
p+1
2 , we can estimate that
|
∫
N−(q)
✷φ r˜dr˜dω˜|
≤
(∫
N−(q)
((1 + τ)rγ0 + (r0 − t0)γ0)|φ|p+1 r˜2dr˜dω˜
) p−1
p+1
·
(∫
N−(q)
((1 + τ)rγ0 + (r0 − t0)γ0)−
p−1
2 |φ| p+12 r˜ 3−p2 dr˜dω˜
) 2
p+1
.
(∫ t0
0
(sup
x
|rφ| p+12 )(r0 − r˜)
3−p
2 −γ0+ǫr−20
(
(r0 − r˜)
3−p
2 γ0 + (r0 − t0)
3−p
2 γ0
)
r˜
3−p
2 dr˜
) 2
p+1
.
When p ≥ 3, we estimate that
(r0 − r˜)
3−p
2 −γ0+ǫr
p−3
2
0
(
(r0 − r˜)
3−p
2 γ0 + (r0 − t0)
3−p
2 γ0
)
≤ (2 + t0 − r˜)
3−p
2 −γ0+ǫ(2 + t0)
p−3
2 .
When p < 3, we can choose ǫ sufficiently small such that
3− p
2
− γ0 + ǫ+ 3− p
2
γ0 ≤ 0
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due to the assumption (p− 1)(γ0 + 1) > 4 for this case. Thus we can bound that
(r0 − r˜)
3−p
2 −γ0+ǫr
p−3
2
0
(
(r0 − r˜)
3−p
2 γ0 + (r0 − t0)
3−p
2 γ0
)
≤ (2 + t0 − r˜)
3−p
2 +
1−p
2 γ0+ǫ(2 + t0)
p−3
2 .
We therefore derive that
|φ(t0, x0)| .
√
E1,γ0 [φ](B∞2 )r−10 (r0 − t0)
1−γ0
2
+
(
r
− p+12
0
∫ t0
0
(sup
x
|rφ| p+12 )(2 + t0 − r˜)
3−p
2 −γ0+ǫ+
γ0
2 max{0,3−p}(2 + t0)
p−3
2 r˜
3−p
2 dr˜
) 2
p+1
.
Now define the function
M(t0) = sup
|x|≥t0+2
|u
γ0−1
2
+ rφ|
p+1
2
and
f(t0, r˜) = (2 + t0 − r˜)
3−p
2 −γ0+ǫ+
γ0
2 max{0,3−p}(2 + t0)
p−3
2 r˜
3−p
2 .
Here u+ = 1+
1
2 |t− r|. Since on the cone N−(q), u+ ≥ 12 (r0 − t0), then the previous inequality leads to
M(t0) . (E1,γ0 [φ])
p+1
4 +
∫ t0
0
M(t0 − r˜)f(t0, r˜)dr˜.
When p ≥ 3, by the assumption on p and γ0 of the main Theorem 1.1, we in particular have γ0 > 1.
Choose ǫ sufficiently small such that 0 < ǫ < γ0 − 1. Then since 3 ≤ p < 5, we can bound that∫ t0
0
f(t0, r˜)dr˜ =
∫ t0
0
(2 + t0 − r˜)
3−p
2 −γ0+ǫ(2 + t0)
p−3
2 r˜
3−p
2 dr˜
.
∫ 1
2 t0
0
(2 + t0)
−γ0+ǫr˜
3−p
2 dr˜ +
∫ t0
1
2 t0
(2 + t0 − r˜)
3−p
2 −γ0+ǫdr˜
. (2 + t0)
−γ0+ǫt
5−p
2
0 + 2
5−p
2 −γ0+ǫ + (2 + t0)
5−p
2 −γ0+ǫ
. 1
as 5−p2 +ǫ < γ0. The implicit constant relies only on p, γ0 and ǫ. For the case when p < 3, the assumption
implies that (γ0 + 1)(p− 1) > 4. Let ǫ > 0 verify the relation
5− p
2
− (p− 1)γ0
2
+ ǫ < 0.
Then ∫ t0
0
f(t0, r˜)dr˜ =
∫ t0
0
(2 + t0 − r˜)
3−p
2 −γ0+
(3−p)γ0
2 +ǫ(2 + t0)
p−3
2 r˜
3−p
2 dr˜
.
∫ 1
2 t0
0
(2 + t0)
− γ0(p−1)2 +ǫr˜
3−p
2 dr˜ +
∫ t0
1
2 t0
(2 + t0 − r˜)
3−p
2 − p−12 γ0+ǫdr˜
. (2 + t0)
− p−12 γ0+ǫt
5−p
2
0 + 2
5−p
2 − p−12 γ0+ǫ + (2 + t0)
5−p
2 − p−12 γ0+ǫ
. 1.
In any case the function f(t0, r˜) is integrable on the interval [0, t0], which is independent of t0. Thus by
using Gronwall’s inequality, we conclude that
M(t0) . (E1,γ0 [φ])
p+1
4 .
The decay estimate for φ then follows from the definition of M(t0) for the case when p > 1+
√
17
2 .
For the smaller power p, we instead have weaker decay estimates for the solution. Since in this case
we assumed 1 < γ0 < p− 1 ≤
√
17−1
2 , in particular we have
pγ0 > 2, (p− 1)(γ0 + 1) > 2, (p− 1)γ0
5− p <
(p− 1)2
5− p < 1.
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To estimate the nonlinear term, we split the integral on the backward light cone N−(q) into two parts:
the first part is restricted to time interval [ 12 t
(p−1)γ0
5−p
0 , t0], on which we use the same argument as above
and the second part can be directly estimated by the weighted energy flux. More precisely we have
|
∫
N−(q)∩{r˜≥ 12 t
p−1
5−p
γ0
0 }
✷φ r˜dr˜dω˜|
.
(∫
N−(q)
((1 + τ)rγ0 + (r0 − t0)γ0)|φ|p+1 r˜2dr˜dω˜
) p
p+1
·
(∫
N−(q)∩{r˜≥ 12 t
p−1
5−p
γ0
0 }
((1 + τ)rγ0 + (r0 − t0)γ0)−pr˜1−pdr˜dω˜
) 1
p+1
.
(∫ t0
1
2 t
p−1
5−p
γ0
0
(r0 − r˜)2−γ0r−20 (r0 − t0)(1−p)γ0 r˜1−pdr˜
) 1
p+1
. r
− 3+(p−2)2(p+1)(5−p) γ0
0 (r0 − t0)
(1−p)γ0
p+1 .
Here we used estimate (9) without loss of ǫ as p < 3 (see the proof for Lemma 4.1). Thus we derive that
|
∫
N−(q)
✷φ r˜dr˜dω˜| .r−
3+(p−2)2
(p+1)(5−p)
γ0
0 (r0 − t0)
(1−p)γ0
p+1
+

∫ 12 t
(p−1)γ0
5−p
0
0
(sup
x
|rφ| p+12 )(r0 − r˜)1−
(p−1)(γ0+1)
2 r−20 r˜
3−p
2 dr˜


2
p+1
.
Again here we do not loss the ǫ decay of the bound (9) as p ≤ 1+
√
17
2 < 3. Since r˜ ≤ 12 t
(p−1)γ0
5−p
0 ≤ 12 t0, we
in particular have that r0 . r, r0 . r0 − r˜. Define
M1(t) = sup
|x|≥t+2
(|φ(t, x)||x| 3+(p−2)
2
(p+1)(5−p)
γ0(|x| − t) (p−1)γ0p+1 ) p+12 .
We then derive that
M1(t0) . 1 +
∫ 1
2 t
(p−1)γ0
5−p
0
0
M1(t0 − r˜)r
p+1
2 +1−
(p−1)(γ0+1)
2 −2
0 r˜
3−p
2 dr˜
. 1 +
∫ 1
2 t
(p−1)γ0
5−p
0
0
M1(t0 − r˜)t−
(p−1)γ0
2
0 r˜
3−p
2 dr˜.
Here we note that
3 + (p− 2)2
(p+ 1)(5− p)γ0 ≤ 1,
3 + (p− 2)2
(p+ 1)(5− p)γ0 +
(p− 1)γ0
p+ 1
≤ γ0 + 1
2
.
By using Gronwall’s inequality, we conclude that
M1(t0) . 1.
The pointwise decay estimate for φ for the case when 2 < p ≤ 1+
√
17
2 then follows. 
In order to study the asymptotic behaviour of the solution in the interior region {t+ 2 ≥ |x|}, we use
the method of conformal compactification, which requires to understand the solution on the hyperboloid
H defined in the Section 2.
Proposition 4.2. Assume that p and γ0 verifies the relation
2 < p < 5, 1 < γ0 < min{2, p− 1}.
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Then we have the following weighted energy flux bound through the future part of the hyperboloid
E[φ](H) +
∫
H+
rγ0 |L(rφ)|2 + |Lφ|2 + r2|Lφ|2 + |∇/ (rφ)|2 + 2r
2
p+ 1
|φ|p+1dtdω ≤ CE0,γ0 [φ] (13)
for some universal constant C.
In addition, for the large p case
1 +
√
17
2
< p < 5, max{ 4
p− 1 − 1, 1} < γ0 < min{p− 1, 2},
we also have the energy bound for the first order derivatives
E[Zφ](H) +
∫
H+
rγ0 |LZ(rφ)|2 + |LZφ|2 + r2|LZφ|2 + |∇/Z(rφ)|2dtdω ≤ CE1,γ0 [φ]p−1 (14)
for all Z ∈ Γ = {∂µ,Ωµν = xµ∂ν − xν∂µ} and some constant C depending on E0,γ0 [φ], p and γ0. Here
the hyperboloid H is parameterized by (t, ω) and E[φ](H) denotes the energy flux of φ through H.
Proof. The proof goes in the same manner by applying the energy identity (7) to the same vector fields
X , Y and function χ in the proof of the main theorem in the author’s companion paper [25] but for the
domain D being the subregion of the exterior region bounded by H+, the initial hypersurface and the
incoming null hypersurface Hv0 . The bulk integral and the boundary integral on the initial hypersurface
as well as the incoming null hypersurface Hv0 could be found in section 4 in [25]. It remains to compute
the boundary integral on the hyperboloid H+.
Define the functions
τ1 =
1
2
√
(t∗ −R∗)2 + r2, τ0 = t
∗ −R∗
r
=
√
1 + r−2(R∗)2.
Here recall thatR∗ = 56 , t
∗ = t+ 3. In particular we have
dτ1 =
1
2
τ−11 ((t
∗ −R∗)dt+ rdr), ∂τ1 =
τ1
t∗ −R∗∂t +
τ1
r
∂r.
Then the hyperboloid H+ can be parameterized by (τ1, ω) or (t, ω). We therefore can compute that
−2
∫
H+∩{v≤v0}
iJX,Y,χ[φ]dvol = 2
∫
H+∩{v≤v0}
(JX,Y,χ[φ])u(dt+ dr)r2dω + (JX,Y,χ[φ])v(dr − dt)r2dω
=
∫
H+∩{v≤v0}
(1 + τ0)r
γ0 |L(rφ)|2dtdω −
∫
H+∩{v≤v0}
∂τ (r
γ1+1|φ|2)dτdω
+
∫
H+∩{v≤v0}
(τ0 − 1)rγ0(|∇/ (rφ)| + 2r
2
p+ 1
|φ|p+1) dtdω.
Here for the particular choice of X = rγ0L, Y = 12γ0r
γ0−2|φ|2L and χ = rγ0−1, we can compute that
−2r2(JX,Y,χ[φ])u = rγ0 |L(rφ)|2 − 1
2
L(rγ0+1|φ|2),
2r2(JX,Y,χ[φ])v = −rγ0(|∇(rφ)|2 + 2r
2
p+ 1
|φ|p+1)− 1
2
L(rγ0+1|φ|2).
By using integration by parts, we have the identity
−
∫
H+∩{v≤v0}
∂τ (r
γ1+1|φ|2)dτdω +
∫
B∞2 ∩{v≤v0}
∂r(r
γ0+1|φ|2)r−2dx+
∫
Hv0
L(rγ0+1|φ|2)dudω = 0.
We therefore conclude from the energy identity (7) that∫
H+
rγ0 |L(rφ)|2dtdω ≤
∫
B∞2
rγ0(r−2|L(rφ)|2 + |∇/ φ|2 + 2
p+ 1
|φ|p+1)dx ≤ CE0,γ0 [φ]
for some universal constant C. For more details, we refer the interested reader to [25].
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Now to prove the estimate (13), we conduct the classical energy estimate derived by using the vector
field ∂t as multiplier. It suffices to compute the energy flux through the hyperboloid H for solution φ of
(1). For this we compute that
E[φ](H) = −2
∫
H
iJ∂t,0,0[φ]dvol
= −2
∫
H
(J∂t,0,0[φ])0r2drdω − (J∂t,0,0[φ])rr2dtdω
=
∫
H
(τ0(|∂φ|2 + 2
p+ 1
|φ|p+1) + 2∂tφ∂rφ) r2dtdω
=
∫
H
(τ0(|∇/ φ|2 + 2
p+ 1
|φ|p+1) + τ0 − 1
2
|Lφ|2 + 1 + τ0
2
|Lφ|2) r2dtdω.
Since 1 ≤ τ0 ≤ 2 on H+ and τ0 − 1 = (R∗)2(1 + τ0)−1r−2, the energy conservation then leads∫
H+
(|Lφ|2 + |∇/ φ|2 + 2
p+ 1
|φ|p+1 + r−2|Lφ|2)r2dtdω ≤ CE0,0[φ]
for some universal constant C. This together with the above weighted energy bound for |L(rφ)| implies
the inequality (13).
As for the energy estimate (14) for the derivatives, consider the equation for Zφ
✷Zφ = Z(|φ|pφ)
with nonlinearity Z(|φ|pφ). The associated energy momentum tensor for Zφ is
T [Zφ]µν = ∂µZφ∂νZφ− 1
2
mµν∂
γZφ∂γZφ.
The energy identity (7) still holds but without the potential part |φ|pφ. The above computations for φ
then lead to ∫
H+
rγ0 |LZ(rφ)|2 + |LZkφ|2 + r2|LZkφ|2 + |∇/Zk(rφ)|2dtdω
. E1,γ0 [φ] +
∫∫
D
|X(Zφ) + χZφ✷Zφ|+ |✷Zφ||∂tZφ|dxdt
. E1,γ0 [φ] +
∫∫
D
(rγ0−1|L(rZφ)|+ |∂tZφ|)|Zφ||φ|p−1dxdt.
(15)
Here recall that the region D is bounded by the hyperboloid H+ and the initial hypersurface and by our
convention, the implicit constant relies only on E0,γ0 [φ], γ0 and p.
To bound the bulk integral on the right hand side of the above inequality, we instead apply the above
r-weighted energy estimate and the classical energy estimate to the domain Du2u1 bounded by the outgoing
null hypersurface Hu1 , the incoming null hypersurface H−u2 and the initial hypersurface. The r-weighted
energy estimate with the same choice of the vector fields X , Y and the function χ shows that∫
Hu1
rγ0 |L(rZφ)|2dvdω . E1,γ0 [φ] +
∫∫
Du2u1
rγ0−1|L(rZφ)||Zφ||φ|p−1dxdt
. E1,γ0 [φ] +
∫∫
Du2u1
rγ0−2|L(rZφ)|2u−1−ǫ+ + u1+ǫ+ rγ0 |Zφ|2|φ|2p−2dxdt.
The integral of the first term on the right hand side can be absorbed by using Gronwall’s inequality. For
the integral of the nonlinearity, we rely on the pointwise decay estimate of φ obtained in Proposition 4.1
as well as the energy estimate for φ in Proposition 3.2. First we note that in the exterior region
|Zφ|2 . |L(rφ)|2 + u2+|Lφ|2 + r2|∇/φ|2 + |φ|2, ∀t+ 2 ≤ |x|.
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The integral of |L(rφ)|2 + r2|∇/ φ|2 can be bounded by using the weighted energy estimate (6). For |Lφ|2,
recall the energy estimate for φ∫
Hu1
−u2
|Lφ|2 . (u1)−γ0+ E0,γ0 [φ], ∀u2 < u1 ≤ −1.
To bound the integral of |φ|2, we rely on the r-weighted energy estimate for φ through the outgoing null
hypersurface Hu∫
Hu
r−1−ǫ|φ|2 .
∫
ω
|rφ(−u, u, ω)|2dω + u1−γ0+
∫
Hu
rγ0 |L(rφ)|2dvdω . u1−γ0+ E0,γ0 [φ], ∀u ≤ −1.
By our assumption on p, γ0, we in particular have the lower bound for p and choose ǫ such that
p >
1 +
√
17
2
>
5
2
, (γ0 + 1)(p− 1) > 4 + 3ǫ.
Therefore we can show that∫∫
Du2u1
u1+ǫ+ r
γ0 |Zφ|2|φ|2p−2dxdt
. E1,γ0 [φ]p−1
∫∫
Du2u1
u
1+ǫ−(γ0−1)(p−1)
+ r
γ0−2p+2(|L(rφ)|2 + u2+|Lφ|2 + r2|∇/φ|2 + |φ|2)
. E1,γ0 [φ]p−1
∫∫
Du2u1
uγ0−2−ǫ+ r
−1−ǫ(u2+|Lφ|2 + |φ|2) + rγ0−3(|L(rφ)|2 + r2|∇/φ|2)
. E1,γ0 [φ]p−1E0,γ0 [φ].
This in particular implies that∫
Hu1
rγ0 |L(rZφ)|2dvdω +
∫∫
Du2u1
rγ0−1|L(rZφ)||Zφ||φ|p−1dxdt . E1,γ0 [φ]p−1.
Here without loss of generality we may assume that E1,γ0 [φ] ≥ 1. Based on these computations and by
using energy estimate for Zφ, we further can show that∫
Hu2u1
|LZφ|2 +
∫
Hu1
−u2
|LZφ|2 . E1,0[φ] +
∫∫
Du2u1
|∂tZφ||Zφ||φ|p−1dxdt
. (u1)
−γ0
+ E1,γ0 [φ] +
∫∫
Du2u1
r−1−ǫ+ |∂tZφ|2 + r1+ǫ|Zφ|2|φ|2p−2dxdt.
The integral of the first term can be absorbed by using Gronwall’s inequality while the second term has
been estimated above by choosing ǫ such that 1 + ǫ < γ0. We hence conclude that∫∫
Du2u1
|∂tZφ||Zφ||φ|p−1 . (u1)−γ0+ E1,γ0 [φ] + (u1)−γ0+ E1,γ0 [φ]p−1 . (u1)−γ0+ E1,γ0 [φ]p−1.
The weighted energy estimate (14) then follows in view of (15). 
The above proposition will play the role that the solution in the interior region has uniform bounded
energy flux. The method for proving the decay estimates is similar to the above argument for deriving the
decay estimates for the solution in the exterior region after conformal transformation. The nonlinearity
will be controlled by the weighted energy flux through backward light cone. To use Gronwall’s inequality,
one needs first bound the linear evolution with prescribed data, for which, in the interior region, will be
the data on the hyperboloid H. For large p when the solution decays sufficiently fast, one can use the
standard energy estimates to control the linear evolution, which however, fails for the smaller p case. We
instead rely on the representation formula together with the uniform weighted energy flux bound through
backward light cones.
Define the region inclosed by the hyperboloid H
D :=
{
(t, x)|(t∗)2 − |x|2 ≥ (R∗)−1t∗} , D+ = D ∩ {t ≥ 0}, R∗ = 5
6
, t∗ = t+ 3.
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Let φlinH be the linear evolution in D, that is,
✷φlinH = |φ|p−1φ(1− 1D+), φlinH (0, x) = φ0, ∂tφlinH (0, x) = φ1,
where 1D+ stands for the characteristic function of the set D
+. We see that φlinH coincides with φ in the
region (R3/D) ∩ {t ≥ 0}.
We have the following estimate for φlinH inside D.
Proposition 4.3. Let p and γ0 verify the same assumptions as in Proposition 4.1. Then inside the
hyperboloid D, for large p > 1+
√
17
2 , we have
|φlinH (t0, x0)| ≤ C(2 + t0 + |x0|)−1(2 + ||x0| − t0|)−
γ0−1
2 E1,γ0 [φ]
p−1
2 , (16)
while for the case 2 < p ≤ 1+
√
17
2 and 1 < γ0 < p− 1, we have
|φlinH (t0, x0)| ≤ C(2 + t0 + |x0|)−
3+(p−2)2
(p+1)(5−p) γ0(1 + ||x0| − t0|)−
γ0
p+1
√
E1,γ0 [φ] (17)
for some constant C depending on γ0, p and the zeroth order weighted energy E0,γ0 [φ].
Proof. The larger p case of estimate (16) follows directly by using the standard energy method, in view
of the weighted energy bounds (13), (14) from the previous Proposition for the initial data for φlinH on H.
Details for this decay estimate for linear waves could be found, for example, in [24].
For the small 2 < p ≤ 1+
√
17
2 case, which requires that γ0 < p − 1, the above energy method fails.
Denote
u0 = 1 + |t0 − |x0||, v0 = 2 + t0 + |x0|.
Recall that for q = (t0, x0), we have
4πφlinH (t0, x0) =
∫
ω˜
t0φ1(x0 + t0ω˜)dω˜ + ∂t0
( ∫
ω˜
t0φ0(x0 + t0ω˜)dω˜
)− ∫
N−(q)/D
|φ|p−1φ r˜dr˜dω˜.
Decay estimates for the linear evolution part can be carried out by using standard vector field method
|
∫
ω˜
t0φ1(x0 + t0ω˜)dω˜|+ |∂t0
( ∫
ω˜
t0φ0(x0 + t0ω˜)dω˜
)| ≤ Cv−10 u− γ0−120 √E1,γ0 [φ].
We now need to control the contribution of the nonlinear part from the exterior region. The case when
t0 ≤ 20 is trivial since in this case |t0|+ |x0| ≤ 20 (confined in D). Minor modification of the argument
for estimating the nonlinear terms in Proposition 4.1 also applies to the case |t0 − |x0|| ≤ 2 (that is
Lemma 4.1 holds for |t0 − |x0|| ≤ 10). Alternatively by moving the origin around, the decay estimates
of Proposition 4.1 are also valid for q = (t0, x0) with |t0 − |x0|| ≤ 10. Hence in the sequel, it suffices to
consider the case when t0 ≥ 20 and t0 > |x0|+ 10.
First we can estimate that
|
∫
N−(q)/D
|φ|p−1φ r˜dr˜dω˜| ≤
(∫
N−(q)
|φ|p+1((1 + τ)vγ+ + uγ+)r˜2dr˜dω˜
) p
p+1
·
(∫
N−(q)/D
((1 + τ)vγ+ + u
γ
+)
−pr˜1−pdr˜dω˜
) 1
p+1
≤ (E0,γ0 [φ])
p
p+1
(∫
N−(q)/D
((1 + τ)vγ+ + u
γ
+)
−pr˜1−pdr˜dω˜
) 1
p+1
for all 1 < γ < γ0. Denote s = −ω0 · ω˜ with ω0 = r−10 x0. Recall that
r2 = |x|2 = (r˜ − r0s)2 + (1 − s2)r20 , rτ = r˜ − r0s.
On N−(q)/D, r˜ and s have to verify the relation
r2 + 4 ≥ t2, t = t0 − r˜,
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that is,
s ≤ s∗, 2r˜(t0 − r0s∗) + 4 = (t0 − r0)(t0 + r0).
As −1 ≤ s ≤ 1, to make the set N−(q)/D non-empty, it in particular requires that
r˜ ≥ t0 − r0
2
− 2 ≥ 1
5
u0.
Here keep in mind that we have assumed that t0 ≥ 20, t0 − r0 ≥ 10. For the case when r˜ ≥ t0+r02 − 2, it
can be showed that
s∗ ≥ 1, rτ = r˜ − r0s ≥ 0, r ≥ 1
2
(r˜ − r0s+
√
1− s2r0) ≥ 1
4
(r˜ − r0 +
√
1− sr0).
Therefore we can estimate that∫
N−(q)/D∩{r˜≥ t0+r02 −2}
((1 + τ)vγ+ + u
γ
+)
−pr˜1−pdr˜dω˜
.
∫ 1
−1
∫ t0
t0+r0
2 −2
(r˜ − r0 +
√
1− sr0)−pγ r˜1−pdr˜ds
. t1−p0 u0
∫ 1
−1
(u0 +
√
1− sr0)−pγds.
For the case when r0 ≤ 12 t0, we trivially have that∫ 1
−1
(u0 +
√
1− sr0)−pγds . t−pγ0
as u0 = t0 − r0 + 1 ≥ 14 t0. When r0 ≥ 12 t0, we show that∫ 1
−1
(u0 +
√
1− sr0)−pγds .
∫ 1−r−20 u20
−1
(
√
1− sr0)−pγds+
∫ 1
1−r−20 u20
u−pγ0 ds
. r−20 u
2−pγ
0 + r
−pγ
0 (r
−2
0 u
2
0)
1− pγ2
. t−20 u
2−pγ
0 .
Here notice that pγ > 2. We thus conclude that∫
N−(q)/D∩{r˜≥ t0+r02 −2}
((1 + τ)vγ+ + u
γ
+)
−pr˜1−pdr˜dω˜ . t−1−p0 u
3−pγ
0 .
Next we consider the case when t0−r02 − 2 ≤ r˜ ≤ t0+r02 − 2. By the definition of s∗, we have∫
N−(q)/D∩{ t0−r02 −2≤r˜≤
t0+r0
2 −2}
((1 + τ)vγ+ + u
γ
+)
−pr˜1−pdr˜dω˜
.
∫ t0+r0
2 −2
t0−r0
2 −2
∫ s∗
−1
((r + r˜ − r0s)rγ−1 + uγ+)−pr˜1−pdr˜ds.
For the case when s∗ ≤ r−10 r˜, that is,
s∗ =
2r˜t0 + 4− t20 + r20
2r˜r0
≤ r−10 r˜ ⇐⇒ (r˜ −
1
2
t0)
2 ≥ 2 + 1
2
r20 −
1
4
t20,
and for the situation 2 + 12r
2
0 ≤ 14 t20, then
r ≥ 1
4
(r˜ − r0s+
√
1− sr0).
Let’s distinguish for two cases: when r0 is small compared to t0, that is, r0 ≤ 110 t0, then
r ≥ 1
4
(r˜ − r0) ≥ 1
100
t0.
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Otherwise we have 110 t0 ≤ r0 ≤
√
2
2
√
t20 − 8 and then we can show that
r˜ − r0s+
√
1− sr0 ≥ r˜ − r0 +
√
(t0 − r0)(t0 + r0 − 2r˜)− 4
2r˜r0
r0
≥ r˜ − r0 + 1
20
√
r0(
t0 + r0
2
− r˜)
≥ 1
100
t0, ∀s ≤ s∗, t0 − r0
2
− 2 ≤ r˜ ≤ t0 + r0
2
− 2.
Thus for the case when 8 + 2r20 ≤ t20, we always have∫ t0+r0
2 −2
t0−r0
2 −2
∫ s∗
−1
((r + r˜ − r0s)rγ−1 + uγ+)−pr˜1−pdr˜dω˜ . t2−p−pγ0 .
Now it remains to consider the case when 2+ 12r
2
0 >
1
4 t
2
0. For the integral on r0 ≤ r˜ ≤ t0+r02 − 2, similarly
we can estimate that ∫ t0+r0
2 −2
r0
∫ s∗
−1
((r + r˜ − r0s)rγ−1 + uγ+)−pr˜1−pdr˜ds
.
∫ t0+r0
2 −2
r0
∫ s∗
−1
(r˜ − r0 +
√
1− sr0)−pγt1−p0 dr˜ds
.
∫ t0+r0
2 −2
r0
(1− s∗)1− 12pγt1−p−pγ0 dr˜ds
. t−1−p0 u
1− pγ2
0
as pγ ≤ p(p− 1) ≤ 4.
Now we need to estimate the integral on [ t0−r02 − 2, r0]. And we first consider the case when r˜ ≤ 12r0.
Since 2 + 12r
2
0 ≥ 14 t20, t0 ≥ 20 and s ≤ s∗, in particular we have
r ≥ t ≥ t0 − r˜ ≥ t0 − 1
2
r0 ≥ 1
10
t0,
r + r˜ − r0s = (1− s
2)r20
r + r0s− r˜ ≥
1
100
(1− s)t0,
1− s∗ = (t0 − r0)(t0 + r0 − 2r˜)− 4
2r˜r0
≥ u0
10r˜
.
The second inequality holds trivially when r˜−r0s ≥ 0. Otherwise we use the bound of r ≤ 2r0. Therefore
we can estimate that ∫ 1
2 r0
t0−r0
2 −2
∫ s∗
−1
((r + r˜ − r0s)rγ−1 + uγ+)−pr˜1−pdr˜ds
.
∫ 1
2 r0
t0−r0
2 −2
∫ s∗
−1
(1− s)−pt−pγ0 r˜1−pdr˜ds
.
∫ 1
2 r0
t0−r0
2 −2
(u0r˜
−1)1−pt−pγ0 r˜
1−pdr˜
. u1−p0 t
1−pγ
0 .
Finally it remains to consider the integral on [ 12r0, r0] with 2 +
1
2r
2
0 >
1
4 t
2
0. Denote
s∗∗ = min{s∗, r−10 r˜}.
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For the integral restricted on −1 ≤ s ≤ s∗∗, note that
r2 = (r˜ − r0s)2 + (1− s2)r20 ≥
1
2
(r˜ − r0s∗)2 + 1
2
(1− s2∗)r20 +
1
2
(1− s)r20
≥ 1
2
(t0 − r0)2 + 1
2
(1− s)r20 .
Here recall that s∗ is defined such that r = t = t0 − r˜. Therefore we can show that∫ r0
1
2 r0
∫ s∗∗
−1
((r + r˜ − r0s)rγ−1 + uγ+)−pr˜1−pdr˜ds
.
∫ r0
1
2 r0
∫ s∗∗
−1
(u20 + (1 − s)r20)−
1
2pγt1−p0 dr˜ds
.
∫ r0
1
2 r0
(r−20 u
2
0 + 1− r−10 r˜)1−
pγ
2 t1−p−pγ0 dr˜
. t2−p−pγ0 (1 + (r
−2
0 u
2
0)
2− pγ2 )
. t2−p−pγ0
as pγ < 4 and u0 < r0.
Lastly for the integral on s∗∗ = r−10 r˜ < s ≤ s∗, which in particular requires that
r˜ ≤ r∗ = 1
2
t0 +
√
2 +
1
2
r20 −
1
4
t20 < r0.
Moreover
r + r˜ − r0s = (1− s
2)r20
r + r0s− r˜ ≥
(1− s)r20
r
, r ≤ 2r0, ∀r˜ ≤ r0.
Therefore
(r + r˜ − r0s)rγ−1 ≥ (1− s)r20rγ−2 ≥ 2γ−2(1− s)rγ0 ≥ 2−2(1− s)tγ0 .
This leads to ∫ r∗
1
2 r0
∫ s∗
r−10 r˜
((r + r˜ − r0s)rγ−1 + uγ+)−pr˜1−pdr˜ds
.
∫ r∗
1
2 r0
∫ s∗
r−10 r˜
(1 + (1− s)tγ0 )−pt1−p0 dr˜ds
. t1−p0
∫ r∗
1
2 r0
t−γ0 (1 + (1− s∗)tγ0 )1−pdr˜
. t1−p0
∫ r∗
1
2 r0
t−γ0 (1 + t
γ−2
0 u0(t0 + r0 − 2r˜))1−pdr˜
. t3−p−2γ0 u
−1
0 .
Since 2 < p < 1+
√
17
2 , 1 < γ < p− 1 and u0 < t0, gathering all the above estimates, we have shown that
|
∫
N−(q)/D
|φ|p−1φ r˜dr˜dω˜| . (E0,γ0 [φ])
p
p+1 t
3−p−2γ
p+1
0 u
− 1
p+1
0 .
Now we compute that
3− p− 2γ + p
2 − 4p+ 7
5− p γ = −
3− p
5− p(2p− 4 + (p+ 1)(γ − 1)) <
9− p2
5− p (1− γ) < 1− γ0
by choosing γ sufficiently close to γ0. This demonstrates that
|φlinH (t0, x0)| . t
3−p−2γ
p+1
0 u
− 1
p+1
0 . t
− (p−2)2+3(p+1)(5−p) γ0
0 u
− γ0
p+1
0 .
This proves (17) and hence we finished the proof for the Proposition.

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5. Semilinear wave equation on a truncated backward light cone
We study the solution to a class of semilinear wave equations on a compact region with smooth
initial data (φ0, φ1) which may blow up on the boundary. This is motivated by studying the asymptotic
behaviour of solutions to subcritical defocusing nonlinear wave equation in the interior region. However
the content in this section is independent and may be of independent interest.
Let R > 1 be a constant and BR be the ball with radius R in R3. Denote J +(BR) be the future
maximal Cauchy development, that is, (t, x) ∈ R×R3 belongs J +(BR) if and only if x+ tω ∈ BR for all
ω ∈ S2. Consider the Cauchy problem to the following nonlinear wave equation{
✷φ = Λ3−p|φ|p−1φ,
φ(0, x) = φ0, ∂tφ(0, x) = φ1, x ∈ BR
(18)
on J +(BR) with Λ = ((R− t)2 − |x|2)−1.
For any fixed point q = (t0, x0) ∈ J+(BR), recall that N−(q) is the past null cone of the point q in
J +(BR) (as pointed out before, we are only concerned with the solution in the future) and J −(q) is the
past of the point q, that is, the region bounded by N−(q) and BR. As defined in Section 2, the tilde
coordinates, quantities are referred to those ones with coordinates centered at the given point q = (t0, x0).
At the fixed point q = (t0, x0), define the following functions
u∗ = R− t+ r, v∗ = R− t− r, τ = x · (x− x0)|x||x − x0| = ω · ω˜.
In particular Λ = u−1∗ v
−1
∗ .
Assume that the initial data (φ0, φ1) are bounded in the following weighted energy norm
E˜0,γ =
∫
BR
(R− |x|)γ |Lφ|2 + |Lφ|2 + |∇/ φ0|2 + |φ0|2 + (R− |x|)p−3+γ |φ0|p+1dx
for some constant 0 < γ < 1. Define
I =
∫∫
J+(BR)
Λ3−p|φ|p+1vγ−1∗ dvol.
First we establish a weighted energy flux bound for the potential.
Proposition 5.1. For any point q = (t0, x0) ∈ J +(BR), the solution verifies the uniform bound∫
N−(q)
(vγ∗ + (1− τ)uγ∗)Λ3−p|φ|p+1 ≤ C(E˜0,γ + I) (19)
for some constant C depending only on R, p and γ.
Proof. The proof is similar to that for Proposition 3.2. For solution φ of the equation (18), define the
associated energy momentum tensor
T [φ]µν = ∂µφ∂νφ− 1
2
mµν(∂
γφ∂γφ+
2
p+ 1
Λ3−p|φ|p+1).
Here mµν is the flat Minkowski metric. Then
∂µT [φ]µν =(✷φ− Λ3−p|φ|p−1φ)∂νφ+ p− 3
p+ 1
Λ2−p∂νΛ|φ|p+1.
Recall that current JX,χ[φ] defined for any vector field X and any function χ
JX,χµ [φ] = T [φ]µνX
ν − 1
2
∂µχ · |φ|2 + 1
2
χ∂µ|φ|2.
For solution φ of equation (18), we derive the following energy identity∫∫
D
∂µJX,χµ [φ]dvol =
∫∫
D
p− 3
p+ 1
Λ2−pX(Λ)|φ|p+1+T [φ]µνπXµν +χ∂µφ∂µφ−
1
2
✷χ · |φ|2+χφ✷φdvol (20)
for any domain D in J +(BR).
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Apply the above energy identity to the domain J −(q) for some fixed point q = (t0, x0) with vector
field X
X = (R − t− r)γL+ (R− t+ r)γL = vγ∗L+ uγ∗L.
Since the bulk integral on the right hand side is an integral over a spacetime region, we can compute it
under the null frame (L,L, e1, e2). We first can compute that
∇LX = −2γvγ−1∗ , ∇LX = −2γuγ∗L, ∇eiX = r−1(vγ∗ − uγ∗)ei.
In particular, the non-vanishing components of the deformation tensor πXµν are
πXLL = 2γ
(
vγ−1∗ + u
γ−1
∗
)
, πXeiei = r
−1(vγ∗ − uγ∗).
Therefore we have
T [φ]µνπXµν = 2T [φ]
LLπXLL + T [φ]
eieiπXeiei
= γ(vγ−1∗ + u
γ−1
∗ )(|∇/ φ|2 +
2
p+ 1
Λ3−p|φ|p+1) + r−1(vγ∗ − uγ∗)(|∇/ φ|2 − ∂µφ∂µφ−
2
p+ 1
Λ3−p|φ|p+1)
=
(
γ(vγ−1∗ + u
γ−1
∗ ) + r
−1(vγ∗ − uγ∗)
) |∇/ φ|2 − r−1(vγ∗ − uγ∗)∂µφ∂µφ
+
(
γ(vγ−1∗ + u
γ−1
∗ ) + r
−1(uγ∗ − vγ∗ )
) 2
p+ 1
Λ3−p|φ|p+1.
Now take the function χ to be
χ = r−1(vγ∗ − uγ∗).
We may note that
✷χ = −r−1LL(rχ) = −2r−1LL(vγ∗ − uγ∗) = 0, r > 0.
Moreover we can compute that
X(Λ) = (uγ∗L+ v
γ
∗L)(u∗v∗)
−1 = −(u∗v∗)−2(−2uγ∗v∗ − 2vγ∗u∗) = 2Λ2(uγ∗v∗ + vγ∗u∗),
Therefore for solution φ to (18), we have
T [φ]µνπXµν + χ∂µφ∂
µφ− 1
2
✷χ · |φ|2 + χφ✷φ + p− 3
p+ 1
Λ2−pX(Λ)|φ|p+1
=
(
γ(vγ−1∗ + u
γ−1
∗ ) + r
−1(vγ∗ − uγ∗)
) |∇/ φ|2 + r−1(vγ∗ − uγ∗)Λ3−p|φ|p+1
+
(
γ(vγ−1∗ + u
γ−1
∗ ) + r
−1(uγ∗ − vγ∗ )
) 2
p+ 1
Λ3−p|φ|p+1 + 2p− 3
p+ 1
Λ4−p(u∗vγ∗ + u
γ
∗v∗)|φ|p+1
=
(
γ(vγ−1∗ + u
γ−1
∗ )− r−1(uγ∗ − vγ∗ )
)
(|∇/ φ|2 + 2
p+ 1
Λ3−p|φ|p+1)
+ Λ3−p|φ|p+1 p− 3
p+ 1
(2(vγ−1∗ + u
γ−1
∗ )− r−1(uγ∗ − vγ∗ ))
Now note that v∗ ≥ 0, u∗ ≥ 0 and 2r = u∗ − v∗. Define f(u) = uγ for u > 0. As 0 < γ < 1, we conclude
that the function f ′(u) = γuγ−1 is convex. Therefore
f(u∗)− f(v∗)
u∗ − v∗ =
∫ 1
0
f ′(su∗ + (1− s)v∗)ds ≤
∫ 1
0
sf ′(u∗) + (1 − s)f ′(v∗)ds = f
′(u∗) + f ′(v∗)
2
,
which implies that
γ(vγ−1∗ + u
γ−1
∗ ) + r
−1(vγ∗ − uγ∗) ≥ 0.
Since 0 < γ < 1, we conclude that
2(vγ−1∗ + u
γ−1
∗ )− r−1(uγ∗ − vγ∗ ) ≥ 0.
Therefore the bulk integral on the right hand side of the energy identity (20) is nonnegative for the
super-conformal case p ≥ 3. Otherwise, we make use of the priori bound I. This leads to the following
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energy estimate ∫∫
J−(q)
∂µJX,χµ [φ]dvol =
∫
N−(q)
iJX,χ[φ]dvol +
∫
J−(q)∩BR
iJX,χ[φ]dvol
≥ −4|p− 3|
p+ 1
∫∫
J−(q)
Λ3−p|φ|p+1vγ−1∗ dvol
≥ −4|p− 3|
p+ 1
I
(21)
by using Stokes’ formula. Here we note that 0 < γ < 1 and u∗ ≥ v∗. The boundary integral on the initial
hypersurface J−(q) ∩ BR can be bounded by the initial data. The above inequality then gives control
on the weighted energy flux through the backward light cone N−(q). To find the explicit form of this
weighted energy flux, we shift to the coordinates centered at the point q = (t0, x0). Recall from the proof
for Proposition 3.2 that
−iJX,χ[φ]dvol = JX,χL˜ [φ]r˜
2du˜dω˜ = (T [φ]L˜νX
ν − 1
2
(L˜χ)|φ|2 + 1
2
χ · L˜|φ|2)r˜2du˜dω˜.
For the main quadratic terms, we first can compute that
T [φ]L˜νX
ν = T [φ]L˜L˜X
L˜ + T [φ]L˜L˜X
L˜ + T [φ]L˜e˜iX
e˜i .
We expand the vector field X under the new null frame {L˜, L˜, e˜1, e˜2} centered at the point q. Recall
those computations in the proof for Proposition 3.2, we can write that
X =
1
2
(uγ∗ + v
γ
∗ + (v
γ
∗ − uγ∗)ω · ω˜) L˜+
1
2
(uγ∗ + v
γ
∗ − (vγ∗ − uγ∗)ω · ω˜) L˜+ (vγ∗ − uγ∗)ω · ∇˜/ .
Here ∇˜/ = ∇˜ − ∂r˜. Denote τ = ω · ω˜. Then we can compute the quadratic terms
T [φ]L˜νX
ν =((1− τ)vγ∗ + (1 + τ)uγ∗) |L˜φ|2 + ((1 + τ)vγ∗ + (1 − τ)uγ∗) (|∇˜/ φ|2 +
Λ3−p
p+ 1
|φ|p+1)
+ 2(vγ∗ − uγ∗)(L˜φ)(ω · ∇˜/ )φ.
Similar to the proof of Proposition 3.2, we write the above quantity in terms of rφ and show that the
quadratic terms are nonnegative. Indeed since uγ∗ ≥ vγ∗ , we therefore can bound that
((1− τ)vγ∗ + (1 + τ)uγ∗) |L˜(rφ)|2 + ((1 + τ)vγ∗ + (1− τ)uγ∗) |∇˜/ (rφ)|2 + 2(vγ∗ − uγ∗)L˜(rφ)(ω · ∇˜/ )(rφ)
≥ ((1− τ)vγ∗ + (1 + τ)uγ∗) |L˜(rφ)|2 + ((1 + τ)vγ∗ + (1− τ)uγ∗) |∇˜/ (rφ)|2
− 2(uγ∗ − vγ∗ )
√
1− τ2|L˜(rφ)||∇˜/ (rφ)|
≥ 2u
γ
∗v
γ
∗
(1− τ)uγ∗ + (1 + τ)vγ∗ |L˜(rφ)|
2 +
2uγ∗v
γ
∗
(1 + τ)uγ∗ + (1 − τ)vγ∗ |∇˜/ (rφ)|
2 ≥ 0.
For the other lower order terms, we compute that
((1− τ)vγ∗ + (1 + τ)uγ∗) (τ2|φ|2 + 2L˜(rφ)τφ) + (rχ)(L˜(rφ) + τφ)φ −
1
2
(rL˜(rχ) + τrχ)|φ|2
+ ((1 + τ)vγ∗ + (1 − τ)uγ∗)
(
(1− τ2)|φ|2 − 2(ω − ω˜τ)∇˜/ (rφ)φ)
+ (vγ∗ − uγ∗)
(− 2τ(1 − τ2)|φ|2 + 2φ(τ(ω · ∇˜/ )(rφ) − (1− τ2)L˜(rφ)))
= (−1
2
rL˜(rχ) + vγ∗ + u
γ
∗)|φ|2 + 2(vγ∗ + uγ∗)(τL˜ − ω · ∇˜/ )(rφ)φ
= −r2r˜−1Ω˜ij(r−3(vγ∗ + uγ∗)ωjω˜i|rφ|2) + r˜−2r2L˜(r−1τ r˜2(vγ∗ + uγ∗)|φ|2)
+ (−1
2
rL˜(rχ) + vγ∗ + u
γ
∗)|φ|2 − r˜−2r2L˜(r−3τ r˜2(vγ∗ + uγ∗))|rφ|2 + r2 r˜−1Ω˜ij(r−3(vγ∗ + uγ∗)ωjω˜i)|rφ|2.
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Similarly we can compute that
r˜−1Ω˜ij(r−3ωjω˜i) = −2r−4(1 − 2τ2)− 2τ r˜−1r−3,
r˜−2r4L˜(r−3 r˜2τ) = 4τ2 − 1− 2rr˜−1τ.
Thus the coefficients of |φ|2 in the last line in the previous equation verify
(−1
2
rL˜(rχ) + vγ∗ + u
γ
∗)− r˜−2r4L˜(r−3τ r˜2(vγ∗ + uγ∗)) + r4r˜−1Ω˜ij(r−3(vγ∗ + uγ∗)ωjω˜i)
= −r(∂t − ω˜ · ∇)(vγ∗ − uγ∗)− rτ(∂t − ω˜ · ∇)(uγ∗ + vγ∗ ) + r(∂r − τω˜ · ∇)(uγ∗ + vγ∗ )
+ (uγ∗ + v
γ
∗ )
(
1− (4τ2 − 1− 2rr˜−1τ)− 2(1− 2τ2) + 2τ r˜−1r)
= r(∂t + ∂r)u
γ
∗ + r(∂r − ∂t)vγ∗ − τr(∂t + ∂r)uγ∗ − τr(∂t − ∂r)vγ∗ = 0.
By using integration by parts on the backward light cone N−(q), we derive that
∫
N−(q)
(− r2r˜−1Ω˜ij(r−3(vγ∗ + uγ∗)ωjω˜i|rφ|2) + r˜−2r2L˜(r−1τ r˜2(vγ∗ + uγ∗)|φ|2))r−2r˜2du˜dω˜
=
∫
N−(q)∩BR
r−1τ r˜2(uγ∗ + v
γ
∗ )|φ|2dω˜.
To summarize, the above computations show that
∫
N−(q)
((1 + τ)vγ∗ + (1− τ)uγ∗)
Λ3−p
p+ 1
|φ|p+1r˜2du˜dω˜
≤ −
∫
N−(q)
iJX [φ,F ]dvol +
∫
N−(q)∩BR
r−1τ r˜2(uγ∗ + v
γ
∗ )|φ|2dω˜.
(22)
We next compute the boundary integral on BR∩J −(q) in the inequality (21) which we compute it under
the coordinates system (t, x). As the initial hypersurface BR has the volume form dx, the contraction
reads
iJX,χ[φ]dvol = T [φ]0LX
L + T [φ]L0X
L − 1
2
∂tχ|φ|2 + 1
2
χ∂t|φ|2
=
1
2
vγ∗ (|Lφ|2 + |∇/ φ|2 +
2Λ3−p
p+ 1
|φ|p+1)− 1
2
∂tχ · |φ|2 + 1
2
χ∂t|φ|2
+
1
2
uγ∗(|Lφ|2 + |∇/ φ|2 +
2Λ3−p
p+ 1
|φ|p+1)
=
1
2
(uγ∗ + v
γ
∗ )(|∇/ φ|2 +
2Λ3−p
p+ 1
|φ|p+1) + 1
2
vγ∗ r
−2|L(rφ)|2
+
1
2
uγ∗r
−2|L(rφ)|2 − div(ωr−1|φ|2(uγ∗ + vγ∗ )).
Here ω = x|x| can be viewed as a vector on R
3 and the divergence is taken over the initial hypersurface
BR. The integral of the divergence term and be computed by using integration by parts. Under the
coordinates x˜ = x− x0 on the initial hypersurface, we have
∫
J−(q)∩BR
div(ωr−1|φ|2(uγ∗ + vγ∗ ))dx =
∫
N−(q)∩BR
r˜2ω˜ · ωr−1|φ|2(uγ∗ + vγ∗ )dω˜.
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This term cancels the one from the integral on N−(q) in the estimate (22). By our assumption on the
initial data, we thus bound that∫
J−(q)∩BR
iJX,χ[φ]dvol +
∫
N−(q)∩BR
r˜2τr−1|φ|2(uγ∗ + vγ∗ )dω˜
=
1
2
∫
J−(q)∩BR
(uγ∗ + v
γ
∗ )(|∇/ φ|2 +
2Λ3−p
p+ 1
|φ|p+1) + vγ∗ r−2|L(rφ)|2 + uγ∗r−2|L(rφ)|2dx
≤ CR
∫
BR
(R − |x|)γ |Lφ|2 + |∇/φ|2 + |Lφ|2 + |φ|2 + (R− |x|)p−3|φ|p+1dx
≤ CRE˜0,γ
for some constant CR depending only on R. In particular this constant is independent of the choice of
the point q. Now combining estimates (21), (22) , we derive the estimate (19) of the Proposition in view
of the inequality
(1 + τ)vγ∗ + (1− τ)uγ∗ ≥
1
2
(1− τ)uγ∗ + vγ∗ .

Based on the above uniform weighted flux bound, we are able to derive the pointwise estimates for
solution of (18). Let φlin be the linear evolution on J +(BR) with initial data (φ0, φ1) on BR, that is,
✷φlin = 0, φlin(0, x) = φ0, ∂tφ
lin(0, x) = φ1, t+ |x| ≤ R.
To avoid too many constants, we make a convention in this section that A . B means that there is a
constant C, depending only on R, p, γ, E˜0,γ + I and a fixed small constant 0 < ǫ < 10−2(1 − γ), such
that A ≤ CB.
Before stating the main result of this section, we prove two integration lemmas.
Lemma 5.1. Fix (t0, x0) ∈ J +(BR). For all 0 ≤ r˜ ≤ t0, t = t0 − r˜ and r = |x0 + r˜ω˜|, we have the
following uniform bound∫
S(t,x0)(r˜)
(R− t− r)−γ′dω˜ ≤ C(R − t)γ′(R − t0)−γ′(v0 + r˜)−γ′
for all γ′ < 1 and for some constant C depending only on γ′ and R.
Proof. Denote u0 = R− t0+r0 and v0 = R− t0−r0 where r0 = |x0|. By the assumption that t0+r0 ≤ R,
we in particular have that r ≤ R− t, which implies that
(R− t− r)−γ′ ≤ 2 ((R− t)2 − r2)−γ′ (R − t)γ′ .
Note that r2 = r20 + r˜
2 + 2r˜x0 · ω˜. We can compute that∫
|ω˜|=1
(R− t− r)−γ′dω˜ ≤ 4π(R − t)γ′
∫ 1
−1
((R − t)2 − t20 − r˜2 − 2r˜r0τ)−γ
′
dτ
≤ 4π(1 − γ′)−1(R− t)γ′(r0r˜)−1(u1−γ
′
0 (v0 + 2r˜)
1−γ′ − v1−γ′0 (u0 + 2r˜)1−γ
′
).
By definition, we see that
u0(v0 + 2r˜)− v0(u0 + 2r˜) = 4r˜r0.
As γ′ < 1, we derive that
u1−γ
′
0 (v0 + 2r˜)
1−γ′ − v1−γ′0 (u0 + 2r˜)1−γ
′ ≤ C(R, γ′)r˜r0u−γ
′
0 (v0 + r˜)
−γ′
for some constant C(R, γ′) depending only on γ′ and R. The lemma then follows as 0 ≤ r0 ≤ R− t0. 
The above integration lemma will be used for the larger p case when p > 1+
√
17
2 . The following specific
lemma will be used for small p.
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Lemma 5.2. Fix (t0, x0) ∈ J+(BR). For all 0 ≤ r˜ ≤ t0, t = t0 − r˜, r = |x0 + r˜ω˜| and 0 < γ < 1,
0 ≤ α < 1, we have the following uniform bound∫
S(t,x0)(r˜)
((1− τ)uγ∗ + vγ∗ )−αdω˜ ≤ C(R− t0)−αγ
for some constant C depending only on γ , α and R.
Proof. Using the same notations from the previous Lemma, denote s = −ω0 · ω˜. Recall that
r2 = (r˜ − r0s)2 + (1− s2)r20 , τr = (x˜+ x0) · ω˜ = r˜ − r0s.
We can write the integral as∫
S(t,x0)(r˜)
((1 − τ)uγ∗ + vγ∗ )−αdω˜ = 2π
∫ 1
−1
((1 − r−1(r˜ − r0s))uγ∗ + vγ∗ )−αds.
Note that R− t ≤ u∗ ≤ 2(R− t). Hence∫
S(t,x0)(r˜)
((1− τ)uγ∗ + vγ∗ )−αdω˜ .
∫ 1
−1
((1 − r−1(r˜ − r0s))(R − t)γ + vγ∗ )−αds.
Here and in the following of the proof the implicit constants rely only on R, α, γ.
For the case when r0 ≤ 34 (R− t0), it holds that
v∗ ≥ R− t0 − r0 ≥ 1
4
(R− t0),
from which we conclude that∫
S(t,x0)(r˜)
((1− τ)uγ∗ + vγ∗ )−αdω˜ . (R− t0)−αγ .
Otherwise for the case when r0 ≥ 34 (R− t0), and if r˜ ≤ 2r0, note that
1− τ = 1− r−1(r˜ − r0s) ≥ 1− s
2
100
.
Therefore we can show that∫ 1
−1
((1− τ)(R − t)γ + vγ∗ )−αds .
∫ 1
−1
(R− t)−αγ(1− s2)−αds . (R− t0)−αγ .
For the remaining case r˜ ≥ 2r0, we instead have
v∗ = R− t− r ≥ v0 + 10−2(1 + s)r0.
Therefore we derive that∫ 1
−1
((1 − τ)(R − t)γ + vγ∗ )−αds .
∫ 1
−1
(v0 + (1 + s)r0)
−αγds
. r−10 ((v0 + 2r0)
1−αγ − v1−αγ0 )
. (R− t0)−αγ
as 0 ≤ αγ < 1. This proves the lemma. 
Define
αp =
3 + (p− 2)2
(p+ 1)(5− p) , 1 < p < 5.
Now we are ready to prove the main result of this section.
Proposition 5.2. The solution φ to the equation (18) on J+(BR) verifies the following pointwise decay
estimates:
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• If
1 +
√
17
2
< p < 5, 0 < γ < 1, (p− 1)(3− γ) > 4,
then
|φ(t0, x0)| ≤ C sup
|x|≤R−t0
|φlin(t0, x)|. (23)
• For the case when
2 < p ≤ 1 +
√
17
2
, γ = 2− γ0 + ǫ, 1 < γ0 − ǫ < p− 1,
for all β ≤ p−1p+1γ0 − ǫ, we have
|φ(t0, x0)| ≤ C(1 + sup
t+|x|≤R
|φlinu1−β∗ v1−αpγ0∗ |)u−1+β0 v−1+αpγ00 . (24)
The constant C depends only on I+ E˜0,γ, R, p, γ, β and ǫ > 0. Here u∗ = R−t+r, v∗ = R−t−r
and u0 = R − t0, v0 = R − t0 − |x0|. The small positive constant ǫ may be different in different
places.
Proof. To avoid too many constants, the implicit constant in . in the following proof depends only on
I + E˜0,γ , R, p, γ, β and ǫ > 0.
The proof for this Proposition relies on the representation formula for linear wave equation. The
nonlinearity will be controlled by using the weighted flux bound in Proposition 5.1. Recall that for any
q = (t0, x0) ∈ J+(BR), we have the representation formula for the solution
4πφ(t0, x0) = 4πφ
lin(t0, x0)−
∫
N−(q)
✷φ r˜dr˜dω˜. (25)
We mainly need to control the nonlinear part. From the equation (18) as well as the flux bound (19), we
can estimate that
|
∫
N−(q)
✷φ r˜dr˜dω˜|
≤
∫
N−(q)
Λ3−p|φ|p r˜dr˜dω˜
≤
(∫
N−(q)
vγ∗Λ
3−p|φ|p+1 r˜2dr˜dω˜
) p−1
p+1
(∫
N−(q)
v
− p−12 γ∗ Λ3−p|φ| p+12 r˜ 3−p2 dr˜dω˜
) 2
p+1
.
(∫ t0
0
(sup
x
|(R− t) 1+γ2 φ| p+12 )
∫
S(t0−r˜,x0)(r˜)
(R− t)− (p+1)(γ+1)2 Λ3−pv−
p−1
2 γ∗ r˜
3−p
2 dω˜dr˜
) 2
p+1
.
Here under the coordinates (t˜, x˜), t = t0 − r˜.
Let’s first consider the decay estimate of (23) for the larger p case. By our assumption, we in particular
have that
p− 3− p− 1
2
γ =
(p− 1)(2− γ)
2
− 2 > (p− 1)(3− γ)
4
− 2 > −1.
Since v∗ = R− t− r, thus by using Lemma 5.1, we can bound that∫
S(t0−r˜,x0)(r˜)
v
p−3− p−12 γ∗ dω˜ .
(
(R− t)−1(R− t0)r˜
)p−3− p−12 γ .
Define
M˜(t) = sup
|x|≤R−t
|(R − t) 1+γ2 φ| p+12 , ∀0 ≤ t ≤ R
f˜(t0, r˜) = (R − t0)
(p+1)(γ+1)
2 (R − t0 + r˜)
p−1
2 γ− (p+1)(γ+1)2 (R − t0)p−3−
(p−1)γ
2 r˜
p−3
2 − (p−1)γ2 .
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We then conclude that
|φ(t0, x0)|
p+1
2 . |φlin(t0, x0)|
p+1
2 +
∫ t0
0
M˜(t0 − r˜)(R− t0)−
1+γ
2 · p+12 f˜(t0, r˜)dr˜,
which implies that
M˜(t0) . sup
|x0|≤R−t0
|φlin(t0, x0)(R− t0)
1+γ
2 | p+12 +
∫ t0
0
M˜(t0 − r˜)f˜(t0, r˜)dr˜. (26)
To apply Gronwall’s inequality, we check that f˜(t0, r˜) is uniformly integrable on [0, t0] with respect to r˜.
Indeed, for the case when p ≥ 3, we show that
∫ t0
0
f˜(t0, r˜)dr˜ ≤
∫ t0
0
(R− t0)p−3r˜
p−3
2 − (p−1)γ2 dr˜ . (R − t0)p−3t
(p−1)(1−γ)
2
0 . 1.
Here the implicit constant relies only on p, γ and R.
For the case when p < 3, split the integral into two parts. For small r˜, we have similar bound
∫ min{R−t0,t0}
0
f˜(t0, r˜)dr˜ ≤
∫ R−t0
0
(R− t0)p−3r˜
p−3
2 − (p−1)γ2 dr˜ . (R − t0)p−3+
(p−1)(1−γ)
2 . 1
due to the relation
p− 3 + (p− 1)(1− γ)
2
=
(p− 1)(3− γ)
2
− 2 > 0.
For large r˜ ≥ min{R− t0, t0}, note that for this remaining case (p < 3),
p− 3
2
− (p− 1)γ
2
< 0,
p− 1
2
γ − (p+ 1)(γ + 1)
2
< −1
as p > 1, γ > 0. We thus can bound that
∫ t0
min{R−t0,t0}
f˜(t0, r˜)dr˜ ≤
∫ t0
min{R−t0,t0}
(R− t0)
(p+1)(γ+1)
2 +
3(p−3)
2 −(p−1)γ(R− t0 + r˜)
p−1
2 γ− (p+1)(γ+1)2 dr˜
. (R − t0)
(p+1)(γ+1)
2 +
3(p−3)
2 −(p−1)γ+p−12 γ− (p+1)(γ+1)2 +1
= (R − t0)
(p−1)(3−γ)−4
2 . 1.
In view of (26), Gronwall’s inequality then implies that
|φ(t0, x0)| . sup
|x|≤R−t0
|φlin(t0, x)|.
This shows the bound (23).
Next for estimate (24) with small power 2 < p ≤ 1+
√
17
2 , we control the nonlinearity directly by using
the weighted flux for large r˜. We split the integral into two parts: specifically for the smaller r˜ on [0, t∗]
and larger r˜ on [t∗, t0], where we define
t∗ = u
2(3−p)+(p−1)γ
5−p
0 v
2(3−p)
5−p
0 , u0 = R− t0. v0 = R− t0 − r0.
Without loss of generality, we may assume that t∗ < t0. Otherwise it suffices to evaluate the integral on
the single interval [0, t0]. For the integral on [t∗, t0], from the weighted energy estimate (19), we can show
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that
|
∫
N−(q)∩{r˜≥t∗}
✷φ r˜dr˜dω˜|
≤
(∫
N−(q)
((1 − τ)uγ∗ + v∗)γ)Λ3−p|φ|p+1 r˜2dr˜dω˜
) p
p+1
·
(∫
N−(q)∩{r˜≥t∗}
((1 − τ)uγ∗ + v∗)γ)−pΛ3−pr˜1−pdr˜dω˜
) 1
p+1
.
(∫ t0
t∗
∫
S(t0−r˜,x0)(r˜)
vp−3∗ ((1 − τ)uγ∗ + v∗)γ)−pup−3∗ r˜1−pdω˜dr˜
) 1
p+1
.
Since v∗ ≥ v0, by using Lemma 5.2, we then can show that
|
∫
N−(q)∩{r˜≥t∗}
✷φ r˜dr˜dω˜|p+1
. v
p−3−(p−1)γ−ǫ
0
∫ t0
t∗
(R − t)p−3r˜1−p
∫
S(t0−r˜,x0)(r˜)
((1 − τ)uγ∗ + v∗)γ)−1+ǫγ
−1
dω˜dr˜
. v
p−3−(p−1)γ−ǫ
0 (R− t0)−γ+ǫ
∫ t0
t∗
(R − t0)p−3r˜1−pdr˜
. v
p−3−(p−1)γ−ǫ
0 (R− t0)p−3−γ+ǫt2−p∗
. u
− (3−p)(p+1)+γ(p2−4p+7)5−p +ǫ
0 v
− (3−p)(p+1)5−p −(p−1)γ−ǫ
0
. u
(−1+β1γ0+(1−αp)ǫ−δ1)(p+1)
0 v
(−1+αpγ0−(1+β1)ǫ+δ1)(p+1)
0
. u
(−1+β1γ0−(αp+β1)ǫ)(p+1)
0 v
(−1+αpγ0)(p+1)
0 ,
in which
γ = 2− γ0 + ǫ, αp = p
2 − 4p+ 7
(5 − p)(p+ 1) , β1 =
p− 1
p+ 1
, δ1 =
2(p− 2)(3− p)(γ0 − 1)
(5− p)(p+ 1) .
Since ǫ is arbitrary, without any confusion, replacing (α1 + β1)ǫ by ǫ, we therefore derive that
|φ(t0, x0)| . |φlin(t0, x0)|+ |
∫
N−(q)
✷φ r˜dr˜dω˜|
. |φlin(t0, x0)|+ u−1+β1γ0−ǫ0 v−1+αpγ00 + |
∫
N−(q)∩{r˜≤t∗}
✷φr˜dr˜dω˜|.
Now for smaller r˜, we rely on Gronwall’s inequality and similar to the above argument, we first have
|
∫
N−(q)∩{r˜≤t∗}
✷φ r˜dr˜dω˜| .
(∫
N−(q)∩{r˜≤t∗}
((1− τ)uγ∗ + vγ∗ )−
p−1
2 Λ3−p|φ| p+12 r˜ 3−p2 dr˜dω˜
) 2
p+1
.
Now define
M2[φ](t) = sup
|x|≤R−t
|φ(t, x)u1−β∗ v1−αpγ0∗ |
p+1
2 , β ≤ β1 − ǫ.
As γ0 < p− 1, it can be checked that
β1γ0 < 1, αpγ0 ≤ 1.
Notice that v∗ ≥ v0, u∗ ≥ u0. The previous inequality in particular leads to
M2[φ](t0) . 1 +M2[φlin](t0) +
∫ t∗
0
M2[φ](t0 − r˜)
∫
S(t0−r˜,x0)(r˜)
((1− τ)uγ∗ + vγ∗ )−
p−1
2 Λ3−pr˜
3−p
2 dω˜dr˜.
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Now by using Lemma 5.2 as p < 3 and the choice of t∗, we estimate that∫ t∗
0
∫
S(t0−r˜,x0)(r˜)
((1− τ)uγ∗ + vγ∗ )−
p−1
2 Λ3−pr˜
3−p
2 dr˜dω˜
.
∫ t∗
0
∫
S(t0−r˜,x0)(r˜)
((1− τ)uγ∗ + vγ∗ )−
p−1
2 vp−30 u
p−3
0 r˜
3−p
2 dr˜dω˜
. (R− t0)−
p−1
2 γvp−30 (R− t0)p−3t
5−p
2∗ . 1.
Hence by using Gronwall’s inequality, we conclude that
|φ(t0, x0)| . (1 +M2[φlin](t0)) 2p+1u−1+β0 v−1+αpγ00 .
We thus finished the proof for Proposition 5.2.

6. The solution in the interior region and proof for the main theorem
The aim of this section is to apply the result of Proposition 5.2 from previous section together with
estimates of Propositions 4.2, 4.3 to derive the asymptotic decay properties of solutions to the nonlinear
wave equations (1) in the interior region {t+2 ≥ |x|} which is contained inside D, inclosed by the forward
hyperboloid H defined in (4).
Define the conformal map
Φ : (t, x) 7−→ (t˜, x˜) =
(
− t
∗
(t∗)2 − |x|2 +R
∗,
x
(t∗)2 − |x|2
)
from the region D to Minkowski space. The image of Φ(D) is a truncated backward light cone
Φ(D) =
{
(t˜, x˜)| t˜+ |x˜| < R∗, t˜ ≥ 0} .
Denote
Λ(t, x) = (t∗)2 − |x|2.
Direct computation shows that φ˜ = (Λφ) ◦Φ−1 (as a scalar field in (t˜, x˜) variables on Φ(D)) verifies the
nonlinear wave equation (18). For simplicity we may identify Λφ with (Λφ)◦Φ−1. The initial hypersurface
for the above backward light cone is a ball with radius R∗
Φ(H) = {(0, x˜)||x˜| ≤ R∗}.
By doing this conformal transformation, the Cauchy problem of equation (1) with initial hypersurface H
is then equivalent to the Cauchy problem of equation (18) with initial hypersurface Φ(H).
To apply the result of Proposition 5.2, we need first to control the weighted energy norm E˜0,γ and the
weighted spacetime integral I (defined before Proposition 5.1) in terms of E0,γ0 [φ]. Setting
γ = 2− γ0 + ǫ
with
0 < ǫ < 10−1min{γ0 − 1, 2− γ0, |γ0 + 1− 4
p− 1 |}. (27)
By our assumption on γ0, we in particular have 0 < γ < 1.
Let
u˜ =
t˜− r˜
2
, v˜ =
t˜+ r˜
2
, ω˜ =
x˜
|x˜|
be the null coordinates system, with the associated null frame {L˜, L˜,Λe1,Λe2} on Φ(D). Here we recall
that {L,L, e1, e2} is the null frame on D under the coordinates (t, x). Recall the weighted energy norm
E˜0,γ associated to φ˜ on Φ(H)
E˜0,γ =
∫
Φ(H)
(R∗ − |x˜|)γ |L˜φ˜|2 + |L˜φ˜|2 + |∇˜/ φ˜|2 + |φ˜|2 + (R∗ − |x˜|)p−3+γ |φ˜|p+1dx˜,
where
Ω˜ij = x˜i∂˜j − x˜j ∂˜i = xi∂j − xj∂i = Ωij
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and ∂˜ is the full derivative on Φ(D). Direct computations imply the following change of null frames:
L = (t∗ + r)−2L˜, L = (t∗ − r)−2L˜, ∂i − ωi∂r = ((t∗)2 − r2)−1(∂x˜i − ω˜i∂r˜).
We first prove the following bound.
Proposition 6.1. Let γ = 2− γ0 + ǫ. The solution φ˜ = Λφ on Φ(D) verifies the following bounds
E˜0,γ +
∫∫
Φ(D)
Λ3−p|φ˜|p+1(R∗ − t˜− |x˜|)γ−1dx˜dt˜ ≤ CE0,γ0 [φ]. (28)
for some constant C depending on γ0, p and ǫ.
Proof. On the hyperboloid H, the coordinate functions verify the following relation
(t∗ − (2R∗)−1)dt = rdr, (t∗)2 − r2 = (R∗)−1t∗,
which implies that
dr˜ = Λ−2((t∗)2 + r2)dr − 2Λ−2t∗rdt = 1
2
(t∗)−1(t∗ − (2R∗)−1)−1dr.
Since ω˜ = ω, r˜ = Λ−1r, the surface measure obeys
dx˜ = r˜2dr˜dω˜ =
1
2
r˜2(t∗)−1(t∗ − (2R∗)−1)−1drdω = 1
2
Λ−2(t∗)−1(t∗ − (2R∗)−1)−1dx.
We also note that on the hyperboloid H
0 ≤ t∗ − r = (R
∗)−1t∗
t∗ + r
≤ (R∗)−1, Λ = (R∗)−1t∗, t∗ ≥ (R∗)−1,
which leads to the following bounds
dx˜ . Λ−4dx, t∗ + r . Λ . t∗ + r.
Here in only in proof for this proposition, the implicit constant relies only on γ0, p and ǫ. For the zeroth
order weighted energy E˜0,γ , by definition we can estimate that
(R∗ − |x˜|)γ |L˜φ˜|2 + |∇˜/ φ˜|2 + |φ˜|2 + |L˜φ˜|2 + (R∗ − |x˜|)p−3+γ |φ˜|p+1
= (t∗ + r)4−γ |L(Λφ)|2 + Λ4|∇/ φ|2 + (t∗ − r)4|L(Λφ)|2 + |Λφ|2 + (t∗ + r)−p+3−γ |Λφ|p+1
. Λ2+γ0(|L(rφ)|2 + |Lφ|2 + |φ|p+1) + Λ4|∇/ φ|2 + Λ2(|Lφ|2 + |φ|2).
Here R∗ − |x˜| = Λ−1(R∗Λ − r) = t∗ + r. Note that the classical energy flux through the hyperboloid H
verifies the lower bound∫
H
Λ−2|Lφ|2 + |Lφ|2 + |∇/ φ|2 + 2
p+ 1
|φ|p+1dx . E[φ](H).
By using the bound dx˜ . Λ−4dx, we therefore can estimate that
E˜0,γ .
∫
H
(
Λ2+γ0(|L(rφ)|2 + |Lφ|2 + |φ|p+1) + Λ4|∇/ φ|2 + Λ2(|Lφ|2 + |φ|2))Λ−4dx
. E[φ](H) +
∫
H+
rγ0−2|L(rφ)|2dx
. E0,γ0 [φ].
Here the integral of |φ|2 is estimated by using Hardy’s inequality and the r-weighted energy estimate
through the hyperboloid H follows from Proposition 4.2.
For the spacetime I, Proposition 3.1 in particular implies that∫∫
D
|φ|p+1vγ0−1−ǫ+ dxdt . E0,γ0 [φ]
for the solution φ to (1). Since the map Φ is conformal and Λ is the conformal factor, we conclude that
dx˜dt˜ = Λ−4dxdt,
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which can also be derived by direct computations. Thus the associated scalar field φ˜ on Φ verifies the
following weighted bound∫∫
Φ(D)
Λ3−p|φ˜|p+1(R∗ − t˜− |x˜|)−γ0+1+ǫdx˜dt˜ .
∫∫
Φ(D)
Λ−p−1|φ˜|p+1vγ0−1−ǫ+ Λ4dx˜dt˜
=
∫∫
D
|φ|p+1vγ0−1−ǫ+ dxdt . E0,γ0 [φ].
We thus finished the proof for the Proposition. 
We now prove the main theorem 1.1 by showing the pointwise decay estimates for the solution φ to
(1) in the interior region. As indicated previously, φ˜ = Λφ solves equation (18) on the compact region
Φ(D) for solution φ to (1).
In view of the previous Proposition 6.1, we derive that
E˜0,γ + I . E0,γ0 [φ].
By our assumption on γ0 and the choice of ǫ, we always have 0 < γ < 1. For the case when
1 +
√
17
2
< p < 5, max{ 4
p− 1 − 1, 1} < γ0 < min{p− 1, 2},
the choice of ǫ also implies that
(p− 1)(3− γ) = (p− 1)(1 + γ0 − ǫ) > 4.
Then from Proposition 5.2, we conclude that
|Λφ|(t˜, x˜) . sup
|y˜|≤t˜
|φ˜lin(t˜, y˜)|.
Here φ˜lin is the linear evolution with initial data (φ˜(0, x˜), ∂˜t˜φ˜(0, x˜)) By the conformal transformation,
φ˜lin can be identified with ΛφlinH , in which φ
lin
H was defined before Proposition 4.3. Recall that
t˜ = R∗ − Λ−1(t+ 3), |x˜| = Λ−1r, Λ = (t+ 3− r)(t + 3 + r).
And inside the hyperboloid H, we have v+ ≤ t+ 3. Thus
1
8
u−1+ ≤ R∗ − t˜ = Λ−1(t+ 3) ≤ u−1+ ,
1
4
v−1+ ≤ R∗ − t˜− |x˜| = Λ−1(t+ 3− r) = (t+ 3 + r)−1 ≤ v−1+ .
Therefore by using the decay estimate (16) of Proposition 4.3, we then conclude that
|φ˜lin(t˜, x˜)| . Λ|φlinH | . E1,γ0 [φ]
p−1
2 (2 + t+ |x|)−1(2 + ||x| − t|)− γ0−12 Λ
. E1,γ0 [φ]
p−1
2 (R∗ − t˜)− 1+γ02 ,
which leads to
|φ(t, x)| . E1,γ0 [φ]
p−1
2 Λ−1(R∗ − t˜)− 1+γ02 . E1,γ0 [φ]
p−1
2 v−1+ u
−γ0−12
+ .
This proves the pointwise decay estimate for the solution in the interior region for the large p case.
Finally for the small p case, take
β =
γ0
p+ 1
.
The small positive constant ǫ can be chosen so that β ≤ p−1p+1γ0 − 1 as γ0 > 1. Then by using the linear
decay estimate (17) of Proposition 4.3, we can show that
|φ˜linu1−β∗ v1−αpγ0∗ | . |ΛφlinH uβ−1+ v−1+αpγ0+ |
.
√
E1,γ0 [φ]u+v+v−αpγ0+ u−β+ uβ−1+ v−1+αpγ0+
.
√
E1,γ0 [φ].
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Here recall that u∗ = R∗− t˜, v∗ = R∗− t˜− |x˜|. Hence from estimate (24) of Proposition 5.2, we conclude
that
|φ˜(t˜0, x˜0)| . (1 + sup
t˜+|x˜|≤R∗
|φ˜linu1−β∗ v1−αpγ0∗ |)(R∗ − t˜0)−1+β(R∗ − t˜0 − |x˜0|)−1+αpγ0
. (1 +
√
E1,γ0 [φ])(R∗ − t˜0)−1+β(R∗ − t˜0 − |x˜0|)−1+αpγ0 ,
which implies that in the interior region for the case when 2 < p ≤ 1+
√
17
2 , the solution φ of (1) verifies
the following decay estimate
|φ(t, x)| ≤ |Λ−1φ˜(t˜, x˜)| . (1 +
√
E1,γ0 [φ])u−1+ v−1+ u1−β+ v1−αpγ0+ . (1 +
√
E1,γ0 [φ])u−β+ v−αpγ0+ .
Here the implicit constant replies on E0,γ0 [φ], γ0 and p. We thus complete the proof for the main Theorem
1.1.
As for the scattering result of Corollary 1.1, by using the standard energy estimate, the solution
scatters in energy space if the mixed norm ‖φ‖LptL2px of the solution is finite (see e.g. Lemma 4.4 in
[21]). Moreover, it has been shown in the author’s companion paper, the solution scatters in H˙s for all
3
2 − 2p−1 ≤ s ≤ 1 for the case when p > 1+
√
17
2 . In particular, it suffices to consider the small p case when
2 < p ≤ 1+
√
17
2 . By using the pointwise decay estimate of the main theorem 1.1, we estimate that
‖φ‖p
LptL
2p
x
=
∫
R
(∫
R3
|φ|p+1vγ0−1−ǫ+ |φ|p−1v−γ0+1+ǫ+ dx
) 1
2
dt
.
∫
R
(∫
R3
|φ|p+1vγ0−1−ǫ+ (1 + t)−γ0+1+ǫ−(p−1)αpγ0dx
) 1
2
dt
.
(∫
R
∫
R3
|φ|p+1vγ0−1−ǫ+ dxdt
) 1
2
(∫
(1 + |t|)−γ0+1+ǫ−(p−1)αpγ0dt
) 1
2
.
In view uniform spacetime bound of Proposition 3.1, ‖φ‖LptL2px is finite if
γ0 − 1 + (p− 1)αpγ0 > 1
by choosing ǫ sufficiently small. As 1 < γ0 < p − 1, by choosing γ0 sufficiently close to p − 1, it is
equivalent to that
f(p) = p− 2 + (p− 1)2 3 + (p− 2)
2
(5 − p)(p+ 1) − 1 > 0.
It can be checked that there is a unique solution p∗ of f(p) on [2, 3] and when p > p∗, one has f(p) > 0.
Numerically, one can show that
2.3541 < p∗ < 2.3542.
This proves the scattering result of Corollary 1.1.
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