Weighted model counting has emerged as a prevalent approach for probabilistic inference. In this paper, we are interested in weighted DNF counting, or briefly, weighted #DNF, which admits a fully polynomial randomized approximation scheme, as shown by Karp and Luby [17]. To this date, the best algorithm for approximating #DNF is due to Karp, Luby and Madras [26]. The drawback of this algorithm is that it runs in quadratic time and hence is not suitable for fast online reasoning. To overcome this, we propose a novel approach that combines approximate model counting with deep learning. We conduct detailed experiments to validate our approach, and show that our model learns and generalizes from #DNF instances with a very high accuracy.
Introduction
Propositional model counting (MC), or #SAT, is the task of counting the number of satisfying assignments for a given propositional formula [14] . Weighted model counting (WMC), or weighted #SAT, additionally incorporates a weight function over the set of all possible assignments. Offering an elegant formalism for encoding various probabilistic inference problems, WMC is a unifying approach for probabilistic inference. In particular, probabilistic graphical models [20] , probabilistic planning [10] , probabilistic logic programming [25] , probabilistic databases [30] and probabilistic ontologies [2] can greatly benefit from advances in WMC.
Two important special cases of WMC are weighted #CNF and weighted #DNF, where the former requires the input formula to be in CNF, and the latter to be in DNF. Both of these problems have a wide variety of applications. Inference in probabilistic graphical models typically reduces to solving weighted #CNF instances, while query evaluation in probabilistic databases reduces to solving weighted #DNF instances. The major bottleneck in WMC is its inherent computational complexity. #SAT was introduced in the seminal work of Valiant, and shown to be #P-hard [32] . WMC remains #P-hard even if we restrict the input to be positive, partitioned DNF formulas with clause width at most 2 [24] . To solve these difficult problems, two main paradigms have been developed.
The first paradigm is knowledge compilation [3, 28] that aims to solve computationally difficult problems by compiling them into a target language in which they can be solved efficiently. In knowledge compilation, the major computational overhead is pushed to an offline preprocessing phase, which is then amortized over a large number of faster online queries. For WMC, this approach enables online solving in linear time with respect to the size of the compiled formula [9] . Though fast, knowledge compilation approaches produce exponentially-sized arithmetic circuits in the worst case, and thus cannot easily scale to larger problem instances [13] .
The second paradigm is to solve WMC approximately. For many applications, it suffices to provide a reasonable approximation of the model count. Hence, there has been significant work on developing approximate model counting methods, including hashing-based techniques [12, 6, 22] , which provide probabilistic accuracy guarantees. Approximate model counting is more scalable than knowledge compilation: Weighted #CNF can be approximated with a randomized algorithm that makes polynomially many calls to a SAT oracle [16] , and weighted #DNF admits a fully polynomial randomized approximation scheme (FPRAS) due to Karp, Luby and Madras [26] , which we abbreviate as KLM. Although more efficient than knowledge compilation, approximate model counting is computationally demanding during online inference. For example, KLM runs in quadratic time in the size of its input formula.
Our goal is to enable fast online model counting (as in knowledge compilation), while being more scalable (as in approximate model counting). Thus, we propose a novel approach that combines deep learning and approximate model counting. We first generate instances of weighted #DNF and solve them using KLM in an offline phase to generate training data. We then use a Graph Neural Network (GNN) as in [29, 23] to encode the symbolic structure of the problem, and train the GNN over the previously generated data set. Hence, the GNN learns from KLM approximations and, through training, ultimately evolves into a compiled vector space representation of weighted #DNF instances.
Experimental evaluation shows that the GNN learns and generalizes beyond the approximate labels. Our model computes solutions to unseen weighted #DNF instances with 99% accuracy, where the accuracy is measured relative to an additive error 0.1. The model, which is trained with formulas of at most 5K variables, can also generalize to larger problem instances, involving up to 15K variables, remarkably well. Therefore, our neurosymbolic approach pushes the quadratic computational overhead to an offline phase, and allows for very fast, linear-time online reasoning, all while producing highly accurate predictions relative to tight KLM approximations.
Preliminaries
We briefly recall weighted model counting and graph neural networks, which are essential components in our work.
Weighted Model Counting
Given a (finite) set S of propositional variables, a literal is of the form v, or ¬v, where v ∈ S. A conjunctive clause is a conjunction of literals, and a disjunctive clause is a disjunction of literals. A clause has width k if it has exactly k literals. A formula φ is in conjunctive normal form (CNF) if it is a conjunction of disjunctive clauses, and it is in disjunctive normal form (DNF) if it is a disjunction of conjunctive clauses. We write kDNF (resp., kCNF) to denote formulas with clauses of width at most k. An assignment ν ∶ V ↦ {0, 1} maps every variable to either 0 (false), or 1 (true). An assignment ν satisfies a propositional formula φ, denoted ν ⊧ φ, in the usual sense, where ⊧ is the propositional entailment relation.
Given a propositional formula φ, its model count, denoted #φ, is the total number of assignments ν that satisfy φ. A weight function w is defined as w ∶ A ↦ R, where A is the set of all possible assignments. The weighted model count of a given propositional formula φ is then given by ∑ ν⊧φ w(ν). In this paper, we restrict the weight function to the form w ∶ A ↦ [0, 1] ∩ Q, such that every assignment is mapped to a rational probability and ∑ ν∈A w(ν) = 1.
To encode the weight function in a compact way, we view every propositional variable as an independent Bernoulli random variable, and assign probabilities directly to literals, as is common in the literature.
WMC (resp., MC) is the problem of computing the weighted model count (resp., model count) of a given formula, which is known to be #P-hard [32] . Weighted #DNF counting admits an FPRAS. Formally, an FPRAS is a randomized algorithm that, given a problem instance µ, error > 0 and a confidence value 0 < δ < 1, computesμ such that
in time polynomial in the size of µ, −1 , and log(1 δ). The KLM algorithm, given in [26] , approximates weighted #DNF in time quadratic in the formula size and −1 , and linear in log(1 δ). We use KLM to generate samples that are used to train a GNN to solve weighted #DNF instances.
Graph Neural Networks
Graph neural networks (GNNs) [15, 27] are neural networks specifically designed to process structured graph data.
GNNs have improved dramatically in recent years owing to advances in deep learning such as recurrent units [21] and attention [33] . In a GNN, every graph node is associated with a vector representation, which is updated iteratively. This update operation depends on the structure of the input graph. A GNN node x receives information from its neighborhood, which is the set of nodes connected by an edge to x. This definition of neighborhood is often extended to include representations of adjacent nodes, node labels and edge metadata. For conciseness, we denote the vector representation of a node x at iteration t as v x,t , and its neighborhood as N (x). A node update can therefore be formulated as:
where combine and aggregate are functions, and aggregate in particular is permutation invariant. We use a recurrent unit, the layer-norm LSTM [1] , as our combine function, and aggregate neighborhood messages using the sum aggregator. This is similar to the design of Gated Graph Neural Networks [21] , except that we replace the Gated Recurrent Unit (GRU) [7] with a layer-norm LSTM, given that the latter has had remarkable empirical success in recent years [29, 23] . Figure 1 : Encoding of φ = (x1 ∧ ¬x2 ∧ x4) ∨ (x1 ∧ x2 ∧ ¬x3) in a graph. First-layer nodes encode the literals, mid-layer nodes encode the conjunctions, and the bottom node encodes the disjunction.
Upon termination of all iterations, the final node representations are used to compute the target output. This is normally done using additional neural layers, such that standard gradient-based neural network training procedures can be used to train the GNN end-to-end in a supervised setting.
GNNs are highly expressive computational models: GNNs can be as discerning between graphs as the WeisfelerLehman (WL) graph isomorphism heuristic [35] . They can autonomously learn relationships between nodes, identify important features and build models which can generalize to unseen graphs. This is a major improvement over feature engineering methods [18] and static embedding learning methods [34] , which do not leverage the shared structures between different graphs and cannot carry over information from one problem instance to another (i.e., they are transductive).
Learning to Reason with GNNs
We propose a new method for solving weighted #DNF problems based on GNNs. We first model DNF formulas as graphs, and then build a GNN architecture to iterate over these graphs to compute an approximate weighted model count. Unfortunately, there are no publicly-available standardized sets of benchmarks for weighted #DNF to help develop this system. Hence, to train this model, we build a synthetic data set of formulas generated by a randomized procedure. This procedure generates formulas with no redundant variables and clauses. It accepts as input a target number of variables #v, a number of clauses #c and a clause width distribution defined by minimum and maximum values minW and maxW, and returns a formula satisfying these requirements. This procedure is also specially designed to avoid the pitfalls of purely random generation, namely producing uniform formula structures, by randomly introducing high dependence on a small subset of the variable set to better mimic real-world #DNF instances. More details about this procedure can be found in Appendix A.
Modeling DNFs as Graphs
We encode a DNF formula as a graph with 3 layers as shown in Figure 1 : a literal layer, a conjunction layer, and a disjunction layer. In the literal layer, every variable in the formula is represented by 2 nodes corresponding to its positive and negative literals, which are connected by a (dashed) edge to highlight that they are complementary. In the conjunction layer, every node represents a conjunction and is connected to literal nodes whose literals appear in the conjunction. Finally, the disjunction layer contains a single disjunction node, which is connected to all nodes in the conjunction layer.
Graph Neural Network Architecture
To approximate the model count of a DNF formula, we use a message-passing GNN model that iterates over the corresponding DNF graph and returns a Gaussian distribution.
Initially, the network computes vector representations for all literal nodes, given their probabilities, using a multi-layer perceptron (MLP) network f enc . More formally, a k−dimensional representation v xi,0 of a literal x i having probability p i is computed as follows:
Nodes in the conjunction and disjunction layers are respectively initialized to two representation vectors v c and v d , and the values for these vectors are learned over the course of training. After initialization, node representations are updated across T message passing iterations. 
Message Passing Protocol
A message passing iteration consists of the following 4 steps: a. Literal layer nodes compute messages using an MLP M l and pass them to their neighboring conjunction layer nodes. These conjunction nodes then aggregate these messages using the sum function and update their representation using a layer-norm LSTM L c1 . The updated conjunction node representations, denoted v xc,t+1 , are given formally asv
b. Conjunction layer nodes compute and send messages to the disjunction node via an MLP M c . The disjunction node aggregates these and updates using a layer-norm LSTM L d , i.e.,
c. The disjunction node computes a message using an MLP M d and sends it to the conjunction nodes, which update their representation using a different LSTM cell L c2
d. Using their latest representations, conjunction nodes send messages to neighboring nodes in the literal layer. Literal layer nodes aggregate these messages and concatenate them with messages from their corresponding negated literal. Then, they use this message to update their representations using a layer-norm LSTM L l :
where denotes the concatenation operation.
A visual representation of the 4 message passing steps for a simple formula is provided in Figure 2 . In this protocol, we use 2 distinct LSTM cells L c1 and L c2 to update the representations of conjunction nodes at steps (a) and (c), so that the network learns separate update procedures for literal-based and disjunction-based updates. At the end of message passing, the final disjunction node representation v x d ,T is passed through an MLP f out . The final layer of this MLP consists of two neurons n µ and n σ , which respectively return the mean and standard deviation of a predicted Gaussian distribution.
Comparing Predictions with KLM Estimates
Given and δ, KLM returns an estimateμ of the true model count µ within a multiplicative bound with respect to , and this bound holds with probability 1 − δ. By identifying different configurations of and δ that lead to an identical KLM running time, one can deduce that the probability mass is concentrated aroundμ and decays away from it. Note that the multiplicity of the bound interval onμ w.r.t. makes it hard to fit standard distributions on it. Hence, we apply a natural logarithm to this bound to get the additive bound on log µ:
logμ − log (1 + ) ≤ log µ ≤ logμ + log (1 + ). We can then fit a Gaussian N (µ ′ , σ) to this bound by setting:
where F −1 denotes the inverse cumulative distribution function of the standard Gaussian distribution. The GNN is thus trained to predict log µ, a negative number. We adapt the Exponential Linear Unit (ELU) [8] activation function and apply it to n µ and n σ . More specifically, we use
such that n µ uses −ELU + 1(x) and n σ uses ELU + 1(x), thereby restricting their outputs to be negative and positive respectively. To compare the predicted Gaussian and the KLM result, we use Kullback-Leibler (KL) divergence, which for two Gaussians N 1 (µ 1 , σ 1 ) and N 2 (µ 2 , σ 2 ) is given by:
We set N 1 to be the prediction returned by the network and N 2 to be the KLM approximation. This choice is critical in order to avoid the system minimizing the training loss by learning to produce arbitrarily large values of σ 2 .
Experiments
We train the GNN on a large set of DNF formulas and measure its generalization in two dimensions; namely, the structure and the size of the formulas. To evaluate structure generalization, we run the GNN on previously unseen formulas of comparable size to training formulas and measure its performance. To evaluate size generalization, we run tests on larger size formulas and assess how well the GNN performs.
Generating Data for Experiments
To train our GNN, we generate a synthetic dataset of over 100K distinct formulas according to the distribution over number of variables #v shown in Table 1 . Within generation, we solve each formula for 4 different probability distributions over its variables: one distribution is generated uniformly at random, and the rest are quarter increments of the random distribution modulo 1. For every variable size #v, formulas are generated with fixed clause widths from the set {3, 5, 8, 13, 21, 34} and with a number of clauses #c from {0.25, 0.375, 0.5, 0.625, 0.75} * #v, such that every valid setting has an equal representation in the overall set. The test set is generated analogously, and contains just over 13000 distinct formulas. The set of larger formulas used for size generalization evaluation consists of formulas of size 10K and 15K, and a single random distribution per formula. Throughout data generation, weighted model counts are computed using the KLM algorithm with parameters = 0.1 and δ = 0.05.
Experimental Setup
In all our experiments, we set the GNN vector representations to a dimensionality k = 128. We also define f enc as being a 3-layer MLP with layer sizes 8, 32 and 128, and all message-generating MLPs (i.e., M l , M c and M d ) as 4-layer MLPs with 128-sized layers. In all MLPs, we use the Rectified Linear Unit (ReLU) as the activation function at hidden layers and use a linear output layer. We finally instantiate f out as a 3-layer MLP with layers of The system was trained on a P100 GPU using Gaussian KL divergence loss, and training ran for 4 epochs over the training set. The Adam optimization algorithm [19] was used with a learning rate λ = 10 −5 and a gradient clipping ratio of 0.5. The number of message passing iterations T was fixed at 32 throughout training.
Experimental Hypotheses and Protocol
In our experiments, we test the following two hypotheses:
-The GNN predictions fall inside a tight additive accuracy bound with respect to KLM approximations with high probability.
-The GNN can reliably generalize to significantly larger formulas having sizes multiple times larger than observed training set instances.
To test these hypotheses, we compare the predictions of the networkμ with those made by KLM and check whether their absolute difference falls within the pre-defined target additive thresholds. We first run the structure generalization experiment on the test set of 13080 random formulas, each having 4 variable probability distributions defined as in Section 4.1, yielding a total of 52320 model counting evaluations. We subsequently run the same protocol on the size generalization test set, consisting of 348 formulas of 10K variables and 116 formulas of 15K variables.
Results
On the structure generalization test, the model is within 0.02 of the KLM model count estimate over 87.32% of the test set, and this rises to 99.8% for a threshold of 0.1. Furthermore, the model performs consistently across all formula sizes #v. Indeed, accuracy varies by at most 7% between any two sizes, and this for all four testing thresholds. The overall test results are given in Table 2 , and the results by formula size are provided in Table 3 . A heat map of GNN predictions versus KLM estimates is also shown in Figure 3 .
In terms of size generalization, the network achieves accuracies of 93.67% and 87.93% respectively with a threshold of 0.1 on 10K and 15K-variable formulas respectively. This result is highly promising for a number of reasons. First, it shows that reliable approximate model counting on large formulas is possible even with training restricted to much smaller formulas. This is an important practical result, as it means that larger-scale solvers can be trained using tractably-sized formulas and batches. Second, this result highlights the potential of neural 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21 Message Passing Iteration Formulas Figure 4 : The evolution of GNN estimates over message passing iterations. Red denotes small probability, yellow indicates intermediate probability and blue represents high probability.
methods as an efficient approximate model counter: the GNN performs reliably on larger formulas, and runs in linear time with respect to the number of input graph nodes. It also provides an approximation method based on floating-point operations, which have been greatly accelerated owing to advances in Graphics Processing Units (GPUs). Hence, this generalization result provides concrete evidence to support further consideration of neural methods towards approximation in a reasoning setting. The full test results for the size generalization tests are summarized in Table 4 .
Discussions: Analyzing the Model
To examine how the network arrives at its predictions, we selected 21 formulas from our test set such that their weighted model counts cover the entire probability range. More concretely, for f ∈ [1, 21] , formula f was selected such that its weighted KLM model count is roughly 21−f 20
. We then ran the network on these formulas and computed the predicted probability after every message passing iteration. The results of this experiment can be seen in Figure 4 .
The network seems to reach its predictions in two steps. In the first step, the network begins with a near-zero estimate and tunes its representations. This step spans roughly the first 20 of the T = 32 iterations, and in that time the network consistently returns low predictions. In the second step, the network increases its predictions rapidly and reaches its final estimate. It often overshoots its final estimates along the way, but it remarkably adjusts its predictions downwards once that occurs. This is especially evident for formulas 16, 7 and 5. This behavior suggests that the network has learned to factor in intersections between satisfying assignment sets for different clauses during message passing. It first builds representations for all nodes which account for their contributions to the model count. Following that, the disjunction node interchanges messages with conjunctions, updates its representation and feeds back to these nodes. In doing so, it detects overlaps and adjusts its prediction accordingly.
Related Work
WMC is widely studied in the literature due to its connections to probabilistic inference. WMC is #P-hard [32] , even for very restricted classes of formulas [24] . In fact, Toda proved that the class P #P contains the entire polynomial hierarchy [31] .
Knowledge compilation [3, 28] approaches, which push computational overhead to an offline compilation phase, enable WMC in linear time [9] , but these approaches have limited scalability due to the inherent complexity of model counting. Approximate model counting methods such as hashing-based techniques [12, 6, 22] provide probabilistic accuracy guarantees, but are not efficient in an online setting. We combine the advantages of both approaches to achieve fast online inference while providing more scalability. This falls in line with observations made recently in [13] . For #DNF, WMC admits the KLM FPRAS [17] . A hashing-based approach is also given in [22] , but it applies only to unweighted formulas, i.e., it is not possible to solve weighted #DNF. Although it is possible to transform WMC to MC, as stated in [5] , this approximation-preserving reduction does not apply to DNF. Hence, the KLM algorithm [26] for weighted #DNF remains the state of the art for weighted #DNF despite the recent progress in WMC. KLM, however, is not well-suited for online inference, since it runs in quadratic time in the size of its input formula.
We use approximate model counting to solve weighted #DNF instances and hence to generate labeled training data, which is then used to build and train a GNN model [27] . The GNN learns WMC, and thus is capable of emulating reasoning. In two conceptually related papers, deep learning is used to emulate reasoning; namely, to solve SAT [29] , and to solve the Traveling Salesman Problem [23] . Both of these problems are NP-hard (even to approximate), which makes data generation a serious bottleneck. Indeed, these approaches suffer from low accuracy even for very small problem instances. In contrast, we focus on a problem that can be approximated in polynomial time, and learn from approximate solutions with very high accuracy. To our knowledge, our model is the first proposal that combines reasoning and learning paradigms, while scaling to realistic problem instances.
Weighted #DNF has applications that heavily depend on fast online reasoning capabilities. For example, Google Knowledge Vault is based on probabilistic databases, as a data model [11] , and is primarily used to improve search results on the Web. However, even evaluating database join queries is currently beyond the capability of these systems as noted in [11] . This is mainly due to computational limitations, as argued in [4] . In fact, query evaluation in such systems can be reduced to weighted #DNF through the so-called lineage representation of queries [30] .
Summary and Outlook
We presented a neuro-symbolic approach that combines deep learning with approximate model counting. Our proposal naturally bridges symbolic, probabilistic and neural paradigms in artificial intelligence within a concrete problem setting. We build on traditional approximate model counters and exploit the learning capabilities of neural models. This work provides strong evidence that neural networks are able to learn to solve difficult problems, provided that these problems can be approximated in polynomial time. Undoubtedly, this begs for a theoretical explanation: Can these experimental results be supported theoretically with accuracy guarantees?
We project that our framework will lead to rapid progress in doing fast online inference for a class of problems that can be approximated in polynomial time. Conceptually, all of our techniques can be applied to more difficult problems, such as weighted #CNF, which is NP-hard to approximate, but we must first overcome the bottleneck of data generation. We hope that this work inspires further research in this area leading to less data-dependent neuro-symbolic methods, so as to extend the results of this work to other challenging problems.
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A Details of Data Generation

A.1 Standard Generation Procedure
To generate data, we develop a comprehensive randomized generation procedure, which takes as input the target number of variables #v, the target number of clauses #c and minimum and maximum bounds minW and maxW on clause widths within the formula.Initially, the procedure randomly generates #c clause widths using a uniform distribution bounded between minW and maxW inclusive. It then computes their sum, which we call the slot count s, and continues generation only if s ≥ #v. It then allocates the s slots to the #v variables, such that every variable is allocated at least one slot, ensuring all variables appear in the generated formula. This is equivalent to the combinatorial problem of putting k balls into n boxes such that no boxes are empty.
Once all variable allocations are determined, all variables are sorted in decreasing allocation order and then assigned to clauses in that order. This ensures that more prominent variables, which appear more in the formula, are accommodated first, when more empty slots are available, thus maximizing the likelihood of generation success. In this assignment phase, a variable having s slot allocations will be assigned to s clauses by randomly selecting these clauses from the nC total clauses without replacement. This ensures no variable is assigned to the same clause twice, to prevent redundancy. Further heuristics are also added to this mechanism to prioritise selecting clauses with more empty slots at this phase, so that all clauses are filled in a uniform fashion. At the end of variable assignment to clauses, all variable instances are individually randomized to be positive or negative literals.
A.2 Adding Non-uniformity to Generation
In the standard generation procedure presented earlier, every variable appears between 1 and #c times in a formula, and S #v times in expectation. However, it is highly unlikely, by the Chernoff bound, to produce formulas with high dependence on a small subset of variables i.e., with some variables appearing far more frequently than others and across a majority of clauses. Thus, with very high probability, formulas generated according to this procedure will have their weighted model count depend almost exclusively on clause widths and #c, with individual variables having very little impact on the model count. This is highly undesirable, as it prevents the network from learning the contributions of individual variables to the model count, and would thus encourage overfitting this quantity to the higher-level structural details of the formula, namely clause widths and nC.
To tackle this, we introduce two new variables q, r ∈ [0, 1]. These variables create a set of p = q ⋅ #v privileged variables, which will appear far more frequently than their non-privileged counterparts and impact the model counts more severely. These variables are exclusively assigned r ⋅ e slots at random, where e is the excess slots e = s − #v. The remaining s − e ⋅ r slots are then subsequently allocated to all variables (including privileged ones) using the standard generation procedure, and assignment to clauses is done analogously afterwards. Therefore, the expected number of allocations for a privileged variable v priv given non-zero values of q and r is: 1 + r ⋅ e q ⋅ #v + (1 − r) ⋅ e #v = 1 + e(q(1 − r) + r) q ⋅ #v .
To further enforce dependence on privileged variables, all corresponding privileged literals for a privileged variable are randomised together, such that they all are unanimously positive or negative. This makes that all clauses require the same assignment of the privileged variable, and that no mutually exclusive clauses are created, thereby giving privileged variables more impact on the model count.
A.3 Generating Formulas for Experiments
When generating formulas for the experimental data sets, we set q and r according to the following rules:
-With probability 0.5, set q = 0 and r = 0, and generate without privileged variables. Otherwise, sample q from an exponential distribution with λ = 1, take the remainder of this value modulo log (#v) #v , and round this value up to the nearest multiple of 1 #v . This privileged variable selection process is highly selective 1 . As a result, privileged variables will have a strong effect on the formula model count.
-If q > 0, set r as being the value for which generation can succeed (i.e. no privileged variable gets allocated more than the number of clauses) with probability at least 0.5 by a one-sided Chebyshev bound. 1 In fact, this process becomes increasingly selective as #v increases, since lim #v→∞ log (#v) #v = 0
