If any emergency occurs in a city, emergency vehicle scheduling must be such as to shorten the path travel time. The biggest difficulty in scheduling is how to measure the real-time changes in the traffic conditions of urban road network. To study the dynamic path selection of emergency vehicles under city emergency, this paper abstracts the urban road network into a map composed of nodes and edges and takes the shortest path as the optimization objective. Firstly, the author takes the K-nearest sample set from the similar historical sample sets, predicts the real-time vehicle speed and establishes the path travel time function. Then, the author uses path reliability to measure the impacts of real-time traffic conditions on the overall travel time and constructs the two-stage objective optimization model for dynamic optimal path selection. Finally, based on this model, the author proposes a hybrid cuckoo search algorithm and uses it to optimize the weights and thresholds of neural network model to solve the K shortest-time paths in the dynamic road network, and take a partial road network in Yangpu District of Shanghai as an example for simulation test. The test results show that the proposed dynamic path selection model can reflect the actual scenario of emergency vehicle scheduling under emergency, and that the neural network model based on the hybrid cuckoo search algorithm is used to train weights and thresholds, so that the algorithm has a fast convergence speed and can solve the problem well. Compared with the classic cuckoo search algorithm and the particle swarm optimization algorithm, this algorithm has better performance.
Introduction
City emergency refers to any natural disaster, accident and public event that suddenly occurs in a city, causes or may cause serious social harm and needs to be handled through emergency measures. Emergencies are generally sudden, highly uncertain and socially influential and re-quire nonprocedural decisions (Xu et al., 2017) . After an emergency occurs, it is necessary to respond to the emergency as soon as possible to shorten the time taken to rescue the injured persons. Therefore, emergency vehicles must be scheduled in such a way as to minimise the response time, of which the core is the travel time of emergency vehicles on the road, and what determines the travel time is the path choice for emergency vehicles. Due to the changes of traffic volume and the impacts of emergencies, the traffic conditions in various parts of the road network are dynamically changing. As a result, emergency vehicle scheduling must select the rational dynamic path based on the real-time dynamically changing conditions of the road network, with the shortest response time as the objective.
Urban traffic conditions can change at any time. If the vehicle passing time is taken as the weight of the road section in the road network (Duan et al., 2015) , the dynamic characteristics of the road net-work can be well expressed. In order to solve the event response and resources distribution problem in the traffic event management, reference (Ozbay et al., 2013) studied the scheduling decision-making time, proposed a integer programming model for scheduling decision-making time with probability constraints, and established a road network model used for the scheduling of emergency resources. By studying the differences between static network and time-varying network, reference (Ran et al., 2012) imposed the consistency constraint on the dynamic network, i.e. the first-in and first-out (FIFO) rule.
Due to the urgency of emergency rescue, emergency vehicle path selection is actually a matter of finding the shortest-time path, and its solution is based on the shortest-path algorithm. Generally, the algorithms for solving the shortest path are all based on static networks. If the network model is established using dynamic weights, the method for solving the shortest path problem is called the dynamic shortest-path algorithm. At present, there are only a few studies on such problem. Literature (Yang, 2013; Feng et al., 2014) proved that the shortest path problem in a time-dependent network is NP-Hard and proposed and proved the concept of the shortest path stability from three aspects -shortest path length, optimal solution stability and stable branch. In addition, a few scholars considered the reliability factor when choosing the driving paths of vehicles. Tomsen et al., (2014) used the reliability grade to characterize the dynamic features of the vehicle path arrangement, and by studying the typical velocity distribution in intercity highways, it turned real-time speed into reliability and solved the dynamic vehicle path planning problem. Reference (Fu et al., 2015) proposed a K shortest path (KSP) algorithm, which aims at searching multiple alternative optimized paths in the network. This is an important tool to solve the multi-objective, multiconstraint shortest path problem. The earliest KSP algorithm adopted the classic Dijkstra algorithm to find the shortest path. KSP is a typical NP-hard problem, for which, parallel computing can reduce the time complexity of the algorithm effectively, but currently there is only limited research based on parallel algorithm (Xu et al., 2013) , so for such problems, the artificial intelligence optimization algorithm is usually used to perform approximate calculation (Zhang et al., 2016) . Neural network is a complex network composed of a large number of simple neurons, simulating the structure and behaviour of human brain neural network (Zhao et al., 2008) . Among them, BP (Back Propagation) neural network is the most widely used one. However, classical BP algorithm correct weights and threshold by the gradient descent method, which may cause learning speed slowdown, easily affected by the sample and falling into local optimum spot, thus limiting its practical application value. In order to overcome the shortcomings of BP algorithm, to overcome this drawback, many scholars have combined with swarm intelligent algorithms to put forward improved algorithms. Cuckoo Search (CS) is just one of the swarm intelligence optimization algorithms (Santillan et al., 2017) , which mimics the behaviours of cuckoos like laying their eggs and fostering their young cubs. It was first proposed by Yang from University of Cambridge and Deb from Cambridge Institute of Technology in 2009.
Targeting the dynamic scheduling of emergency vehicles under city emergency, this paper abstracts the urban road network into nodes and sections, takes the travel speed function as the weight of the road section, proposes the dynamic path selection method for emergency vehicles, establishes a two-stage dynamic path selection model. Considering CS algorithm has the advantage of few parameters, simple and strong global search capability，this paper proposes a hybrid cuckoo algorithm to optimize the weight and threshold of BP neural network to improve the convergence speed of BP neural network, and then uses the random coding scheme to ensure the path connectivity and designs the optimization strategy based on the shortest path search principle for the FIFO network to obtain K shortest-time paths.
Dynamic path selection problem for emergency vehicles

Problem introduction
In the complex urban road network, the objective of path selection is to find the optimal one among the various paths, to make the total travel time shortest. The shortest-time path is a special shortest path problem, which takes the path travel time as the weight. Suppose the road 627 network is abstracted into a graph T of the road section is constant, in which case, the urban road network is a static network. However, the vehicle speed and the road network traffic are dynamically changing and there are also impacts from emergencies, so the travel time of the road section is also dynamically changing. Specifically, the emergency vehicle enters the road section 
, where
represents the road section travel speed at the moment t in the sample c x and d is the dimension of the sample. For the sample to be tested
, the Euclidean distance between the samples can be obtained using the Euclidean distance formula:
A class of samples at the closest distance from the sample to be tested x is selected, denoted as:
where, K is the number of samples contained in the nearest-neighbour sample set. The travel speed at the time 2 ϕ after the initial time 0 t can be predicted as:
In any road section (Figliozzi, 2009) , the vehicle speed function at the time 0 t in the road section
is shown in Figure 1 :
The vehicle speed function is expressed as follows: 
Where,
is the integration constant, which is obtained based on the continuity of the primitive function of (2) be equal to the length of the road section ij L , and then the time x at which the emergency vehicle leaves the road section x is:
where, ρ is the inverse function of µ . Then the road section travel time function can be obtained:
Definition 1 in a time-dependent network, if the road section travel time
is continuous and differential everywhere, and
, then the road section is called an FIFO arc. If each arc in the timedependent network is an FIFO, the network is called an FIFO network, and a network that contains at least one non-FIFO arc is called a non-FIFO network.
Theorem 1: the urban road network in which the road section travel speed is a brokenline vehicle speed function is an FIFO network.
Proof: According to equation (6), the road section travel time
continuous and differential everywhere. Below is the proof of
It can be seen that the function ) (y η increases monotonically, and similarly, ) (x µ and its inverse function ) (x ρ also increase monotonically. Therefore, it can be concluded that
, and
(2) Path reliability analysis In case of a city emergency, the urban road network, especially the road traffic around the emergency area will inevitably be affected, so during the selection of emergency vehicle path, it is necessary to minimize the impact on the overall travel time when the estimated travel time of some road section along the path deviates from the actual time. This paper uses path reliability to measure this impact.
Under normal circumstances, the traffic flow density of the road section 
, the maximum travel time it takes for the emergency vehicle to pass the road section after the vehicle enters it during this time interval is:
Then the maximum delay of the road section (3) Two-stage model for dynamic optimal path selection The urban road network is abstracted into a timedependent network model
represents a set of nodes, and the connecting arc between adjacent nodes is the road section
. U is time interval, and
is the road section travel time function defined in the interval U , which indicates the time it takes for the emergency vehicle to travel from node i r to node j r after it enters the road section at the time U ,
. Assuming that the emergency vehicle is located at the node s r , that the node where the accident is located is d r , and that the emergency vehicle starts at the time 0 t , then the optimal path for the emergency vehicle towards the accident node is
, and the shortest travel time is
. Based on the dynamic shortest path model, the path reliability is optimized and the two-stage objective optimization model is established as follows: (11) Equation (10) is the objective of the path reliability, which is to maximise the reliability of the selected path. Equation (11) is the objective of path travel time. Due to the time urgency of emergency rescue, the optimization objective is defined as minimising the emergency vehicle travel time, which is, minimising the sum of the travel time that the emergency vehicle spends in passing each road section. Equation (12) calculates the time i t at which the emergency vehicle enters each road section ) ,
from the starting point s r . Equation (13) (14) and (15) are constraints, to ensure that the path sequence is a no-return path.
Neural network model of hybrid cuckoo search algorithm optimization for solving the dynamic path selection problem Hybrid cuckoo search algorithm The Cuckoo Search Algorithm (CSA) solves the optimization problem based on the Lévy flight (Sharma et al., 2016) mechanism of animals and the cuckoo's nesting and spawning behaviours. CSA has such advantages as strong global search ability, few input parameters, excellent search path and strong problem solving ability (Nanda et al., 2014) . In many aspects, CSA outperforms particle swarm optimization (PSO) algorithm and genetic algorithm and ant colony algorithm (Guerrero et al., 2015) and (Kanagaraj et al., 2014) and (Liu et al., 2017) . However, as CSA controls the step size through Lévy Flights, it would slow down the convergence and lead to poor convergence accuracy and prematurity though it makes it easy to skip local optimal solutions. This paper introduces leapfrog local search and chaos theory into CSA, and proposes a hybrid cuckoo search algorithm (HCSA). Below is a description of the basic CSA.
According to cuckoo's host hatching behaviour, the cuckoo search algorithm needs to assume some basic rules: each cuckoo produces only one egg at a time and is randomly placed in a nest; in a randomly selected nest, the best nest will be retained for the next generation; there is a probability α P that each nest will be abandoned and a new nest will be re-established, where,
, which is usually set as 25 . 0 = α P . According to the above basic rules, the cuckoo selects the nest and lays eggs based on the Lévy Flights pattern. The cuckoo's nest selection route and location update formula is expressed as follows:
where,
x stands for the location of the i -th nest in the generation 1 + t ; ⊕ refers to point-to-point multiplication;
t i
x represents the location of the ith nest in the generation t ; ) (λ L stands for the random search route of Lévy Flights; α is the controlled quantity of constant step size, which is usually set as
is a Lévy distribution function, for the convenience of application, Yang simplies ) (λ L and obtains a probability density function (Nanda et al., 2014) through Fourier transform:
where, λ is exponential coefficient. In algorithmic programming, this paper uses the hop route formula that simulates Lévy Flights proposed by Mantegna (Nasa et al., 2013) :
Reference (Li et al., 2015) proved that the Mantegna algorithm can be used to achieve equivalent calculation. In formula (18) 
where, the standard deviations µ σ and µ σ corresponding to µ and v are:
Γ is the standard Gamma function.
According to Reference (Pinto et al., 2015) , a good initial population can greatly improve the global optimization effect of the algorithm. The initial population in the classical CSA is randomly generated, resulting in poor population diversity and affecting the efficiency of the algorithm iteration. Chaos is a kind of aperiodic motion, which can traverse all conditions without repetition within a certain range. Therefore, it is better to use chaotic search than random search. This paper uses Logistic chaotic mapping to initialize the solution of CSA. Logistic mapping is derived from the demographic statistics in the dynamical system. The system equation given in (Yang et al., 2015) is as follows: The shuffled frog leaping algorithm has strong local search ability and thus can well make up for CSA's shortcoming. Its basic idea is that n frogs are divided into m groups, with p ones in each group and that different groups represent frog sets with different information. Frogs in a group conduct deep local search and internal information exchanges within the solution space in accordance with the following meta-evolution strategy.
Step P x wi
where, rand indicates a randomly generated number within ) 1 , 0 ( ; max S represents the maximum step size the frogs are allowed to hop at; wi P represents the worst frog in the i -th group and bi P the best frog in the i -th group.
In order for CSA to have a good global search ability in the early iteration and a good expansion effect in the late iteration, so as to speed up the convergence of the algorithm, this paper introduces inertial weight into the location update formula (16) for cuckoo's nest selection and egg laying route:
Regarding the inertia weight, this paper uses a non-linear decreasing strategy provided in (Zhang et al., 2015) , as shown in the following equation, where t indicates the current iteration number.
If the urban road network satisfies the FIFO condition, according to the two-stage model for dynamic path selection given in Sections 1, 2 and 3, based on the hybrid cuckoo search algorithm, this paper designs a solving algorithm for the two-stage objective optimization model. The two-stage objective optimization is a process of optimization from bottom to top. The core is the hybrid cuckoo search algorithm (HCSA-KSP) that solves K shortest paths, as shown in Figure 2 : The idea of solving K shortest-time paths in a dynamic road network is to initialize the cuckoo population randomly in a chaotic way, with the location of each cuckoo corresponding to path information in the dynamic road network, and obtain the worst and best nest locations under the fitness function, then complete local iterations, remix all populations and build new cuckoo populations according to the principle of the shuffled frog leaping algorithm and let them evolve according to the "survival of the fittest" rule. As it is difficult for the algorithm to express the connectivity constraints on the sequence of nodes in the road network during the initial coding and evolution, it is necessary to redesign a coding scheme and local optimization strategy for solving the dynamic shortest path.
BP neural network model based on hybrid cuckoo search algorithm
BP network is a kind of multilayer feed forward neural network. The traditional BP neural network adopts the error back-propagation algorithm, that is to say, positive signal propagation and error back-propagation to adjust the weights and thresholds of each layer, so that the actual output of the network is closer to the expected output. However, the actual problem is often complicated multidimensional surface, which may lead to the algorithm fall into the local extreme point. Furthermore, the choice of initial threshold and weight values seriously affects the convergence speed.
The improved hybrid cucurbit search algorithm has a strong global optimization capability, which is combined with BP neural network, as the weight and threshold of the learning algorithm training network, which can overcome the shortcomings of the algorithm.
Determine the structure of the neural network and the dimensions of the search space, combine the backlog of weights and threshold as a cuckoo search algorithm to find the bird's nest coordinates, thus established the bird's nest coordinates, and the weights of neural network mapping relationship between the thresholds. Algorithm of the search target is to find the coordinates of one of the most suitable for bird's nest (i.e., a set of weights and thresholds) makes the selection of fitness function to get the minimum value, and then gives the coordinates of the bird's nest component to the BP neural network as the initial weights and thresholds of the network.
The purpose of network training is to adjust weights to minimize network and error, so choose the following fitness function: 
Coding scheme and fitness function design
In the hybrid cuckoo search algorithm, each individual cuckoo is a carrier of the road network node information, represented by vector. Each vector corresponds to a feasible solution to the optimization problem. Coding is a mapping from the decision space of the optimization problem to the search space of the hybrid cuckoo search algorithm. The search space consists of combinations of all cuckoo location vectors and is a subset of the integer space. Therefore, it needs to be mapped to the integer space according to the characteristics of the decision variables. The decision vector of the dynamic shortest-path model is the path selection scheme ) ,.., , ,..., coding schemes. In this case, the search space of the algorithm is much larger than the constraint space of the dynamic path problem and the algorithm is easy to fall into the local optimum, making it hard to obtain the optimal path. Therefore, it is necessary to add path connectivity constraints into the integer coding scheme and design a new coding scheme to reduce the search space of the algorithm. In the urban road network with 17 nodes shown in Figure 3 , a feasible path for the emergency vehicle from the node 14 r where it is located to the accident node is , and the corresponding cuckoo location code is Cuckoo: 14 15 11 9 5 6 7.
In order to ensure that the path sequence corresponding to the cuckoo location meets the connectivity requirement, a random integer coding scheme is proposed:
Let the set of adjacent nodes be Fitness is a measure of the pros and cons of individuals, and the driving force behind the evolution of cuckoo populations. According to the stage 1 objective function of the dynamical optimal path model, the fitness function of the HCSA-KSP algorithm is defined as:
where, 
Local optimization strategy
For the urban road network that satisfies the FIFO conditions, it is necessary to ensure that every road section that the vehicle passes through satisfies the shortest-time path requirement, that is, the local optimization process must be reasonable. In other words, if a shortest-time path In fact, the sub-path of each shortest-time path in the FIFO network is also the shortest-time path. Hence, the local optimization strategy of the cuckoo search algorithm is as follows: first mark the common node T , until the bottleneck node is marked. Finally, a random code scheme is used to generate a path from the node
) to the bottleneck node to replace the corresponding path in the original worst P , thus completing the update of the worst cuckoo location.
Algorithm design
With K optimal paths as the basis and the path reliability as the optimization objective, the twostage hybrid cuckoo search algorithm is designed to finally obtain the optimal path. The steps of the HCSA-KSP algorithm are as follows and the process flow of the algorithm is shown in Figure 4 .
Step 1: the initial population size is n, the P ; otherwise randomly generate a nest location in the group to replace the worst location. Then remix the groups and sort them in descending order to construct a new cuckoo population, and calculate the fitness value corresponding to the new nest location, and retain the optimal location until the number of local searches is reached;
Step 5: update the new nest locations according to (16), (17), (18), (19), (20), (24) and (25) to obtain a new group of nest locations;
Step 6: randomly generate a uniformly distributed number r ) 1 0 ( ≤ ≤r , and if a P r> , randomly change the nest location with a high discovering probability and keep the location with a low discovering probability so as to obtain a new group of nest locations;
Step 7 Step 8: evaluate the fitness of each nest location and then update the historical optimal location;
Step 9: if the algorithm meets the termination conditions, then the coordinate component of the best nest is used as the initial weight and threshold of BP neural network, and is trained to obtain the best model, and then output the result; otherwise, return to Step 3 to proceed. , the number of individuals in each group , the number of iterations for each group , the discovering probability , the dimension of the problem , the maximum number of iterations , and the maximum step size of the frog leap .
Perform chaos initialization of the population individuals, calculate the fitness value of each individual and sort them in descending order to obtain the optimal individual.
Group the individuals and perform local search, remix the nest individuals and sort them in descending order to construct a new population, and then calculate the fitness value of each individual in the population and keep the optimal location.
Update the location using the update formula to obtain a new group of nest locations and output the K best individuals.
Test the nest locations to obtain a good location .
Randomly change the nest location to obtain the new location, and after comparison, update the historical best nest location.
Assess the fitness value of each nest location and after comparison, update the historical best nest location.
Output the optimal nest location.
Satisfy termination conditions?
The coordinate component of the optimum bird's nest is considered as the initial weight and threshold of BP neural network.
Calculate the path reliability.
End of training, get the best Output the optimal value and the final path choice.
Example verification
By taking the urban road network in some sections of Yangpu District, Shanghai (Jungong Road -Songhuajiang Road -Elevated Inner Ring Road -Zhoujiazui Road) as an example, selecting 8:00-9:00 on December 29, 2017 as the time period and setting the shortest time interval at min 5 = ∆t , this paper constructs a real-time road section travel speed function, and obtains the road section travel time function. The example is shown in Figure 5 . 10 pairs of nodes are randomly selected. The start point is the area of departure and the end point is the accident scene. In order to simulate the situation of a city emergency, the morning rush hour during a normal working day is selected as the scheduling period after the accident occurs. Considering the complex dynamic road network changes, the HCSA-KSP algorithm is used to solve the K shortest paths for the emergency vehicle from the start point to the end point and the travel time. The results are compared with those of the PSO algorithm and the classic CSA to verify the performance of the HCSA-KSP algorithm. Parameters of the HCSA-KSP algorithm are shown in Table 1 . Generally speaking, between the same start point and end point, as different algorithms obtain different optimal paths, the shortest path travel time is different and the computation time is also different even at the same average vehicle speed. Comparatively, the HCSA-KSP algorithm obtains better shortest path travel time, takes less computation time and converges faster to the optimal solution, indicating that the HCSA-KSP algorithm is a feasible method to solve the dynamic path selection problem of emergency vehicles. 
Conclusions
Whenever an emergency occurs in a city, in order to get the injured treated as soon as possible, the emergency vehicles must be scheduled in such a way as to minimise the rescue time. However, the predetermined rescue paths often cannot adapt to the complex and changeable traffic conditions of the urban road network; therefore, a dynamic path selection scheme is needed to schedule these emergency vehicles. This paper takes the vehicle passing time as the weight of the road section to solve the shortest-time path selection problem. It abstracts the road network into nodes and edges, builds the road section travel time function, uses the path reliability to measure the negative impacts of dynamic traffic conditions on the whole travel time, design is a two-stage objective optimization model for dynamic optimal path selection and at last presents a BP neural network model optimized by hybrid cuckoo algorithm to solve this problem. The simulation test proves that this algorithm is a feasible method to solve the dynamic path selection problem of emergency vehicles, and through comparison test, it can be found that this algorithm has better performance than the classic cuckoo search algorithm and the particle swarm optimization algorithm.
