We use the most homogeneous Geneva seven-colour photometric system to derive new metallicity calibrations for early A-to K-type stars that cover both, dwarf stars and giants. The calibrations are based on several spectroscopic data sets that were merged to a common scale, and we applied them to open cluster data to obtain an additional proof of the metallicity scale and accuracy. In total, metallicities of 54 open clusters are presented. The accuracy of the calibrations for single stars is in general below 0.1 dex, but for the open cluster sample with mean values based on several stars we find a much better precision, a scatter as low as about 0.03 dex. Furthermore, we combine the new results with another comprehensive photometric data set to present a catalogue of mean metallicities for more than 3000 F and G-type dwarf stars with σ ∼ 0.06 dex. The list was extended by more than 1200 hotter stars up to about 8500 K (or spectral type A3) by taking advantage of their almost reddening free characteristic in the new Geneva metallicity calibrations. These two large samples are well suited as primary or secondary calibrators of other data, and we already identified about 20 spectroscopic data sets that show offsets up to about 0.4 dex.
INTRODUCTION
Stellar metallicity is a key parameter that influences stellar evolution, for example, but it is also an important measure for a better understanding of the Milky Way itself. For the latter, open clusters are a valuable tool, because they allow us to accurately determine the age and the distance. The cluster member stars show in general chemical homogeneity, thus an average of stellar data provide us with a very accurate value for this additional parameter as well. However, we only know the metallicity for a limited sample of open clusters. A series of papers studied the current knowledge of open cluster metallicities (Paunzen et al. 2010; Heiter et al. 2014; Netopil et al. 2016) . These works include a compilation of photometric estimates, an evaluation of spectroscopic data, and finally the presentation of 172 objects on a homogeneous metallicity scale, including spectroscopic and photometric estimates. The last reference used the final sample for an investigation of the Galactic metallicity distribution and found among others a first observational evidence of radial migration based on open cluster data.
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More efforts are needed to enlarge the sample of open cluster metallicities, but also to improve the accuracy of the data. This holds for photometric estimates, but for spectroscopic measurements as well. Although spectroscopic data can provide us with the highest possible accuracy, the metallicity scale can differ significantly from one study to another (see discussion by Heiter et al. 2014) . Ongoing surveys, such as the Gaia-ESO Public Spectroscopic Survey (Gilmore et al. 2012) , and later the data of the Gaia satellite mission itself will certainly contribute to a significant improvement in this respect.
Despite all these projects, photometric metallicities cannot be considered as outdated, they might still provide valuable results to complement spectroscopic data (Netopil et al. 2016) . From that work and the additional literature, it is evident that one photometric system was not used so far to derive open cluster metallicities: the Geneva photometric system (Golay 1972) . This seven-colour system allows to derive astrophysical parameters for a broad range of spectral types (Kunzli et al. 1997) and was also used to investigate chemically peculiar stars (e.g. Hauck & North 1982) , for example. Some empirical metallicity calibrations are available for this system (see e.g. Berthet 1990 , and references therein), but these were not systematically applied, neither to open clusters nor to field stars. The last author also found a close correlation between the blanketing parameters in the Geneva system (∆m 2 ) and the Strömgren-Crawford one (δm 1 ). The latter system was already used for some detailed studies of open clusters (Anthony- Twarog et al. 2016) or field stars (Casagrande et al. 2011) .
The big advantage of the Geneva system compared to other photometric systems is that it belongs to the most homogeneous ones, the data are based on a unique instrumentation and reduction procedure (Cramer 1999) in both hemispheres. The General Catalogue of Photometric Data (GCPD 1 , Mermilliod et al. 1997 ) includes about 44 000 stars that cover all spectral types and luminosity classes. This high number of stars and numerous new spectroscopic iron abundance measurements makes a revision of the metallicity calibrations worthwhile.
Although this work is mostly motivated to improve the knowledge of open cluster metallicities, it is clear that the limiting magnitude of the Geneva data (∼ 12 mag) restricts an open cluster sample to nearby objects, which are probably already studied elsewhere. However, a big homogeneous sample allows a profound validation of the derived metallicity scale if compared to other data and possibly to identify erroneous literature results. As a next step the calibrations can be applied to samples of field stars to verify other data sets, for example.
In this article the term metallicity is synonymously used with iron abundance [Fe/H], but we note that photometric approaches in general measure [M/H] . Thus, in the case of non-solar scaled abundances, the calibrated [Fe/H] value might deviate from the actual iron abundance. The article is arranged as follows: in Sect. 2 we discuss the compilation of spectroscopic metallicities, Sect. 3 presents calibrations for dwarf stars and giants, Sect. 4 shows additional comparisons of the metallicity scale and presents open cluster metallicities. In Sect. 5 we make use of the new calibrations and present catalogues of photometric metallicities. Finally, Sect. 6 summarises the work.
SPECTROSCOPIC METALLICITY SCALE
The calibration of the Geneva blanketing parameters in terms of [Fe/H] needs a sufficiently large sample of stars with well-determined astrophysical parameters. We therefore use literature results listed in the PASTEL catalogue of stellar parameters (Soubiran et al. , version 2016 ), but exclude works that are published before 1990; the restriction adopted by Heiter et al. (2014) . We checked the references in the database if they provide independent results, to avoid a bias owing to identical entries if an author or author group apparently adopt their previous results for a study in another context. This was noticed for example in the works by Mishenina et al. (2008 Mishenina et al. ( , 2012 , Trevisan et al. (2011) and Trevisan & Barbuy (2014) , or Luck & Heiter (2005 , 2006 . Furthermore, we exclude the results by Sousa et al. (2008) , because the data were re-analysed by Tsantaki et al. (2013) using the same automatic method but with an optimised 1 http://gcpd.physics.muni.cz/ iron line list. The differences in [Fe/H] are very small as shown by the last reference. Thus, we will introduce a bias if both results are adopted, in particular, because the data set is one of the largest for cool dwarfs. We also corrected some minor inconsistencies in the database (e.g. identical double entries from the same reference) and informed the maintainer about it.
The use of a single homogeneous data set does not provide the needed number of stars over a broad range of temperature, luminosity, and metallicity. On the other hand, merging different data sets might introduce distortions and a larger scatter owing to different scales. The overlap between individual spectroscopic data sets is often too small to conclude about possible offsets, but we can use the photometric metallicities in an iterative way to identify stronger deviating spectroscopic scales. We start with mean (uncorrected) spectroscopic metallicities to derive initial metallicity calibrations as outlined in the following section and investigate differences between the photometric scale and individual spectroscopic data sets. The last were corrected by the identified offsets and the procedure was repeated several times until we do not notice any additional deviation. A comparison of the mean uncorrected metallicities and the final corrected ones shows that the standard deviation has improved by about 20 per cent.
Most spectroscopic datasets are well scaled, but for some we are able to conclude an offset as listed Table 1 . The study by Roederer et al. (2014) shows by far the largest offset, which is in good agreement with the differences to other data presented by the reference itself (their table 17). The works by Varenne & Monier (1999) and Gebran et al. (2010) analysed hotter stars in the Hyades open cluster, but obtained a too low metallicity compared with the currently accepted value of [Fe/H] = 0.13 ± 0.05 dex based on high quality spectroscopic data and [Fe/H] = 0.15 ± 0.03 dex using results from three photometric metallicity calibrations (Heiter et al. 2014; Netopil et al. 2016 ). The largest spectroscopic data sets for dwarfs with more than 300 stars in common (Bensby et al. 2014; Ramírez et al. 2013; Sousa et al. 2011; Tsantaki et al. 2013; Valenti & Fischer 2005) agree at a ±0.01 dex level with σ ∼ 0.11 dex, which is confirmed by the direct comparisons as shown for example by Bensby et al. (2014) .
The largest samples for giant stars are by Hekker & Meléndez (2007) and McWilliam (1990) . We derive an offset for the last reference, whereas the other one agrees with the final photometric scale (0.01 ± 0.10 dex, 186 stars). The offset is also confirmed by a direct comparison of the two spectroscopic data sets.
We also need to verify that the metallicity scales for giants and dwarfs agree. Unfortunately, only a few studies provide a high number of giants and dwarfs that overlap with our photometric sample. However, based on the data by da Silva et al. (2011 Silva et al. ( , 2015 , Jofré et al. (2015) , and Randich et al. (1999) we conclude that the metallicity scales agree better than 0.03 dex.
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Main sequence stars
For most photometric systems that allow an estimate of metallicity, a standard sequence based on Hyades stars is used to correct for the colour (temperature) dependency and to derive the respective blanketing parameters (see e.g. Crawford 1975 , for the UB V and uvbyH β systems). To our knowledge, the last update of the Hyades sequence in the Geneva photometric system is given by Hauck et al. (1991) , which was used by Berthet (1990) to derive an updated metallicity calibration in this system. Many more stars were observed in the Geneva system, but also the number of stars with known iron abundance increased significantly after this work. Thus, the data allow a verification and improvement of both, the standard sequence and the metallicity calibration.
To construct the reference sequence we queried for Geneva photometry of Hyades stars in the GCPD. The data include a weight related to the photometric quality, and we only adopt stars that have a weight of at least three and photometric errors less than 0.01 mag. These objects can be considered as the most often observed and constant stars. Furthermore, we excluded chemically peculiar stars or objects that are listed as binary components. In addition to the photometric data, available kinematic membership data (Perryman et al. 1998 ) were used to extract the most probable cluster members. The colour range −0.065 ≤ (B2 − V1) ≤ 0.55 mag, corresponding to spectral types from about A3 to K1, is very well covered, but our quality criteria lower the number of cooler type objects. Thus, we also included Geneva data of some objects with a lower photometric weight, resulting in 86 stars in total. The final Hyades sequence in the (B2 − V1)/m 2 plane is shown in Fig. 1 , and we recall that the Geneva blanketing index Hauck et al. (1991) .
is defined as m 2 = (B1 − B2) − 0.457(B2 − V1). The colour index (B2 − V1) shows a good temperature sensitivity over a wide colour range and was therefore used also in the previous metallicity calibrations. A fourth order polynomial is needed to represent the data best and we list the derived coefficients in Table 2 . The final colour corrected blanketing parameter is then defined as ∆m 2 = m 2 (obs) − m 2 (std). Figure 1 shows that the standard sequence by Hauck et al. (1991) does not match the observations well. Differences up to about 0.02 mag are recognised for mid-A and G-type stars. The reason for the discrepancy is unknown, but might be related to the low number of stars used by Hauck et al. (1991) . They mentioned the use of 21 objects with (B2 − V1) < 0.34 mag, whereas we compiled a twice larger number of stars in this colour range. However, we will later discuss the influence of this difference on the results.
We matched the Geneva catalogue with the spectroscopic data presented in Sect. 2 and we adopt only stars closer than 150 pc using the Hipparcos parallax (van Leeuwen 2007) to keep the influence of interstellar reddening as small as possible. Furthermore, we exclude variable stars and binary components using the flags in the Geneva and Hipparcos catalogues. The latter criterion helps to minimise errors owing to possible misidentifications. However, we also checked the visual magnitudes in the two catalogues and removed about 60 stars that show differences larger than 0.3 mag. Chemically peculiar objects were excluded using the catalogue for Am and Ap stars by Renson & Manfroid (2009) and the recent λ Boo stars catalogue by Murphy et al. (2015) .
The cleaned starting sample includes about 2900 stars in the colour range of the reference sequence (−0.065 ≤ (B2−V1) < ∼ 0.80 mag). From this sample, we selected main sequence objects based on the compiled surface gravity (log g > ∼ 3.8) and the spectral types listed by Skiff (2014) . Stars with at least three spectroscopic metallicity determinations are in general used as the calibration sample to minimise the influence of single erroneous results, but we adopted all objects with (B2 − V1) ≤ 0.20 mag to increase the number of hotter stars in the sample. We noticed that ∆m 2 becomes unreliable for stars later than about spectral type G2, thus we set the cool colour limit to (B2−V1) ≤ 0.40 mag. The final sample includes 527 stars, with a median of five iron abundance measurements per star and a median σ of 0.05 dex. Figure 2 shows the calibration sample in the ∆m 2 /[Fe/H] plane. The scatter increases towards underabundant objects, but which is obviously caused by the influence of blanketing on the colours. We are faced with the fact that a given ∆m 2 value does not represent the same metallicity at different colours, we therefore apply a multivariate regression with the variables (B2 − V1) and ∆m 2 as listed in Table 3 . We exclude four apparent outliers for the final calibration, and 22 Hyades stars to not include this cluster twice in the calibration procedure and to test the zero points of the fits. . Sample and symbols as in Fig. 2 , but calibrated as by Berthet (1990) . Red squares represent 63 stars in common with this author, and the red line shows his second order polynomial fit.
However, the derived zero point of 0.13 ± 0.01 dex is in excellent agreement with literature values for the Hyades. Table 3 also lists polynomial fits to the hottest and coolest objects. These should be applied to underabundant stars (∆m 2 < −0.05/−0.07 for the hottest/coolest range) to achieve a better accuracy. The derived zero points are 0.11 ± 0.02 dex and 0.14 ± 0.01 dex for the hot and cool sample, respectively, thus we fix them to the spectroscopic metallicity value of the Hyades and recalculated the regressions.
Although not explicitly mentioned, Berthet (1990) adopted the empirical correction ∆(B2−V1) = 1.2(∆m 2 +0.06) by Hauck (1973) to take the influence of blanketing on the colours into account, and lists already the corrected colour index for the stars. This correction was applied to underabundant objects (∆m 2 ≤ −0.06 mag) that are cooler than (B2 − V1) = 0.23 mag. However, this procedure results in an overcorrection of cool metal-weak stars and excludes hot objects. Figure 3 shows the sample of Fig. 2 , but calibrated similarly as Berthet (1990) , adopting the standard sequence by Hauck et al. (1991) as well. We note that Berthet (1990) compiled 164 stars with (B2 − V1) 0.4 mag, but most are hotter objects. Owing to this bias and the number of underabundant objects (only seven stars with [Fe/H] < −1.0 dex), the author has not noticed the inappropriateness of the applied correction. Only 63 stars of the list by Berthet (1990) are included in our calibration sample owing to the selection criteria, but the adopted iron abundances are in reasonable agreement. Furthermore, the use of the standard sequence by Hauck et al. (1991) results in an additional spread and colour dependency of the photometric metallicities, the mean metallicity of cool and hot stars at ∆m 2 = 0 mag differs by almost 0.10 dex.
Our new metallicity calibration in terms of ∆m 2 provides an accuracy of about 0.10 dex over the investigated colour range. The calibration derived for the coolest stars can be used for objects as cool as (B2−V1) = 0.45 mag (∼ G5), but a larger error of 0.15 dex has to be accepted. For cooler stars, ∆m 2 seems not usable anymore, but for stars of spectral type G and later, the Geneva U colour is well suited as blanketing indicator (Grenon 1978) . However, instead of (B2−V1) we use Table 3 . Metallicity calibration of main sequence stars. Notes: The regressions are given in the form a 0 + a 1 X + a 2 X 2 + a 3 XY 2 + a 4 X 2 Y, with X representing ∆m 2 or ∆U t , respectively, and Y = (B2 − V 1). The errors are given in parentheses. The number of calibration stars in the respective colour range and the standard deviation of the metallicity calibrations are listed in the last lines. the parameter t = (B2 − G) − 0.39(B1 − B2) (Grenon 1981) to define the reference sequence. For cool stars, the parameter is little influenced by metallicity, thus it is a good temperature indicator (Meléndez & Ramírez 2003) . The sequence of the Hyades in the t/U plane in the interval 0.17 < t < 0.78 mag, corresponding to early G to late K-type stars, is shown in Fig. 4 and the coefficients of the fit are listed in Table 2 . The blanketing parameter ∆U t = U(obs) − U t (std) shows a colour dependency, comparable to the ultraviolet excess δ(U − B) in the Johnson UB V system. Therefore, guillotine factors were introduced to normalize δ(U − B) to the value at (B − V) = 0.6 mag (see discussions by Karataş & Schuster 2006; Karaali et al. 2011 ).
The early G-type stars in the calibration sample, which was compiled in the same way as for ∆m 2 , were used as a reference and we derived corrections for ∆U t as a function of t. To provide a convenient application, we calculated a corrected standard sequence, listed as U t (corr) in Table 2 , which should be used instead of the observed sequence in the Hyades. Owing to this procedure, it is difficult to pro- Table 2 .
vide a direct error estimate of the corrected sequence, but based on the scatter of the data we expect that the errors are about three times larger than for the observed Hyades sequence. We can now adopt the complete sample of 370 stars in the corresponding colour range to derive the final metallicity calibration. A two-step linear regression appears as the most reliable relation, and we derive a zero point of [Fe/H] = +0.12 ± 0.01 dex for ∆U t after excluding 3σ outliers and stars in the Hyades. We again fix the zero point to the spectroscopic mean value of the Hyades and derived the final coefficients of a piecewise linear function as listed in Table 3 . The change in the distribution occurs at solar metallicity (∆U t = −0.07 mag or [Fe/H]=−0.02 dex). The knowledge of interstellar extinction is important for all presented calibrations and we need to discuss its influence on the photometric metallicity. The m 2 index is a reddening independent parameter (see e.g. Golay 1980 ), thus we only have to consider the reference value of m 2 that is based on (B2 − V1). The flat part in Fig. 1 indicates that for early A to early F-type stars the derived metallicity is almost unaffected by the reddening. However, at (B2−V1) = 0.4 mag, the very cool end of the calibration, an uncertainty of 0.01 mag in the colour owing to reddening (or the photometric measure-ment) corresponds to a metallicity shift of 0.06 dex at solar metallicity, whereas at [Fe/H] = −1 dex we already have to consider an error that is twice as large. In the calibration procedure of ∆U t both indices are affected by reddening, but the influence is somewhat compensated by the reddening vector and the larger baselines. For early G-type stars (t ∼ 0.20 mag) an error of 0.01 mag in the Johnson UB V colour excess E(B − V) transforms into a shift of 0.05 dex in the metal-poor range, and half the value in the metal-rich part. Down to early K-type stars the influence of reddening increases by a factor of two, whereas mid to late K-type objects are almost unaffected by reddening. We estimate that in the metal-poor range a change of the colour excess by 0.10 mag results in a shift of only 0.05 dex. We note that we adopt the reddening ratios listed by Cramer (1999) .
The calibration samples might be influenced by reddening as well, in particular the stars farther than 50 pc. We therefore checked these objects with the Strömgren-Crawford uvby β system that is able to derive accurate reddening values (see e.g. Karataş & Schuster 2010) . We compiled photometric data from the catalogue by Paunzen (2015) , only for 21 stars uvby β measurements are not available. The intrinsic colour calibrations by Napiwotzki et al. (1993) and Karataş & Schuster (2010) were used to estimate E(b − y) and we noticed only about 20 stars in each metallicity calibration sample that exceed E(b − y) > 0.01 mag, but most are less reddened than 0.03 mag. About half of the reddened objects in the ∆m 2 sample are A-to early F-type stars, thus the influence of reddening is negligible. However, we tested the metallicity calibrations by correcting for the reddening and by excluding the few reddened objects, but noticed no significant effect on the results.
We apply the metallicity calibrations to the complete main sequence sample with spectroscopic metallicity determinations, and we adopt the ∆U t calibration if the colour of an object allows the use of both calibrations. Figure 6 shows the differences to the spectroscopic values (∆[Fe/H]) for stars closer than 50 pc (to not overcrowd the figure) as a function of the spectroscopic abundance, effective temperature, and log g. We derive linear regressions using the residuals of the calibration star sample and obtain the slopes −0.02 ± 0.01, +0.09 ± 0.08, and −0.01 ± 0.02 for the parameters [Fe/H], log(T eff ), and log g. Note that also temperature was studied in the logarithmic space to avoid an expression in power of tens. All slopes give no hint of a dependency which exceeds 2σ or 0.05 dex over the complete parameter range. The complete samples (out to 150 pc) with mean iron abundances (based on N = 2 and N ≥ 3 measurements; 342 and 719 stars, respectively) show an accuracy of σ ∼ 0.11 dex, whereas the single measurement sample (898 objects) has a somewhat larger scatter (σ ∼ 0.14 dex).
The middle panel of Fig. 6 shows that the scatter is much larger at lower temperatures. However, also the standard deviation of the mean spectroscopic abundances increases at lower temperatures, but also towards underabundant objects. Thus, if we restrict the N ≥ 3 sample to stars hotter than 5200 K and [Fe/H] > −1.0 dex, we obtain a better accuracy of σ ∼ 0.08 dex (602 objects).
We also observe a slight excess of cooler type stars for which the photometric metallicity is underestimated. This is certainly not caused by an unconsidered interstellar extinction, because most objects are reasonably close-by ( 30 pc). However, we notice that chromospheric activity influences the photometric metallicities. Isaacson & Fischer (2010) measured the flux in the core of the Ca ii H and K lines of more than 2600 stars and define ∆S as an indicator of excess in emission. Figure 7 shows ∆[Fe/H] as a function of ∆S for more than 500 objects in common. The stronger the emission the larger the influence on ∆U t and the resulting photometric metallicity. Thus, in particular for very active G and K-type dwarfs, the metallicities should be used with caution.
Finally, we summarise the valid calibration ranges for dwarf stars. The ∆m 2 calibration can be applied to stars with −0.15 mag ≤ ∆m 2 ≤ 0.04 mag or −2.0 dex [Fe/H] 0.3 dex. The quadratic term of the calibration indicates that there is a saturation effect at higher metallicities. Thus, if the calibration is applied to metal-rich stars outside the valid range, we will certainly only obtain a lower limit of the metallicity. The ∆U t calibration for cool type stars is a piecewise linear function with limits listed in Table 3 . It can be applied to stars with metallicities up to [Fe/H] ∼ 0.5 dex, but the data coverage suggests that [Fe/H] ∼ 0.4 dex (or ∆U t = 0.14 mag) is a more reasonable and secured upper limit.
Giant stars
The giant star sample was compiled by using the spectral types, the gravity (log g 3.5), and the absolute magnitude (M V < 2.0 mag). About 700 objects satisfy these criteria. For giant stars we cannot rely on the Hyades (or another cluster) to define a reference sequence, because of the number of stars and the colour range that is covered. Thus, we have to use stars of the compiled sample itself for that purpose. As expected, the metallicity distribution shows a maximum around solar abundance. We therefore select 131 stars in the metallicity interval −0.05 ≤ [Fe/H] ≤ +0.05 (with a median [Fe/H] = 0.00 ± 0.03 dex) to define the reference sequence in the t/U plane. In general, objects with at least two metallicity estimates were adopted, but towards the cool and hot temperature end we also selected lower quality results to obtain a better coverage. The reference sequence in the colour range 0.28 ≤ t ≤ 0.90 mag for early G to late K-type giants is shown in Fig. 4 and listed in Table 2 .
There is a colour dependency on the blanketing parameter ∆U t as well, and we correct that similarly as for the dwarfs, but here late G-type giants serve as the reference with almost identical corrections towards cooler and hotter stars. The final corrected sequence shows a linear dependency of t and U, and a slope that reasonably agrees with the ones for G-type dwarfs. However, the two sequences significantly disagree at the cool end, which is obviously a result of the increasing difference of gravity between dwarfs and giants of the same colour.
For the metallicity calibration we adopt 205 stars that have not less than three iron abundance measurements, but for the final fit we exclude 11 objects with log g < 2.0 dex as suggested by Heiter et al. (2014) and six objects that deviate more than 3σ. The sample and the piecewise linear fit are shown in Fig. 8 , and the coefficients of the fit are listed in Table 4 . There is a lack of underabundant giants ([Fe/H] < −0.7), which is in line with the findings by Soubiran et al. (2003) covered metallicity range is still well suited for a study of open clusters, for example. The zero point of the calibration ([Fe/H] = 0.02) is slightly above the mean metallicity of the standard sequence sample, but well within its scatter. Nonetheless, we do not fix the zero point to the solar value because the corrected sequence displaces the majority of stars towards lower ∆U t values, resulting in a positive shift of the zero point. We note that the calibration of the dwarfs is unaffected because the majority of stars are in the colour interval that requires almost no correction.
The linear functions for the calibration of ∆U t are somewhat flatter compared to the ones for dwarfs (cf. Fig. 8 ). The linearity of the reference sequence already indicates that the Table 4 and the dashed black line the fit to the dwarfs. influence of reddening is the same over the covered temperature range, and we derive that an error of 0.01 mag in E(B−V) corresponds to a change of [Fe/H] by 0.03 dex and 0.06 dex for the metal-rich and metal-poor range, respectively. Figure 9 shows ∆[Fe/H] for all giants as a function of metallicity, temperature, and gravity. We derive a scatter of 0.08, 0.11, and 0.10 dex for the subsamples in descending quality order. The upper panel of the figure might indicate that overabundant stars get systematically underestimated by the photometric metallicity, but most spectroscopic data are from the single measurement sample. We postpone an additional verification of the photometric scale to the analysis of open clusters in Sect. 4.1. Otherwise, we do not notice a dependency that exceeds the typical scatter listed above. We apply linear regressions to the residuals of the calibration star sample and derive the slopes −0.05 ± 0.03, −0.24 ± 0.25, and −0.02 ± 0.02 for the parameters [Fe/H], log(T eff ), and log g. Similar to the dwarf stars, there are no variations above 0.05 dex over the complete parameter range and the significance of the slopes is below 2σ. However, the temperature dependency shows a much steeper slope and a larger error than the other parameters, but which is obviously caused by the narrow range in the logarithmic space. We note that the calibration works well for stars with gravities lower than 2.0 dex, which were excluded before, but they show a somewhat larger scatter (σ = 0.10 dex). Though, the data indicate a marginal underestimation by 0.03 ± 0.04 dex for the least evolved giants (log g 2.9). It is evident that this small correction is difficult to apply if spectroscopic data are not available. However, we tested the calibration also with a sample of subgiants that was in general selected based on the position in the colour-magnitude (CMD) and spectroscopic Hertzsprung-Russell diagram (Langer & Kudritzki 2014) , because of the problems related to the accurate spectral classification of the luminosity class IV. We compiled about 80 objects, but most are from the lower quality spectroscopic sample. The calibration for the giant stars can be applied, but ∆U t needs a small correction by +0.025 mag to obtain well scaled results with σ = 0.09 dex. This also corrects the small metallicity offset of the giants mentioned above. There are only a few A-to F-type giants and subgiants (27 objects), but the ∆m 2 calibration for dwarfs works apparently well also for the early type giant stars without any additional correction, resulting in σ = 0.10 dex.
Finally, we also summarise the valid calibration range for the giant stars (cf. Table 4 ). They cover a more narrow metallicity range than the dwarfs as shown in Figure 8 . The calibration is limited to [Fe/H] ∼ −0.6 dex, and at present we cannot prove that an extrapolation to more underabundant objects is justified. There are only a few stars that anchor the metal-rich end of the calibration (∆U t ∼ 0.2 mag or [Fe/H] ∼ 0.3 dex), but in the next Section we verify the scale and show that an extrapolation up to [Fe/H] ∼ 0.4 dex still provides reliable results.
ADDITIONAL COMPARISONS OF THE METALLICITY SCALE
With our approach to homogenise the spectroscopic data in Sect. 2 we might have introduced an offset, thus additional comparisons are important. We therefore use the work by Jofré et al. (2014) , which provides very accurate astrophysical parameters for a sample of stars that should serve as calibrators for the Gaia satellite mission, for example. They analysed 34 of such benchmark objects using several different methods. Certainly, too few stars for a direct calibration of the Geneva photometry, but the sample covers a broad parameter space and is thus very suitable for an additional check of our results. We subdivide the stars into dwarfs, subgiants, and giants as listed by Heiter et al. (2015) and applied the corresponding calibration presented here. We derived photometric metallicities for almost all stars from the list other than the five M-type giants, the metal-poor giant HD 122563 (it is outside the calibration range), and the Sun. Finally, we compare the Geneva metallicities with another set of photometric measurements. Casagrande et al. (2011) re-analysed the data of the Geneva-Copenhagen survey (GCS), which is based on Strömgren photometry for about 17 000 F-and G-type dwarfs in the solar neighbourhood. Thus, we can expect a very large overlap with our samples. We compare their results with about 1000 objects from our sample of spectroscopic calibrators (N ≥ 3 measurements) and confirm the conclusions by Casagrande et al. (2011) that there are no significant dependencies on effective temperature or metallicity. However, they have not presented a comparison of the metallicity scale as a function of log g, but Fig. 11 clearly shows that the GCS metallicities of more evolved objects are overestimated by up to about 0.2 dex, and we derive the following linear relation to correct the results for stars with log g < 4.4 dex, whereas for stars with higher gravities we find that the GCS metallicities are underestimated by the small amount of −0.03 ± 0.09 dex. 
We note that we adopt the GCS gravities, which agree well with other published results. We obtain ∆[Fe/H] = +0.00±0.08 dex (GCS − spec) after the correction and the exclusion of a few 3σ outliers. The accuracy of the corrected data has improved compared with σ = 0.097 dex, the result by Casagrande et al. (2011) . Furthermore, a direct comparison of the two photometric scales shows that these are equally scaled with σ = 0.11 dex.
We derive a mean photometric metallicity based on our data and GCS and compare these again with the calibrators. The scatter improves to σ = 0.06 dex, thus the combination of the two photometric systems apparently reduces the individual limitations, and we will make use of this benefit in Sect. 5.
Open cluster metallicities
Open cluster metallicities are important to improve our knowledge of the Milky Way's chemical evolution, but can also serve as an additional benchmark of the new calibrations. Recently, Netopil et al. (2016) (Mermilliod & Paunzen 2003) and the GCPD for objects that are covered by Geneva data. The CMDs in the Geneva system, for additional guidance also in other colours such as in UB V, were checked to divide the stars into dwarfs, subgiants, and giants. The magnitude limit of the photometric data (∼ 12 mag) restricts the open cluster sample to close-by objects, thus available proper motions (e.g. Tycho-2, Gaia) already provide an accurate membership criterion. Parallax measurements in the first data release of the Gaia satellite mission (Gaia Collaboration et al. 2016) provide an additional valuable membership information. Furthermore, we used membership probabilities listed in WEBDA and the additional literature, combined with an evaluation of the photometric colours. In particular the low number of giants makes a proper member selection important, though a membership analysis based on radial velocities (Mermilliod et al. 2008 ) is available for almost all compiled giants as well.
We derive metallicities for 54 open clusters in total (30 based on dwarfs and 32 based on giant stars) and therefore it is one of the largest samples based on a homogeneous photometric calibration (see discussion by Netopil et al. 2016 ). There are eight objects for which we derive metallicities based on dwarfs and giants. These agree very well within the errors and deviate by not more than 0.02 dex, providing an additional proof that the two metallicity scales are consistent.
The photometric metallicity of the Hyades based on dwarf stars cannot be considered as an independent measure because the standard sequences and the zero point rely on this cluster. However, we derive [Fe/H] = +0.13 ± 0.04 dex, a scatter which is only twice as large as recently found by Liu et al. (2016) in a detailed abundance analysis of 16 solartype stars in the cluster. They attribute the scatter to an intrinsic abundance dispersion. For the four giant stars in the cluster we derive [Fe/H] = +0.09 ± 0.05 dex, though da Silva et al. (2015) list log g 3.0 for all stars. Thus, with the correction discussed in Sect. 3.2 the mean metallicity is very close to the result for the dwarfs.
Both dwarf star calibrations (∆m 2 and ∆U t ) are applicable to two additional nearby clusters: NGC 2632 (Praesepe) and Melotte 22 (the Pleiades). For Praesepe we derive [Fe/H] = +0.15 ± 0.07 dex (65 stars) and +0.14 ± 0.04 dex (25 stars) using ∆m 2 and ∆U t , respectively. The Pleiades show a metallicity very close to solar: [Fe/H] = +0.00 ± 0.08 dex (49 stars) and −0.02 ± 0.07 dex (11 stars) based on ∆m 2 and ∆U t . The calibrations result in good agreement, thus for these two clusters Table A1 lists the mean values using all data for dwarf stars.
A proper choice of the cluster reddening is important to derive reliable metallicity values. For 29 open clusters, we estimate the reddening directly with the Geneva data and the reddening free X/Y indices of B-type cluster stars (see e.g. Cramer 1999 ). To avoid a confusion owing to different colour excesses, we always list the more common E(B − V) values, which were obtained with the reddening ratio given by Cramer (1999) . The reddening slightly differs as a function of intrinsic colour. Thus, if the reddening was derived for early type main sequence stars, a small correction for giant stars is necessary. We therefore downscale such results by 10 % as discussed by Twarog et al. (1997) . The last reference evaluated the reddening values of open clusters for main sequence stars and red giants, and we adopt their values for 15 clusters. For one cluster (IC 4756) they note a variable reddening for the giant stars and do not list a value. We therefore estimate it using Strömgren-Crawford data of subgiants, but also confirm their result for the main sequence. We also use some results by Netopil & Paunzen (2013) that are based on the Strömgren-Crawford photometric system and the Q-method in the UB V system. However, for a few little studied open clusters, we have to refer to other references or estimate the reddening using available spectroscopic temperatures of giant stars and the empirical temperature calibration by Huang et al. (2015) . However, a small error or offset of 50 K (∼ 1%) in the effective temperature already results in a deviating reddening scale by about 0.03 mag, which has to be added to the uncertainties and the scale of the calibration itself and the photometric errors. We note that different line-lists might cause temperature differences of more than 100 K (see e.g. Santos Table A1 lists the respective choice of the reddening, and if better reddening estimates become available for a cluster, a rough correction of the metallicities is possible with the values of the reddening influence that are discussed in Sects. 3.1 and 3.2. However, most cluster metallicities based on dwarfs and the ∆m 2 calibration were derived using A-and early F-type stars, thus they are little affected by the interstellar reddening. Nonetheless, we notice that these metallicities show in general a larger scatter than the results based on giant stars. The larger baseline of ∆U t probably lowers the influence of variability, binarity, or rotation, to mention a few properties that might affect the photometric colours.
As already mentioned, the open cluster metallicities can be used as an additional check of the calibrations. The comparison of data for 42 objects (Fig. 12 ) that have high-quality spectroscopic results (in respect of S/N and spectral resolution, see Heiter et al. 2014; Netopil et al. 2016) shows very good agreement. The comparison also includes some more recent spectroscopic results for NGC 2547, NGC 2451A, and NGC 2451B by Spina et al. (2017) based on UVES data, for NGC 5316 by Drazdauskas et al. (2016) , and for NGC 6940 by Böcek Topcu et al. (2016) . The largest deviation in the comparison was found for Melotte 20 (Alpha Persei), the Geneva metallicity [Fe/H] = −0.02 ± 0.11 is underestimated by 0.16 dex. However, the adopted spectroscopic metallicity value for the cluster shows a large error of 0.11 dex and is only based on two stars. This might be caused by too strict selection criteria introduced by Heiter et al. (2014) . The mean values of the two available studies for the cluster without any restriction on the data (−0.02 and −0.05 dex, Table 4 by Heiter et al. 2014) are in good agreement with the estimate presented here and other photometric determinations. The exclusion of this data point results in a median ∆[Fe/H] = +0.01 ± 0.03 dex (20 clusters) based on dwarf star metallicities and −0.01 ± 0.03 dex (28 objects) for the estimates using giant stars. The comparison with mean photometric values listed by Netopil et al. (2016) includes only estimates based on at least two photometric systems (36 objects) and yields ∆[Fe/H] = +0.00 ± 0.04 dex (Geneva− others). The largest differences in this comparison are found for IC 2391 and NGC 2547. For both clusters the Strömgren data by Lynga & Wramdemark (1984) apparently distort the mean values listed by Netopil et al. (2016) to lower metallicities. However, for the two objects spectroscopic results are already available, which agree very well with the Geneva data.
We conclude that the Geneva metallicities are very well scaled, and the low scatter also provides a hint for the in general good accuracy of the adopted reddening values. Furthermore, the result for NGC 6791, one of the most metal-rich open cluster, shows that the metallicity calibration of the giants can be applied up to at least +0.40 dex. The agreement with the spectroscopic metallicity suggests that the strong underabundant CN to Fe ratios in this cluster do not influence the result as in other photometric systems (e.g. DDO, see discussion by Netopil et al. 2016) .
For one open cluster (NGC 6067) we do not provide a metallicity estimate, although ten giant star members (Mermilliod et al. 2008 ) are covered by Geneva data. A very large scatter in ∆U t was found, and most values are outside the calibration range. This cannot be explained even by assuming strong differential reddening. The object is located in a very crowded field, thus the photoelectric data are most probably affected by additional stars in the aperture. Table A1 suggests that there is no other metallicity value available for two clusters (NGC 2281 and NGC 6025) . However, the compilation of photometric metallicities by Paunzen et al. (2010) lists estimates based on the UB V colours, which were excluded by Netopil et al. (2016) for reasons discussed therein. The Geneva and UB V data agree for NGC 2281, but differ by about 0.3 dex for the other object. Though, Cameron (1985) used photographic measurements for the analysis of this object, which are probably too inaccurate. Following the procedure by Netopil et al. (2016) , we finally present an update of weighted mean photometric metallicities based on their list and the new determinations. For the eight clusters with metallicities based on dwarf stars and giants a mean value was adopted. For most objects of the sample spectroscopic data are already available, but the new photometric data provide an independent measure for them and improved the reliability of photometric estimates for the remaining not yet spectroscopically studied open clusters.
CATALOGUE OF PHOTOMETRIC METALLICITIES
In Sect. 4 we noticed that a combination of the Geneva metallicities with the ones of the GCS results in a reasonable improvement of accuracy (σ ∼ 0.06 dex). Thus, such a merged sample can be useful in many respects, the data can serve as primary or secondary calibrators of other data sets, for example. The advantage is certainly that both results are on a homogeneous scale and cover many objects. We therefore performed a match of the Geneva catalogue with the GCS, resulting in an initial list of almost 5000 stars. Though, for numerous objects the GCS calibration was not applied within its range, and we exclude these stars using their flag as suggested by Casagrande et al. (2011) . Stars without a log g information in the GCS were removed from the list as well, because of the dependency of these metallicities on the gravity as discussed in Sect. 4; we correct the remaining data accordingly. Furthermore, we use the effective temperatures of the GCS to exclude stars with T eff < 5200 K because of the reasons discussed in Sect. 3.1. We note that the GCS metallicities also show a larger scatter for cooler stars and that chromospheric activity influences their results as well, though to a somewhat smaller extent (about 0.2 dex for the apparently most active stars). However, for the sake of reliability, we suggest to adopt even a more conservative lower temperature limit of 5500 K. Chemically peculiar stars are generally rare in the covered temperature range, we thus need to exclude only a few of them. The final catalogue includes 3267 dwarf stars, for which we derive the metallicities in the Geneva system as outlined in Sect. 3.1 and by adopting the GCS reddening values. We note that the sample includes several binaries with individually measured components or combined photometric measurements. For these stars we used the remarks about the duplicity in both catalogues, but also the magnitudes in the two photometric systems to assure a proper match, taking into account that discrepancies in the designation of binary components are likely. The interested reader should keep this in mind if using these data. Figure 13 shows the distribution of the sample for the effective temperature and metallicity. The latter covers a broad range from about −2.0 dex to overabundant objects with almost +0.5 dex. The standard errors of the mean metallicities do not exhibit a dependency on temperature, gravity, or metallicity. Furthermore, more than two third of the stars show an error of the mean metallicity of ≤ 0.05 dex, representing an additional proof that the two selected data sets agree on a very good level.
We noticed another big advantage of the metallicity calibrations in the previous sections: the results for dwarf stars and giants in the spectral type range from about A3 to F2 are almost unaffected by the reddening. This temperature range (∼ 6800 K−8500 K) is not or only partly covered by the sample defined above, but also spectroscopic results are rare. The sample of modern spectroscopic data, which we compiled in Sect. 2, includes only about 650 objects in this temperature range and stem from numerous individual references. About 20 per cent of the stars belong to chemically peculiar groups, and a similar percentage is located in the Kepler field. Furthermore, there are concentrations of stars in open cluster areas (such as the Hyades or Praesepe) as well, resulting in a strong excess of measured northern stars (∼ 70%). Thus, there is only a very limited number of normal type stars on a homogeneous metallicity scale that are "randomly" distributed over the sky, usable to check the metallicity scale of new data for example.
We therefore make use of the reddening free X/Y indices in the Geneva system and the intrinsic colours of MK spectral types by Hauck (1994) to select an initial sample of early A to F-type field stars from the complete Geneva catalogue using 1.0 ≤ X ≤ 1.65 and −0.3 ≤ Y ≤ −0.1. Figure 14 shows the stars in Geneva catalogue in this two-colour diagram and the range of the adopted sample. We compiled spectral types for these stars to exclude objects that are supposed to be too hot or too cool for our purpose, and chemically peculiar stars were removed from the list as well. We also exclude the small overlap with our catalogue of mean metallicities, though the present list still includes stars from the GCS -those which are flagged to be outside of the calibration range.
The final list includes 1226 objects, for which we derive the metallicity by adopting m 2 (std)=−0.480±0.003 mag, the mean value for stars in the Hyades with the colours −0.065 ≤ (B2 − V1) ≤ 0.160 (cf. Fig. 1) , and the procedure discussed in Sect. 3.1. However, the multivariate regression in Table 3 also depends on the colour term (B2 − V1) 0 . The influence gets negligible towards metal-rich stars (cf. also Fig. 2 ), but simply adopting a mean colour for the complete sample might introduce an offset of up to 0.06 dex for the very coolest and hottest stars with underabundances around [Fe/H] ∼ −0.5. For 238 GCS stars in the sample we can directly adopt the reddening estimates of the survey to correct the colours, but Strömgren data are available in the catalogue by Paunzen (2015) for another 636 objects. These data were used to estimate the reddening as outlined in Sect. 3. For the remaining stars we use the intrinsic colours by Hauck (1994) and the compiled spectral types to estimate the intrinsic colours of the objects, and we estimate an accuracy of 0.03 mag by a comparison to the other results. We consider this sample as a valuable extension of the first catalogue to hotter stars. Figure 13 shows the metallicity distribution of the sample, which differs compared with the previous one of mean metallicities for cooler type stars. Obviously, there is a higher percentage of metal-rich objects. The low number of about 40 "hot" stars in the calibration sample might introduce an offset of the metallicity scale. However, the results for the open clusters do not suggest an improper calibration. The Geneva metallicities of NGC 2547 and NGC 6405, for example, are based only on stars in the colour range that we adopt here and agree very well with spectroscopic data (cf. Table A1 ). We note that the result by Kılıçoglu et al. (2016) for the latter object was not considered in the comparison in Sect. 4.1 owing to the adopted criteria. Furthermore, the open cluster Melotte 20 covers several stars cooler and hotter than (B2 − V1) = 0.16 mag and their mean values agree within 0.02 dex. We therefore attribute the disagreement of the two metallicity distributions to the colour cuts and stellar evolution; see for example the discussion and figure 7 by Bergemann et al. (2014) or Casagrande et al. (2011) for a comparable effect.
Both catalogues will be made available in electronic form at the CDS and provide all basic information (ID's and coordinates), colours that allow reproducing all the results, and finally the estimated (mean) metallicities.
CONCLUSIONS
We presented new metallicity calibrations for the Geneva photometric system, both for dwarf stars and giants. The calibrations are applicable to a wide range of spectral types, from early A-to K-type stars, and the external accuracy is in most cases better than 0.10 dex. The high homogeneity of the photometric system and a high number of covered stars makes it a valuable independent source to check the metallicity scale of different data sets.
We compared the derived metallicities with some spectroscopic and photometric data and found in general very good agreement. However, compared to the Gaia benchmark stars by Jofré et al. (2014) we identified a small offset of about 0.04 dex that might be explained by their overabundant result for the Sun. The calibrations show a comparable accuracy as the Geneva-Copenhagen survey by Casagrande et al. (2011) that is based on Strömgren-Crawford photometry. Here we noticed an overlooked dependency of metallicity on gravity and we provide correction terms. However, a combination of Geneva and Strömgren data results in some benefits: Strömgren photometry provides accurate reddening estimates also for cooler type stars, and the derived metallicities in these two systems can be compared and averaged to improve the accuracy. Therefore, we provide a list of mean photometric metallicities for about 3300 stars in the temperature range of 5200 K to about 7000 K that are expected to show a good external accuracy (σ = 0.06 dex).
Another big advantage of the Geneva metallicities is certainly the almost reddening free characteristic for early A to early F-type stars, a temperature range that is little covered by spectroscopic data (see e.g. Soubiran et al. 2016 ). We therefore derived metallicities for more than 1200 stars to extend the previous list to hotter stars (up to ∼ 8500 K).
Furthermore, we applied the metallicity calibrations to open cluster data. These provide on the one hand an additional proof of the metallicity scale and accuracy if compared to mean spectroscopic results, but also improves the knowledge of metallicity for open clusters that are not studied spectroscopically by now. In total, we present metallicities of 54 open clusters, 10 of them without any spectroscopic result. The comparison with available spectroscopic metallicities shows very good agreement with a scatter as low as 0.03 dex, but we also identified a some probably erroneous open cluster results that were adopted by a recent compilation.
We already identified about 20 spectroscopic data sets in the calibration star sample that show offsets up to about 0.4 dex. The presented large catalogues of (mean) photometric metallicities certainly provide large overlaps with other already available spectroscopic results or upcoming data, such as from the Gaia satellite mission. Thus, the catalogues are suitable as primary or secondary calibrators to identify possible offsets and to merge all spectroscopic data into a homogenised database of stellar metallicities.
The photoelectric Geneva data, which are used for the metallicity calibrations, are certainly a closed box. However, attempts to secure Geneva photometry also in the CCD era are presented for example by Raboud et al. (1997) with a study of the young cluster NGC 6231. More recently, Mowlavi et al. (2013) used a subset of the Geneva filters for a variability study of the stars in NGC 3766. The authors note, however, that a more detailed investigation is still needed to closely tie the CCD Geneva system to the standard one. This delicate standardisation along with observations in all Geneva filters is of importance to make use of all the capabilities of the system, but also to apply the metallicity calibrations on new CCD data.
