Until fairly recently, it was widely accepted that local cosmic ray spectra were largely featureless power laws, containing limited information on their acceleration and transport. This viewpoint is currently being revised in the light of evidence for a variety of spectral breaks in the fluxes of cosmic ray nuclei. Here, we focus on cosmic ray electrons and positrons which at the highest energies must be of local origin due to strong radiative losses. We consider a pure diffusion model for their Galactic transport and determine its free parameters by fitting data in a wide energy range: measurements of the interstellar spectrum by Voyager at MeV energies, radio synchrotron data (sensitive to GeV electrons and positrons) and local observations by AMS up to ∼ 1 TeV. For the first time, we also model the time-dependent fluxes of cosmic ray electrons and positrons at GeV energies recently presented by AMS, treating solar modulation in a simple extension of the widely used force-field approximation. We are able to reproduce all the available measurements to date. Our model of the interstellar spectrum of cosmic ray electrons and positrons requires the presence of a number of spectral breaks, both in the source spectra and the diffusion coefficients. While we remain agnostic as to the origin of these spectral breaks, their presence will inform future models of the microphysics of cosmic ray acceleration and transport.
I. INTRODUCTION
The last decades have witnessed an impressive effort aimed at understanding the acceleration and the transport of Galactic cosmic rays (CRs). On the observational side, a large number of experiments have presented measurements of local fluxes of various CR species and their combined anisotropy. In addition, measurements of the diffuse gamma-ray flux contain information about the CR fluxes in other regions of the Galaxy. The wealth of accurate and diverse data has challenged our understanding of CR origin and propagation. In particular, the long-held wisdom that CR spectra are featureless power laws from GeV to PeV energies had to be revised in the light of a number of spectral breaks observed, most prominently the "discrepant hardening" in nuclei fluxes at rigidities of a few hundred GV [1] [2] [3] [4] [5] . On the modelling side, this requires modifications of the underlying assumptions, in particular on the shapes of source spectra and the rigidity-dependence of the Galactic diffusion coefficient.
CR electrons and positrons are of central importance in investigating the origin of CRs in that at the highest energies they must be necessarily of local origin. For example, in the usually assumed radiation fields (cf. e.g. [6] ), electrons of 1 TeV cool in ∼ 3 × 10 5 yr which limits their distances to ∼ 300 pc. (Here, we have assumed a diffusion coefficient of 10 29 cm 2 s −1 .) Specifically, spectral features at hundreds of GeV or higher energies can be related to individual sources of CR electrons and positrons. In addition, CR electrons and positrons in other regions of the Galaxy contribute to the diffuse emission at radio/microwave and gamma-ray wavelengths by synchrotron emission and Inverse Compton scattering, respectively. Understanding the local fluxes is imperative for any global model of CR electrons and positrons. Finally, CR positrons have received heightened attention as a probe for dark matter annihilation or decay. The fluxes of CR electrons and positrons from astrophysical sources constitute an irreducible background for any search of exotic signatures such that precise predictions are required.
In CR electrons and positrons, two features have created most attention over the last decade: First, the positron fraction, i.e. the ratio of the positron flux to the sum of electron and positron fluxes, is rising above ∼ 7 GeV. The existence of such rise, which was already hinted at in the 1 -50 GeV energy range by the HEAT observations in 1994 [7, 8] , was proven by the PAMELA orbital observatory [9] and later confirmed by AMS at an unprecedented level of precision [4] . Over the years, this excess of high energy positrons has attracted several interpretations mostly in terms of astrophysical mechanisms such as the emission from pulsar wind nebulae [10, 11] or the diffusive shock acceleration of positrons produced in spallation reactions occurring inside the shock region of one or more supernova remnants (SNRs) [12, 13] . Numerous interpretations of this anomaly in terms of dark matter annihilation or decay have also been put forward [14, 15] , even if it has been shown that such interpretations can be in strong tension with the constraints that are derived from other dark matter indirect detection channels [16] . Secondly, a spectral softening was observed in the sum of electron and positron fluxes at ∼ 1 TeV by H.E.S.S. observations [17, 18] and recently confirmed by DAMPE [19] . Very recently, AMS reported a spectral cut-off in the positrons around 300 GeV [20] , notably at significant smaller energies than the break in the all-electron spec-trum.
At energies below a few tens of GeV, studies of the interstellar spectra are hampered by solar modulation, that is the energy losses and flux suppression due to the interaction of CRs with the solar wind and its frozen-in magnetic field. (See Ref. [21] for a review). This modulation is periodic with a primary period of 11 years. Until recently, the statistics of the experimental data was such that only CR spectra averaged over significant fractions of the 11 year period and therefore only studies of the average properties of solar modulation were possible. These time-averaged data could be reasonably well described by the simple and popular force-field model. Recently, the substantial increase in the number of events collected by the detectors has made time-dependent measurements of CR spectra possible. Time-dependent lepton spectra have been released by PAMELA [22, 23] and AMS [24] . In particular, [22] [23] . AMS has presented the electron flux, the positron flux and the positron-to-electron ratio measured in the [1 GeV -50 GeV] energy range and in the time period from June 2011 to April 2017, binned in time intervals with a duration of one Bartels rotation each [24] .
The study of solar modulation and modelling of the interstellar spectra does not only benefit from these new time-dependent measurements, but also from the first direct measurements in the interstellar medium. Specifically, the Voyager I spacecraft, launched in 1977, transited the heliopause in 2012 and entered into interstellar space [25] . It should be mentioned, in any case, that the Voyager measurements are at significantly lower energies than those at the Earth's position such that the effect of solar modulation cannot be estimated without an extrapolation or better, modelling, of the spectra.
The aim of this paper is to model the electron and positron local interstellar spectra (LIS) over a wide energy range from tens of MeV to ∼ TeV. Our model will contain a number of spectral breaks in the source spectra and in the rigidity dependence of the diffusion coefficient. To this end, we will exploit a variety of complementary experimental datasets. We will emphasise which data set requires the introduction of which spectral break. Our analysis will benefit from the recent time-dependent measurements of the electron and positron fluxes performed by AMS [24] . We will illustrate how the effect of solar modulation on these fluxes can be described to a very good extent within the framework of a simple analytical extension of the force-field approximation.
The paper is organised as follows: In Section II we illustrate the main features that characterize our implementation of the acceleration and transport of CR electrons and positrons. In Section III, we describe the setup of the different analyses that we perform and we discuss our results. Then, in section IV we summarise our findings and provide our conclusions.
II. METHOD
A. CR sources CR electrons and positrons can be of either primary or secondary origin. Primary CRs are those particles that undergo acceleration in astrophysical sources. Primary electrons are expected to be accelerated by SNRs through diffusive shock acceleration. The number of CRs of a given species injected by SNRs into the ISM per unit time, volume and energy is described by a source term that can be expressed as:
where we have made the standard assumption that the rigidity and spatial dependence can be factorized. The rigidity-dependence is defined by the function g(R) which we assume to be a power-law, possibly with a number of breaks, as will be illustrated in greater detail in Section III for the different steps of our analysis. The function f (r, z), which describes the spatial dependence of the SNR source term, is assumed to be the one proposed by [26] 1 . Lastly, the normalization factor Q 0 takes into account the rate of supernova explosions and the luminosity that SNRs inject into the ISM in the form of CRs.
As mentioned above, for the rise in the positron fraction several interpretations have been put forward. In this paper we take a model-independent viewpoint and assume this extra component of high-energy electrons and positrons to have a spatial dependence that traces the one of SNRs and a rigidity dependence that can be expressed as a power-law with an exponential cut-off:
Such a spectrum is compatible with models that describe the acceleration of electrons and positrons in the magnetosphere of pulsars (see the discussion in [11] ) as well as with models that describe the acceleration of secondary positrons in SNRs (as detailed in [13] ). In all our investigations, we adopt R cut = 600 GV. We assume Q extra to be a charge-symmetric source term, in the sense that 1 We have verified that the use of the source profile proposed in [27] gives identical results to the ones presented in Section III. On the other hand, the profile proposed in [28] , which is significantly different than the ones in [26] and [27] , results in a slightly different e ± spectrum in the MeV range and therefore would require different values for the parameters that will be introduced to fit Voyager data in Section III C.
the electron and positron spectra injected into the ISM by the extra source are identical. This assumption is not perfectly consistent with our model-independent take on the extra term. Indeed, while pulsars are expected to be charge-symmetric sources of CR leptons, other sources invoked as interpretations to the rising positron fraction may be not. As an example, if one assumes this extra source to be SNRs accelerating secondaries produced in spallation reactions, such a mechanism will produce slightly more positrons than electrons (as a consequence of charge-conservation in proton-proton collisions). If we were to fix the normalisation of the extra source by fitting to the positron flux, the small charge-asymmetry would have a negligible impact on the electron flux as typically high-energy electrons are dominated by the SNR component described by Q SNR . In any case, one has to consider that within the present experimental precision a charge symmetric source term can neither be confirmed nor excluded.
Secondary electrons and positrons are produced by the interaction of primary CR (mostly p and He) scattering off the hydrogen and helium nuclei of the ISM. We describe this process with the source term
where dσ dR (i + j → e ± + X) represents the differential inclusive cross section for the production of electrons and positrons in ij reactions: for the pp case we take the parametrization proposed in [29, 30] , while for the processes involving He, as a projectile or as a target, we adopt the rescaling of the pp cross section obtained by following the prescriptions given in [31] . The quantity n j represents the density of the target species j, which is taken from the model discussed in [32] , while Φ i (R, x) is the flux of the primary CR species i.
B. Galactic propagation setup
CRs propagate across the diffusive halo of the Galaxy, which we assume here to be a cylinder of half-height H = 4 kpc and radius R = 20 kpc. The propagation is characterized by the interplay between several processes and it is typically described in terms of a transport equation which models the time evolution of the CR density per unit momentum Ψ( r, p, t), which is related to the CR flux Φ by the relation Φ = v/(4π)Ψ, with v being the CR velocity. In full generality, the transport equation can be written as [33, 34] :
(4) We adopt the free-escape boundary condition, ψ(z = ±H) = 0.
As is customary, we have written the above equation in terms of the CR momentum per nucleon p, related to the rigidity R by the relation p = (Z/A)R, with A and Z being, respectively, the mass and atomic number of the CR species under consideration. The terms on the right-hand-side of eq. (4) describe, respectively: the CR source terms (as described in the previous paragraph), spatial diffusion, convection (with the velocity of the convective wind being V c ), diffusive reacceleration, energy losses and, in the third line, nuclear fragmentation and radioactive decays. These two processes are characterized, respectively, by the timescales τ f and τ r (with τ r being the lifetime of the CR species under consideration). The terms in the third line are to be included only when treating CR nuclei, as it is the case discussed in Section III A.
In this paper we consider a simplified form of the transport equation, which we use to model the transport of all CR species and which refers to a scenario where both diffusive reacceleration and convection are neglected. Our transport equations, which we solve with the publicly available DRAGON code [35] , are therefore:
(5) In the following, we only consider steady-state solutions, i.e. ∂Ψ/∂t ≡ 0.
The energy loss processes that dominate theṗ term are Coulomb and ionization losses in the case of CR nuclei and synchrotron, inverse Compton and bremsstrahlung losses in the case of CR leptons. For a detailed discussion on how these processes can be modelled, see [36] . Important ingredients for the modelling of these energy loss mechanisms are the gas density, the Galactic magnetic field and the interstellar radiation field. As already mentioned, for the gas density we follow the prescriptions of [32] , while the magnetic field follows the model of [37] and the interstellar radiation field is the one described in [38, 39] .
The most important mechanism in our modelling of CR transport is spatial diffusion. CRs diffuse due to their resonant interaction with turbulent magnetic fields. This diffusion process is treated in terms of a diffusion coefficient D xx , which, in the most general case, is a tensor whose components are both spatially and rigiditydependent. Here we will assume the simplest scenario in which diffusion is isotropic and homogeneous across the whole diffusive halo. Hence we consider a scalar diffusion coefficient with no spatial dependence.
The rigidity-dependence of the diffusion coefficient is set by the spectrum of the small-scale turbulence in the interstellar medium. In particular, a (1D) power law spectrum k −q in wavenumber k leads to a diffusion coefficient ∝ R δ where δ = 2 − q. We assume that the rigidity dependence of the diffusion coefficient is in the form of an n-times broken power law,
where D 0 is a normalization factor, β is the velocity of the particle under consideration, δ i are the spectral indices in the rigidity regimes partitioned by the break rigidities R i and the s i parametrise the smoothness of the rigidity breaks. For the Galactic diffusion coefficient, we assume two breaks, n = 2. In Fig. 1 , we show the diffusion coefficient as a function of rigidity with the parameters as determined below.
Under a physical point of view, R 1 (which we assume to be located at rigidities below 10 GV) is introduced following [40] to model in an effective way the damping of turbulence due to an (almost) isotropic distribution of cosmic rays. Moreover, as it will be detailed in the following, the presence of such a break is required to reproduce the behaviour of the diffuse radio emission. On the other hand, the second break R 2 , which we expect to be at around 200 GV, is introduced as it provides a satisfactory fit to the most recent data from AMS [41, 42] , which have clearly shown that, at this rigidity, the fluxes of light secondary CRs (Li, Be and B) exhibit identical hardening, stronger than the one that characterizes the flux of primary CRs (He, C, O). A possible physical motivation for the existence of a break in the diffusion coefficient at around 200 GV could be a change in the origin of the turbulence that is responsible for CR diffusion. As an example, in [43] it has been suggested that such a break could be associated to the transition between diffusion in an external turbulence (as the one injected from SNRs) and diffusion onto CR self-generated waves (through the mechanism of streaming instability).
C. Solar modulation
Before reaching Earth, CRs have to cross the heliosphere. This region hosts a turbulent magnetic field, together with a hot and ionised outflow called solar wind. The interaction of CRs with these agents impacts the CR distribution function, in a process known as solar modulation. Similarly to the case of Galactic propagation discussed above, also solar modulation can be modelled by means of a transport equation. Assuming a steadystate scenario and no injection of CRs in the heliosphere, this equation can be written as [44] :
where f is the CR phase space density (related to the number density by the relation dΨ = f (r, p)d 3 rd 3 p), while K is the spatial diffusion coefficient in the heliosphere, V is the velocity of the solar wind. Here below we discuss two ways of solving Eq. (7).
Standard force-field approximation
A way of solving eq. (7) is within the framework of the so-called force-field approximation introduced in [45] . Such a scenario is characterised by a series of simplifying assumptions. In particular, these assumptions consist in considering spherically symmetric boundary conditions at the heliospheric radius R, a radially-directed and constant solar wind velocity ( V = Vr) and a uniform and isotropic spatial diffusion (such that K is a scalar). Moreover, one has to assume that the CR streaming (or radial current density), under the influence of diffusion and convection, is zero:
where
Under these assumptions, eq. (7) simplifies to
which can be solved with the method of characteristics. If one assumes K = K 0 β(R/R 1 ), in the relativistic case (where β ≈ 1), the CR rigidity at the top of the Earth's atmosphere (i.e. after solar modulation) is given by:
where R LIS is the CR local interstellar momentum (i.e. the momentum before solar modulation) and
is the force-field potential 2 . Once that the relation between R TOA and R LIS is known, one can exploit the fact that the CR distribution function is conserved (as a consequence of Liouville's theorem) and write the CR topof-atmosphere intensity as
Extended force-field approximation
To investigate the recent AMS time-dependent electron and positron data, we construct an extension of the forcefield approximation, which is based on assuming a more general rigidity dependence of the CR diffusion coefficient in the heliosphere. In particular, we assume a broken power-law behaviour:
The physical motivation behind this assumption is that the rigidity-dependence of the diffusion coefficient reflects the wavenumber-dependence of the power spectrum of the turbulent component of the magnetic field. For resonant interactions between the CRs and the turbulent magnetic field, there is a one-to-one relation between the particle's rigidity and the turbulence's wavenumber, with the rigidity being inversely proportional to the resonant wavenumber. The range of wavenumbers far above 2π/l 0 , where l 0 is the outer scale of turbulence, is referred to as the inertial range and is commonly modelled with a power spectrum P (k) ∝ k −q , e.g. with q = 5/3 for a Kolmogorov phenomenology. For smaller wavenumbers, the turbulent power is usually significantly suppressed. Quasi-linear theory then predicts resonant interactions for particles with rigidities small enough such that the resonant wavenumber is above 2π/l 0 and a diffusion coefficient K ∝ R 2−q . For rigidities large enough such that the resonant wavenumber is below 2π/l 0 , interactions are 2 It is important to point out that φ has the dimensions of a rigidity only in this specific case where β = 1 and K ∝ R.
non-resonant and transport is in the small-angle scattering limit with K ∝ R 2 . (See for example the recent discussion presented in [46] .) Note that small-angle scattering is oftentimes considered for ultrahigh energy cosmic rays for which the resonant scale would be beyond any conceivable outer scale of turbulence. However, the only scale in the problem is the outer scale of turbulence such that the problem can be easily scaled to environments with a smaller outer scale, like the heliosphere.
We assume l 0 to be equal to the coherence length of the heliospheric field which has been estimated to be in a range that goes from 0.0079 AU [47] to 0.04 AU [48] . Such values roughly correspond to rigidities in the interval 3-12 GV. As it will be detailed in Section III, in our analysis we will consider both γ 1 and γ 2 as free parameters. The reason is that, as discussed for example in [49] , while the behaviour of the spectral indices at scales much smaller and much larger than l 0 can be well understood in terms of the considerations illustrated above, the same cannot be said about the rigidity dependence of the diffusion tensor across the coherence length, whose shape might depend on the turbulence model that is adopted and can even have a functional form that is more complicated than the broken power-law that we are imposing here. The TOA rigidity is obtained as a function of LIS rigidity by integrating eq. (9) . Due to the complicated functional form of the diffusion coefficient, the relation between R TOA and R LIS is not as simple as in the original force-field model, cf. eq. (10). However, the overall strength of modulation is still determined by the φ-parameter as before, see eq. (11).
AMS time-dependent electron and positron data cover a period of six years within the 24 th solar cycle, from November 2011 (Bartels rotation number 2427) to April 2017 (Bartels rotation number 2506). In modelling the time dependence of the force-field potential, we consider the fact that this quantity should have 2 minima at the two extremes of the time interval that is covered by the dataset that we consider and a maximum that should correspond to the maximum of the solar activity in the solar cycle that we are considering (roughly April 2014). We parametrize φ(t) as the sum of a constant term, a Lorentzian function and a hyperbolic tangent:
The time coordinate t corresponds to the Bartels rotation number (which we shift to have the first data point at t = 0). The parameter t 0 identifies the position of the maximum, τ parametrises the width of the maximum, a = φ(−∞), b ≈ φ(t 0 ) and c = φ(∞).
TABLE I. Best-fit parameters for the fit to B/C, proton and helium data. The free normalizations of the proton and helium injection spectra (expressed by the parameter Q0 in eq. (1) 
III. ANALYSIS
This section is devoted to the description of the different steps of our analysis. The analysis consists in fitting models of varying complexity to different combinations of data sets. Indeed, we start with a relatively small number of data sets which can be reproduced by a relatively simple source spectrum. Adding in more data sets requires more complicated source spectra, and our analysis aims at understanding which particular data set requires an additional feature in the source spectrum.
In particular, we start in section III A by fitting to the AMS measurement of the boron-to-carbon ratio which fixes the diffusion coefficient. Next, in section III B we determine the source spectrum of electrons and positrons by fitting to the radio spectrum at high latitudes and the high-energy data on the local electron and positron spectra as measured by AMS. In section III C, we then add the low-energy Voyager I data for the all-electron spectrum beyond the heliopause, that is the presumed interstellar flux. Finally, in section III D, we consider the recent AMS measurement of the time-dependent electronpositron data at energies of 1 − 50 GeV.
A. Fitting to AMS B/C, proton and helium data
We fix the parameters D 0 , δ 1 , δ 2 , δ 3 , R 1 and R 2 of Eq. (6) by fitting the AMS data on the boron-to-carbon ratio (B/C) [41] . In addition, we fit also the AMS data on CR proton [4] and helium [42] , since the spectra of these CR particle species are needed to compute the secondary e ± emission, as discussed in Section II A. The systematic uncertainties of the different data points are treated as detailed in Appendix A.
The proton and helium injected spectra are assumed to be broken power laws in rigidity. This means that for both species the function g(R) that appears in Eq. (1) is assumed to be of the form:
where R * is the position of the rigidity break, where the spectral index passes from θ 1 to θ 2 . For all CR species heavier than helium we adopt the helium spectral indices. The proton, helium and B/C data that are considered here in the fit are solar modulated data. As we are mainly concerned with CR electrons and positrons, we treat solar modulation in terms of the standard force-field model described in Section II C 1. In our fit we allow for different values of the Fisk potential for the different observables under consideration.
Another remark that has to be made is that when determining the position of the low-rigidity break in the diffusion coefficient R 1 , we consider only those values of this parameter for which we are able to find a satisfactory fit to the diffuse synchrotron emission (such fit will be described in the next Section).
The best-fit parameters found in the fit are reported in Table I , while the χ 2 values associated to the different data sets can be found in Table II and the best-fit configurations are shown together with AMS B/C and proton data in Fig. 2 . The quality of the fit is remarkably good, as it can be seen, in the case of the proton and B/C data, from the pulls that are shown in the lower panel of the plots.
B. Fitting to radio and AMS local high-energy electron and positron data CR electrons and positrons can be injected in the ISM through a variety of processes as discussed in Section II A. Here we assume the source term of primary electrons injected by SNRs to be a simple power-law, i.e. the rigiditydependence of Eq. (1) is given by
As discussed in Section II A, high-energy positrons and electrons are assumed to be accelerated by an extra source, with a rigidity spectrum that depends on two parameters: the normalisation N x and the spectral index Γ x . Concerning the secondary component produced by spallation processes, it is modelled as in Eq. (3), with the proton and helium spectra determined through the fitting procedure described in the previous paragraph. The left and right panel show, respectively, the boron-to-carbon ratio and the proton flux for the best-fit configuration of our model, in comparison with AMS data. B/C and proton data are taken, respectively, from [41] and [4] . For both plots, the lower panels show the pulls.
TABLE III. Best-fit parameters for the three fits to different combinations of data sets considered in our analysis. The parameters Φ e − and Φx correspond to the fluxes associated to SNRs and to the extra component at R = 30 GV, whose normalizations are a function of the free parameters N e − and Nx respectively. The uncertainty on each parameter is determined through the procedure described in Appendix A. With all this considered, the model that we are investigating here, which we label 0 breaks model, is characterised by 5 free parameters. Four of these parameters are directly associated to the electrons and positrons source terms: They are the spectral index α 2 and the normalization N e − of the electron spectrum injected by SNRs (see eq. (16)), the spectral index Γ x of the e ± spectrum injected by the extra component and its normalisation N x (see eq. (2)). In addition, the synchrotron flux depends on the strength of the magnetic field B( r) which varies as a function of position. We adopt a model, with a simple exponential dependence, on the galacto-centric radius r and the distance from the disk, z,
Our results are rather insensitive to the specific values of r 0 , ρ and z 0 , and so we adopt r 0 = 8.5 kpc, ρ = 8 kpc and z 0 = 2 kpc. However, we allow for the normalisation to float in the fit by a factor f B with respect to the fiducial value of B 0 = 3µG. We expect for f B to differ from 1 by a factor of a few at most. We determine the five free parameters by fitting to radio and AMS local high-energy electron and positron data [20, 50] . In building the data set of radio measurements to be used in the fit, we follow the approach described in [51] [52] [53] [54] [55] , which consists of considering those radio surveys that display a complete (or nearly complete) sky coverage at several frequencies in the MHz-GHz interval (more precisely, 22 MHz, 45 MHz, 408 MHz, 1420 MHz, 2326 MHz, 23 GHz, 33 GHz, 41 GHz, 61 GHz and 94 GHz). For each one of these frequencies, an average flux is estimated by integrating the sky maps produced by the respective survey over the high-latitude region, once that the contribution from the Galactic plane and from radio sources is removed through the application of the WMAP extended temperature analysis mask [56] . The uncertainty associated to the radio flux in each frequency bin is the result of the variance of the flux in the region of the sky under consideration. It is important to point out that in our analysis of the synchrotron data, not all the frequencies enter in the calculation of the χ 2 . In particular, we will not include in our assessment of the goodness of the fit the frequencies above 10 GHz as at these frequencies the radio emission is expected to receive important contributions from free-free and thermal dust emission. Therefore, one can consider the radio flux determined at these frequencies as an upper limit to the diffuse emission from CR electrons and positrons.
When fitting to AMS high-energy data, we adopt the prescription described in Appendix A to treat systematic uncertainties and to determine an uncertainty on the best-fit parameters. Furthermore, we consider only measurements above a minimum energy, which we set at E cut = 40 GeV. The reason for this choice is that we [20, 50] . We also show the secondary component only (dashed black lines) which is the same in both models. In each plot, gray data points are the ones that have been excluded in the fitting procedure. The panels below each plot show the pulls (data -model/ σexp). The bottom left panel illustrates the behaviour of the predicted synchrotron emission, for both the 0 breaks and the 2 breaks models in comparison with data. Data points that are not used in the fit are in gray. In the bottom right panel, the all-electron flux predicted at low energies by the two models and by the 1 break model is shown together with data from Voyager 1 [25] .
compare AMS data to the unmodulated Local Interstellar Spectrum (LIS). This means that we have to consider energies that are sufficiently large that the effect of solar modulation can be considered negligible with respect to the accuracy of the data. We have checked that alternative choices of E cut do not change our results in a significant way. More details on the impact that solar modulation has on the flux at different energies will be provided in Section III D when we will describe the fit to the AMS time-dependent data.
Within the scenario that we have described in the previous section, characterised by a double break in the rigidity dependence of the spatial diffusion coefficient, this simple model is able to fit remarkably well all the data sets we are considering. Our best-fit parameters are reported in the first row of Table III, while the values of the χ 2 associated to each data set are reported in the first row of Table IV. The best fit configuration is shown in comparison with data in the upper line and lower left panels of Fig. 3 (specifically, the 0 breaks model is represented by the magenta dot-dashed lines). One important point to remark is that the fit requires the slope of the primary electron spectrum to be rather hard and this has a great impact at low energies, where, as it can be seen in the top left panel of Fig. 3 , the electron LIS can even be below the data (in particular in the region below 40 GeV, not included in the fit). This will pose issues when the low-energy data (and solar modulation) will be taken into account, as we will discuss in detail later.
C. Fitting to radio, high-energy and Voyager data
Our intent in this part of the analysis is to constrain the very low energy range (i.e., below 100 MeV) of the electron LIS. To this end, we consider the measurements of the total electron flux made by Voyager 1 [25] at energies between 2.7 and 74.1 MeV.
As seen in the bottom right panel of Fig. 3 , the model, which was found in the previous part of the analysis to provide a remarkably good fit to high-energy and radio data, produces a total electron LIS that is in disagreement with Voyager data. More precisely, the spectrum appears to be too soft and its normalisation seems too large. We are thus led to adopt a break also in the source spectrum of primary electrons,
The model that we are considering here, which we label 1 break model, consists of 7 free parameters, which are the 5 that characterised the 0 breaks model, plus R a and α 1 . The best fit parameters and the χ 2 associated to each data set are reported, respectively, in Table III and IV and the low-energy total electron LIS is shown, together with Voyager data in the bottom right panel of Fig. 3 (specifically, the 1 break model is represented by the dashed cyan line). The goodness of fit with respect to this dataset has significantly improved.
D. Fitting to radio, high-energy, Voyager and AMS time-dependent data
In the previous sections, we have investigated the electron and positron LIS. We now turn our attention to the investigation of the solar modulated fluxes. The idea is that modulated fluxes can provide additional constraints to our models of the LIS. As discussed above, for example, the fit to radio data requires a rather hard electron spectrum which at energies O (1-10) GeV might cause the LIS to even be lower than the measured spectrum, thus leaving very little room, or even no room at all, for solar modulation. A fit including low-energy local measurements is mandatory in order to assess this potential issue.
We use the local electron and positron fluxes measured by the AMS experiment in the 1 − 50 GeV energy range. We model solar modulation as described in Section II C 2. We tune our model, which we label 2 breaks model, by performing a global fit to all the data sets considered in the previous steps of the analysis (radio, high-energy and Voyager data) together with the time-dependent electron and positron data from AMS. In fitting the high-energy electron and positron spectra we consider only data above 50 GeV, thus avoiding any overlap with the time dependent datasets. In building the model, we start from the one described in the previous section (i.e., with a low energy break in the electron spectrum in order to reproduce Voyager data) and then we add the possibility to have a second break in the electron spectrum at high energies (here "high energies" means outside the regime where solar modulation has an impact). This addition of a second break is motivated by our expectation that a model able to correctly reproduce solar modulated data will be characterised by an electron spectrum at O(1-10) GeV energies which will probably be softer than the one found in the previous steps of the analysis. If the spectrum is softer at low energies, a spectral hardening will be required to reproduce the high energy end of the electron spectrum measured by AMS. Adding a break adds two free parameters to the model, which now consists of 9 parameters associated to the modelling of the positron and electron LIS, in addition to the parameters associated to the solar modulation model.
The results of the fit are reported in the bottom row of Table III, while the various observables related to the positron and electron LIS are shown in Fig. 3 and the χ 2 values associated to the different data sets are listed in Table IV . In addition, the electron and positron LIS are reported in tabulated form in Appendix B. The LIS are substantially modified now that solar modulated data are taken into account. In particular, the electron LIS is significantly softer at intermediate energies (Γ 2 changes from 2.57 to 2.69). This requires a relatively strong hardening in order to fit high-energy electron data. Overall, the fit to high-energy electron data is significantly better than in the previous cases we considered. Moreover, as predicted, the fit to radio data worsens as a result of the electron LIS being steeper at low energies, but it is still in an acceptably good agreement with data. Another important consequence of the necessity to have a softer electron spectrum at O(1-10) GeV energies is that the low-energy spectral break needed to fit Voyager data TABLE V. Best-fit parameters for the solar modulation parameters (see Eqs. (13) and (14)). Mar 2012 gets shifted to larger energies (it moves from 109 MeV to 411 MeV). This is illustrated in the bottom right panel of Fig. 3 .
The results of the fit to the time-dependent AMS electron and positron fluxes are shown in Figs. 4 and 5 , while the best fit solar modulation parameters are reported in Table V . Our model provides a satisfactory fit to the long-term behaviour of both the positron and electron spectra, across the whole energy range covered by AMS time-dependent data. However, it is also manifest that there are several short-term variations in both spectra that cannot be described within the framework of our model. Indeed, as discussed in Section II C 2, our solar modulation model is based on the assumption that the force-field potential varies smoothly with time, which is not the case for the short-term events that appear here. This complex structure of short-term fluctuations is the result of different solar phenomena, namely coronal mass ejections and solar wind streams, which can determine both increases (solar energetic particle events) and de- creases (Forbush decrease) of the fluxes of CRs that reach Earth. These variations are typically much larger than the experimental uncertainty associated to the AMS measurement of the fluxes, in particular at the lowest energies. This is illustrated in Figs. 4 and 5 for the case of the March 2012 Forbush decrease, which is one of the strongest solar events recorded during the AMS datataking period [59] . The fact that the fluctuations in the spectra associated to short term events are larger than the experimental uncertainties on the data points is particularly true for the electron spectrum, which is characterized by the smallest uncertainty and this explains the large χ 2 value associated to this dataset. Fig. 6 illustrates the predicted e + /e − ratio and it can be seen that short-term events have a much more limited impact on the e + /e − ratio.
In order to better assess the performance of our solar modulation model in fitting the average trend of the spectra, we compare in the left panel of Fig. 7 the maximum fluctuation of the electron spectrum that our fit predicts with the one that is actually observed in AMS data and with the fluctuation that results from a direct fit of the spectrum with a harmonic function of period T :
The variation predicted by our model is in good agreement with the one resulting from the harmonic fit, which, albeit not being a physically motivated model, certainly offers a good assessment of the maximum fluctuations that can be found within the framework of a model where the solar modulation parameters are assumed to have a smooth dependence on time. The behavior of the harmonic fit at high energies is that such fit is noisedominated, because of the increased uncertainty associated with AMS data. By comparing the fluctuations observed in the data with the ones predicted by the harmonic fit and by our model one can estimate the impact of short-term solar events. The results shown in the left panel of Fig. 7 allow also for an estimate of the maximum impact of solar modulation on the electron flux: If one considers only the long-term fluctuations, such impact is still above 1% at 20 GeV, while if one takes into account also short term events, the impact reaches the 4%.
In the right panel of Fig. 7 we show the unmodulated momenta p IS as a function of time for modulated momenta p TOA = 0.1, 2 and 10 GeV/c, based respectively on eq. (14) and eq. (13) with the parameters of Table V. Firstly, there is the usual overall trend with energy, in that high-energy electrons and positrons are less affected by solar modulation than low-energy electrons and positrons. (Compare for instance the p TOA = 0.1 GeV/c curves with the p TOA = 10 GeV/c ones.) Second, modulation is markedly charge-sign dependent: Electrons are modulated more strongly than positrons, in particular from ∼ 2014 onwards, whereas at earlier times both are modulated in similar ways. This is compatible with our expectations as most of the AMS time-dependent data collected in [24] refer to a period of positive polarity of the heliospheric magnetic field. Indeed, as discussed in [60] , because of drifts, positively charged particles at Earth have propagated across polar directions, while the negatively charged particles have travelled along the helio- Table V compared with AMS data [24] (red points) and PAMELA data [23, 57] (blue points).
In the case of the ratio, the AMS data points have been integrated over several energy bins, in order to have the maximal compatibility with the PAMELA energy bins.
spheric current sheet (HCS). Due to the waviness of the HCS, negatively charged particles travel longer distances and are thus subject to stronger adiabatic losses. Our solar modulation model does not explicitly feature drift effects but we allow for different φ functions for electrons and positrons and thus the modulation can be different if the data require so. At earlier times, that is between ∼ 2011 and 2014, solar activity was at a maximum and electrons and positrons will have been modulated similarly. This is in line with the curves in the right panel of Fig. 7 being closer together. Despite the fact that our solar modulation model is able to reproduce remarkably well the average spectra, and with parameters that are compatible with our expectations, a word of caution is in order about the possibility to use the parameters of our model to make predictions outside of the AMS data-taking period. Indeed, since our model is based on a simplified description of solar modulation and, at present, AMS data cover only a limited fraction of the solar cycle, we do not expect our model to have a strong predictive power. To better illustrate this point, we plot in Fig. 8 the prediction of our model, extended in the past by assuming a 22 years periodicity for the electron and positron force-field potentials, compared to the e − flux and the e + /e − ratio measured by PAMELA [23, 57] . The predictivity of our solar modulation model will certainly improve if its parameters were tuned on a dataset extended over a whole solar cycle, but still it has to be taken into account that different solar cycles might also be very different and therefore a simple periodicity of the force-field potentials might not be a realistic assumption.
IV. SUMMARY AND OUTLOOK
We have presented a model of the cosmic ray electron and positrons fluxes over a wide range of energies, from the MeV to the TeV domain, reproducing not only fluxes measured locally, but also the Galactic radio background and measurements outside the heliosphere. As sources of electrons and positrons we have considered SNRs, chargesymmetric extra sources and spallation processes in the interstellar medium. Moreover, we have assumed the Galactic transport of electrons and positrons to be purely diffusive. In order to motivate the spectral breaks needed in the spectrum of SNRs, we have carefully considered the influence of different data sets. A satisfactory fit to the high-energy domain of the electron and positron fluxes measured by AMS and to the diffuse radio emission can be achieved with a simple power law for the electrons injected by SNRs. However, such a model overproduces electrons at O(MeV) energies as measured by Voyager I. Instead, a spectral break in the SNR spectrum is required. Including in our fit also recent time-dependent electron and positron top-of-atmosphere fluxes, requires to model the effects of solar modulation, which we have performed within a simple extension of the standard force-field approximation. We have shown that the fit to solar modulated data requires the electron spectrum injected by SNRs to be steeper at O(1-10) GeV energies and this makes a second spectral break at high energies necessary to fit the electron flux. In addition, the fit to the AMS time-dependent data sets has also proven that our solar modulation model works very well in reproducing the long-term trends of the low-energy electron and positron fluxes.
A summary of the performance of our model in fitting the various data sets that we have considered in our analysis is shown in the left panel of Fig. 9 . In the plot we compare the time-averaged sum of the time-dependent electron and positron data sets with the prediction given by the 2 breaks model. The latter is obtained by averaging over the AMS data-taking period the flux that results from solar modulation, modelled within the extension of the force-field model presented in this paper, with parameters as in Table V . Data and theoretical prediction are in remarkable agreement.
In the right panel of Fig. 9 we show the comparison between the LIS predicted by our 2 breaks model and the LIS given in Refs. [55] and [58] (for this latter case we consider the e − LIS, as it is the only one provided in the paper). The three fluxes show a significant difference in the [100 MeV -5 GeV] energy range. As it has been illustrated in this paper, this is the domain probed mostly by radio observations and by time-dependent solar modulated fluxes. It is worth mentioning that, among the three LIS considered here, our model is the only one that is tuned on both these observations, as the LIS from Ref. [55] is not based on solar modulated data, while the model provided from Ref. [58] does not take into account radio constraints.
We hope that future studies will make use of these interstellar fluxes. Three applications seem most interesting and pressing: First, the inferred spectrum and charge symmetry of the extra component is tightly constrained by the measured electron flux even though it does not dominate the electron flux at any energy. Modifying the extra component would require modification of the electron spectrum at lower energies which again is constrained by a variety of data at these energies. Therefore, the extra component can be taken as a starting point for future studies of the origin of the positron excess. Second, at the highest energies, i.e. at TeV energies and beyond, stochasticity effects due to the discrete nature of the SNRs will shape the electron spectrum (e.g. [6] ). As we were mainly concerned with lower energies, we have considered a smooth distribution of sources, which produces the expectation value of the flux at any one energy. This expectation value will be most valuable when investigating the possible origin of the break observed in the all-electron spectrum around a TeV [18, 19, 61] . Finally, what this study has also contributed is a new, effective way to take into account the effects of solar modulation in a time-dependent fashion. While our model has been fitted to time-dependent electron and positron fluxes above ∼ 1 GeV, it should be easy to apply it to data sets extending to lower energies or the other species altogether.
Appendix A: Treatment of correlated uncertainties
The total uncertainty that characterizes an experimental measurement at a given energy is given by the quadratic sum of the statistical and systematic errors:
When dealing with datasets that extend over an extended energy range, the systematic uncertainty generally exhibits a certain degree of correlation between different energy bins. This uncertainty has to be taken into account when one is using the experimental uncertainties to compute a χ 2 in order to fit the data with a given theoretical model.
The rigorous way of taking into account correlations requires the knowledge of the correlation matrix, which unfortunately is not available. Therefore, one has to resort to simpler recipes, such as the one proposed by [62] . Within such a framework, one assumes that, when computing a χ 2 , the systematic uncertainty of each data point is the sum of a fully correlated and a fully uncorrelated component:
with the uncorrelated component being 1% of the measured value. Only this uncorrelated component enters the definition of the total uncertainty:
Concerning the correlated component, it can be treated as an overall scale uncertainty on the acceptance which acts as an uncertainty on the normalization of the measured quantity. This basically means that the correlated component of the systematic uncertainty can be used to determine an uncertainty on the values of the parameters of the theoretical model that we are fitting against the data. Such uncertainty is determined by fitting the data shifted upward and downward by an amount that corresponds to the correlated uncertainty.
In the present work, we adopt the prescription described above in the fit of the CR fluxes measured by AMS. On the contrary, when we fit ratios between two CR species, we assume the correlated component of the systematic uncertainty to be negligible, i.e. σ syst = σ syst,unc . 
Appendix B: Electron and positron LIS

