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Abstract
Qualitative and quantitative analysis of multi-sensor data is becoming increasingly
useful as a method of improving our understanding of complex environments, and can be an
effective tool in the arsenal to help climate scientists to predict sea level rise due to change in
the mass balance of large glaciers in the Arctic and Antarctic. A novel approach to remote
sensing of the continuously changing polar environment involves the use of coincident
RADARSAT-2 synthetic aperture radar (SAR) imagery and Landsat 7 visible/near-infrared
imagery, combined with digital elevation models (DEM) developed from Multiple Altimeter
Beam Experimental Lidar (MABEL) data sets.
MABEL is a scaled down model of the lidar altimeter that will eventually be flown
on ICESat-2, and provides dense along-track and moderate slope (cross-track) elevation data
over narrow (~198 m) aircraft transects. Because glacial terrain consists of steep slopes,
crevices, glacial lakes, and outflow into the sea, accurate slope information is critical to our
understanding of any changes that may be happening in the ice sheets.

RADARSAT-2

operates in the C-band, at a wavelength of 5.55 cm, and was chosen partly for its ability to
image the Earth under all atmospheric conditions, including clouds. The SAR images not
iii

only provide spatial context for the elevation data found using the lidar, but also offer key
insights into the consistency of the snow and ice making up the glacier, giving us some idea
of mean temperature and surface conditions on the ice sheet. Finally, Landsat 7 images
provide us with information on the extent of the glacier, and additional understanding of the
state of the glacial surface.
To aid in the analysis of the three data sets, proper preparation of each data set must
first be performed. For the lidar data, this required the development of a new data reduction
technique, based on statistical analysis, to reduce the number of received photons to those
representing only the surface return. Accordingly, the raw SAR images require calibration,
speckle reduction, and geocorrection, before they can be used. Landsat 7 bands are selected
to provide the most contrast between rock, snow, and other surface features, and compiled
into a three-band red, green, blue (RGB) image.
By qualitatively analyzing images and data taken only a short time apart using
multiple imaging modalities, we are able to accurately compare glacial surface features to
elevation provided by MABEL, with the goal of increasing our understanding of how the
glacier is changing over time.
Quantitative analysis performed throughout this thesis has indicated that there is a
strong correlation between top-of-the-atmosphere reflectance (Landsat 7), σ0-calibrated HH
and HV polarized backscatter coefficients (RADARSAT-2), elevation (MABEL), and
various surface features and glacial zones on the ice sheet.

By comparing data from

unknown or mixed surfaces to known quantities scientists can effectively estimate the type of
glacial zone the area of interest occurs in. Climate scientists can then use this data, along
with long-term digital elevations models, as a measure of predicting climate change.
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1 Introduction
1.1

General
With a goal of contributing to the understanding of the how the polar environment

changes over time, this proposed research will demonstrate a unique approach to data fusion
in this arena by integrating three dissimilar data sources: synthetic aperture radar (SAR)
images from the RADARSAT-2 (RS-2) satellite, three-colour visible (VIS) and near-infrared
(NIR) images from the Landsat 7 satellite, and light detection and ranging (lidar) elevation
data from the Multiple Altimeter Beam Experimental Lidar (MABEL). The data fusion of
photon-counting lidar and these two alternate imaging sources is a new field of research, and
is particularly useful for monitoring changes in the polar regions, especially in the areas
surrounding fast moving glaciers.
1.2

Motivation and Objectives
Over the past few decades there has been a gradual trend towards seeking an

increased understanding of the Earth’s natural processes and resources, including oceans, ice
and snow cover, with a focus on the effects of climate change on these resources. By
understanding whether ice sheets are thickening or thinning and by how much - known as the
mass balance of the ice sheet - scientists can model how the melting of these ice sheets can
be expected to contribute to sea level rise [1]. To this end, areas sensitive to climate change,
particularly the polar regions, have been the focus of multiple studies dating back to
SEASAT (launched in 1978); this was not only the first satellite to produce scientifically
useful altimeter data, but also produced the oldest useable geophysical data for ice
observation, making it relevant for monitoring changes [2]. The upcoming Ice, Cloud, and
Elevation Satellite 2 (ICESat-2), to be launched in 2016, introduces a new technology in
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polar observation: a micro-pulse, multi-beam, photon-counting lidar, to measure the rate of
mass balance change in the polar ice sheets [3]. This new technology is being tested out in
the airborne MABEL sensor.

It is the aim of this research to demonstrate how other

technologies, namely SAR and multi-spectral (VIS/NIR) imagery, can be used to aid in the
analysis of photon-counting lidar. To that end, the following objectives are introduced:
•

determine how to effectively filter and process micro-pulse, multi-beam photoncounting lidar altimeter data, in a way that finds and reproduces the surface return
signal, while eliminating many other sources of photons.

•

determine how to effectively filter and process SAR data to produce an accurate
representation of the terrain.

•

determine how to effectively process Landsat 7 imagery to produce images that show
the most amount of detail, specifically in transition zones and areas of the glacier
bounded by rock.

•

assess SAR and VIS/NIR imagery for details that could be linked to features in the
lidar data, and compare them in a combined data product.

1.3

Chapter Summaries
Chapter 2 will provide context for this research by discussing the motivation behind

continuous monitoring of the polar environment and previous observation missions in the
Arctic and Antarctic. This chapter will conclude with a brief introduction to the three data
sources that will be the focus of this research. Chapter 3 will define our problem and the
challenges associated with data fusion. Chapter 4 describes our data sources and the
characteristics of our data. Chapter 5 will provide us with a basic understanding of the
processes occurring on ice sheets, and how we can use SAR images to understand where and

2

why these processes are occurring, which is the basis for the qualitative analysis of our data
fusion. Chapter 6 describes our approach to the preprocessing steps that we have to undergo
before we arrive at a data fusion product for analysis. Chapter 7 presents our results and
offers up a discussion of how the various portions of our data fit together to provide us with
more information on the state of the ice sheet. Chapter 8 suggests some future work, while
chapter 9 summarizes this body of research. This is followed by a series of annexes that list
all of the code used throughout this research.
concludes this document.
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The bibliography of referenced works

2 Background
2.1

General
Chapter 2 consists of a brief overview of the most recent polar observation missions,

the future ICESat-2 mission, and how this leads to the use of the MABEL photon-counting
data set in this thesis. The rest of the chapter covers the two imagery sources: RADARSAT2 and Landsat 7.
2.2

ICESat
ICESat (Ice, Cloud, and land Elevation Satellite), launched by NASA in 2003 and

lasting until 2010, had a mission to measure ice sheet mass and polar cloud cover
information, as well as vegetation and topography data [4]. The primary science instrument
on this satellite was the Geoscience Laser Altimeter System (GLAS), which used light
detection and ranging (lidar) to transmit short pulses (4 ns) of infrared light (1064 nm) and
visible green light (532 nm), which were then reflected from the surface of the Earth back to
the satellite, in order to measure the altitude of the spacecraft above the 70 m target footprint.
This was accomplished by recording the time it takes for the pulses to be transmitted,
reflected, and returned to the receiver aboard the satellite. Lidar works in the same manner
as radar (i.e., radio detection and ranging), but using packets of light rather than radio waves
[5]. Using this technique, the distance to the surface of the Earth, ice, vegetation, and the
shapes of clouds could be measured, producing digital elevation models (DEMs) [6]. Figure
2.1 shows a DEM created from data collected by the GLAS sensor onboard ICESat. As can
be seen, thick cloud cover is represented as well as surface elevation where no cloud cover
exists.

4

Figure 2.1: DEM profile resulting from ICESat/GLAS data [7]

2.3

IceBridge Project
The early successes of ICESat convinced NASA investigators of the necessity of

continuing lidar altimeter measurements over the polar regions, and a new satellite was
envisioned along with an airborne platform that could be used to bridge the time between the
end of the ICESat mission and the launch of the new satellite mission. Data collected during
aerial IceBridge missions help scientists bridge the gap in polar observations between ICESat
and its follow-on mission, ICESat-2, planned for launch in July 2016. IceBridge is focused
on areas undergoing rapid change as identified through repeated aerial surveys. Mapping
these areas is therefore critical to characterizing areas of sea ice, as well as glacial ice, and
modeling the processes that determine how the mass balance changes in these terrestrial ice
sheets [8]. Several radar and lidar altimeters, including the Land, Vegetation and Ice Sensor
(LVIS) and the Airborne Topographic Mapper (ATM), contribute to the data package.
5

Figure 2.2 is from the IceBridge project and is the result of multiple imagery from different
angles being combined to provide a 3-dimensional visualization of the terrain. The detail
evident in this image is representative of the type of varied terrain that can be found on an ice
sheet, and gives us an idea of the complex environment with which we are dealing with.

Figure 2.2: DEM developed from multiple IceBridge images combined to produce a 3-D
visualization of the terrain [9]

2.4

ICESat-2
The follow-up mission to ICESat, ICESat-2, will use a micro-pulse, multi-beam

approach. The instrument, known as the Advanced Topographic Laser Altimeter System
(ATLAS), is designed to split a single 532 nm laser beam that lasts approximately 1.5 nsec
into six beams (down from the nine originally planned), each with a 10 m footprint - an
improved spatial resolution over the previous satellite [10]. The sensor will have a high
pulse repetition rate of approximately 10 kHz, which generates a dense along-track sampling
of about 70 cm. Figure 2.3 is a diagram of the planned ground tracks for the proposed lidar
sensor, with the track direction slightly offset from the orientation of the sensor [11]. By
offsetting the tracks, and having three pairs of two sensor beams (one weak and one strong,
separated by 90 m on the ground), each of which is, in turn, separated by 3.3 km on the
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ground, the overall result is a very dense cross-track data set. In fact, each point on the
ground will have been sampled using the strong laser in the same orbit as the weak laser only
moments before.

Figure 2.3: Layout of ICESat-2 proposed ground track and footprint [10]
This concept has clear advantages over ICESat in improved elevation estimates of
high slope areas and very rough (e.g., crevassed) areas; areas which require increased
resolution for the production of accurate DEMs, and increased cross-track sampling to
resolve surface slope on an orbit-to-orbit basis.
2.5

MABEL
In order to test the instrument package intended for use on ICESat-2 (photon-counting

lidar being a newer technology) an airborne lidar system was designed.

The Multiple

Altimeter Beam Experimental Lidar (MABEL) is a scaled down model of the lidar altimeter
that will eventually be flown on ICESat-2 [12].
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It also is a micro-pulse, multi-beam

altimeter, although the orientation of the sensor array on the instrument is different. The
laser operates at 532 nm, which is in the visible portion of the electromagnetic spectrum, as
shown by Figure 2.4. A second sensor operates at 1064 nm, in the NIR, to compare to results
obtained in previous missions.

Figure 2.4: The electromagnetic spectrum [13]
The MABEL sensor will be described further in chapter 4. All data from the MABEL
missions have been made available on the NASA website for contributors to test various
algorithms in order to prepare for, and improve upon, what will be required to process the
results once ICESat-2 is launched [14].
2.6

RADARSAT-2
RADARSAT-2 (RS-2) is a C-band SAR satellite operating in the medium-

wavelength microwave region of the spectrum at 5.55 cm, as shown in Figure 2.5, and is the
primary imagery source that will be fused with the MABEL lidar data.
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Figure 2.5: Microwave region of the EM spectrum [5]
A synthetic aperture radar - such as RS-2 - operates slightly different than a
conventional radar, or real aperture radar, in that it uses the motion of either the object or the
platform (as is the case of the RS-2 satellite) to simulate the effect of a larger antenna and
provide images based on coherent imaging [15]. This process involves significant processing
of the imagery in order to produce realistic representations of the ground. Some of these
processing steps will be discussed in section 6.3.
RS-2 was launched in 2007, and follows on the heels of the successful RADARSAT1, which was launched in 1995 and is still operational. More on the RS-2 platform and its
associated data products will be discussed in chapter 4.
2.7

Landsat 7
The Landsat series of Earth-observation satellites covers eight satellites over forty

years of continuous coverage, with the first mission, Landsat 1, being launched in 1972.
Each successive mission has brought greater capability in terms of bandwidth covered,
resolution obtained, and capabilities explored.
characteristics for the first seven missions.
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Table 2.1 covers satellite and sensor

Table 2.1: Landsat series mission parameters [16]

Landsat 7 was launched in 1999 and included the Enhanced Thematic Mapper Plus
(ETM+) in its instrument payload, replicating the Thematic Mapper instruments from
Landsats 4 and 5. With this instrument and others it provides images in the visible, near-IR,
and thermal IR, with a goal to map the Earth completely under cloud-free conditions. In
2003, the satellite’s scan line corrector (SLC) malfunctioned. Efforts to correct the failure
were in vain, resulting in the striping effect of post-2003 images, where some areas were
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imaged twice and others not at all. More on the Landsat 7 platform and its associated data
products will be discussed in chapter 4.
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3 Problem Definition
In order to improve upon previous efforts to model the complex polar environment, it
helps to use multiple sources of data, whenever possible. Because of its effectiveness, it has
been useful for many different applications across multiple fields, including: the fusion of
lidar and optical imagery to reconstruct buildings [17]; the fusion of Synthetic Aperture
Radar Interferometry (InSAR) DEMs and lidar DEMs to improve overall accuracy DEM
accuracy [18]; and the fusion of polarimetric SAR, hyperspectral imagery, and lidar data to
extract forestry information that includes tree classification, and underlying topography and
forest structure retrieval [19].
When choosing sources for data fusion, several factors need to be taken under
consideration. Of primary importance is a need to consider the environment that is being
investigated; in our case, the polar regions, which provide some unique challenges. First,
cloud cover in the Arctic regions is significant, averaging 40-70% annually in the areas of
Greenland studied in this proposal, so it might be several passes before a clear, cloud-free
satellite image can be collected [20]. While visible light (RGB) and infrared (IR) imagery
from satellites such as Quickbird and Landsat provide detailed colour images, the
wavelengths they operate in are subject to Mie, Rayleigh, and non-selective scattering
induced by atmospheric conditions, such as clouds [21]. The microwave region of the
electromagnetic spectrum penetrates cloud layers with ease.
The second challenge involves the rate at which some glaciers move.

This

necessitates that images from multiple data sources be taken as close as possible in time for
them to be able to be matched up properly. A multi-study comparison of Jakobshavn Isbrae,
a glacier in western Greenland, found that the glacier moved at a near constant rate of 5700
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meters per year from 1992-1997, and then started speeding up, topping out at 12,600 meters
per year in 2003 [22]. So images taken days or weeks apart may not be geologically
correlated. Before any analysis takes place, the amount of correlation between images and
data sets needs to be addressed.
Lastly, it is important to consider the characteristics of the data, and the benefits they
bring to a combined data product. Both visible wavelength sensors and SAR are particularly
well suited to augment lidar data, which should become apparent shortly. A multi-beam,
photon-counting lidar, such as MABEL, provides highly accurate elevation data, but does not
provide conventional imagery or information about surface and sub-surface characteristics,
leaving an incomplete understanding of the geography. By this we imply that we understand
the layout and form of the terrain, but not the cause of said shape. For example, a flat plane
in a lidar DEM might be due to a calm body of water, ice, or smooth, flat ground. Hence,
some form of associated imagery or calibrated data is necessary in order to provide context to
the scene.
As stated earlier, C-band SAR provides imagery under all atmospheric conditions,
including clouds, but at a trade-off of lower spatial resolution than is available in the visible
wavelengths. This we know from the Rayleigh Criterion; shorter wavelengths provide better
angular resolution:
!
!"# ! = !. !!   
!
where ! = angular resolution
! = wavelength
D = diameter of the aperture (system)
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[1]

Landsat 7 bands generally provide better spatial resolution, operating as they do at
lower wavelengths than RS-2, although operating in these wavelengths make Landsat 7
images very susceptible to scattering and absorption, resulting in some images of low image
quality due to high levels of clouds. In addition, band 1, operating at 450 to 515 nm, is
subject to a high degree of Rayleigh scattering, resulting in the lowest resolution and
definition of all the bands. Still, where cloud-free images exist, they provide context and
resolution that SAR images might otherwise lack.

In describing the motivation to integrate

multiple sources of data to aid in the overall understanding of the scene, and the thought
process behind choosing which data sources to use, the groundwork has been laid to discuss
in further detail how the three imaging modalities can be used to build upon our knowledge
of complex surfaces in the polar environment. The knowledge gained through techniques
applied in this research can be used to facilitate polar scientists and climatologists studying
changes in the glacial ice sheets. By using the elevation data found with the MABEL sensor,
combined with the SAR imagery from RS-2, and the VIS/NIR imagery from Landsat 7, this
thesis will demonstrate that merging these three data sources provides us with more useful
information to help us increase our understanding of the changes ongoing in our polar
regions, as opposed to a single data source alone.
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4 Data Sources
4.1

Instrument and Platform Characteristics

4.1.1 MABEL
MABEL has, to date, mostly been flown on NASA’s ER-2 aircraft. The normal
cruising speed of the ER-2 is 410 kts, or 211 m/s [23]. The cruising speed of the aircraft
during the MABEL flights was verified by taking the average of the provided east and north
velocities as provided by the inertial navigation system (INS), and using the Pythagorean
theorem to determine the average true velocity for the flight, or section of a flight. A typical
section of flight had an average north velocity of -201.48 m/s (meaning the aircraft was
travelling in a southerly direction, as opposed to northerly) and east velocity of 45.26 m/s,
giving us an average velocity of 206.51 m/s on an approximately SSE heading.
The laser rate of the MABEL transmitter is 5000 Hz, meaning that for every 4 cm that
the aircraft flies a light pulse is emitted. It should be noted that the published velocity is for
airspeed, not ground speed, which can differ from the air speed depending on whether there
is a headwind or a tailwind. If there were a headwind, for example, the distance on the
ground that is covered for each pulse emitted by the laser would be slightly shorter; the
reverse being true for a tailwind.

For a number of reasons that will be covered shortly, the

number of photons received is more than the number of photons emitted by the laser.
MABEL, as mentioned before, is a photon-counting lidar, which differs significantly
from conventional lidars in the manner in which photons are received and processed.
Conventional lidars typically use hundreds or even thousands of photons to make a single
range measurement, whereas photon-counting lidars record range measurements for every
photon received [24]. This increased sensitivity allows photon-counting lidars to benefit
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from lower outgoing pulse energy and to achieve much greater spatial resolution and/or
spatial coverage when generating topological maps. But because photon-counting lidars
record every single photon received, this makes them more susceptible to noise than
conventional lidars. The source of these noise photons will be covered in section 6.2.1.
Similar to the proposed ATLAS instrument, MABEL is comprised of multiple
transmit/receive beams, which on MABEL provide slope information up to 99 m on either
side of the aircraft, as the sensor is currently configured. The distance between each of the
beams on the ground is approximately 2, 32, or 55 metres, depending on where the receiver
is located on the sensor array and what channels are active; the transmitters/receivers are not
equally spaced on the array, as can be seen from Figure 4.1.

Figure 4.1: Layout of channels on MABEL [23]
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To confirm the outermost distance that MABEL, can sense in this configuration,
some simple algebra is performed. The angle subtended by the outmost channel and the
nadir is 5 milliradians (0.29°). This value was confirmed from the metadata supplied with
each MABEL file.
Figure	
  4.2 represents the geometry of the system, where θ is the angle subtended by

the outermost channel position and nadir, y is the aircraft’s altitude above the ground, and x is
the distance on the ground from the nadir point to the point that the photon is reflected from.

!

y

x
Figure 4.2: Geometry representing how the angle of the channel corresponds to the
distance on the ground from the nadir point
The average altitude of the aircraft above the geoid was calculated over the course of
several minutes of typical flight to be 19640 m. Again, using simple algebra provided by the
Pythagorean theorem, we calculate the distance on the ground for the outermost channel to
be approximately 98 m from the nadir, matching very closely the published number.
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Because the altitude of the aircraft above geoid was used for these calculations, i.e.,
not the altitude of the aircraft above the ground, and because the aircraft’s altitude will vary
along its flight as it encounters turbulence, this number will change throughout the flight.
Using the above equation, we recalculate the distance from nadir (x) for the aircraft at an
above ground altitude of 18000 m, which represents a surface elevation of approximately
1600 m; a typical surface elevation on the glacier that we are studying. This results in a
distance of 90 m from nadir. The greater the aircraft altitude above the surface, the greater
distance of the photon return from nadir for the outer most channel, while lower aircraft
altitudes would result in lesser distances from nadir.

4.1.2 RADARSAT-2
RS-2 operates in multiple modes (Figure 4.3) depending on the application required,
and provides co-polarized (HH, VV), cross-polarized (HV, VH), dual polarized (HH+HV or
VV+VH), or quad polarized (HH+VV+HV+VH) images, although only HH and HV images
are available for ScanSAR Wide (SCW) Mode [25]. ScanSAR Wide mode is a strip-map
mode used most often in the polar regions for the purpose of tracking ships, icebergs, and
snow/ice cover conditions. The reason this mode is used is that it provides the greatest area
coverage (500 km x 500 km) per scene, a requirement for the large open areas studied, but at
a cost of resolution (nominally 100 m x 100 m). Because the RS-2 data was requested after
the MABEL mission had occurred, we are left with the only scenes that had been collected
for those dates, which are SCW HH and HV images. Ideally, if we were planning a mission
in advance, we would request the satellite mode that best met our needs; in this case, higher
resolution data in one of the fine or ultra-fine modes, with collection occurring over our
region of interest.
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Figure 4.3: Schematic of RADARSAT-2 beam modes [25]
Typical radar parameters associated with RADARSAT-2 ScanSAR mode are listed in Table
4.1. They were pulled directly from the product file of the 20 April 2012 SAR image used
throughout this research.
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Table 4.1: RADARSAT-2 parameters from the product file of the raw image, 20 April
2012
Parameter
Value
Beams used
W1 W2 W30 S7
Polarization
HH HV
Pulses
11.58
Pulses received per dwell
58
Number of pulse intervals per dwell
65 66 65 67
Pulse intervals per dwell
7879
Pulse repetition frequency
1.270 kHz 1.328 kHz 1.068 kHz 1.283 kHz
Radar centre frequency
5.405 GHz
Antenna pointing
Right
Pulse length
415.220 msec
Pulse bandwidth
11.597 MHz
ADC Sampling rate
12.668 MHz
Number of range looks
4
Range look bandwidth
2.899 MHz
Total processed range bandwidth
11.597 MHz
Number of azimuth looks
2
Azimuth look bandwidth
93.806 Hz
Total processed azimuth bandwidth
187.611 Hz
Incidence angle (near and far range)
19.799° 49.476°
Slant range (near edge)
846.384 km
Satellite height
802.720 km
Azimuth window
Kaiser window
Azimuth window coefficient
2.900
Range window
Kaiser window
Range window coefficient
2.800
Number of samples per line
10505
Number of lines
10047
Sampled pixel spacing
50 m
Sampled line spacing
50 m
Ellipsoid
WGS84
Pass direction (node)
Descending
Look-up tables (LUT) applied
Ice

4.1.3 Landsat 7
Landsat 7 operates at a nominal altitude of 705 km, in a sun-synchronous circular
orbit. Each orbit takes nearly 99 minutes and results in 14 orbits per day, covering each area
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of the Earth between 81 degrees north and south every 16 days. Other orbital characteristics
are encapsulated in Figure 4.4.

Figure 4.4: Landsat 7 orbital mechanics information [16]
The orientation of the instruments, including ETM+, with respect to the geometry of the
satellite is laid out in Figure 4.5.

Figure 4.5: Schematic of Landsat 7 instrument locations[16]
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Landsat 7 is a multi-spectral sensor, meaning it has multiple spectral bands that can
be viewed by themselves or in conjunction with several other bands. They are listed in the
following table:

Table 4.2: Landsat 7 spectral bands [26]
Band Number
Spectral Range (microns)
1
.45 to .515
2
.525 to .605
3
.63 to .690
4
.75 to .90
5
1.55 to 1.75
6
10.40 to 12.5
7
2.09 to 2.35
Pan
.52 to .90

4.2

Ground Resolution (m)
30
30
30
30
30
60
30
15

Data Characteristics

4.2.1 MABEL
The data collected from MABEL consist of, among other components, range and
positional information (corrected for aircraft pitch, roll, and yaw) of all received photon
detection events, as calculated by the sensor based on time of departure/arrival. Surface
elevation can then be inferred from the detected range and altitude of the aircraft. In the
along-track direction, the number of photon detection events per unit distance is entirely
dependent upon aircraft groundspeed and surface/atmospheric conditions; it oftentimes varies
between 10 and 60 m per 1000 detection events, making the association with properly
geolocated positional information important.
NASA uses different designations to represent varying degrees of processing. The
following table describes the differences between the levels of processing. All data used
throughout this research is L2A, meaning it is fully geolocated, and corrected for biases.

22

Table 4.3: NASA data designations [23]
Designation	
  
L0	
  
L1A	
  

L1B	
  
L2A	
  

Description	
  
Raw	
  data,	
  containing	
  only	
  housekeeping	
  and	
  time	
  of	
  flight	
  (TOF)	
  data:	
  cal,	
  
header,	
  shottag,	
  startshot,	
  stopshot,	
  etc.	
  
L0	
  TOF	
  data,	
  plus	
  metadata	
  extracted	
  from	
  the	
  flight	
  logs,	
  quality	
  assurance	
  
(QA)	
  statistics	
  for	
  some	
  of	
  the	
  parameters;	
  raw	
  range	
  has	
  been	
  computed	
  
from	
  the	
  laser	
  transmit	
  and	
  receive	
  times	
  of	
  the	
  photons.	
  	
  No	
  corrections	
  
have	
  been	
  applied	
  to	
  the	
  ranges.	
  	
  
Contains	
  metadata,	
  QA	
  data,	
  flight	
  parameters,	
  range	
  and	
  INS	
  data.	
  	
  Ranges	
  
are	
  corrected	
  for	
  channel-‐specific	
  fiber	
  lengths,	
  but	
  not	
  corrected	
  for	
  aircraft	
  
motion	
  or	
  beam	
  angle.	
  	
  Other	
  channel	
  biases	
  may	
  still	
  exist.	
  	
  	
  
Fully	
  geocorrected	
  data	
  including	
  all	
  of	
  the	
  lower	
  processed	
  data.	
  

Figure 4.6 shows a DEM containing a subset of the available data as processed by
NASA, albeit without the noise removed. Still, the vertical distribution of clouds, as well as
ground elevation are visible through the noise, although only just barely in places.

Figure 4.6: DEM developed from MABEL data, produced by NASA [23]
4.2.2 RADARSAT-2
The received RS-1 and RS-2 ScanSAR Wide products are magnitude only, meaning
that no phase information has been retained, only amplitude. This is not due to any lack on
behalf of the satellite or SAR system, but rather the level to which the ScanSAR product is
processed and distributed by the analysts. Other finer resolution modes are distributed in the
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full single look complex format, and have both magnitude and phase information. The result
of having only magnitude information is that even though we have multiple looks (from
multiple orbits), we are unable to take advantage of them to produce DEMs through the
interferrometric SAR (InSAR) method [27].
As stated, the SAR images are received as magnitude only, and presented to the user
in the digital number (DN) format, where pixels are labeled with a value between 0-255, with
0 being absolute black and 255 being absolute white. This allows the SAR images to be
viewed in a manner that the human eye can easily interpret, with good contrast, and
representative shading. Also provided with the images are look-up tables (LUT) that allow
the user to convert the images from DN format to a radiometrically calibrated format. The
reasoning behind this conversion and the method used to convert the images is described
further in section 6.3.
Figure 4.7 is an example of RS-2 SCW images in DN format. Figure 4.7 (a) shows
the co-polarized image (HH) and (b) shows the cross-polarized (HV) image. Notice both the
salt-and-pepper effect throughout the image, and a linear artifact resulting from intensity
discrepancies on the edge between the two right-most scan swaths [23]. These artifacts are a
known issue with RADARSAT images, and do not result in a true representation of the
scene. However, processing can be done to mitigate some of these effects. Also note is that
there is a darker area in the upper right corner that is visible in both images. This is a result
of differential backscatter in that area of the glacier; backscatter as it relates to ice and snow
will be discussed in chapter 5. Finally, note the differences in the intensities between the two
images.

Both images were taken concurrently and show the same scene, but the HH

polarized image is much brighter because much more polarized energy is returned to the
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sensor in the co-polarized image than in the cross-polarized image. We will mostly be
working with the HH polarized images in our analysis.

(a)

(b)

Figure 4.7: RADARSAT-2 ScanSAR Wide image of Jakobshavn Glacier (W
Greenland) and surrounding area, (a) co-polarized (HH) and (b) cross-polarized (HV)

4.2.3 Landsat 7
Landsat 7 imagery has two processing levels that users can request. The first is level
0R, which means the imagery is corrected for scan direction and band alignment but zero
radiometric or geometric correction has been done. This is the format that most users
receive, as all archived data are stored in this format. A higher level of processing, called
level 1G, is available upon request. This is a systematically corrected product in terms of
both radiometry and geocorrection [26].
The imagery used for this research was obtained from the Earth Explorer interface
[28]. As noted before, Landsat 7 is highly vulnerable to atmospheric effects, such as cloud
and smoke. Hence, finding clear images in the Arctic can be a challenge. The two images in
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Figure 4.8 demonstrate how clouds can affect an image, distorting or even obscuring the
ground below. Figure 4.8 (a) was collected on 10 June 2012 while Figure 4.8 (b) was
collected on 25 May 2012 over the same area.

(a)

(b)

Figure 4.8: Landsat band 5 - (a) clear image and (b) cloudy image
In addition to displaying a single band, Landsat 7 can be displayed as a combination of three
spectral bands. Figure 4.9 shows what is approximately a true colour image by displaying
bands that fall within the red, green, and blue portions of the spectrum to those colour bands.
This image is easily recognized as being collected during the early summer, as evidenced by
the green in the hills but still prevalent snow cover in the higher altitudes in the mountainous
regions of the northern peninsula and island. This is the same image as Figure 4.8 (a), but
displaying bands 3, 2, and 1, instead of just band 5. The image also clearly shows swaths of
missing data, seen as strips of black on the outer edges of the scene, the result of the scan line
corrector malfunction in 2003.
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Figure 4.9: RGB image of Landsat 7 using spectral bands 3, 2, and 1
While true colour images are useful for representing the ground as we recognize it with
human vision, especially for mapping applications such as Google Earth, the use of other
bands outside the visible spectrum are frequently helpful for determining the boundaries
between different features, such as the differences between coniferous and deciduous trees in
a forest. Figure 4.10 shows bands 5, 4, and 3, instead of 3, 2, and 1, for the same area as the
previous figure. Notice that instead of showing the trees in green, as in Figure 4.9, Figure
4.10 displays them as red, because the healthy vegetation has high reflectance in the NIR,
which for this image is displayed as the red channel (band 5).
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Figure 4.10: RGB image of Landsat 7 using spectral bands 5, 4, and 3
Section 6.4 will cover Landsat 7 preprocessing and the determination of spectral bands in
further detail.

4.3

Area of Interest
The available MABEL data in the polar regions are represented by eleven (11) flights

over Greenland from 10-27 April 2102. To limit any disparity between the SAR and lidar
data, RADARSAT data within 24 hours of a flight was desired. The overlaps in the datasets
occurred over only two of the glacial areas studied by MABEL, located in western and southwestern Greenland, which will be known henceforth as our area of interest.

The Landsat

images were subject to the usual effects that plague them, namely the cloud cover, and the
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scan line corrector problem identified earlier, seen in all post-2003 Landsat 7 images. For
this reason, the areas that can be analyzed using all three imaging modalities is limited.
The first major area of study covered by MABEL is predominated by Jakobshavn
Isbrae, a large, fast-moving outlet glacier located near the town of Ilulissat. The second area
is a glacial planar region to the south comprising Russell Glacier, Helheim Glacier, the town
of Kangerlussuaq and the southern-most reach of the Greenland Ice Sheet. Four flights were
conducted over these regions from 19 – 24 April 2012, covering each area twice under
different cloud cover conditions.
The area overflown by the first Jakobshavn mission is shown in Figure 4.11 with the
flight path in green.

Figure 4.11: MABEL flight path for Jakobshavn mission 1, flown on 19 April 2012 [23]
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The second Jakobshavn mission covers a similar area, but was truncated due to a
failed GPS system. It is shown in Figure 4.12.

Figure 4.12: MABEL flight path for Jakobshavn mission 2, flown on 21 April 2012 [23]
The area covered by the two SW Coast missions are shown in Figure 4.13 and Figure 4.14.

Figure 4.13: MABEL flight path for SW coast mission 1, flown on 20 April 2012 [23]
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Figure 4.14: MABEL flight path for SW coast mission 2, flown on 24 April 2012 [23]
As can be seen from the figures above, there are areas where the aircraft passed back
and forth over an area multiple times, on different headings. This criss-crossing of the area
of interest is relevant to us because of the sparcity of the data set. Because the number of
active channels in each MABEL data set is so small, the lidar sets are quite sparse in the
cross-track direction. In an area where the terrain is geologically stable, data from different
days or weeks might be used to fill in the sparse lidar data. However, we only have access to
lidar data from four flights.
There are 13 RS-2 scenes that cover the area of interest. They are shown as a mosaic
in Figure 4.15.
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Figure 4.15: Mosaic of all 13 RS-2 images (HH polarized)
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5 Introduction to Glaciology
5.1

Ice Sheet Zones
A review of basic glaciology will first be covered. On every ice sheet there are several

distinct zones, or "facies," each with different types and mixtures of snow and ice, as well as
varying particle size. Because they occur at different altitudes, there is also temperature
differential between each zone, resulting in melting or freezing conditions, which contribute
to the aforementioned differences. Figure 5.1 shows these zones in cross-section, as well as
identifying features within these zones.

Figure 5.1: Cross-sectional diagram of glacial zones [30]
The first zone, which is located in the high interior portion of the ice sheet, is known
as the dry snow zone. This is the coldest zone, being at the highest altitude. For this reason,
any accumulation that occurs here due to snowfall results in a snow pack with small particles,

33

of low density [29]. Due to the low temperature, there is none of the melting and refreezing
that is characteristic of the lower zones.
The next zone, known as the percolation zone, is located at slightly lower altitudes on
the ice sheet, and is subject to variations in temperature, which results in melting and
refreezing of the surface.

There, surface meltwater percolates down into the frozen

subsurface, where it sometimes spreads out horizontally, creating vast networks of vertical
ice fingers or pipes and horizontal ice lenses.
The wet snow zone, below the percolation zone, is a thinner zone than either the
percolation zone or the dry snow zone. Here, the snow is both wetter, and denser, the latter
as a result of compaction. Ice lenses occur in this zone as well; however, for reasons that will
be discussed shortly, they are not as obvious in imagery.
The last zone is the bare ice zone, which is comprised of compacted snow producing
ice at higher altitudes and ice, which results from freezing melted snow at lower altitudes.
The two lower layers go through seasonal variations, which can be seen in SAR and visible
imagery.

These variations, as well as how the zones are interpreted by SAR imaging

systems, will be discussed in section 5.3.
The approximate altitudes that these zones occur for Western Greenland are shown in
Figure 5.2. Generally, the dry snow zone is situated above 2500 m, while the warmer
percolation zone occurs between 1500 m and 2500 m. A narrow wet snow zone separates the
percolation zone from the bare ice zone, at around 1500 m, with the bare ice zone existing in
the lower elevations.
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Figure 5.2: Approximate locations of zones on the ice sheet surrounding Jakobshavn
[29]

5.2

Local Geography of Ice Sheets
There also exist local surface features on glaciers that, while not making up zones

themselves, still contribute to the geography of the ice sheet. These features are all, for the
most part, visible in SAR and VIS/NIR imagery, and can be inferred through lidar altimetry.
Some areas on a glacier exhibit significant crevassing, which is a result of differential
velocity on the ice sheet [29]. Most glaciers have a main flow channel, where the ice flows
at a higher rate than throughout other parts of the ice sheet. The velocity difference between
the margins of this flow channel and the surrounding glacier can be as much as several
kilometres per year in some of the faster moving glaciers. The shearing effect caused by the
velocity differential results in a heavily crevassed marginal area along the flow channel.
Perhaps the most obvious area associated with glaciers is the calving front, where the
process of calving results in the production of icebergs. A large number of Greenland
icebergs originate in central West Greenland around Disko Bujt and Nugssauq peninsula
[30], of which Jakobshavn is a major contributor. The production of icebergs in this region is
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generally a continuous process of calving from the floating terminus of the glacier, and only
rarely by large-scale disintegration of the floating tongues. As the production of icebergs is a
near constant process, and has no effect on the bulk of the glacier, the calving front will be
ignored in favour of studying the boundaries between the aforementioned zones.
Wind also has an effect on surface features, as drifting may occur resulting in shallow
parallel snowdrifts, which can be seen in both SAR and VIS/NIR imagery, although more
easily in VIS/NIR. Because these features are the result of temporary weather conditions,
they will not be discussed further in this paper.
One final feature of ice sheets that must be mentioned is the presence of glacial lakes
that occur on the surface of glaciers. These lakes go through a process of melting and
refreezing seasonally, and are good indicators of temperature in the surrounding ice and snow
pack. Tracking of these features is one method of measuring the velocity of the glacier.
5.3

Phenomenology of Radar Backscatter on the Ice Sheet
Radar energy interacts with the snow, ice, or water and the energy is either

“reflected” back towards the sensor, known as backscatter, or scattered in a forward
direction. The phenomenology of how and why this occurs is complex, but an effort will be
made to describe the process by which this scattering occurs in the context of ice and snow.
The size of the particle that the radar beam encounters determines how much
scattering occurs. For instance, if the medium is comprised of small, uniform grains, there is
little volume scattering and the returned backscatter is low. Larger particles or a mixture of
small and large granules result in more energy being returned to the sensor, which, in turn,
results in brighter pixels in that area of the image [29].
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The internal structure of ice and snow is also a factor in determining the amount of
backscatter received by the sensor. Finally, the amount of surface roughness affects the
amount of energy returned to the radar. Areas that have smooth, uniform surfaces allow the
radar energy to be reflected at an angle equal to the angle of incidence, and away from the
sensor. However, a rough surface, with many crevices that allow for scattering in multiple
directions (some of which will be returned to the sensor), results in a brighter image than if
the surface was flat and smooth. This is analogous to specular and non-specular reflections
in the visible wavelengths.

However, our source of energy and sensor happen to be co-

located. It should be noted here that SAR platforms do not generally look directly at nadir,
but rather off-nadir, resulting in an angular geometry that does not return energy to the sensor
in our specular example.
Having thus far discussed generalities about radar backscatter in ice sheets, the
remainder of this chapter is devoted to how these characteristics affect backscatter, and
hence, brightness, in the various glacial zones.
Looking at our first zone, the dry zone, it was discussed earlier that the dry snow zone
has a low density and relatively small, uniform grain size. For this reason, the dry snow zone
exhibits little backscatter and thus, appears dark on our radar images.
The percolation zone presents rough surfaces in the form of ice lenses and refrozen
melt surface, presenting the brightest returns on the glacier.
The wet snow zone produces an intermediate brightness, because although the ice
lenses are present, they are below a denser, wetter snow pack, and less signal return is
making it there and back.
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In winter, bare ice produces a lower backscatter than wet snow, while in summer, it
produces a higher backscatter by comparison. This is, in part, due to the greater volumetric
scattering occurring in the wet snow zone during the summer melt period.
For meltwater lakes, the amount of backscatter depends on whether the surface is open
or frozen. Generally, an ice-free surface produces little backscatter, while ice, particularly
floating ice with tubular bubbles, produces the highest backscatter [31]. As the ice-water
interface that results from floating ice produces a specular reflection in a forward direction
from the sensor, the volumetric scattering from the bubbles is responsible for the high
backscatter values recorded by the sensor. Both new ice prior to tubular bubble formation,
and ice frozen at the bottom of the lake, produce minimal return, as in the ice-free case. The
status of these meltwater lakes can provide clues to the condition of the nearby ice and snow
on the glacier.
Lastly, the effect of crevassing on the radar backscatter should be noted. It was
described earlier that rough surfaces result in higher backscatter than smoother surfaces;
hence, a highly crevassed region would appear brighter than surrounding regions. As was
discussed earlier, this crevassing is a common phenomenology in glaciers where there is a
change in velocity [29].
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6 Approach
6.1

General Approach
Our approach involves processing the lidar, SAR, and visible wavelength data sets,

before georeferencing them to a common reference set. At this point, the SAR and visible
wavelength images can be compared for feature evaluation, and the lidar data can be overlaid
onto the images for comparison of features. The preprocessing of the lidar data involves
determining the ground return and removing all other data points that are deemed not to be
ground.

This is done by way of statistical analysis.

The SAR imagery requires

preprocessing to calibrate and remove speckle, and to geocorrect the images. The calibration
is necessary to perform quantitative analysis on the end product. Qualitative analysis is
performed by comparing the features evident in the images to elevation changes or features
in the lidar DEMs. All of these tasks are performed either in ENVI or MATLAB. Figure 6.1
shows the steps involved in processing and analyzing the data.
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Figure 6.1: Approach to thesis work
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6.2

Lidar Preprocessing

6.2.1 Source of Photons
Unlike conventional lidar altimetry systems, which use large numbers of individual
photon packets to return a single distance measurement, MABEL records the time-position of
each individual received photon, allowing for more sensitive calculations of surface elevation
along-track [14]. This increased sensitivity often leads to noisier data, as noise in the
detector or reflected solar photons can trigger false returns.
A simplification of the “big equation” [21] tells us that solar background photons
received by the sensor comes from many sources:
! = !! + !! + !! + !! + !! + !!
where L = sensor-reaching radiance;

[2]

LA = photons originating from the sun, reflecting off the Earth’s surface and
propagating back through the atmosphere to the sensor;
LB = photons originating from the sun, scattered by the atmosphere before being
reflected off the Earth’s surface and propagating back through the atmosphere to the sensor
(referred to as skylight or sky shine);
LC = photons originating from the sun, scattered by the atmosphere into the sensor’s
line of sight (referred to as flare light or upwelled radiance);
LG = photons originating from the sun, and reflected off other surfaces (background
objects) before being reflected off the Earth’s surface and propagating back through the
atmosphere to the sensor;
LI = photons originating from the sun, and reflected off other surfaces (background
objects or other areas of the Earth’s surface outside the field of view of the sensor) before
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propagating back through the atmosphere and being scattered by the atmosphere into the
sensor (referred to as adjacency effect); and
Lj = photons originating from the sun, reflecting off the Earth’s surface multiple times
in the area of interest through scattering in the atmosphere and propagating back through the
atmosphere to the sensor (referred to as trapping)

Of little concern is the total radiance generated by this equation, or the individual
intensities for each term. What is significant, however, is how all of these sources contribute
to the number of received photons processed by the sensor. In addition to these photons,
there are photons generated by the lidar itself, which are then reflected off the ground, off
particles within the atmosphere (including clouds and precipitation) back toward sensor.
There are also multi-bounce reflections - where the photon is reflected off buildings or other
structures onto the ground, reflected multiple times within crevasses, or reflected off particles
within the atmosphere towards the ground, and backscattered to the sensor. Of course, not all
of the reflected lidar photons make it back to the sensor, just as not all of the solar photons
do.
In addition to all of these sources, the detector itself is also a source of spurious
photons. Sensor noise takes many forms, including thermal variation within the detector
(known as Johnson noise), dark current, and variation in thermal exchange with other
components, among others [21]. All of these are the result of random processes, and result in
the generation of a false detection event.
The only photons of interest are those generated by the lidar and reflected from the
ground directly. It is only these reflected laser photons that should be maintained for
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analysis, while the rest are discarded. An effective noise reduction algorithm is, therefore,
essential to proper analysis of photon-counting lidar data. But first it must be determined
how to separate these ground return photons from the solar background photons and sensor
noise photons.
6.2.2 Previous Noise Reduction Techniques
The large amount of data points contained within each MABEL files necessitated the
development of a new noise reduction technique. Previous noise reduction techniques, such
as the Canny Edge Detection (CED) [32, 33], were found to be too computationally
intensive. This technique first requires the rastering of the photon data into a 2-D image,
which results in an image size of the square of the number of points in the along-track
direction. This makes for a large image, which can be time-consuming to process. Once the
rastering is complete, the Gaussian filter method is then applied, and the gradient, or change
in pixel density value between each pixel and its neighbours, is determined for each pixel. A
threshold gradient value is determined based on the variation within the data, and the data
filtered so that the signal appears above the noise.
While effective, the CED method requires optimal parameter selection to reduce
noise to an acceptable level without filtering out the ground return. The final reason that
CED is not appropriate as a noise reduction algorithm for the highly crevassed, complex
surfaces prevalent on an ice sheet, is that the Gaussian filter blurs the fine details in the scene
and smoothes out crevasses, as was the case with the mean filter. [33]
6.2.3 Automated Noise Reduction Technique
A careful analysis of micro-pulse, photon-counting lidar data sets reveal that the
vertical distribution of the photons resembles that of the Dirac delta function, where the most
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common distribution signifies the ground return. This makes sense, because a solid surface
is more likely to return a consistent range signal than a non-solid surface (ie. the atmosphere)
or an equally random value generated by sensor noise.
Figure 6.2

shows an example histogram based around a sliding window, or bin, in the

along-track direction; in our example, the bin is an along-track distance encompassing 1000
photon detection events. As the figure illustrates, for each bin, the surface elevation is the
most populous value.

Figure 6.2: Histogram of representative elevation data from a photon-counting lidar
The proposed method for processing the MABEL lidar data consists of determining
the surface elevation by way of statistical analysis and using a threshold to separate the
detection events due to solar background photons and sensor noise from those laser photons
reflected from the Earth’s surface. By rounding off all elevation values to the nearest metre
and calculating the mode across a predefined bin width, the ground return can be easily
identified by eliminating all counts that are plus or minus a certain height from the mode.
These steps are described in further detail in Figure 6.3.
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Figure 6.3: Noise reduction steps for photon-counting lidar data

In Figure 6.4, which is a rather simple illustration of the lidar returns resultant from
some flat topography, the received photons are divided into bins of a fixed width of 10
photons. Because of the flat terrain, the mode for all bins has been found to be 20 m. Each
point within the bin is compared to the mode, and the difference is compared to the set
threshold.

The red points represent those values that fall within the threshold (here

determined to be +/- 1 m), and thus make up the surface return. All other values that lie
outside the threshold are then discarded, and we are left with only the surface return.
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Figure 6.4: Statistical Analysis Technique. Data points have been separated into bins of
10 photon counts, and the mode (20 m) for each determined. Thresholding retains any
data points that are +/- 1 m from the mode (in red).

6.2.4 2D Digital Elevation Profile
Figure 6.5 shows a 1-minute MABEL flight elevation profile of a section of the
Jakobshavn Glacier in Greenland, with (a) displaying all received photons shown as white
points, while (b) is the resultant profile after the proposed noise reduction technique has been
applied. In Figure 6.5 (a), even with the reduced elevation scale (only 500 m, rather than a
few thousand metres), the ground return is difficult to make out from the background noise.
In Figure 6.5 (b), however, the surface return easily stands out. A bin width of 25 photons
and a threshold of 50 were used here.
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(a)

(b)

Figure 6.5: 2D elevation profile of a section of Jakobshavn Glacier, using (a) the
complete set of receieved photon counts, and (b) only those that make up the ground
return determined by the author's data reduction technique. In both graphs, the black
points describe the elevation and location from which the sensor has determined the
detected photons were reflected.

6.2.5 Comparison of Bin and Threshold Values
A bin width of 50-200 photon detection events and a threshold of 25-50 cm were
found to be most successful for the complex and varying landscape of the Greenland glacial
regions studied in this thesis. This combination of parameters ensures that glacial crevasses
and sharp peaks, as well as slope angles, are preserved, and that the majority of the noise
photons are removed. The bin width and plus/minus threshold value can be further refined
by the user to improve the efficacy of the DEM based on the type of terrain involved, eg.
sharply sloped and jagged, or gently sloped and rolling.
For smoother terrain, where there fewer fine features to preserve, the parameters can
be adjusted so that the algorithm runs faster. To do this, the number of photons in each bin is
increased. Figure 6.6 shows a different section of the Greenland Ice Sheet, this time inland
from Jakobshavn Glacier, where the terrain is relatively flat, so the bin is increased to 125
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counts from 50 counts. Note, that because we are only looking at a single minute of flight, or
about 12.5 km over an elevation change of only 10 metres, the scale of the graph is different;
hence, the surface return appears much thicker than Figure 6.5; despite only having a slightly
larger threshold – 75 cm compared to 50 cm. The DEM is plotted in three dimensions, rather
than as a 2D profile of the glacier.

Figure 6.6: 3D DEM of section of Greenland Ice Sheet using bin = 125 counts, and
threshold = 75 cm
To demonstrate the effect that varying the threshold can have on a DEM, the
proposed data reduction technique was performed on the same section of flight using
different threshold values. Figure 6.7 shows the same area from Figure 6.6 but with a
threshold of +/- 3 m for the green points and a threshold of +/- 5 cm for the black points. A
bin of 150 counts was used instead of 125 counts, although this has little effect.
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Figure 6.7: 3D DEM of Greenland Ice Sheet using bin = 150 counts, threshold (green) =
3m and threshold (black) = 5cm
We see that the example in black uses too high of a threshold for the terrain and
surface type, as demonstrated by the extraneous points above the surface, while the green
example does not use a high enough threshold. The black points do not follow the rolling
texture of the terrain, but rather seem to form terraces as the elevation of the surface changes
slightly.
6.2.6 3D Digital Elevation Model
By plotting multiple channels on the same graph, and preserving the
latitude/longitude information, we get a 3-dimensional digital elevation model, demonstrated
by a 60 s period of flight in Figure 6.8.
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Figure 6.8: 3D DEM of a section of Jakobshavn Glacier, determined using the author's
data reduction technique. The use of several channels provides us with cross-track slope
information.
In Figure 6.8 we see how the multiple channels provide us with moderate cross-track
information, while the dense along-track data continue to provide slope information in the
direction of the aircraft’s flight.

As was determined earlier, the current MABEL

configuration of channels provides up to 98 m of lidar tracks on either side of the nadir point,
depending upon the aircraft altitude.

6.2.7 3D Digital Elevation Model with Multiple Channels
Despite these multiple channels, our lidar DEM is still quite sparse in the direction
perpendicular to the transect, i.e., the cross-track direction. In order to provide better slope
information, we might use multiple transects from the same flight over the same area.
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Indeed, if we are able to combine passes that intersect each other perpendicularly, we take
advantage of the high resolution in the along-track direction, and the DEM becomes even
more accurate.
The area chosen to demonstrate this capability is a 1° x 2° area at the western edge of
Jakobshavn Glacier. This area, just short of the calving front, is an area of rapid change and
is ideal for our purposes. The first flight over Jakobshavn Glacier, on 19 April 2012, resulted
in four transects over this area within a couple of hours. The times of the various transects
and their extents are detailed in Table 6.1.
Table 6.1: Dense transect area of interest
Initial	
  
Time	
  
Segment	
  
(UT)	
  

Final	
  
Time	
  
Segment	
  
(UT)	
  

Southern	
  
Boundary	
  
(Southern-‐
most	
  
Latitudinal	
  
Point)	
  

Northern	
  
Boundary	
  
(Northern-‐	
  
most	
  
Latitudinal	
  
Point)	
  

Eastern	
  
Boundary	
  
(Eastern-‐most	
  
Longitudinal	
  
Point)	
  

Western	
  
Boundary	
  
(Western-‐
most	
  
Longitudinal	
  
Point)	
  

1

11:35:00 11:39:59

68°47’3” N

69°19’29” N

47°59’30” W

48°19’41” W

2

12:22:00 12:29:59

69°3’43” N

69°5’44” N

47°45’2” W

50°18’28” W

3

12:55:00 13:00:59

69°9’36” N

69°11’4” N

48°7’11” W

50°0’24” W

4

13:09:00 13:14:59

69°15’5” N

69°16’16” N

47°58’52” W

49°54’41” W

Figure 6.9 was created using the transects from Table 6.1, although using only a single
channel.
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Figure 6.9: DEM created using four transects over the same area in one flight
As can be seen from the above figure, some fine-tuning of the data reduction
parameters for areas of high slope is still required in order to produce a 3D DEM with
minimal noise throughout. The DEM now covers a much larger slope area than a single
transect alone. By combining multiple channels for each transect, the slope information
between each transect will become slightly more populated in the cross-track direction;
although better, the resolution in the cross-track direction will not approach that of the alongtrack direction. Future missions with different sensor arrangements and flight paths will be
required for the cross-track resolution to approach the along-track resolution.
While there are many existing methods of filtering out background noise from lidar
data, such as the aforementioned CED method, the proposed method differs in that all steps
can be completed independent of any intervention on behalf of the analyst or without any a
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priori knowledge of the surface elevation, which includes determining the boundaries for
plotting the DEMs.
In conclusion, the proposed noise reduction technique is more computationally robust
over large data sets than previous techniques, such as CED or visual assessment. Because it
relies on statistical analysis of the data and a simple threshold calculation, it can easily be
applied to large data sets without requiring additional processing power. Additionally, it has
the advantage of requiring minimal user input and little to no a priori knowledge of the
general elevation. Even graph limits can be determined using a predetermined elevation
range from the mode, while the limits of the latitude and longitude axes are determined by
keeping track of the maximum and minimum positional data.
Once the DEM has been created using the automated noise reduction technique, and
the lay of the terrain understood, the DEM can be further refined by modifying the input
parameters to improve the veracity of the DEM.
A representative 5 m distance on the ground was selected from the MABEL data and
plotted as elevation vs. distance in Figure 6.10. Figure 6.10 (a) shows the complete set of
received photons over the entire range of elevations, while Figure 6.10 (b) shows the results
after noise reduction over the range bounded by the surface return. The noise reduction
technique reduced the number of photons to only 20 over 5 m, an average of 4 received lidar
photons per metre.
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Figure 6.10: Plot of 5 m section of MABEL data showing (a) all photons before noise
reduction over the entire elevation and (b) photons after noise reduction over a small
elevation range
6.3

SAR Preprocessing

6.3.1 SAR Preprocessing Steps
Figure 6.11 shows the numerous steps required to preprocess the SAR images to
allow us to analyze the data, both in a qualitative and quantitative sense. The steps will be
described in detail through section 6.3.
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Figure 6.11: SAR preprocessing steps
6.3.2 Calibration
As stated earlier, some image processing of SAR images is required for better visual
interpretation, and to facilitate qualitative analysis. But in order to do any quantitative
analysis on the image, the image must first be converted to a radiometrically calibrated
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power image, where the pixels are represented as a ratio of the power that comes back from
that patch of the ground to the power that is sent to that same patch. Depending on the
application, the image can be calibrated in terms of !! , !! , or !! , as described by the satellite
geometry in Figure 6.12 [34].

Figure 6.12: Geometry describing conversion of radar backscatter coefficient [34].
Each of these calibrated values serves a specific function, and are selected based on
the desired application. !! calibrated values are used for the purpose of calibrating the
sensor, because the pixels are evenly spaced, regardless of the terrain. !! values are also
independent of terrain effects, such as foreshortening, and are used by system design
engineers.

Finally, !! values provide scientists with quantitative measurements of the

surface being imaged.
For our application, where we are concerned with the actual backscatter properties of
the ground itself, we wish to convert to !! values, using the following equation:
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!"#$%&"'()  !"#$% =   

!"
!!

!

[3]

where DN = digital number of the pixel
!= conversion factor found from the LUT

The pixel values found using the previous equation are power scale values, and must
be converted to decibel (dB) values, using the following calculation:
!! dB = !" !!" !" !!   

[4]

While the equation is sound, for our purposes we used the ENVI calibration tool,
being sure to select !! rather than !! . ENVI converts the DN of each pixel to the logarithmic
calibrated values automatically (i.e., dB).

The results of this method were compared with

the calibrated values determined mathematically, and were found to match, confirming
ENVI’s method of calibration.
To evaluate the effect that the calibration process has on the original SAR image, we
will use a subset of the total RS-2 image, seen in Figure 6.13 (a). The calibrated result is
shown in Figure 6.13 (b). To separate the effect of calibration from the speckle, a Frost
filter, which will be covered in the next section has been applied to both images. As we see,
the results do not show any more detail than the original DN image. In fact, the snowy areas
show up less clearly than they did before. However, by analyzing the values represented by
the backscatter coefficient scientists can gather more empirical information about the surface
than by simply using the DN level data.
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(a)

(b)

Figure 6.13: Spatial subset of RADARSAT-2 files showing (a) non-calibrated and (b)
calibrated images of the area around Jakobshavn Glacier
A by-product of the calibration process is the generation of pixels identified with the
value of NaN, or “not a number.” Because speckle reduction requires real numbers to work
with, these must be dealt with before proceeding further. In order to preserve the integrity of
the surrounding pixels, the NaN pixels need to be replaced with the mean of the their
neighbours. Determining the replacement value of the blank pixels can be accomplished by
creating ROIs in each area, and then computing the statistics for each one. The mean of each
glacial zone, along with several surface features, are listed in each the following table.
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Table 6.2: Mean !! values of for various glacial zones and features
ROI
Description
Mean !! (dB)
HH Pol
HV Pol
1
Frozen (?) meltwater lake
-6.32
-11.96
2
Dry snow zone
-9.71
-14.15
3
Percolation zone
-6.54
-6.21
4
Wet snow zone
-6.73
-12.75
5
Bare ice zone
-10.59
-14.65
6
Heavily crevassed region in lower main
-5.18
-6.66
flow channel
7
Smoother region in upper main flow
-10.30
-14.24
channel
Because these values are calculated on the calibrated data prior to speckle reduction, they
may be subject to some slight skewing of the mean. However, because the NaN pixels make
up only a small percentage of the total pixels, the result of this skew is minimal once the
speckle reduction filter is applied. To obtain the results in Table 6.2 the ROIs were captured
over fairly homogenous areas, aside from speckle, with a large number of pixels; generally,
between 250-350. Once the replacement value was determined, a mask was applied to the
image, with the mask value, in this case the mean value for that region and polarization,
replacing any NaN value.

6.3.3 Speckle Reduction
A common feature of SAR images is speckle, which is a chaotic phenomenon
resulting from the coherent energy imaging process [35]. It is considered to be multiplicative
noise, and is independent of the true image intensity. The danger with speckle is that the
variation within the scene can be falsely attributed to actual detail on the ground, when it is in
fact an artifact. Ideally, you wish to remove speckle using a speckle reduction filter without
destroying details within the real image.
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Equation [5] describes how speckle noise is represented in a SAR image as a
multiplicative noise, with s(i,j) being the real image that you want to recreate via speckle
reduction.
! !, ! = ! !, ! ! !, !   
[5]
where I(i,j) = the image corrupted by speckle noise;
n(i,j) = speckle noise; and
s(i,j) = the original speckle free signal

Methods of speckle reduction include the Lee filter, enhanced Lee filter, Gamma
filter, Kuan filter, and local sigma filter [36]. These are all adaptive filters. The Frost filter is
another adaptive filter, based on the Weiner filter. It is based on local statistics within the
image and the multiplicative model. Equation [6] describes how to find the real image as
determined by the Frost filter using an N x N sliding window.
!!!!

!!!!

! !, ! =

! !, ! ! !, !   
!!!!!! !!!!!!

where ! !, ! = the reproduced speckle free signal;

[6]

I(k,l) = the input SAR image; and
h(k,l) = the Frost filter, represented by Equation [7]

!

! !, ! = !! !!!!!

!,! !!,!

where K1 = the normalizing constant;
K = damping factor;
C1 = factor representing the coefficient of variation; and
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[7]

d = distance from pixel of interest, determined by the following equation:
!!,! =

!−!

!

+ !−!

!

[8]

To determine how effective the speckle reduction filter is, several metrics can be
used, including the speckle suppression index (SSI) and the edge enhancing index (EEI) [36].
The speckle suppression index (SSI) is a measure of the speckle suppression filter to filter
homogeneous areas. Speckle strength over these homogeneous areas is understood to be:
!"#$%&#  !"#$%&"' =

!"# !
  
!"#$ !
[9]

Thus, the normalized SSI is defined as:
!!" =

!"# !! !"#$ !
  
!"#$ !! !"# !
[10]

where R0 = filtered value
R = original value
For most cases, SSI<1.0, which means speckle is suppressed; the lower the SSI, the stronger
the suppression ability the filter has.
For an n-pixel long edge, the EEI is defined as:
!!" =

!
! !!"
!
! !!

− !!"
  
− !!

[11]

where R1, R2 are the original values of the one-pixel wide lines on either side of the edge, and
!!" , !!"   are the filtered values. Higher EEI values represent a better edge retaining ability of
the filter.
Again to show the difference that the enhanced Frost filter has made, a cropped
version of the original image is used. Figure 6.14 (a) is a slightly cropped version of Figure
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4.7 before any speckle reduction has been applied. Figure 6.14 (b) shows the same area with
the enhanced Frost filter applied. Notice how much smoother and whiter the snowy areas
appear. Likewise, the open water appears darker and more uniform.

(a)

(b)

Figure 6.14: Original SAR image crop (a) before and (b) after despeckling.
For the above enhanced Frost filter, a window of 10x10 pixels and a damping factor
of 5 was used. Various combinations of 3x3, 5x5, 9x9, 16x16 and 25x25 windows, and 1, 3,
5, and 25 damping factors were also applied. The results of some of these combinations are
shown in Figure 6.15, with a close-up crop to better demonstrate how this filter works at
reducing speckle using different parameters.
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(a)

(b)

(c)

(d)

Figure 6.15: SAR image close-up of lake area (a) before despeckling, after despeckling
using the Frost filter with (b) window size of 9 and damping factor of 3, (c) window size
of 5 and damping factor of 25, and (d) window size of 5 and damping factor of 3
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(a)

(b)

(c)

(d)

Figure 6.16: SAR image close-up of lake (a) before despeckling, after despeckling using
the Frost filter with (b) window size of 9 and damping factor of 3, (c) window size of 5
and damping factor of 25, and (d) window size of 5 and damping factor of 3
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In the despeckled images in Figure 6.15 and Figure 6.16, there is some loss of
sharpness along edge features, but for the most part they are preserved. There are varying
degrees of speckle reduction, with the least being the window size of 5 and the damping
factor of 25. In these examples the most amount of speckle reduction occurred with a
window size of 9 and a damping factor of 3. Using the larger window and smaller damping
factor reduced speckle over the land, ice, and water without sacrificing detail or smoothing
edges. While even larger window sizes reduce speckle even further, these larger windows –
greater than 16x16 pixels – are associated with longer processing times, and as such, are not
deemed necessary for qualitative analysis. Note that no set of parameters using the Frost
filter showed any promise of resolving the linear artifact issue between the right-most two
scan swaths. Where required from here on, the Frost filter with a 9x9 pixel filter window and
damping factor of 3 is used for speckle reduction when qualitative analysis is being
performed, while a Frost filter with a 25x25 pixel filter window and damping factor of 1 is
used for quantitative analysis, where speckle suppression is crucial.

6.3.4 Geo-correction
The pre-processing of the RS-1 and RS-2 ScanSAR Wide images by the
RADARSAT analysis team does not include geocorrection. This means that although the
images are georeferenced, that is, they contain geographical (latitude/longitude) information,
they are not displayed with north facing up. RS-2 can be reoriented to collect data as leftlooking and right-looking, as well as collecting in the ascending phases and descending
phases of its orbit, and the images are processed in the direction of the satellite’s orbit; hence,
vertical is along-track, and horizontal is cross-track. While this knowledge is useful for
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certain aspects of SAR processing, it is not useful for our purposes. Hence, the final step in
our SAR preprocessing is to geocorrect the SAR images. To do this the “georeference
RADARSAT” tool in ENVI is used, and the image rewarped using triangulation and
resampled using the nearest neighbour approach.
Care must be taken to ensure that the proper map projection and datum are used, and
that the original pixel size is preserved. In the case of the RS-2 images, the product file
received with the images was referenced. The product file contains information associated
with the radar parameters, the platform, and how the image was collected and processed.
Many of these parameters are displayed in Table 4.1. Using the information provided in the
product file, the Universal Transverse Mercator (UTM) projection and the World Geodetic
System (WGS-84) datum were selected, with the published [37] ScanSAR Wide ground
pixel size of 50 m x 50 m, which was also laid out in the product file.
Before going further, let’s examine the UTM projection and the WGS-84 datum, as
they relate not only to our SAR images, but also to the rest of our data. The UTM projection
is based on the Transverse Mercator projection and is a method of mapping coordinates using
60 grids, with each zone covering the same square area. The WGS-84 datum, created in
1984 and updated in 2004, is an approximation of the Earth’s geoid. The Earth is not
perfectly spherical, being somewhat oblate, with areas that are higher and lower than others.
All datums are an attempt to estimate the size and shape of the Earth, with some datums
being better in certain areas than others. The WGS-84 datum is the universal standard, being
the datum that best approximates the shape of the Earth over the entire globe [38].
Unfortunately, our product file did not tell us which UTM zone the SAR image was
located in. For this, we referenced Figure 6.17.
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Figure 6.17: UTM map of zones in Canada and Greenland [38]
As the majority of our data were located between 48° and 54° West, we used UTM
zone 22. It should be noted that the central meridian of this zone is located at 51°, which is
required for our latitude / longitude conversion to UTM map coordinates code, which can be
found in Annex G.
Normally, the calibrated, despeckled SAR image would be geocorrected directly;
however, due to a systemic error within ENVI, this is not possible. Instead, a workaround
was developed by software engineers at Exelis VIS, and implemented during this research.
This workaround involved taking the original raw image and geocorrecting it. The ground
control points (GCPs) were saved for use in the next step, and the geocorrected image saved
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for reference. Next, the calibrated, despeckled image, or the uncalibrated, despeckled image,
was warped using the Warp tool and the GCPs created previously to produce the
geocorrected image with the same parameters.
This provides a north-up image, with the latitude/longitude information correlated to
up/down and left/right, respectively. Using these parameters, distances on the ground can be
easily determined by measuring the number of pixels, and knowing the size of the pixel on
the ground. For our SAR images, each pixel represents 50 m. The effect of geocorrection
can be seen in Figure 6.18.

Figure 6.18 (a) show the georeferenced, non-geocorrected

image, and Figure 6.18 (b) shows the georeferenced, geocorrected image.

N

(a)

(b)

Figure 6.18: Frost-filtered image (a) before geocorrection applied and (b) after
geocorrection applied. Note the direction of north in each image. Images are 500 km
per side.
By first geo-correcting the SAR images you are also able to mosaic the images to
provide a larger spatial context for the imagery. All available thirteen SAR images were
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mosaicked after first being geocorrected in Figure 4.15.

This thirteen-image mosaic is

shown again in Figure 6.19 for context.

Figure 6.19: Mosaic of 13 geocorrected SAR images.
Quite often this mosaicking is required for more than just spatial context, but rather
because the lidar transects or areas being analyzed cover multiple scenes. This is the case
with the MABEL flight paths illustrated in Figure 6.20, where the figure represents
approximately the red area shown in Figure 6.19.
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Figure 6.20: MABEL transects criss-crossing the area of interest
For our purposes, the individual areas that are being analyzed all fall within a single
SAR image, hence, there is no reason to mosaic the image, other than for context purposes.
In order to compare calibrated images pixel to pixel, both the number of points and
their locations must match, as wells as the size of the pixels themselves. The former is
accomplished by saving ROIs and importing them into the other imaging modalities using
the UTM map coordinates, which is why you want all images in the same coordinate system
and zone. The later is accomplished by resampling the RADARSAT images to 30 m pixels,
down from 50 m pixels. This is done using the Resize Data (spatial/spectral) tool in ENVI.
6.4

Landsat 7 Preprocessing

6.4.1 Determining Spectral Bands
Landsat 7 preprocessing consists partly of determining the bands best suited to
highlight features of interest in the glacier, and partly with tweaking aspects of the
georeferencing. The surface features include lakes, crevassed and smooth areas, as well as
boundary features. One boundary feature of interest was the outer extent of the glacier.
Because April is still winter in the Arctic, many areas that are not part of the ice sheet are
covered in snow. Therefore, it makes sense to first analyze Landsat 7 imagery of the same
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area in the summer. Features that would make up the terrain outside the boundary of the ice
sheet in summer would be rock and possibly some form of vegetative growth. Because these
areas present a high signal return in the NIR only, it was decided to use band 4, which
operates at 835 nm as one of the spectral bands. An RGB image was created by mapping
three spectral bands to the three channels: band 5 at 1.65 microns (NIR) to the red channel,
band 4 at 835 nm (NIR) to the green channel, band at 662 nm (red) to the blue channel. The
blue spectral band (483 nm) was avoided due to the greater effects of Rayleigh scattering at
this wavelength. The results are shown in Figure 6.21. This image was acquired on 12 July
2012. Notice the lack of data in areas where the scan line corrector malfunction resulted in
the outer areas not being covered, shown in detail in Figure 6.22.

Figure 6.21: Summer Landsat 7 image consisting of channels 5(R), 4 (G), and 3 (B).
The bedrock covered in vegetation shows up very clearly in red, the ocean in blueblack, leaving the glacier and snow/ice in aqua and blue.
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Figure 6.22: Detail area of Landsat 7 image showing scan line corrector failure (black
lines)
As was discussed earlier, it is possible to infer the particle size of snow from the radar
backscatter. Previous research has also found that it may be possible to determine particle
size from ETM+ band 4. Although this line of research was not covered in this thesis due to
a lack of adequate literature and a desire to focus more on the backscatter properties of Cband SAR, it does deserve further exploration, as it may augment multi-modal analysis by
enabling a better determination of the makeup of transition areas that can be somewhat
nebulous in SAR images. Band 4 is shown by itself in Figure 6.23. The detail area identified
by the red box in this figure is shown in Figure 6.24. It shows several lakes, unfrozen at this
time of year, as well as varying terrain.
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Figure 6.23: Band 4 of Landsat 7 ETM+ showing Jakobshavn Glacier in summer

Figure 6.24: Detail area of band 4 of Landsat 7 ETM+ showing lakes and terrain in
summer
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RGB summer images from Landsat 7 can be used to determine the extent of the
glacier, by differentiating seasonal snow from permanent glacial ice. In the summer images
the snow will have melted, and vegetation will have formed in these regions. Figure 6.25
shows an RGB summer image from 14 July 2012. Only the glacier is shown in blue and
white, with the vegetated area and bedrock in green and black to the lower left.

Figure 6.25: Landsat 7 RGB (bands 4, 2, 1) image taken 14 July 2012
The same area in winter, taken on 25 April 2012, is shown in Figure 6.26. Note that the
glacial areas are difficult to distinguish from the snow-covered areas.
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Figure 6.26: Landsat 7 RGB (bands 4, 2, 1) image taken 25 April 2012

A different summer image showing a slightly different area of the glacier and Figure 6.26
were plotted over the geocorrected co-polarized RS-2 image from 20 April 2012, and shown
in Figure 6.27.

The superimposed image of the summer scene allows us identify the

outermost edges of the glacier. The boundaries of the glacier help to determine areas that
will later be analyzed, ensuring that areas that are merely snow-covered in the winter SAR
and VIS/NIR images are not analyzed.
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Figure 6.27: Summer and winter Landsat 7 images shown superimposed on winter SAR
image

As was learned in Chapter 2, Landsat 7 images and RADARSAT-2 images have
different resolutions and dimensions. The SAR images are 500 km x 500 km, while the
Landsat images are 180 km x 185 km. RS-2 pixels are 50 m x 50 m, while LS 7 pixels are 30
m x 30 m for the majority of the bands; the panchromatic band pixel size is 15 m x 15 m,
while the thermal band pixel size is 60 m x 60 m. This disparity is noted in the previous
figure. This difference in resolution requires that the RADARSAT images be subsampled to
the same pixel size as the Landsat images – 30 m for the majority of the bands – for
processing and manipulating the images together.
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6.4.2 Geocorrecting for UTM Zone 22
The Landsat 7 images obtained from Earth Explorer [21] were properly georeferenced,
that is, they had the correct latitude and longitude designations and were oriented north up,
but they did not have the same UTM map coordinates when compared to the SAR image.
The main Landsat 7 image from 25 April 2012 was designated UTM zone 23, rather than
UTM zone 22, while the second image from 25 April 2012 was designated UTM zone 22, it
being located slightly further to the west. The boundaries of the UTM zones were defined in
Figure 6.17. UTM zones have map coordinates measured as eastings and northings, with the
distance in metres north of the equator measured in northings, and the distance from the
central meridian of the zone measured in eastings (the central meridian of each zone is
designated 500 000 m easting). Hence, a single point measured in zone 22 coordinates and
zone 23 coordinates would not have the same easting and northing, although they would have
the same latitude and longitude. The example in Table 6.3 shows how differences in UTM
map coordinates result from choosing different UTM zones. The coordinates in this table
were found using the code in Annex G.
Table 6.3: Example showing zones producing different map coordinates for the same
geographic point
Latitude
Longitude
Northing
Easting
UTM zone 22
7,838,900.84 m 473,081.52 m
70°39’12” N
51°43’41” W
UTM zone 23
7,852,514.95 m
251,684.60 m
In order to convert Landsat images from zone 23 to zone 22, the Convert Map
Projection tool in ENVI was used. From here, the correct map projection was selected:
UTM, Zone 22 North. The datum was already correctly set at WGS-84. The pixel size of 30
m was verified, and the conversion parameters set. The triangulation method was chosen
with the number of warp points being x:25 and y:25. Finally, the image was resampled using
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the nearest neighbour approximation. The resultant map showed the correct map coordinates
for that zone.
6.4.3 Landsat Calibration
The Landsat images go through a similar calibration process to RADARSAT image, in
that they can be converted from DN format to a radiometrically calibrated format, through
use of the Landsat Calibration tool in ENVI. While RADARSAT images can be calibrated in
terms of !! , !! , or !! , Landsat images can be calibrated to top of the atmosphere (ToA)
reflectance or radiance values. The metadata file associated with each Landsat multi-spectral
spectral image can be used with the Landsat Calibration tool for one-step calibration of the
image to either reflectance or radiance. Alternatively, the following formulae can be applied
to the image to convert to reflectance, Equation [13], after first converting to radiance,
Equation [12]:
!! = !"#$ ∗ !" + !"#$

[12]

where !! = spectral radiance, calculated for each pixel
DN = digital number
gain = gain value of a specific band
bias = bias value of a specific band
!! =

! ∗ !! ∗ !!
  
!"#$! ∗ !"# !!

where !! = ToA reflectance, calculated for each pixel
d = Earth-Sun distance in Astronomical Units
!"#$! = mean solar exoatmospheric irradiances
!! = solar zenith angle
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[13]

6.5

ROI Selection for Quantitative Analysis
In order to compare the surfaces in the study areas, there must be some ground truth

data to compare the data to. Because we understand the backscatter properties of various
regions in HH polarization regions from our discussion in chapter 5, we can select ROIs from
within these pure regions (i.e., within the centre of this regions rather than on the boundaries)
and use them as the ground truth for our analysis. ROIs consisting of approximately 300
points (pixels) were selected from each central or homogenous area within the percolation
zone, wet snow zone, and bare ice zone. The backscatter properties (HH and HV) and top of
the atmosphere reflectance that were found for each ROI were used in the quantitative
analysis in chapter 7.
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7 Results and Discussion
7.1

Analysis of Glacial Zones
Using the ROI selection tool, three areas corresponding to three of the glacial zones

(percolation zone, wet snow zone, and bare ice zone) were selected. The upper zone, the dry
snow zone, was not analyzed because it could only be seen in the RADARSAT images in a
region that the other imaging modalities did not cover. Three figures are plotted, the first
comparing the elevation and !! values across three glacial zones of the HH polarized image
to those of the HV polarized image (Figure 7.1).

Figure 7.1: Plot of !! calibrated values to elevation for three glacial zones (blue:
percolation zone, red: wet snow zone, cyan: bare ice zone)
Figure 7.1 shows that the three regions are well separated by both their calibrated values as
well as by their elevation. The elevations occur at elevations expected from the Figure 5.2,
with the wet snow bounded by the bare ice at the lowest altitude and the percolation zone
higher up on the glacier. The relative backscatter of these zones is easily seen, with the
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percolation zone being the brightest in both co- and cross-polarized images, and the bare ice
zone being the darkest.
Figure 7.2 shows the same three zones comparing the Landsat Band 5 ToA calibrated
reflectance values to the RADARSAT !! values, again plotted against elevation. Figure
7.2(a) shows the copolarized values, while Figure 7.2(b) shows the cross-polarized values.

(a)

(b)

Figure 7.2: Comparison of reflectance and !! (a) HH and (b) HV calibrated values for
three glacial zones (blue: percolation zone, red: wet snow zone, cyan: bare ice zone)
Again, we see the easy separation between these zones. This is partially due to the ROIs
having been selected from the centre of these zones. We would expect to see some spectral
and/or spatial (in elevation) mixing as we transition between zones or explore features that
are a mix of two or more.
These three ROIs will be used as ground truth data to compare to the more complex
areas to be analyzed in the following sections.
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7.2

Transition Between Zones

7.2.1 Description of Area
As we learned earlier, the glacial zones are easily distinguishable from each other in
SAR images due to their different backscatter properties. The transition between two glacial
zones, however, is not so easily marked. The boundary between the dry ice and percolation
zones, the boundary between the percolation zone and the wet snow zone, and the boundary
between the wet snow zone and the dry ice zone are do not have a sharply defined transition,
but rather exhibit a gradual shift from the backscatter values prevalent in one zone to those of
another. These zones were described in detail in chapter 5 and their relative backscatter in
HH-polarized SAR images explained.
With the number of criss-crosses the ER-2 made over the same general area during
the flights in question, it was expected that we could identify sections of flight that crossed
these boundaries, as identified by the RS-2 images. We found one such area that appeared
from the imagery to cross three zones: the percolation zone, the wet snow zone, and the bare
ice zone shown in Figure 7.3.
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Figure 7.3: RADARSAT-2 image showing bare ice/wet snow/percolation zones
Figure 7.3 shows the raw SAR image, complete with speckle.

The only

preprocessing done after being received from CSA is the geocorrection, so that north is
facing up. It is a spatial subset of the image that was taken on 20 April 2012 at 1012
Universal Coordinated Time (UTC). The area bounded by Figure 7.3 is shown in the full
image at Figure 7.4.
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Figure 7.4: SAR image showing inset area of the above figure (red box)
Figure 7.3 is dominated by speckle, and although we can still analyze the relative
backscatter of the various zones, it would be easiest to do so with an image that is free of
speckle or, at least, has much reduced speckle. We used a Frost filter with the same
parameters that were identified in section 6.3.3 as showing the most promise for qualitative
analysis; that is, the parameters that reduced the amount of speckle to an acceptable degree,
but did not excessively blur details or result in long processing times. The balance between
these factors resulted in using a window of 9 x 9 pixels, and a damping factor of 3.
As we see in Figure 7.5, the speckle is much reduced, although not completely gone.
The major features on the glacier have been identified for ease of discussion.
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Figure 7.5: RADARSAT-2 image showing bare ice/wet snow/percolation zones,
despeckled using Frost filter with window size = 9 and damping factor = 3
Ideally, we should expect the percolation zone in the upper right to be homogenous. Despite
this, the percolation zone does show the high backscatter characteristic of this zone, as
proven by the bright signal return. The bottom and upper left on the image is comprised of
wet snow, which produces a lower backscatter than the percolation zone, while the centre left
of the image and the sinuous, dark pathways throughout the centre of the image make up the
bare ice. The latter section of bare ice marks the upper reaches of the main flow channel,
before the velocity differential between the faster moving lower reaches of the channel cause
the ice to roughen, as they move past slower moving portions of the glacier. It is this
increased roughness that causes the higher backscatter prevalent in the lower main flow
channel, shown in the lower left corner of the image. One important thing to consider when
looking at this image is that the zones themselves are not necessarily sharply defined, as
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evidenced by the mixing between wet snow zone and percolation zone in the top centre and
bottom centre of the image.

Let us now look at the available lidar data over this same area.

7.2.2 Lidar Plots
Figure 7.6(a) shows a 3-dimensional DEM created by plotting the elevation data (z
axis) of the noise reduced received photons against their positional data (latitude and
longitude in the x and y axes). The lidar data make up 7 minutes of flight over the area
mapped in the figure. Figure 7.6(b) shows what is essentially the ground track of the sensor
of over these 7 minutes. It is made up of the noise reduced photons shown from the nadir
angle; unlike a traditional ground track, which plots the position of the aircraft, it plots the
position on the ground where the backscattered photons were reflected. These photons will
later be plotted over the SAR and VIS/NIR images to aid us in our analysis. The combined
images and nadir plots will be compared to the elevation data and will be used to identify
features in the ice, such as the boundaries between the glacial zones.

(a)

(b)

Figure 7.6: (a) 3D lidar DEM and (b) nadir view of track across bare ice/wet
snow/percolation zone
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7.2.3 Combined Lidar, SAR, and VIS/NIR Imagery
The photons that make up the ground track of the lidar data shown, in Figure 7.6 (b),
were plotted against the SAR image using MATLAB. Before doing so, the noise reduced
lidar data was converted to map coordinates using the code in the annexes. This was done to
more easily compare distances between features in the maps.
As is seen in Figure 7.7, the lidar ground track crosses several boundaries. Starting
from the left of the image, MABEL flies first over the wet zone, then transitions to a section
of bare ice, which is, in fact, a small flow channel leading into the main flow channel, back to
an area of wet snow, before flying over the end of the main flow channel and up into the
percolation zone. Because we know that the zones follow general rules with regard to their
approximate temperatures and altitudes, we would expect a 2-dimensional slice along this
transect to show that the altitude starts off lower towards the west of the image and rises
steadily to a higher altitude to the east of the image, with perhaps a few dips along the way as
we go back and forth between transition zones, and encounter certain surface features.

Figure 7.7: SAR image with MABEL lidar ground track overlay (cyan)
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We have seen evidence of this in Figure 7.6 (a), although it was more difficult to see due to
the zigzagging effect produced by the aircraft motion. Before we take another look at lidar
data, let’s look at the lidar photons plotted over the same area in our Landsat imagery. As
identified in section 6.4, before isolating the area from the full Landsat image, we were
required to convert the map coordinates from UTM zone 23 to UTM zone 22, to line up with
our lidar and SAR map coordinates, which were both in UTM zone 22.
Figure 7.8 shows the image produced using Landsat 7 bands 4, 2 and 1, with the
ground track of the lidar overlaid. In this image, it is difficult to tell that the terrain is
varying in altitude along our flight path, or that we are moving through different glacial
zones, with the exception of the small bare ice area a sixth of the way along the MABEL
transect (in magenta).

Figure 7.8: Data fused image of Landsat 7 image with lidar ground track overlay
(magenta)
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As explained before, this is a small flow channel, and we should expect to see some altitude
change as we fly over it. One thing we do see in this image that we don’t get a sense of in
the SAR image is the amount of surface detail. The surface of the glacier appears much more
dynamic in this image, and we can really see the effects of what is likely wind creating banks
of snow in the areas above and to the lower right of the flow channels. The main flow
channel itself is highly visible in this image, and we see a lot more detail at this resolution,
and at these spectral bands, than we do in the SAR image. The SAR image is also somewhat
degraded due to the combined effects of speckle and also the filtering process used to remove
the speckle. Comparing VIS/NIR imagery to the SAR imagery is therefore an excellent way
of improving our understanding of areas with finer detail than the SAR image is capable of.
The Landsat bands used have a resolution of 30 m, while the SAR image have 50 m pixels.
Let us now look at the noise-reduced lidar data as a function of altitude versus shot
number. As was noted before, shot number is the unique identifier associated with each
emitted photon, and is equivalent to time and distance travelled by the platform.
Figure 7.9 shows the 2-dimensional slice of the section of the glacier under study. As
expected from our analysis of the SAR backscatter in Figure 7.7, the elevation starts low and
steadily increases, but for several small dips. A direct side-by-side comparision of the
images allows for a more complete qualitative analysis (Figure 7.10).
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Figure 7.9: Profile of lidar elevation along transitional zones
The sharp rise occurring at shot number 9.72x107 (blue circle) in Figure 7.10 (a)
corresponds with the transition from bare ice to wet snow zone seen at about 5.92x105 m
easting in Figure 7.10 (b) and (c). There are three valleys (red circle) in Figure 7.10 (a), seen
at approximately 9.768x107, 9.785x107, and 9.813x107. The latter two correspond to the bare
ice areas of the main flow channel in the images at approximately 6.1x105, 6.2x105, and
6.3x105 m (easting). The first dip is likely the result of the small bright feature seen in Figure
7.10 (c), which could be a small lake, given the bright backscatter. A qualitative analysis of
the area of increased backscatter (green circle) in Figure 7.10 (a) and (c) suggests that the
percolation zone starts at approximately 1500-1600 m, although quantitative analysis is
necessary to make certain.
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(a)

(b)

(c)

Figure 7.10: (a) Profile of lidar data, (b) the combined Landsat 7 image and lidar data,
and (c) the combined RADARSAT-2 image and lidar data
Looking closer at the Landsat image in Figure 7.11, we see that there is no lake along
the MABEL track at 6.1x105 m easting, although there is a potential target at approximately
7.687x106 m northing and 6.11x105 m easting. It is possible that if there is a lake or other
depressed surface feature at this location, then the lidar dip corresponds to the depressed area
surrounding this feature (red circle). This first area of interest will be discussed further on.
The lake at approximately 6.2x105 m easting, which is in the location of our second dip, does
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have the sharply defined edges that we would expect to see in a lake, although the area that
the lidar flew over appears to again be the depressed area surrounding the lake (blue circle),
possibly a snowy area, given that the area of greatest definition appears just a little north and
east of the overfly area. This lake feature corresponds to the bright surface feature in the
middle of the flow channel. We are also able to identify the cause of the area of medium
brightness between the two bright SAR returns, which is the result of increased surface
roughness (green circle). As we learned from chapter 5, the percolation zone can occur as
low as 1000 m, but is definitely in evidence at elevations of 2000 m and higher.

Figure 7.11: Detail area in Landsat image
Looking again at the first dip that was expected to be a lake, but inconclusive from
the Landsat image, it was decided to compare the SAR image to Landsat images from the
summer time period, to determine if there was a feature there, but just snow-covered. This
proved to be likely, given the slope provided by the lidar data and the bright return in the
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SAR image. Figure 7.12 shows the SAR area for reference, while Figure 7.13 shows the
same approximate surface area accounting for movement of the glacier over a couple of
months.

Figure 7.12: Detail area of the SAR image showing the area of the first two dips

Figure 7.13: Detail area of a later (summer) Landsat 7 image showing the area of the
first two dips
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While the Landsat image taken at approximately the same time as the SAR image does not
obviously show the presence of a lake, possibly due to the presence of snow cover, the image
taken during the summer obviously does.

7.2.4 Quantitative analysis
Next, this transitional region was subjected to the same quantitative analysis as the
glacial zones themselves were in section 7.1. The transect sections themselves were chosen
as the ROIs, with each 60 s period of flight making up a transect, as shown in Figure 7.14.

Figure 7.14: ROI transects in transitional zone
The 3rd (blue), 4th (yellow), and 6th (magenta) sections of this transect were plotted using their
HH, HV, and Band 5 reflectance calibrated values against elevation and compared to the
equivalent values for the ground truth glacial zones (Figure 7.15).
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( a)

(b)

Figure 7.15: Comparison of calibrated data for transitional zone areas to calibrated
data for three ground truth areas

The 3rd section, plotted in in Figure 7.15 as yellow, is the area analyzed where the
first dip and surface roughness occurs. The 4th section in green is the area identified as being
at the end of the flow channel and includes the second dip, while the 6th (magenta) section is
area identified as the transition zone between the wet snow and percolation zones in our
qualitative analysis. Note that not only does this last transition zone show a higher altitude,
as we would expect given our qualitative analysis in the previous sub-section, but the !!
values are in between the wet snow (red) and percolation zone (blue) ground truth pixels,
although there is a slightly bigger spread in reflectance than either of the two zones. The
yellow section occurs where we would expect to see wet snow, but the graph shows it to have
similar properties to the magenta section, indicating that it is a transition zone between wet
snow and percolation zones. The flow channel transition zone also occurs at this altitude,
and here our analysis shows that the surface is wet snow.
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7.2.5 Conclusions Regarding Analysis of the Transitional Zone Region
In concluding our in-depth analysis of this area, we are able to match up several
features between the RADARSAT-2 and Landsat 7 images, and the noise reduced lidar
DEM. The features we identified between two or more data sets include: a lake in the middle
of a flow channel, an area of increased surface roughness, and transitions between bare ice,
wet snow, and percolation zones. The feature that we are not able to identify conclusively in
the VIS/NIR image corresponds to a dip in elevation in the lidar data and a bright return in
the SAR data.

More knowledge of glaciology, at this point, would be beneficial in

determining the origins of this feature. Because the VIS/NIR feature does not line up with
the same area on the SAR plots, we might make one of three conclusions: one, being that the
difference might be the result of the process used to correct the image to UTM zone 22; two,
that it might be due to errors in GPS for any of the data sets; or finally, that the features
might have moved north in the period between when the MABEL (19 Apr 2012) and RS-2
(20 Apr 2012) data were captured, and when the Landsat 7 image was taken (25 Apr 2012).
This third possibility is the most remote, as we would expect the features on the glacier to
have shifted to the west, more than they would have to the north, west being the prevailing
direction of glacial flow. The distance differential is also much higher than we would have
anticipated the glacier to move over the course of 5-6 days. The fact that the lidar dip does
not peak at the location of the feature is of no concern, as surface features such as lakes often
have areas of gradual depression in elevation before coming to the lake itself.
The quantitative analysis of this region confirms that the region is a transition area
between wet snow and percolation zones. The three transect sections that were compared to
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the ground truth data indicate that these sections consist of wet snow and the boundary
between wet snow and percolation zone.
7.3

Glacial Lake

7.3.1 Description of Area
Another feature that was deemed significant was the prevalence of glacial lakes on
the ice sheet. Although many such lakes exist, there did not seem to be many that lined up
with the transects from the MABEL flight. In Figure 7.16, one area to the south-east of the
ice stream and calving front had two such glacial lakes (red box), and it seemed promising
that MABEL may have overflown one or both. This area falls outside of the area bounded
by the main Landsat image, therefore an alternate Landsat image, taken shortly before the
main image, is used.
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Figure 7.16: SAR image of the area surrounding two lakes (in red box) to be analyzed

7.3.2 Lidar Plots
Before confirming whether MABEL really did fly over the lake, the lidar data were
processed and plotted, and the resultant DEM compared to the DEM developed by NASA.
The results of the lidar processing and data reduction are shown in Figure 7.17, showing (a)
the flight path and (b) the 3D DEM of the glacier in this area.
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(a)

(b)

Figure 7.17: (a) 2D nadir and (b) 3D plot of lidar data in the vicinity of two glacial lakes
This can be compared to NASA’s published figures (Figure 7.18).

(a)

(b)

Figure 7.18: NASA developed plots of (a) groundtrack and (b) 2D profile lidar data in
the vicinity of two glacial lakes [23]
Figure 7.18 (a) shows the ground track plotted in longitude and latitude. Because the aircraft
is turning to complete the heading change seen in the figure, this necessitates a rolling
maneouvre that results in the location that the laser strikes being different from the position
of the aircraft. We see this in Figure 7.18 (a) as the red line for the aircraft and the grey line
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as the location on the ground that the photons hit and are returned from. Because of the way
the photon-counting lidar is set up, the photons are captured as a function of their angle from
nadir into channels. The graphs in Figure 7.18 were produced from the centre channel only,
meaning that all photons captured represent an extremely thin vertical slice of atmosphere
and surface. Therefore, we would expect that a nadir view of the unprocessed photons would
match very closely the nadir view of the noise-reduced photons. There were some spurious
photons collected, and are visible at the top and left of Figure 7.18 (a), that did not meet the
requirements for surface return as set out in our noise reduction parameters. Thus, they do
not appear in our figure, Figure 7.19 (a), while they do in the NASA figure, Figure 7.19 (b).

(a)

(b)

Figure 7.19: Comparison of nadir views of lidar data around two glacial lakes (a) is the
noise reduced data, (b) is the NASA produced groundtrack [23]
The NASA-developed DEM, shown in Figure 7.18 (b), plots elevation as a function
of time, whereas for our purposes it is more useful to plot elevation as a function of position
in latitude and longitude. Still, to verify that our algorithm works correctly, let’s compare
our profile to NASA’s, using the same limits for our elevation axis. We can see that our plot,
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Figure 7.20 (a), matches that of NASA’s red line (surface return) from Figure 7.20 (b),
although, because we’ve eliminated the noise, it is much easier to view.

LAKE

(a)

(b)

Figure 7.20: Flight profile showing elevation changes the sensor recorded as it flew
along on a track in the vicinity of two glacial lakes for (a) noise-reduced data and (b)
NASA produced data [23]

7.3.3 Combined Lidar and SAR Imagery
Next, the area covered by the MABEL sensor, identified by the red box in Figure
7.16, was isolated in the geocorrected, uncalibrated SAR image, and cropped. This image
subset was imported into MABEL and plotted in UTM map coordinates. Finally, the lidar
positional information was converted to UTM map coordinates and plotted over the SAR
image. The result is shown in Figure 7.21.
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one	
  

Figure 7.21: Single lidar channel plotted over lake area
The MABEL flight path intersects with the northern lake. As we learned earlier in Section
6.2, multiple lidar channels can be plotted on the same figure to provide greater cross-range
resolution and can be used to accurately reproduce slope information to either side of nadir,
perpendicular to the direction of flight. The diagram describing the multiple channels is
reproduced here in Figure 7.22 for reference.
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Figure 7.22: Layout of MABEL channels [23]
With this in mind, a second channel is plotted along with the one used in Figure 7.21
and plotted over the SAR image in Figure 7.23.

Figure 7.23: Two lidar channels plotted over lake area
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Figure 7.24 shows the zoomed in section around the northern lake, confirming that
MABEL really did fly over the lake, and any elevation changes in the lidar image are due to
the presence of the lake.

Figure 7.24: Zoomed in section of two lidar channels plotted over lake
At this scale the salt and pepper noise is very obvious, and can, in fact, interfere with our
analysis of the image. A speckle reduction filter is required to reduce the speckle noise so
that the image can be analyzed. Figure 7.25 (a) shows the same area with the speckle
removed using the Frost filter. As noted above, a window of 9x9 pixels and a damping factor
of 3 were used. Figure 7.25 (b) shows the un-despeckled image for comparison.
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GLACIAL
LAKE

(a)

(b)

Figure 7.25: Fused SAR and lidar image, showing the received photons for two
channels (cyan and magenta) crossing the northern shore of a lake, for both (a) the
despeckled image, and (b) the raw SAR image
Since both channels transect the lake, let us look at how their altitudinal information
differs, if at all. Figure 7.26 shows the cyan (channel 5) photons plotted alongside the
magenta (channel 3) photons side by side. Superficially, it appears to show areas where the
cyan received photons occur at a slightly higher elevation than the magenta received photons,
and vice versa. We would not expect the elevations to differ by much, if at all, here. What
we do see is a slightly enhanced 3D picture of the glacier, with the second set of photons
providing cross-track slope information, or proof of a shallow slope.
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GLACIAL
LAKE

Figure 7.26: 3D lidar plot, showing the received photons for two channels (cyan and
magenta) crossing the northern shore of the lake and the area surrounding the lake
It should be noted here that the wavelength of the laser beam can affect the outcome
of the DEM over water features. NIR wavelengths are heavily absorbed by water, hence, the
1064 nm laser will return less photons. The green laser, at 532 nm, is transmitted more easily
through the water, depending on turbidity, which presents that possibility that the bottom of
the lake can be imaged if the lake is not frozen. At the time the images and data were
collected, it appears that the lake was frozen. We can see this for ourselves in the 3D DEM,
Figure 7.26 where the surface return presents a flat line at approximately 1380 m. In Figure
7.26 we also see two rises to each side of the lake, representing slopes that would have
trapped the melt water in the shallow area, thus creating the lake. Further missions are
recommended to be flown over fresh open water as well as over a range of icy to ice-free
conditions to determine the depth of penetration in these situations.
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7.3.4 Quantitative analysis
The ROI for our quantitative analysis consisted of the full 60-sec transect that we
analyzed qualitatively above. The calibrated results were compared to the calibrated results
of the ground truth data in Figure 7.27.

(a)

(b)

(c)

Figure 7.27: Comparison of calibrated data for area surrounding the two lakes to
calibrated data for three ground truth areas
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Ignoring the altitude element, the calibrated values of the ROI are more easily seen to overlap
the ground truth data (Figure 7.28).

Figure 7.28 (a) shows the Landsat band 5 calibrated

reflectance data plotted against the RS-2 calibrated HH polarization data, while Figure 7.28
(b) shows the Landsat data plotted against the HV polarization data.

(a)

(b)

Figure 7.28: Comparison of calibrated data only for area surrounding the two lakes to
calibrated data of ground truth data
As can be seen in both plots in Figure 7.28, the region identified as the ROI does not
match any single definition, but that is likely due to the fact that area appears to be made up
of different surfaces (i.e., the lake itself may be one or two, while the areas surrounding the
lake may be an additional one or two). We see evidence of this more so in Figure 7.28 (b),
where the magenta points appear to be loosely clustered in several groups, identified by the
blue ovals.

Better defining the ROIs at the beginning, or defining multiple ROIs for

unknown surfaces could help to separate them for comparison to ground truth data. Also,
having ground truth data over more surfaces would allow us to classify the unknown regions
better.
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7.3.5 Conclusions Regarding Analysis of the Region Surrounding Two Lakes
While we only have two channels plotted here, we can see the benefit of plotting
multiple channels across features of interest in order to capture the full geometrical
representation of the object. Because the number of channels available for this data set is so
small, we are unable to map objects that are more than 200 m in size. The lake measures
several kilometres on each side, therefore we can not hope to map this object fully using the
available channels. However, later missions of MABEL may enable more channels that
would allow us to do so. Certainly, the full capability of ATLAS will permit mapping over
greater distances. Therefore, the results presented here provide proof of concept for future
analysis of later photon-counting data sets. One further thing to consider is the mapping of
multiple transects, each with their own channels, in the same area of the map. Unfortunately,
there was only the one transect available to plot over the lake. Again, future missions will
produce multiple transects over an area in a very short period of time, which will serve to
provide a robust (along with channel data) cross-track slope model.
Because the backscatter of the lake is so bright in the SAR image, it could be inferred
that the lake is frozen, rather than open water or a slushy mix. The Landsat image was
inconclusive in this respect. However, the lidar data showed no penetration by the laser in
the lake, which appears to indicate that the lake is indeed frozen. A comparison of the
average radar backscatter on the surface of frozen and opens lakes to published data would
confirm this; as would knowledge of the penetration depth of different wavelength lasers
under various conditions. Unfortunately, we are unable to use the same method as we
obtained for our glacial zones to determine ground truth data for the lake surface. This is
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because while we are certain as to the make-up of the zones discussed, we are less certain
about the consistency of the lake surface.
We are unable to conclusively state what zones the area surrounding the lake and the
lake itself belong to after completing our quantitative analysis, we can state that it most
closely follows the properties associated with bare ice. Additional ground truth ROIs would
help to better define the area, as would the selection of smaller and more selective ROIs for
the region under study.
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8 Future Work
Several areas of SAR and VIS/NIR image processing, as well as lidar processing
were explored over the course of this research. Not all areas were expanded upon fully,
either during the research or in this text, leaving areas to be developed in future work.
As already discussed in section 7.3, future work should involve taking advantage of
the additional channels made available in upcoming MABEL missions or the full scheme of
channels designed for use on the ATLAS sensor onboard ICESat-2.

These additional

channels could be combined with multiple transects over the same flight, or in the case of
ATLAS, successive orbits. While more MABEL flights were planned for the summer of
2013, the speed of the glacier movement combined with the length of time between missions
(more than a year) make these data sets incompatible for comparison. Where terrains are
more stable over longer time scales, missions that occur months later may be analyzed.
The RS-2 SAR data, as described in chapters 4 and 6, are provided in HH polarized
and HV polarized forms. All SAR qualitative analysis presented in this proposal has been
completed on the HH polarized data. Additional information can be derived from comparing
features in the HH and HV polarized data, although a greater understanding of the effects of
backscatter in the polar environment for cross-polarized data is required.

Potential

approaches to this include single HV polarization qualitative analysis, similar to the approach
used for HH polarization qualitative analysis used in this thesis, and muli-polarization
analysis of images. This has been demonstrated successfully in previous studies, where
Parks [39] created false-colour composite images of rice-fields using ENVISAT dualpolarization (HH and HV) SAR data, by assigning the R channel to (input 1 – input 2), B to
(input 1 + input 2), and G to input 1. He showed that crop features in the resultant image
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were more prevalent, and also provided a measure of the crop yield. A similar level of
increase in features could be explored with our data set. Previous to coming across this
work, the only success the author had in creating a false colour (HSV) image was using the
ENVI tool, which was produced using the HH polarized image only, with the Hue channel
assigned to high (spatial) frequency areas, Saturation to low frequency, and Value to the
intensity values of the HH image. Certain features were easier to see, but it mostly only
provided a measure of the roughness, ie. varying spatial frequency, of the ice, rather than any
other characteristic, and a literature search of related research came up empty. Over the
course of this research, different combinations of HH and HV images were attempted, similar
to Parks’ example [39], but the best combination was not determined. It was concluded that
this type of analysis is best suited to landscapes other than glacial zones. As the majority of
this work is applicable across terrain types, analysis involved combinations of the two
modes. Where more than two polarization modes (i.e,. HH, HV, VH, VV) are available,
there are other options for the three RGB/HSV channels.
In addition to generating alternate false colour images for analysis, there remains
some additional exploration on the best speckle reduction filter to use. The Frost filter was
chosen for speckle reduction throughout this research based on the results present in the
literature. There does not appear to be a fully comprehensive study of all of the possible
speckle reduction filters completed for the polar environoment. The metrics described in
section 6.3 will help determine if the Frost filter, or another filter, is more effective.
While backscatter coefficients of snow and ice were researched with the intent of
analyzing the surfaces for correlation with our assumptions based on qualitative and
quantitative analysis, these results were not compared with previous research. Ongoing
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research should expand on the quantitative analysis carried out in this thesis, with more areas
of the ice sheet explored.

In particular, a search of the literature for backscatter coefficients

and/or top of the atmosphere reflectance values of surfaces, particularly of open and frozen
lakes, would provide us with more complete ground truth information, which would help us
to in classifying the surface type. This area of work would benefit from future research.

113

9 Summary
The research completed during this thesis aimed to use disparate imagery sources namely SAR imagery from the RADARSAT-2 satellite and VIS/NIR multi-spectral imagery
from Landsat 7 – to aid in the interpretation of micro-pulse, multi-channel, photon-counting
lidar data, such as MABEL, over complex ice/snow surfaces found in the polar regions.
Chapter 7 showed two areas where the SAR imagery and the VIS/NIR imagery were
combined with the lidar ground track to provide context to what the lidar elevation and
positional information only suggests. Significant qualitative analysis was performed based
on knowledge of glaciers and how SAR energy interacts with the glacier to produce radar
backscatter. Quantitative analysis was also performed on these two areas, by comparing the
radar backscatter coefficient, !! , in both the HH and HV polarized images to the top of the
atmosphere reflectance in the Landsat 7 images and the elevation data in the MABEL data
sets. But before any analysis could take place, significant preprocessing was required of our
three data sets.
The lidar noise reduction, while performed solely on snow/ice scenes lends itself very
well to other terrains, including forestry, bathymetry, and all manner of rugged to smooth
landscapes. Determining the best combination of parameters comes with experience, as the
effectiveness of the parameters are highly influenced by terrain and surface type.
Processing the Landsat 7 imagery proved troublesome, as it was not expected that
some of the imagery would be geolocated to UTM zone 23 when so much of it is in zone 22.
However, the solution proved fairly easy to implement. Converting to reflectance values was
easy as using the associated metadata file.
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The SAR imagery presented many ways of preprocessing the data. Unfortunately,
not all avenues could be followed during the time allowed for this research. Future research
in the areas mentioned in this thesis will result in a stronger image, and hence, a stronger
analysis tool.
While the qualitative analysis approach proved useful in interpreting the features
found in the three data sets, it was the quantitative analysis that verified several hypotheses
and suggested several more. Any future work should concentrate heavily in this area.
The work presented in this thesis has demonstrated that SAR and VIS/NIR imagery
are well-suited to aiding in the analysis of micro-pulse, multi-channel, photon-counting lidar
sets in over complex ice/snow surfaces, such as those found on glaciers. Future work in the
areas presented in this research may allow researchers and climatologists to make better
assessments on the state and health of ice sheets in the polar regions.

115

Annex A: MATLAB code for MABEL HDF5 file reader and analysis tool (script)
% MABEL (Multiple Altimeter Beam Experimental Lidar) data reader and
analysis tool : Reads in MABEL data sets (specifically, the L2 h5 data
sets) provided by NASA GSFC to produce digital elevation models (DEMs) of
the ground and glacier below.
% Note: The data set is noisy but ground returns show up as thicker lines.
% Produced by: Kimberly Horan
clear all; close all; clc;
format longG
%%
global h5filename h5path chan
% Read in hdf5 file
h5filename = 'mabel_l2_20120419t105700_008_1.h5' % Read in other filenames
as required
h5path = ['/Users/Kimmy/Documents/Thesis work/Data/MABEL
data/',num2str(h5filename),''];
%%
% Other info that can be found and used for analysis
meta = hdf5read(h5path,['metadata/GranuleFormat']);
LocalVersionID = hdf5read(h5path,['metadata/LocalVersionID'])
VersionID = hdf5read(h5path,['metadata/VersionID'])
flight_notes = hdf5read(h5path,['metadata/flight_notes'])
rep_planned = hdf5read(h5path[,['metadata/ReprocessingPlanned'])
rep_actual = hdf5read(h5path,'metadata/ReprocessingActual'])
ht_ell = hdf5read(h5path,['novatel_ins/geolocation/ht_ell']);
%%
% Create a 3D profile of a glacier; note: can be based on several
channels, but 60 sec of flight or a single channel with several minutes of
flight; or a combination of
% the two
% Set initial dummy max/min variables
minlong=360
maxlong=0
minlat=90
maxlat=0
%%
% Chosen 60 sec of flight; Can change MABEL file at this point
h5filename = 'mabel_l2_20120419t122900_008_1.h5'
% Initial channel
chan='005'
% Run 3D elevation profile function; pulls 3D data from MABEL file
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[ elev,lat,long,shot,minlong,maxlong,minlat,maxlat ] =
Elevation_Profile_3D( h5filename,chan,minlong,maxlong,minlat,maxlat );
%%
% Create 3D graph of glacier, subsequent channels can be concatenated onto
% this; note: this shows the pre-denoised data
figure
plot3(long,lat,elev,'k.','MarkerSize',0.10)
axis([minlong maxlong minlat maxlat 1100 1600]) % can change alt range
title('3D Digital Elevation Model of Jakobshavn Glacier - Raw, Noisy
Data')
ylabel('Latitude (N)'), xlabel('Longitude (E)'), zlabel('Elevation (m)')
%%
% Chosen 60 sec of flight; Can choose new MABEL file at this point
h5filename = 'mabel_l2_20120419t104100_008_1.h5'
% Choose channel; Can change channel at this point
chan='005'
% Rerun 3D elevation profile function to pull 3D data
[ elev,lat,long,shot,minlong,maxlong,minlat,maxlat ] =
Elevation_Profile_3D( h5filename,chan,minlong,maxlong,minlat,maxlat );
% Run statistical noise reduction algorithm
[ newelev ] = Mode_denoising( elev,shot);
% Delete noisy photons, rather than keeping them for analysis
[ lat_r,long_r,newelev_r,DEM_matrix ] = Noise_Deletion( lat,long,newelev
);
%%
% Plot denoised data as 3D DEM
figure
hold on % Can comment out 'figure' command to plot additional lidar
transects on the same graph. Rerun previous cell to gather new data.
plot3(long_r,lat_r,newelev_r,'c.','MarkerSize',1)
axis([minlong 311.6 67.70 maxlat 900 1850])
title('\fontsize{14}3D DEM showing terrain across bare ice and wet snow
facies')% Jakobshavn Glacier')
ylabel('\fontsize{12}\color{black}Latitude (degrees N)'),
xlabel('\fontsize{12}\color{black}Longitude (degrees E)'),
zlabel('\fontsize{12}Elevation (m)')
axis square
% Create legend for graph, if necessary
legend('Green - threshold +/- 3 m','Black - threshold +/- 5 cm')
%legend('hide') % Hide legend, if necessary
%%
% Show denoised data plotted over original altitude range
figure
plot3(long,lat,newelev,'k.','MarkerSize',0.10)
axis([minlong maxlong minlat maxlat 1700 4000])
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title('3D Digital Elevation Model of Jakobshavn Glacier')
ylabel('Latitude (N)'), xlabel('Longitude (E)'), zlabel('Elevation (m)')
%%
% Create profile of the glacier based on a single channel
% Initial 60 sec flight
h5filename = 'mabel_l2_20120421t140400_007_1.h5'
chan='005'
% Set initial dummy variables
maxshot=0
minshot=30000000000
[ elev,shot,minshot,maxshot ] = Elevation_Profile(
h5filename,chan,minshot,maxshot );
% Create profile figure; subsequent minutes will be concatenated onto this
figure
plot(shot,elev,'b.','MarkerSize',0.10)
axis([minshot maxshot 900 1600])
title('Profile of Jakobshavn Glacier - 60 secs of flight')
xlabel('shot number')
ylabel('elevation (meters)')
%%
% Another 60 sec of flight; repeat multiple times for longer transects
h5filename = 'mabel_l2_20120421t140500_007_1.h5'
[ elev,shot,minshot,maxshot ] = Elevation_Profile(
h5filename,chan,minshot,maxshot );
hold on
plot(shot,elev,'g.','MarkerSize',0.10)
axis([minshot maxshot 900 1600])
title('Profile of Glacier Jakobshavn Glacier - 2 mins of flight')

%%
% Write channel data to file for plotting over SAR or VIS/NIR images
dlmwrite('lat_1057_ch3.txt',lat_r,'delimiter',',','precision',13)%'append')
dlmwrite('long_1057_ch3.txt',long_r,'delimiter',',','precision',13)%,'append')
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Annex B: MATLAB code for extracting 3D elevation and positional data (function)
function [ elev,lat,long,shot,minlong,maxlong,minlat,maxlat ] =
Elevation_Profile_3D( h5filename,chan,minlong,maxlong,minlat,maxlat )
%ELEVATION_PROFILE_3D function This function extracts and manipulates 3D
lidar data
%
The elevation and positional data are embedded within the MABEL HDF5
file and must be extracted in order to analyze. This function extracts
the data and determines the new dimensions of the graph to be plotted with
this data
% Produced by: Kimberly Horan
global h5filename chan
h5path = ['/Users/Kimmy/Documents/Thesis work/Data/MABEL
data/',num2str(h5filename),''];
elev = hdf5read(h5path,['/photon/channel',num2str(chan),'/elev']);
lat = hdf5read(h5path,['photon/channel',num2str(chan),'/latitude']);
long = hdf5read(h5path,['photon/channel',num2str(chan),'/longitude']);
shot = hdf5read(h5path,['photon/channel',num2str(chan),'/shot_num']);
% Determine 3D graph dimensions
minlong_new=min(long)
maxlong_new=max(long)
minlat_new=min(lat)
maxlat_new=max(lat)
if minlong_new <= minlong
minlong = minlong_new
else minlong=minlong
end
if maxlong_new >= maxlong
maxlong = maxlong_new
else maxlong=maxlong
end
if minlat_new <= minlat
minlat = minlat_new
end
if maxlat_new >= maxlat
maxlat = maxlat_new
end

end
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Annex C: MATLAB code for noise reduction algroithm (function)
function [ newelev ] = Mode_denoising( elev,shot )
%MODE_DENOISING function This is the noise reduction algorithm
%
The noise reduction algorithm is based on statistical analysis, namely
the mode, or most populous entry in a data set. The elevation and shot
data are input and a new elevation is output. The new elevation contains
the ground return, as well as the re-written noise photons, which are set
to -1000, in case some statistics needs to be done on the noise rate
% Produced by: Kimberly Horan
[m,n]=size(elev)
bin=100%150
thresh=.25
maxshot=max(shot)
minshot=min(shot)
num_shots=maxshot-minshot
num_shot_bins=num_shots/bin
newelev=elev;
start_sn_n=1
end_sn=bin
for start_sn=1:bin:(m-bin)
if end_sn<=m
mode1=mode(round(elev(start_sn:end_sn)));
std1=std(elev(start_sn:end_sn));
median1=median(elev(start_sn:end_sn));
for sn=start_sn:end_sn
if elev(sn)>=(mode1+thresh)
newelev(sn)=-1000;
elseif elev(sn)<=(mode1-thresh)
newelev(sn)=-1000;
% sn
else
newelev(sn)=elev(sn);
end
end
start_sn=start_sn+bin;
end_sn=end_sn+bin;
end
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end
remainder=m-bin;
en=remainder;
mode2=mode(round(elev(remainder:m)));
for en=remainder:m
if elev(en)>=(mode2+thresh)
newelev(en)=-1000;
elseif elev(en)<=(mode2-thresh)
newelev(en)=-1000;
% sn
else
newelev(en)=elev(en);
end
end
newelev=double(newelev);
% Other statistics
%
%
%
%
%
%

median1=median(elev(1:bin))
mean1=mean(elev(1:bin))
std1=std(elev(1:bin))
var1=var(elev(1:bin))
mode1=mode(elev(1:bin))
elev(1:bin);

end
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Annex D: MATLAB code for deleted noise photons (function)
function [ lat_r,long_r,newelev_r,DEM_matrix ] = Noise_Deletion(
lat,long,newelev )
%NOISE DELETION function This function deletes the noise photons
%
This function deletes the noise photons that were set to -1000 m
elevation in the noise reduction algorithm
% Produced by: Kimberly Horan
newelev=double(newelev);
DEM_matrix=[lat,long,newelev]';
new_DEM_matrix=DEM_matrix;
DEM_matrix(:,min(DEM_matrix)<0) = [];
DEM_matrix=DEM_matrix';
lat_r=DEM_matrix(:,1);
long_r=DEM_matrix(:,2);
newelev_r=DEM_matrix(:,3);
end
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Annex E: MATLAB code for extracting 2D elevation and shot number data (function)
function [ elev,shot,minshot,maxshot ] = Elevation_Profile(
h5filename,chan,minshot,maxshot )
%ELEVATION_PROFILE function Extracts elevation and photon numbers
%
This function does the same thing as the 3D elevation profile
function, but keeps track of shot number instead of lat and long
% Produced by: Kimberly Horan
global h5filename chan %minshot maxshot
h5path = ['/Users/Kimmy/Documents/Thesis work/Data/MABEL
data/',num2str(h5filename),''];
elev = hdf5read(h5path,['/photon/channel',num2str(chan),'/elev']);
shot = hdf5read(h5path,['photon/channel',num2str(chan),'/shot_num']);
% Find new min and max shot number
maxshot_new=max(shot)
minshot_new=min(shot)
% Check if this is first time running this function. If it is, create
variables
% maxshot and minshot. If it is not, check to see if maxshot_new and
% minshot_new are larger/smaller, and then replace
varcheck1=exist('maxshot','var')
varcheck2=exist('minshot','var')
if varcheck1==0
maxshot=maxshot_new;
end
if varcheck2==0
minshot=minshot_new;
end
if varcheck1==1
if maxshot_new >= maxshot
maxshot=maxshot_new;
end
else maxshot=maxshot;
end
if varcheck2==1
if minshot_new <= minshot
minshot=minshot_new;
end
else minshot=minshot;
end
end
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Annex F: MATLAB code for fusing RADARSAT-2, Landsat 7, and lidar data (script)
% Data Fusion script designed to input SAR and/or visible wavelength
images and overlay lidar data onto them.
% Images must be geocorrected, and georeferenced. Lidar data will be
% converted to UTM map coordinates from latitude and longtitude.
% Produced by: Kimberly Horan
%clc, clear all, close all
% Read in filename of SAR or visible wavelength image
filename = 'final_20Apr12_georef_subset_t1057.tif';
%%
% Convert lidar latitude and longitude to map coordinates
% Read lidar positional information
lat_r=dlmread('lat_1057.txt');
long_r=dlmread('long_1057.txt');
% Convert to northing and easting (map coordinates)
[northing,easting]=convertlatlon2utm(lat_r,long_r);
%%
% Plot SAR and lidar data on same image map
% Read SAR/vis geotiff file into map coordinates
[A,R]=geotiffread(filename);
% Plot SAR image as map coordinates
figure % Comment out to plot more than one type of lidar data over the
image
mapshow(A,R)
title('\fontsize{14}Fused SAR and lidar image showing area around two
glacial lakes')
xlabel('\fontsize{12}Easting (metres)')
ylabel('\fontsize{12}Northing (metres)')
axis image
%%
% Plot positional information of noise reduced lidar photons over SAR/vis
map
hold on
scatter(easting3,northing3,'m.','sizedata',5)
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Annex G: MATLAB code for converting latitude and longitude to UTM map
coordinates (function)
function [ northing,easting ] = convertlatlon2utm( lat_r,long_r)
%CONVERTLATLON2UTM function This function is used to convert latitude and
longitude to Universal Transverse Mercator (UTM) map coordinates
%
The equations used in this function are the work of Steven Dutch of
Natural and Applied Sciences, University of Wisconsin-Green Bay, Green
Bay, WI 54311-7001
%
Conversions are accurate to within one metre.
% Convert longitude from 360 format to 180 format (181 to 359 will be
% negative)
long_w=long_r-360;
% Convert degrees to radians for use in equations below
long_rad=degtorad(long_w);
lat_rad=degtorad(lat_r);
zone_cm=-51 % zone central meridian; -51 for zone 22, -45 for zone 23
a=6378137; % equatorial radius
b=6356752.3142; % polar radius
f=(a-b)/a; % flattening
f_i=1/f; % inverse flattening
rm=sqrt(a*b); % mean radius
k0=0.9996; % scale factor
e=sqrt(1-(b/a)^2); % eccentricity
e1sq=e*e/(1-e*e);
n=(a-b)/(a+b);
rho=a*(1-e*e)/((1-(e*sin(lat_rad)).^2).^(3/2)); % r curv 1
nu=a/((1-(e*sin(lat_rad)).^2).^(1/2)); % r curv 2
A0=a*(1-n+(5*n*n/4)*(1-n)+(81*n.^4/64)*(1-n));
B0=(3*a*n/2)*(1-n-(7*n*n/8)*(1-n)+55*n.^4/64);
C0=(15*a*n*n/16)*(1-n+(3*n*n/4)*(1-n));
D0=(35*a*n.^3/48)*(1-n+11*n*n/16);
E0=(315*a*n.^4/51)*(1-n);
S=A0*lat_rad-B0*sin(2*lat_rad)+C0*sin(4*lat_rad)D0*sin(6*lat_rad)+E0*sin(8*lat_rad);
Ki=S*k0;
Kii=nu*sin(lat_rad).*cos(lat_rad)*k0/2;;
Kiii=((nu*sin(lat_rad).*cos(lat_rad).^3)/24).*(5tan(lat_rad).^2+9*e1sq*cos(lat_rad).^2+4*e1sq^2*cos(lat_rad).^4)*k0;
Kiv=nu*cos(lat_rad)*k0;
Kv=(nu/6)*(cos(lat_rad)).^3*(1-tan(lat_rad).^2+e1sq*cos(lat_rad).^2)*k0;
delta_long=long_w-zone_cm;
p=degtorad(delta_long); % delta long
Sin1=0;
A6=0
northing=(Ki+Kii.*p.*p+Kiii.*p.^4);
easting=500000+(Kiv.*p+Kv.*p.^3);
end
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Annex H: MATLAB code for qualitative analysis of SAR, VIS/NIR and lidar data
(script)
% Import RS-2 HV ROIs for using Import Data tool; Note number of lines
% for header and ignore those lines from within the import tool (for ease
of use, identify each ROI with a different subscript, ie. SAR_HV_1,
SAR_HV_2, SAR_HV_3)
% Overwrite previous file (if any)
SAR_HV_3=[];
SAR_lat3=[]
SAR_long3=[];
SAR_east3=[];
SAR_north3=[];
elev_SAR3_HV=[];
SAR_HV_3=data(:,8);
SAR_lat3=data(:,6);
SAR_long3=data(:,7);
SAR_east3=data(:,4);
SAR_north3=data(:,5);
%%
[m,n]=size(SAR_HV_3)
% Find the elevation of the closest MABEL point to the SAR ROIs using
Euclidean
% distance
for i=1:m
[min_dist(i) min_row(i)]=min(abs(sqrt((SAR_north3(i)M_north3).^2+(SAR_east3(i)-M_east3).^2)));
elev_SAR3_HV(i)=newelev_r(min_row(i));
end
%%
% Import RS-2 ROIs for HH using Import Data tool; Note number of lines
% for header
SAR_HH_3=[];
SAR_lat3=[]
SAR_long3=[];
SAR_east3=[];
SAR_north3=[];
elev_SAR3_HH=[];
SAR_HH_3=data(:,8);
SAR_lat3=data(:,6);
SAR_long3=data(:,7);
SAR_east3=data(:,4);
SAR_north3=data(:,5);
%%
[m,n]=size(SAR_HH_3)
% Find the elevation of the closest MABEL point to the SAR ROIs using
Euclidean
% distance
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for i=1:m
[min_dist(i) min_row(i)]=min(abs(sqrt((SAR_north3(i)M_north3).^2+(SAR_east3(i)-M_east3).^2)));
elev_SAR3_HH(i)=newelev_r(min_row(i));
end
%%
% Import LS 7 ROI using Import Data tool; Note number of lines for header
LS_Band_3=[];
LS_lat3=[]
LS_long3=[];
LS_east3=[];
LS_north3=[];
elev_LS3=[];
LS_Band_3=data(:,8);
LS_lat3=data(:,6);
LS_long3=data(:,7);
LS_east3=data(:,4);
LS_north3=data(:,5);
%%
[m,n]=size(LS_Band_3)
% Find the elevation of the closest MABEL point to the LS ROIs; should be
% the same as SAR if ROI points have exactly the same coords
for i=1:m
[min_dist(i) min_row(i)]=min(abs(sqrt((LS_north3(i)M_north3).^2+(LS_east3(i)-M_east3).^2)));
elev_LS3(i)=newelev_r(min_row(i));
end
%%
% Check that elevations are the same for RS and LS; elev_check will be '0'
if they are
b=491
elev_check=max(max(elev_SAR3_HV(1:b)'-elev_LS3(1:b)'))
elev_check2=max(max(elev_SAR3_HH(1:b)-elev_SAR3_HV(1:b)))
% Disgard any entries where there is an erroneous entry due to LS7
striping or other RS-2 error
%%
Region_3=[SAR_HH_3(1:b),SAR_HV_3(1:b),LS_Band_3(1:b),elev_SAR3_HH(1:b)'];
%%
% Find all row indices in the first column of your matrix that are equal
to zero
indices = find(Region_3(:,1)==0);
% Get rid of all the rows in X that correspond to the row indices you
found in the step before
Region_3(indices,:) = [];
% Do the same for rows 2 and 3; reduced matrix can now be plotted
indices = find(Region_3 (:,2)==0);
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Region_3(indices,:) = [];
indices = find(Region_3 (:,3)==0);
Region_3 (indices,:) = [];
%%
dlmwrite('Region_3.txt',Region_3,'delimiter',',','precision',13);%'append'); Write to file; Append if necessary
%%
% Plot calibrated values vs elevation for multiple zones
% RS-2 HH vs LS7 Band 5 vs elevation
figure
plot3(Region_3(:,1),Region_3(:,3),Region_3(:,4),'b.','MarkerSize',0.1)
xlabel('\fontsize{12}Sigma nought (dB) - HH Pol')
ylabel('\fontsize{12}Reflectance - Band 5')
zlabel('\fontsize{12}Elevation (m)')
hold on
plot3(Region_4(:,1),Region_4(:,3),Region_4(:,4),'r.','MarkerSize',0.1)
hold on
plot3(Region_5(:,1),Region_5(:,3),Region_5(:,4),'c.','MarkerSize',0.1)
legend('Region 3 - Percolation Zone','Region 4 - Wet Snow Zone','Region 5
- Bare Ice Zone','Transect Section')
%%
% Plot additional features aside from zones to compare to zones (area of
interest 1)
hold on
plot3(Region_flow3(:,1),Region_flow3(:,3),Region_flow3(:,4),'y.','MarkerSi
ze',0.1)
hold on
plot3(Region_flow4(:,1),Region_flow4(:,3),Region_flow4(:,4),'g.','MarkerSi
ze',0.1)
hold on
plot3(Region_flow6(:,1),Region_flow6(:,3),Region_flow6(:,4),'m.','MarkerSi
ze',0.1)
% Plot additional features aside from zones to compare to zones (area of
interest 2)
hold on
plot3(Region_1057(:,1),Region_1057(:,3),Region_1057(:,4),'m.','MarkerSize'
,0.1)

%%
% Plot calibrated values vs elevation for multiple surfaces and/or zones
% RS-2 HV vs LS7 Band 5 vs elevation
figure
plot3(Region_3(:,2),Region_3(:,3),Region_3(:,4),'b.','MarkerSize',0.1)
xlabel('\fontsize{12}Sigma nought (dB) - HV Pol')
ylabel('\fontsize{12}Reflectance - Band 5')
zlabel('\fontsize{12}Elevation (m)')
hold on
plot3(Region_4(:,2),Region_4(:,3),Region_4(:,4),'r.','MarkerSize',0.1)
hold on
plot3(Region_5(:,2),Region_5(:,3),Region_5(:,4),'c.','MarkerSize',0.1)
%%
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% Plot calibrated values vs elevation for multiple surfaces and/or zones
% RS-2 HV vs RS-2 HH vs elevation
figure
plot3(Region_3(:,1),Region_3(:,2),Region_3(:,4),'b.','MarkerSize',0.1)
xlabel('\fontsize{12}Sigma nought (dB) - HH Pol')
ylabel('\fontsize{12}Sigma nought (dB) - HV Pol')
zlabel('\fontsize{12}Elevation (m)')
% Plot additional ROIs on same graph
hold on
plot3(Region_4(:,1),Region_4(:,2),Region_4(:,4),'r.','MarkerSize',0.1)
hold on
plot3(Region_5(:,1),Region_5(:,2),Region_5(:,4),'c.','MarkerSize',0.1)
legend('Region 3 - Percolation Zone','Region 4 - Wet Snow Zone','Region 5
- Bare Ice Zone','Transect Section 3','Transect Section 4','Transect
Section 6')
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