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Abstract
In this paper, which is a continuation of [V. Timofte, On the positivity of symmetric polynomial
functions. Part I: General results, J. Math. Anal. Appl. 284 (2003) 174–190] and [V. Timofte, On the
positivity of symmetric polynomial functions. Part II: Lattice general results and positivity criteria
for degrees 4 and 5, J. Math. Anal. Appl., in press], we study properties of extremal polynomials of
degree 4, and we give the construction of some of them. The main results are Theorems 9, 13, 15,
16, and 18.
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1. Introduction and notations
In our entire discussion we require that n ∈ N, n  2. Let us consider for every p ∈
N
∗ := N \ {0} the vector space H[n]p of all symmetric and p-homogeneous real polynomial
functions (p-forms) on Rn.
For every k ∈ N∗, let us denote by Pk the kth symmetric power sum and by Ek the
kth elementary symmetric function on Rn. Some of our functions are characterized byE-mail addresses: vlad.timofte@epfl.ch, vlad@olemiss.edu.
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the number r of variables1 in the form E[r].
For all a, b ∈ R, set a, b := Z ∩ [a, b]. For every x = (x1, . . . , xn) ∈ Rn, set
supp(x) := {j ∈ 1, n | xj = 0},
v∗(x) := ∣∣{xj | j ∈ supp(x)}∣∣= ∣∣{xj | xj = 0}∣∣,
where |A| stands for the number of elements (cardinal) of a finite set A. It is worth pointing
out that v∗ is counting the non-zero distinct components of its argument, without their
multiplicities.
For all σ > 0 and f ∈H[n]p , define as in [6] the following sets:
Kσ := P−11
({σ })∩ Rn+ = {x ∈ Rn+ | P1(x) = σ},
Ksσ :=
{
x ∈ Kσ | v∗(x) s
}
(s ∈ N∗),
Mσ (f ) := minimizer(f |Kσ ) =
{
ξ ∈ Kσ





For every k ∈ 1, n, write 0k := (0, . . . ,0) ∈ Rk , 1k := (1, . . . ,1) ∈ Rk , and set k :=
(1k,0n−k) ∈ Rn, ¯k := k−1k . Let ej ∈ Rn (j ∈ 1, n) denote the vectors of the standard
basis of Rn. If x ∈ Rn, it is convenient to write xk for its kth component, as we already
have done. Therefore, we will generally avoid denoting vectors by symbols with lower
indexes (however, upper indexes will be allowed). The notations ek,0k,1k, k, ¯k are the
only exceptions to this rule.
If an element of H[n]4 is denoted by f , then we always will assume for it the representa-
tion
f = aP4 + bP3P1 + cP 22 + dP2P 21 + eP 41 (a, b, c, d, e ∈ R). (1)
It is useful to note that for such f we have
f (k) = k
[
a + (b + c)k + dk2 + ek3] for every k ∈ 1, n. (2)
Definition 1. An element f ∈H[n]p is said to be:
(1) positive (write f  0) def⇐⇒ f  0 on Rn+. If 0 ≡ f  0, write f 	 0.
(2) extremal (write f ∈ E [n]p ) def⇐⇒ f 	 0 and
∀g ∈H[n]p
(
0 g  f ⇒ g ∈ [0,1] · f )
(see also [1] for the definition of positivity and extremality in the context of positive semi-
definite forms). Note that in the above definition of extremality, g ∈ [0,1] · f may be
replaced by g ∈ R · f .1 E.g., for the symmetric power sum Pk :Rr → R, which acts on r variables.
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scription of E [n]3 for n  3 (the case n = 2 is trivial) can be found in [2, Theorem 3.10,
p. 568]. In [3], a complete characterization of E [n]p for n = 3 and p ∈ {4,5} was given
(Lemmas 4.3–4.7, pp. 218–220, and Theorem 5.3, p. 234). In [7] it is shown that the cone
of all positive elements of H[n]p has an uncountable infinity of extremal radii if p  4.
The aim of our present work is to find elements of E [n]4 for n 4.
2. Needed known results
For the convenience of the reader we repeat the relevant material from [6,7] in a partic-
ular setting, thus making our exposition self-contained.
For the following three results from [6], let us consider the common hypothesis:
f ∈H[n]4 , σ > 0, ξ ∈ Mσ(f ).
Theorem 2 (of enlargement). If v∗(ξ) > 2, then there exists ζ ∈ Mσ(f ) satisfying
v∗(ζ ) = ∣∣supp(ζ )∣∣, supp(ζ ) = supp(ξ).
Theorem 3 (of reduction). There exists ζ ∈ Mσ(f ) satisfying
v∗(ζ ) 2, supp(ζ ) = supp(ξ).
Corollary 4. If v∗(ξ) > 2, then
(1) | supp(ξ)| 4 ⇒ a = b = 0,
(2) | supp(ξ)| = 3 ⇒ 4a + 3b = 0.
We also need the following four results from [7]:
Proposition 5. Consider a compact metric space X, a uniformly convergent sequence
(fk)k∈N of real lower semi-continuous functions on X, fk u.−→ f , f :X → R, and ξk ∈ X
with fk(ξk) = minx∈X fk(x) for each k ∈ N. Then for every limit point ξ of (ξk)k∈N, we
have f (ξ) = minx∈X f (x).
Lemma 6. Let f ∈ H[n]4 , σ > 0 and ξ = (θ1 · 1r , θ2 · 1s ,0n−r−s) ∈ Mσ(f ), with θ1 >
θ2 > 0. Then for u := e1 − er+s , we have
f (ξ + tu)− f (ξ) = t2(t + θ1 − θ2)2f (e1 − e2) for every t ∈ R.
Theorem 7. Let us consider the following two conditions on f ∈H[n]4 :
(S) f (t,1s ,0n−s−1) 0 for all t  0 and s ∈ 1, n− 1.
(R) f (t · 1r ,1n−r ) 0 for all t  0 and r ∈ 1, n− 1.
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If a  0 or b 0, then (f  0 ⇔ f satisfies (S)).
The following criterion (which is related to the statement of Theorem 15 and justifies
it) shows that positivity can be easily tested in the “trivial zone”:
Z := {f ∈H[n]4 ∣∣ f (e1 − e2) 0}.
Theorem 8. Let f ∈Z . Then
f  0 ⇐⇒ f (k) 0 for every k ∈ 1, n.
Testing positivity for polynomials f ∈H[n]4 \Z is much more difficult. Several criteria
with sufficient conditions are given in [7] for this case. A system of discriminants (poly-
nomial expressions in the coefficients), which can be used for f ∈H[n]4 to decide whether
f  0, or f  0 on Rn, can be found in [5]. As their expressions are exceedingly long
(they fill several pages), we cannot use them for determining extremal polynomials.
Sometimes it is useful to express f ∈ H[n]4 , given as in (1), as a polynomial in the
elementary symmetric functions. Transition between these representations are possible via
the following well known identities (see [4, p. 28]):{
P1 = E1, P2 = E21 − 2E2, P3 = E31 − 3E1E2 + 3E3,
P4 = E41 − 4E21E2 + 4E1E3 + 2E22 − 4E4,
(3)
E1 = P1, E2 =
−P2+P 21





2 −6P2P 21 +P 41
24 .
(4)
3. Extremal polynomials of degree 4
Since E [3]4 was completely characterized in [3], we will assume in this section that n 4
(the case n = 2 is trivial). Theorem 9 will provide an uncountable infinity of projectively
distinct elements of E [n]4 . Other examples will be given by Proposition 11 and Theorem 13.
3.1. First examples
Theorem 9. Let Gµ := (µP2 − P 21 )2 ∈H[n]4 for every µ ∈ R. Then2
Gµ ∈ E [n]4 ⇐⇒ µ ∈ ]1, n[.
Proof. “⇐”. Fix µ ∈ ]1, n[. It is clear that Gµ 	 0, and that Gµ(ζ ) = 0 for some ζ ∈ Rn+,
with v∗(ζ ) = n (indeed, we can choose ζ = (1, z, . . . , zn−1) for some z ∈]0,1[). Fix f ∈
H[n]4 such that 0 f Gµ, and set σ := P1(ζ ) > 0. Since ζ ∈ Mσ(f ) and v∗(ζ ) = n 4,2 For n ∈ {2,3} and µ ∈]1, n], we also have Gµ ∈ E[n]4 .
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P2(σ ¯n) < P2(ζ ) < P2(σ ¯1), we deduce that P2(ζ ) is a minimum point for h :R → R,
h(t) = ct2 + dσ 2t + eσ 4, and so 2cP2(ζ ) + dσ 2 = 0. Since h(P2(ζ )) = f (ζ ) = 0, the
equations
cP 22 (ζ )+ dσ 2P2(ζ )+ eσ 4 = 0, 2cP2(ζ )+ dσ 2 = 0, µP2(ζ )− σ 2 = 0
lead to f = eGµ. We conclude that Gµ ∈ E [n]4 .
“⇒”. Suppose that Gµ ∈ E [n]4 , but µ /∈ ]1, n[. We need to consider two cases:
Case 1. If µ n, then µP2 − P 21  nP2 − P 21  0 yields Gµ Gn  0. Therefore, Gµ =
αGn for some α ∈ [0,1]. It follows that (µ − n√α)P2 + (√α − 1)P 21 ≡ 0, which forces
α = 1 and µ = n. We thus get Gn = Gµ ∈ E [n]4 . Let us define ϕ :Rn → Rn, ϕ(x) = x −
P1(x)¯n. We see at once that ϕ ◦ ϕ = ϕ. An easy computation3 shows that nP2 − P 21 =
n(P2 ◦ ϕ), which leads to
Gn = n2(P 22 ◦ ϕ) n2(P4 ◦ ϕ) =: g  0.
Hence, g = βGn for some β ∈ [0,1]. Thus, P4(ϕ(x)) = βP 22 (ϕ(x)) for every x ∈ Rn.
Taking here x = e1 − e2, and then x = e1 + e2 − e3 − e4, leads to 2 = 4β and 4 = 16β ,
which is a contradiction.
Case 2. If µ 1, then P 21 −µP2  P 21 − P2 = 2E2  0 leads to
Gµ G1 = 4E22 
6(n− 1)
(n− 2) E3E1  0.








. It follows that E3E1 = αGµ for some
α  0. Now Gµ(2) = 4(µ − 2)2 = 0 and E3(2) = 0 lead to α = 0, hence to E3E1 ≡ 0,
which is absurd since n 4.
We conclude that “⇒” holds. 
It can be shown that if n 4, then
P1Gµ ∈ E [n]5 ⇐⇒ µ ∈ ]1, n[.
In order to give in Proposition 11 further examples of elements from E [n]4 , we need the
following auxiliary result:
Remark 10. Let f ∈H[n]4 be represented as in (1).



















P 41 .3 This will mean “the verification is easy, but not necessarily short.”





















Proof. Since E4 ≡ 0 on R3 × {0n−3} and E4 = E3 ≡ 0 on R2 × {0n−2}, the conclusion
follows easily by (4). 
Proposition 11. We have
L := P3P1 − P 22 ∈ E [n]4 , E4 ∈ E [n]4 .
Proof. Let us first observe that L 	 0 and E4 	 0.
Extremality of L. Fix f ∈H[n]4 (written as in (1)), with 0 f  L. For every k ∈ 1, n we
have 0  f (k)  L(k) = 0, and so a + (b + c)k + dk2 + ek3 = 0, by (2). Since n  4,
this system forces a = b + c = d = e = 0, which leads to f = bL. Hence L ∈ E [n]4 .
Extremality of E4. Fix f ∈H[n]4 , with 0 f E4. Hence, f ≡ 0 on R3 ×{0n−3}, which
leads by Remark 10(1) to 4a + 3b = a + 2c = d − a = a + 6e = 0. By (3), it follows that
f = −4aE4. Hence E4 ∈ E [n]4 . 
Note that Proposition 11 establishes that L is the only element (up to multiplication by
strictly positive scalars) f ∈ E [n]4 , such that f (k) = 0 for every k ∈ 1, n. Also, Theorem 15
will show that L is the only element f ∈ E [n]4 with f (e1 − e2) < 0. Because of these
properties, L will play an important role in our study.
3.2. Construction of H [n]λ
We will next give the construction of some other polynomials from E [n]4 . Fix α,β, γ ∈
1, n such that α < β < γ , and set λ := (α,β, γ ). For any f ∈ H[n]4 , we get by (2) the
equivalence
f (α) = f (β) = f (γ ) = 0 ⇐⇒
{
a = −eE3(λ),
b + c = eE2(λ),
d = −eE1(λ).
Under this assumption, we have f (k) = ke(k − α)(k − β)(k − γ ) for every k ∈ 1, n. It is
easily seen that the product (k − α)(k − β)(k − γ ) does not have sign changes on 1, n, if
and only if λ ∈ n = +n ∪−n , where
Λ+n := {λ | α = 1, β + 1 = γ }, Λ−n := {λ | γ = n, α + 1 = β}.
Set eλ := 1 for λ ∈ Λ+n and eλ := −1 for λ ∈ Λ−n , and define[ 2 4]fλ,c := eλ −E3(λ)P4 +E2(λ)P3P1 −E1(λ)P2P1 + P1 − cL. (5)
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Proof. Since fλ,c(k) = keλ(k − α)(k − β)(k − γ )  0 for every k ∈ 1, n, and
fλ,c(e1 − e2) = 4c − 2eλE3(λ), the conclusion follows by Theorem 8. 
For every x ∈ Rn+ with v∗(x)  2 we have limc→∞ fλ,c(x) = −∞, because L(x) =∑
1i<jn xixj (xi − xj )2 > 0. Therefore, we can define for each λ ∈ Λn,
cλ := sup{c ∈ R | fλ,c  0}, (6)
Hλ := fλ,cλ  0. (7)
By Remark 12, it follows that cλ  eλE3(λ)2 for each λ ∈ Λn.
Theorem 13. We have Hλ ∈ E [n]4 for each λ ∈ Λn.
Proof. We first show that for all q, c ∈ R and fixed λ ∈ Λn, the following equivalence
holds:
qHλ + cL 0 ⇐⇒ q, c 0. (8)
Since “⇐” holds, we shall prove “⇒”. Assume that h := qHλ + cL 0. As n 4, choose
k ∈ 1, n \ {α,β, γ } = ∅. Thus, qHλ(k) = h(k)  0 and Hλ(k) > 0 lead to q  0. Now
fλ,cλ− cq+1 = Hλ + cq+1L = (q + 1)−1(Hλ + h) 0 forces c 0, by (6). We conclude that
(8) holds.
Fix g ∈H[n]4 , such that 0  g  Hλ. Since g(α) = g(β) = g(γ ) = 0, we must have
g = qHλ + cL for some q, c ∈ R. Now 0  qHλ + cL  Hλ leads by (8) to c = 0, and
consequently to g = qHλ. We conclude that Hλ ∈ E [n]4 . 
Proposition 14. We have c(1,2,3) = 3 and c(1,2,n) = −n, that is,
H(1,2,3) = 24E4, H(1,2,n) = 2
[
(n− 3)E3E1 − 4nE4
]
. (9)
Proof. Set µ := (1,2,3) ∈ Λ+n and ν := (1,2, n) ∈ Λ−n . By Remark 12 and (6), we have
cµ  3 and cν −n. By (3), it follows that
Hµ = 24E4 − (cµ − 3)L, Hν = 2
[
(n− 3)E3E1 − 4nE4
]− (cν + n)L.
Now Hµ(2e1 + e2) 0 and Hν(2e1 + e2) 0 lead to cµ  3 and cν −n. 
The following theorem shows that the “trivial” zone Z contains only three extremal
radii of the positive cone (H[n]4 )+. Therefore, new other elements of E [n]4 can be found
only outside Z .
Theorem 15. Let f ∈ E [n]4 \ (]0,∞[ · {L,E4,H(1,2,n)}). Then f (e1 − e2) > 0.
Proof. Suppose f (e1 − e2) < 0. We show that f must be a multiple of L. For g :=
f (e1 − e2)L + 4f ∈ H[n]4 , we have g(k) = 4f (k)  0 for every k ∈ 1, n. Since
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0 ≺ −f (e1 − e2)L 4f ∈ E [n]4 . We thus get f ∈]0,∞[·L, a contradiction.
Now suppose f (e1 − e2) = 0. Fix σ > 0. We claim that there exists
ζ ∈ Mσ(f ) such that v∗(ζ ) 2 and ζ1  ζ2  · · · ζn. (10)
For every δ > 0 we have f −δL /∈ (H[n]4 )+ (otherwise, f ∈ ]0,∞[·L), and hence Mσ(f −
δL) ∩ K1σ = ∅, since (f − δL)(k) = f (k) 0 for k ∈ 1, n. That Mσ(f − δL) ∩ K2σ = ∅
follows by Theorem 3. Now choose a sequence (δk)k∈N ⊂]0,∞[, with limk→∞ δk = 0. For
each k ∈ N, let us consider
fk := f − δkL /∈
(H[n]4 )+,
ξ k = (θk · 1rk , ηk · 1sk ,0n−rk−sk ) ∈ Mσ(fk) with θk > ηk > 0.
We have (ξk, rk, sk)k∈N ⊂ Kσ × 1, n× 1, n. By taking a subsequence if necessary, we can
assume that for every k ∈ N, we have rk = r and sk = s for some r, s ∈ N∗, and that the
limits θ := limk→∞ θk and η := limk→∞ ηk exist. It follows that θ  η 0 and
ξ := (θ · 1r , η · 1s ,0n−r−s) = lim
k→∞ ξ
k ∈ Mσ(f ),
by Proposition 5. As 0 f (ξ) = limk→∞ fk(ξk) 0, we have f (ξ) = 0. Since applying
Lemma 6 for u := e1 − er+s yields
fk
(
ξk + tu)= fk(ξk)+ t2(t + θk − ηk)2fk(e1 − e2) for all t ∈ R, k ∈ N,
a passage to the limit shows that f (ξ + tu) = 0 = f (ξ) for every t ∈ R. For t0 = −2θ1/3
we have ξ + t0u ∈ Mσ(f ) and v∗(ξ + t0u) 2, and therefore ζ ∈ Mσ(f ) as in (10) exists.
Set m := | supp(ζ )|. If v∗(ζ ) 3, we can assume that v∗(ζ ) = m, by Theorem 2. We need
to consider four cases:
Case 1. If v∗(ζ )  4, Corollary 4(1) gives a = b = 0. As 2(a + 2c) = f (e1 − e2) = 0,
we have c = 0. Hence, f = dP2P 21 + eP 41 leads to ζ ∈ Mσ(dP2). As v∗(ζ ) 2, we have
P2(σ ¯n) < P2(ζ ) < P2(σ ¯1). It follows that d = 0, and hence that e = 0, by f (ζ ) = 0. We
thus get f ≡ 0 /∈ E [n]4 , a contradiction.
Case 2. If v∗(ζ ) = 3, then ζ ∈ R3 × {0n−3}. According to Corollary 4(2), we have
4a + 3b = 0. As Remark 10(1) shows that






P 41 on R
3 × {0n−3},
analysis similar to that in the previous case leads to d = a and a+6e = 0. Since a+2c = 0,
by (3) it follows that f = −4aE4 /∈ E [n]4 \ (]0,∞[ ·E4), that is, a contradiction.
Case 3. If v∗(ζ ) = 2 < m, then for u := e1 − em, we have f (ζ + tu) = 0 for every t ∈ R.
Hence, ζ 1 := ζ + (ζm/2)u ∈ Mσ(f ) satisfies v∗(ζ 1)  3. We thus get a contradiction as
before.












e − a + b
2
)
P 41 on R
2 × {0n−2}.
As in the second case we get a + b = 2e and 2a + 3b + 2d = 0. By (3) and (9), an easy
computation shows that
f = (a + 6e)H(1,2,n) + (a + 2ne)H(1,2,3)
2(n− 3) . (11)
This and H(1,2,n)(3) > 0 = H(1,2,3)(3),H(1,2,3)(n) > 0 = H(1,2,n)(n) lead to a+6e 0
and a + 2ne 0. As f ∈ E [n]4 \ (]0,∞[·{E4,H(1,2,n)}), we must have a + 6e > 0 and a +
2ne > 0. As f ∈ E [n]4 , by (11) and the definition of extremality we deduce that H(1,2,n) ∈]0,∞[·H(1,2,3), which is impossible.
Since all cases lead to contradictions, we conclude that f (e1 − e2) > 0. 
Some computations needed in the remainder of this section have first been performed
with Maple 8, and then verified by hand. Our next purpose is to compute cλ (initially
defined in (6) as a supremum) for every λ ∈ Λ. Since we actually want to find the associ-
ated extremal polynomials defined in (7), in the statements of Theorems 16 and 18 and of
Proposition 17, we shall also write the explicit formula of Hλ.
3.2.1. The case of λ ∈ Λ−n
Theorem 16. Let λ = (α,α + 1, n) ∈ Λ−n . Then
cλ = −
(
α2 + α + 1 + |2α + 1 − n|),
Hλ = nα(α + 1)P4 −
(
2nα + n+ α2 + α)P3P1 + (n+ 2α + 1)P2P 21 − P 41 − cλL.
Proof. Fix α ∈ N∗. Since for α = 1 the conclusion follows by Proposition 14, we can
assume that α  2. For every n ∈ N, n α + 2, let us consider λ(n) := (α,α + 1, n) ∈ Λ−n
and
mn := n− 2α − 1, cn := −
(
α2 + α + 1 + |mn|
)
.
Fix n α + 2. For every c ∈ R, let us define the function
gc : 1, n− 1 × [0,∞[ → R, gc(r, t) = fλ(n),c(t · 1r ,1n−r ).
Some easy computations lead to






A(r) = (r − α)(r − α − 1) 0,
C(r) = (r − α −mn)(r − α −mn − 1) 0, and(
mn − |mn|)( mn + |mn|)
Bc(r) = −2 r − α − 2 r − α − 1 − 2 + cn − c.
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gc  0 ⇐⇒ c cn. (13)
“⇒”. As gc  0, we have A(r)t2 + Bc(r)t + C(r)  0 for all r ∈ 1, n− 1 and t  0,
by (12). Since A(α) = A(α + 1) = 0, it follows that Bc(α)  0 and Bc(α + 1) 0. Now
cn − c ∈ {Bc(α),Bc(α + 1)} yields c cn.
“⇐”. By (12), we see that gc  gcn if c  cn. Therefore, it suffices to show for fixed
r ∈ 1, n− 1, that A(r)t2 +Bcn(r)t +C(r) 0 for every t  0. Since A(r),C(r) 0, this
is equivalent to 2
√
A(r)C(r)−Bcn(r) (that is, Bcn(r) 0 or Bcn(r)2 −4A(r)C(r) 0).
With the notation u := 2r − 2α −mn − 1, this inequality becomes
u2 − (|mn| + 1)2 √[u2 − (|mn| + 1)2][u2 − (|mn| − 1)2].
Analyzing the non-trivial case |u| > |mn| + 1 shows that the above inequality holds. We
conclude that (13) holds for every n α + 2.
We deduce that cλ(n)  cn, and that fλ(n),cn satisfies (R) from Theorem 7, for every
n α + 2. We now claim that fλ(n),cn also satisfies (S) from Theorem 7, for every such n.
To prove this, let us fix s ∈ N∗ and t ∈ [0,∞[. For each n ∈ N, nmax(α + 2, s + 1), set
Ys(n) : = fλ(n),cn(t,1s ,0n−s−1)
= α(α + 1)n(t4 + s)+ (1 − 2αn− n+ |mn|)(t3 + s)(t + s)
+ cn
(
t2 + s)2 + (2α + 1 + n)(t2 + s)(t + s)2 − (t + s)4.
Let us observe that the above final expression of Ys(n) makes sense (together with the
notations mn, cn) for every n ∈ N. We thus can define the function Ys : N → R. Our claim
clearly follows if we prove that Ys(n) 0 for every n s + 1. We need to consider three
cases:
Case 1. If s = α, then for every n ∈ N we have
Yα(n) = αt(t − 1)2
[
(α − 1)(n− 1)t + |mn| −mn
]
 0. (14)
Case 2. If s  α − 1, let us consider Yα as above, as well as the sequence
(un)n∈N ⊂ R, un := αYs(n)− sYα(n)
α(α − s) .
Also, define U : [0, α] → R, U(z) = −z2 + (α+1−2t − t2)z+ (α−1)t4. An easy compu-
tation shows that un+1 −un = U(s) for every n ∈ N. As U ′′ < 0 and U(0) = (α−1)t4  0,
U(α) = (α − 1)(t − 1)2(t2 + t + 2)  0, we have U  0. Hence, (un)n∈N is increasing.
As us+1 = s(t − 1)2[(α − 1)t2 + 2(α − 1)t + α + 1 − s]  0, we have un  0, and so
Ys(n) sα−1Yα(n) 0 for every n s + 1, by (14).
Case 3. If s  α + 1, we claim that (Ys(n))ns+1 is increasing. For every n  s + 1 we
have
Ys(n+ 1)− Ys(n) = t2
[
α(α − 1)t2 − s(2α − 1 − τn)t + s(s + 1 − 2τn)
]
+ s(2s − 2α − 1 + τn)t + s(s − α)(s − α − 1),
V. Timofte / J. Math. Anal. Appl. 307 (2005) 565–578 575where τn = 1 if n  2α + 1, and τn = −1 if n  2α. As s(2s − 2α − 1 + τn)t +
s(s − α)(s − α − 1) 0, it suffices to prove that for the trinomial
h :R → R, h(z) = α(α − 1)z2 − s(2α − 1 − τn)z + s(s + 1 − 2τn)
we have h 0 on R. The discriminant of h is
∆n = 2s
[
s + 2α − 2α2 + τn
(
4α2 − 4α − 2sα + s)].
If n 2α + 1, then ∆n = −4s(α − 1)(s − α) < 0. If s + 1 n 2α, then s  2α − 1
3α − 3, and so ∆n = −4sα(3α − 3 − s)  0. Hence, h(t)  0, and consequently,
(Ys(n))ns+1 is increasing. It remains to prove that Ys(s + 1)  0. We have Ys(s + 1) =
s(t − 1)2k(t), where k :R → R is the trinomial
k(z) = α(α − 1)z2 + (2α2 − 2αs + s + |2α − s|)z + (s − α)(s − α − 1).
Its discriminant is ∆ = |s − 2α|(|s − 2α| + s)(|s − 2α| + 2 − s). It is easily seen that
|s−2α| s−2 for every s  α+1. We thus get Ys(n) Ys(s+1) 0 for every n s+1.
From the common conclusion of the above cases, it follows that fλ(n),cn satisfies (S).
Theorem 7 now yields fλ(n),cn  0, and so cλ(n)  cn for every n  α + 2. The proof is
complete. 
3.2.2. The case of λ ∈ Λ+n
The discussion of this case will consider a variable dimension n 4. In order to avoid




λ and L[n] instead of fλ,c, cλ,Hλ and L.
Fix γ ∈ N, γ  4 and set λ := (1, γ − 1, γ ) ∈ Λ+n for every n γ . Thus, for all n γ
and c ∈ R, the polynomial f [n]λ,c ∈H[n]4 defined in (5) becomes
f
[n]
λ,c = −γ (γ − 1)P4 +
(
γ 2 + γ − 1)P3P1 − 2γP2P 21 + P 41 − cL[n].
By Theorem 7 and (6), we have for every c ∈ R the following equivalences:
f
[n]
λ,c  0 ⇐⇒ f [n]λ,c (t,1s ,0n−s−1) 0 for all t  0, s ∈ 1, n− 1,
f
[n]
λ,c  0 ⇐⇒ c c[n]λ , (15)
f
[n+1]





λ,c (t,1n) 0 for every t  0,
⇐⇒ c c[n+1]λ .
The second equivalence is a consequence of the first. The third follows easily from the first
two, and makes clear that the sequence (c[n]λ )nγ ⊂ R is decreasing; its convergence, as
well as the value of its limit, will be established by Theorem 18.
Proposition 17. We have
c
[γ ]
λ = γ 2 − 3γ + 3,
[γ ] ( 2 ) 2 2 4Hλ = −γ (γ − 1)P4 + 4(γ − 1)P3P1 + γ − 3γ + 3 P2 − 2γP2P1 + P1 .
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f
[γ ]
λ,c (t,1γ−1) = (γ − 1)(cγ − c)t (t − 1)2 for all t  0, c ∈ R.
Hence, c[γ ]λ  cγ . We next prove that f := f [γ ]λ,cγ  0. For s ∈ 1, γ − 2, we have
f (t,1s ,0γ−s−1) = s(γ − s − 1)hs(t) for every t  0,
where
hs :R → R, hs(t) = 2(γ − 3)t2 − 4(s − 1)t + (s − 1)(γ − s). (16)
But the discriminant of the trinomial hs is ∆s = −8(γ − 1)(s − 1)(γ − s − 2)  0. It
follows that f (t,1s ,0γ−s−1)  0 for all t  0 and s ∈ 1, γ − 1, hence that cγ  c[γ ]λ , by
(15). We thus get c[γ ]λ = cγ . 















λ = −γ (γ − 1)P4 + (γ 2 + γ − 1)P3P1 − 2γP2P 21 + P 41 − c[n]λ L[n]. (17)





(3γ − 1)(9γ − 4√6γ − 2 )− 7
27
. (18)
Proof. For all fixed n  γ, s ∈ 1, n− 1, c ∈ R, since f [n]λ,c = f [n]λ,0 − cL[n] and L[n](t,1s ,
0n−s−1) = st (t − 1)2, it follows that
f
[n]
λ,c (t,1s ,0n−s−1) 0 for every t  0 ⇐⇒ c inf
t∈T Cs(t), (19)
where T := ]0,1[ ∪ ]1,∞[ and






By (6) and (15), we get c[n]λ = mins∈1,n−1(inft∈T Cs(t)). We need to prove that
mint>1 Cn−1(t) exists and equals c[n]λ . An easy computation shows that
Cs(t) = c[γ ]λ −
(s + 1 − γ )hs(t)
t (t − 1)2 for every t ∈ T , (20)










(t,1s ,0γ−s−1) = H [γ ]λ (t,1s ,0γ−s−1) 0,




t∈T Cs(t)  cλ = inft∈T Cγ−1(t),
















An easy computation shows that
Cs(1/t)−Cs(t) = (s + 1 − γ )(s − 1)(t + 1)[(s − γ )t
2 + 4t + (s − γ )]
t (t − 1)  0
for all t > 1 and s ∈ γ − 1, n− 1. Hence, inft∈T Cs(t) = inft>1 Cs(t) for all such s. Now
fix s  γ . For the derivative of Cs we have
C′s(t) =
(s + 1 − γ )
t2(t − 1)3 Qs(t), where Qs :R → R,
Qs(t) = 2(γ − 3)t3 − 2(4s − γ − 1)t2 − 3(s − 1)(s − γ )t + (s − 1)(s − γ ).
But Qs(0) = (s−1)(s −γ ) 0, Qs(1) = −2(s+1)(s +2−γ ) < 0, and limt→∞ Qs(t) =
∞. Therefore, the cubic polynomial Qs has a unique root ts in ]1,∞[, and Cs(ts) =
mint>1 Cs(t) = inft∈T Cs(t). If s < n− 1, then for every t > 1 we have
t3(t − 1)2(Cs+1(t)−Cs(t))+ (t + 1)Qs(t)
= −[γ (s + 2 − γ )+ 2(s − 1)]t2 − (s − 1)(s − γ )(2t − 1) < 0.
Hence, Cs+1(ts) < Cs(ts). It follows that mint>1 Cs+1(t) < mint>1 Cs(t) for every s ∈
γ,n− 2. As by (20)
Cγ (t) = c[γ ]λ − 2
(γ − 3)t − 2(γ − 1)
(t − 1)2 , (21)












Cn−1(t) = Cn−1(tn−1), (23)
which gives (17). Writing (22) and (23) for variable n  γ shows that the sequence
(c
[n]
λ )nγ is strictly decreasing, and so the limit c
[∞]
λ := limn→∞ c[n]λ exists, and c[∞]λ < c[γ ]λ .
Let us finally prove (18). Let ρ > 0 be the unique root in ]0,∞[ of ω(z) := 2(γ −3)z2 −
8z − 3. For every δ > 0 we have
Qn(nδ) = δω(δ)n3 +
(
2γ δ2 + 2δ2 + 3γ δ + 3δ + 1)n2 − (3γ δ + γ + 1)n+ γ
for every n  γ . Let ε ∈ ]0, ρ[ be fixed. Since limn→∞ Qn(n(ρ − ε)) = −∞ and
limn→∞ Qn(nρ) = ∞, there exists nε ∈ N, such that nε  γ,nε(ρ − ε) > 1, and
Qn(n(ρ − ε)) < 0 < Qn(nρ) for every n  nε . Therefore, n(ρ − ε) < tn < nρ, and so
ρ − ε < tn/n < ρ for every n  nε . Hence, limn→∞(tn/n) = ρ. As c[n+1]λ = Cn(tn) for
every n γ , a passage to the limit in (20) gives
c
[∞]
λ = c[γ ]λ −
2(γ − 3)ρ2 − 4ρ − 1
ρ3
= γ 2 − 3γ + 3 − 4ρ + 2
ρ3
.Now (18) follows after a trivial computation. 




(γ − 1)(2γ 2 − 3γ + 3)
2(γ + 1) .
Proof. By (23), we have c[γ+1]λ = Cγ (tγ ) for Cγ as in (21), and tγ the unique root in]1,∞[ of Qγ . Since
Qγ (t) = 2t2
[
(γ − 3)t − (3γ − 1)], tγ = 3γ − 1
γ − 3 ,
the conclusion follows by a trivial computation. 






+ 236√3 cosα − 900 cos2 α ≈ 6.859758,
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