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Les Universités occupent une place essentielle dans les socié-
tés d'aujourd'hui. Elles affrontent et affronteront des problèmes fort 
complexes auxquels elles se doivent de faire face : 
sur Ze pZan de Zeurs finaZités 
de Zeur organisation 
et des moyens mis à Zeur disposition. 
Les problèmes et les possibilités d'action avec lesquels doivent 
compter les Universités, constituent la toile de fond de toute discussion 
des possibilités de maîtrise de leur fonctionnement. 
Ici, on utilise le mot "maîtrise" au sens qui lui a été donné 
par Bernard ROY : 
La. mfÛ:t!'l)Ae. u:t .ta. 6onc;Uon exeJLc.êe de. 6a.ç.on volon:ta.Jr.M:te. e:t 
Jr.a.i6onnêe. en ttela.ti..on a.ve.c. c.eJt:tfUnu 6...i..na.U.:tê..6 poWt ott...i..e.n:teJL une. évolution 
m~VL pe.u:t ê:tlr..e. .6elon le. c.M, .6...i..gn...i..6...i..VL, pttêvo...i..tt, a.n:ti.cipVL, pttoje:teJL, 
a.u:toma..:ti.-6 eJL, ...Ln 6 otr.ma.tf.-6 eJL, e.nttte:te.n...i..Jt, .6 uJt v Ul.teJL, CÜJ'vé..g eJL, a p.tûn.i.ô eJL. 
Ces difficultés incitent à se poser une question clé : Peut-on 
améliorer la gestion de l'Université pour mieux l'adapter aux conditions 
historiques présentes ? 
On va préciser le champ de la gestion universitaire, autour de 
quatre problèmes fondamentaux, qui sont d'ailleurs liés entre eux, et 
cette interaction ajoute à la complexité de la situation à laquelle les 
Universités sont confrontées. 
PM blè.me. du ttôle. de. l' Un...i..veJL.6ftê : 
Le rôle de la plupart des Universités s'est transformé progres-
sivement au cours des dernières années, principalement sous l'action de 
stimulants externes et par voie de changements discontinus. Les respon-
sables de l'Université doivent de plus en plus considérer celle-ci non 
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-
pas comme une entité isolée, mais comme un élément de l'enseignement su-
périeur. Ceci signifie, par exemple, que l'Université doit réunir des 
informations sur les objectifs et les tendances du système national et 
doit utiliser ces informations d'une façon systématique pour la prépara-
tion de ses propres décisions. 
Si la question fondamentale à laquelle se trouvent confrontées 
les Universités est celle du rôle, c'est leur expansion qui a projeté 
cette question au premier plan et qui a donné une nouvelle orientation 
aux relations internes et externes des Universités. 
PJtoblè.me. de. l' OJtf;Ja.rLioCLtion du Jte.lmon6 ..i..n:te.Jtne..o e.t de. .ou Jte..tCLtion6 
ave.e l'e.nv..i..Jtonne.me.nt 
Sur le plan interne, le degré de "différenciation" ou d 1 "inté-
gration" des unités qu'elle comporte entre elles, et les moyens propres 
à assurer une coordination optimale au niveau de l'ensemble, constituent 
un premier aspect important. 
Le second a trait aux modes de résolution des conflits et aux 
difficultés de coordonation qui surviennent quand il faut prendre des 
décisions de synthèse alors que les dirigeants des départements concernés 
ont des systèmes de référence différents. 
Sur le plan externe, ses structures organisationnelles et les 
procédures utilisées doivent être congruentes avec les contraintes de 
l'environnement. 
Un quatrième problème toujours présent est celui du 6..i..nanee.me.nt 
e.t de. l'allocation du JtU.OOuJtQU. Ceci devient encore plus aigu dans 
les périodes de stagnation ou de croissance faible, dans la mesure où 
les contraintes externes sont transformées en des tensions internes. 
L'Université est à la fois une organisation et une communauté. 
Les problèmes sociologiques, les droits individuels, la nature de l'emploi 
et des tâches, la qualité de l'enseignement et de la recherche, etc •.• 
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fixent des limites à l'action collective, qui doivent être admises par la 
gestion. Ce sont des facteurs qu'on n'a pas pu quantifier d'une façon sa-
tisfaisante jusqu'aujourd'hui. 
Mais le fait que la construction de modèles quantitatifs à 
l'échelle de l'Université ne constitue pas un dispositif susceptible d'un 
emploi étendu pour la planification et la gestion, n'invalide pas la jus-
tesse de l'approche de la gestion des Universités par le biais de la cons-
truction des modèles, plus particulièrement en ce qui concerne l'applica-
tion des techniques quantitatives et des secteurs limités de l'activité 
universitaire. 
Nous pensons qu'en long terme, les modèles mathématiques sont 
appelés à devenir des instruments à la fois essentiels et d'emploi courant 
pour étayer les jugements de valeur portés sur la gestion des Universités. 
Un des avantages essentiels de cette approche est qu'elle impose 
une plus grande précision dans la manière d'expliciter les objectifs, les 
hypothèses et les relations entre les activités et les variables ; c'est-
à-dire elle demande aux responsables qu'ils précisent et vérifient les 
modèles intuitifs et mentaux qu'ils utilisent constamment comme structure 
d'élaboration des décisions. 
L'objectif principal, dans les pages qui suivent, est de dévelop-
per quelques techniques quantitatives, et montrer comment ces techniques 
peuvent être appliquées d'une manière profitable au domaine universitaire. 
18 
Plus concrètement, le travail présenté se compose d'une série 
d'études 
PREMIERE PARTIE 
Cha.pU!r.e. 1 : 
Nous présentons un aperçu des préoccupations, des responsables 
des universités au niveau international. 
c ha.pLtJr.e. z : 
Nous essayons de faire un bilan critique des méthodes de modé-
lisation employées, et des difficultés rencontrées. 
Cha.pLtJr.e. 3 : 
Le passage d'un système universitaire à un autre est impossible 
si sa réalité du moment n'est pas analysée et fouillée en elle-même. Or 
l'examen de la situation actuelle nécessite une méthodologie de descrip-
tion, d'un langage, permettant de cerner et formuler les problèmes. Ainsi 
dans ce chapitre, on présente un certain nombre de concepts et de notions 
de la théorie des systèmes qui nous ont paru appropriés pour l'étude du 
contexte universitaire, et qu' l'on va utiliser dans la suite. 
VEUXIEME PARTIE 
Dans cette partie, on développe une série de modèles qui sont 
articulés comme il est indiqué au schéma (1). 
Cha.pU!r.e. 4 : 
Un point important pour la gestion d'une université est l'esti-
mation des besoins en ressources et l'allocation de ces ressources pour 
satisfaire le fonctionnement. 
Pour l'estimation des besoins, le facteur le plus important 
est le nombre d'étudiants inscrits chaque année et leur répartition entre 
les U.E.R. et les différents niveaux d'études. Tous les autres paramètres, 
comme le nombre des enseignants, le nombre d'heures d'enseignement, les 
locaux ••• dépendent directement ou indirectement de l'évolution de l'ef-
fectif étudiant. 
Comme le système éducatif est influencé par des facteurs sociaux, 
économiques, administratifs de nature non déterministe, on propose une 
méthode de prévision, fondée sur le principe du filtre de Kalman. 
.·. 
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20 
Cette méthode est utilisée pour : 
la prévision de nouveaux inscrits pour chaque année académique, 
la prévision des taux de transition d'un niveau d'études à un 
autre. 
Les prévisions obtenues vont constituer des "input" 
modèles proposés dans la suite. 
Cha.pi.tlc.e. 5 : 
pour les 
Dans ce chapitre, on présente une série de modèles de simulation 
de type prévisionnel, c'est-à-dire des modèles à l'aide desqnels on peut 
"voir" les conséquences de diverses sortes d'action. Les résultats obte-
nus sont utilisés pour la planification et la formulation des objectifs 
à long terme • 
-Ainsi, à partir du nombre d'étudiants inscrits à l'Université, 
et les taux de transition, on peut évaluer le "flux étudiant" à travers 
les U.E.R., le nombre des diplômés et le nombre des abandons. Les modèles 
présentés sont du type Dynamique des Systèmes, et du type Markovien. 
- Ensuite on évalue les demandes d'enseignement, en tenant compte 
des programmes offerts, la taille des classes, et l'effectif étudiant. 
- Un autre modèle évalue la capacité d'enseignement de chaque 
U.E.R., en nombre d'heures par semaine. 
Et enfin, un dernier modèle calcule le budget (coût moyen) à 
partir du nombre des postes enseignants. 
c ha.pUJr.e. 6 : 
Ici, après avoir précisé un certain nombre des caractéristiques 
de l'Université, on propose un modèle de planification décentralisée, 
qui peut être utilisée comme un instrument analytique pour la répartition 
des ressources disponibles. Et on indique la manière avec laquelle les 
résultats obtenus peuvent être utilisés pour les négociations entre les 
u.~.R. d'une université d'une part, et d'autre part pour celles que l'uni-
versité mène avec le Ministère. Ce modèle est fondé sur les idées déve-
loppées par deux auteurs hongrois : Kornai et Liptak. 
TROISIEME PARTIE 
c ha.pLt!te. J : 
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Dans ce dernier chapitre, on applique les modèles proposés à 
l'Université de Saint-Etienne. 
Avant de finir cette présentation, précisons que des modèles 
proposés sont compatibles entre eux, et qu'ils sont présentés sous for-
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1.1. Les problèmes et les difficultés auxquels se heurtent les 
universités dans tous les pays du monde, ont conduit des organismes 
internationaux, UNESCO, OCDE à créer des groupes de discussion et de 
réflexion sur la gestion des établissements de 1 •enseignement supérieur, 
et 1 1 éducation en général. 
P6ur notre part nous avons particulièrement suivi le 
développement d•un groupe de recherche de 1 •ocDE, qui, au sein 
du CERI (Centre pour la recherche et 1 •innovation de ·1 •enseignement) 
a créé une structure de recherche : le programme IMHE, (Investiga-
tion for Management on Higher Education), financé sur la base des 
cotisations des adhérents et par des fonds provenant de la fondation 
Ford. 
Le programme IMHE a au premier abord deux objectifs 
fondamentaux 
"de susciter la création au sein des universités ou 
autres établissements d'enseignement post-secondaire 
membres de ce programme~ de moyens leur permettant de 
mieux gérer leurs propres activités~ et ce par le 
canal d'une coopération inter-institutionneZ.Z.e "· 
- "de promouvoir une plus large diffusion des méthodes 
et des techniques opératoires en matière de gestion 
au moyen d'échanges systématiques d'information et 
de personnel spéciaZisé 11• 
Dès son départ, le programme du CERI s•est orienté vers 
les prob1èmes dus au fait que les universités étaient souvent mal 
préparées à organiser et à gérer les ressources mises à leur 
disposition. Au cours de cette phase préparatoire 1971-1972, des 
efforts ont été faits en vue de démontrer comment ces établissements 
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pouvaient apprendre à mieux gérer leurs ressources en améliorant 
les processus de prise de décision, notamment en matière d 1 infor-
mation, de financement, de flux des effectifs, d•utilisation des 
bâtiments et d•organisation des études (1). 
Voici un tableau qui indique les priorités de recherche 
établies par les établissements membres qui ont adhéré au programme 
avant le milieu de 1973. (2) Il faut signaler que ces 11 priorités 11 
ont été établies principalement par des administrateurs des Universités. 
(Voir Tableau 1). 
La méthode suivante a été adoptée pour le classement : 
les domaines qui sont classés au premier, deuxième ou troisième 
rang des priorités correspondent aux colonnes 1, 2, 3. Les domaines 
qui ont simplement été mentionnés sont présentés séparément (colonne 4). 
Le nombre total de réponses classées parmi les trois premières 
priorités est donné dans la colonne suivante (colonne 5) et ce total, 
ainsi que le nombre de fois où un domaine a été simplement noté, 
sont consignés dans la dernière colonne (colonne 6). Cette classifi-
cation a été établie à partir des réponses fournies par 61 établis-
sements. 
Le tableau 2 représente le classement des priorités, 
d•après les réponses de onze établissements qui ont adhérés au 
milieu de 1•année 1973. 
-(Voir Tableau 2). 
Un comité spécial s•est réuni au cours de la Première 
Conférence Générale tenue en janvier 1973 pour formuler un ensemble 
ce recommandations concernant les thèmes de recherche à aborder en 
priorité au cours des deux années suivantes. Ce classement est 
donné au tableau 3. 
(Voir Tableau 3). 
( 1 ) 0 C V E : La g utio 11 du é.:ta.bw.o eme.n:U d' e.M ug 11eme.nt .6 upé!Ue.Wt -
mMO 7973. 
( 2 ) Pha..o e. 2, bu.f.i.e,ti11 11° 7 0, j a.11v.ieJL 7 9 J 5. 
O'l 
N 
C~a6~ement p~é6é~enti~ d~ domain~ d'étude 
1. Evaluation des dépenses des services communs 
1 
2. Analyse de coûts et contrôle budgétaire 
3. Utilisation des infrastructures, des équipements 
et autres matériels 
4. Contraintes imposées par la disponibilité en 
bâtiments et équipements physiques 
5. Analyse des flux d'étudiants 
6. Coût et efficacité associés à divers 
matériels audio-visuels 
7. Efficacité des différentes structures de l'organi-
sation et des procédures de prises de décisions 
8. Dictionnaire d•informations et manuels de collecte 
de données 
9. Séminaires pilotes de formation professionnelle 
10. Financement de la recherche universitaire 
11. Orientation professionnelle et emplois 































































Cilt6.6 ement p!Lé.fié.JLenü.el. du domcU..nu d' étudu 
1. Moyens et méthodes d'évaluation des résultats obtenus 
par les établissements 
2. Recrutement, rémunération, conditions de travail et occasions 
de formation offertes au personnel administratif 
3. Evolution des attitudes à l'égard de la gestion des 
établissements d'enseignement supérieur 
4. Conséquences découlant de la taille croissante des établissements 
et de leur évolution progressive à long terme 
5. Mise au point d'un ensemble 11 d'indicateurs critiques 11 
6. Constitution de données statistiques et d'autres informations 
comparables relatives à 1 'affectation et à la gestion 
des ressources 
7. Initiative de 1 'innovation en matière de gestion des 







































Thème. de. Jte.c.heJtc.he. 
. Constitution de données statistiques 
Mise au point d'un ensemble "d'indicateurs critiques'' 
. Moyens et méthodes d'évaluation des résultats 
obtenus par les établissements 
. Conséquence découlant de la taille croissante des 
établissements et de leur évolution progressive à long terme 
. Recrutement, rémunération, conditions du travail et 
occasions de formation offertes au personnel administratif 
. Evolution des attitudes à 1 'égard de la gestion des 
établissements d'enseignement supérieur 
. Initiative de l'innovation en matiêre de gest~on des 








A la suite de cette conférence, plusieurs groupes de 
recherche ont été constitués, et aujourd•hui on dispose d•une 
imposante bibliographie concernant pratiquement tous les domaines 
d•activité de la gestion des universités. 
Il nous semble opportun de présenter ici un aperçu 
de certains problèmes étudiés, présentés à l 1 0CDE. 
1. 2. Budgets et finances 
La recherche s•est orientée dans deux directions différentes. 
En premier lieu, les établissements ont cherché à définir, à mesurer 
et à imputer les coûts conformément aux méthodes comptables, et aux 
processus d•affectation des fonds, avec ou sans optimisation budgé-
taire. Ils ont été intéressé également au problème de 1 •affectation 
des ressources et à ses rapports avec l•utilisation des critères de 
performance. 
La deuxième orientation de la recherche concerne 1 •inté-
gration des processus de budgétisation et de planification, qu•il 
s•agisse de 11 introduction des budgets de programmes ou de 1 1 élabo-
ration des planifications d•ensemble. 
Dans ce domaine, les recherches en cours font généralement 
appe~ aux-techniques et aux technologies nouvelles. c•est ainsi que 
les études et projets de recherche cités dans cette catégorie 
comprennent 
- la gestion informatisée, sous forme du télétraitement, 
de 1 •information budgétaire, 
- la création d•un système de coordination de toute 
1 • 3. Etudiants 
1 •information budgétaire appliquant des concepts de 
budgétisation multidimensionnelle, 
1 •organisation d•un double système de comptabilité qui 
comprend à la fois les concepts des 11 centres de coût .. 
et les concepts comptables traditionnels. 
Si 1 •étude des problèmes qui intéressent particulièrement 
les étudiants (en laissant de côté pour le moment les aspects qui 
sont incorporés à des catégories telles que 1•ensetgnement et les 
services) ne semble pas bénéficier d•un rang de priorité élevé, on 
a des études qui traitent de 1•analyse des flux d•étudiants, en vu 
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de prévoir l'effectif des personnels enseignant et scientifique, 
la mesure du temps d'étude de diffétentes catégories d'étudiants 
la formulation d'une typologie des étudiants pour dégager des 
profils-type ... 
Dans une autre direction, on a la mise en place de 
systèmes de gestion informatisée des fichiers-étudiants. Ces 
systèmes ouvrent à la fois les inscriptions et la progression des 
étudiants à 1 'intérieur de 1 'établissement. Parmi les types d'in-
formation que les établissements voudraient obtenir, les plus 
fréquemment cités sont : 
- les disciplines choisies, 
les examens passés, 
- les notes reçues, 
- les diplômes délivrés. 
Ces systèmes ont l'ambition de présenter 1 'information 
de façon à : 
-permettre l'évaluation des programmes d'études, 
-être facilement utilisable par l'administration de 
l'université, pour la mise au point des horaires, 
l'affectation des locaux et diverses activités de 
planification et de programmation, 
- pouvoir servir aux recherches pédagogiques, par exemple, 
pour 1 'analyse du taux d'échec aux examens et de ses 
causes, afin d'en modifier et d'en améliorer les modalités. 
1.4.Enseignement 
Ce thème est 1 'une des principales préoccupations des 
établissements. Les études sont à la fois nombreuses et de grande 
envergure. L'un des plus importants problèmes étudiés consiste à 
évaluer l'enseignement, objectifs des cours, efficacité pédagogique. 
Cette préoccupation se rapproche d'une façon générale des méthodes 
servant à évaluer les "produits" des programmes, à l'aide des 
critères de performance, dont nous avons déjà parlé dans le para-
graphe ci-dessus sur le budget et les finances. Les programmes sont 
souvent si nombreux et l'on demande sans cesse qu'il en soit créé 
de nouveaux. Si 1 'on tient compte des contraintes budgétaires, il 
s'ensuit souvent que des programmes entiers doivnet être supprimés. 
D'où le besoin de tenter de mettre au point des critères, des 
instruments et des méthodes statistiques qui permettent de prendre 
des décisions concernant les programmes d'étude. 
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1. 5. Recherche 
Dans certains cas, les établissements ne-cherchent qu'à 
établir un catalogue (ou un inventaire) des projets de recherche 
entrepris au sein de 1 'établissement. Dans d'autres, ils s'efforcent 
en même temps de tenir compte des données budgétaires, afin de con-
naître rapidement les coûts financiers et les coûts en homme-heure 
pour différents types de personnels. Cette deuxième méthode est celle 
qui vise à développer des critères et des méthodes destinés à la 
sélection, à 1 'évaluation et au contrôle des projets de recherche, 
tandis que d'autres études concernent des problèmes spécifiques 
relatifs à la recherche dans le contexte de 1 'interdisciplinarité 
et de la pluridisciplinarité. 
1.6. Systèmes d'information intégrés 
Des établissements consacrent une partie importante de 
leurs recherches à ce domaine. Dans certains cas, des systèmes 
d'information intégrés sont élaborés au niveau national à partir 
d'une sélection de données provenant d'établissements individuels. 
Dans d'autres cas, les établissements individuels tentent de 
mettre au point des systèmes intégrés destinés à leur propre gestion. 
Dans ce dernier cas, les systèmes d'information traitent soit de 
l'intégration des fichiers de données existants (par exemple, 
fichiers-étudiants, enseignants, les équipements disponibles, 
les programmes, les locaux, la comptabilité) ou de la conception 
d'ensemble d'un système d'information global qui exige 1 'utilisation 
d'un langage facilement compris et qui s'oriente notamment vers 
l'utilisation du télé-traitement des données à l'aide d'écrans de 
télévision 
1.7. Modèles mathématiques: planification- simulation 
On dispose ainsi toute une série de modèles "globaux" 
faits au sein du CERI mais antérieurs du programme IMHE, qui envi-
sagent, de divers points de vue, la possibilité d'appliquer aux 
problèmes de la planification de l'enseignement un certain nombre 
de techniques apparentées, de recherche opérationnelle et de 
l'analyse des systèmes. Citons parmi d'autres les plus "connus" 
comme CAMPUS, HIS, RRPM, U.S.G. 
(Références ... 
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1.8. Après ce rapide tour d•horizon, on va essayer de dégager 
une tendance des préoccupations des établissements de 1•enseignement 
supérieur et leur évolution. 
Avant 1973, les priorités étaient principalement centrées 
sur les questions, d1 une part, d•analyses de coût, de contrôle 
financier et la planification, et d•autre part, de structures 
organisationnelles et de processus de prise de décision! c•était 
la conséquence directe d•une part de 1•expansion des universités, 
due à la croissance rapide des effectifs étudiants, la concurrence 
croissante entre 1 ·~nseignement supérieur, les autres niveaux d•en-
seignement et les autres secteurs de 1 •économie en tant que parties 
prenantes de ressources budgétaires limitées, et, d•autre part, la 
mise en application des réformes du système universitaire (en 
France, la loi d•orientation). 
Vers le milieu de 1973, les priorités sont principa-
lement centrées, d•une part sur la collecte d1 informations statis-
tiques comparables tant pour l 1 affectation des ressources que pour 
la gestion, et, d1 autre part, sur la mise au point d•indicateurs 
de performance dans tous les domaines. 
En 1975, les établissements ont mis 1 •accent, d•une part, 
sur la gestion par objectifs fondée sur des techniques coûts- effica-
cité et les indicateurs de performance -et ceci dans tous les secteurs 
de 1 •université- et d•autre part, sur l•utilisation de systèmes 
d•information pour la gestion , qu•ils soient sectoriels ou intégrés. 
Cette époque, à notre avis, marque un pas important qui a 
conditionné au moins pour deux années les préoccupations des établis-
sements membres du programme. Devant les difficultés qui continuaiènt, 
les universités (il faut peut-être préciser leurs représentants au 
IMHE) les universités ont à l 1 informatique. c•était la panacé 
de la gestion. La logique qui en découle est exemplaire : 
11 intégration et la coordination de divers fichiers afin 
de construire un système d•information, digne de 1 •ordinateur, direc-
tement utilisable pour la gestion. Puisque la recherche d•une gestion 
par objectif fondée sur 1 •utilisation d•indicateurs de performance 
est aussi une des priorités retenues, ce système d•information doit 
être organisé de telle sorte qu•il puisse ••nourrir" en indicateurs 
ou bien permettre rapidement les évaluations de dépenses par program-
me ou par centre de coûts. La question importante est celle de la 
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mise en oeuvre, de façon opérationnelle, de la gestion par objectif 
utilisant des informations budgétaires de dépenses par centre de 
coûts, ou par programme et reposant sur 11 évaluation d•indicateurs. 
Ainsi, par exemple, _"1 •utilisation des techniques coûts-efficacité 
ou coûts-avantages est à développer systématiquement, notamment 
dans le domaine du choix entre plusieurs techniques pédagogiques ou 
dans celui de la gestion de la rechenche". Il faut donc favoriser 
la mise au point de techniques coûts-avantages et coûts-efficacité 
directement utilisables par les universités. 
En 1978, on ne peut pas parler encore de tendance dans la 
mesure où il n•y a pas eu une enquête sur 1•ensemble des établis-
sements membres. Mais, si on essaie d1 interpréter, d•une façon très 
subjective, les préoccupatio~ qui apparaissent dans les bulletins de 
liaison, et à la dernière réunion qui a eu lieu à Paris en juin 1978, 
on constate que le problème de 1 •évaluation et des indicateurs reste 
fondamental. Mais la façon de le traiter est nouvelle. 
On parle d 1 évaluer les activités au lieu de contrôler les 
résultats. Puisque les résultats sont à long terme, et difficiles à 
mesurer on doit chercher des indicateurs de processus pour évaluer 
le rendement (efficiency). L1 évaluation ne peut jamais être objective, 
elle est basée à des considérations éthiques et à des valeurs. 
On précise que la gestion financière n•est jamias le but 
de 1•université ; mais une condition de son fonctionnement. 
Les indicateurs économiques trouvent beaucoup de difficultés 
à être acceptés, et de toute façon ne doivent jamais cacher la 
rationalité politique. Ils doivent servir comme base pour la·mise en 
oeuvre des politiques déterminées après des négociations. 
Les universités sont des exemples des organisations à 
plusieurs buts, elles doivent avoir nécessairement une hiérarchie 
des buts basée non seulement aux préférences individuelles des 
personnes très intelligentes, mais en tenant compte des buts 
institutionnels et les pressions exercées de 1 •intérieur et de 
l•extérieur. Elles sont tournées vers une rationalité politique 
plutôt qu•à une rationalité économique. Ainsi n•importe quel modèle 
ou approche utilisé doit tenir compte de 1•environnement institu-
tionnel dans lequel 1 •université opère, et sa situation interne. 
Comme on disait plus haut, c•est encore très tôt pour 
parler d•une nouvelle tendance, mais on pense que le changement de 
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ton est peut-être significatif. 
On pourrait donc conclure cet aperçu en sçhématisant à 
l'extrême, que les propriétés de recherche formulées par les 
institutions membres du programme IMHE ont d'abord porté sur les 
questions de coûts et les problèmes de structure pour s'orienter 
ensuite vers la collecte d'informations et la mise au point d'in-
dicateurs d'efficacité, et après aux systèmes d'information intégrés 
et 1 'utilisation des techniques coûts-efficacité. 
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CHAPITRE 2 
BILAN CRITIQUE DES MODELES 
40 
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Selon une définition proposée par B. ROY au colloque AFCET 
1977, 11 Un modèle est un schéma qui pour un champ de questions, est 
pris comme représentation abstraite d•une classe de phénomènes, plus 
ou moins habilement dégagés de leur contexte par un observateur pour 
servir de support à 1 •interrogation et/ou à la communication ... 
Z. 1. Modèt~ mathém~u~ 
Le terme modèle est utilisé ici pour désigner la représen-
tation mathématique d•un établissement d•enseignement supérieur. 
Suivant cette acception, la construction de modèles consiste dans 
l 1 élaboration d•une série d•équations exprimant les activités de 
11 établissement sous forme de relations entre les variables suscepti-
bles d•être contrôlées par les responsables de la gestion et celles 
qui s•échappent de ce contrôle. 
Les théories qui expliquent de quelle façon on se propose 
de lier les variables entre elles et les rattacher aux objectifs 
fixés et aux instruments de contrôle peuvent être classées en deux 
catégories : 
théories empiriques la théorie part d•une série d•obser-
vations et cherche à les rattacher 
entre elles. Elle admet généralement 
que les premières tentatives faites 
dans ce sens ne seront que des ap-
proximations et elle compte sur 
1 •expérience pour mettre en lumière 
les améliorations à adopter éventuel-
lement, tant pour les données et leur 
mode d•articulation que pour la 
théorie elle-même (ex. : les modèles 
des flux-étudiants). 
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théories abstraites (ou spéculatives) : la théorie part 
d•un problème et cheyche à voir 
comment il pourrait être résolu, en 
principe, même s•il n•existe pas de 
données disponibles au départ. Le 
problème souvent posé sous une forme 
très abstraite qui offre des chances 
de solutions si 1 •on utilise des 
méthodes suffisamment perfectionnées 
(ex. : modèles généraux de planification). 
Cette distinction faite est de pure commodité. Elle ne 
signifie nullement que les premières n•aient rien à offrir à la spé-
culation, ni que les secondes ne puissent s•appliquer à des problèmes 
concrets. Mais, malgré les différences du point de vue, les modèles 
empiriques ou abstraits, partagent des difficultés du même type. 
La construction d•un modèle nécessite que 11 établissement 
ait une connaissance claire de ses objectifs, qu•il opère un clas-
sement de ses activités, qu•il attribue des valeurs quantitatives 
à ses objectifs et activités, qu•il saisisse les liaisons réciproques 
existant entre ses différentes parties, ainsi que les limites imposées 
par 1•environnement. 
En ce qui concerne le modèle lui-même, une des principales 
difficultés auxquelles se heurte sa construction tient à 11 identifi-
cation des hypothèses et des objectifs. 
c•est dans la mesure où les hypothèses sur lesquelles 
il se fonde, et les opérations qu•il implique, correspondent à 
la réalité étudiée, qu•un modèle mathématique peut se révéler 
capable de résoudre un problème concret. Il est généralement assez 
facile de déterminer la nature des hypothèses mathématiques sur 
lesquelles se fondent le modèle et les opérations qu•il implique. 
Il est, èn revanche, beaucoup plus difficile d•analyser la réalité 
à laquelle ce modèle doit s•appliquer. La réalité est presque 
inévitablement si complexe, qu•on est obligé de la simplifier gros-
sièrement pour qu•un modèle mathématique utilisable, puisse la repré-
senter convenablement. 
En ce qui concerne son objectif, lorsqu•on choisit un 
modèle, il importe de savoir assez nettement à quel usage il est 
destiné. Si le modèle vise surtout à mettre au point une méthode 
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rationnelle ou logique, de planification par exemple, et d'habituer 
les intéressés à analyser les répercussions à long terme d'une 
décision avant de la prendre, des modèles assez simples peuvent 
suffire. Si le modèle mathématique n'est utilisé que par un 
théoricien ''préoccupé" par un problème de planification, mais n'ayant 
pas de responsabilité directe dans ce domaine, il importe probablement 
assez peu de savoir si le modèle constitue, en un sens quelconque 
une approximation ou non de la réalité. De plus, il se peut que 
l'enseignant et le constructeur du modèle ne s'intéressent pas 
exactement aux mêmes questions. Par exemple, dans le cas des flux-
étudiants, 1 'analyste aimerait surtout avoir des probabilités bien 
définies sur des étudiants qui poursuivent leurs études, l'enseignant 
souhaite surtout améliorer la proportion des étudiants. Ainsi, à 
mesure que la planification s'efforce de mettre au point un modèle 
utilisable, 1 'enseignant s'emploie à le mettre en défaut. 
Dans la mesure où les modèles et les techniques quantitatives 
étaient destinés à aider les responsables de la gestion de 1 'Université 
dans l'élaboration d'une politique, c'est à la réussite dans la mise 
en oeuvre qui devrait être attribuée la priorité~ L'exploration des 
expériences concrètes faites par divers groupements universitaires 
n'est pas très concluante. 
Les modèles mathématiques présentent, sur le plan technique 
des faiblesses majeures : 
- il est extrêmement difficile de mettre au point un 
modèle qui garde un juste milieu entre les possibilités mathé-
matiques et la représentation réaliste de la situation. Dans 
la réalité, bien que les modèles mathématiques constituent des 
instruments sophistiqués, les premisses sur lesquelles ils 
reposent sont beaucoup plus étroites que celles qui se trouvent 
mises en jeu dans la situation réelle de 1 'établissement univer-
sitaire. 
- Les données nécessaires à la construction sont souvent 
si nombreuses que le temps et 1 'effort consacrés à la recherche 
des statistiques risquent d'annihiler les avantages à attendre. 
Quiconque plaide en faveur de leur application à une université 
doit tenter de justifier cette application sous un rapport 
coût/avantage. 
La génération actuelle de modèles ne peut traiter que des 
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informations, activités et objectifs susceptibles d•être isolés et 
quantifiés avec précision, et dont les modifications puissent être 
mesurées. Les limites deviennent de plus en plus apparentes dans 
1•application des modèles aux entreprises industrielles, et elles 
contribuent à restreindre 1 •intérêt que présentent les modèles pour 
les établissements d•enseignement, dans lesquels même les activités 
centrales sont difficiles à séparer et à quantifier de façon précise. 
Ces difficultés n•ont pas besoin d1 être décrites dans le détail. 
L•une des principales est la définition et la mesure de chacune des 
grandeurs de sortie, des universités. Les professeurs d 1 économétrie 
et de recherche opérationnelle, qui sont des spécialistes de la 
construction des modèles et qui ont également à résoudre des problèmes 
des universités au sein desquelles ils encrent leur activité, ont 
jusqu•à présent été incapables de coordonner leurs connaissances 
techniques spécialisées et leur expérience des établissements univer-
sitaires de façon à construire des modèles utilisables par une univer-
sité. Même si les spécialistes parviennent à résoudre des problèmes 
tels que ceux concernant la production, les influences extérieures et 
la mesure de la qualité, il n•en demeure pas moins qu•un modèle écono-
mique ne possède pas une assise suffisamment large pour pouvoir être 
utilisée de façon opérationnelle dans une université. Une université 
est à la fois une organisation et une communauté ; les problèmes 
sociologiques, les droits individuels, la nature des tâches, etc., 
fixent des limites à 1 •action collective qui doivent être admises 
par les responsables de la gestion. 
L•analyse du comportement et la connaissance du proces-
sus d1 élaboration des décisions dans les universités demeurent en 
deçà du niveau de la recherche et du développement, de la complexité 
croissante atteinte par les techniques et modèles quantitatifs. 
Enfin la plupart des modèles ne sont pas de nature 
dynamique, dans le sens qu•ils reposent sur l 1 hypothèse que les 
tendances actuelles se maintiendront dans 1•avenir. Ils ne consti-
tuent pas encore des instruments suffisamment souples pour pouvoir 
être utilisés efficacement dans une université, qui est un organisme 
évoluant dans une large mesure sous 1 •action d•impulsions et de 
stimulants externes, infléchis par de fréquentes décisions politiques. 
Nous nous trouvons une fois de plus face au problème classique 
"passé, présent, futur••, les études ont été effectuées à 1 •aide des 
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analyses d'organisations appartenant au 11 passé 11 • Les concepts ont 
été définis par rapport à un certain type de situation. Mais 1 •utilité 
des études dépendra de la possibilité de les mettre ën application 
dans ''un futur 11 inconnu. Ceci exige une recherche approfoQdie des 
facteurs qui caractérisent le contexte de la situation. La situation 
prend autant d'importance que 1 'objet de 1 'étude, et les vecteurs 
qui déterminent la dynamique d'un phénomène ne peuvent être définis 
qu'en fonction de la totalité concrète qui comprend à la fois l'objet 
et son contexte. 
Nous pensons que 1 •approche par la construction de 
modèles représente une étape vers 1 •amélioration des processus de 
gestion des universités. Toutefois pour que les progrès s'effectuent 
aussi rapidement et régulièrement que possible, il existe au moins 
deux conditions préalables. 
La construction de modèles devrait être orientée 
dans le sens du développement faisant intervenir 
des équipes interdisciplinaires plutôt que conçue 
comme une activité de recherche pure. Elle nécessite 
une collaboration étroite entre spécialistes, de 
l'économie, de la recherche opérationnelle, de la 
sociologie, des techniques de gestion et des sciences 
du comportement. 
Une participation effective des enseignants, en 
particulier pour introduire les comportements réels 
dans les modèles ou pour clarifier le rôle des modèles 
dans les situations réelles. 
2. 2. Sy.6.tèmu d' J..n6oJcma.t.i..on J..n.tégtz.é6 
L'information est de plus en plus importante pour la 
gestion des universités. Elle est nécessaire à tous les niveaux de 
l'exécution, du contrôle et de la planification (la pyramide classi-
que), au niveau de l'établissement aussi bien qu'au niveau régional 
et national. Afin d'obtenir cette information, nous avons besoin de 
mettre en oeuvre des S.I., ce qui devient de plus en plus complexe 
et coûteux avec l'utilisation de 1 •ordinateur. 
Ceci est une déclaration de foi qui implicitement ou 
explicitement porte la thèse : le problème de la gestion est le 
manque d'information, si on arrive à interconnecter toutes les 
informations "pertinentes 11 on doit pouvoir gérer 1 •université d'une 
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façon rationnelle, heureusement 1 'ordinateur est là et il va résoudre 
nos problèmes, et comme il ne peut pas accepter des ambiguïtés, on 
doit identifier les problèmes et les fonctions, formaliser et codifier 
toutes les informations. Evidemment, les hommes placés dans ces 
fonctions sont capables d'exprimer les informations nécessaires pour 
prendre des décisions et réaliser leurs tâches. 
Ici, il ne s'agit pas de nier que 1 'ordinateur peut 
rendre aux responsables de la gestion (qui sont immenses) mais de 
critiquer la logique qui soutient cette thèse. On ne peut pas le 
faire mieux que ne le fait Milèse (~) ... "pour résumer la demande 
de 1 'informatique et la thèse du management qui 1 'accompagne, ~elles­
ci font l'hypothèse que l'information est en toutes circonstances 
un objet définissable ... "le concept de système d'information est 
devenu un concept fourre-tout ... il occulte de fait la problématique 
de l'information car, l'approche traditionnelle : 
- substitue la notion de "donnée" à celle d'information 
signifiante pour chaque individu ; ce qu'on bâtit, 
en fait, ce sont des systèmes de données ; 
- se limite aux données quantitatives et codifiables, 
par exemple les données comptables, budgétaires, 
techniques et commerciales, négligeant 1 'information 
qualitative, informelle, floue, associative ; 
- substitue la notion de besoin de données pertinentes 
à celle de désir d'information ; 
-ignore les langages propres à chaque niveau de l'en-
treprise et les transferts de signification d'un 
niveau à l'autre". 
Pour J. Mélèse, "le fond du problème" est : 
- qu'est-ce qui est infoPmation pour un individu particulier 
dans une situation donnée à un moment précis ? 
- qu'est-ce qui a de la signification pour Zui ? 
- quels sont ses desirs d'infoPmation ? 
-comment l'organisation conditionne-t-elle l'infoPmation 
et réciproquement. 
Faute de chercher la réponse à de telles questions~ on s'est 
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attaché à sérier et à codifier des besoins d'information en définis-
sant des systèmes d'information comptabZes~ budgétaires~ financiers~ 
" 
Ce souci de fractionnement~ de codification~ de quanti-
fication a conduit à bâtir des systèmes de données dont Ze contenu 
informationneZ~ pour Zes gestionnaires~ est souvent très faibZe par 
rapport à Zeur coût et à Zeur Zourdeur : Z 'information est passée à 
travers Zes maiUes du réseau formé par ces systèmes." 
La collecte des données n•est pas une fin en soi. Elle 
n•est qu•un moyen de faciliter la prise des décisions. De nombreuses 
techniques, pour la collecte des données existent, mais elles ne sont 
pas neutres. 
Le problème est encore plus aigu, quand on cherche des 
"indicateurs d'évaZuation de Z'efficacité" d•une université. Choisir 
une stratégie d1évaluation ne devrait pas dépendre d•une technique, 
d•une source d1 information ou d•une mode intellectuelle quelconque, 
mais de 1 •analyse des problèmes et de la nature des décisions à prendre .. 
Il ne faut pas s•étonner donc, du fait que tous les 
efforts déployés pour la conception et la mise en place des systèmes 
d•informations, basés sur le concept MIS, ont pu sécuriser les 
administrateurs, mais ils n•ont pas pu fournir des solutions aux 
problèmes que se posent les responsables de 1 •université. 
La question des indicateurs pour le contrôle reste 
ouverte, et les recherches doivent se poursuivre. Il faut trouver 
des variables de contrôle, en partant des caractéristiques du fonction-
nement de 1•université et des buts auxquels il doit répondre. L•en-
semble de 1•effort doit se fonder sur les conditions et les informa-
tions existantes, sur 11 la situation informationnelle .. de 11 établis-
sement et non sur des conditions hypothétiques ou une information 
idéale. Trouver des modalités de contrôle adéquates, et adaptables, 
c•est-à-dire comporter un système de .. mémoire .. qui leur permettra 
de s•ajuster aux circonstances d1 après 1 •expérience acquise. 
2. 3. PJtob.tè.meA de. c.on.c.e.pû e;t de. :teJtmin.o.togie. 
On aimerait souligner les difficultés rencontrées 
quand nous employons, pour parler des organismes universitaires, 
le langage propre à d•autres types d1 organisation. L•université 
est une forme très particulière d•organisation ; pour en parler, 
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les analogies tirées du domaine de 1•organisation industrielle ou 
politique sont peu satisfaisantes, voire impropres. L•isomorphisme 
n•existe pas. Toutefois, on doit constater 1 •unanimité qui règne 
chez 1 es théo ri ci·ens et chez 1 es pra ti ci ens sur un certain nombre de 
principes d•organisation. Ainsi, devant le besoin ressenti d•instaurer 
une gestion 11 rigoureuse 11 et 11 rationnellet' à 1•université, il était 
naturel d•essayer d•appliquer ces techniques efficaces des entre-
prises industrielles. Or ce transfert ne va pas de soi, et, à notre 
sens, peut expliquer la rupture entre les 11 technocrates 11 du ministère 
ou de 1•université d•une part, et les professeurs et étudiants de 
1•autre. 
On va présenter très rapidement les concepts d•Ansoff 
et Braudenburg pour une organisation efficace (ref. *)· Dans cet 
article, les auteurs présentent un cadre général 11 pour repenser 
1•organisation 11 • Nous pensons qu•il est assez caractéristique pour 
illustrer notre propos. 
Les auteurs font d•abord une distinction entre les 
activités logistiques ou productives, et les activités de gestion 
ou de planification. Les activités logistiques s•effectuent à 
l 1 intérieur de la firme en vue de convertir les ressources physiques 
et d•information en produits finis ou services vendus par l•entre-
prise à ses clients. 
dimensions 
Les activités de gestion sont structurées selon deux 
Types de problèmes que les dirigeants doivent résoudre, 
Processus de solution des problèmes utilisés par 
les dirigeants. 
La réalisation d 
trois éléments principaux : 
la stratégie choisie ; 
. la structure édifiée, 
. et la manière dont on fait fonctionner cette structure. 
Pour étudier 11 efficacité de 1 •organisation, ils 
regroupent une série des critères en quatre catégories d•attributs 
de 1 •organisation. 
-Le premier est 11 l•efficience en état stableu elle 
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doit caractériser le fonctionnement d•une organisation lorsque les 
niveaux et la nature de 1 •activité restent relativement stables au 
cours du temps. L•efficience dépend fortement de la configuration 
des éléments de 1•organisation du domaine logistique (précédures 
d•allocation des ressources, systèmes de rémunération, système 
d•information, objectifs et mode de contrôle de gestion), la struc-
ture optimale étant finalement celle qui produirait un niveau d•ac-
tivité spécifié au moindre coût, sur le plan de système de gestion, 
le problème majeur est la répartition des responsabilités de décision 
entre les divers minéraux par une décentralisation adéquate et le 
maintien d•un encadrement supérieure léger, avec juste assez de capa-
cité pour assurer la charge de décision à prendre. Il est évident 
que cet ••encadrement léger" doit se traduire en pratique par un 
nombre de personnes en relation avec les types et le nombre des 
décisions ; tableau 1. 
- La souplesse opérationnelle, concerne la capacité d•une 
organisation à effectuer des changements rapides et efficients dans 
les niveaux d•activité. Ces changements peuvent être nécessités par 
des modifications dans le niveau de la demande ou par les initiatives 
émanant des concurrents. La souplesse opérationnelle implique indis-
cutablement des caractéristiques opposées à celles des organismes en 
état stable. Par contraste avec 1 1état stable, la préférence va vers 
des décisions localisées "là oa se situe 1 •action" afin d•assurer de 
promptes réactions. 
- Le troisième critère est la souplesse stratégique, qui 
mesure la capacité de 1 •organisation à réagir à des changements dans 
la nature (plutôt que dans le volume) de son activité. La souplesse 
stratégique crée des exigences difficiles pour une structure d•orga-
nisation, mais qui sont très nettement fonction des impératifs 
d•adéquation plus ou moins rapides des moyens aux fins. Les conditions 
fondamentales à poser sont celles d•une capacité pour l•organisation 
à appréhender convenablement ès modifications et grandes tendances de 
1 •environnement de 1 •organisation pour les transformer en nouveaux 
objectifs opérationnels. Les critères permettant d•apprécier la qua-
lité de la souplesse stratégique de la structure sont résumés dans 
le tableau 2 (en annexe). 
- Le quatrième critère est celui de la souplesse struc-
turelle il mesure la capacité d•une organisation à se transformer, 
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aussi bien lorsque les changements de stratégie 1 •exigent que lorsque 
les activités logistiques évoluent. Quand les procédures de décisions 
sont susceptibles de transformation et d•amélioration par 1 •introduc-
tion du traitement informatique en ordinateur, les structures doivent 
pouvoir s•adapter à des conditions nouvelles de fonctionnement. 
Il reste à assortir ces quatre critères d•efficacité 
de deux critères de possibilités . 
. Possibilité économique ; elle se mesure d•après 1 •exis-
tence des ressources financières, humaines et physiques nécessaires 
pour créer et faire marcher 1 •organisation. A long terme, cette pos-
sibilité pourrait être ramenée à 1 •existence d•un financement suffisant . 
. Possibilité en ressources humaines ; elle est mesurée 
par 1 •accord entre les ressources humaines disponibles et les exigences 
de la structure. 
2.4. Tout le monde peut se mettre d•accord sur ces critères 
au niveau théorique (autant que 1•on puisse se mettre d•accord sur 
les définitions, 11 état stable 11 , 11 production 11 , 11 Structure optimale .. ). 
En examinant les caractéristiques des structures efficaces (tableaux 
1,2,3) on constate que 1 •université se trouve au plus bas niveau 
d111 efficacité 11 • Ainsi on essaye d•améliorer son 11 efficacité 11 en se 
basant sur ces principes (ou à des principes analogues). 
Or les concepts présentés découlent d•une logique propre 
aux entreprises industrielles. Dans le cas d•une entreprise privée, 
la sanction économique, concurrence, progrès technique, a un impact 
direct ; pour 1•université cette forme de sanction n•est que très peu, 
voire pas du tout ressentie. 
La rationnalité économique est une condition nécessaire 
pour la survie de 1 •entreprise, mais pas pour 1 •université. 
Le contrôle des finances pour prendre un exemple n•exerce 
en aucun cas des activités du type de celles que recouvre la fonction 
du contrôleur de gestion dans 1•entreprise ; pour le premier il s•agit 
de vérifier la conformité des dépenses aux budgets alloués, par poste 
budgétaire ; pour le second, il s•agit de s•intérogger sur 1 •efficacité, 
1•opportunité et les tendances d1 évolution des coûts. 
On se trouve devant deux types d•organisation, dont les 
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contextes sont très différents. Et ce qui est bon pour un contexte 
n'est pas forcément bon pour l'autre. En intervenant sur des aspects 
particuliers et isolés de 1 'organisation universitaire, avec le souci 
de la rationnalité économique on court vers 1 'échec le plus total, 
dans la mesure oQ on tient par contre le contexte universitaire dans 
sa totalité. On essaie de créer une structure "rationnelle" et 
"efficace", calquer sur le modèle des entreprises privées, et on est 
devant le "cycle pervers" (selon l'expression de B. LUSSATA). 
Techniques, Outils, Méthodes ) Structure j 
de gestion 
• 
Supposons que 1 'on puisse arriver, ce n'est pas du tout 
évident que la structure que 1 'on va obtenir soit adaptée aux missions 
et le rôle de 1 'université. Les réponses que l'on puisse donner aux 
interrogations relatives à 1 'efficacité des structures sont impossibles 
en l'absence d'une claire vision de ce qui doit être "1 'effet désiré", 
en d'autres termes à quelles stratégies et politiques, les objectifs 
fixés à 1 'université doivent répondre. 
Schéma 1 
Le schéma qui suit montre le "cycle normal". 
1 ENVIRONNEMENT 1 
+ + + 
FINS DE L'ORGANISATION 1 
+ 
1 STRATEGIE CHOISIE l 
+ 





On pourrait résumer les faiblesses et les difficultés 
auxquelles sont heurtés les modèles jusqu•à maintenant à deux points 
- non prise en compte du contexte intérieur et/ou extérieur 
spécifique à l'université. 
- confusion entre : 
la complexité due au nombre de variables à 
prendre en compte 3 
• complexité due à l'existence de plusieurs niveaux. 
c•est une distinction très importante. Inclure ou exclure 
des variables ou un processus du modèle est souvent moins important 
que de négliger des variables ou des processus qui, pendant une 
période historique, sont susceptibles de maintenir, de modifier les 
relations déjà considérées à la description de la situation. 
Le passage d•un système universitaire à 1•autre est 
impossible si sa réalité du moment n•est pas analysée et fouillée 
en elle-même. Or 1 •examen de la situation actuelle nécessite une 
méthodologie de description (ou d111 interprétation 11 comme dit 
J.L. LEMOIGNE) d•un langage permettant de cerner et formuler les 
problèmes. La rationalité dans le domaine de la 11 maîtrise 11 de l•uni-
versité, consiste à trouver des associations adéquates entre la 
situation à mattriser et les modalités ou instruments disponibles. 
Malgré toutes ces difficultés, on est obligé de continuer à concevoir 
des modèles ; c•est par là que passe le chemin vers le progrès ne 
serait-ce, comme dit BATISON (* ref) que parce que : 
11 La première chose à faire pour échapper au péché est 
de multiplier les fautes ... , on pourra plus suivre une ligne de 
pensée ou de conduite au moment où les absurdités qu•elle engendre 
deviennent évidentesn. 
Il nous semble nécessaire de développer des théories et 
des modèles qui rendent compte de la structure et le comportement 
de 1•université à des contextes différents et à des périodes diffé-
rentes et qu•ils puissent englober des modèles 11 locaux 11 • 
De tels modèles doivent accomplir trois tâches 
1. distinguer ou identifier les contextes ou les proces-
sus contextuels qui sont pertinents à 1 •université. 
53 
2. Préciser les relations entre les conditions externes 
et les propriétés qui caractérisent la situation. 
3. Fournir des règles (mode d•emploi) qui indiquent 
quand il faut utiliser un type de modèle et quand 































E o oit:Uenc.e en état .6:tabR..e 
Economies d 1 échelle 
Economies de talents et de frais généraux (synergie) 
Capacité ajustée à la demande 
Coûts minimum de transport logistique 
Activités logistiques situées dans des zones à 
faible coût de matière et de main d 1 oeuvre 
Activités logistiques situées là où se 
trouvent les ressources de base 
Décisions situées à des niveaux où toutes les 
options importantes sont perceptibles 
Décisions centralisées à des niveaux permettant 
la coordination à des échelons inférieurs d 1 acti-
vités liées · 
Décisions décentralisées à des niveaux où 11 opti-
misation locale conduit à une optimisation globale 
Capacité de gestion : minimum exigé pour faire 
face à la demande (minimisation du rapport : 
indirectement productifs/directement productifs) 
Normes de performance explicite (si possible 
quantitatives) 
Gestion par les écarts 
Ré.ac..tion au niveau opé.na.tionneR.. 
Faibles délais de transfert entre activités logistiques 
Communication entre fonctions logistiques 
Réserve de capacité de traitement de 1 •information 
Produits disponibles sur les lieux où se trouvent 
les marchés 
Stocks équilibrés 
Système interne d 1 information de gestion 
Système d 1 information concurrentiel 
Décisions décentralisées au niveau de 1•action 
Décisions centralisées au niveau exigé par 
l 1 introduction de changements effectifs dans 
1•activité logistique 
Répartition claire des décisions 
Délais de réaction rapide des décisions 
Réserve de capacité de décision 
Plans d•urgence pour des changements dans 





























Soupi.v.,;., e. .6bta.:té.glque. 
Percevotr les menaces et possibilités en matière 
de produits/marchés 
Création interne d'initiatives stratégiques 
Communication efficace à la Direction des risques, 
des chances, et des initiatives à prendre 
Minimum de conflits entre activités stables et 
innovatr~ces au sein de chaque fonction 
Transfert de produits nouveaux de fonction 
à fonction 
Capacité adéquate d'innovation 
Capacité de transférer les actifs vers de nou-
veaux produits et de nouveaux marchés 
Capacité de transférer personnel et matériel à 
des produits et marchés nouveaux 
Milieu de travail suscitant l'innovation 
Système d'incitation à des innovations 
structurelles 
Système d'information stratégique 
Formulation claire des objectifs et des priorités 
Formulation de la stratégie 
Communication de la stratégie à la fonction 
logistique 
Evaluation des initiatives stratégiques 
Système pour transférer l'innovation d'une 
fonction à une autre 
Soupi.e6.6 e. .6btuc..twte.Ue. 
Suivre les techniques de production 
Susciter des changements dans la technique 
de production 
R-D de techniques de gestion 
Structure modifiable (extension-contraction) 
Possibilités de restructurere les actifs 
Milieu de travail suscitant 1 'innovation 
Système souple de promotion 
Système d'incitation à des innovations structurelles 
Système institutionnalisé de formation et de 
promotion du personnel et des cadres de direction 
Suivre les techniques de gestion 
Ouvrir des circuits multiples d'information pour 
la direction 
Prévision des besoins de changement 
Evaluation des changements proposés 
Concertation dans les décisions de changements 
structurels 
Participation du personnel logistique aux décisions 

















TABLEAU 2 (.6LLU:e.) 
Saupie.M e. .6tJuttég-i.que. 
Répartition claire des décisions stratégiques 
Capacité de changement stratégique chez 
la Direction 
Système de rémunération encourageant 
l'innovation stratégique 
Sa upiu .6 e. .6:tAuctuJLe.Lee. 
Capacité de la Direction à opérer des 
changements structurels 
Système de rémunération incitant à 
1 'innovation structurelle 
Système de promotion souple 
CHAPITRE 3 
THEORIE DES SYSTEMES 
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3. 1. Le p!r.oc.e6.6U.6 de modê.Wa..ti..on 
L'Université est un lieu stratégique pour la société 
car s'effectue la recherche et 1 •enseignement, la production et 
la reproduction des connaissances et des professions. 
Les outils éconimiques néoclassiques paraissent particu-
lièrement inadaptés pour l'étude d'un domaine d'activité non pro-
ductif, les études de coût, de consommation ne sont ici que des 
techniques incapables d'expliquer le fonctionnement de l'Universi-
té, et il va de même pour des théories classiques des organisations. 
Or on ne peut pas poser les sous problèmes et trouver 
les bonnes solutions si l'Université et son contexte ne sont pas 
compris. Il faut d'abord comprendre, ensuite diagnostiquer, enfin 
prescrire ; et comme on écrivait au dernier chapitre pour refaire 
on ne peut pas ~ passer des modèles. 
se. 
La science commence en pratique par l'observation et la 
collecte des données, les données sont des faits dus à une situa-
tion et c'est elle qui compte, mais son but fondamental est de 
découvrir une organisation des choses, une structuration des faits. 
C'est la compréhension de telles structures qui nous donne la ca-
pacité de prédire. 
Devant une partie de la réalité, l'esprit se fait une 
représentation; c'est l'interprétation personnelle de la situation. 
C'est le modèle de la situation il n'a même pas une existence phy-
sique, c'est une idée. On l'appelle modèle conceptuel :MC(*)· Le 
modèle conceptuel du scientifique se fonde sur une analogie avec un 
domaine de la science. Evidemment l'analogie scientifique autant 
que le modèle conceptuel, doit elle aussi correspondre à la situation. 
( *) .6 6. BeeJr.. Vevi.6ion a.nd ContJw.e. 
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On peut citer Boulding : 
"When a man is faoed with an empirioaZ sy_stem of some kind~ 
he has an u:noontroZZabZe UI'ge to produoe a mentaZ system 
or an image in his whisoh is a modeZ or an ea:pZana-
tion of the empirioaZ system he enoounters. ErrrpirioaZ sys-
tems in the outside wouZd ave very oompZex and~ as we aZZ 
know~ it is extremeZy hard to fsud out what is their systé-
matique natUI'e. It is not surprising~ therefore~ that we 
argue by anaZogy from systems we know~ to systems we think 
we do not know ". 
La science contribue à la formation du modèle conceptuel 
et fournit des langages L, qui combinés avec celui-ci permettent de 
former un modèle scientifique : MS, de la situation réelle. Le modè-
le scientifique fourni à son tour des techniques : T, qui permettent 
de manipuler la situation réelle. Le modèle a quelque chose de commun 
avec une hypothèse sur le fon~tionnement du système, et aussi avec 
une théorie des règles qui régissent la situation. Mais une différence 
de nature le sépare de ces concepts traditionnels. 
En effet le modèle est une représentation avec 1 aquelle on 
peut opérer. 





( * J - S.ta.6. Be.Vl. Ve.wion and ContJto.t 
- Mdlw66 and Betz : Orr. managing .o ue.rr.c.e. in :the. sy.o.te.m.o Age.. 
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(1) Conceptualisation : la capacité de "fonnuler" des problèmès 
intéressants 
(2) Modélisation : formulation des relations signif4catives à l 1 in-
térieur d•un système de pensée abstraite 
(3) Solution du modèle : la capacité de déduire des conclusions 
significatives d1 un modèle 
(4) Mise en oeuvre : la capacité de réaliser et de mettre en oeuvre 
des changements significatifs 
(5) La vérification de la correspondance de la solution à la réalité 
(6) Validation : examen permanent pour évaluation du modèle scienti-
fique 
Notons que ce processus n•est pas requentiel, notamment la 
mise en oeuvre est une activité qui doit être en permanence sur les 
quatre points du diagramme. 
Dans ce chapitre, on va préciser des notions et des concepts 
lesquels vont nous fournir une grille d1 analyse adaptée à 11 universi-
té, en tenant compte des critères que 1 •on a posé à la fin du chapi-
tre trois. 
Ce cadre conceptuel que 1 •on va utiliser comme outil métho-
dologique est 11 approche-système • 
. par les définitions théoriques : il doit nous fournir 
des types de caractéristiques générales qui permettent 
de poser des questions pertinentes sur l 1 Université . 
. mieux comprendre le contexte spécifique à 11 Université 
et pouvoir utiliser "le bon outil au bon moment". 
Note:· dans le processus de modélisation que 1•on vient de décrire, 
notre démarche consiste à enrichir le réservoir L. 
3. 2. Vé.6ht.Ui.on de. R.a noUon du .6y.6.tème. 
Comme bien des disciplines nouvelles dont la terminologie 
n•êst pas encore assurée, la théorie des systèmes est ambigüe et 
recouvre des réalités très différentes les unes des autres. 
On va commencer par bien définir la notion de système 
parce que ce vocable s'applique à de nombreux concepts et que les 
théories qui en découlent n'ont que peu de rapports entre elles. 
On ne saurait par conséquent appliquer sans risques d'erreurs 1 •une 
d'elles à un domaine qui ne lui est pas réservé. 
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L'on sait à ce propos tout le mal qu'on pu faire dans 1 'en-
vironnement de l'Université des théories valables dans un milieu 
strictement scientifique ou technologique. L'échec de nombreuses ins-
tallations informatiques, celui des précisions de certaines économis-
tes, dus le plus souvent à la rigidité de leurs modèles de simulation, 
montrent assez qu'avant d'appliquer une théorie, il faut se préoccu-
per de l'opportunité et de l'adaptation du modèle à son domaine. 
Une première définition est celle donnée par Mesarovic. 
Un système peut être conçu comme un ensemble : 
1) d'objets formels définis implicitement 
2) de transformations élémentaires 
3) de régler qui forment des séquences 
4) de propositions précisant les formes initiales des ob-
jets formels. 
On retrouve les réflexions épistimolQgiques qui sont utili-
sées à la construction des théories mathématiques : axiomes~ dériva-
tions et règZes d'écriture. Il arrive un moment où l'on ne peut défi-
nir un système par les éléments qui se présentent comme l'indique le 
4°), sous certaines formes initiales évoluant dans le temps. 
Cette définition est très proche de celle que propose les 
théories axiomatiques des mathématiques. Il y a des axiomes qui ne 
sont autres que des propositions diviser arbitrairement. C'est à par-
tir de celles-ci et grâce à un certain nombre de r~gles d'écriture, 
d'expansion et de dérivation, que découlent les théories. Il faut se 
rendre compte que les responsables de la gestion ont des conceptions 
de leur organisation qui se réduisent à des systèmes de ce type, avec 
la différence que les axiomes ne se trouvent pas derrière, mais de-
vant eux: ce sont les objectifs de l'Université. Lorsqu'on analyse 
les activités avant de remonter aux finalités, on se livre en fait 
à une validation des propositions. A l'origine de cette opération 
se trouve les questions :pourquoi ceci, pourquoi celà? •. 
Il arrive cependant un moment où l'on est conduit à répon-
dre simplement "parce qu'il en est ainsi". L'on abouti à des axiomes 
que sont les finalités de l'Université. Le rattachement fautif des 
objectifs (lés théorèmes des logiciens) aux finalités ou des défini-
tions implicites (axiomes et postulats) peuvent conduire à des con-
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flits dans 11 Université, en outre l 1 Université.et la société.· 
Lorsque les propositions sont fournies par rapport aux axiomes, on 
a un système à finalités contradictoires. 
3.2.1. Véôinitian cybetnétique- 1n6a~atlan 
Une autre définition est celle donnée par KLIR et VALLACH 
(*)· La plupart des auteurs partagent avec eux la définition qu•ils 
ont donnée, quitte ensuite à la complexifier. Un système en effet 
serait constitué simplement par un doublets= (A, R). A est l 1 Uni-
versité du système c•est-à-dire 1•ensemble des éléments qui le cons-
tituent. R est la caractéristique du systèmes c•est-à-dire 1 •ensem-
ble des relations qui lient ces éléments entre eux. Un ~nsemble est 
pris dans un univers dans lequel coexistent 1•ensemble ü et l•en-
semble non A. Le complémentaire de A c•est 1•environnement du sys-
tème : E. setE sont en intéraction ; la manière avec laquelle S 
influence son environnement et vice versa dépend, en général des 
propriétés du système et de la manière que 1•environnement agit sur 
le système. En général quand on étudie un système on tient compte 
un nombre fini de relations entre le système et son environnement, 
ainsi ils distinguent 1•environnement substantiel : (ES) c•est-à-
dire un nombre limité d1éléments de l'environnement qui nous intéres-
sent. Ils proposent la classification suivante en fonction du type 
de relations que le système et 1•environnement établissent: 
• système abso7.:wnent fermé: par d1 intéraction avec 11ES . 
. système relativement fermé : il y a des canaux à tra-
vers lesquels le système agit sur l 1environnement et des 
canaux à travers lesquels 1 'environnement agit sur· le 
système ; et ces canau~.sont bien définis • 
• système ouvert : on considère tous les effets possibles 
de l'environnement sur le système et vice versa. 
Dans leur ouvrage, ils considèrent les systèmes qui sont 
reLativement fermé : les systèmes fermés du point de vue d1échanges 
de matière et d1énergie, mais relativement fermé du· point de vue 
de leurs échanges d 1 information. 
Tous les effets de 1•environnement sont des stimuli (in-
put) et en effets du système sur 1•environnement des réponses (out-
put). 
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Dans chaque système on distingue deux propriétés de base. 
1. son comportement 
2. sa structure 
Le comportement est la dépendance des réponses aux stimuli, 
et par structure on signifie l'organisation des éléments du systè-
me. 
Klir et Vallach traitent .les systèmes cybernétiques c'est-
à-dire ils examinent les systèmes du point de vue des échanges et 
information. 
L1 information est le concept central de la cybernétique ; 
la relation entre cybernétique et information est analogue à la re-
lation entre la méthématique et le concept de nombre. 
En fait l'information est parmi les concepts clés de tou-
tes les théories des systèmes. 
Dans les cas les plus generaux, t'info~tion est ta mesu-
re de t'organisation du système ; or la relation entre 1 'organisa-
tion et l'information n'est pas encore dominée. La difficulté prin-
cipale est que 1 • information dépend non seulement de la "qt~aYttité" 
d'information mais aussi de la quaUté. Quand on met en relation 
deux systèmes, t'organisation de t 1WL constitue une information pour 
t'autre. Il apparaît que la quantité d1 information est donnée non 
seulement par la quantité d'organisation de deux systèmes considé-
rés séparément, mais à un très grand degré, des relations mutuelles 
entre les deux. La quantité d1 information dans un signal n'est pas 
donné par l'organisation en absolue du système physique qui forme 
le signal, mais aussi par te niveau de résotution utitisé pour 
t'appréhender. Un système donné reçoit de l'information quand son 
environnement agit sur lui par des stimuli qui augmentent son orga-
nisation. Chaque système est capable de recevoir directement cer-
tains types de signaux seulement (sélectif à la réception des si-
gnaux) et il peut les recevoir seulement à un niveau donné de ré-
solution. 
Si à l 1 arrivée d'un signal à l'entrée d'un système, l'or-
ganisation du système change et reste changé même quand le signal 
n'agit plus, le système "mémorisé" l'information contenue dans le 
signal ; si dans le système l'organisation se modifie, l'informa-
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tion est traitée, si l'organisation introduite est déplacée sans 
modification, on parle de transfert d'information. 
-Si le système transfert une partie de son organisation à 
l'environnement ou vice-versa. On parle de contrôle. 
On voit dans ce contexte que Ze mot "contrôle" est l'at-
tribut d'un système. Le système,on peut l'imaginer comme un réseau, 
les arcs (liaisons)qui forment notre réseau sont les communications 
et les sommets les éléments. L'état des arcs reflète l'information 
dans le système. La structure des communications et la nature des 
informations qui les traversent déterminent un moment donné 1 'état 
du système. Ainsi la nature et la dimension du contrôle exercé est 
révélée par le comportement de ce réseau (*) 
c'est 
Selon E. Morin (**), dans cette façon de voir de la cy-
bernétique que l'on trouve son originalité: 
11 la première originalité de la cybernétique a été de con-
cevoir la communication en termes organisationnels ; la 
communication constitue une liaison organisationnelle qui 
s'effectue par la transmission et l'échange de signaux 
la seconde originalité de la cybernétique est de lier 
communication et commande informationnelle ... 
L'organisation du système lie des éléments (évenements 
ou individus ou groupe d'individus) et ces éléments internes ou ex-
ternes et quelle que soit leur nature transportent de l'information 
et cette information peut augmenter l'organisation du système ou de 
le désorganiser si elle ne peut pas être comprise, (bruit). 
Dans cet ordre d'idées on va étudier la relation entre 
émetteur-récepteur. On suit la notation et l'exposé du 
Klir-Vallach. 
On considère trois systèmes A, B, C le système A doit in-
former B sur C (B récepteur, C émetteur). 
La situation se présente de la manière suivante : pour que A puisse 
communiquer à B des informations concernant C, A doit possèder ou 
acquérir cette information, ainsi il est en contact direct ou indi-
rect avec C. Le système A observe C ou C émet des signaux qui sont 
'---C---'1------~~ A 
( *) SJ). Be.eJL Cybvune.:ti.C!.l a.nd Ma.na.geme.n-t 
( **) E. Mo!U..n "La. Méthode." 
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reçus par A, ces signaux fournissent à A la base pour fournir l 1 in-
formation sur C. Ainsi le système A joue le rôle de médiateur entre 
B etC. Pour que le système A puisse passer l 1 informatton à B, il 
y a deux conditions qui doivent être remplies. 
1. A est capable de stocker les signaux (au moins momenta-
nément, ainsi il doit posséder une mémoire. 
2. A doit pouvoir restituer, au moment approprié les si-
gnaux stockés dans sa mémoire. 
Le cas le plus simple : A joue le rôle de transit, les 
signaux dans leur forme d•origine passent à travers lui sans modifi-
cation (ex : une bande magnétique, un film photographique ... ) 
Si A est plus compliqué, il est muni des dispositifs pour 
le traitement des signaux reçus et dans ce cas A doit possèder des 
instructions et/ou des méthodes et/ou des règles et/ou des program-
mes de routine. On dira que le système A incorpore certaines règles 
R selon lesquelles traite les signaux. 
L1 information concernant C, qui passe par A est basée sur 
les signaux stockés dans la mémoire de A et consiste des signaux re-
çus de C traités selon les règles R. Ces deux types des signaux, 
stockés en mémoire forment un système qui est le modèle de C dans 
A; on 1•appelle modèZe propre de C dans A (c•est-à-dire signaux re-
çus de Cet signaux traités). Pour l 1 instant on laisse à côté la di-
mension temporelle. 
Regardons maintenant de plus près le type de signaux uti-
lisés par A pour construire Ze modèZe propre de C. Il se peut que 
A ne soit pas en contact direct avec C ; il y a un certain nombre 
de systèmes qui s•intercalent et A agit sur la base des signaux 
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Le système A ne peut pas vérifier directement la validité des si-
gnaux qui lui arrivent comme émanant de C. Parmi les règles R (i.e. 
celles qui déterminent le traitement des signaux reçus par C) le 
système A doit possèder la capacité de 11Sélection 11 en isolant les 
signaux qui ne concernent pas C. On va noter RS les règles de solu-
tion de A. Ces règles de sélection sont une propriété de A. A partir 
du moment où A applique ces règles, c'est son affaire de dérider si 
les signaux qui lui arrivent concernent vraiment C ou non. Du point 
de vue de l'observateur A est un système qui a sa propre attitude 
concernant les signaux qu'il reçoit. Evidemment il faut comprendre 
"sa propre attitude" : A choisit et évalue les signaux reçus selon 
les règles R et RS. On est devant une situation de "prise de déaision" 
et traitement des décisions qui dépend uniquement de A. 
Résumons : A est un système qui reçoit des signaux prove-
nant de C, ou concernant C ; C est le système pour lequel 
A doit fournir une information. 
Définition : le modèle propre, CA, de C dans A est un ensemble de si-
gnaux, reçus, traités et stockés dans sa mémoire par A comme signaux 
concernant C. 
Du point de vue du système A, CA est formé subjectivement ; 
a'est un modèle qui simule C dans A. 
Le transfert du modèle propre CA vers le système B. 
On a considéré le modèle propre dans A comme un substitut 
de C : CA est un modèle de C dans A. Quand le système A est interro-
gé sur C, les réponses qu'il fournira seront en relation avec CA. 
(A ne communique plus avec C). La situation est maintenant compliquée 
1. CA ne correspond forcément à C, ou approximativement ou 
il est l'image fidèle ; ainsi Brisque d'être mal infor-
mé. 
2. Le système A à CA tout prêt ; i 1 peut transmettre l'in-
formation à B, mais pas forcément avec le même type de 
signaux et dans le même ordre que lui a utilisé pour la 
construction de CA, et en plus s.'il a effectué ses pro-
pres transformations, il les transmet incorporés à l'i-
mage qu 1 il va envoyer à B. Ainsi avec 1 'intéraction de 
A et B le modèle CA est transféré graduellement ou ins-
tantanément à B mais par des signaux différents de ceux 
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qui ont été utilisés pour sa construction dans A. Le 
fait que B utilise les mêmes règles, R, pour la cons-
truction de CB ne garantit pas que le modèle de C dans 
B sera le même comme dans A. 
3. Finalement même si le même modèle propre de C dans A 
et B est le même, les deux systèmes ne vont pas l 1 uti-
liser de la même façon. Ceci est très important à pré-
ciser, puisque dans les cas compliqués, quand, par exem-
ple les systèmes sont des hommes, on peut apprendre 
qu'est-ce que c'est le modèle propre seulement en po-
sant des questions~ or les réponses que l'on peut rece-
voir concernant le modèle propre sont fonction de l'usa-
ge que chaque système fait du modèle propre. 
4. L1instrument pour le transfert des modèles propres est 
le langage. Il parait évident que les systèmes doivent 
comprendre le même langage. 
Ce développement théorique peut nous faire rendre compte de toutes 
les distorsions d1 information--{Jui sont véhiculées dans l 1 Université, 
qui en fait sont dues à des perceptions différentes. La signification 
de 11 information a un espect global et historique car elle émerge 
des représentations mentales de tout individu qui est 11 informé 11 tout 
au long de son histoire, par 1•ensemble des signaux qu•il perçoit 
et le contexte dans lequel les signaux d•une part et lui-même de 
11 autre se trouvent (Ze contexte du signal est un métamessage qui 
clarifie le signal). 
c•est ainsi que les modèles propres que chaque universi-
taire fait d•une situation qui peut concerner, 1•enseignement, la 
recherche, 1 a réparti ti on des ressources, les objectifs ,en généra 1 
de 11 Université, sont rarement en concordance avec les modèles pro-
pres des autres. 
Au plan de la gestion, ceci, .nous indique qu 1i1 ne suf-
fit pas d•avoir un modèle propre fidèle de l 1 Université, mais il 
faut aussi que tous les autres intéressés le partage. 
La confrontation des objectifs des différentes unités pré-
sente un caractère complexe car elle prend en compte la notion de 
conflit, de temps et d1 information dont 1•un des rôles consiste à 
rendre plus claire 11 interdépendance des objectifs. 
Critère 
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' Cette discussion abstraite constitue la base théorique du 
modèle de planificat.ion décentralisée que l'on propose plus loin. 
L'analyse de la structure du système décentralisé ~asse par celle 
du système de décision de ses unités composantes donc de 1 'échange 
d • information. 
Un caractère fondamental d'une organisation décentralisée 
est le rôle central qui y est donné à l'information. Kornai (*)a 
essayé de systématiser ce besoin d'information en distinguant deux 
types de structure d'informations : la structure simple, qui corres-
pond à la conception classique que l'on se fait dans un modèle éco-
nomique, et la structure complexe où l'information apparaît comme 
une composante de la procédure de planification. L'information y est 
considérée à la fois comme un moyen et comme objectif. 
Structure simple de 1 'infor-
mation 
Structure complexe de 
l'information 
1. Nature de l'information Prix ou quantités physiques Prix ou tout autre indica-
teur 
2. Emetteur de l'informa- L'émetteur est unique et peut 
tian être anonyme 
3. Processus d'élabora-
tian de l'informatop, 
4. Information dans le 
temps 
5. Degré de finesse de 
1• information 
Processus mécaniste 
L'information est simultanée 
à l'évènement dont elle est 
le reflet 
Un seul degré de désagréga-
tion 
Les émetteurs sont multi-
ples et connus 
Processus autogénérateur 
à information croissante 
L'information peut être du 
domaine de la prévision, 
de la description ou de 
1 'interprétation explicati-
ve. Elle peut donc être an-
térieure, simultanée ou 
postérieure à l'évènement 
Possibilités de plusieurs 
degrés de désagrégation 
La décision est une initiative qui accroit la quantité 
d'informations du système, la décision étant génératrice d'informa-
tion qui, elles-mêmes entraîneront de nouvelles prises de décisions. 
( *) An.:üe.quib-i.wn J. KaltnCU. 
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Dans l'organisation décentralisée, les unités de décision 
peuvent communiquer aux autres niveaux des informations concernant 
leur fonction d'évaluation et leurs contraintes, ou d'une façon gé-
nérale, les motivations de leur comportement, ainsi que des appré-
ciations concernant les décisions à prendre par les autres niveaux. 
De même elles peuvent aussi recevoir des informations sur les com-
portements des autres niveaux. 
Donc si nous considérons une unité A, ses relations avec 
les autres unités sont de trois types : 
relation de A avec les autres unités de même niveau. 
Les différents transferts d·'information sont l'occasion 
d'un processus d'apprentissage entre unités. 
relation de A avec les unités de niveau supérieur 
- relation de A avec les unités de niveau inférieur 
Voici comment on peut formaliser ces transferts en utili-
sant la théorie des équipes de Marchak. 
Introduction X, ensemble de tous les états possibles du 
système considéré. Par"état du système" nous entendons une con fi-
guration quelconque de tous les paramètres dans les fonctions d'é-
valuation et le domaine des contraintes relatif à chaque unité du 
système. 
Soit Y l'ensemble dés règles de négociation possibles 
entre unités à un même niveau, par exemple, l'ensemble des modes de 
répartition possibles des ressources. 
L'unité A du niveau n (n = 1, 2, •.• , N) reçoit d'abord 
les informations concernant les paramètres des unités des autres 
niveaux et du sien propre. Cette information ne dépend que de l'é-
tat du système ~X et est notée J = n (x) ; n constitue la structu-
re ou fonction d'information, celle-ci traduit l'appauvrissement 
de l'information au cours de sa transmission, c'est-à-dire la part 
de connaissance que l'unité 'A ·peut recevoir sur l'ensemble de pa-
ramètres qu'elle voudrait connaître. Ainsi deux états n (x1) = n (x2) 
apporteront la même information à l'unité A. 
Toute fonction n défi nit sur x une parti ti on cons ti tuée 
des parties de x dont les éléments donnent la même image par n. 
Formellement : 
x = ux. ' 1 
Ï€1 
et pour tout 
Jl 
X. •. n .x. = 4> 
1 J 
i ;tj 
X;, x et x'EX; <=> n (x) = n (x') 
On peut classer les structures d'information par une relation d'or-
dre partiel. Si n1 et n2 sont deux structures d'information n1 est 
dite meilleure que n2 si la partition X = ~ X~ engendrée par n1 est 
plus fine que la partition x = u x~ engendtée par nz· j J 
L'unité A est tenue au courant des décisions prises par 
les autres niveaux. A partir de ces décisions elle tente de déduire 
comment les conflits entre unités aux autres niveaux ont pu se ré-
soudre. Elle se construit donc une structure d'information ~ sur y. 
Finalement, l'information dont dispose chaque unité est rés1.111ée par 
la relation Z = {z = (n (x), ~ (y) /XEX, YEY}. 
C'est donc cette inform~tion Z qui intervient directement 
dans la fonction d'évaluation et les contraintes de 1 'unité. 
Ce processus d'échange n'acquiert de signification que dans 
un cadre dynamique, où ont lieu de nombreuses itérations. En effet 
à chacune d'entre elles, les niveaux transmettent les informations 
dont ils disposent. L'intérêt de ces itérations est de permettre aux 
structures n et ~ de chaque unité désaméliorer. 
Pour les itération k et k + 1 on aura ainsi 
nk+l meilleure que nk (nk+l > nk) 
~k+l meilleure que ~k (~k+l > ~k) 
Ceci se traduit dans les faits, par une augmentation du nombre des 
indicateurs z qui constituent 1 'ensemble d'informations Z.de l'unité 
A. Il en découle indirectement un changement de comportement de l'u-
nité A, laquelle, plus consciente des conséquences de chaque déci-
sion, affine son modèle de décision au fur et à mesure des itérac-
tions. 
D'autre part, on peut supposer que 1 'amélioration permanen-
te des ensembles d'information Zk doit permettre 1 'émergence d'un 
consensus progressif. 
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On passe maintenant à un autre point de vue, en présentant 
la définition, que Johnson, Kast et Rozewzweig ont proposé pour le 
système. 
11 Un ensemble ordonné de composantes projeté pour accomplir 
un objectif particulier con fonnément à un p 1 an. 11 
Cette approche est plus spécifique que .celles présentées jusqu'à 
présent. 
Un système est d'abord un ensemble ordonné : en effet si 
nous admettons qu'il forme un groupe de relations, c'est qu'il exis-
te en son sein un certain ordre remarquons par ailleurs qu'il n'est· 
pas nécessairement composé d'éléments simples, mais aussi de parties, 
qui sont à leur tour des systèmes ou des agrégats : d'une manière 
plus large, on les appelle des composantes. 
Qui dit objectif sous entend système à but, c'est-à-dire 
qui satisfait à un état donné, à un temps donné. Deux systèmes ayant 
deux objectifs différents ne sont pas identiques, et un système qui 
doit accomplir deux objectifs contraires est du fait un ensemble de 
deux sous systèmes, s'ils ne peuvent être englobés dans un objectif 
d'ordre supérieur~ iZ faudrait même parlé de systèmes aonfZiatueZs. 
L1 ensemble peut être projeté pour accomplir cette finalité 
en diverses manières. Mais si pour atteindre un but particulier les 
responsables de l 1 Université par exemple, attendent passivement que 
telles ou telles circonstances soient réunies, il ne s•agit pas d'un 
système. Il faut que l'ensemble des éléments qui relient 1 'état ac-
tuel à l'état but soit ordonné et explicité. L'activité de planifi-
cation correspond à cette définition. 
3. Z. Z. Vê.6-Lnlii.on6 ma-thê.matiqucu e;t phyJ.J-i.qucu du .6y.6.tème. 
Un système est 11 une çonstruction explicative dont la matiè-
re est un ensemble arbitraire et révisable d'éléments de témoigna-
ge sensible aboutissant à des rapports entre des qualités choisies 
des objets 11 (*). Ainsi quand on veut analyser une situation, l'on 
fait des choix arbitraires, qui peuvent être modifiés s'ils ne don-
nent pas les résultats espérés. Les impressions subjectives sont 
fondamentales. 
Ensuite il donne un certain nombre de définitions de base. 
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. Les objets témoins : sont ceux qui possèdent les qualités sensi-
bles recherchées dans un état. Lorsque nous essayons de qualifier 
un état, de dire par exemple si un objet est bleu ou rouge nous 
faisons toujours appel à la comparaison avec un objet~témoin. Sans 
ces objets témoins, 1•on n•arriverait pas à identifier les états 
ou même à les écrire . 
. Une échelle R : est une suite ordonnée d1 objets témoins ou 
11 S ca 1 ogramme 11 • 
• L•espace de phase E. Soit un système donné de n qualités toute 
observation est un n triple d1 éléments. L•espace des phases est 
donc bien défini par toutes les combinaisons entre toutes les qua-
lités possibles Rn • 
. L1 affixe : du système est un point de 1•espace de phase. c•est un 
vecteur d1 observation isolée qui a n qualités, pris dans une échel-
le R . 
• Le temps Test la qualité d•un système dont les observations répé-
tées ne donnent jamais le même affixe. Si un système donne toujours 
le même affixe. Le temps ne joue pas pour lui. Les systèmes dont les 
affixes ne reviennent pas plusieurs fois s•appellent des gardiens du 
temps • 
• Evolution : une application de T dans E, oa T le temps et E 1 •espa-
ce de phase . 
• L1 Université de phase : c•est le produit cartésien E x T. c•est le 
système pris globalement. Il n•a bien entendu ni passé ni avenir 
(mais le plus souvent on a recours à des systèmes de projection) . 
• Un point ·d•univers : est un affixe observé à un temps t. c•est 
toute observation qui est assorti d1 une date. 
Les automaticiens nous ont fourni aussi une série de concepts (en 
Kalman, Wym Q"e) 
L1état du système est la quantité d1 informations minima-
les nécessaire pour en prédire le comportement ; le sys-
tème en effet a des inputs, qui sont les forces qui agis-
sent sur lui, et des outputs ou sorites qui sont les va-
riables mesurables directement. On ne saurait parler de 
système si on ne peut pas le mesurer ou le voir. L1 état 
du système est en fin de compte ce qui permet de savoir 
quelle sera la variable à mesurer à tel temps. Plusieurs 
lois permettent de prévoir comment évoluera un système : 
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le principe de causalité qui repose sur 11historique, et 
le principe de finalité qui tente de découvrir les buts 
du système. 
Un système dépend à la fois des fonctions de transition 
qui mènent d•un état à un autre, et des fonctions de trans-
fert qui elles mènent des inputs aux états. 
Jusqu•ici nous avions des inputs, des outputs, des états 
que nous connaissions exactement alors que la plupart du 
temps il n•en est rien et que nous sommes obligés de les 
exprimer en langage de probabilité. Nous avons ainsi des 
systèmes dont ltenvironnement est aléatoire. Il peut aussi 
exister des systèmes dans lesquels c•est 1•espace des états 
qu•il est aléatoire. Ce sont les systèmes à fonctionnement 
stochastique. 
3.2.3. Vé6~on biologique 
Nous avons défini le système comme comprenant un ensemble 
qui dit ensemble en sous-tend le.complémentaire. Il y a donc une sé-
paration nette entre le système et l 1 environnement qui peut être 
symbolisée par une membrane. Ce peut être un élément physique (des 
murs) ou quelque chose de plus subtil (la liste du personnel). Il 
faut qu•il y ait en plus une unité de finalité, les systèmes ont 
toute une hiérarchie des buts qui finissent par un seul objectif au 
sommet. En fait 1•on n•a jamais un but unique mais un ensemble com-
plexe plus ou moins formalisé d1 objectifs qui sont reliés d•une 
façon plus ou moins précise, selon des méthodes de pondération varia-
bles mais telles que leur dosage est stable. c•est le noyau de la 
cellule. On peut donc le définir comme un sous-système comprenant 
un ensemble de relations de finalités. Lorsqu•une seule des rela-
tions ou des composantes est modifée le système change d 1 individua-
lité, il est muté ; il en va de même lorsqu•il acquière une notion 
de finalité qui lui faisait défaut à 1•origine. A la limite, quand 
le noyau a changé complètement de manière transitive, le deuxième 
système n•a plus rien de commun avec le premier. Il ne mourra pas 
pour autant et il ne sera pas dégénéré, mais il sera différent. 
Le noyau permet d1 individualiser le système. Malheureuse-
ment il n•a jamais été bien défini dans l 1 Université. Le noyau peut 
d1 ailleurs avoir des finalités contradictoires, auquel cas les con-
flits se trouvent au sommet. 
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Nous pensons que ceci constitue le problème numéro un de 
l'Université aujourd'hui :la recherche d'un nouvel équilibre pour 
le "noyau". Une finalité est dotée d'une certaine permanence et elle 
peut se définir indépendamment des activités nécessaires pour la rem-
plir. Sa traduction à des objectifs opérationnels se fait par 1 'in-
termédiaire du "modèle-propre" des universitaires et ceci entraîne 
des distorsions. D'ailleurs les efforts des universitaires "pour 
changer" n'ont pas manqués. Di versi fi cati on des fi 1 i ères de forma-
tion, 1 'évolution des méthodes pédagogiques, de modalités de contrô-
le de connaissances, l'implantation des activités de formation con-
tinue, sont des signes du visage négocié par les universités. Or 
tous ces efforts ont été appuyés par des "modèles-propres" dont les 
racines se trouvaient au passé, et des structures qui ne sont pas 
appropriées. 
Et pour revenir à notre cellule, il faut aussi que le 
corps vive, que le noyau soit supporté, un certain nombre d'orga-
nes cherchent des ressources dans l'environnement. Le noyau n'est 
pas coupé de 1 'environnement ; il doit communiquer par un réseau 
d'informations qui permet de savoir où il se trouve, comment il se 
place par rapport à lui. Il émet ses finalités à l'intérieur et à 
l'extérieur du système. Evidemment il ne suffit pas pour le noyau de 
constater les fluctuations de l'environnement, il faut encore qu'il 
puisse faire face pour continuer à subsister. En effet lorsqu'un 
système se trouve dans un univers mouvant et qu'il veut maintenir 
une certaine permanence, il doit changer et absorber l'incertitude 
de l'environnement. Il le fait grâce aux masses de manoeuvre qui 
sont générales ou spécifiques. Elles maintiennent la permanence du 
noyau grâce à des 'cellules. Celles-ci sont des unités à buts permet-
tant de comparer les objectifs, de recevoir les finalités agrégées 
et les informations sur l'environnement. Des "analyseurs" confron-
tent les informations reçues avec des programmes opérationnels de 
telle sorte que le noyau soit préservé et puisse agir et maintenir 
les objectifs. Pour que la régulation soit efficace et que le noyau 
puisse 1 'apprécier, il faut que les possibilités de manoeuvre soient 
suffisantes pour maîtriser les fluctuations, et que qualitativement 
elles soient adaptées à l'action. La régulation a une grande impor-
tance. Il faut en effet, que les canaux d'informations soient suf-
fisants (principe de variété requise). Si des distorstions apparais-
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sent dans ces derniers ou si le traitement de l'information est in-
SUffisant, le système ne pourra pas répondre et assurer la stabilité 
du noyau. Il s'ensuit que les buts sont complexes, plus 1 1on veut 
que le réglage soit affiné, plus l'incertitude est grande, plus le 
système cybernétique doit être important. 
Un système est une création artificielle. Il résulte en 
effet d'un choix de l'univers, des éléments et de la caractéristique, 
c'est-à-dire des relations. Si l'on admet que les éléments peuvent 
être constitués aussi bien par les services, les hommes, les tâchesn 
les relations que par les unités d'enseignem~nt, l'Université dans 
cette perspective ne forme pas un système, mais plusieurs systèmes 
emboîtés les uns dans les autres. On peut alors être tenté d'établir 
un graphe de ces sous-systèmes ou mieux de cette hiérarchie de sous-
systèmes qui composent le système global, en commençant par la partie 




Graphes de résolution 
Points de vue subjectif, se 1 on 
les observateurs. 
Le niveau s8 ne pose aucun problème de choix car il est 
complètement agrégé. Le président de 1 'Université en connaîtra 
globalement les principaux éléments, budget, répartition des res-
sources, filières de formation, ratio. étudiants-enseignants ... 
Ce sont ces indications qui intéressent le sur-système, et par con-
séquent le conseil et le ministère. 
Les difficultés apparaissent lorsqu'on essaie de faire une partition 
de 1 'Université, en descendant au niveau s7, fermé par exemple des 
U.E.R. comme autres "autonomes 11 , il faut savoir par exemple, ·où et 
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comment imputer les frais généraux. c•est une nouvelle division s6 
qui répondra à ces questions : elle comprend les grands ordres de 
dépense, les lignes du budget de ]•ensemble de l 1 Université". Les 
nécessités du plan comptable peuvent obliger 1 •université à faire 
une partition de ses dépenses, de ses résultats au niveau s5 qui 
sera celui de la direction des U.E.R. par exemple. 
Il est évident que les différentes partitions ne corres-
pondent pas entre elles et que les classe induites par elles ne 
sont pas identiques. On obtient ainsi des points de vue subjectifs 
et arbitraires, ]•arbitraire venant des critères, comptable, h.umain 
ou fonctionnel qui induit la partition. 
Le graphe pourrait se prolonger en s0, où ]•étude se fait 
opération par opération. s0 est constitué par la liste de toutes 
les opérations qui s•y effectuent, c•est-à-dire les plus petites 
transitions entre un état initial et un état final. Mais il se peut 
que ]•opération soit trop fine pour la plupart des études. Le ni-
veau de résolution devra alors se situer au plan de 1 •homme ou du 
groupe. Il est possible de regrouper les opérations de s0 en activi-
tés homogènes, en rôles, en tâches, en postes et en fonctions. Et 
c•est là qu•interviennent les critères différents de regroupement. 
c•est à partir de ce niveau de résolution que commencent 
les analyses informatiques traditionnelles, en définissant des chài-
nes qui ont ]•ambition de traverser toutes les activités de 11 Uni-
versité. Résultat,les informations ne sont pas décodées, parfois 
même pas perçues par les autres niveaux de résolution, pour eux c•est 
du bruit, alors que 1 •agrégation de ces informations dans le code 
du niveau sl est ins:ignifiante. c•est le piège dans lequel tombent 
souvent les modèles de gestion basée sur 1 •informatique, en cher-
chant la standardisation. 
Les informations uniformisées ne sont envisageables que 
dans un système autoritaire où des automatismes de pensée sont créées 
suivant une grille considérée comme universelle et définitive. 
Le problème qui se pose dans l 1 Université est donc à la 
fois qualitatif et quantitatif ; il concerne le choix du point de 
vue et celui du niveau de résolution. 
Les différentes définitions que nous avons étudiées pro-
posaient une conception ''organi ci ste11 des systèmes. Nous a vi ons en 
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effet l'image d'une cellule dotée d'un noyau, d'une membrane, d'ot"-
ganes différenciés de perception et d'action, d'organes logistiques, 
mais aussi d'un système cybernétique d'information et de -régulation 
destiné à coordonner le tout. Nous avons envisagé des conceptions 
plus mathématiques qui différencient les systèmes à un seul niveau 
et ceux à plusieurs niveaux ou organisations. En couplant ces deux 
définitions nous obtenons une conception pluricellulaire des systè-
mes et verrions très bien par exemple une cellule se dédoubler, se 
multiplier, voire se différencier jusqu•au moment o.O naîtrait une 
autre cellule plus élevée qui régirait la première. 
3.2.4. Les définitions que l'on a présentées ont comme dénomina-
teur commun, la liaison entre le caractère global et le trait rela-
tionnel. Un système est un tout qui prend forme en même temps que 
ses éléments se transforment. "La diversité de ses éléments est né-
cessaire à leur unité, et leur unité est nécessaire à leur diveris-
té". 
Les éléments du système à travers leurs interrelations 
s'organisent par niveaux, il se pourrait d'ailleurs que la notion 
de niveau comporte une critique interne du concept du système. La 
notion de niveau nous parait essentiel dans la détermination de la 
procédure d1 analyse, elle peut faire justice à la nature articulée 
du système. 
Enfin pour finir et focaliser notre propos, on propose une 
dernière définition du système : 
Un système est une entité complexe traitée (en égard. à 
certaines finalités) comme une totalité organisée, formée d1éléments 
et des relations entre ceux-ci, les uns et les autres étant différen-
ciés et définis en fonction de la place qu•ils occupent dans cette 
totalité et cela de telle sorte que son identité soit maintenue face 
à certaines évolutions (B. Roy). 
Ainsi au cours d1 une recherche on peut s'octroyer une série 
de conventions définissant tel ou tel système ; déterminer les con-
ditions de 1•existence de ce système, son identité et son identifi-
cation, les entrées et les sorties, les modifications qu'il peut su-
bir sans perdre son identité ... et celles qui le transforment en un 
autre système. 
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En conclusion, un système correctement défini devient 
un instrument méthodologique. Et c•est dans cette perspective 
que nous 1•avons utilisé dans notre étude sur 1 •université. 
En se basant sur les définitions des systèmes mathé-
matiques et physiques, nous avons construit un ensemble de 
modèles qui doivent permettre de connaître et d•analyser les 
besoins que les responsables de 1 •université doivent satisfaire 
méthode bayesienne de prévision, Dynamique des Systèmes, Chaîne 
de Markov, sont les outils nous ayant permis d1 obtenir de façon 
opérationnelle, les données de base pour la gestion prévision-
nelle de 1 •université. 
Les notions des systèmes cybernétiques permettent 
d 1 aller au-delà et de mieux cerner le fonctionnement et les 
prises ~e décisions dans 1 •université. c•est en ayant à 11 idée 
leurs caractéristiques, que nous avons choisi un modèle de 
planification, tenant compte de plusieurs périodes de planifi-
cation en supposant un dialogue entre "le centre" : 1 •organe 
central de 1 •université, et les ••secteurs" : U E R. 
La vision des systèmes biologiques est restée de 
façon permanente à notre mémoire : le choix des modèles et 
leurs encha1nements permettent leur évolution et leur adaptation 
modulaire à des problèmes spécifiques et ils peuvent fournir des 





UN MODELE DE PREVISION 
84 
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Le premier modèle que 1•on va présenter, c•est un modèle de prévision 
de 1 •effectif étudiant. 
En effet un facteur très important pour la planification dans 1 •uni-
versité est le nombre d1 étudiants inscrits à chaque niveau d1 études. Le nombre 
détermine directement ou indirectement le nombre d•enseignants, et l 1 effectif 
du personnel administratif. 
Comme le système éducatif, en général, est profondément influencé 
par des facteurs sociaux, économiques, de nature non déterministe, on est en 
droit de penser que des méthodes déterministes ne sont pas très réalistes pour 
la prévision du nombre d1 étudiants. 
Par exemple ce n•est pas possible de dire exactement, combien d 1 é-
tudiants vont redoubler en une année dans un certificat, même si on suppose 
que les paramètres du modèle ne sont pas modifiés. 
A priori, il paraît plus satisfaisant de développer une méthode 
de prévision probabiliste. 
4.1. A la recherche d'une méthode de prévision 
catégories. 
Les modèles existants de prévision peuvent être classés dans deux 
1. Les modèles fixes, dont les paramètres et les variances sont 
fi~ées 
2. Des modèles fixes avec des paramètres et variances variables. 
Les modèles de la première catégorie demandent que la moyenne et 
la variance soient stationnaires. Pour cette raison d 1 ailleurs on essaie de 
rendre les données stationnaires : 
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pour la moyenne, en considérant des différences successives 
pour la variance en applicant des transformation~ appropriées 
logarithme, racine carrée, etc ... 
Sinon les résultats statistiques ne sont pas significatifs. La théorie classi-
que d'estimation n'a pas pu se débarra~ser de 1 'hypothèse de stationnarité, 
et ceci pose de nombreux problèmes pour les applications pratiques. 
Par exemple quand la forme des données ("pattern") change, change-
ment de pas, ou de tendance ou quand on a des situations transitoires, la thé-
orie classique va traiter ces changements comme des effets aléatoires. Si les 
changements persistent, un nouveau modèle de prévision doit être spécifié, 
qui s'accorde avec les nouvelles conditions. 
Le lissage exponentiel du type adaptatif, et le filtrage adaptatif 
peuvent faire face aux changements de pas et à des situations transitoires, 
puisqu'ils peuvent faire une mise à jour des paramètres. Ils peuvent aussi te-
nir compte des changements de tendance. 
Mais ces deux méthodes ne font pas aussi bien que le filtre de 
Kalman, qui peut tenir compte des modèles variables où les paramètres et les 
variances varient simultanément. La difficulté avec le filtre de Kalman est 
que beaucoup de questions techniques n'ont pas reçu encore de réponses satis-
faisantes. Et en plus il y a des difficultés pratiques pour les estimations 
initiales des paramètres, variances et convariances et les matrices de transi-
tion. 
Le filtre Kalman consiste à combiner deux estimations indépendan-
tes pour obtenir une estimation comme combinaison pondérée de deux précéden-
tes. Une estimation peut être une prédiction a priori, et l'autre une prédic-
tion basée sur une nouvelle information. Pour cette raison d'ailleurs, on par-
le souvent de méthode Bayesienne pour parler du filtre Kalman. 
4. 2. Principe du fiZtre de Kalman disaret 
(1) 
( 2) 
Considérons d'abord le cas d'une variable scalaire. 
Soit un système décrit par l'aquation : 
x (k) = x (k - 1) + w (k - 1) 
où x (k) est la variable d'état 
2 
w (k) est un bruit blanc de moyenne 0 et de variacne crw (k) 
Le système est observé par une variable z (k), où 
z (k) = x (k) + v (k) 
où v (k) un bruit blanc de moyenne zéro et de variace cr~ (k) 
(bruit non corrélé). 
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Le problème de l'estimation de 1 'état x (k) est formulé de la fa-
çon sui vante : étant donné une estimation "a priori" !Uk/k - ll ; on aherahe 
une estimation "a postériori" x (k/k) basée sur Z 'observation z (k). 
( 3) 
( 4) 
On suppose que aette estimation est de Za forme 
x (k/k) = K'k x {k/k - 1) + Kk z (k) 
où K'k et Kk sont des paramètres qui dépendent du temps qu'il fau-
dra pré ais er. 
Définissons les nerreurs d'estimation" : 
x (k/k) = x (k/k) - x (k) 
x (k/k - 1) = x (k/k - 1) - x (k) 
-A partir de ces relations on peut obtenir l'expression suivante pour x (k/k) 
x ( k/ k) = x ( k/ k) - x ( k ) 
= K'k x (k/k- 1) + Kk (x/k) +v (k)) - x (k) 
= K'k x (k/k - 1) + Kk x (k) + Kk v (k) - x (k) 
= K • k ( x ( k) + x ( k/ k - 1 ) ) + Kk x ( k ) - x ( k) + Kk v ( k) 
-
= K'k ~ (k) + K'k x {k/k- 1) + Kk x (k) - x (k) + Kk v (k) 
donc 
-(5) x (k/k) = (K'k + Kk- 1) x (k) + K'k x (k/k- 1) + Kk v (k) 
-Par définition E [VkJ =O. Si E [X (k/k- 1)J: O~alors l'estima-




K'k + Kk - 1 = 0, donc 
K' k = 1 - Kk 
Ainsi l'estimation peut s'écrire 
x (k/k) = (1 - Kk) x (k/k - 1) + Kk z (k) 
Et 1 'erreur d'estimation. 
-
x (k/k) = (1 - Kk) x (k/k - 1) + Kk v (k) 
Pour choisir une valeur optimale pour Kk on choisit comme critère de minimiser 
la variance de x (k/k). 
Cette variance est 
( 9) 2 (1 K )2 2 + Kk2 crv2 crx (k/k) = - k crx (k/k - 1) (k) 
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En prenant la dérivée et en la mettant égale à zéro, on obtient 
2 
(10) 
a-~-x ....\(.....:k/~k.;....._-_1..~..) -=--Kk = ~2 -
+ 2 
ax (k/k - 1) av (k) 
ainsi 
2 
(11) x ( k/k) av ~k} x (k/k - 1) = 2 2 a- (k/k - 1) +av (k) x 
2 
+ 2 
a x ~ k/k - 1} 
z (k) 
a- 2 x (k/k - 1) + av (k) 
et la mise à jour de la variance de 1 'erreur : 
(12) 2 2 ax {k/k) = (1 - K) ax {k/k - 1) 
Données muZtivariées. Le filtre de Kalman dans ce cas est analogue, 
avec celui qui concerne une variable scalaire, 
le système est décrit par : 
(1) x (k) = ~k - 1 x (k -1) + w (k -1) 
x (k) vecteur état 





z {k) = Hk x (k) + v (k) 
v (k) vecteur aléatoire, de moyenne zéro et de covariance Rk 
On cherche une estimation qui a 1 a forme 
x (k/k) = K'k x (k/k - 1) + Kk z (k) 
où K'k' Kk sont des matrices qui dépendent du temps 
En définissant les erreurs de l'estimation comme précédemment 
x (k/k) = x (k/k) - x (k) 
x (k/k - 1) = x (k/k - 1) - x (k) 
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-On peut obtenir 1•expression suivant pour x (k/k) 





pour que 1•estimateur soit sans biais il faut 
KI k = I - Kk Hk 
Et on a pour 1 •estimation 
ou 
x (k/k) = x (k/k - 1) + Kk [zk - Hk x (k/k - l)J 
1•erreur de 1•estimation est 
- -
x (k/k) = (I - Kk Hk) x (k/k - 1) + Kk v (k) 
-Matrice de covariance de x (k/k). En utilisant la relation (8) la co-
variance de ~ (k/k) : P (k/k) = E [~ (k/k) ~T (k/k)J 
Si on note P (k/k- 1) = E {~ (k/k- 1) ~T(k/k- 1)}, et dans le cas où les 
bruits sont gaussiens, on a : 
( 9) 
Choix optimaZ de Kk. Le critère utilisé est la minimisation de la som-
me des éléments de la diagonale de la matrice des covariances. 
i.e. Jk =trace [P (k/k)J 
En prenant la dérivée de Jk par rapport à Kk on obtient la valeur optimale pour 
Kk : 
(10) Kk = P (k/k - 1) HJ [Hk P (k/k - 1) HJ + RkJ- 1 
( 11 matrice de gain de Kalman 11 ) 
Un examen de la matrice de Hesse de Jk indique que cette valeur de Kk minimise 
Jk. 
Et on peut obtenir l 1 équation pour la mise à jour de la matrice des covariances 
(11) P (k/k) = [1 - Kk HkJ P (k/k - 1) 
Après cette rapide illustration de grands principes du filtre de 
Kalman. On va présenter un algorithme de prévision basé sur la méthode Baye-
sienne, et le principe de base est un résultat dû à Kalman. 
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Avant de commencer la description de l'algorithme en question on 
va présenter une autre méthode proposé par Sinha et Singh (Int~ J. SYSTEMS 
SCI. 1973, vol 4, no 4, 501-509), et on va comparer les résultats qu'ils.tr0u-
vent avec les résultats que l'on peut obtenir en utilisant l'algorithme. 
4.3. vn modèle stochastique (Sinha et Singh) 
On utilise la notation des auteurs. 
Le comportement dynamique du système peut être décrit par 1 'équa-
ti on 
S (k + 1) = F (k + 1, k) S (k) + G (k + 1, k) "s (k + 1) {1) 
k = 1, 2, .•.• années académiques 
S (k) n-vecteur qui représente la population étudiante répartit 
parmi n catégories différentes pendant l'année académique k 
n5 (k) n-vecteur qui représente les nouvelles inscritpions 
F (k + 1, k) n x n-matrice de transition 
G (k + 1, k) n x n-matrice input 
La matrice de transition F (k + 1, k) est donnée par 
F (k + 1, k) = [fij (k + 1, k)J, i = 1, ... n 
j = 1, ... n 
où f .. (k + 1, k) est la proportion d'étudiants qui se trouvent 1J 
à l'état j pendant la période k et qui passent à l'année i au 
début de la période k + 1 
On a évidemment fij (k + 1, k) = 0 pour j > i (2) 
fij (k + 1, k) proportion d'échecs. 
Les auteurs font remarquer que ces paramètres sont en général aléatoires et 
non stationnaires, et ils les caractérisent par l'équation stochastique 
fij (k + 1, k) = aij fij (k, k- 1) + nij (k), j ~ i (3) 
où aij est une constante et nij (k) un bruit blanc de moyenne et 
covariance constante. 
Comme les nouvelles admissions dans une année n'affectent pas la population 
d'une autre année, la matrice input G (k + 1, k) est diagonale, et en fait 
c'est la matrice identité. 
Le nombre d'étudiants qui quittent l'université est une fonction 
linéaire de la population étudiante plus un bruit. Ainsi la relation qui ca-
ractérise l'output est : 
y (k) = Hs (k) s (k) + v (k) ( 4) 
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y (k) n-vecteur, le nombre d1 étudiants qui partent 
Hs (k) n x n-matrice output. 
v (k) bruit blanc (dimension n) dont la moyenne et la variance 
sont constantes. 
Les équations (1) à (4) constituent le modèle de processus. 
Identi~cation des paramètres. Le modèle contient plusieurs paramètres 
stationnaires et non-stationnaires, que 1•on va examiner un par un 
Les constantes a. . . : 
1.-J 
Elles peuvent être évaluées par la relation 
N 
r: f .. (k + 1, k) 
k = 1 1J a. .. = N 1J 
E f .. (k, k - 1) 
k = 1 1J 
( 6) 
où les fij sont obtenues à partir des données disponibles pour N 
années ou N est grand. 
La moyenne et Za covariance du bruit n . . : 1.-J 
De la relation (3), on peut écrire 
n . . ( k ) = f . . ( k + 1 , k ) - a. . . f . . ( k , k - 1 ) po ur 1J 1J 1J 1J 
en utilisant les données disponibles pour fij' et la valeur de a.ij évaluée 
ci-dessus 
pour k = 1, ... , N, ~e bruit nij (k) est obtenu 
- 1 ( la moyenne n·. = -N r: ni. k) 
lJ k=1 J 
et la covariance : 
q .. =.!. ~ n2 (k) 1J N k=1 i j 
la matrice H8 : 
Elle est diagonale H = Ch .. ] 1J 
ou h. . = h. ' h .. = 0 si i ~ j 
11 1 1 J 















Y; (k) et Si (k) sont conmspour k = 1, 2, ... N 





Za moyenne et Za aovarianae du bruit v (k) : 
( 4) => V. (k) =y. (k)- h.- s. (k), i = 1, ••. , n 
1 1 1 1 
et la moyenne 
1 N 
V; ( k) = N k: 
1 
V; ( k) , i = 1, 2, . . . n 
Comme V; est un bruit blanc la matrice des covariance R est une 
matrice diagonale 
r. = l ~ v? (k), i = 
1 N k= 1 1 
1, 2, ... n (11) 
Les paramètres de transition 
Les auteurs les estiment à 1 1aide de la technique du filtre Kalman 
Soit f (k) = (f11 (k), f 21 (k), f22 (k), f31 (k) ... fnn (k))T 
un vecteur de dimension n (n + 1)/2 contenant tous les termes fij t.q.f ~ i. 
L1 équation 3 peut être évitée : 
f (k + 1, k) = a f (k, k - 1) + n (k) (12) 
où a est le n {n + 1)/2 vecteur qui contient les éléments aij 
et n (k) est le vecteur bruit d1 ordre n (n + 1)/2 qui contient les éléments 
n·. (k). 1J 
La moyenne du vecteur n (k) est n (k) = (n .. (k)} et Ql est la . 1J ' 
matrice des covariances. 
En tenant compte des équations (1) et (12) on peut obtenir 
x (k + 1) = f (x (k)) + B (k + 1) u (k + 1) + w (k) 
où xT {k) = (ST (k) : fT (k)) (vecteur d1 ordre n .+ n (n + 1)/2 
et f (x (k)) est n + n (n + 1)/2 vec;:teur donné par la relation 
fT (x (k)) =([F (k + 1, k) S (k)JT : [a f (k)JT) 
notons que f (x (k)) n•est pas linéaire. 
B (k + 1) = [§_!~!11~-~-J la matrice input 
1 
uT (k + 1) = (n~ (k + 1) !O) vecteur input 
wT {k) = (0: nT (k)) vecteur-bruit de moyenne 
- t t-T 
w (k) = (0 ; n (k)) et de covariance 
0 1 0 Q (k) = [-0-:QÏ-(k)J 
11 équation de 1 •output devient : 
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y (k) = H (k) x (k) + v (k) (14) 
1 
où H ( k) = [ H5 ( k) t OJ 
' Estimer les états et les paramètres en utilisant les équations 
(13) et (14) est un problème de filtrage non linéaire. Les auteurs applique 
le filtre généralisé de Kalman, en linéarisant la fonction f (x (k)) 
On a présenté ce modèle (finalement assez compliqué) puisque les 
deux auteurs sont les seuls, à notre connaissance, qui envisagent le problè-
me de l'étude du flux étudiant, du point de vue stochastique. 
Ils 1 •ont appliqué à une population étudiante d'une école sur 
une période de 38 années. (Vo~ Tableau) 
4.4. Présentation du modèle proposé 
L'algorithme est celui présenté par Harrison - Stevers (*) 
Il s'agit de prévoir les valeurs futures d'une variable discrète dont on con-
naTt les variables passées. Il a l'avantage de pouvoir "reconnaTtre" et ré-
pondre d'une manière appropriée à des états transitoires et à des changements 
soudains de tendance et de pente. 
On peut caractériser chaque instant par la valeur de la variable 
qui y est observée, la pente de la courbe décrite par ces valeurs, et par la 
tendance générale d'évolution sous la forme d'un coefficient variable. 
On considère que les valeurs prises par la variable sont générées 
par un processus pouvant se trouver dans quatre états auxquels on peut donner 
les noms génériques suivants : 
Etat 1 : pas de changement 
\/~VV 
( *) A bayuia.m Appttoac.h ta !.lhoJLt tvr.m noJtec.Mting opeJr.a.t,Lmal RUeMc.h qua.:te.!tly 
Vol ZZ, N° 4 
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DONNEES : 
86 89 94 96 103 114 117 124 109 149 158 171 
451 527 656 609 549 577 656 684 659 654 
PiWBABILITE DE DEPAi.?.T:.5 .1 .3 .1 
LES CHOIX DE TRAVAIL POSSIBLE SONT 
CHO.l1 :LISSAGE SUR LES PROBA A UN INSTANT T 
-CHOI2 :POIDS DU PASSE 
CHOI3 : PlWBA CONSTAL'ITE : 
CHOIX DE TRAVAIL EFFECTUE : CHOI3 
NOMBRE DE PREVISIONS A EFFECTUER: 1 
LE VECTEUR DE DONNEES PRIS EST 'éiH' 
197 256 311 373 
633 686 785 789 
PROBA AVANT LA PREVISION : 0.500 0.100 0.300 0.100 
PREVISION 1 810.65 
VALEURS DE QUELLE METHODE ,L/F : F 
*************************************************** 
* DONl~EES *PREVISIONS* *PREVISIONS 'SINHA - SINGH'* 
*************************************************** 
* 86.0 * 86.0 * 80 
* 89.0 * 86.0 * 79 
* 94. 0 * 88.4 * 91 
* 96.0 * 94.3 * 105 
* 103.0 * 98.3 * 126 
* 114.0 * 105.7 * 146 
* 117.0 * 117.8 * 156 
* 124.0 * 123.8 * 137 
* 1ù9.0 * 130.5 * 154 
* 149.0 * 116.9 * 156 
* 158.0 * 147.7 * 180 
* 171.0 * 167.5 * 217 
* 197. 0 * 183.8 * 253 
* 256.0 * 210.5 * 285 
* 311.0 * 271.'0 * 352 
* 373.0 * 341.0 * 354 
* 451.0 * 416.2 * 362 
* 527.0 * 504.8 * 550 
* 656.0 * 592.0 * 587 
* 609.0 * 721.1 * 703 
* 549.0 * 744.7 * 763 
* 577.0 * 696.2 * 654 
* 656.0 * 653.6 * 589 
* 684.0 * 722.1 * 62 1+ 
* 659.0 * 743.0 * 739 
* 654.0 * 718.0 * 750 
* 633.0 * 673.3 * 735 
* 686.0 * 637.1 * 732 
* 785.0 * 686.7 * 713 
* 789.0 * 761.9 * 877 
* 810.6 * 810.6 *k*************************** 
* 835.4 * 835.4 * 
*********************** 
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Etat 2 réponse transitoire 
Etat 3 changement de pas 
Etat 4 changement de pente 
Ces quatre états correspondent à des considérations d1 ordre graphique sur la 
courbe décrite par la variable observée. 
Modèle de base 
dt sont les valeurs que prend le processus aux instants t ... 
~t la valeur de tendance 
st la valeur de la pente 
Alors on écrit : 
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dt = llt + e:t 
].lt = llt 
- 1 + et + Yt 
et = et - 1 + ôt 
où e:t bruit dû à 1 'observation e:t ~ N (0; ve:) 
Yt perturbation de la tendance Yt ~ N (0; vy) 
ôt perturbation de la pente ôt ~ N (0; vô) 
(1) 
Les composantes aléatoires e:, y, ô, sont indépendantes des lois gaussiennes, 
de moyenne 0 et des variances connues v , v , vô. e: y 
En se référant au modèle de base on remarque que le processus est 
caractérisé :par le bruit e:t qui affecte seulement l'observation actuelle 
(c'est à dire il n'a pas d'effet sur les futures valeurs dell et e, et les 
termes Yt et ôt qui sont incorporés à l'évolution future du processus. 
Par exemple, une valeur très grande de Yt va provoquer un change-
ment de pas permanent, et une grande valeur de e:t va faire apparaître un état 
transitoire, sans autre effet sur l'évolution du modèle. 
Nous supposons qu'il y a un nombre de distribution de probabilités 
qui peuvent engendrées les valeurs de e:t' Yt' ôt à chaque observation. 
Si le système se trouve à l'état j, j = 1, 2, 3, 4 au moment t les 
composantes aléatoires e:t' Yt' ôt sont engendrées par 
e:t ~ N (0; v (j)) e: (j)) Yt ~ N ( 0; v ( 2) y (j)) ôt ~ N (0; v ô 
Et si 7f, = probabilité de l'état j; j = 1' 2, 3, 4 les paramètres J v (j) v (j) v (j) j = du système sont : ( 7f • ' 1, ... 4) J e: ' y ' ô ' 
L'approche Bayesienne 
Les valeurs de llt et et ne pourront jamais être connues (mis à 
part le trival v =v =v = 0). Le fait que.l'on pourra disposer d'un très e: y ô 
grand nombre d'observation n'est pas d'une grande utilité, puisque J.lt' et 
sont assujétis à des perturbations continues. 
Ainsi on décrit la 11 connaissance 11 que l'on a de llt et e en termes 
de probabilité. 
Notation 
rn = E (f.l) 
b = E (S) 
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2 
v = E (f.l - rn) f.lf.l 
v = E ( f.l - rn) ( s - b) f.li3 2 
v1313 = E (S - b) 
(3) 
Quand il sera nécessaire de mentionner 1•ensemble des moments on écrira~ où 
~ = {rn, b, vf.lf.l' vf.IS' v1313 } 
~j : ~ {mj, bj, v~f.l' vt13 , v~ 13 } ( 4) 
Pour indiquer qu•un couple de variables aléatoires (f.l, s) suit une loi bi-nor-
male de paramètres ~, on écrit 
Et quand on souhaite indiquer que le couple (f.l, s) est un · mé-
lange de variables bi-normales avec probabilités a(i) et paramètres ~(i) 
i = 1, 2, ... rn 




Chaque fois qu•on parle de la distribution de (f.lt' St) on doit 
comprendre qu'il s•agit de la probabilité a postériori par rapport à 11 obser-
vation dt c•est à dire : 
( 7) 
Ze résultat de base 
Si le processus qui engendre les valeurs est du type (1) c•est à 
dire 
dt = f.lt + e:t (e:t "' N (0, v )) e: 
f.lt = f.lt-1 + 13 t + Yt (yt"' N (0, v )) y 
13 t = 13 t-1 + at (at "' N (0, va)) 
Et si la distribution de (f.l, S) au moment t-1 est bi-normale 
98 
où d1 après (4) 
~t-1 ={mt-l' bt-1 ··· vss, t-1} 
Alors la distribution à postériori au moment t est aussi bi-normale 
(~t' st/dt) ~ N (~t) 
où les composantes de ~t sont calculées 
Posons et 1•erreur de 1 •estimation : 
et = dt - (mt-1 + bt-1) 
et 
où rll = v t-1 + 2 v~s, t-1 + v ~~' 
Y"l2 = v ~s, t-1 + vss, t-1 + vo 
r22 = vas, t-1 + vo 
Posons aussi 
v = e r11 + ve 
Al = rll/Ve 
A2 = rl2/v e 
+ y 
A 1 ors 1 a probabilité à postériori au moment t est donnée 
mt = mt-1 + bt-1 + Al et 
bt = bt-1 + A2 et 
v~~, t = rll- AÎ ve 
v~s, t = rl2- AlA2ve 
2 
vS S, t = r22 - A2 v e 
On introduit enfin la fonction - B : 
v , v , v-") 
E: y u 
pour indiquer 1 •algorithme de mise à jour. 
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PP~BHBIL:rE Vf DEPARTt.9 .003 .00~ .094 
lE$ CHtiJX C•f TRtWIHL POSSI!JLE SONT t 
_CHM 1 :LISSHGE SUR LES PROB~ Il UN IH$TIINT T 
_CHvi~ :POIDS DU PASSE 
_CH013 : PROBA CONSTANTE : 
CHQIX DE 1Rt1VFHL EFFfCtUI; : CHOh 
PhRANETRE D! LISSAGE POUR LES PROSA a .eS 
Nûl1BRE PI PREVISIONS A EFFECTUERl 10 
LE VECTtVR fiE DONNEE.$ PRIS EST 'HH t 
PRQDfl AV~tJT LA PREVIf;IDN ; 0.8~6 0.005 0.005 0.162 
PREVISION 1 : 3D6.876 
PREVISION 2 : 319.177 
PREVISION 3 : 3~1.479 
PREVISION 4 : 343.?61 
PREVISION 5 a 3$6.082 
PREVISION 6 : 366.364 
PREVISION 7 : 3aD.6BS 
PREVISION 6 : 392.967 
PREVISION 9 : -405.268 
PREVISION 10 ; i1?.59 
1.0 
1.0 
:.·. ! "' ~40.0 • 2t7.'i' • 
. TAB 
. "' eGO.o • ~36.7 Ill V11j..EUR$ liE QUELl,E NETHOD~ 1Li'F : (.. 1 " ~90.11 • ~57.9 " ·-~~--~~·~·~-~~~~~~·~·- "' ~90.0 "' 21a.a • 
" /.hW.N/rES •PREt1I5IONS" 
" 
290.0 " ~99.5 ,.. 
·~····~~·A··~·~··AIIllllii•A 
"' 
3116.9 lt 30G.9 • 
• o.o • 0.0 ... 
" 
319.2 Il 319.2 " 
~ o.o .. o.o Il 
"' 
331.5 lt 33t.5 .. 
·~·-~A-*•~••••*••~··~·· 
" 
3-t3.a • 343.6 • 
T~B 
" 
356.1 " 356.1 .. VH(..EURS f'E QUJ:Lt.E NETHODE ;L/F : F Ill 368.-i .. 36!3.4 .. 
~-·•~a~·~••••-••~•••••• 
" 
360.7 Ill 360.1 .. 
111 !lONNE:ES •P~Et'I$IONS,. 
" 
393.0 Ill 393.0 Il 
·~~~~~·~A•••a•III*•'<AA-IIJIIJIIJ Ill 405.3 * 40S.3 111 
Il ~ot.o " 201.0 .• 
" 
417.G " 417.6 * 
" 
1~6.!1 ~ 201.0 .. Ill 429.9 Ill 429.9 Ill 
"' 
199.1) ... 200.0 Il 11\111*111111~················· 
" 
203.0 .... 199.7" 
" 
200.0 • 200.4 • 
" 
201.0 .. 200.4 lfr 
"' 
20tl. 0 Il 200.5 ... 
" 
200.0 • 200.4 "' 
" 
300.0 • 200.3 Ill ...... 
• 2tO.O • 203.7 Ill 0 0 
• 200.0 .. 206.6 • 
" 
202.0 .. 204.3 Il 
... 199,0 A 203.5 Il 
.. 1f)O.O • 202.0 • 
Il 100.0 " 196.6 • 
" 
1fl2.0 " 192.6 • 
• 1ft4.0 .. 163.6 * 
* 162.0 " 163.1 • 
" 
S5.0 * 161..6 Ir 
* 103.0 * 177.9 • Ill 100.0 " 111.7,. 
* 
103.0 • 162.2 • 
* 
70.0 • 143.0 "' 
* 90.0 " 120.6 • 
* 
105.0 • 100.2 • 
* 103.0 * 102.2 • 
" 
100.0 " 101.5 " 
"" 
101.0 .. 99.4 .. 
.. 90.0 .. 90.0 .. 
~ 'Jli.O ,. . 9'7. :s .. 
,. 101.0 " 96.3 " 
* 100.0 " 96.7"' 
* 1Q2.0 " 96.9 * 
"' 
90.0 "IC 97.9 * 
" 120.0 "' 94.6 "' Il 102.0 " 99.0 * 
"' 
96.0 0: 100.2 li 
Il aa.o " 99,2 • 
Il 105.0 Il 94.9 * 
* 
1~0.0 • 97.a "' 
" ua.o " 104.1 * .. 110.0 .. 110.4 * 
.. 145.0 " 116.9 * 
Il 1$5.0 Il 1:3ll.2 * 
"" 
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Jl~ 1~0 1~0 140 150 160 170 180 190 200 210 220 ~JO 240 
a~= ;~u ~?o 2ao ~90 Joo 
~QI} 
H14 ... E:-:E~!PLf J. 
t·r-fl'!~~14R EXENPLE2 
PREt1 
PROBHBTL!TE DE ~EPARTt.9 .OOJ .003 .094 
LES CH(IIX DE TR1WÂIL POS$IBL~ SONT t 
_CHPI1 :LI$SAGe SUR LES PROBA A UN INSTANT T 
_ÇH~I2 :PO!DS DU PA$SE 
_CHOI3 t PROBA CONSTANT~ : 
CHOIX IlE TRIWFIH. EFFECTU.f : CHOit 
PARANETPE DE LISSÀGE POUR LES PROUA. • .65 
.as 
NOHBRE Df. PREUI$IôNS A EFFECTUER; 10 
LE VECTEUR DE DONNEES PRJS EST 1HH 1 
PROBA AVf/NT LA PREVISION : 0.956 0.001 11.002 0.040 
PREVISION 1 : 308.037 
PREVISION 2 : 31?.6~6 
PREVISION 3 : 327.7S5 
PREVISION 4 : 337,613 
PREVISION 5 : 347.472 
PREVISION 6 : 357.331 
PREVISION 7 : 3p7.19 
PREVISION 8 ~ 377.046 
PREVISION 9 : 3t'I6.9Q? 
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190.0 'Il 177.4 Il 
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ll c,.o .. o.o .. .. 220.0 " 207.$ " {1,1) ... 0,0 - 1t 230.0 " 21tl.-t ~ 
··~·-·4-~~~~·-~··~~·-•« .. 240.0 .. 229.a " 
" 
250.0 "' 241.-4 " 
Il 260.0 " 253.0 "' TAS 
" 
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* 200.0 "' 200,0 "' Il J57.;s .. 35?.3 " 
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:200·0 "' 200,0 * 
" 
367.~ * 367.~ " 
* 200.0 "' 200.0 "' • 377.0 * 377.0 " ...... 0 1t 200.0 "' 200.0 * .. 366.9 • 386.9 * Q) Ir 200.0 Il 200,0 " 
* 396.8 " 396.8 .. 
* 2iJO,O " 200.0 "' 
" 
-406.6 * 406.6 tc 
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" 
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* 100.0 " 166.4 * 
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HiO. 0 .,. 147,6 .. 
~ 1110.0 " 120.1,) "' 
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* 100.0 " 100,'3 .. 
" 
100.0 "" 99,5 .. 
" 100.0 "' 98,8 Il 
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" 
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"' 
100.0 le tl7,7 * 
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100.0 "' 97,6 "' 
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" 
100.0 " 98,6 * 
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100.0 • 98,8 "' 
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~ }· 6. Description de Z 'aZgorithme 
On suppose que la distribution de (~t- 1 ' et_1;dt-f), est la somme, 
pondérée par des probabilités d 1être dans un état sachant dt-l' de distribu-
tions bi-normales. 
Soit 
= i q(i) N (~t(~ 1)); i état 
. 1 t-1 1= 
où q~~l = probabilité, sachant dt-l que le processus se trouvait 
à l 1état i au moment t-1 
et <P~~l comme défini dans (4). 
Alors avant la réalisation de dt' on peut calculer les paramètres de (~t' et/dt) 
suivant les formules qui suivent. La prévision étant 
: q ( j) (mt ( j) + bt ( j)) 
. 1 t 1= 
Passage de t-1 à t 
(~t-1' et-1/dt-1) ~ i q(i) N (<P(i)) 
. 1 t-1 t-1 1= 
(14) 
( IdS . S ') N((i,j) ~t' et t' t = J, t-1 = 1 ~ <Pt 
OÙ ,~,(i, j) = B (,~,(i). v(j) v(j) v(j)) 
'l' t '~'t-1' e: ' y ' 0 
la probabilité à posteriori est 
( ~ e /d) ~ z: p (i, j) N (<P(i, j)) t' t t t t (15) 
où p(i, j)- P (S - J. S - i/ d (t)) t - t - ' t-1 - (16) 
où d (t) toutes les observations, dt inclus. 
e ( i ) = d - (rn ( i ) + b ( i ) ) 




r(i, j) = v{i) + 2 v(i) + b(i) + v(j) + v(j) 
11 ~~, t-1 ~e, t-1 se, t-1 r 8 
r(i' j) = v(i) + v(i) + v(j) 
12 ~~' t-1 se, t-1 8 
r(i, j) = v(i) + v(j) 
22 se, t-1 8 
v(i, j) = r(i, j) + v(j) 
e 11 E 
Ali, j) = rfi' j)/v~i, j) 
A~i, j) = rf1' j)/V~i, j) 
rn (i, j) = m(i) + b(i) + A(i, j) e(i) 
t t-1 t-1 1 t 
b{i, j) = b(i, j) + A{i, j) e(i) 
t t-1 2 t 
v(i, j) = r(i, j)- A(i, j) v(i, j) 
~~, t -11 1 e 
v(i, j) = r(i, j)- A(i, j) A(i, j) v(i, j) 
~s, t 12 1 2 e 
v(i, j) -r(i, j)- A(i, j)2 v 
se, t - 22 2 e (i, j) 
p(i' j) - k .; _....;;1~--...-
t - 2 v(i, j) 
1f e 
où k est donnée par .~. Pii, j) = 1 
1 ,J 







q~j) = ~ p(i' j) 
i t 
m(j) 
= ~ P(i, j) m(i, j) /q(j) (22) t i t t t 
b(j) 
= ~ p(i, j) b(i, j);q(j) t i t t t 
et 
v(j) 
= ~ J.q.l, t i 
(23) v J.lS, = l: t . p (i, j) [v (i, j) + (m(i, j)- m(j))(b(i, j)- b(j))J/q\j) t J.lS, t t t t t t 1 
Initiation 
On suppose que la variance du processus dans une évolution norma-
le est connue. 
v0 = bruit de base (var (et) = v0 (J.lt) 
les paramètres du système sont 
~j = probabilité de 1 1état j 
v~j) =var (e), état j 
vj=var (y),étatj 
v~= var (ô), état j 
j = 1, ... 4 




Ces auteurs préconisent un jeu de valeurs, qui donnent de bons résultats (com-
me on a pu le constater nous-même). 
Voici le tableau de ces valeurs : 
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Etat Prob R R 
e: y 
-
1. Pas de changement 0-900 1 0 
2. Changement de pas 0-003 1 100 
3. Changement de pente 0-003 1 
4. Transitoire 0.094 101 
Ainsi 
v = ( 1. 1 1 101). vo e: 
v = (0 100 0 0). vo y 
v = ô (0 0 1 0) . vo 
les autres valeurs d1 initialisation que nous avons prises sont 
ml = (dl dl dl dl) 
dl = ( 0 0 0 0) 
v~~' 1 = {O o o O) = v661 = v~ 61 
0 
0 
la valeur prévue à 1 •instant 1 étant alors évidemment égale à d1. 







Les résultats dépendent fortement de la probabilité d1 occurrence 
des différents états. Et il n•y a pas de raison pour que le système ne modi-
fie pas les probabilités initiales en fonction de 1 •évolution du système. 
A un instant t, on connaît la probabilité que 1•on a de se trou-
ver dans un état donné (appelons la Q : vecteur à 4 composantes). 
En examinant : 
la valeur que 1•on avait prévu pour cet instant t 
. la valeur réelle observée 
. la probabilité indépendante de se trouver dans cet état 
(indépendante du temps) 
On peut décliner une matrice Q1: CQ1 (i, j)J oQ Q1 (i, j) est la 
probabilité de panage de l 1 état i à l 1 état j pour l 1 instant suivant. On peut 
alors calculer Q pour 1 1état t + 1, et donc connaître la probabilité de se 
trouver à t + 1 dans l 1état donné. 
On a utilisé pour cela deux méthodes 
On peut connaître à l 1 instant t connaissant la valeur observée à cet instant 
t, la probabilité QQ d•avoir été à t - 1, dans un état donné. Pour la prévi-
sion de l 1 instant t + 1 on peut modifier le jeu des probabilités -rj' j = 1, .•. 4 
.-.-....... :.~-:-
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et lui faire tenir compte des valeurs QQ passées. 
a) On effectue un lissage expoventiel, sur les vale~rs prises par 
QQ, et on donne à {~j} la dernière valeur de ce lissage. On peut alors en jou-
ant sur le paramètre de lissage (LA) doser l 1 importance du passé. 
b) Plus simplement on affecte à la probabilité {~j} choisie à 
1 •instant t - 1 un certain coefficient de pondération II qui permet la va-
leur de QQ calculé à t de fixer {~j} pour 11 instant tet donc de prévoir 
t + 1. 
L1 ensemble des programmes est conçu, comme pour les autres modèles 
sous forme conversationnelle. 

CHAPITRE 5 
MODELE DE SIMULATION 
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5.1. Dans ce chapitre on va présenter un modèle de simulation de type 
prévisionnel ; c'est à dire un modèle développé pour définir la conséquence 
de diverses sortes d'actions. Le modèle simule un établissement universi-
taire comportant plusieurs secteurs (U.E.R.), chacun fonctionnant indépen-
damment des autres. 
On s'efforce par une formalisation appropriée de tenir compte de 
paramètres qui interagissent pour former la réalité universitaire, tout en 
les quantifiant de manière adéquate. Notre souci est la mise au point et 
1 'utilisation d'un modèle exploitable qui possède une certaine souplesse, 
qui lui permet de faire face à des modifications concernant 1 'enseignement. 
En effet, il est à p~évoir que nous désirerons étudier des structures mo-
dèles assorties de "solution de rechange" et qu'en étudiant selon tel mo-
dèle nous souhaiterons que sa structure puisse se modifier avec le temps. 
Nous voudrons aussi faire varier les hypothèses et les paramètres du mo-
dèle, et exécuter rapidement et économiquement des calculs répétés. Il est 
nécessaire donc que le langage descriptif employé soit à la fois très géné-
ral et très souple. 
L'objectif principal de ce modèle de simulation de type prévisionnel 
est de fournir un moyen d'évaluer clairement et rapidement les conséquences 
futures. Ainsi, par exemple, pour les exigences des coûts et de potentiel 
humain, il évaluera l'introduction de nouveaux cursus, de classes plus pe-
tites, des rapports étudiants-enseignants améliorés, etc ... Tous les résul-
tats fournis sont très importants pour la planification et la formulation 
des objectifs possibles à la ng terme. On suppose que 1 'administration à 
l'échelle universitaire et au niveau de chaque U.E.R. peut fournir les don-
nées nécessaires quant aux 
- flux étudiant, 
- programmes d'enseignement, 
- corps enseignant, 
- données de coûts adéquats. 
Un modèle étant la description d'une structure et de ses relations, 
la structure se compose d'un certain nombre de processus identifiés qui 
sont reliés par des règles de mouvement qu'il faudra préciser, pour pouvoir 
prévoir les états futurs du système lorsque nous connaissons exactement son 
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état présent, et que nous admettons que les mouvements continueront à se 
faire sur toute la période qui nous intéresse. Ainsi, les étapes préalables 
à l'utilisation pratique d'un modèle de simulation sont les suivantes : 
1- Isoler les frontières du système et identifier les compo-
sants majeurs du système, 
2- Une fois les frontières et les composants identifiés, on 
doit étudier la distribution spatiale des composants et pré-
ciser leurs positions relatives, 
3- Représenter les relations entre les composants du système, 
4- Déterminer les paramètres exogènes et endogènes, 
5- Enfin, le système d'information doit être constamment tenu 
à jour pour permettre une utilisation permanente du modèle. 
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On considère 1 'Université comme un système régi par un ensemble de 
paramètres ou de coefficients techniques, on utilise le modèle de simula-
tion pour calculer les conséquences des modifications des paramètres et on 
peut même calculer les conséquences futures de changements .structurels 
actuels. En concentrant ses discussions sur les paramètres, 1 'administration 
dégagera les motivations des demandes de crédits et devrait pouvoir calcu-
ler les conséquences d'un changement de paramètres sous son contrôle. 
Le modèle agit de façon déterministe ; aucune incertitude n'apparatt 
dans le modèle. Nous supposons que tous les paramètres ont des valeurs fixes 
mais remplaçables, contrôlables et modifiables au cours du processus de si-
mulation. 
On considère deux niveaux : organe central - U.E.R. Toutefois, les 
paramètres devraient être établis après accord entre les deux niveaux. Il 
va de soi que la base des accords devra comprendre des informations émanant 
aussi bien de niveaux supérieurs (Ministère : plafond des ressources) que de 
niveaux inférieurs, par exemple des informations données par les départements 
sur les effectifs et la répartition des enseignants. 
Il ne faut pas oublier que 1 'utilisation d'un modèle de simulation 
-
permet simplement une orientation de programmes. Par contre, il est essen-
tiel d'utiliser des critères déterminés pour évaluer les priorités sur des 
bases solides. Pour déterminer des critères adéquats, nous devons cependant 
identifier les éléments influençant l'output qui souvent sont qualitatifs. 
Les éléments influençant l'output seront exprimés par plusieurs paramètres 
du modèle. Une modification dans ces paramètres se traduira par un change-
ment d'équilibre et se répercutera ensuite sur les priorités. 
Notre modèle de simulation est constitué en fait par plusieurs sous-
modèles, chacun modelisant un aspect particulier de 1 'activité universitaire. 
Ils sont programmés sous forme conversationnelle et 1 'utilisateur 
peut établir un dialogue avec 1 'ordinateur à partir d'un écran. 
Les sous-modèles présentés sont les suivants : 
Prog-Edu: Ce modèle constitue la base du modèle global, dans la mesure où 
il évalue à partir d'un état initial 1 'état de chaque U.E.R., 
Fluxe : 
122 
pour chaque période de simulation en fournissant les effectifs 
des inscrits, des abandons et des diplômés et aussi la "trajec-
toire" de ces variables, donc 1 •évolution du système pour les 
états transitoires. La modelisation est basée sur les principes 
de 1 a pyranrique des systèmes ( e:x; Dynarrrique Industrie Ue). 
Le modèle du type cha1ne de Markov sans circuits, simule le Flux 
Etudiant, par U.E.R. et par niveau d1 étude. Il couvre le même 
domaine que le modèle Prog Edu. 
Capaens : Un modèle qui évalue les Capacité d 1Enseignement de chaque U.E.R. 
en nombre d 1 heures par semaine, en tenant compte des résultats 
fournis par Prog Edu ou Fluxe, et aussi : 
Demens 
Budget : 
- 1 •effectif et la répartition par grade des enseignants, 
- le nombre d 1 heures statutaires d•enseignement, 
- et divers coefficients techniques. 
Il calcule la Demande d1Enseignement selon la liste des enseigne-
ments apportée par chaque U.E.R., en tenant compte: 
- la taille des classes, 
- les types de cours, cours magistraux ou cours en petites clas-
ses. 
Il calcule le Budget pour chaque catégorie du personnel et le 
coût (moyen) par étudiant en fonction de 1 •effectif de chaque 
catégorie, les salaires et le nombre d 1 étudiants. 
Dans les paragraphes qui suivent on examinera en détail, les modèles 
ci-dessus. 
5.2. Le modèle de simulation : 
Les fl.ux étudiants. 
Un point impostant pour la gestion d•une Université est 1•estimation 
des besoins en ressources et 1•allocation de ces ressources pour satisfaire 
le fonctionnement. 
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Pour 1 •estimation des besoins, le facteur le plus important est le 
nombre d'étudiants inscrits chaque année, et leur répartition entre les 
U.E.R. et les niveaux d'études. Tous les autres paramètres comme le nombre 
d'enseignants et non-enseignants, les locaux, le nombre d'heures d'ensei-
gnement, ... dépendent directement ou indirectement de 1 'évolution de 1 'effec-
tif étudiant. 
Ainsi, la base du modèle de simulation est 1 'étude du uflux étudiantu 
qui répartit pour chaque année académique tous les étudiants en U.E.R., le 
nombre d'abandons et de diplômés. 
Cette partie du modèle est fondée sur le nombre de nouveaux inscrits 
et les coefficients de transition qui "caractérisent" le passage d'un ni-
veau d'études à un autre. 
En effet, nous considérons que chaque niveau d'études a une durée 
d'un an. Les étudiants inscrits au niveau 1, première année, dans une U.E.R. 
-passeront au niveau suivant s'ils ont réussi, deuxième année à une certaine 
proportion, ou 
-ils resteront au même niveau (redoublants), ou 
-abandonneront. 
Après une année supplémentaire, les redoublants passeront ou aban-
donnerons ou ils peuvent redoubles encore si le règlement de la scolarité 
le permet. 
Les étudiants qui se trouvent au niveau 2, seconde année, peuvent à 
la fin de l'année passer au niveau 3, rester au niveau 2 ou abandonner et 
ainsi de suite. 
Au dernier niveau, les étudiants qui réussissent obtiennent leur di-
plôme. Pour les changements d'étude, les redoublants au niveau 1 peuvent 
soit commencer les mêmes études soit s'orienter vers d'autres disciplines 
au niveau 1, dans ce cas nous considérons qu'ils font partie des nouveaux 
inscrits. 
garies 
Les inscriptions de chaque année peuvent être divisées en deux caté-
1- Premières inscriptions (en principe au premier niveau d'é-
tudes) 
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2- Inscriptions qui résultent des transitions à l •intérieur 
de l •université. 
La prévision de chacune de ces deux catégories nécessite des métho-
des différentes. Tout au long de ce chapitre, on considère les nouvelles 
inscriptions comme conditions initiales, et les inscriptions de la seconde 
catégorie comme engendrées par des taux de transition. 
Avant de commencer la description de notre modèle, parlons un peu 
des hypothèses implicites que nous avons fait pour la modélisation. 
-On considère 1•organisation del •université comme un système 




UER1 UER 2 ••• UER(n-1) UERn 
Chaque composante est analogue aux autres mais ne réalise pas les mêmes 
11 tâches 11 • Les relations entre les composantes sont linéaires et la 11règZ.e 11 
de 1•organisation est additive. 
- On examinera la relation entre les inputs et les outputs au 
ni veau 11maaro-anaZytique 11 • C est à di re on n • examine pas le processus de 
transformation mais uniquement la relation quantitative et qualitative entre 
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le couple input-output. (Le niveau micro-analytique concerne les modifica-
tions de la structure au cours du temps). 
- Notre système est déterministe, les conditions initiales et 
1 •état du système au moment t nous permettent de prévoir sans ambiguïté y 
1 •état du système au moment t+l, c•est à dire 
quand on conna1t les inputs et la configuration du sys-
tème on peut prédire les outputs. 
En utilisant le diagramme merveilleux de la botte noire 
On considère chaque U.E.R. (S) comme un processeur. 
Input étudiants admis 
Etat la population étudiante 
Output : Diplômés, abandons. 
Le processeur fonctionne grâce aux coefficients de transition. Il s•agit 
d•un processus dissout dont la période d1 échantillonnage est 1 •année acadé-
mique. 
L•équation qui caractérise la dynamique du système peut s•écrire 




est le vecteur état population pendant 1 •année k 
les nouvelles inscriptions au début de 1•année (k+l) 
la matrice transposée de P(k) : matrice qui donne les coef-
ficients de transition 
G une matrice qui caractérise 1 •input. 




= H(k) x(k) 
vecteur output 11 diplômés 11 
matrice qui caractérise 1 •output 
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y (k) = H (k) x (k) 0 0 
où y0 (k) vecteur output : abandons 
H(k) matrice de transition pour les abandons. 
Illustration. Pour une U.E.R. donnée. Si xi(k), i = 1,2,3,4 ; 
est le nombre d1 étudiants au niveau d1 études i. Et en supposant que les nou-





pll (k) p12(k) 0 









x 3 (k) 
x 4(k) 
T 
0 x1(k) u1 (k+l) 
0 x2(k) 0 
+ 
p34(k) x3(k) 0 
p44 x4 (k) 0 
Les diplômes sont délivrés uniquement en quatrième année. Et en ce 

















oQ P .. (k) représente le taux de transition des étudiants qui se lJ 
trouvent pendant 1 •année k au niveau i et passeront au 
début de 1 •année k+1 au niveau j (j i) 
h4(k) la proportion d
1 étudiants de la quatrième année qui vont 
obtenir leur diplôme à la fin de 1 •année k 
h ., i = 1,2,3,4 est le taux d 1 abandon au niveau i 
01 
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5.3. Le cadre Markovien 
La théorie classique des chaînes d'absorption de Markov (sta-
tionnaires de premier ordre) offre un cadre utile pour 1 'étude du flux 
étudiant. 
Nous allons présenter rapidement les principales hypothèses 
sur lesquelles peut se fonder un modèle de chaînes d'absorption de Markov. 
Le système peut se trouver dans un seul d'un nombre limité 
d'états et il ne peut changer son état qu'à des moments discontinus du 
temps. 
Notons pij la probabilité qu'un système à 1 'état i au temps k 
passe à 1 'état j au temps k + 1. Ces probabilités sont définies pour tous 
les couples (i, j), i = 1, ... , N ; j = 1, ... N, (où N est le nombre d'états) 
et nous les portons dans une matrice, dite matrice de transition de dimen-
sion N x • 
p = 
On suppose que la matrice P est indépendante du temps. 
Chatne d'absorrtion 
Un état appartenant à une chaine de Markov est un état absor-
bant, s'il n'existe aucune probabilité de le quitter. 
Une chaine de Markov est "absorbante" si elle comporte au 
moins un état absorbant, et si, à partir de n'importe quel état, il est 
possible d'aller dans un état absorbant (sans que ce soit nécessairement 
en une seule étape). 
S'il existe s états absorbants, donc N - s états non absor-
bants la matrice de transition aura la forme suivante, quand nous plaçons 
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est la matrice 
est la matrice 
1 
I 1 0 
1 
- - - -1 
R 1 Q 
identité d'ordre s 
nulle s x (N - s) 
une matrice (N - s) x s 
Q une matrice (N - s) x (N - s) 
x s 
R fournit les probabilités de passage d'un état non absorbant 
à un état absorbant. 
Q fournit les probabilités de passage entre les états transi-
toi res. 
Nous supposons qu'un étudiant SP. trouve soit dans un seul 
état transitoire d'une durée d'un an, soit dans un état absorbant. 
Rappelons que T'application diffèrera de la méthode décrite 
ci-dessus en ce que nous utiliserons un modèle déterministe. Celà signifie 
que nous interpréterons les pij comme des coefficients de transition fixes 
et non comme des probabilités. 
Pour les étudiants présents dans 1 •un quelconque des N états, 
par exemple i, il existe un jeu de coefficient de transition 
Pij 
représentant les proportions 
j = 1, 2, ••• N 
des étudiants qui iront l'année suivante dans 
chacun des états. 
Ainsi, 
qij est la proportion d'étudiants, qui sont présents dans 
1 'état i et qui seront 1 'année suivante dans l'état 
transitoire j ; i, j = 1, 2, ... N- s 
r.. est la proportion des étudiants présents à l'état i lJ 
au cours d'une année donnée, qui quitteront l'Univer-
sité à la fin de l'année ; i varie de 1 à N et j parmi 
les états absorbants. 
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Dans la matrice Q : 
Q = 
qN - s 1 
' 
qN - s . N- s 
Les éléments diagonaux sont les coefficients de redoublement. 
Si on considère une U.E.R, on peut distinguer quatre états 
transitoires (niveaux d 1 études) et deux états absorbants : les abandons et 
les diplômés. 
Le graphe qui correspond à cette situation à la forme suivan-
te 
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Si A = 5, D = 6 et les niveaux d 1 études 1, 2, 3, 4, la 
matrice P a la forme 
5 6 4 3 2 1 
1 ..• 
1 
5 1 0 r 0 0 0 0 
! 
6 0 1 1 
' 
0 0 0 0 
p = - - - - - - ,_ - - - - - - - - - -f 
4 p45 p46 ' 1 p44 0 0 0 
' 3 p35 0 1 p34 P33 
' 1 
2 p25 0 1 0 p23 p22 0 1 
t 
1 0 ' 0 0 P15 1 p22 p22 
' 1 
ou en utilisant la notation r ij' qij : 




r45 r46 1 q44 0 0 0 
r35 0 q34 q33 0 0 
r25 0 0 q23 q22 0 
r15 0 0 0 q12 qll 
Incidences du modèle. 
Grâce à ce formalisme et les résultats classiques des chaînes de 
Markov, on peut répondre à plusieurs types de question. On présente quel-
ques formules : 
q~~) proportion d 1 étudiants qui se trouvent actuellement 
à l •état i et qui seront dans n années à l •état j. 
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(o) Par définition on pose qij = 1 si i = j 
= 0 si i =1= 0 
et q ~ ~) = q .. 
1J 1J 
alors on a : 
q~~) = 
1J 
N ... s !: (n-1) qi 1 ql j 
1 = 1 
L'élément typique de la somme : q~~- 1 )q 2j indique la propor-
tion de ceux qui passent de l'état i à 1 'état 1 en (n-1) étapes, multipliée 
par la proportion de ceux qui passent de 1 à j en une seule étape. 
Donc 
L'élément q~~) est 1 'élément de la matrice Qn. 
1J 
l'élément (i,j) de la matrice de transition Q à la puissance 
n indique la proportion d'étudiants qui se trouvent actuellement à 1 'état i 
et qui se.ront, n années après, dans l'état j (n = 0, 1, 2, ... ) . 
Nous pouvons aussi calculer la proportion d'étudiants se trou-
vant actuellement à 1 'état i et qui se trouveront n années plus tard dans un 
état quelconque c'est-à-dire le "taux de survie" de 1 'Université. 
{n) q. 
1 = 
N - s 
!: q{~)(i=1,2, ..• ,N-s). 
J = 1 1J 
Il est possible aussi d'étudier la structure des effectifs 
étudiants à 1 'Université pour diverses hypothèses concernant l'évolution du 
nombre des nouveaux inscrits. 
Supposons par exemple, que 1 'évolution du nombre des nouveaux 
inscrits est stationnaire et soit X(k) = x* le nombre de nouveaux inscrits., 
La solution stationnaire C* est trouvée par la résolution du système d'équa-
tion suivant : 
* T * * c = Q c + x 
dont la solution est c* = (I - qT)- 1 x* 
où I est la matrice unité, 
qT, la matrice transposée de Q. 
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Par définition même, ce type de modèle de Markov ignore les 
performances passées des étudiants pendant leurs études, en les traitant de 
la même manière. Or il est possible, en ajoutant d'autres états, de fournir 
de la "mémoire" dans notre modèle ; par exemple on pourra différencier entre 
les étudiants qui réussissent dès la première fois et les redoublants, ou 
examiner le flux étudiant selon plusieurs catégories, par exemple : sexe, 
âge, CSP des parents, boursiers, etc ... pourvu que 1 'on dispose des statis-
tiques suffisantes. 
5.4. Modèle Markovien sans boucles 
On utilise toujours les mêmes hypothèses de base, mais on 
n'aura plus de boucles dans le graphe qui représente le système. Notamment 
on va distinguer les redoublants et les non-redoublants. On va ajouter enco-
re une contrainte, pour tenir compte du fait que en premier cycle, un étu-
diant n'a pas le droit de redoubler plus d'une fois. Dans le modèle, on 
suppose que cette restriction est valable pour le deuxième cycle aussi. 
Ceci n'a pas une très grande influence sur les résultats, puisque le pour-
centage d'étudiants qui prennent plus de trois années pour avoir la maîtrise 
est faible. Et de toute façon, si on dispose des statistiques suffisantes, 
la structure du modèle permet d'incorporer encore de nouveaux états pour 
tenir compte de cette catégorie d'étudiants. 
Ainsi, pour une U.E.R., on va avoir maintenant huit états 
transitoires et deux états absorbants. La matrice de transitions, en mettant 
d'abord les états absorbants peut toujours prendre la forme 
1 
I , 0 
p = - _1_-
1 
R 1 Q 
et le graphe associé est un réseau sans circuit. 
(ci-après, graphe et matrice correspondants) 









5 5 6 1 l' 2 2' 3 3' 4 4! 
5 1 0 0 0 0 0 0 0 0 0 
-
6 0 1 0 0 0 0 0 0 0 0 
-·-
- - - -
1 P15 0 0 Pu• pl2 0 0 0 0 0 
p l' pl'5 = 0 0 0 p1'2' 0 0 0 0 0 
2 P25 0 0 0 0 p22' P23 0 0 0 
2' P2'5 0 0 0 0 0 p2'3 0 0 0 
3 P35 0 0 0 0 0 0 p33' p34 0 
3' Pg•5 0 0 0 0 0 0 0 0 p3'4' 
4 p45 p46 1 0 0 0 0 0 0 0 p44' 
4' p4'5 p4'6 1 0 0 0 0 0 0 0 0 
1 
Pour une population donnée la matrice de transition P est 
connue. A partir d~ cette matrice et ses puissances Pn ont peut obtenir le 
comportement quantitatif du processus. 
A la matrice P on peut associer une matrice M = (mij) pour 
i, j = 1,2, ... N (matrice de convexion du réseau) qui est définie : 
mij vaut zéro lorsque pij = 0 
rn. . vaut 1 si p. . > 0 lJ lJ 
mij s'interprète comme la possibilité, si mij = 1, ou 1 'impos-
sibilité, si mij = 0, de passage d'un état à un autre entre deux instants 
successifs. 
La matrice M et ses "puissances" de la matrice M. 
D'une façon générale à la puissance Pn de la matrice P on 
associe la matrice Mn des possibilités de transition en "n étapes" .(réseau 
des chemins de longueur n entre deux sommets). 
me 
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Le calcul de Mn se fait, en algèbre booléenne, par 1 •algorith-
h (h-1) 
rn. . = V (rn •1 A rn •. ) 1J 1 1 1J 
i, j = 1, 2, ••• N 
h = 1, 2, 3, 
dans lequel V et A sont les opérations booléennes supremum et infimum. 
Etude du fiuz étudiant. 
La matrice P décrit les flux entre tous les états, étape par 
étape. Mais on est aussi intéressé par la proportion des étudiants qui pas-
sent à un autre état en plusieurs étapes. 
Soit : 
F = [ f ij] i = 1, ... N ; j = 1, ... N 
la matrice qui donne les proportions d 1 étudiants qui passent d•un état i à 
un état j, dans tenir compte du temps. 
Considérons d•abord les états transitoires 1, 2, ... N- 2 
et aij la proportion d1 étudiants qui passent de 1 •état i à 1 'état j. 
( 1) 
alors on a : 
N - 2 
aij = qij + ~ 
1 = 1 
q. 1 a .. ; i, j = 1, 2, •.. N- 2. 1 1J 
On définit ainsi la matrice A=[ a;} , i, j = 1, ..• N- 2 
et en tenant compte de la relation {1) on peut écrire sous forme matricielle 
A = Q + Q A 
(I - Q) A = Q 
Or la matrice (I - Q) possède toujours un inverse puisqu•il s•agit d•une 
chaîne absorbante (i.e. Qn + 0, quand n + oo) 
Et on écrit 
(2) -1 A = (I - Q) Q 
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On va considérer maintenant les proportions d'étudiants qui 
passent d'un état transitoire à un état absorbant. Notons cette proportion 
(3) 
bi j où i = 1, 2, . . . N - 2, J = N - 1, N. 
On a la relation 
N - 2 
b. . = r. . + ~ q
1
•1 b .. 1J 1J 1 = 1 1J 
On définit la matrice B 
pour i = 1, .•. N- 2 
j = N- 1, N. 
B = [b . .J 1J i = 1, 2, ... ' N - 2 j = N - 1, N. 
et on peut obtenir la relation (à partir de 3) 
B = R + Q B 
On a donc 
(4) B = (I - Q)-1 R 
Finalement, comme les proportions d'étudiants qui partent d'un 
état absorbant est zéro, la matrice F s'écrit : 
F = [A B] 
=T( I - Q)-1Q) (I - Qf1R] 
= (I -Q)-1[QiR1 
(5) F = (I -Q)- 1 [QJR] 
EvoZution du jfux étudiant 
On va utiliser la matrice Met ses "puissances" Mn, n > 1 
(n entier). On avait déjà dit que la matrice Mn nous donne le nombre de che-
mins d'une durée n entre deux états. Mais pour notre problème, ce qui nous 
intéresse ce sont les états transitoires. 
On considère donc la sous matrice de Mn que nous notons Mn, 
et qui correspond aux états transitoires. 
Au fur et à mesure que n augmente, les éléments de Mn devien-
nent zéro. Ceci indique 1 'impossibilité de chemin de longueur n entre deux 
A 1 - .. 
noeuds. Pour la valeur de n t.q. Mn+ = 0, M~donne le chemin le plus long 
parmi les états transitoires. 
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Ce qui est intéressant pour nous, est le fait qu'en combinant 
les matrices F et Mn on peut obtenir le "profil" du flux étudiant. 
Considérons toujours des états transitoires. Une proportion 
d'étudiants qui se trouvent à 1 'état i, arriveront à 1 'état j, en n périodes 
si, et seulement si, il existe un chemin de longueur n entre i et j. 
Si on symbolise uou la multiplication élément par élément de 
deux matrices de même ordre, on voit que la proportion d'étudiant se trouvant 
à 1 'état i et arrivant à 1 'état j, en n périodes est : 
(6) 
Considérons les étudiants qui entrent dans un état absorbant 
et quittent 1 'Université. Cette proportion est donnée : 
(7) ( A o Mn- 1) R , (évidemment A o M0 = I) 
Prédiction de la Pépartition des étudiants 
Si à un moment donné on a X étudiants inscrits qui sont répar-
tis parmi les N - 2 états transitoires à 1 'état i on a X; étudiants. 
OÙ 
On introduit la matrice diagonale 
x = [x .. ] 
1J 
x .. = x. 
1J 1 
i, j = 1, ... , N- 2. 
pour chaque i = 1, 2, .•• N- 2. 
Alors si on considère par de nouvelles inscriptions, la ré-
partition des étudiants, pour n périodes est : 
(8) 
Pour trouver donc le nombre d'étudiants qui se trouvent après 
n périodes à 1 'état i il faut ajouter tous les éléments de la colonne i dans 
la relation (8). 
u = [ 1' 1' . . . 11 
vecteur ligne dont les éléments sont tous égaux à 1, d'ordre N - 2. 
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Et on peut écrire 
(9} 
qui est un a (N - 2) - vecteur ligne et chaque élément nous fournit le nom-
bre d'étudiants qui se trouveront à 1 'état transitoire correspondant. 
Par un raisonnement analogue la répartition des étudiants 
parmi les états absorbants, après n périodes est : 
(10) 
Mais le système n'est pas fermé, et de nouveaux étudiants 
s'inscrivent chaque année (théoriquement dans chaque état transitoire) en 
pratique, en première année. 
Soit X (k), k = 1, 2, ... , n- 1 le nombre d'étudiants inscrit pour 
1 'année k. (X (O)) les conditions initiales). Alors la répartition des étu-
diants pour la période n sera : 
(11) U[X (k) (AoM(n-k))] 
La prévision pour les inscriptions, pour tous les états tran-
sitoires après n périodes est obtenue en prenant la somme sur k : 
(12) 
n - 1 
:E U [X (k) (Ao M(n-k))] 
k = 0 
Et, d'une manière semblable les effectifs pour les états 
absorbants 
(13) n - 1 ( ) 
:E U [X (k) (Ao M n-k- 1. R] 
k = 0 
Pendant la période de simulation la matrice P peut être mo-
difiée, pour des raisons diverses : amélioration du niveau général des étu-
diants ou des professeurs, amélioration de 1 'encadrement etc ... 
Ces changements peuvent être incorporés facilement dans le 
modèle, si on peut estimer Tes valeurs de la matrice P. 
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5.4.1. Résumé du modèZe : 
Pour chaque U.E.R., on définit 
A=[a .. ], 
lJ 
ou 
i, j = 1, ... ' N - 2 
N - 2 
~ q.l a .. 
1 = 1 1 lJ 
p =K -:-:-) 
1 
ou sous forme matricielle A = (I - Q)-1 Q 
• U vecteur - ligne unité 
11 D" symbolise la multiplication élément par élément de deux matri-
ces. 
M la matrice de connexion, M(n) la puissance booléenne de M . 
. M la sous matrice de M qui correspond aux états transitoires 
. X (k) la matrice de nouvelles inscriptions ; k = 1, 2, ... n- 1. 
Alors le nombre d'étudiants pour les états transitoires après n 
périodes est 
n - 1 ~ U[ X (k) (AD M(n-k))J 
k = 0 
le nombre d'étudiants qui se trouvent dans un état absorbant 
n - 1 ~ U[ X (k} (AD M (n-k-1) R1 
k = 0 
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FLUXE 
Le dialogue avec 1 •ordinateur s•effectue à partir d•un écran. 
Données 
. Choix de (ou des) 1 •u.E.R . 
. Donner la durée de la si:mulation 
donner les nouvelles inscriptions par niveau et par U.E.R. 
Donner les taux de succès 
• Donner les taux de redoublement 
• Initialisation 
. Fin de la saisie des données. 
Résultats 
Le programme donne par année de simulation 
L1 effectif de chaque niveau de chaque U.E.R . 
. L1 effectif total des inscrits 
. L1 effectif des abandons 
. L1effectif des diplômes. 
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X (0) : état initial 
I A : taux de succès 
I B : taux de redoublement 
I C : taux d 1 abandon 









5.5. Modèle du type dynamiqùe des systèmes 
Structure générale du modèle : La structure générale du modèle 
est définie en première approximation comme celle de réservoirs reliés entre 
eux par des canalisations dont le débit est réglé par les décisions de ceux 
qui ouvrent ou ferment les vannes. 
Les réservoirs sont les niveaux, les canalisations, les fluz, 




niveau plus fluz 
CJ ~ 0) niveau~ fluz plus 
point de décision 
Ces différents éléments peuvent être assemblés pour donner 
naissance à un schéma du type de celui de la figure 
... ------
" ' 1 \ 
.... __ --" ', ____ _,/ 
... ____ , 
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Ce schéma comprend trois niveaux reliés entre eux par des flux, 
et sur chacun de ces flux est porté le point de décision qui f~xe la valeur du 
débit du flux. 
Les fonctions des décisions qui fixent la valeur du débit tien-
nent compte des informations sur la valeur numérique des niveaux. Les liaisons 
d'informations sont représentées symboliquement par un trait pointillé reliant 
le niveau au point de décision. 
Tout processus de décision a pour but de modifier la valeur 
d'un flux. Ceci correspond au schéma de la figure : 
1 
', // .... ____ ,." 
......., __ """/ 
1 
-4-
Le point de décision porté sur le flux Dl reliant Nl à N2 
est symbolisé par un papillon. Le processus de décision symbolisé par un 
rectangle terminé d'une pointe, tient compte de la valeur des niveaux NI et 
N2 et d'une constante A représentée par : 
Nous avons vu, jusqu'à présent, d'une part quels étaient les 




et d'autre part les règles de représentation graphique et 1 'assemblage de 
ces notions. 
Ces concepts se distinguent quant à leur aspect fonctionnel, 
mais il faut les distinguer par la nature physique des grandeurs auxquelles 
ils sont attachés. Il faut pouvoir distinguer un flux en créant la notion de 
Péaeau. 
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La notion de réseau correspond à cette évidence qu•il ne peut 
circuler qu•un seul type de grandeur physique dans des niveaux et des flux 
connectés ensemble. Comme nous caractérisons un réseau par la nature des 
grandeurs qu•il véhicule, le plus sûr moyen de définir ces grandeurs est de 
leur attribuer une unité de mesure significative. 
Les équations 
Jusqu•à présent nous avons créé des concepts dont la symboli-
sation n•était que graphique et nous avons posé des postulats dont les moda-
lités d•application sont encore mal précisées. On va présenter maintenant la 
partie mathématique qui nous permettra de préciser et d 1 éclairer les notions. 
La nature du modèle mathématique sera séquentielle. En effet, 
l•utilisation d~ 1 •ordinateur implique de nombreuses itérations ; le résultat 
de chaque itération sera affecté d•un indice de temps et nous dirons qu•entre 
deux indices de temps successifs s•est écoulé un temps DT qui constitue un 
cycle élémentaire de simulation. 
Par convention, nous noterons les indices de temps I, J, K 
J étant 1 •état présent 
I est 1 •instant passé 
K celui à venir. 
Entre les instants I et J comme entre J et K s•écoule la même 
durée de temps DT. 
Equation de niveau.Elle est une équation qui prec1se les flux 
entrant et sortant du niveau. Soit le niveau dont la variable représentée est 
Net qui comprend un flux d•entrée E et un flux de sortie s. 
E ---.-o41~-. __ N _ __.t-----• S 
Nous désignerons par NK la valeur de niveau N à 1 •;nstant K 
et par E.JK la valeur du débit considéré comme constant durant 1 •intervalle 
JK. 
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Alors 1 •équation de niveau définira 1 •évolution de N en fonc-
tion de E et s soit 
N.K = N.J + DT (E.JK - S.JK) 
Cette équation exprime que la valeur du niveau à l 1 instant K 
est égale à sa valeur précédente à 1 •instant J, plus les quantités entrées, 
moins les quantités sorties durant JK. 
Equation de débit : Nous appellerons équation de débit ou 
fonction de décision toute équation qui détermine la valeur d 1 un flux pendant 
1• i nterva 11 e DT. 
L • hypothèse fondamenta 1 e est que. cette va 1 eur sera constante 
durant tout 11 intervalle. Il faut rappeler que les arguments de la fonction 
ne peuvent être que des variables de niveau. 
Soit par exemple 1 •équation du débit suivante 
S. JK = U.J 
Al + (A2) (L.J)/I.J 
qui signifie que le début du flux s durant 1 •intervalle JK est fonction de 
la valeur des niveaux u, L, I, et des constantes Al, A2. A cette équation on 











' -e-\ A2 
-ê-
A1 
On remarque que la valeur du débit pendant 1• intervalle JK ne 
dépend que de la valeur des niveaux à 1 •instant J. Ceci caractérise toute 
équation de débit. 
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Evolution du système : 
On a déjà mentionné que : 
- les équations de niveau permettent de calculer la valeur d•un 
niveau à 11 instant Ken supposant connue sa valeur à 1 •;nstant Jet celle du 
flux entrées ou sorties pendant 1 •intervalle JK. 
- les équations de débit permettent de calculer la valeur cons-
tante des flux durant 1 •intervalle JK en supposant connue la valeur constante 
des flux durant 1 •intervalle JK en supposant connue uniquement la valeur des 
niveaux à 11 instant Jet des constantes introduites dans 1 •équation. 
Si 1 •indice J représente 1 •instant initial dans 1 •étude du 
syst~me que nous simulons et qu•à cet instant nous ne connaissions que la 
valeur des niveaux et celle des constantes du modèle, alors : 
- les niveaux à 1 •instant Jet les constantes permettent de 
calculer les valeurs des différents flux pendant 1 •intervalle JK. 
- les niveaux à 1 •instant J, les flux durant 1 •intervalle JK 
et les constantes permettent de calculer la valeur des niveaux à l 1 instant K. 
Nous voyons donc que ce processus de hiérarchisation des équa-
tions, d•abord les équations de niveau, ensuite les équations auxiliaires.,en-
fin les équations de débit) permet de déterminer, de proche en proche, 1 •état 
du système du moment que le processus de calcul a été initialisé par les 
valeurs des niveaux et les constantes. 
Délais : 
Un facteur très important dans la circulation des quantités ou 
des informations dans le réseau est le délai. Par exemple, le temps qui s•é-
coule à partir du moment où on applique une décision (une nouvelle politique) 
et le moment où ses effets commencent à se sentir. 
Notre connaissance est plus précisémment celle de la valeur 
du flux s en fonction du flux E et il faut créer dans le modèle une fonction 
de décision automatique et implicite, qui génère une relation entre 1 •entrée 
et la sortie identique à celle constatée dans la réalité. Ces phénomènes, 
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dont nous ne connaissons que 1 'input et l'output sont assez fréquents et la 
notion de délai exponentiel créée par Forrester s'avère assez puissante pour 
traiter presque tous les problèmes qui se présentent. 
Délais exponentiels : Ils sont caractérisés par deux quantités 
- le délai moyen 
- l'ordre du délai 
La notion du délai moyen est attachée à celle du retard dans 
le phénomène, quant à 1 'ordre du délai, il précise la nature dynamique du 
délai. 
Le délai du premier ordre : est 1 'association-~'une équation 
de niveau et de débit correspondant au schéma. 
( 1) N. K = N.J + DT (E.JK - S.J.K) 
N.J 
(2) S.JK = 
D 
On voit que sur cette figure le flux de sorties ne dépend que 
de 1 a va.leur du niveau N et du délai moyen ; 1 e niveau N représente 1 a quan-
tité en transit dans le délai. 
L'équation (2) qui fixe la valeur du flux de sortie est une 
fonction de décision implicite, c'est-à-dire par son écriture et son symbo-
lisme, elle est du type équation de débit précédemment définie, mais il faut 
bien comprendre que son rôle n'est pas de simuler une décision. 
Délai d'ordre plus élevé : Après le délai du premier ordre, 
on peut créer un délai d'ordre n ; si n = 3 le délai de 3ème ordre sera obte-
nu en plaçant en cascade 3 délais du 1er ordre, la sortie de -l.'un étant l'entrée 
de l'autre. _ 
Les délais exponentiels ne pourront être utilisés que dans les 
situations dont la présentation schématique isole une entrée et une sortie. 
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Si les délais exponentiels peuvent être utilisés dans les 
réseaux des matières physiques, ils peuvent 1 'être aussi dans_ le réseau d'in-
formation. L'introduction d'un délai exponentiel dans un réseau d'information 
correspond au fait que la valeur de 1 'information utilisée est différente de 
celle enregistrée. 
Il arrive parfois que l'on s'intéresse plus spécialement non 
pas à la valeur brute de 1 'information, mais à sa moyenne ou à sa tendance. 
Le procédé qui permet d'obtenir ces valeurs a reçu le nom de lissage exponen-
tiel. Le lissage exponentiel peut être représenté par un délai du premier 
ordre. 
où 
L'équation du lissage est At= a Ct+ (1 -a) At_ 1 
A est la moyenne d'une variable C 
t le temps 
et œ une constante, 0 < a < 1. 
Si nous posons : 
a = 
on ·peut écrire : 
DT A.K = A.J + ST (C.JK- A.JK) 
ST le temps de lissage. 
Après cette rapide présentation des principes de la modélisa-
tion du type 11 Système dynamique 11 , on va présenter le modèle EDU qui simule 
le flux étudiant. 
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5. 5.1. Le modèle 
Les niveaux. On commence par la première année. On rappelle 
que 1•on va distinguer entre les étudiants qui sont inscrits pour la première 
fois et ceux qui redoublent. Ainsi, pour la description de la situation il 
nous faut deux niveaux ; Al, Rl. 
Le mouvement des [?ux physiques : Au début de 1 •année un flux 
alimente le niveau Al (inscrits pour la première fois). Au cours de 1 •année 
un pourcentage d 1 étudiants abandonne les études (les étudiants qui ne se pré-
sentent pas aux examens). A la fin de 1•année académique une partie des étu-
diants, de Al ou Rl, vont passer une seconde année. Une partie des étudiants 
du niveau Al va redoubler. Et les étudiants de niveau Rl qui échouent aux 
examens, seront obligés de quitter 1 •université (vu la règlementation exis-
tante, concernant les études de premier cycle). 
Les débits. On suppose que les mouvements des flux dépendent 
des "taux de transition" correspondants. 
Mais nous passons vite à la description graphique du modèle 




Al Les nouveaux inscrits 
A2 Les étudiants qui sont en deuxième année, sans redoubler 
Rl Les redoublants 
R2 Etudiants en seconde année qui ont déjà redoublé une fois 
NINSCR Taux des nouveaux inscrits 
Pll Taux des redoublants 
Pl2 Taux d1 étudiants qui passent en deuxième année sans redoubler 
PR12 Taux de réussite des redoublants 
El Taux d1 échec (deux redoublements) 
ABl Taux d 1 abandons au cours de la première année de scolarité 
ABRl Taux d~abandons parmi les redoublants 
STRl Résume la structure d•enseignement : 
F EXT 
F INT 
nombre de professeurs, taux d 1 encadrement, conditions!'"de 
travail, bourses, loisirs etc ... 
Ceci dépend en partie de 1 •université et en partie du 
système universitaire au niveau national. 
Etudiants potentiels et en général les facteurs socio-
économiques 
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A2 Les étudiants qui sont en deuxième année, sans redoubler 
R2 Etudiants en seconde année qui ont déjà redoublé une fois 
A3 Les étudiants qui sont en troisième année 
P23 Taux d'étudiants qui passent en troisième année, venant de 
A2 
P22 Taux d'étudiants qui redoublent en deuxième année 
PR23 Taux d'étudiants qui avaient redoublé la seconde année et 
qui passent en troisième année 
AB2 Taux d'abandons au cours de la seconde année d'études 
ABR2 Taux d'abandons au cours de la seconde année parmi les 
redoublants. 
E2 Taux d'échec (les étudiants qui redoublent une seconde fois 
en premier cycle) 
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A3 Etudiants en troisième année (première inscription) 
R3 Etudiants en troisième année qui ont redoublé une fois 
A4 Etudiants en quatrième année qui viennent du niveau A3 
R4 Etudiants en quatrième année qui ont redoublé une fois 
DELAI Etudiants qui redoublent au moins deux fois consécutive-
ment 
NINSCR2 Taux d'étudiants qui s'inscrivent pour la première fois 
à 1 'Université en première année de second cycle 
P33 Taux d'étudiants qui redoublent une première fois la 
première année 
P34 Taux d'étudiants qui ont redoublé déjà une fois et qui 
passent en quatrième année 
DEL Taux d'étudiants"retardataires" 
AB3 Taux d'étudiants qui abandonnent au cours de la troisième 
année 
ABR3 Taux d'étudiants qui abandonnent au cours de la troisième 
année et qui sont redoublants 
PRR3 Taux d'étudiants qui redoublent une deuxième fois consécu-
tive (triplent) la troisième année 
























A4 Etudiants en quatrième année qui n'ont pas redoublé 
R4 Etudiants en quatrième année qui ont redoublé une fois 
DEL Etudiants qui triplent la quatrième année (ou plus) 
AS Etudiants diplômés 
P45 Taux d'étudiants qui prennent leur diplome venant de 
A4 
P44 Taux d'étudiants qui redoublent la quatrième année 
PR45 Taux d'étudiants qui prennent leur diplôme venant de R4 
PRR4 Taux d'étudiants qui •triplent" la quatrième année 
DEL Taux d'étudiants retardataires qui obtiennent leur diplôme 
AB4 Taux d'abandons pendant la quatt,ième année 
ABR4 Taux d'abandons pendant la quatrième année, parmi les 
redoublants 
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Il n•y a aucune restriction sur le nombre d•années durant les-
quelles on peut prolonger ses études en second cycle. Ceci évidemment pose 
déjà un premier problème pour distinguer entre les étudiants qui abandonnent 
définitivement 1 •université et ceux qui interrompent leurs études pour des 
raisons diverses et qui les reprennent quelques années plus tard. 
Une autre difficulté est la possibilité de tenir compte des 
étudiants qui "redoublent•• plusieurs fois. Pour tenir compte de cette caté-
gorie d1 étudiants on introduit un "délai" de troisième ordre. 
Le même type de situation se présente aussi, pour la quatrième 
année. Ainsi dans notre modèle on considère un niveau " DELAI " qui reçoit 
les étudiants de R3 ou R4. 
FEX+ 
' ' FIN*',_.-----~ 
........ 
FEX-4:-










La description du problème qui nous intéresse, Te 11 flux étu-
diant11 est nettement améliorée, en utilisant le symbolisme de Forrester : 
les notions. de niveau, de taux et flux. Le modèle devient plus transparent, 
suscite des questions et surtout, ce qui nous paraît fondamental, il peut 
être facilement communiqué et compris par toutes les personnes qui ont leur 
mot à dire dans 1 'Université. 
Onpeutsuivre facilement le comportement du système pendant 
les états transitoires. En effet, très souvent une politique à 1 'état stable 
est optimale, mais elle peut être rejetée à cause d'un comportement transi-
toire non acceptable. 
Un effort particulier est consacré à la signification des pa-
ramètres, et on peut mieux préciser les facteurs qui influencent les possi-
bilités de transition. Les paramètres doivent être considérés comme des 
valeurs moyennes, et on devra utiliser plusieurs valeurs pour saisir la 
signification derrière la variance de chaque paramètre . 
. 
On peut ainsi mieux préciser comment on peut intervenir et 
l'impact de cette intervention sur les probabilités de transition. 
On va présenter maintenant quelques illustrations du modèle. 
· Î.#tt.,f'10DIFlCAHùH VALEURS nœriAL~S 
t" _. · !LI-STE ·VALEURS INITIALES 
a· : M0D!FICATIOH· 
:r FlN : 
. ·: .. ·. 
Al -. 0.0000E 00 
· wsc~ ~ . 0. 1 o~)eE 04 
Aa ~-· 0.00C0E 08 
'Fia u• 0.0000E 00 
.. A3 '• 0. ~)000E 00 
·pz3 . •. e.coooE ee 
PR33 • 0.000CE 00 
~4 • 0.0000E 00 
P34 ~ 0.0000E f.O 
R1 · • 0.0000E 00 
P11 • 0.0000E 00 
Ra • 0.0000E 00 
PP12 • 0.0000E eo 
P28 • 0.0000E 00 
P3 • 0.0000E 08 
P33 • 0.e000E oe 
~4 • 0.0000E 00 
FR34 • 0.0000E 00 
P~4 • 0.0000E 00 
A5 • 0.0000E 00 
R54 • O.OC00E 00 
RRS4 a 0.0ù00E 00 
'TOT1 K 0.0000E 00 
rora • o.00o0E 00 
TOT3 • 0.0000E 00 
TOT4 ·•· 0.00~0E 00 
TOTS • 0.0ûû0E 00 
TOT • 0.0000E 00 
IHS • 0.0000E 00 
I • 0.0000E 00 
II • 0.0000E 00 
R • 0.0000E 00 
PP11 • 0.1000E 02 
FP12 • 0.5000E 02 Pl' rH a .. o. s,hwF. o;~ 
PP32 • O.lOOOE ~a 
PI'UJ " (L!":=IHiN: Of:! 
Pl'l?23 • o. sooot: oa 
.PP33 • 0.1000E 02 
PP34 • 0.5000E 02 
PPR34 a 0.5000E ea 
PP44 • 0.1000E 02 
PRS34 • 0.5000E 0a 
PPRS4 • 0.5000E 02 
t##i MODIFICATION 'VALEURS IHlTIAL~S . 














MIN 0.0000E 00 MAX 0.1000E 04 
MIN 0.0000E 00 MAX 0.5000E 03 
MIH 0.0000E 00 MAX 0.2500E 03 





..,. ("11 ('Il f"'1 
<S> oCSI ~ (S) 
w w w LrJ 
& Q G) G> 
& CS) & 1.1) 
& & 1.1) cu 
-
tl) OJ ....... 
. . . . 
& <P oCSI <SI 
'X x x x 
<1: <1: <I: <I: 
E: E: E: E: 
& oCSI cSJ & 
& cS) <SI .$ 
w tJl w 1.rJ 
& oCSI <SI <S> 
$ G) <SJ <SJ 
<S> CS) & G> 
Ci> CS) (S) & 
.. . . . 
<!il" ego ego &-
z: z: z: z: 
..... H ...... ,... 
E: E :E: :E: 
-
ru {") ..,. 
(- t- .... f-
0 0 0 0 (- t- t- (-




Q <SI w 
.(tT. (!;) 
;Xl 














































0 0:: :::3 






DONNEES : SCIENCES ECO. 
,,u 
4 
U#t l10DIJ:"JCATION VALEURS INITIALES 
1 
1 ~!STE UH~tURS INITIAlES 
e MODI,CATION 
3 FIN 
A1 • ~.~000E 00 
INSCR • 0.a0a01 93 
Aè • 0.0000E 00 
Plê * 0.0000E 00 
A3 * 0.0000E 00 
Pê3 ~ 0.00~0E 00 
PR23 • 0.0000E 00 
A4 * 0.0000E 00 
P34 • 0.G000e 00 
Rl • 0.0000E 00 
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Augmentation linéaire des effectifs, 
mêmes don~ées 




A TOT1 MIN. 0.3950E 03 MAX 0.G124E 03 
B rora MW 0 .1 230F. 03 r1AX 0 .1800E 03 
c 'l'OT3 MIN 0.9000E ea MAX 0.1559E 03 
D 'J'OH mN 0. 10seE 0a MAX 0 .1124E 03 

















































Passage' 11 norma 111 
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MIN 0.3000E 03 MAX 0.4360E 03 
MIN 0.4000E 03 MAX 0.5425E 03 
MIN 0.1~60E 03 MAX 0.1673E 03 
MlH 0.4a30E 02 ·MAX 0.6709E 0a 






(I) Tx redoublement en 1ère année 20% ~ Tx de réussite 35 % 
A lHSCR l1lN 0. 3000E 03 MAX 0.4360E 03 
B TOi1 MlN 0,3900E 03 MAX 0.5a10E 03 
c iOT2 MIN 0,H1SE 03 MAX 0.18?7E 03 
D 'rOTS Mlti e.-4230E ea MAX 0.7542E 02 




.(1) suite : Tx redoublement 1ère année ~0% ; Tx de réussite 1ère année 35% 
0.5a.10E 0:3j 1 1 ' 1 1 ' • 1 I: : :a: : ": r 
0.4a30E 02 
~.101 
A i01'1 Mlti 0,3900E 03 MAX 0.5at0E 03 
B Tora MJN 0,141SE 03 MAX 0 .187?E 03 
c 'l'OT3 MlN 0,900eE 0& MAX 0.1702E 03 
D TOT4 MlN 01 ?050E 02! MAX 0.125?E 03 
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MIN 0.0000E 00 .MAX 0.S6?8E 02 
MIN 0.0000E 00 MAX 0.1SS3E 02 




(II) dt = 10 ans ; (Tx redoublement 10 % ; Diplômés 70 %) pour la 4e année. 
0. S.t25~ 031 1 •• . r , l r . 1 • 1 1 ' :JO: : : ti : " , 1 r 







MIH 0.4000E 03 MAX 0.54aSE 03 
MIN 0.12~0E 03 MAX 0.1G73E 03 
MIH 0.g000E 02 MAX 0.15l7E 03 
MIH 0.64~0E 02 MAX 0.1039E 03. 











IJ) ...... 0) 
- ' $ CS)$ 
x x x 
<t: ~ <:t: 
E: E: E: 
(S) CS) ('l 
ISI & & 
w UJ w 
<9 (!) <S) 
<SI $ & 
(5) & ru 
& & 1'-
. . . 
& & CS) 
% z: z 






V> "'1" <.n t-
U) a:: 0 
......... a; a:: l-
1-1 
...... cg 




"t' .;Si) w 
u·. \$) al 
ft,$ <SI œ 
0; & ::J 
. 0 





(III) 1ère année Tx redoublement 20·% ; ;réussite 35% de non redoublants. 
~·.SafOE 031 1 1 • 1 . 1 1 1 :L : :a : :A: ' r 
A TOT1 ~liN 0. 39.00E 03 MAX 0.5210E 03 
B TOT2 MIN 0.1448E 03 MAX 0 .1919E 0 3 
c TOT3 MIN 0.9f.I00E 02 MAX 0.1741E 03 
D TOT4 MIN 0.7050E 02 MAX 0.1284E 03 






5. 6. Demandes d'enseignement 
Une fois la répartition de la population étudiante calculée, 
dans le modèle FLUXE, il est facile de calculer la demande d•enseignement. A 
chaque cours offert est associé un nombre d1 heures. Connaissant le type de 
cours (cours magistral ou cours en 11 petites classes·~ et la taille des classes, 
on peut effectuer nos calculs. 
DEMENS 
Données 
- la taille des classes, par catégorie de cours 
- le nombre d1 heures d•enseignement 
- 1 •effectif des étudiants. 
Résultats 
Nombre d 1 heures d•enseignement par semaine, par 
niveau, U.E.R. et année 
répartient en deux catégories 
. Cours magistraux 
. Cours en 11 petites classes 11 • 
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5.?. Capacité d'enseignemènt 
La capacité d'ensei-gnement de 1 'Université dépend des programmes 
offerts, de l'effectif des étudiants, de 1 'effectif du corps enseignant et sa 
répartition selon les grades et les U.E.R. 
Grâce à une structure donnée des catégories d'enseignants, il 
est possible de répartir le nombre total d'enseignants en professeurs, maîtres 
-
de conférences, maitre-assistants, assistants •.. Lorsque nous connaissons com-
bien d'heures de cours un "type" d'enseignant doit donner par semaine, nous 
pouvons calculer la capacité d'enseignement de 1 'Université et de chaque U.E.R. 
suivants 
Cette partie du modèle a été établie selon les trois points 
effectifs étudiants 
besoin en enseignement 
effectifs enseignants 
Ceci permet à 1 'U.E.R. de modifier tant son rapport étudiant 1 
enseignant, que la structure des catégories d'enseignants. 
Si une U.E.R. a une capacité insuffisante, elle peut ainsi, pour 
une structure donnée, établir quelle doit être la modification du rapport étu-
diant 1 enseignant et présenter une demande de postes. 
Si la demande est refusée, elle a encore la possibilité de sa-
tisfaire ses besoins, dans une certaine limite, en modifiant le rapport des 
catégories d'enseignants. 
Le modèle permet d'établir des chiffres~ Ainsi, 1 'utilisation 
des calculs montre les conséquences pour chaque U.E.R. d'une structure donnée 





- Effectif étudiant 
- Effectif enseignant 
Nombre d 1 étudiant par catégorie d•enseignant 
Résultats 
- Capacité d•enseignement mesurée en nombre 
d 1 heures par semaine 
- Rapport étudiant 1 enseignant. 
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Budget 
Une fois l'_effectif du personnel déterminé, nous pouvons éta-
blir le budget de 1 'Université. Nous connaissons exactement les salaires qui 
vont être utilisés dans le budget pour les différentes catégories de person-
nel : 
- un plafond pour le montant du budget 
- un plafond pour le nombre de postes 
Le modèle ne peut pas déterminer le budget que sur la base des 
postes de titulaires. 
BUDGET 
Données 
- Effectif du personnel 
- les salaires par catégorie de personnel 
- 1 'effectif étudiant 
Résultats 
- le budget pour chaque catégorie de personnel 
- le coût par étudiant. 
Comme l'Université se trouve dans une période difficile (taux 
d'accroissement très faible, sinon zéro) il Tui faut être consciente de son 
propre état. Il lui sera très difficile de vivre seulement. sur des augmenta-
tions marginales : elle doit réviser le montant global des ressources qui lui 
ont déjà été attribuées. L'utilisation d'un modèle de simulation lui facili-
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tera la tâche. 
Cependant, nous devons nous assurer de notre contrôle sur les 
paramètres ; si un ou plusieurs d'entre eux provoquent le changement d'un 
autre, nous devons connaître 1 •orientation et l'ampleur d'une éventuelle 
réaction. 
S'il nous est impossible d'évaluer les valeurs numériques de 
ces réactions, nous devrons simuler diverses estimations, car il nous faut 
connaître au moins un certain nombre des conséquences entraînées par un chan-
gement de paramètre. 
Nous pensons, par exemple, qu'un rapport étudiant 1 enseignant 
plus faible est susceptible d'augmenter le taux de diplômés. On va essayer 
alors d'influencer les coefficients de transition. Il est cependa~t difficile 
de dire à priori lequel des trois coefficients sera modifié et dans quelle 
mesure. Nous nous trouvons dans une situation où il nous est impossible de 
prévoir à priori les réactions. 
L'issue peut-être est de partir d'une réaction éventuelle et 
essayer le modèle pour différentes possibilités, pour établir des limites 
possibles des conséquences. 
CHAPITRE 6 
MODELE DE PLANIFICATION 
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6.1. Dans ce chapitre, on va présenter un modèle de planification déten-
tralisée, comme instrument tactique de répartition des ressources. 
A 1 'Université ces décisions se caractérisent souvent par un manque 
général des ressources, et par des informations incimplètes. La pénurie géné-
rale des ressources joue à satisfaire d'abord les demandes qui paraissent les 
plus urgentes. 
L'un des objectifs de notre modèle de planification décentralisée est 
d'offrir aux responsables, une méthode adéquate de répartition des ressources 
disponibles pour atteindre de meilleurs résultats globaux. La procédure de 
planification a été conçue comme un instrument analytique à employer au ni-
veau supérieur de décision de 1 'Université. A ce niveau de décision nous sup-
posons que planification et décision opèrent d'une manière très décentrali-
sée, avec des variables de décision peu nombreuses et très regroupées. 
Le problème de la planification considéré est celui de la répartition 
des ressources. Il est né de 1 'intention d'attribuer les ressources de façon· 
à aboutir à un équilibre entre 1 'offre et la demande d'enseignement. 
Dans une Université, la plupart des problèmes de répartition des res-
sources tactiques traitent d'une façon ou d'une autre des répartitions de 
potentiel humain. Cependant, il est beaucoup plus facile de recruter plutôt 
que de renvoyer ou de déplacer le personnel. Ainsi, la meilleure façon de 
contrôler le système est de contrôler la croissance. Fondée sur des évalua-
tions des demandes d'enseignement futures et des ressources disponibles, la 
procédure de planification détermine 1 'échéance et la quantité des réparti-
tions des ressources pour chaque unité. 
Les résultats du modèle fourniront ainsi, 1 'attribution des postes 
d'enseignants et les heures complémentaires pour chaque période de planifi-
cation qui satisfait au mieux les demandes globales d'enseignement. 
Le modèle offre aussi aux responsables un outil qui calcule immédia-
tement la répartition optimale des ressources pour 1 •ensemble des périodes 
de planification, à chaque fois que les plafonds des ressources changent, 
ou si une ou plusieurs des demandes d'enseignement se développent différem-
ment des prévisions. 
Une procédure de décentralisation est un modèle de prise de décision 
où interviennent divers sous-sytèmes dont 1 'activité est coordonnée par un 
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organe central. On doit ainsi préciser les conditions d'un dialogue entre 
les "unitées" impliquées et montrer en quoi les caractéristiques d'une pro-
cédure de décentralisation diffèrent de celles d'une simple-méthode de cal-
cul numérique. 
Tous ceux qui ont vécu un certain temps dans 1 'Université savent que 
personne n'a jamais essayé de dissocier deux étapes bien distinctes de la 
planification. 
Les membres du corps enseignant et les étudiants utilisent principa-
lement ce que 1 'on peut appeler planification stratégique pour 1 'établisse-
ment de nouveaux cours et la modification de cursus . Ces plans se terminent 
généralement par une longue liste de ressources demandées. 
D'autre part, 1 'administration est toujours seule pour allouer les 
budgets de fonctionnement approuvés par le Ministère. Cette division du tra-
vail provoque au fil des années de nombreux mécontentements et frustations. 
Il n'est pas possible d'atteindre tous les objectifs immédiatement, c'est 
pourquoi il faut remettre à plus tard certaines demandes. Cette tâche déli-
cate est confiée à l'administration. Elle entraîne obligatoirement des prio-
rités et des choix auxq~elsles enseignants et les étudiants ont essayé 
d'échapper dans la planification stratégique. 
Il y a deux problèmes principaux dans la planification tactique : 
- le premier est qu'elle ne traite généralement que des affec-
tations de crédits marginaux, or une affectation marginale n'est permise 
que si nous supposons que le système est au départ dans une situation opti-
male. 
- le second problème est le manque d'information utile. La pla-
nification doit toujours être faite dans des conditions de plus ou moins 
grande imprécision sur le futur et à partir de données incomplètes. 
Notre modèle essaie de proposer une procédure de planification qui 
peut surmonter toutes ces difficultés. L'introduction d'un système de dé-
cision décentralisée resoud le problème des informations incomplètes ; seul 
l'organe central de décisions traite de 1 'ensemble des coûts des résultats 
et des variables de décision regroupés. Mais il ne s'occupe pas des projets 
individuels dont le choix revient aux organes décentralisés. 
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Nous allons présenter le chapitre de la façon suivante : 
- Recherche des caractéristiques du contexte dans lequel le modèle 
doit 1 'appliquer. Ceci nous permettra de discuter les problèmes d'autonomie 
de conflit et d'interrelations entre les éléments décisionnels qui consti-
tuent l'Université. 
On présentera notamment 
les notions de niveau et de hiérarchie, 
. les notions de centralisation et de décentralisation avec 
leurs avantages et inconvénients. 
- Présentation du choix possibles 
- Description du modèle retenu. 
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6.2. La struature du système déaentraZisé : 
L•analyse de la structure du système décentralisé passe par celle 
du système dé décision de ses unités composantes. En effet, le réseau de 
ces décisions et des rapports entre les unités configure celui qui définit 
généralement un système et donc un ensemble d1 éléments qui dépendent réci-
proquement 1 •un de 1•autre, mais qui présentent un certain degré d•autono-
mie, et par conséquent de conflit possible avec 1 •ensemble. 
Nous devons tenir compte des différents problèmes qui se posent 
- 1•autonomie, 
- le conflit, 
- 11 interrel'ation. 
Pour cela une approche systématique des procédures de dialogue entre 
les éléments constitutifs d•un niveau de décision est nécessaire. 
De cette première étape découle la seconde qui consiste à préciser la 
notion de hiérarchie et donc à étudier les rapports entre les différents ni-
veaux de cette hiérarchie. 
La confrontation des objectifs des différentes unités présente un ca-
ractère complexe car elle prend en compte la notion de conflit, de temps et 
d•information dont 1•un des rôles consiste à rendre plus claire 1 •interdé-
pendance des objectifs. De ce fait on ne doit plus centrer 1 •analyse sur la 
décision isolée, mais sur le déroulement social dans lequel les actions se 
réalisent. 
Cette préoccupation on la trouve d•une manière permanente dans les 
travaux de Kornai (x), quand il aborde les problèmes d•agrégation de choix. 
Lorsqu•il étudie des algorithmes de prise de décision, montre également que 
la préparation de la décision est un proaessus de aonnaissanae. Le rôle fon-
damental de 1 •information est ainsi clairement mis en valeur, et 1 •étude des 
processus de décisions révèle deux de ses aspects essentiels : 
- d•une part, ce qu•une unité grâce à son expérience et au dia-
logue social qu•elle poursuit, peut apprendre sur sa propre fonction d1 éva-
luation et sur celle des autres unités du même niveau (proaessus d'apprentissage) 
(x) Antiequilibrium, North Holland 
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d'autre part, la connaissance que les unités d'un niveaù peu-
vent acquérir sur l'environnement extérieur, c'est à dire, entre autres, les 
contraintes que d'autres niveaux peuvent leur imposer. Il s~agira alors du 
processus itératif à infor.mation croissante (la fonction n définie précédemment) 
Ceci montre clairement 1 'intérêt de dissocier pour 1 'analyse, les re-
lations à un même niveau de celles qui interviennent entre niveaux diffé-
rents. 
Une prise de décision collective se fait après échange entre les 
parties intéressées et confrontation de leurs objectifs dans le cadre d'un 
processus decisionnel. 
Il y a donc prise en compte des interpédendances des objectifs, infor-
mation réciproque et surtout modification progressive des choix des diffé-
rents centres de décision au cours des étapes successives du processus 
d'élaboration du plan. 
Deux éléments caractérisent fondamentalement le choix collectif : 
- d'une part il nécessite 1 'utilisation d'une procédure itérative 
- d'autre part il est partie intégrante des relations complexes 
entre les différents sous-ensembles. 
A 1 'intérieur de ce schéma, se posent plusieurs séries de problèmes : 
- tout d'abord celui de déterminer les unités qui participent à 
1 'élaboration du plan, 
de la place qu'elles occupent au sein de l'organisation car 
l'importance de l'unité et l'ampleur de l-'autonomie dont elle dispose, tant 
dans le domaine de l'emploi des ressources que dans celui de ses relations 
avec les autres unités, déterminent la nature profonde du processus de pla-
nification. 
C'est pourquoi, dans cette perspective, la notion de l"optimum" doit 
être recherchée au niveau de la procédure de confrontation d'objectifs dont 
certains peuvent initialement se trouver partiellement en conflit. Si la 
procédure de discussion a pu être emplicitée et rationalisée, éventuellement 
formalisée, 1 'élaboration des objectifs communs à atteindre peut aooutir à 
un résultat qui satisfasse à la fois aux critères de la décentralisation et 
à ceux de 1 'efficacité (non gaspillage des ressources). 
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Mais il faut être conscient des dangers que peut présenter l •utilisa-
tion abusive d'une formalisation, ainsi nous devons chercher des instruments 
qui puissent être adaptés aux types des problèmes que nous posons. 
6.3. Niveaux- Hiérarchies 
Avant d'examiner les deux processus du dernier paragraphe on va préci-
ser la notion de niveau et la notion de hiérarchie. 
Dans la dernière définition du système au chapitre trois, on avait 
écrit qu'un système est une entité complexe traitée comme une totalité or-
ganisée •.. ; il nous faut maintenant examiner de plus près les types d'orga-
nisation qui peuvent exister. C'est à dire d'examiner les lignes de communi-
cation et de contrôle du système et les influences qui s'établissent entre 
les éléments. 
Parmi les modalités organisationnelles, la plus importante est indénia-
blement la structure hiérarchique. Une définition restrictive de la hiérar-
chie est la suivante : 
Une hiérarchie est un ensemble de composants qui peuvent être 
considêrés à des termes de niveaux. Ces niveaux servent co~ sous-ensembles 
dans lesquels les composants du système d'une classe particulière sont orga-
nisés (un niveau peut avoir un ou plusieurs composants). 
On peut classer les structures hiérarchiques en quatre types différents 
Hiérarchies strictes ou de dominance : 
Ce sont les hiérarchies où les éléments de niveau supérieur dominent 
les niveaux inférieurs. Le plus haut niveau représente l'autorité suprême, 
et le niveau le plus bas a l'autonomie la plus faible. Dans une telle struc-
ture chaque niveau, sauf le plus haut devient déterministe si on connaît les 
contraintes que les niveaux supérieurs imposent aux niveaux inférieurs. 
Holarchies (Il.) : 
C'est une structure où les niveaux super1eurs ne diminent complètement 
les niveaux inférieurs, les liaisons entre niveaux ne sont pas à sens unique. 
L'influence entre niveaux est bilatérale. 
(JI) d'après 11 Holon 11 voir A. KOESTLER, Le cheval dans la locomotive 
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Dans une holarchie, chaque niveau présente un double visage 
- vis à vis des niveaux supérieurs est un instrument à utiliser 
mais en même temps une source d1 information et des recommandations, 
- pour les niveaux inférieurs est une source d•autorité et de 
contrôle. 
Et ceci est valable pour tous les niveaux sauf les deux niveaux extrêmes. 
Hiérarchies néogénétiques : 
Des hiérarchies rencontrées dans le domaine biologique : les éléments 
des niveaux supérieurs émergent des éléments des niveaux inférieurs. Le 
point important ici est que 1 •origine et la signification des éléments 
d•ordre supérieur est à chercher dans 1•impulsion d•évolution des éléments 
d•ordre inférieur. Ils partagent la même condition et les mêmes informations 
et à des contacts spécifiques engendrent un nouveau niveau qui est la pre-
mière étape vers le développement d•un système héirarchisé. L•interdépen-
dance entre niveaux est très forte. 
La bonne 11 Santé 11 du système est une condition nécessaire et suffi-
sante de la .. bonne santé 11 des parties. 
Identité : 
Elle pose un problème délicat, comme 1 •indique d•ailleurs le terme 
identité pour parler d•une hiérarchie. Comme écrit Patte(~), le problème 
central de la théorie des hiérarchies est 
..... the relation between the ·structural and descriptive le-
vels11 du système hiérarchique. 
Ce qui veut dire qu•il y a des systèmes hiérarchiques où les niveaux 
qu•on utilise pour leur description (pour rendre compte de leur structure) 
ne sont pas pertinents pour la situation que 1 •on examine. Ce que 1 •on con-
sidère comme niveau n•en est pas un. 
Une règle générale pour distinguer une vraie hiérarchie d•une iden-
tité est la suivante : · 
Chaque niveau d•une vraie hiérarchie doit faire intervenir des 
(*) Hierarchical theory 
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propriétés structurelles ou fonctionnelles qui sont différentes de celles 
des éléments d'ordre inférieur. Quand une hiérarchie (ou un niveau d'une 
hiérarchie) peut se réduire à la somme ou à une agrégation des propriétés 
de ses parties, est une hiérarchie identité. 
Ceci nous amène à 1 'énoncé de la proposition de la théorie des sys-
tèmes hiérarchiques, qui constitue un outil très puissant pour 1 'étude des 
systèmes. 
Les propriétés des niveaux super1eurs ne peuvent pas se déduire des 
propriétés des éléments des niveaux différents (Mesarovic (x) ..... the prin-
ciples or laws used to characterize the system on any stratum connot in 
general be derived from the principles used on other strata ... 11 ). 
Ce qu'on peut dire 11 Une caractéristique des systèmes hiérarchiques de ni-
veaux différents demandent de descriptions différentes ... 
Vu l'importance de la notion des niveaux, on donne une définition 
formelle : 
L est une structure à niveaux t L = (S,E) 
où S est une famille d'ensembles de systèmes 
E une relation binaire sur S, qui a les propriétés de réflexi-
vité et de transitivité. 
Elle représente l'émergence ou 1 'arrivée de nouveaux systèmes dans un pro-
cessus. 
Chaque membre de S est un ensemble de systèmes qui sont équivalents 
d'un certain point de vue (c'est à dire chaque membre de S est une classe 
d'équivalence de systèmes avec les mêmes propriétés de base). 
Les exigences de la structure hiérarchique que 1 'on peut poser du 
point de vue de la théorie sont : 
- Des niveaux adjacents doivent posséder des interfaces, 
- Deux niveaux quelconques d'une hiérarchie doivent présenter 
des différences soit entre les relations inter-niveaux soit à la nature des 
éléments qui les composent. 
(*) Theory of Hierarchical, Malts level systems 
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- On pose aucune condition sur le type des relations entrè les 
éléments d'un même niveau. 
6.3.1. Relations à un même niveau: 
On va développer maintenant le processus d'apprentissage parmi les 
membres d'un même niveau. 
Dans la résolution d'un conflit, le passage de la non-coopération 
entre unités puis la recherche collective des informations qui leur permet-
tra d'aboutir à 1 'élaboration d'objectifs agrégés, représentent une évolu-
tion positive dans la mesure où elle aboutit à une prise de décision col-
lective à plusieurs critères. En effet, 1 'analyse multicritère suppose 
qu'un large consensus se soit réalisé après clarification des conflits au 
cours du processus d'apprentissage. 
une unité décisionnelle : 
Considérons d'abord une unité décisionnelle choisissant sa variable 
de décision:& c: X c 1Rn. Supposons que cette unité possède un ou plusieurs 
critères: J1 {x), J2 (x), ...... , Jn (x) où les Ji sont des fonctionnelles 
Ji : X ~IR. 
L'unité souhaite minimiser ses n critères. Or, en général il n'existe 
par de solution x* t.q. x~ c:X et 
Vi, i= 1,2, ... ,n 
et * J . ( x ) ~ J . (x) . 1 1 
't:J xc:X 
Une manière de poser un problème qui a un sens du point de vue con-
cret estd'employer une fonction d'utilité globale. Si 1 'unité est capable de 
répondre à la question : "Quelle augmentation 0: Jj du critère Jj vous para'it 
tolérable si en échange, vous obtenez une diminution 0: J; du ctitère Ji ?". 
On admet 1 'existence d'une fonction d'utilité globale 
t.q. 
J (x) = J (Jl (x), ... Jn(x), où J :\Rn ---?R 
(J(x):) J(x')) si (Ji(x) ~ J.(x;) ; 'Vi, i = 1, ... n) 
1 -
Alors le problème multicritère devient un problème à un seul critère : op-
timiser J (x) pour xE X ~Rn. 
6.3.1.1. Plusieurs unités dëaisionneZZes : 
On suppose maintenant que 1 •on a n unités décisionnelles. Chaque 
unité possède un critère qu•il cherche à minimiser. 
Pour chaque unité i, soit ~i les variables décisionnelles corres-
pondantes, on suppose que x; EX; C:.IRn. 
Mais les n unités peuvent avoir aussi des contraintes communes, soit 
K c x1 x ••• x Xn. 
En résumé, les contraintes sur les variables de décision se tradui-
sent par : 
, i = 1,2 ... n 
Les différents critères seront désignés par J; ( XJ., ••• .x n) , i = 1, 
... n., ou encore J1(x), ... Jn(x). 
Nous supposons que les différents critères peuvent dépendre des va-
riables de décision des autres unités décisionnelles (ce que 1 •on désigne 
sous le nom d'effets externes). 
Point de Nash : 
Si n unités en conflit sont en situation de non coopération, c•est 
à dire si elles ne connaissent que les stratégies possibles des autres uni-
tés à 1 •exclusion de toute autre information, 1 •équilibre qui en résultera 
sera un 11 équilibre de Nash11 • La seule caractéristique d•un tel équilibre 
-
est que toute décision d•une unité de s•écarter de la position d•équilibre 
ne peut que diminuer sa propre 11 Utilité 11 ce qui détermine sa stabilité. 
Cette notion peut être formalisée de la manière suivante : 
On dira qu•un point x*= (xl*, ... ,~*)est un point de Nash (ou 
équi 1 ibre non coopératif) si sont vérifiées les propriétés suivantes : 
x '* E K ; 
Y;/;, i = 1,2, ... n 
on a 
• w x. 
' v 1 
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t.q. x; E X; 
Aucun progrès n•est possible lorsqu•une telle solution est atteinte, 
même si chacun sait que globalement il existe des solutions socialement 
meilleures. L•amélioration des résultats obtenus par 1 •ensemble des. unités 
se fera donc au fur et à mesure de 1 •enrichissement de 1 •information des 
différentes unités. L1 évolution d•un tel système nécessite alors que chaque 
unité tende à recueillir de la part des autres des informations supplémen-
taires sur leurs critères de décision, et qu•elles recherchent une coopéra-
tion à travers des 11 coalitions 11 qui leur permettent de découvrir un équi-
libre plus satisfaisant. Toute 11 Coalition a en théorie une existence possi-
ble ; il s•agit donc, parmi 1 •ensemble des cqalitions de choisir celles qui 
permettront à la solution de s•améliorer globalement. 
En général, en coopérant, les n unités peuvent améliorer la situation 
de chacune d•entre elles par rapport à 1 •équilibre non-coopératif. Autrement 
dit, la situation suivante est possible : 
Si x*= (x1*, ... ,xn*) est un point d 1équilibre non coopératif, 
1 1 1 il existe un autre ensemble de décisions x• = (XJ. , ••• ,~ ) t.q. x s K et 
1 
x. sXi et pour chaque i, i=l, ... ,n. 
l 
Il est clair que les n unités peuvent s•entendre pour choisir x 
1 
Ceci conduit à 11 introduction des points de Pareto, qui, intuitivement sont 
des points tels qu•ïl n•est pas possible de trouver un autre ensemble de dé-
cisions compatibles avec les contraintes et améliorant les situations de 
toutes les unités à la fois. 
Point de Pareto : 
0 0 0 
On dira qu•un pointx = (x1 , ... ,.1ft) est un point de Pareto si 
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0 
x e: K 
0 
et si lorsque xeK, vérifie Ji(x) ~Ji( x) 'ii_,i = l, ... ,n 
al ors 
0 J;(x) = J;(x ) \::/; ,i=l ,2, ... ,n. 
0 
Remarquons qu•un point de Pareto, x, est solution de 1•ensemble de 
n problèmes d•optimisation suivante : 
p. ~ 1 
1 
min Ji (x) 
xe:K 
J j (x) ~ J j (x o) 'V j t i 
En effet, si x satisfait les contraintes du problème Pi alors on a 
0 0 
forcément : Ji(x)~ Ji(x) car sinon on aurait Ji(X}~Ji(x) ce qui contredi-
rait le fait que X 0 est un point de Pareto. 
0 0 
Réciproquement, si x est solution des n problèmes (Pi) alors x est 
un point de Pareto. 
En effet, sinon d'après la définition, pour chaque x compatible avec 
les contraintes et vérifiant 
Ji(x) ~ Ji(x0 ) pour chaque i, 
0 
il existerait io tel que Jio(x) <Ji.o(x0 ), mais alors x ne serait pas solu-
tion du prob 1 ème xo P\, . 
Cette caractérisation des points de Pareto nous permet en fait de 
nous ramener à un seul problème d'optimisation (au moins sous certaines hy-
pothèses convenables). 
On voit bien qu'un choix ne pourra être effectué que si un objectif 
global peut être décidé à partir de ceux des unités de coalition. L'aboutis-
sement d'un tel effort est un processus d'apprentissage qui permet aux dif-
férentes unités après négociations et échanges, de prendre conscience de 
leur appartenance à une collectivité. 
6.3.2. Relations entre niveaux : 
Un niveau de décision se définit comme étant un ensemble d'unités de 
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décision possédant les mêmes variables de décision, c'est à dire concernées 
par les mêmes types de problèmes. 
-Au sein du système décentralisé, les différentes unités de décision 
se trouvent insérées au sein d'un ensemble pyramidal 11 hiérarchisé 11 dont 
chaque niveau est doté d'une fonction précise et se verra affecté à l'issue 
de la procédure de planification d'objectifs spécifiques. 
Chaque unité de décision possède une fonction d'évaluation qui est 
l'expression de ses propres préférences ; les programmes exprimés par ces 
différentes unités peuvent être contradictoires, du moins conflictuels. Les 
différentes unités après confrontation de leurs objectifs doivent alors né-
gocier la décision ou 1 'ensemble des déc1sions de leurs niveaux, et cette 
décision transmise au niveau inférieur sera considérée par celui-ci comme 
une donnée. L'objet de l'itération sera justement de la remettre éventuelle-
m~nt en question ; cependant, au cours de l'une d'entre elles, les inform&-
tions envoyées par le niveau supérieur constitueront des contraintes à sa-
tisfaire de façon impérative. 
A travers l'imposition par le niveau supérieur d'un schéma déterminé, 
à l'intérieur duquel les unités de décision du niveau inférieur confrontent 
leurs objectifs, on retrouve certains traits d'un système centralisé pur, 
cependant deux aspects l'en différentient profondément 
- chaque niveau participe aux décisions de tous les niveaux su-
périeurs. En effet, toute fonction d'évaluation J est déter-
minée à partir de la volonté de 1 'ensemble des sous-unités. 
Par contre, un niveau fixe des contraintes au niveau inférieur 
mais ne lui impose pas de prendre une décision particulière. 
Et en cela nous abordons le problème de l'autonomie, deuxième 
trait distinctif par rapport au système centralisé. 
- Chaque niveau possède en effet ses variables propres, objet 
de son dialogue interne qui concerne 1 'ensemble des unités 
constituantes, symbole de son autonomie. Quelles sont ses va-
riables propres ? Elles correspondent, soit à des variables 
spécifiques au niveau, correspondant à des problèmes particu-
liers. 
Ainsi, chaque unité de décision participe doublement au système de 
prise de décision. D'une part, il contribue à l'élaboration des décisions 
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' des niveaux supérieurs, d'autre part il décide avec d'autres unités pour 
tout ce qui concerne son niveau (hoZarchie). 
Au fur et à mesure que l'on 11 descend 11 dans la hiérarchie, l'informa-
tion est affirmée de façon qu'à la base elle soit totalement désagrégée. 
Ceci met en valeur le rôle de 1 'itération dans un processus d'information 
croissante. En effet, elle permet à un niveau de décision de cerner de fa-
çon de plus en plus précise toutes les conséquences d'une décision peut en-
tratner. La multiplication des niveaux de décision permet 1 •utilisation 
d'une information plus adaptée aux problèmes posés, et le développement des 
procédures itératives favorisera un flux à double sens d'informations expli-
quant et justifiant telle décision ou telle prise de décision. 
On voit bien que dans ce cadre, la notion de 11 hiérarchie 11 ne corres-
pond pas à une organisation stricte, de type militaire ou bureaucratique, 
mais signifie seulement, pour les éléments constituants à un niveau déter-
miné qu'ils appartiennent à un ensemble plus vaste à la cohérence duquel ils 
contribuent. 
Le système peut donner lieu, dans cette perspective, à une représen-
tation. A chaque noeud se trouve un niveau de décision caractérisé par ses 
fonctions d'évaluation et son modèle prévisionnel d'évolution des variables 
descriptives, sous 1 'impulsion des variables de commande à sa disposition. 
Bien entendu, cette hiérarchie ne possède aucun caractère rigide et 
tel ou tel problème concernant seulement certains niveaux de la structure 
sera l'occasion d'une prise de décision par une 11 Sous-structufe 11 de la hié-
rarchie ne comportant que les éléments réellement concernés. 
L'unité d'un tel schéma repose sur le rôle que se fixe la planifica-
tion : c'est à dire la définition puis la satisfaction des besoins collec-
tifs. 
Elle nécessite la transmission de beaucoup moins d'information entre 
les différents niveaux, parce que le système permet à ses membres de prendre 
des décisions indépendamment les uns des autres. De plus, en comparaison 
avec le système centralisé, nous pouvons plus facilement utiliser les con-
naissances spéciales de chaque secteur. 
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Une décentralisation non contrôlée a de nombreux inconvénients dont 
le principal est le suivant. Les programmes choisis par les secteurs indivi-
duels peuvent ne pas s'équilibrer ni s'accorder avec les objectifs du sys-
tème total. Ainsi on se pose le problème de 1 •équilibre à trouver entre la 
centralisation et la décentralisation. 
6. 3. 3. Décentralisation avec un contrôle central : 
Les systèmes de centralisation et de décentralisation ont tout deux 
leurs avantages et nous pouvons donc établir des systèmes de gestion qui les 
rapprocheraient jusqu•à un certain point. Nous pourrions appeler cette pro-
cédure : décentralisation avec contrôle central. 
L1 idée principale est que 1 •organe central de décision décide des ob-
jectifs et jusqu•à un certain point, des moyens à employer. Il répartit 
aussi les ressources rares. Cependant, en agissant ainsi, il ne fait qu•ob-
server jusqu•à quel point les unités en question peuvent répondre à des ob-
jectifs d•ensemble. Il répartit les ressources selon le principe de 1 •égali-
sation des utilités marginales. 
Cependant, il faut remplir une condition essentielle pour contrôler 
le système de cette façon : 1 •organe central de décision doit avoir confiance 
en la bonne volonté que les organes de décision des unités montrent pour sa-
tisfaire ses objectifs et non les leurs. Si ceci s•avère impossible, 1 •organe 
central de décision doit au moins pouvoir annihiler les informations qu•il 
reçoit des unités décentralisées. 
Les systèmes décentralisés peuvent être contrôlés de deux manières 
1- contrôle des prix (prix internes) 
2- contrôle des quotas (plafonds des ressources) 
On a souvent suggéré le contrôle des prix ou 1 •évaluation interne des 
prix comme moyen de contrôler des unités décentralisées. Quand le coût at-
tribué à une utilisation spécifique augmente, le montant utilisé diminue et, 
pour une certaine valeur du coût, la demande égale des offres. 
Mais la notion d 1 évaluation interne s•avère difficile à comprendre 
dans le milieu universitaire. Les enseignants acceptent très mal 1 •évalua-
tion monétaire des activités universitaires, et ont du mal à comprendre 
210 
qu'une ressource rare ait une valeur supérieure à 1 'intérieur du système qu'à 
1 'extérieur. 
Le contrôle des quotas est une autre forme de contrôle de la consom-
mation en ressources rares des unités décentralisées. Dans ce cas, 1 'organe 
central de décision répartit les quotas des ressources rares aux unités dé-
centralisées et il enregistre ce qu'elles ont accompli avec les quantités 
attribuées. 
Les deux méthodes, mènent à la même solution optimale et elles forment 
une double solution au même problème. 
Parlant en termes de programmation linéaire, la décentralisation con-
trôlée par des prix internes prend souvent le nom de la "procédure de décom-
position de Dantzig-Wolfe 11 • Alors que la décentralisation contrôlée par des 
quotas prend fréquemment le nom de 'procédure de décomposition de Kornai-
Liptak". Un trait propre à 1 •usage d'une procédure décentralisée, de répar-
tition de ressources est que seuls les éléments des données clefs sont trans-
mis de 1 •un à 1 'autre des niveaux concernés par les décisions. Selon le nombre 
et le contenu des variables de décision utilisées dans le modèle, on dispose 
pour le niveau de décision inférieur de plus ou moins de liberté et d'aisance. 
Si nous avons des variables peu nombreuses et très regroupées, la liberté 
est d'autant plus grande. 
6.3.4. Les choix possibles de modèles de décentralisation : 
Chaque unite (sous-système) sera représenté par un ensemble de rela-
tions formant un sous-ensemble Ai. 
Dans ce sous-modèle seront décrites les caractéristiques de 1 'unité 
i pendant la période de planification, et aussi les contraintes propres à ce 
sous-système. 
D'autre part, les différents sous-systèmes ont dû s'accorder pour 
choisir une fonction économique à optimiser. L'autorité centrale qui n'a 
qu'une fonction de coordination et de conciliation devra conduire à cette 
optimisation. En menant cette action, 1 •autorité centrale veillera à 1 'ob-
servation d'un certain nombre de contraintes dites globales, liant les sous-
systèmes. Certaines décrivent des limitations en ressources rares pour les-
quelles les sous-sytèmes entrent en compétition. D'autres expriment des ob-
jectifs et des "normes" de fonctionnement, qui viennent compléter le choix 
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de la fonction économique. 
Dans les échanges d 1 information on suppose généralem~nt que chaque 
sous-système ignore la représentation Ai. 
Le dialogue entre centre et sous-systèmes se compose alors d•une suite 
d • itérations. 
A chaque itération k, le centre envoie une information sk qui peut être une 
allocation en ressources rares. 
Connaissant sk et la représentation Ai, chaque sous-système i modifie 
son plan. Alors il envoie au centre une information R~ sur les dispositions 
qu•il vient de prendre. 
Cette information peut être un nouveau plan. Ainsi nous aurons 
Rk = h1• (Ai, sk) i 
Ici la fonction ki désigne un moyen mécanique de détermination de R~ 
il s•agira par exemple d•une optimisation propre au sous-système i, R~ étant 
la solution optimale. En fait la réponse donnée par les sous-systèmes dé-
pendra souvent des informations données et reçues antérieurement, d•où : 
k (A. sk 1 . k-1. 1 2 k-1) Ri = gi 1, , Ri, ... Ri , S, S , ... ,S 
(cette procédure est essentielle pour assurer la convergence monotone des 
a 1 go ri. thmes, ex. 1 a méthode du s imp 1 exe) . 
Au vu de ces réponses R~ (i = 1,2, ... ,n), connaissant la fonction 
économique et les contraintes globales, liant les sous-systèmes, le centre 
élabore une nouvelle information sk+1, ... 
Si certains éléments de la décision sont non formalisables, si la 
connaissance de la structure du sous-système i évolue en cours de procédure 
.de telle façon que la représentation Ai soit remise en cause, à chaque éta-
pe, alors le résultat n•est nullement acquis d•avance au moment où démarre 
la procédure et un dialogue où figurent les représentants des sous-systèmes 
est nécessaire. 
En effet, certains éléments de décision sont difficiles à formaliser, 
tels que la prise en compte du risque ou d 1effets externes. o•autres ne sont 
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pas formalisables tels que je jeu des groupes de pression. Aussi, les sous-
systèmes peuvent vouloir donner après délibération une réponse autre que celle 
déterminée mécaniquement par les fonctions ki à partir des représentations Ai. 
Mais 1 •insuffisance des représentations Ai viendra plus systématique-
ment encore d•une insuffisante description des possibilités du sous-système i. 
En effet, on peut penser que les sous-systèmes ne disposent, au début de pro-
cédure, d•une description précise de toutes les possibilités qu•ils ont à leur 
disposition, susceptibles d1 être ultérieurement avantageuses. 
Au fond, au départ, chaque sous-système ne pourra convenablement dé-
crire que les techniques qu•il est· en train d•utiliser, augmentées de quel-
ques variantes et projets nouveaux fondés sur ses propres prévisions quant à 
l •évolution de sa situation propre et de son environnement. 
Or, c•est l •objet d•une procédure de décentralisation que de préciser 
les conditions de cette évolution, et de la répartition des ressources al-
louées aux sous-systèmes. 
c•est dire que la procédure devra S 1étendre dans le temps et que la 
connaissance des représentations Ai par les sous-systèmes eux-mêmes sera évo-
lutive. 
6.3.5. Déroulement dans Ze temps du processus de décision : 
Distinguons d•abord les période de prise de décision et périodes d•exé-
cution des décisions. 
Considérons une période de prise de décision comprise entre les dates 
t 1 et T1 où 1•on applique une procédure décentralisée. On atteint la fin de 
la procédure à la date T1 si les représentations disponibles des différents 
sous-systèmes ne permettent plus, à cette date d•améliorations de la fonction 
économique. Nous sommes donc à 1 •optimum et, à partir de T1, les plans op-
timaux qui viennent d1être déterminés sont mis en oeuvre. 
Pourtant, des changements apparaissent, des objectifs communs évoluent 
les disponibilités de chaque sous-système également. Ces conditions nouvelles 
conduisent à remettre en cause les décisions prises précédemment. Ainsi, une 
nouvelle période de concertation va s•ouvrir. Elle va consister à réappliquer 
la procédure décentralisée entre des dates t 2 et r2. En r2 de nouvelle déci-
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siens optimales sont prises et de nouveaux plans optimaux viennent rempla-
cer les anciens, etc. 
On peut schématiser 






On remarque qu'ici le déroulement de la procédure n'affecte les plans 
effectivement mis en oeuvre qu'à la fin de la période de concertation. 
D'autre part, la période de concertation ne peut qu'être assez longue, ce 
qui rend le processus de décision très discontinu. Il peut sembler néfaste 
et même irréaliste de figer aussi longuement les conditions du fonctionne-
ment, alors que se succèdent les conditions qui le conditionnent. Les plans 
nécessitent bien des correctifs. 
Pour palier les inconvénients d'une régulation aussi discontinue, une 
autre manière de faire consiste à remettre en cause les décisions de façon 
permanente. 
Supposons que 1 •emploi d'une procédure décentralisée ait conduit à 
des plans optimaux, à partir des Ai et des ressources disponibles et des pré-
visions les concernant, effectivement mis en oeuvre. Cette optimalité sera 
éphémère si 1 •on tient compte des facteurs qui viendront assez vite modifier 
les représentations Ai. 
Le processus peut alors être le suivant : 
Un sous-système à la suite des changements modifiant son état est 
amené à proposer un plan plus avantageux que 1 •ancier. La procédure va re-
prendre. Le sous-système adresse à l'organe central 1 'information correspon-
dante. Tenant compte de cette nouvelle proposition, le centre modifie alors 
ses injonctions qui sont réexpédiées aux divers sous-systèmes. Celles-ci 
auront cours jusqu'à ce qu'un autre sous-système signale une modification de 
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son plan. 
On obtient ainsi un processus d'adaptation "continu'' oQ 1 'initiative 
des révisions appartient aux sous-systèmes. 
6.3.6. Décentralisation par aZZocation des ressources : 
Les sous-systèmes sont liés par des contraintes appelées contraintes 
globales ou contraintes de couplage. Celles-ci décrivent principalement des 
limitations en ressources que doivent se partager les sous-systèmes. Dans 
les procédures de décentralisation par allocation des ressources le centre 
distribuera entre les sous-systèmes les seconds membres relatifs à ces con-
traintes globales. 
Les ressources et objectifs ayant été distribués, chaque sous-système 
optimisera sa "production" puis enseignera l'autorité centrale quant à son 
efficacité économique. Le centre va reconsidérer sa distribution initiale 
afin d~utiliser au mieux les compétences de chacun. Cette nouvelle distribu-
tion des ressources sera réexpédiée aux sous-systèmes qui calculeront leur 
nou ve 11 e "effi ca ci té", etc ... 
6.3.?. La présentation du modèZe (*) : 
En faisant quelques hypotnèses simplificatrices, notamment : 
- on considère pas l'allocation intertemporelle des ressources, 
- on ne différencie pas les activités de reproduction et d'in-
vestissement des secteurs. 
Le modèle simplifié se présente comme suit 
Programme centraZ. 
n 




~ Wi = W 
i=l 
(*) Kornai Mathematical Planning of Structural Decisions 
vi ~o ; 
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w .~o 
1 i = 1. .. n 
où di étant la demande finale des biens produits par le secteur i 
Vi la limite supérieure de la production exigible du secteur i 
vi la production de ce secteur 
zjila quantité de bien j utilisée par le secteur i dans son 
processus de production 
W la population active, dont wi est A la disposition du sec~ 
teur i. 
Les variables du problème central sont (v., z .. , wi). 
,;1 J 1 
PPogPammes seotorieZs. 
rn; 





~ hik Xik ~ Wi 
k=1 
avec : xi k ~ o ni veau de l'ac ti vi té k du secteur i 
f;k coefficient d'output de la kième activité du secteur i 
9ijk coefficient d'input de ressources de la kième activité 
hik coefficient d'input de main d'oeuvre de la kième acti-
vité. 
Outre ces contraintes, il existe des contraintes propres aux secteurs 
rn; 
~ aihk xik ~ bil 
k=1 
= 1, ... Si 
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La fonction-objectif pour le secteur i est 
rn; 
~ Ci k xi k = J max 
k=l 
Si on distingue n secteurs la forme canonique du problème est la sui-
vante, où x1, ... xn sont les variables qui correspondent aux secteurs. 
(P) 
max c1 x1 + .... +cn=n 
A1x1+ .... +Anxn ~ b 
' 
' x ;:;: 0 n r 
où X est le polyèdre primal. 
x 
L•organe central va devoir distribuer entre les sous-systèmes le se-
cond membre 
b = (~!) 
b . 
.. rn 
des disponibilités en ressources. 
Soient u1, ... ,un les vecteurs représentant de telles allocations aux 
différents sous-systèmes. Ces vecteurs sont tous de même taille que b. 
On appelle allocation centrale un vecteur : 
( u ) .
1 nm 
u = • E IR 
un 
Une allocation centrale des ressources permet de définir des programmes pro-





A. X·~ 1 1 u. 1 l X. (u.) 1 1 
Xï~ 0 ) 
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Evidemment, nous ne devons considérer que des allocations pour les-
que 11 es les domaines x y (ui) sont non vides. 
Pour une allocation admissible u, 1 'ensemble des programmes P.(u.) 
1 1 
forme un programme décentralisé relatif à u, soit P(u). 
L'ensemble des solutions d'un tel programme s'écrit 
x(u) = 
Kornai et Liptak ont démontré que 1 'ensemble des solutions réalisa-
bles du programme global est la réunion des solutions réalisables des pro-
grammes décentralisés P.(u) lorsque u varie dans U, ensemble de toutes les 
1 
allocations admissibles, soit 
Avec de telles notations, le programme global P peut s'écrire 
Max ex = Max Max ex 
xsu ex usU xsX( u) 
On voit apparaître ici 1 'optimisation à deux niveaux : pour une allo-
cation donnée les sous-systèmes doivent optimiser leurs programmes Pi(ui) 
et le centre doit chercher la meilleure allocation parmi l_es allocations 
admissibles. 
L'algorithme que les deux auteurs ont proposé est basée sur la trans-
formation du problème à deux niveaux en un 11 jeu polyédrique ... Le but du jeu 
étant d'aboutir à un état d'équilibre qui soit un 11 point-selle" c'est à dire 
que la solution doit correspondre à une seule 11 stratégie" d'allocation de 
ressources par le centre, et à une seule 11 stratégie" de variables duales pour 
les secteurs. 
Or, si la problématique posée par Kornai et Kiptak reste fondamentale, 
l'algorithme de résolution qu'ils ont proposé fonctionne très mal ; il pré-
sente l'inconvénient majeur de ne pas posséder le caractère de la convergence 
monotone, et ne converge qu'en un nombre infini d'itérations. 
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En fait, il reste de tout cela les premisses, à savoir la considéra-
tion d•une décentralisation fondée sur 1 •allocation des ressources. c•est à 
dire sur la distribution aux sous-systèmes, du vecteur des seconds membres 
du programme. 
De notre part, ce dans cet ordre d1 idées que 1 •on propose un modèle 
de planification décentralisée pour l •université que 1 •on va proposer main-
tenant. 
6.3.8. Le niveau d'exécution du modèZe : 
L•université se compose den U.E.R. qui sont considérées comme des 
unités indépendantes, sur le plan des obligations d•enseignement. c•est 
pourquoi si nous changeons ou établissons de nouveaux cursus dans une U.E.R. 
cela n•entra1ne pas, au moins à court terme, de changement de la demande 
d•enseignement dans les autres U.E.R. 
Cette indépendance facilite le développement à court terme des pré-
visions sur les demandes d•enseignement. c•est pourquoi nous pouvons déve-
lopper un instrument de planification capable d•attribuer les ressources 
disponibles de façon à satisfaire au mieux les demandes prévues. 
L•université s•organise en partie selon un système décentralisé. 
Quelques catégories de décisions sont largement centralisées, telles que les 
répartitions annuelles de ressources marginales. Toutes les décisions péda-
goqiques sont d•autre part pargement décentralisées. 
Cette indépendance nous amène à un découpage "naturel" pour bâtir 
notre modèle. On va considérer deux niveaux : 
- 1 •administration, 
- les U.E.R. 
i.e. 1 •organe central et les secteurs. 
Les moyens que 1 •organe central emploie pour 11 COntrôles" les U.E.R., 
sont les attributions des ressources rares. Nous considérons les finances 
et les postes de personnel comme des ressources rares. 
c•est évident pour les finances, mais les contraintes du potentiel 
humain interviennent parce qu•11 y a des limitations sur le nombre de per-
sonnes qui, chaque année, peuvent être recrutées par la fonction publique. 
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En ce qui concerne le budget une attitude qui nous semble réaliste, 
est de considérer le budget disponible comme variable exogène, qui constitue 
un input pour le modèle. Il est'déterminé en très grande partie par des fac-
teurs exogènes. 
D'autre part, 1 'approche par le budget total est un élément néces-
saire pour un système de planification décentralisée ; en effet, on doit 
s'assurer que les responsables de décentralisation au moment de planifier, 
prennent en compte toutes leurs activités, et que toutes les ressources sont 
toujours réparties conformément aux objectifs d'ensemble de 1 'Université. 
Un élément important aussi, est la possibilité de mesurer la façon dont la 
satisfaction des demandes des ressources. Ainsi en consi~érant le budget 
comme un input, le problème de la gestion des ressources devient un problème 
d'allocation du budget disponible. 
On peut dire, avant de continuer la présentation, un mot pour la re-
cherche. Bien que les activités de recherche n'apparaissent pas comme des 
variables de décisions explicites, ceci n'implique pas que 1 'on n'en tient 
pas compte. En fait, nous supposons que les enseignants passent une partie 
de leur temps de travai~ à des activités de recherche, et ce temps évidem-
ment est retiré du calcul du nombre d'heures qu'ils consacrent à 1 'ensei-
gnement. 
Une caractéristique d'une procédure décentralisée de la répartition 
des ressources est, que seuls les éléments clefs sont transmis entre les ni-
veaux concernés par les décisions. 
Selon le nombre et le contenu des variables de décision utilisées, on 
dispose pour le niveau de décision inférieur de plus ou moins de liberté et 
le contrôle décentralisé devrait s'exercer de manière à minimiser les incon-
vénients du changement de l'objectif. 
Le modèle est conçu d'après les démarches et les offres d'enseigne-
ment. Les variables utilisées sont conformes à celles qu'utilise le Minis-
tère aux Universités, c'est à dire les postes (ressources humaines) et les 
finances. Ces variables représentent les ressources disponibles pour 1 'Uni-
versité pour les objectifs de fonctionnement. En effet, 1 'Université étant 
divisée en un certain nombre de "secteurs" qui sont traités séparément, le 
plafond des ressources communes est leur seul lien. 
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Les ressources sont attribuées à chaque U.E.R. en termes de plàfonds 
que chaque U.E.R. emploie selon les normes qu'elle se fixe. Chaque U.E.R. a 
développé sa propre structure en ce qui concerne la répartition des ensei-
gnants, le nombre des secrétaires et le personnel non-enseignant. 
Il est normal que 1 •on doit tenir compte de ces différences (en ter-
mes de 11 Coefficients techniques 11 ) et les faire figurer dans la forme des 
équations. Cependant, indépendamment des autres, chaque U.E.R. peut négocier 
avec l'organe central des changements dans les coefficients techniques, en 
tant qu'élément du procédé de planification. 
6.3.9. Les équations du modèle -forme générale : 
On va présenter la forme générale des équations du modèle mathéma-
tique. Comme on disait plus haut, on suppose que les unités participant se 
sont accordées pour définir une fonction économique à optimiser. 
Supposons pour le moment que nous sommes à la période t. 
Programme prinaipal : 
Le programme principal contient les contraintes globales, qui 11 lient 11 
les unités indépendantes entre elles. Ce sont les contraintes que 1 'Univer-
sité peut 11 décider 11 de leur répartition. Notamment · 
- les ressources financières, 
- les postes d'enseignant. 
Si notre Université est constituée de n U.E.R. 
z. le budget alloué à 1 •u.E.R. i 
1 
Z le budget total de 1 'Université 





z. ~ z 
1 
notons 
En ce qui concernecmaintenant~Jes. postes des _enseignants. Si 
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W. est le plafond de 1 •u.E.R. i, et 
1 
W le plafond total de 1 •université 
On a la contrainte : 
n 
(2) ~ Wi ~ W 
i=1 
Si on souhaite distinguer entre 1 catégories d•enseignants et on note 
xik; i = 1, ... ,n ; k = 1, ... 1 le nombre de postes d•enseignants de catégorie 
k appartenant à la faculté i, on a évidemment la relation : 
(211) 
1 




Programmes seatorieZs : 
On va décrire 1 •ensemble des relations qui sont propres au secteur 
(à 1•u.E.R.) i. 
En supposant que 1•on distingue 1 catégories d•enseignant, la capa-





f. k x. k 1 1. 
où xik est le nombre d•enseignants de catégorie k appartenant à 
11 U.E.R. i, et 
fik est un coefficient technique qui caractérise la 11 productivité 11 
de 1 •enseignant de catégorie k, par semaine. 
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Evidemment on a plusieurs variantes ; on peut par exemple utiliser la 
productivité réelle de 1 •enseignant, quand on connaît le nombre statutaire 
d•enseignement hebdomadaire (en supposant que le reste du temps est consa-
cré à la recherche ou à des tâches administratives). 
On peut aussi calculer la productivité moyenne.Si on distingue pas 
entre différentes catégories d•enseignants, on peut calculer une producti-
vité moyenne qui caractérise 1 •u.E.R. en question en tenant compte aussi du 
personnel non enseignant, secrétaires, techniciens, ... 
L1 élément générique fik xik indique donc le nombre d 1 heures d•ensei-
gnement par semaine fourni par les enseignants de la catégorie k. 
Si on définit x; une variable d1 écart qui exprime la demande insatis-
faite, on a la relation 
1 
{4) I; fik xik + x1 ? 01 
k=l 
où Di exprime la demande d•enseignement hebdomadaire de 1 •u.E.R. i. 
Remarque : Dans 1 •application, si dans une U.E.R. on a, en fait, une surca-
pacité d•enseignement, on doit introduire encore une variable et écrire 
x1 =x~- xi, puisque la technique de la programmation linéaire n•accepte 
pas de variables négatives. 
Définissons gik un coefficient technique qui caractérise le coût an-
nuel d•un enseignant de la catégorie k, alors le coût de 1 •u.E.R. i est 
1 
I; gik xik' et on obtient la contrainte 
k=l 
1 
(5) I; gik xik ~ zi 
k=l 
où z1 a été défini dans la relation (2) 
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Remarque : Le mot coût para1t assez anodin, mais il ne faut pas négligèr les 
difficultés qu'on trouve pour le définir. Il faut bien définir chaque fois 
que l'on utilise le modèle ce qu'on inclue et de toute façoQ on doit appli-
quer les mêmes conventions pour chaque U.E.R. 
Il nous reste maintenant à exprimer mathématiquement jusqu'à quel point 
les enseignants d'une catégorie peuvent prendre la place des enseignants 
d'une autre catégorie (exemple, un maitre-assistant peut-il remplacer un pro-
fesseur ?) • 
(6) 
( 6 1 ) 
On peut représenter ces types de relations par 
ou 
k = 1,2, •.. 1 
où hik est un coefficient technique 
w. le potentiel humain de 1 'U.E.R. i 
1 
et ak une constante t.q. o<a k ~ 1 
k = 1,2, ... 1 
la "productivité de la catégorie k 
la demande d'enseignement hebdomadaire 
une constante t. q. o <f\ ~ 1.; 
Fonction objectif : 
On touche ici un autre point délicat. On sait bien qu'en général 
c'est difficile quand il s'agit d'un ensemble d'unités d'aboutir à un objec-
tif commun. Pour 1 'Université les difficultés se multiplient. (Essayez de 
discuter avec des enseignants en disant qu'il faut minimiser le coût de fonc-
tionnement ou maximiser la "rentabilité"). 
Nous pensons qu'à 1 'heure actuelle, si on veut qu 1un modèle puisse 
être appliqué à l 1 Université~ il doit être adopté par l 1ensemble des uni-
versitaires~ (le fameux consensus pour choisir la fonction-objectif). 
Nous pensons donc qu•une telle fonction objectif peut être celie qui 
minimise l 1 écart entre la capacité d•enseignement et la demande dans chaque 
U.E.R. 
L 1 optimisation ne suppose pas un coût minimum, mais dépend des carac-
téristiques structurelles de chaque U.E.R. (nombre d•enseignants, taux d•en-
cadrement, taille des classes). On peut se convaincre facilement que malgré 
sa simplicité apparente, cette fonction-objectif, constitue un critère très 
agrégé qui résume beaucoup de préoccupations des universitaires. (Prenons 
par exemple le cas de la recherche laquelle notre fonction-objectif ne fait 
pas intervenir explicitement. Si on estime que les enseignants ne disposent 
pas d•assez de temps pour la recherche on peut modifier les coefficients 
techniques, de sorte qu ··i 1 s puissent consacrer une plus grande partie à* 
leurs activités de recherche. Ceci va créer une nouvelle situation dans la 
mesure où les écarts x1 vont être plus importants, et le problème du nombre 
de postes titulaires et du budget va se poser). 
(7) 




c. x. = J 
1 1 
_ ___, (min) 
où xi est 1•écart (demandes non-satisfaites) 
et c. coefficient de pondération qui exprime la priorité des deman-
1 
des (plus c1 est grand plus la priorité est grande). 
Pour utiliser ce modèle sur une période de plusieurs années il faut 
lui incorporer une autre catégorie des contraintes qui établiront le lien 
entre chaque période de temps. 
Contraintes de transition : 
Ces contraintes, on peut les obtenir en écrivant la relation qui doit 
exister entre le nombre du personnel enseignant 1 •année t et 1 •effectif 
enseignant 1•année t+l. 
( 8) 
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La forme générale, 
t 't t+1 
x ik ~ 1\.k xik ' k = 1 ,2 •.. '1 
où À~ est un coefficient qui nous permet de caractériser le fait que 
certaines catégories d'enseignants peuvent être réduites s'il 
existe une capacité excédentaire d'enseignement. 
L'objectif doit couvrir aussi toute la période de planification et 










= J ~(min) 
Si on souhaite accorder une priorité, soit parce qu'on estime que 
1 'on doit rattraper un déséquilibre dès la première année, soit parce que 
des erreurs dans les prévisions augmentent avec le temps, on pense qu'une 
diminution est associée aux valeurs de la fonction-objectif pour les pério-
des à venir. On est amené à une fonction-objectif actualisée 
T n s1 = 1 
( 9') 1; st 1; ct xt = J ______., min, où i 1 s t ~ 1, t 2,3 ••. T t=1 i=l = 
6.3.10. Utilisation du modèle : 
Utilisation interne. Dans le cas d'un modèle résolu centrale-
ment, 1 'utilisation interne principale de cette procédure peut être la pro-
grammation d'une "offre ouverte" pour la négociation des attributions de 
ressources tactiques. Evidemment on ne peut pas réduire le nombre des postes 
qui sont en excédent mais il est possible peut être de redistribuer au moins 
quelques ressources en réduisant par exemple le budget de fonctionnement. 
Dans les premières phases de 1 'exécution, la principale utilisation interne 
de cette procédure de planification devra servir en quelque sorte d'instru-
ment moniteur que l'organe central de coordination peut utiliser pour surveil-
ler le fonctionnement du système. Il pourra ainsi évaluer des nouvelles poli-
tiques visant à une meilleure répartition des ressources internes. 
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Utilisation e~terne.Le modèle nous fournit aussi des résultats 
que l •on peut exploiter non seulement à l •intérieur de l •université mais 
aussi capables de jouer comme données un rôle important pour des accords 
avec le Ministère aux Universités. 
Dès que l •université a reçu les plafonds de départ, on essaie le modèle et 
on en déduit une solution optimale. Si cette solution révèle des demandes 
insatisfaites, 1 •organe central peut alors se retourner vers le Ministère 
et négocier plus de ressources pour satisfaire les demandes. Dans cette né-
gociation, le 11 Sous-produit 11 du programme linéaire,c•est à dire les prix 
implicites, joue un rôle important. 
Quand le Ministère vérifie les prix implicites de toutes les U.E.R., il se 
peut que certaines aient une forte demande de potentiel humain et que d 1 
autres aient des prix implicites faibles sur le budget de fonctionnement. 
Il peut alors commencer une redistribution des plafonds de départ de façon 
à déplacer les ressources des U.E.R. à prix faibles et les attribuer aux 
U.E.R. à prix implicites élevés. 
Après chaque répétition, toute université doit résoudre son modèle et pro-
grammer une nouvelle série de prix implicites qui à leur tour sont envoyés 
au Ministère pour examen supplémentaire. 
Remarquons enfin qu•un autre avantage de cette façon de modeliser 
est la possibilité d•utiliser le même formalisme d•une manière récurrente 
dans la mesure où la caractéristique principale, i.e. système à deux niveaux 
avec organe central ·et unités opérationnelles qui possède une certaine auto-
nomie, peut être vérifiée : 
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AppZiaation à l'université de SAINT-ETIENNE 
1. A partir des séries chronologiques qui donnent le nombre de nouveaux inscrits. 
On effectue des prévisions pour les quatre années à venir : (voir les lis-
tings présentés à la fin de ce paragraphe) 
1979-80 80-81 81-82 82-83 
DROIT 263 269 274 280 
ECO 128 130 131 134 
SCIENCES 224 229 234 239 
LETTRES 350 353 355 358 
En appliquant toujours 1 •algorithme du chapitre 4 on a estimé les taux de tran-
sitions pour chaque niveau et chaque UER, sur la base des taux des années pré-
cédentes. 
Pour les taux de transitions on a effectué les prévisions pour une seu-
le année, et ensuite on a supposé que les taux restent constants pour toutes 
les années de simulation (c•est à dire 4 années). 
Les résultats pour les taux de succès sont 
DROIT ECO SCIENCES LETTRES 
niveau 1 0,28 0,40 0,23 0,17 
niveau 2 0,52 0, 72 0,37 0,27 
niveau 3 0,71 0,56 0,40 0,36 
niveau 4 0, 71 0,92 0,80 0,72 
Et pour les taux de redoublement 
DROIT ECO SCIENCES LETTRES 
niveau 1 0,30 0,30 0,29 0,40 
niveau 2 0,27 0,19 0,34 0,40 
niveau 3 0,26 0,29 0,32 0,33 
niveau 4 0,24 0,07 0,20 0,26 
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2. SimuZation_, dynamique des systèmes 
En annexe du paragraphe, on fournit quelques résultats,~ titre indica-
tif, des résultats obtenus (pages : 
Note : Pour mieux dégager les courbes indiquant 1 'évolution du système, 
on les a tracées pour une période de 10 ans, et pour les dernières années on 
a pris le même effectif de nouveaux inscrits (dernière prévision). 
SimuZation à partir du modèZe markovien 
Le modèle est présenté sous forme conversationnel les modules sont les 
suivants : 
DON: Saisie des données pour l'évaluation de la répartition des étudiants 
FLUXE : le programme de simulation 
DONENS : Saisie des données pour évaluer les demandes d'enseignement 
DEMENS : Calcul des demandes d'enseignement 
DONCAPA Saisie des données pour 1 'évaluation de la capacité d'enseignement, 
et du budget 
CAPAENS Il fournit la 11 capacité 11 d'enseignement et des ratio entre les diver-
ses catégories d'enseignants et des étudiants. 
BUDGET : Calcul le budget par UER et par niveau sur la base des postes budgétaires. 
3. IZ Zusi:;:t~ation du modèZe de p Zanifiaation pour quatre années 
On suppose que le Ministère fixe le nombre de postes budgétaires par 
année, et un plafond pour le budget. 
Les équations du modèle sont les suivantes 
Hypothèses : on considère deux catégories d'enseignants~ la première contient 
les professeurs, les maîtres de conférence et les maîtres assistants, la se-
conde les assitants. 
Les coefficients de 11 productivité 11 sont les nombres d • heures staturai res 
de chaque catégorie. 
Ainsi pour la première année on a 
( 1) 4, 2 x1 + 6 x2 + x13 ~ 210 
(2) 3 x3 + 6 x4 + x11 ~ 293 
(3) 5 x5 + 9 x6 + xl5 ~ 355 
( 4) 5 x7 + 6 x8 + x16 ~ 593 
Les équations. (1) - (4) expriment la capacité d'enseignement (1) corres-
pond à l'UER de Droit, (2) à l'UER des Sciences Economiques, (3) à l'UER 
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des Scienèes et (4) à 1 •uER des Lettres. 
Par exemple, x1 le nombre d•enseignants de la prem1ere catégorie, x2 
le nombre d'assi:stants, et x13 c•est 
11l'écart 11 en nombre d'heures, 210 
est la demande d'enseignement (hebdomadaire) évaluée précédemment 
(DEMENS) 
Et d'une manière analogue sont formées les équations (2), (3) et (4). 
Pour l'UER des lettres, équation (4), on a considéré la charge d•ensei-
gnement que les enseignants doivent satisfaire, en tenant compte des 
besoins des autres UER pour 1 •enseignement des langues. 
(5) 
L'équation (5) est l'équation du budget 
où x9 : budget de l
1 UER de Droit, x10 le budget de Sciences Eco ; x11 
le budget de l 1 UER des Sciences et x12 celui des Lettres, 19800 est le 
plafond du budget pour 1•ensemble de l 1 Université. 
(6) x1 + x2 + x3 + x4 +. x5 + x6 + x7 + x8 ~ 184 





6 x2 ~ 120 
6 x4 ~ 169 
9 x6 ~ 242 
6 x8 ~ 396 
Les contraintes (7) - (10) concernant la charge d•enseignement des as-
sistants. On suppose que les assistants n'assurent pas de cours magis-
traux, ainsi les coefficients des membres droits indiquent le nombre 
d1 heures et T.P ou de T.D par semaine (évaluer à DEMENS). 
(11) x1 ;::: 10 
(12) x2 ;::: 12 
(13) x3 ;::: 6 
( 14) x4 ;::: 6 
(15) x5 ;::: 45 
234 
(16) x6 ~ 18 
(17) x7 ~ 52 
(18) x8 ~ 32 
Les contraintes (11) - (18) expriment les conditions initiales, con-





130 x1 + 75 x2 - x9 = 0 
130 x3 + 75 x4 - x10 = 0 
130 x5 + 75 x6 - x11 = 0 
130 x7 + 75 x8 - x12 = 0 
(19) - (22) contraintes budgétaires : le coût.(moyen) du personnel de 
chaque UER, doit être égal au budgétalloué. 
Pour la deuxième année 
(23) 4, 2 x17 + 6 x18 + x29 ~ 201 
(24) 3 x19 + 6 x20 + x30 ~ 282 Equation d'enseignement 
(25) 5 x21 + 9 x22 + x31 ~ 351 
(26) 5 x23 + 6 x24 + x32 ~ 476 
(27) x25 + x26 + x27 + x28 s 20200 Contrainte budgétaire 
(28) x17 + x18 + x19 + x20 + x21 + x22 + x23 + x24 s 187 Contrainte 
(29) 6 x18 s 121 
( 30) 6 x20 s 158 
( 31) 9 x22 s 222 
(32) 6 x24 s 290 
( 33) x1 - x17 s 0 
( 34) x2 - x18 s 0 
(35) x -3 x19 s 0 
(36) x -4 x20 s 0 
( 37) x5 - x21 s 0 
(38) x6 - x22 s 0 
( 39) x7 - x23 s o 
( 40) x8 - x24 s 0 
du personne 1 
Charge d'enseignement des assistants 
Equations de trnasition entre les années. 
L'équation (33) par exemple exprime que 
le nombre d'enseignants de la seconde 
catégorie, pour la deuxième année de pla-
nification : x17 ne peut être inférieur du 






Pour la troisième année 
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130 x17 + 75 x18 - x 25 = 0 
130 x19 + 75 x20 - x26 = 0 
130 x21 + 75 x22 - x27 = 0 
130 x23 + 75 x24 - x28 = 0 
(45) 4, 2 x33 + 6 x34 + x45 :<! 194 
{46) 3 x35 + 6 x36 + x46 :<! 282 
(47} 5 x37 + 9 x38 + x47 :<! 347 
(48) 5 x39 + 6 x40 + x48 :<! 405 
(49) x41 + x42 = x43 + x44 ~ 20600 
Contrainte 
budgétai re 
( 50) x33 + x34 + X35 + x36 + X37 + x38 + x39 + x40 ~ 190 
(51) 6 x34 ~ 104 
(52) 6 x36 ~ 158 
(53) 9 x38 ~ 218 
( 54) 6 x 40 ~ 21 9 
(55) x17 - x33 ~ 0 
(56) x18 - x34 ~ 0 
(57) x19 - x35 ~ 0 
(58) x20 - x36 ~ 0 
(59) x21 - x 3 7 ~ 0 
( 60) x22 - x38 ~ 0 
( 61) x23 - x39 ~ 0 
(62) x 24 - x40 ~ 0 
(63) 130 x33 + 75 x34 - x41 = 0 
(64) 130 x35 + 75 x36 - x 42 = 0 
(65) 130 x37 + 75 x38 - x 43 = 0 
(66) 130 x39 + 75 x40 - x44 = 0 
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Pour la quatrième année 
(67) 4, 2 x49 + 6 x50 + x61 ~ 181 
(68) 3 x5 + 6 x52 + x62 ~ 248 
(69) 5 x53 + 9 x54 + x 63 ~ 347 
(70) 5 x55 + 6 x56 + x64 ~ 405 
(71) x57 + x58 + x59 + x60 ~ 21000 
( 72 ) x49 + x50 + x51 + x52 + X53 + x54 + X55 + x56 ~ 193 
(73) 6 x50 ~ 91 
(74) 6 x52 ~ 124 
(75) 9 x54 ~ 218 
(76) 6 x56 ~ 230 
(77) x33- x49 ~ 0 
( 78) x34 - x 50 ~ 0 
(79) x35 - x51 ~ 0 
( 80) x36 - x52 ~ 0 
(81) x37 - x53 ~ 0 
(82) x38 - x54 ~ 0 
(83) x39 - x55 ~ 0 
(84) x40 - x56 ~ 0 
(85) 130 x49 + 75 x50 - x57 = 0 
(86) 130 x51 + 75 x52 - x58 = 0 
(87) 130 x53 + 75 x54 - x59 = 0 
(88) 130 x55 + 75 x56 = x60 = 0 
Fonction objectif 
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NOHBRE llll Pf?E'.Il~iJONS Il EFFECTUER: 1 
LE VeCTEUR DE Dt!NNH5 PR!S EST 'IIH' 
PP.OBA (liJIIf-IT Lll f'RfVISION : 0,050 0.004 O.Of.l3 O.Ha 
PI?EUISION 1 t 72.. 0749 
TXtïi.JCCF:;;.c03 
62 53 ~1 ~J tii G4 5G 70 ~1 ~4 ~~ 
H/11- rxr,ur.:asrco:J 
VO t-f.fli'.':\~ t.>:t;I.I('(.T:JI::C03 
Pf'fl) 
PR08rtfl.l.l11'E D'F D.Ft':rR11,9 .fl03 .OOJ ,f.liJ'l 
l..fS CIIOJX /}[ lt(,)U(I(!. i'W:.'j}îit.r FrXIr 1 
_CI/(l 1 l :t fS~·Mif .'.i~/;! 1 U~ rtilillfl (1 lltl If-!"itr'~,'IT r 
_CliO 12 :J10l VS Dll 1',"\:)1;1:" 
•. Cflîr l 3 : Fild!J'l ( ;Jfl', f i~''iTF. 1 
Cf-lOIX Dt 1RI'lllf1rt f!TU.Iilr : C/;'UJ1 
FrVWfiHI'f N: 1.1 !1St~GF I'P!Jf? US 1'1~01?,') 1 • 'Jf, 
NOtlllf.'E.: m: t'PfUJ 511;1/S :) f:TH l TlliJ?: 1 
U' VECI'fl.',? N ll!!UIIl;Ff: r;;•r;; I fil 1lfll' 
l'ROE() f.lWiNf I.J) V~?LVJ!-J.iO.'/ t U,Ul!) O,t1fl4 !LOtH O.U-1 
PRFVJSJ(Jti 1 : SS.?:.r/9 
T.'iS/JCCE[:fC04 




flRODilf1IL.l1E /.Il: Dt.f?flfH:.9 .003 ,:)1);": .OI:H 
lES CIJOTX /lE Fi:'fWf.!Jl l'I1.';5Jr;u: r;oJH : 
~<.IUI1 :1. !f1.'-'flCf -~;!!il LU; riWl/;1 f} /IN .lli$1t111T T 
CliO l2 :i'Ol lJ!J fJU l';t:;~;r: 
:c/J(ir:3 l fU(l[lr) W!Gl'iillrE : 
CHOIX DF mrlt'('ll. I:TFE'CHIF. : CliOll 
f'ilRtlllf7Hf rn l. .J S:Otit'l: /'~ iJ ''( !..1. r; ,"t-:111/i} ' , ?fi 
NOfHl{.'[ Dr f'IW.'ISitltf!:; tl II fT(. lU' tn l 
LE VL!.Htll( llf fltii!NO:S lf!Ji; f'!";J 'l:i/ 1 
PR01Jtl fH'.'li/llr"' NUI.IJSii'i'l: ll.B:l2 o.nnJ o.nïn r..t.n~ 




Nfl.- r.''<:l•·:.: ~:' :;;:t;r:v: ';. ~ ~~lîltCE!)~~-CJ EN~ Tt; 1 
·'i' 
r·:·-,··J:,•uJ· ·: t: a ,.,.-,,)r;·,-;,q .nn3 .t1uJ .c·9·1 
i.!'~. ,,;,-·:· · :r.,,:·,;n f-'!l.'i5U11.f S<)/IJ: 
·.:i ·; 1 :1.:· •,, .. ,;,; SUU LU> Pf:,liJ{) 1i Utl tNBTMIT T 
,· ,. -.: .. · :t ... L•·· /ll.l p,;,~~;r 
.• ,. • .- .. ê : ,., ...... , t'tJ/,:.;roNn: 1 
(IJC;f\' Il :•.·,,.,,.,~. 1•-nctttl:. t CUtlJJ 
l'•1r,ll 11r.l. i i t. i t~·· ·i::t· PO/il\ LTS Nwi:;;~ t ,:J-i 
II,·.,,J,i·L ,.1 IH{"i ·, t,·;b ,,). n rn:·n~t th t 
if t 1 d t ._:{- l'' l''.- .• ! 1.~. 11i~l5 PH 11i!l 1 
j-;;·t;/ .• 1 .:, '.,',: 1.1 t.'!,IJU•}IJ ; U.bS.! (J,0[)3 O.!HJ'3 0.102 
/'1-'"•'l:•i .. •IJ 1 1 ;';!.1'7~).) 
il!' J'..:~:r. 1 t"o .. r .. :<('ff:ïlt:EE~) 
l',; 
~ lt; t ... ~.- ~· 1 f :JI:.\ ; : 1 
1 ·.-: '. 
f'l?l~tllJFJJ, i!f 1il lcii:/~f:. 1 l .!il)~! .110:3 .O'H 
1..1!, (1,!.1/ ~·l'{ lt:.ji· •. ~l. r·t.r~;g.(l.!_f: c;onr : 
•. • ,,.rj J :1 ; .;_ ,; J :1!)1.! u__;; l"ùH;,,, tl LM 1NST:Wr T 
_(li• 1 .~ ;} ,,,, .: lili l'il[.!'il' 
_.- ; .. ~ ', : ;,.:,·.~~ r~-,n~ï?,~:rrr : 
(,';Ctrx J•: r:.',l'o~rt I(Ï(((ilf: CIIOI'l 
;•,;r:,:~ru .. r.,· t 1 , .:l.! 1'l'ur..· LE!i r·1:\lC':î ~ .95 
II·At.-:-:· '.•: l·t·,·~or·:J•o!~i tl 11Ti'C111!.'f .. •, 1 
1.1: l}j. :r.· 11: i•:'J ,,_.·!;nue, r.:;r 1liri 1 
l'i:t·i•l., {!ft J·, t·l!;!O!J: !J.iJ.'J ll,Oiî4 fl.ù!.l3 0.120 




PROfii'HHUTf llf DEPARTt .~ .OOJ .OQ3 .094 
US CHOIX PE rRNVAIL POSSIBLf Sm-IT a 
_CHOH tUSSAGE 51.11~ LES Pt'-<OI1A A tJN INSJ'frNT r 
JI-lOt~ tt'{llDS l)U PASSE: 
Cl-IO IX ~t~0 MAt~~~fO~~f~~~~fA~T~Hhi t 
r.,lRiillfTI?f tlf U!JS~G( POUR L!!i flFUJllA a .96 
INIIJJI?E Df PREV1510tl{; 1l l;FFECWi:R ~ 1 
Lf Vf.C1D.IR DE DONNff-.5 Pf\IS E;31 1Jit1 1 
flti!Ollil r.v;,NT I.A F'RfU!Sfutl : 0.1393 O.IHl3 O.OO:.l 0.100 





f'I-10Hfi1HL. IrE J)f DEPART: • 9 • 0 03 • 0 03 • 094 
u:; wo1x VF. mtMîit f'DSSIBLE sour t 
JIIOJ t ~U55J)Gf Sltû LfS P/<01)11 li UN INSfAt·IT T 
CHM~ tPIJfD5 !JU PliSSE ~CHùl] t PROBA CiJI·/STf)NY! : 
CIIO!X-J)t lï:IWI:.f/_ EffECTIJE s CHOit 
Pt liNitlf:J RE f)E USS/lGf.' f'OU.'? l.fS fJRllBA : • tJC:i 
N01'1.L'IŒ i)E PiUWLSI ONS •i IEFF.EC lU ER 1 1 
l.f f.JEC'fBJR Dt lWIJNEES PIUS EST 'ff/1' 
Pi·iOL1.<i rWtûJT LA Pf~EVNlON : 0. 657 a. 004 0. 00~ 0.136 





v'1• i.: :.:. ;,...R 1;;1 
(t:-'(i! 
f'Pt~fl,.:li?i::•r N: r..o::Pi·W1:.9 .ooJ .lin~ .094 
l r.:: •:ll,.t!. i't IF<'tAHi. f'ü!lSIRLf 501Jï : 
:_~.,:~ 1 ~i l'i ;,it;f 8/Jfi' l.fS Pl?illlti 1'1 UN :WSTf'ltiT T 
.::.: "· :.: :l t.ll ,·,,_; NI (',}St1E 
.. t ,;, •. : :' ; l'i· .tli,) t:omnlliiTE : 
OIUï>.' 1·1 f,~'-!lrrdl. Hft:CIUf t C/M11 
hll:ii 11H:.'!' f':r 1 b . .,:;r f'ÙIJR lf5 f'ROlifl ; .9[) 
fldw:,•r H' Fldi'!.~:llJif8 ~~ rrn:crun?: 1 
1 r j ·tt r, "·'' i•J PdJurrs tw 1 s ES1 'lifT' 
f.j:,\1!',) til'nil!' /11 I::H•IfiUW : 0.0'};1 0.003 0.001 U.104 
h•n·, ,: 1 (,,, t : 1&. 936"1 
un-- L" :;!,· ... i.·, :;u:r mcs;t 
(lfl• i ('1)(1 ~i( 1!1/ 
f'i.'flt 
i'R(lliiWfU tF N lllPilRJ': ,9 .003 .OO'J .094 
Lf:~ tilt!/.'. (ti: U .. t'11IL. PO!i9IBI..E SOfrt : 
.JJ; .. r 1. :! f[;' /:Gf SVR l .. f5 IWOHt1 () lJil IN!il.•HJT T 
(lfoil ~ !/ djli•:; nu (1fl~!if 
,,;,,1 1 : ''•"'Hl') r:ousr.mrE : 
CIWJX-!'IL HtliUJJll Hf~Ct/JC : CHOH 
l';if::i,i~l.1 i:E N: l Hî.:,·lt;[ N111R Lf5 f'IWM t • 96 
i~OtllJ!H /If 1'!2ti'l'!.JOIJ5 f) EFfl:'CTIJF.f?; 1 
1 I I.•{(;Utlf.' 1.if 1,,,':1!/!.:E;I fWlS fST 'fli-1 1 
I'N(if:t) 1-l!l,-,/ir til fd'!.Jl$1011 : 0.0~12 0.005 0.003 0.1GQ 




PR09AUIL1TE bE D~PARTt.g .003 .003 .094 
LES CIJ01X DE J'RAVAIL P0$51BLE SONT t 
.,.Cl-lOC 1 tLISSAGE SUR LES PROIJA A UN INStANT T 
~CHOI2 :POIDS DU PASSE' 
~C/-1013 : PRUIJA CotiSTANTE a 
CHOIX llf TRAUAlL EFFECTUE l CHOit 
PARAHF.Ttt:'J:: liE L!SSAGE POIJR LES PROBA l • 96 
NO!'IImE VE PRtUIS10NS A fl-'H.'CTUER: 1 
l f ITECTE.LJR DE DONNEES PRIS EST 1HH 1 
PROllll ,!JU,lt·IT LA PP.EUISION 1 0.656 O.Oo.t O.OOJ O.t:$6 





PR08MJIL.ITE DE DEPART:.g .003 .003 .09" 
LES CHOIX DE TRAVAIL PO$S1BLE SONT * 
~CHOl 1 :USSAGE SUR L,ES PR08t1 A UN INStANT T 
. .,.cllOI2 IPOIDS DU Pll!jSf 
_CIWIJ : PROBI) CONSTANTE : 
CHOIX DE TRIWAIL EFFECTUE : CHOit 
PAIMHHRE DE LISSAGE POLIR LES PROBA t .96 
NON8RE DE PREVISIONS A EFfECTUER: i 
LE VECTEIJR Dt f)ONNfES PRIS EST •UH 1 
PROBA AUANT LA PREVISION t 0.69t 0.003 0.003 0.102 






... ,. :r.rr..r;,-f' 1 




P;::ül)fHHLiif frf D.EPM?T:.9 .003 .003 .094 
i.E~ Œt.)j:, N; I'RA!Itl'II. P(ISSIHLE SôUT t 
_CHGJ 1 :r.ISSIJGE SU!? lES PfUIIJA A 1./U INSWNT T 
Ctlùj;,; IPMLIS NI f'fl55E 
:_o-lt:• I :;t : f-'/WRIÎ ÇONSTFINTE 1 
CW;fX Dt= fi?•WML FtFtCWE t C/1011 
P:1RtmETRE [IF, L l55t~t;E POJJR I.FS PROB!l t , 96 
Nf'~riBRf f•E f'f;!Eli[SlOIJS A ffFE:.CTI)f{l: 1 
LE: IJfCTf.UF· f•E fiON/IrE~ r'N15 EST 'liN 1 
rPliBH 11\!tWT Ul PREVISWN : O.S2.3 0,002 0.1103 0.071 
PRE<JJShW 1 1 29. !lll2~ 
TXRtDFC02 




PROBABILITE DE DCPf.lRTt,9 .003 .003 .094 
LES CIIOJ;< DF. TRAIJIHI. POSSlSI.E SONT t 
_CHOI1. :t.ISSflGE SUR LES PRORA A UN tNSTfiNT T 
_CHOU. WOW~ PU f!OS~E 
_CIIOI3 : F'ROJ.JA (,'ONSTM{TE f 
CHOIX Df rRft!JIHL EFFrUUE t CHOtt 
PAFlt~11ETRE !JK LISSAGE POUR Ll:S Pl(tJBA t • 9G 
llONBRE PE Pf.'f/JISIOfiS A EFFECTUER; 1 
l..E UECTWP tif IJGNNF.E$ PRIS EST 'lm' 
!>ROBA AIAtfiT LA PRfl.JIS ION f 0,1385 0. 003 0. 003 0 .106 
PREVJSlON 1 1 Hl. 7151 
rxr.rvr:co1 




FROBrw.Iun: i\1: rn:rnRn.'J .uo3 ,0(13 ,!l'J4 
Lf.S Cl-lOIX )JE J'I?;W/H!- PC<::;~iHII f So;;r : 
_f:/IOfl :u.~iSt}Gf: SUi? US f'i?trl/tl tl UN lt\:J(:'IIIT f 
.• CIIOT:~ WOJf..lS JW l'r::.:sr 
~CI-iOl J t NOJJil COliS ft':! fiT[ 1 
cHo.rx DE 1t:'l~~~r~n nruwr t (J/illt 
Pt1RMffTIŒ VF L.F~i.'/(;[ /\liif? IfS l'i~,~E!i\ t .l)·i 
NQttfJI!f LI!· l'l?f: 11.lSJNtfi f) llfiCIIFUI 1 
LI: VE.CTI:'I..if<' J)[ TPNUH:; l'!.'fS f~:;r '1/:t' 
Pl?Of.lfl !'lV<'1'/1 Ut F;?I:VJ5Iilf.; t 0.13u"' O.fill·1 11.00\ O,P<) 
f"IŒV.l~;JtW 1 ; :W.9300 
T.-.:RElJ=-(01 




PIUWFIRIUTf l)J;.' JJEI'()f?T:.~ .003 .OUJ ,0'34 
U?5 CliO IX f>f 1 r;•fW(Jlt. t'llé.i!JJ BI.E r~·om ; 
JI/Oll tU~~S,~(;f t.U.ï' LFCi PtWPrl A UN .TNSfMiT 1 
. . Cir.ll 2 !1"0.1 05 JIU p,ÎSSF 
OMJ 5 t PTt'ODr) Ct'IF:;rmlrE t 
CHOTX-Df i'!i'tWML Hf'F.i. !fiE t CIF".rt 
P{l.R(ifff:î f?f [)1; !. IS':Jiil:[ ('(lift,' LE!:~ l'f.WDfl : • % 
NOtWm;: Llf t'f?t U.l :H fJN3 1) I.f ITC 11.1.U? t 1 
n vtc rEuP vr MNnr:rs nus br 'IIH' 
PI?OJ'Jn IW0!/1' 1.1~ PIU:VJ51t.1Fi t 1.1.920 0.1102 0.001 0.0·14 




r .. &r:·rr~~Mq ,.... .{0 "$'! 40 2" 36 2B :~ :;~ .~ 1 .. ·•! ~() -·~ ... 
H ... ~ ~: '1\'!'DflPOlTl 
tli:•·F ·: r.i:JftR Hll 
P"·t<' 
f'h>•JlMDil.ITE fJE f)fPtlKT: .9 .00~ ,OOJ .0~4 
LFe C'H(Il\' JI[ TRrWML f(.lSSJJ1Lf SONT t 
.J:'IMrt :U$!ù!Gt SLIR U:s Pf{OBl~ À I.}N INSTANT t 
_00 I ~~ : f'O lllt fliJ Pll5Sf. 
CHOl x-~~L) Mr/i(t~rof~-rf.g~~?t:J'f:HJ I 1 
PARAfiE'Tkf liT: Ll5~Mit l'OUR U$ Pf?OF:~ t • 96 
"'üi1BRE Il! P.f<'[(IJSlON$ A EFfECtuERs 1 
Lf I.'ECTFUP lif: Ilt'!Ni'Œ~·s .PRJS EST 1HH 1 
PROBA tWRNT '-'~ PRt.UJSJON t 0.8i:l3 0.003 0.003 0.1111 
PREt11Sil.!fl 1 ~ 30.5003 
TXREDDRt'liT2 




PROBABJL!T~ DE f)Ef'ARrt .9 .00~ .003 .094 
LES CHOI% CIE TRtWA!l. POSSIBLE SON1' t 
-_Cl-lOU :LI!-î5:1Gir SIJR LtS PROBA A IJN INSTANT T 
·_ÇHOJ~ IPOIVS IJU PASSE 
_ÇHOO 1 PfWIH1 C<JNSTflNTl t 
CHOI>: ~lf TFifiVfllt.. EFrn:TU:E t ÇH011 
PF.PAHETPE llf USSAGE POUR LES PROilA : .96 
NOI1BRE fJf. l"ltfVl!êlOtl~ f~ EFFECTUER: 1 
LE VECTEUR Df DONIIEfS PRIS EST 1HH 1 
PROBii AVMIT LA PRT::UJS!ON t O.B94 0.003 0,603 0.099 
PREVISION 1 : 26.2B~1 
TXI?r;'TJMOIT3 
ao 24 ?J 2s as ~4 26 2B Jo 21 ~a ?1 
Wii· TXfa:DDROI Tl 
V01 fClWflP lfll 
P('EV 
PP.OlWHU 1[ flf: Dff'f'IRT t, 9 • 003 • 003 • 094 
lf.S CHOtX Of ff..?rHJfiJl. f'0551DI.E SM.'!' 2 
_C/10[1 11.15-:îM;E l)IJI? tr~; f'f1,;flfl fi 1111 lNSrtiNT T 
_CliO J 2 IPOWS J.lU r llS~d: 
.• CliO 13 : f'RO!.H'I U'-,'m fliNII t 
(.H(I!,\' D[ JUtlfiMl F..ffft'll.lf : CNOi t 
Plll~:mHm: DE u SUflf;f rnuu u:-; f'liüf.l~ : .~·,r, 
NQJilJ!,'E llf l'l?f!JlSJO.i!S :1 Hlf(.liJCNI 1 
(.E VFCTF~II? f)F DOUN([f; IWJt: f:'Sf '1111' 
PfWM f.l 1/i).'/T U1 f11ŒVJ5Jr)~l t o.92f. o.on?. o.osn iJ.nn 
l'l?rVJ5.'i.lN 1 t 27.GA&1 
TXf?EPN\OTT-1 




PR(iB(~BIUI'E DF D.tPr1RTt.9 .OIJ3 .OOJ .09-<! 
LE$ CIIOlX l.lJ:' fl'fiVflH. p(;SS.H:rt .. E !10NT ; 
_CI-i<lll !US-5fH;f SIIR LE( tRM!A A IJN 1N5Tf)NT f 
Cli0!2 :rOifl:> lW flt)S~;E 
:owrs 1 r-W(.'Jh~ CotNiTtlmT : 
CHMX Vf WtWML J:fFH' WE r Cf/0.11 
fJA/Mill:rtn. Llf LIS.St1i.;f: Nti.lf? l.f-'13 Pi~MHi t • % 
NOIIIWE Jlf. PH (IJSJC.!~G n rFFFCTIJfR: l 
LE Vf:CTfUR l>t fl(lN'If[S r;as fSf 1/iJf 1 
PROFJA AVMH /JI PREI.JlSJ!JN 1 0.906 0,111)3 n.ot:n ILIH.l7 




.... "~"r.v~p$\{fN~~S1::.9 '10 36 JO 26 ~0 26 
1 .... • '\. • ~ 
: ,._··. ·;:'Ff•5;"'lf'NCfS1 
!•('··!='.h::;)/; (If# 
Clf'f: 
PROfJr~B.CÙTE Pt Dff':lli'f:.9 .Oil3 .003 .!194 
L.L; CHMX t•E 1'RMAII. PliS8IP.LE SONT ' 
_C/-IM 1 :LISSi~GE S/JR L.ES PRôBA A UN 1USMNT T 
_C/-IM 2 :PO HIS Pl) hl55J:: 
_011."11 '3 : I'ROP.tl ~:tlNSTi>NTE t 
CHl~l>i DE Ti-'Ml'MI. EfFFC'IUf t CIIOtl 
I'AfMitETRE I1f; t IS!;~Gf rùUR LES PfiOBfl t • 96 
li(t!fBRE !lE f'flEJ 1ISWNti A EFfECTUffH 1 
LE VECTI:.llf? /)E PONtifE$ PRIS ESf '111-1 1 
f'R>JBfi AlJitNT LA PRFVl$lfiN : 0,070 0.004 0.003 1).1?.3 
PREl'JSlDN 1 t .28.otS!} 
TXRfll$fJENCES2 
ZS 37 36 38 3Y 40 ~1 45 61 33 ~0 36 
Hff .. 7'XREDSCIENCE52 
tiO~·tCfWOR 1/H 
PRftl 
PP.OBABILHE DE' DEPflRT:9 .003 .OOJ .094 
lES CHO.lX DF, rt?AVML POSSIBLE SOfiT t 
_CffOil :L.ISSAGE SIJR LES PROBA A UN INSTANT T 
_C/1012 :t>oJUs DU Pt'ISSE 
_CHCrn : PfM.flfl CONSmNTE l 
CHfJI.'; Vt 1'RrWML. f.TffC tUE : CHOit 
Pi1Fo:ft11ETRE DE U5S4GE f'(\UR LES PaDD~ ; • 96 
tWNBRE Pf' PREVISIOfiS Il F.FffCTUERt 1 
LE IJEa~UP l)E DfJNt!fF.$ PRIS ESJ' 1HH 1 
PROBA HVniiT LA PIŒVI$ION t o.956 0.001 0.000 Q.0-'12 
PREVISION 1 : 33.994 
TXRF.PSCIENCES1 




PROBfiSTLHE llf DEPflt?n. ') .003 • un;~ .091 
US CllMX DF H\fltlfllL 110SS11lt[ 1if.WT l 
_CHOil tU55(iGf ~:,ue LFS f'Pil!l() A IJtl .TW:i1/tHT i 
.• Cl .fiJI~ :PO.l PS JlU i'nt:;s!· 
J.'llilf3 : JWOB•l (.'1.1//!?flliiTE : 
CHOtX JlE 1{,'tW;-1l/. EFHt."IIJr : CIIOH 
f'tWtWE fiŒ !If U.'".ISM f: 1 filiP i-f'> 1 't;•onR 1 • ''::> 
NI)HRnr. DE l!l?f:'tiJ5HlN!i il rF PeL ilJIR; 1 
LE OFCTEI.I!? Dt: fitWJ/H.•> l'i!l~i E~ïf '111/ 1 
PRO lU~ IWilfiT U) l'fŒV 15/tJN t 0. (;lOO 0. îHl (i H. il 0.~ Il • un 
PREVISION 1 : ~H .·1121 
TXI'fflSCifNCfS4 
31 29 JJ J2 3o 31 32 J5 32 20 20 Jn 
lili+- T.'-<NFP'iCI ENCE[; 1 
UI1•·ECI'WtW H:-1 
PRfV 
f'POflllfiiLlTE Dt DErmn:.9 .Oii3 .003 .O'H 
LfS CI#OJX J)f rf:':ll.'f'lii .. i'0~:!':11IJI. E f.~)lff t 
_CI·IOI 1 H.lSSl'l(;E:· !;IJN Lf~; pt;•Ol,IA A l!N JWJ1/l!ST T 
~CHO J 2 W(IJ OS t)U r'fl$$1: 
_ow.I :J 1 r:wnA cow.;rmnE t 
CHOl'X JJf WtWfllL EFIEC/1/F. : UWTl 
POI?t}flfTRF N: USSfiGf /'il'JR U·S 1'/?0CIR : • ~IG 
NONM!f Df 1'1Jf:t1l'SWNS t) U:(!C TUF!<~ 1 
LE llf.CTEI/i~ f)J; Dtlf.ltllFS f'.'i'I5 f~tT 'IIH 1 
PRONt m.wa Ul f'RF.VIS./tlN s 0,09J O.lltD 0.00:~ O.HH 





~· 49 ~b ~0 ~0 $2 54 51 61 35 ~0 36 
11-1~-· Pf:':.foliP.f(lt 
f.' ~--[_ ~.~;,: I;~P /ltl 
F'RFt' 
i=lf~!BABILIYE DE DfP;1RT: .9 .003 .OO:S .094 
LES t.Htll\ !.lf. TRAVtllL PN;Sil1Lf SONT c 
_Cift.1ji :U%11GE S!.IR l.f:5 FROBfl A UN INSmNT T 
_CHM 2 IF'OI fl~Ï DV fli)S!'if. 
_ŒüB : PRillfi1 ('ONSTAtlfE : 
r.;l(.],\' liE TRf.'WML F.Ff(:'CtlJE : CHOI1 
F'HIUftŒTRF. IŒ /. ISStlGE 1'(!/JR l.fS PROI:r"' : • 9fi 
NOIIllRf DE PI::CV.lSJi.liiS ~~ EfFECTUER! 1 
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PREt1ISION 1 : 39.6765 
TXREDLtrTRf.S2 
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LU CHOlX Df. TRMM!... PôSSilJL( 50111 : 
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HII•Ft?t J!l .. f:t1RES:~ 
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CHOtX lif. f 1h'llfi1iL ffff1. 11:r : Cf/tH l 
P{IRI1/llirtit. llt" ll~iStl(i'J. /•Of/1! U!i I'IMNt t .% Nommr .vr r'I?!"JSJow.; ri HJ'•rcrum: 1 
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DIPLOMES EH 4 EME ANNEE 
A5<K>•RS4CJ>+RRS4(J)+RS(J) 



























































'TO't5( K >•RS4C K HRRS4( K) 
T01CK)~TOT1<K>+TOT~CK>tTOT3<K>+TOT4<K) FIN 




"'. 4?':'1f. 03 1 -,...- 0.7-140E 03 
0 615GE 01 ~·E ~=" E E t t t f E E N U1 
• .0000E 00 ' 0.1000E 02 N 
A INSCR MIN 0.e660E 03 MAX 0.35Z0E 03 A lti$CR MIN 0.2660E 03 MAX 0~3S20E 03 
B TOT! MIN 0.35111:: 03 MAX 0.4371E <33 B tors MIN 0.4447E 02 MAX 0.7504E 02 
c TOT2 MIN 0.1142E 03 MAX 0.1510E e3 c TOT MIN 0.67UE 03 MAX 0.7440E 03 
D TOT3 MIN 0.7a69E 02 MAX 0.1270E 03 D TOT-1 MIN 0.6354E 02 MAX 0.1072E 03 
E TOT4 MIN 0.63S4E 02 MAX 0.1072E e3 
AUTRE COURtt~ E 
RS MIN 0.6156E 01 MAX 0.15S2E 02 
1 a 3 4 5 6 7 8 IHSCR 
.1 6 7 ~ g 





























0.7269E 02 0.6354E 02 
0.1270E 03 0.1072E 03 
0.1270E 03 0.8300E 02 
tt~# T ~ 8.2000! 01 ttt* 
·~~·:3Sè~E·.· ~3,:. e .• 3S11E 03 ' e. t24?E 03 e.9S00E 02 e.t072E 03 
0~·75~~~~.·:.~2· 0.S781E 03 0. 7000E 01 litt QlJE VOULEZ ... VOUS ? 
· ·'''- .. : . · 1 COURBES 
.. ·. . . · · 2 LIST~ 
·<-*.~~~U:t..t.t~:t-*"*-*%~:t:*~UUt:t:t:*Ut:tUt*Utt************UttUUt*ttmtttftHt:t:tUtt:t:ttt 
.: '0. 2B90E. 03 
. 0.5771E 02 































0.8423E 02 0.7016E 08 




·~t-~~)~tF;l~A~·:tÔM: VALEURS INITIALES 
• : 1!'!.1cl.;~:~;t.·r.:r.rE;·J,1~LEUR~ ·.INITIALE$ 
--.. ~ .. :·· · _: fli1tH r:tcar .... ot:r · : 
····:r ........ t:.it,. .. ,. ~· · ·· .~, ··. · · 
:1.·. <·;·.: · ·-(,~;~ \:·:.-.:· .:~r~·_. ...... : · · 
:~1 .··:-:: .. ·. =;:.-:::.0 .•. 0000E 0~ . 
. 'INSCR:-. '~-·.· :0.1'47eE 03 
.'."A-a ·, ,; ':·".·· ·:0.iô\300E 00· 
<P12 · .. . : ... · · 0. S100E 02 
-A13 .;·., .".":::.: 0.0000E 00 
... PB3 · =·::.- 0. ?000E 02 
· ·Pf<a3 ..... :;_.· 0.eeooe: 00 
· .. M · :· ~- · 0.00'30E 00 
··p34-' ··., . 0.4800E 02 
;.JU.. .' :a 0.0000( 00 
IUt .. ·-= ·o.4700E 02 
· Ra . = 0.0000E 00 
PR12 = 0.0000E 00 
PZ2 ... · 0 .!800E 02. · 
.. R3 .. . 0.2300( 02 · 
~33 • 0.2300E ~2 
R4 a 0.S000E 01 
PR34 • 0.0000E 00 
P44 • 0.S000E 01 
AS = 0.0000E 00 
-RS4 • 0.4700E 02 
RRS4 • 0.0000E 00 
RS '= 0.7000€ 01 
RRS • 0.SOOOE 01 
. TOT1 • 0 .i8SOE 03 
TOT2 • · 0.9900E 02 
TOT3 ~ 0.9300E 02 
~OT4 • 0.S300E 02 
TOTS • 0.4700E 02 
TOT. • 0.4300E 03 
PP33 = 0.3S00E 02 
PP44 •. 0.8000E 01 
· 'DUR "' 0. 4000E 01 
POP TABLE 
PP11 = 0.3S00E 02 
PP12 • 0.3900~ 02 
PPR12 = 0.~900E 02 
PP22 · = 0. 2000E 02 
.. PP23 • 0. 7000E 02 
.PPR23 .: 0.?000E 02 
PP34 .. =. . 0. SS00E 02 
·PPR34 .• 0.SS00E 02 
PRS34· · . =- . 0. 9800E 08 
'PPRS4 :"' 0.9200E 02 
ttt;· MODIFICATION VALEURS INITIALES 
·l. LISTE VAJ:,.EUR$ II'HTl:At.ES 
a · NODirCATlON 
·3 . FIH. 
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U E. R.. 8 C 1 ENC.E.S =:c.o 
0.22!4E ,n 









a 1 1 a 
3 
TOT2 
MIN 0.1470E 03 MAX 0.16~0E 03 
MIN 0.1859E 03 MAX 0.2e14E 03 
MIN 0.88B6E 02 MAX 0.9914E 0a 
MIN 0.8425E 02 MAX 0.9380E ea 
















MIN 0.4S15E 0a MAX 0.5059E ea 
MlN 0.4300E 03 MAX 0.4686E 03 
MIN 0.1470E 03 MAX 0.1640E 03 





' .. . . · .. 








.:~1::1. ~;:t.:t "~~:.t.:n;J.>t·:r.tJ; ïU n tJ: a .t.l u .. ï:.t:u ·u:u.t.~J:;t ~-t~.t:utn:uun.t..n u.uu:.:nlt n.nnlt 
0.1470E 03 
0.4515E 02 






' .'• . 
0.4907E 02 
tt.tttttttttttttit*************~************************************************* 
. 0.1640E 03 
0.S059E 02 















0.9300E 0a · e.s3eeE 0e 
t*t#ltt~~*********************~***************'********************************* 






. . ·::fï·~~·t~· .:;.i!•l'<'. 
,0 • l-4à0è;d~:f -. 0. t984E 03 0. 91B6E 02 0. 93S0E: 0a 0. 5499E 02 
0.;~S~SQ~·-'70~:: ·0.439H.: 03 0. 7000E 01 tUt QUE V()ULE2-UOUS 1 
• .,, ... <· ··•· • ... . · - · 1 COURBES 
... . . .. . __ .. -. · 2 liSTE 
:~:*.tl***t;t:t~tt:t*i:t*iî*·UtUU***Ut:tUt#tU:UtUUtn:tU***:IttUUtttll:t:U::tttUUt 
0. t54'0t 03 
e·. s~3.~E .-~a 
- litt T • 0.3000E 01 tttl 





0.aasse: 0i 0.5467E 02 
'-*~*U~t:l.tt:U:t*.:kU:t:«;t:tt:UtUUtU:tttt:t:ttt*tttUUiUt:tt*tn:ttUtUtttUUtUUU* 
0.1S80E 03 
e_; 4762E. 02 






























UER DROIT 1 
UER sc ECO ~ ~ 
UER SCIENCES -~ 
UER LETTRES 4 
DONNEZ 1 A 4 NOMBRES ENTRE 1 ET 4 
o: 
1 2 3 4 
VOUS AYEZ CHOISI 
DROIT SC ECO SCIENC LETTRE 
DONNEZ LA DUREE 
Dt 
4 
DONNEZ LES INSCRIPTIONS PAR ANNEES ET UER 




SC ECO SCIENC LETTRE 
263 128 224 350 




SC ECO SCIENC LETTRE 
269 130 227 353 




SC ECO SCIENC LETTRE 
274 131 234 355 




SC ECO SCIENC LETTRE 
280 134 239 358 
VOULEZ VOUS VERIFIER (0/N) ? 
N 
DONNEZ LES TAUX DE SUCCES PAR ANNEES ET PAR UER 
ANNEE t 1 
I:•Fô:O :r T 
n: 
SC ECO SCIENC LETTRE 




SC ECO SCIENC LETTRE 
ANNEE t 3 
I•ROIT 
o: 
SC ECO SCIENC LETTRE 
.71 .56 .40 .36 
ANNEE t 4 
4 VALEUJ:;:S 
X:rf':OJ:T SC ECO SCIENC LETTRE 
Dt 
• 71 • 92 • 80 + 72 
VOULEZ VOUS VERIFIER (0/N) 1 
0 
:oJo•:OJ:T sc~ ECO SCIENC LETTRE 
0.28 0.40 0.23 0.17 
0.52 0.72 0.37 0 '">7 + ...:.. ... 
0.71 0.56 0.40 0.36 
0.71 0.92 0.80 0.72 
OK (0/N) 1 
0 
260 
DONNEZ LES TAUX :OE REDOUBLEMENT 
ANNEE t 1 
4 VALEUf;:S 
SC ECO SCJ:ENC LETTRE 
+ 30 • 30 • 29 + 40 






SC ECO SCJ:ENC LETTRE 
.19 • 34 • 40 
3 
4 VALEUJ:;:S 
I:.Fo:O IT SC ECO SCXENC ~ETTAE 
Dt 
.26 .29 .32 .33 
f""NNE!E: t 4 
Z:•R:O:r.T SC ECO SCIENC LETTRE 
o: 
• 24 • 07 • 20 • 26 
VOULEZ VOUS VERIFIER (CjN) 1 
N 













INITIALISATION DE ET 










t•Ft:OJ: T SC ECO SCIENC LETTRE 
o: 
383 185 416 512 
ANNEE t 2 
4 VALEUFt:S 
SC ECO SCIENC LETTRE 
151 99 109 363 




SC ECO SCIENC LETTRE 
12"7 Q" .. 1~ 





SC ECO SCIENC LETTRE 
83 53 41 145 








_________ u ... --~----• 
X:•f;:O :r T sc ECO sc:rENC I...ETTfi:l:: 
377.90 183.50 344.64 554.80 
148.01 92.81 132.74 232.24 
111.54 98.25 60.81 1 (1'4. 37 
110. o('; 55.79 33.80 142.82 
TOTAL 
-··---·---
74'7.54 430.35 5'71.99 1124.23 
ABANX:tONS 
---------
88.19 40.30 113.43 227.81 
X) J: F"LOMES 
--------
78.16 51.33 27.04 102.83 
ANNEE 2 
---------------
Df;:O :r T sc ECO SCJ:ENC' LETTFi:E 
347.90 168.40 291.96 493.00 
134.77 87.46 111.80 129.13 
97.38 87.49 62.02 95.05 
100.83 58.67 29.44 97.30 
TOTAL 
-------
680.88 402.02 495.22 814.48 
ABANX:•ONS 
--·· .. ------
182.38 72.10 189.93 286.01 
f.tJ:F•LOMES 
--------
71.59 53.97 ,7 ~a::· ~·-' ·~;;.:) 70.06 
f-lN 1"!1:.1::. ~ 
---·-·--·---·--··---- 263 
I:OJ:;;()I T ~; c.~ 1::co sc:te:Nc 1-ETT11:E 
354.?0 170.00 29(?. B3 4(?6. 20 
117. 2<;-> 77.09 84.67 107.61 
90.09 82.35 57.08 5!:5. 56 
82~52 51.79 28.03 43.39 
TC)Ti41-
.. ---·--·--
644.60 381.23 469.61 702.76 
(.,:E<ANl.';!ONS 
-·--------
180.43 70.81 184.45 266.97 
I:.IF·LOMES 
--------
58.59 47+65 22.43 31.24 
ANNEE 4 
-------·--·-·----·-· 
X:•J:;:O I T sc ECO SCIENC' LE:TT11:E 
362.20 173.30 306.86 500.00 
119.65 77.88 86.71 108.36 
79.21 ?3.76 44.56 40.56 
77.08 48.73 26.76 25. 9·7 
TOTAL 
-------
638.14 373.68 464.90 674.79 
ABANX:•ONS 
---------
183.48 70.55 184.92 263.85 
I•IF·LOMES 
--------
54.73 44.84 21.41 18.63 
264 
DONENS 
DONNEZ LA TAILLE DES CLASSES PAR NIVEAU DANS CHAQUE FACULTE 





SC ECO SCIENC LETTRE 





SC ECO SCIENC LETTRE 





SC ECO SCIENC LETTRE 





SC ECO SCIENC LETTRE 
200 200 200 200 
VOULEZ VOUS VERIFIER (0/N) 1 
N 






SC ECO SCIENC LETTRE 





SC ECO SCIENC LETTRE 





SC ECO SCIENC LETTRE 





SC ECO SCIENC LETTRE 
35 35 40 45 
VOULEZ VOUS VERIFIER (0/N) ? 
M 
265 
DONNEZ LES HEURES D' ENSEIGNEMENTS PAR NIVEAU ET PAR FACULTE 
ANNEE: 1 
A VALEURS 
DROIT sc ECO SCIENC LETTRE 
o: 
16 30 14 30 
ANNEE: 2 
4 VALEURS 
DROIT sc ECO SCIENC LETTRE 
Dt 
16 30 18 60 
ANNEE: 3 
4 VALEURS 
DROIT sc ECO SCIENC LETTRE 
o: 
17 17 35 43 
ANNEE: 4 
4 VALEURS 
DROIT sc ECO SCIENC LETTRE 
o: 
4~ ~ 17 28 0 
VOULEZ vous VERIFIER (0/N) ? 
N 
266 






SC ECO SCIENC LETTRE 





SC ECO SCIENC LETTRE 





SC ECO SCIENC LETTRE 





SC ECO SCIENC LETTRE 
3 3 35 18 




1 HEURES TOTALES 
2 HEURES COURS MAGISTRAUX 
3 HEURES TP 
D! 
ANNEE : 1 
DROIT SC ECO SCIENC LETTRE 













SC ECO SCIENC LETTRE 
124.00 129.00 180.00 
ANNEE t 4 




1 HEURES TOTALES 
2 HEURES COURS MAGISTRAUX 
3 HEURES TP 
o: 
3 
ANNEE : 1 
DROIT SC ECO SCIENC LETTRE 
120.00 169.00 226.00 316.00 
ANNEE : 2 
DROIT SC ECO SCIENC LETTRE 
111.00 158.00 222.00 216.00 
ANNEE : 3 
DROIT sc ECO SCIENC LETTRE 
104.00 158.00 218.00 145.00 
ANNEE + 4 • 
--------------
DROIT sc ECO SCIENC LETTRE 
91.00 124.00 218.00 145.00 
267 
1 HEURES TOTALES 
2 HEURES COURS MAGISTRAUX 
3 HEUf;:ES Tt=· 
Dt 
1 
ANNEE : 1 
DROIT SC ECO SCIENC LETTRE 
210.00 293.00 355.00 513.00 
ANNEE : 
!•Fi: OIT ·sc ECO SCIENC LETTRE 
201.00 282.00 351.00 3<;.>6. 00 
ANNEE + 3 + 
--------------
X:tfi:O I T sc ECO ·E;CIENC LETTFi:E 
194.00 282.00 34'7.00 325.00 
ANNEE • 4 + 
--------------
X:•Fi:O I T sc ECO SCII[NC LE'rTf;:E 
181.00 248.00 347.00 325.00 
1 HEURES TOTALES 
2 HEURES COURS MAGISTRAUX 










2 MAITRE DE CONF 0 
3 MAITRE ASSISTANT 
4 ASSISTANT 
5 NON TITULAIRE 
RELAT EST LA MATRICE GUI CONTIENT t 
POUR 1 
POUR ~ ~ 
POUR ~ ~ 
NBRE ETUDIANTS PAR PROFESSEUR 
3 4 CATEGORIE CORRESPONDANT PAR PROFESSEUR 
NBRE DE NON TITULAIRES PAR ENSEIGNANTS 
DONNEZ RELAT 
ANHEE 1 




SC ECO SCIENC LETTRE 





SC ECO SCIEHC LETTRE 
.67 1 15 1.89 




SC ECO SCIENC LETTRE 
2 2 29 1.11 




SC ECO SCIENC LETTRE 
0 0 18 0 
VOULEZ VOUS VERIFIER (0/N) ? 
N 
ANNEE 2 




SC ECO SCIENC LETTRE 
125 142 772 80 
CATEGORIE t 2 
4 VALEURS 
DF':O:rT sc Eco sc :rENe l-ETTRE 
o: 
.67 1 15 1.89 




SC ECO SC:tENC LETTRE 
2 2 29 1.11 
CATEGOR:tE : 4 
4 VALEURS 
DF':O :r T 
o: 
SC ECO SC:tENC LETTRE 
0 0 18 0 
VOULEZ VOUS VER:tF:tER (0/N) ? 
N 
ANNEE 3 
CATEGOR:tE : 1 
4 VALEURS 
tiRO :tT sc Eco 
o: 
SC:tENC 
125 142 772 80 
CATEGOF'::rE • 2 • 
4 VALEURS 
tiRO :tT sc Eco SC:tENC 
o: 
.67 1 15 1.89 






SC ECO SC:tENC LETTRE 
2 2 29 1.11 




SC ECO SC:tENC LETTRE 
0 0 18 0 








SC ECO SCJ:ENC LETTRE 
125 142 772 80 




SC ECO SCJ:ENC LETTRE 
.67 1 15 1.89 




SC ECO SCJ:ENC LETTRE 
2 2 29 1.11 




SC ECO SCJ:ENC LETTRE 
0 0 18 0 




NL EST LA MATRICE CONTENANT LE NBRE D'HEURE D'ENSEIGNEMENT STATUTAIRE 
PAR ENSEIGNANT DANS CHAGUE CATEGORIE 
DONNEZ NL 




















SALA EST LA MTRICE DES SALAIRES DE CHAGUE CATEGORIE 
DONNEZ SALA 


























NOMBFi:E I•E F"Fi:OFESSEUfô:S F'AR UER ET F'AR ANNEE 
ANNEE • 1 • X:tfô;O J:T sc ECO SCJ:ENC J...ETTRE 
6.00 4.00 1.00 15.00 
ANNE;E • 2 • [tROJ:T sc ECO SCIENC J...ETTRE 
6.00 3.00 1.00 11.00 
ANNEE • 3 • 
.t•fô:O J:T sc ECO SCIENC J...ETTRE 
6.00 3.00 1.00 9.00 
ANNEE • 4 • 
X:•Fi:O J: T sc ECO SCJ:ENC J...ETTRE 
6.00 3.00 1.00 9.00 
NBfô:E I•' ENSEIGNANTS F'Afô: PROFESSEUFi: PAR UER ET PAR ANNEE 
ANNEE • 1 • 
DROIT sc ECO SCJ:Et·IC J...ETTRE 
s.oo 4.00 15.00 29.00 
12.00 8.oo 29.00 17.00 
o.oo o.oo 18.00 o.oo 
ANNEE • 2 • 
DI":OIT sc ECO SCJ:ENC J...ETTRE 
5.00 3.00 15.00 21.00 
12.00 6.00 29.00 13.00 
o.oo o.oo 18.00 o.oo 
ANNEE • 3 • 
I•fi:OJ:T sc ECO SCIENC J...ETTRE 
s.oo 3.00 15.00 18.00 
12.00 6.00 29.00 10.00 
o.oo o.oo 18.00 o.oo 
ANNEE • 4 • 
I•Fi:OIT sc ECO SCIENC J...ETTFi:E 
5.00 3.00 15.00 18.00 
12.00 6.00 29.00 10.00 
o.oo o.oo 18.00 o.oo 
NOMBI":E X:• 1 ENSEIGNANTS TJ:TUJ...AJ:RES 
ANNEE • 1 • 
X:•fi:OIT sc ECO SCIENC J...ETTFi:E 
23.00 16.00 63.00 61.00 
ANNEE • 2 • 
I•Fi:OJ:T sc ECO SCJ:ENC J...ETTRE 
23.00 12.00 63.00 45.00 
ANNEE • 3 • 
X:•fô:OIT sc ECO SCIENC J...ETTRE 
23.00 12.00 63.00 37.00 
ANNEE • 4 • 
X:•fl:OIT sc ECO SCIENC J...ETTRE 
23.00 12.00 63.00 37.00 
275 
NOMBRE D'HEURE D'ENSEIGNEMENT STATUTAIRE PAR ENSEIG~ANT DANS 
CHAQUE CATEGORIE 
ANNEE • 1 • 
Dr:OIT sc ECO SCIENC LETTRE 
120.00 84.00 402.00 321.00 
ANNEE • 2 • 
X:•ROIT sc ECO SCIENC LETTRE 
120.00 63.00 402.00 237.00 
ANNEE • 3 • 
- Dr:OIT -sc ECO SCIENC LETTRE· 
120.00 63.00 402.00 195.00 
ANNEE : 4 
DROIT SC ECO SCIENC LETTRE 
120.00 63.00 402.00 195.00 
NOMBRE D'ETUDIANTS PAR TITULAIRE 
ANNEE • 1 • 
DROIT sc ECO SCJ:ENC LETTRE 
32.50 26.90 9.08 18.43 
ANNEE • 2 • 
X:•fo":OIT sc ECO SCIENC LETTRE 
29.60 33.50 7.86 18.10 
ANNEE • 3 • 
DROIT sc ECO SC.IENC LETTRE 
28.03 31.77 7.45 18.99 
ANNEE • 4 • 
I:Jj>;:OIT sc ECO SC.IENC LETTRE 
27.74 31.14 7.38 18.24 
E«UDGET 276 
BUDGET PAR UER ET PAR ANNEE 
ANNEE • 1 • 
DJ=;:OIT sc ECO SCIENC L.ETTRE 
882 588 147 2205 
735 588 2205 4263 
1164 776 2813 1649 
0 0 1350 0 
ANNEE • 2 • 
X:•ROIT sc ECO SCIENC L-ETTRE 
882 441 147 1617 
735 441 2205 3087 
1164 582 2813 1261 
0 0 1350 0 
ANNEE • 3 • 
I:•ROIT sc ECO SCIENC L-ETTRE 
882 441 147 1323 
735 441 2205 2646 
1164 582 2813 970 
0 0 1350 0 
ANNEE • 4 • 
I:•FO:OIT sc ECO SCIENC L-ETTRE 
882 441 147 1323 
735 441 2205 2646 
1164 582 2813 970 
0 0 1350 0 
E«UX:tGET TOTAL. 
ANNEE • 1 • Df;:OJ:T sc ECO SCIENC L-ETTRE 
2781 1952 6515 8117 
ANNEE • 2 • 
DFO:OIT sc ECO SCIENC L.ETTRE 
2781 1464 6515 5965 
ANNEE • 3 • 
DROIT sc ECO SCIENC L-ETTRE 
2781 1464 6515 4939 
ANNEE • 4 • 
t•FO:OIT sc ECO SCIENC L-ETTRE 
2781 1464 6515 4939 
COUT TOTAL. PAF': ETUD:tANT ET F·AR ANNEE 
ANNEE • 1 • 
DROIT sc ECO SCIENC L-ETTRE 
3.72 4.54 11.39 7.22 
ANNEE • 2 • 
X:•ROIT sc ECO SCIENC L-ETTRE 
4.08 3.64 13.16 7.32 
ANNEE • 3 • 
X:•FO:OIT sc ECO SCJ:ENC L-ETTRE 
4.31 3.84 13.87 7.03 
ANNEE • 4 • 
DROIT sc ECO SCIENC L-ETTRE 
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A~TNEE 1 ANNEE 2 ANNEE 3 ANNEE 4 
D 
R x(1)=10 x(17)= 10 x(33)= 10 x(49)= 10 
0 x(2)= 12 x(18)= 12 x(34)= !2. x(50)= 1 5 
I x(13)= 96 x(29)= 86 x(45)= 61 x(61 )= 48 
T 
E x(3)= 6 x(19)= 6 x(35)= 6 x(51)= 6 
c x(4)= 6 x(20)= _11 x(36)= ~ x(52)= !2. 
0 x(14)= 238 x(30 )= 1 95 x(46)= 193 x(62)= 140 
s 
c x(5)= 45 x(21)= 45 x(37)= 45 x(53)= 45 
I x(6)= 18 x(22)= 18 x(38)= 18 x(54)= 18 
E x(15)= 0 x(31 )= 0 x ( 4 7 )= 0 x(63)= 0 
N 
L 
E x(7)= 52 x(23)= 52 x(39)= 52 x( 55)= 52 
T x(8)= 32 x(24)= 32 x(40)= 32 x(56)= 32 
T x(16)= 1 41 x(32)= 24 x(48)= 0 x(64)= 0 
R 
BUDGET: 
D x(9)=2200 x(25)=2200 x(41)=2437 x(57)=2437 
E x(10)=1240 x(26)=1640 x(42)=1667 x(58)=1892 
s x(11 )=7199 x(27)=7200 x(43)=7200 x(59)=7200 
L x(12)=9160 x(28)=9159 x(44)=9159 x(60)=9159 
C 0 N C 1 U S I 0 N 
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De nombreux présidents ·d'Université se trouvent 
placés devant la décision de mettre en oeuvre des systè-
mes de planification, de programmation et de budgétisa-
tion. 
Cette décision implique l'investissement d'une 
grande quanti té des ressources, dont le rendement est 
incertain. 
Pour justifier l'investissement au' elles entrai-
nent, ainsi que la technologie qui leur est apparentée, 
il faut aue les r:1éthodes quantitatives améliorent le 
nrocessus de prise de décision. 
Quand nous essayons d'établir le résultat des étu-
des effectuées, et desméthodes qui en découlent, le fond 
du probl~me doit être d'analyser si ces méthodes peuvent 
vraiment être appliquées ·dans diverses conditions. 
Les Etats Unis ont montré la voie dans l'utilisa-
tion, pour l'Université, de mod~les quantitatifs. C'est 
ce qui a été fait, notamment, par la conception des mo-
dèles RRPr'I et CAMPUS. 
En Europe, existent actuellement plusieurs mo-
dèles, qui sont adaptés aux syst~mes européens d'ensei-
gnement. (voir: Mod ~les d'affectation des ressources, 
1977, OCDE) 
Ces modèles sont: 




(Modèle de Simulation et d'Affectation 
des Ressources). Il a été créé en 1973 et 
-
1974 pour les Universités portugaises. 
===TUSS (Total University Simulation System). ~a­
dèle de prévision des ressources conçu en 
1970 aux Pays Eas (Université d'Utrecht). 
= GERN (Générateur de Ressources Normatives) .~1o­
dèle mis au point à 1 'Université Catho-
lique de louvain) . 
Une question que 1' on peut se poser est la sui-
Dans quelle m~sure ces modèles sont-ils utilisés? 
D'après les informations aue nous avons, on peut 
fournir une réponse. Très rares sont les exemples d'ap-
plications complètes et régulières de tels modèles dans 
les Uni ver si tés. 
Les principales raisons sont: 
- le manque de systèmes d'information; 
- la rareté du personnel qualifié; 
- la méfiance vis-à-vis de méthodes quantitatives trop 
complexes qui risquaient d'échapper aux décideurs; 
- la complexité des modèles faits, qu'il ne s'agit plus 
des simples té'chniques, mais plutôt d'une organisation 
du personnel et de l'équipement. 
On comprend mieux, après ces remarques, que pour 
la majorité des Universités 1 'utilisation courante de 
telles méthodes apparaît hors portée, alors même qu'el-
les apparaissent comme susceptibles d'être d'un secours, 
tant pour la gestion interne et pour les relations exte-
rnes. 
Nous pensons, qu'au stade actuel, des études limi-
tées de certains aspects du système ont plus de chance 
d'être utilisées. 
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Les modèles que nous avons présentés, essaient de 
tenir compte des difficultés présentées ci-déssus, et la 
spécificité du contexte actuel de l'Université. 
Les techniques developpées peuvent être appliquées 
avec un travail minimum de préparationà une Université 
française. 
Toutes les données utilisées sont enreP-istrées 
dans chaque Université d'une manière routinière. La 
seule difficulté posée vient du fait que peu de person-
nes ont jugé intéressant de regrouper des données, alors 
que leur utilité n'est pas apparante. 
Il faut que chaque sous-système réalise les avan-
tages de regrouper et de soumettre des données, si nous 
voulons que les modèles soient des instruments utiles 
pour la gestion. 
La forme de présentation (conversationnelle) n'é-
xige pas une qualification particulière. Ainsi la mise 
en oeuvre se trouve simplifiée et à la portée de chaque 
Université, sans éxigeance particulière du point de vue 
organisationnel 
En ce qui concerne maintenant le réalisme des mo-
dèles proposés, nous pensons que les résultats obtenus 
sur l'Université de Saint-Etienne sont concluants, si on 
tient compte du fait que certains de données utilisées 
sont approximatives. (problème qui ne se posera pl us, 
dans la mèsure où, dès cette année, la scolarité des é-
tudiants est informatisée) 
* A titre d'exemple les inscriptions pour cette 
année academique quelques jours avant la date 
limite. sont reparties de la manière suivante: 
DROIT ECO SCIENCES LETTRES 
435 135 388 540 
212 71 187 264 
145 77 48 1 81 
70 48 22 171 
En faisant la comparaison avec les prévisions 
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effectuêes (voir pa~e 262 ANNEE 1), on remarque 
aue sauf pour l'UER de Droit, les résultats sont 
très acceptables. * 
Remarquons, toutefois, qu'un modèle de simulation 
en soi ne donne pas "la meilleure solution" aux problè-
mes de gestion, mais il fournit une information supplé-
mentaire susceptible d'aider les décideurs à opêrer un 
choix entre les variantes. 
Les programmes informatiques présentés ont été 
réalisês sur le matêriel de l'Ecole des Mines de Saint-
Etienne: 
-le système APL du Solar/16 
- un PDP11 /40 
-un Philips P1175 
Je saisi l'occasion de remercier chaleureusement 
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