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SUMMARY 
An optimal control problem with bounded state v a r i a b l e s  is transformed 
i n t o  a Lagrange problem by means of d i f f e r e n t i a b l e  mappings whgch t a k e  some 
Eucl idean  space  onto  the  cont ro l  and  s ta te  regions.  Whereas a l l  such 
mappings lead to a Lagrange problem, i t  i s  shown that  only those which 
are def ined as accep tab le  pa i r s  o f  t r ans fo rma t ions  are s u i t a b l e  i n  t h e  
sense  tha t  so lu t ions  to  the  t ransformed Lagrange  problem w i l l  l e a d  t o  
s o l u t i o n s  t o  t h e  o r i g i n a l  bounded s t a t e  problem  and  vice  versa.  In 
p a r t i c u l a r ,  a n  a c c e p t a b l e  p a i r  of t r ans fo rma t ions  is e x h i b i t e d  f o r  t h e  
case  when t h e  c o n t r o l  and s ta te  r e g i o n s  a r e  r i g h t  p a r a l l e l e p i p e d s .  
F i n a l l y ,  a desc r ip t ion  o f  t he  necessa ry  cond i t ions  fo r  t he  bounded state 
problem which were obtained by t h i s  method i s  given. 
INTRODUCTION 
Optimal  control  problems have been analyzed in  a v a r i e t y  o f  ways by 
meahs of   the  Calculus   of   Variat ions.   Perhaps  the  most  w e l l  known technique,  
d e s c r i b e d  i n  a paper  by Berkovi tz  (l), i n v o l v e s  a d j o i n i n g  a d d i t i o n a l  v a r i a b l e s  
to  the  sys t em,  commonly c a l l e d  s l a c k  v a r i a b l e s ,  i n  o r d e r  t o  t r a n s f o r m  i n e q u a l i t y  
c o n s t r a i n t s  i n t o  d i f f e r e n t i a l  e q u a t i o n  c o n s t r a i n t s .  I n  t h e  new problem a l l  
v a r i a b l e s  are u n r e s t r i c t e d ;  h e n c e ,  t h e  c lass ica l  theory  can  be  appl ied .  
Necessary condi t ions for  the Bolza problem are t h e n  t r a n s l a t e d  i n t o  n e c e s s a r y  
condi t ions   for   op t imal   cont ro l .   These   condi t ions   inc lude   the  maximum p r i n c i p l e  
of Pontryagin (20)  which i s  s e e n  t o  b e  a consequence of the Euler  Lagrange 
equat ions  and  the Weierstrass necessa ry   cond i t ion .   In  a paper  ( 1 2 )  and i n  
h i s  book (13),  Hestenes used a similar method to  s tudy  opt imal  cont ro l  problems.  
This  method of s l ack  va r i ab le s  has  been  wide ly  used  by a number of a u t h o r s  f o r  
some time. I n   f a c t ,   a s   e a r l y  as 1937,  F. A. Va len t ine  (26)  a p p l i e d  i t  t o  
Lagrange  p rob lems  wi th  d i f f e ren t i a l  i nequa l i t i e s  as added  s ide  condi t ions .  
Later Berkovi tz  ( 2 )  app l i ed  th i s  t echn ique  to  p rob lems  wi th  bounded s t a t e  
v a r i a b l e s .  H e  ob ta ins  e s sen t i a l ly  the  r e su l t s  o f  Gamkre l idze  in  Chap te r  V I  of 
(20) fo r  t he  non l inea r  p rob lem wi th  inequa l i ty  cons t r a in t s  i nvo lv ing  on ly  
s t a t e  v a r i a b l e s .   H e s t e n e s '   r e s u l t s  were extended  by  Russak ( 2 1 )  and  Guinn (10) 
t o  i n c l u d e  t h e  bounded s ta te  case. 
Another approach, described by Kalman (15) , uses  the  Hami l tonian  theory  of  
t he  Ca lcu lus  o f  Var i a t ions  as i t  was developed  by  Caratheodory ( 5 ) .  Sagan a l s o  
u t i l i z e s  t h i s  method i n  h i s  book (23)  where the maximum p r i n c i p l e  is  shown t o  
fol low from Caratheodory 's  lemma i n  a r a t h e r  s i m p l e  
ou t  by t h e  a u t h o r ,  t h e  u s e f u l n e s s  o f  t h i s  t e c h n i q u e  
way. However, as i s  poin ted  
i s  q u i t e  l i m i t e d  d u e  t o  t h e  
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f ac t  t ha t  unnecessa ry  a s sumpt ions  must b e  made r e g a r d i n g  t h e  d i f f e r e n t i a b i l i t y  
of  Hami l ton’s  charac te r i s t ic  func t ion  and  the  existence of an admiss ib le  set! 
of  incept ion .  
I n  t h i s  p a p e r  a technique  descr ibed  by P a r k  i n  (18) and (19) and applied 
t o  a s imple problem by this  author  i n  (11) is t o  b e  u t i l i z e d  t o  s tudy  p rope r t i e s  
of s o l u t i o n s  t o  v a r i o u s  g e n e r a l  p r o b l e m s  i n  Op.tima1 Control Theory, i n  p a r t i c u b r  
those  wi th  bounded s ta te  v a r i a b l e s .  By means  of an appropr i a t e  t r ans fo rma t ion  
of  var iab les ,  op t imal  cont ro l  problems are converted  into  Lagrange  problems  of 
the   Calcu lus   o f   Var ia t ions .   This  i s  accomplished by using  mappings  sat isfying 
ce r t a in  p rope r t i e s  wh ich  t ake  some Eucl idean space onto closed control  and 
s t a t e  r e g i o n s .  
Of course,  the fundamental  question must be considered as t o  undkr what 
condi t ions  is the   t ransformed  problem  equiva len t   to   the   o r ig ina l   one .   That  is, 
one must know t h a t  s o l u t i o n s  t o  t h e  new p rob lem l ead  to  so lu t ions  o f  t he  7 ld  
one  and  vice versa. This  equiva lence  ques t ion  i s  d i s c u s s e d  i n  g r e a t  g e n e r a l i t y  
by P a r k  i n  (18); i n  t h i s  p a p e r  i t  w i l l  o n l y  b e  c o n s i d e r e d  i n  r e l a t i o n  t o  
bounded s t a t e  problems. 
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ANALYSIS 
I. The  Problem. 
L e t  C2 be a s u b s e t  o f  Rm, Euclidean m-space,  and r a s u b s e t  of Rn. The 
sets s2 and r w i l l  b e  r e f e r r e d  t o  as the  con t ro l  r eg ion  and  state reg ion  
r e s p e c t i v e l y .  L e t  x and  x1  be  points  in  r; x w i l l  b e  r e f e r r e d  t o  as t h e  
i n i t i a l  p o i n t  and x1 the terminal  point .  
0 0 
We now cons ide r  a d i f f e r e n t i a l  s y s t e m  whose s ta te  a t  t i m e  t is 
cha rac t e r i zed  by a v e c t o r  x ( t )  = ( x l ( t )  ,. . . , x   ( t ) )   i n  r and whose value is 
de te rmined  o r  con t ro l l ed  a t  t h a t  time by a v e c t o r  u ( t )  = ( u 1 ( t ) , . . . , u  ( t ? )  i n  
a, t he  so -ca l l ed  con t ro l  vec to r .  L e t  t he  sys t em be  de f ined  by  the  d i f f e t en t i a l  
equat ions j ,  = f ( t ,x ,u)  where  f is assumed to b e  a con t inuous ly  d i f f i imx t feb le  
n 
m 
vector-valued  funct ion  def ined  on R X X s2 where R i s  t h e  real  l i ne .   Th i s  
i s  a non-autonomous system of n non-linear f irst  o r d e r  d i f f e r e n t i a l  e q u a t i o n s  
i n  t h e  n + m unknowns  x and  u. L e t  an i n i t i a l  time t be given and designate  
t h e  f i n a l  time, which i s  v a r i a b l e ,  by tl .  I n  a d d i t i o n ,  l e t  f ( t , x , u )  b e  a 
c o n t i n u o u s l y  d i f f e r e n t i a b l e  real  valued funct ion def ined on R X r x s2. We 
w i l l  r e f e r  t o  i ts  i n t e g r a l  o v e r  t h e  i n t e r v a l  [ t  , t l ]  as t h e  c o s t  f u n c t i o n a l .  
0 
0 
0 
The problem to  be  cons idered  i s  the  fo l lowing:  
PROBLEM 1 
Find a s e c t i o n a l l y  c o n t i n u o u s  c o n t r o l  u ( t )  d e f i n e d  on [ t  , t l ]  f o r  some 
0 
t l  > to s o  t h a t  t h e r e  e x i s t s  x ( t ) ,  s e c t i o n a l l y  smooth,  defined  on [t  
s u c h  t h a t  
o ’ t l l  
( 1 )   ? ( t )  = f ( t , x ( t ) , u ( t ) )  f o r  a l l  t E [ t o , t l ]  f o r  which   %( t )  is defined,  
(2)  x ( t )  E r and u ( t )  E f o r  a l l  t E [ t o , t  ] , 
(3)  x ( t o )  = x and   x( t , )  = x , 
1 
0 1 
f ( t , x ( t ) , u ( t ) ) d t  i s  minimized. 
4 
This is an example of an  op t ima l  c ' on t ro l  p rob lem wi th  r e s t r i c t ed  state 
v a r i a b l e s .  Such a c o n t r o l  u ( t )  s a t i s f y i n g  (l), (21, and (3) is c a l l e d   a n  
admiss ib l e   con t ro l .  A c o n t r o l   f o r  which (l), (2), (3) ,  and ( 4 )  is s a t i s f i e d  
is ca l led  an  opt imal  cont ro l ,  and  i t s  cor responding  x( t )  is ca l led  an  opt imal  
t r a j e c t o r y .  
11. Review  of L i t e r a t u r e  
This type of problem has been considered by a number  of people.  The 
papers by Berkovitz ( 2 ) ,  Guinn  (10)  and  Russak (21) have already been discussed 
i n  t h e  i n t r o d u c t i o n .  They used the method  of s l a c k  v a r i a b l e s ' t o  t r a n s l a t e  
necessary  condi t ions  for  the  Bolza  problem in to  necessary  condi t ions  for  the  
above problem. 
Other approaches have been more d i r e c t  and do n o t  u t i l i z e  t h e  C a l c u l u s  of 
Variat ions.   Gamkrel idze ( 2 0 )  a d j o i n e d   t h e   t o t a l  time de r iva t ive   o f   t he  s ta te  
c o n s t r a i n t  t o  t h e  c o s t  f u n c t i o n a l  and t r e a t e d  t h e  r e s u l t i n g  p r o b l e m  i n  t h e  
same fash ion  as he and Pontryagin did for the unconstrained problem. H i s  
" regular i ty ' '  assumption,  which also arises i n  t h i s  p a p e r  b u t  f o r  d i f f e r e n t  
reasons,  is made i n  o r d e r  t o  i n s u r e  t h a t  t h e  c o n t r o l  e x p l i c i t l y  a p p e a r s  i n  
t h e  d e r i v a t i v e  o f  t h e  c o n s t r a i n t  so  t h a t  i t  d i r e c t l y  i n f l u e n c e s  h i s  new c o s t  
f u n c t i o n a l .  
In  conjunct ion  wi th  numer ica l  appl ica t ions ,  Bryson  e t  a l .  ( 4 )  developed 
t echn iques  fo r  avo id ing  th i s  a s sumpt ion  in  some cases by us ing  h ighe r  o rde r  
d e r i v a t i v e s   o f   t h e   c o n s t r a i n t .   R e s u l t s   r e l a t e d   t o   t h i s  are also demonstrated 
i n  a paper by Speyer and Bryson ( 2 4 ) .  
Dreyfus i n  (8) and (9) u ses  the  method  of  dynamic  programming t o  o b t a i n  
r e s u l t s  similar to  those  o f  Berkov i t z .  In  f ac t ,  Be rkov i t z  and  Dreyfus  compared 
t h e i r  p r e v i o u s  r e s u l t s  i n  a j o i n t  p a p e r  (3)  i n  1965. 
5 
The penal ty  func t ion  approach  is e n t i r e l y  d i f f e r e n t  f r o m  a l l  of t h e  above. 
This  method, f i r s t  d e s c r i b e d  by Chang i n  ( 6 )  and (71, involves  the fol lowing.  
Ins tead  of  a t tempt ing  a d i rec t  so lu t ion ,  an  uncons t ra ined  problem is considered 
w h e r e i n  t h e  o r i g i n a l  c o s t  f u n c t i o n a l  is augmented by a non-negative penalty 
func t ion  wh ich  sha rp ly  inc reases  the  cos t  a s soc ia t ed  wi th  t r a j ec to r i e s  wh ich  
v i o l a t e  t h e  s ta te  c o n s t r a i n t s .  By using  sequences  of   cost   funct ionals   involving 
more and more s e v e r e  p e n a l t i e s  i t  is t o  b e  e x p e c t e d  i n  many cases t h a t  t h e  
d e s i r e d  s o l u t i o n  t o  t h e  o r i g i n a l  p r o b l e m  w i l l  be  ob ta ined  as t h e  limit of  the  
solution  of  the  approximate  problem.  This  technique  has  been  subsequently 
r e f i n e d  a n d  f u r t h e r  r e s u l t s  o b t a i n e d  by R u s s e l l  (22)  and  Jacobson e t  a l .  (14) .  
I n  (16 )  Khrus t a l ev  d i scusses  the  ve ry  d i f f i cu l t  ques t ion .o f  su f f i c i ency  
f o r  c o n s t r a i n e d  s t a t e  problems,  and f inal ly  McInt i re  and Paiewonsky,  in  an 
expos i to ry  pape r  wr i t t en  in  1964 ,  su rvey  the  t echn iques  known a t  t h a t  time. 
111. Transformat ion   in to  a Lagrange  Problem 
We s h a l l  now s t a t e  t h e  method t o  be  used  here in  to  treat Problem 1 as a 
Lagrange problem in  the  Ca lcu lus  o f  Var i a t ions .  
Cons ider  the  func t ions  $ and $I defined so  t h a t  $: R + s2 and $I: R -f r k R 
where k and R are n a t u r a l  numbers. Assume t h a t  b o t h  $ and I$ are onto and 
c o n t i n u o u s l y  d i f f e r e n t i a b l e .  Then i f  w e  l e t  x = +(y)  and u = $(;) and res ta te  
o u r  o r i g i n a l  p r q b l e m  i n  terms o f  the  new v a r i a b l e s  y = (y  ly . . . ,y  ) and 
i = (il,. . . ,i ) w e  ob ta in  the  fo l lowing :  
R 
k 
(2) '  y ( t )  E R and  ; ( t )  E Rk for a11 t t Eto,tllr 
(3J' + ( y ( t J )  = x' and  O(y(t l ) )  XI, 
( 4 ) '  r l f o ( t , ~ ( y ( t ) ) ,  $l(ir(t)))c€t is d n i m i z e d .  
R 
go 
In ( 1 ) '  - is used to  denote  th ,e  n x L matrix o f  p a r t i a l  d e r i v a t i v e s  o f  a+ aY 
the components  of 9 wi th  respect to t h e  components  of t h e  v e c t o r  y .  Notice 
also t h a t  this  new problem is  u n c o n s t r a i n e d  i n  t h e  s e n s e  t h a t  t h e  new v a r i a b l e s  
y end i a.re al lowed to  take on any values  in RR and R r e s p e c t i v e l y .  k 
The. v a r i a b l e  i which takes  the place of t h e  c o n t r o l  u is  introduced as a 
d e r i v a t i v e  s o  t h a t  t h e  new problem w i l l  s a t i s f y  t h e  h y p o t h e s e s  f o r  t h e  n e c e s s a r y  
condi tSons to  the Lagrange problem which require  that  solut ions,  in  this  case 
y ( t )  and z ( t ) ,  b e  s e c t i o n a l l y  smooth.  That is, a s e c t i o n a l l y  smooth s o l u t i o n  
of Problem 2, y ( t )  and 2 ( t ) ,  w i l l  l e a d  t o  a s e c t i o n a l l y  cont ' inuous control 
uCt) = $ ( & ( t ) )  and a s e c t i o n a l l y  smooth t r a j e c t o r y  x ( t )  = $ ( y ( t ) )  as its 
coun te rpa r t  in Problem 1. 
We map now view Problem 2 as a Lagran$e problem with unknowns y and z, 
c o n s t r a i n i n g  d i f f e r e n t i a l  e q u a t i o n s  g i v e n  in (1) I ,  boundary conditions (3 )  I 
and  wPth ( 4 ) '  gfving the f u n c t i o n a l  t o  be minimized.  Hence a l l  the w e l l  known 
daseiclal the-ory a e o c i a t e d  with t h i s  ptoblem may be app l i ed  i n  ordet to f ind 
eolutiene, A full discuBsien o f  t h i s  t h e o q  6s contained i n  Chapter 6 of (23). 
HDwever, b e f o r e  we proceed farther along these l inea,  we .must rmtibli6I-1 
under what conditions is Problem 2 .actually equiVa1efit to Problem 1, in the 
sem3.e th& a so lut ion t o  Problem 2 leads to a molution of Problem 1 and vice 
vex%a. ThaP is, we must be able to trmolote necessary and ouffici-cnk 
cokdft idne.  €or y ( t )  and z f t )  i n  Problem 2 i n t o  necesoary m d  suffacient 
c o n d i t i o n s  f o r  u ( t )  = $(&(t)) and x ( t )  = #(r(t))  as optimd c o n t r o l s  m d  
optima2 t r a j e c t o r i e s  i n  Problem 1. The nex t  two t h e o r e m  provide (UI anewer 
to this quesOton. 
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DEFINITION 1 
The mappings J, and . $  s h a l l   b e   c a l l e d  an accep tab le  pair o f  t r ans fo rma t ions  
provided  the  fo l lowing  are t rue :  
$: R -+ a, $I: RR 3 r f o r  some k and R and both are onto and continuously 
. d i f f e r e n t i a b l e ;  
f o r  any s e c t i o n a l l y  smooth x( t )  de f ined  on some i n t e r v a l  [ t  , t l ]  such 
t h a t  x ( t )  E r f o r  a l l  t ,  t h e r e  e x i s t s  a s e c t i o n a l l y  smooth y ( t )  d e f i n e d  
on [ to , t l ]  s u c h  t h a t  y ( t )  E E and $ ( y ( t ) )  = x ( t )  f o r  a l l  t E [ to , t l ] ;  
f o r  any sec t iona l ly  con t inuous  u ( t )  de f ined  on  some i n t e r v a l  [t 
s u c h  t h a t  u ( t )  E Q f o r  a l l  t, t h e r e  e x i s t s  a sec t iona l ly  con t inuous  
;(t) de f ined  on [ to , t l ]  s u c h  t h a t  $ ( 2 ( t ) )  = u ( t )  f o r  a l l  t E [t  , t  1. 
k 
0 
R 
0 S t l 1  
0 1  
THEOREM 1 
If $ and $ are an acceptable  pair  of  t ransformations and ; ( t )  , y ( t )  d e f i n e d  
on [ t o , t l ]  y i e l d  a so lu t ion  to  P rob lem 2 t h e n  u ( t )  = $( ; ( t ) )  and  x ( t )  = @ ( y ( t ) )  
y i e l d  a so lu t ion  to  P rob lem 1. 
Proof: 
We s h a l l  v e r i f y  t h a t  x ( t )  and u ( t )  s a t i s f y  ( l ) ,  (2)  , (3) and ( 4 )  of  Problem 
1. Since  jE(t) = 9 ( y ( t > ) ? ( t >  = f ( t , $ ( y ( t ) ) , $ ( ; ( t ) ) )  = f ( t , x ( t ) , u ( t ) )  w e  see 
tha t   (1 )  is s a t i s f i e d .   C l e a r l y  (2) fol lows  f rom  (1)   of   Defini t ion 1, and 
x ( t o )  = $ ( y ( t o ) )  = x , x ( t l )  = $ ( y ( t , ) )  = x l ,  so  (3) i s  s a t i s f i e d .  Now 
suppose ( 4 )  were n o t  t r u e ,  t h e n  t h e r e  would e x i s t  x ( t )  , u ( t )  and tl s a t i s f y i n g  
(l), (2)  and (3) s u c h   t h a t  
Y 
0 
- 
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S'f ( t , x ( t )  , u ( t ) ) d t  = f o ( t , $ ( y ( t ) )  , $ ( i ( t ) ) ) d t  S' 
w h i c h  c o n t r a d i c t s  t h e  f a c t  t h a t  y ( t )  a n d  i ( t )  y i e l d  a so lu t ion  fo r  P rob lem 2. 
Thus ( 4 )  must be t r u e  and  hence  x ( t )  and  u ( t )  y i e ld  a s o l u t i o n  t o  Problem 1. 
The next theorem is the converse of  Theorem 1. 
THEOREM 2 
If 4 and 4 are an  acceptab le  p a i r  o f  t r a n s f o r m a t i o n s  a n d  u ( t ) ,  x ( t )  d e f i n e d  
on [ t o , t l ]  y i e l d  a so lu t ion  to  P rob lem 1 then any sect ional ly  smooth y( t )  and 
z ( t )  s u c h  t h a t  x ( t )  = $ ( y ( t ) )  and u ( t )  = + ( i ( t ) )  f o r  t E [ to , t l ]  y i e l d  a 
so lu t ion  to  P rob lem 2. 
Proof: 
We know t h a t  a t  least one  such  y( t )  and  ; ( t )  ex is t :  by (2)  and (3)  of 
D e f i n i t i o n  1. We must  therefore  show t h a t  s u c h  a y ( t )  a n d  ; ( t )  s a t i s f y  (1) ', 
(2)  ', (3)  ' and ( 4 )  ' of  Problem 2. N o t i c e  t h a t  4 ( y ( t ) ) f ( t )  = ? ( t )  = f ( t , x ( t )  , u ( t ) )  
= f ( t , $ ( y ( t ) ) , $ ( ; ( t ) ) ) ;  t h u s  w e  h a v e   t h a t   ( 1 ) '  i s  t r u e .  Moreover ( 2 ) '  is 
t r i v i a l l y  s a t i s f i e d  and s i n c e  $ ( y ( t , ) )  = x ( t o )  = x and $ ( y ( t , ) )  = x ( t l )  = x l ,  
Y 
0 
then i t  is e a s i l y  s e e n  t h a t  x ( t )  = $ ( y ( t ) )  and u(t) = $ ( T ( t )  w i l l  c o n t r a d i c t  
t h e  o p t i m a l i t y  o f  x ( t )  a n d  u ( t ) .  Thus y ( t )  and ;(t) must y i e l d  a s o l u t i o n  t o  
Problem 2. 
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The fol lowing corol lary fol lows immediately from Theorems 1 and 2. 
COROLLARY 1 
I f  $ and $ are an  acceptab le  pa i r  o f  t ransformat ions  then  any  necessary  
o r  s u f f i c i e n t  c o n d i t i o n  f o r  y ( t )  a n d  2 ( t )  t o  b e  a s o l u t i o n  of Problem 2 y i e l d s  
. a  n e c e s s a r y  o r  s u f f i c i e n t  c o n d i t i o n  f o r  x ( t )  a n d  u ( t )  t o  b e  a so lu t ion  o f  
Problem 1 when t h e  c o n d i t i o n  is r e s t a t e d  i n  terms of x ( t )  = $(y ( t ) )  and  
u ( t >  = $ ( 2 ( t > > .  
A much more g e n e r a l  d i s c u s s i o n  of the  equiva lence  of minimization problems 
is con ta ined  in  (18 ) ,  pa r t i cu la r ly  in  r ega rd  to  uncons t r a ined  p rob lems .  
1V. The Cont ro l  and  Sta te  Regions  as  Righ t  Pa ra l l e l ep ipeds  
Consider Problem 1 wi th  
n = {u E R ~ :  a < ui bi, i = 1,. . . ,m) and 
r = {X E: R : c < xi di, i = l,.. ,n )  
i -  
i -  
n 
where  ai,bi,ci  and  d. are real numbers  such  that  a < bi  and c < di f o r  e i c h . i .  
Then Q and I' d e f i n e d  i n  t h i s  way c o n s t i t u t e  r i g h t  p a r a l l e l e p i p e d s .  N o i d e f i n e  
JI: Rm + R by $ = ($, , . . . s$m> where 
1 i i 
= $,(;) = 7 1 ((bi  - a.) s i n  i -t (bi + ai))  
i 1 i 
for.  i = 1,. . .,m. Also l e t  4: Rn -t r be  g iven  by $I = . . .,on)  where 
x = gi(y) = 7 ( (di - ci> s i n  yi + (di + ci>) 1 i 
f o r  i = 1, ..., n. 
THEOmM 3 
For  th i s  cho ice  o f  9, r ,  JI and 4 ,  t h e  mappings JI and 4 consti tut%? an 
accep tab le  pa i r  o f  t r ans fo rma t ions .  
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Proof: 
Since -1 1. s i n  ii & 1  f o r  a l l  real  numbers i w e  have iy 
(ai - bi>  ( i - ai> (bi - ai> 
2 
< - 2 s i n  i < i -  2 , and therefore  
(ai - bi>  (bi + ai> (bi - ai> (bi + ai> 
a =  
i 2 i 2 2 2 
+ - < s i n  i + = Qi> 
(bi - ai> (bi + ai> + < 
2 - 2 = bi 
f o r  i = 1,. . . ,n .  
Thus w e  see t h a t  I)(?) E R f o r  a l l  i E Rm. S i m i l a r l y  w e  can show t h a t  $ ( y >  E I' 
f o r  a l l  y E Rn. Moreover 1c, and I$ are c l e a r l y   c o n t i n u o u s l y   d i f f e r e n t i a b l e .  Now 
l e t  u ( t >  b e  a sec t iona l ly  con t inuous  func t ion  de f ined  on  [ t  , t l ]  such  tha t  
u ( t >  E R f o r  a l l  t E [ t o y t l ] .   D e f i n e  ?(t> by 
0 
r 1 
-1 1 2ui( t> - (bi + ai) 
i i ( t >  = , s i n  (bi - ai> 
We f i r s t  n o t i c e  t h a t  e a c h  i . ( t >  i s  w e l l  d e f i n e d  f o r  a l l  t E [ t  , t l  3 .  This  i s  
t r u e  s i n c e  u ( t >  E R means t h a t  a .  < u i ( t >  bi f o r  i = 1, ..., m and  hence i t  
1 
1 -  
fo l lows  tha t  ai - bi = 2ai - (bi -t ai> 5 2ui( t )  - (bi + ai> - < 2bi - (bi + ai) 
- b i - a  
i' 
D i v i d i n g   t h i s   i n e q u a l i t y  by  b - a w e  o b t a i n  i i 
Note t h a t  t h i s  argument y i e l d s  t h a t  JI i s  o n t o  s i n c e  u ( t >  may i n  g e n e r a l  b e  any 
p o i n t  of R and c l e a r l y  i f  i is  d e f i n e d  i n  t h e  above fashion for  any u E Q w e  
have $(i> = u. Moreover, s i n c e   s i n  i s  a sec t iona l ly   con t inuous   func t ion ,  w e  -1 
see t h a t  t h e  ;(t> which w e  have  def ined  w i l l  be  sec t iona l ly  con t inuous  a l so .  
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Therefore  $ s a t i s f i e s  c o n d i t i o n  (3) o f  D e f i n i t i o n  1. I f  x(t)  is a s e c t i o n a l l y  
smooth func t ion  de f ined  on  [ toytl]  s u c h  t h a t  x ( t )  E I' f o r  a l l  t E [iO,tl], we 
c a n  s a t i s f y  c o n d i t i o n  ( 2 )  o f  D e f i n i t i o n  1 by d e f i n i n g  
2xi( t )  - (di + 
y i ( t )  = s i n  
(di - ci> + 2 7 ~   j ( i , t )  
f o r  i = l , . . . ,n  and  t E [ t o y t l ]  where j ( i , t )  is  an in teger  chosen  for  each  i 
and t t o  i n s u r e  t h a t  y . ( t )  i s  n o t  j u s t  s e c t i o n a l l y  c o n t i n u o u s  b u t  a l s o  
s e c t i o n a l l y  smoo th .  S ince  s in  (21~ j )  = 0 f o r  a l l  i n t e g e r s  j ,  t h i s  term does  not  
a f f e c t  t h e  r e l a t i o n s h i p  @ ( y ( t ) )  = x ( t ) .  Thus the  theorem is  proved  and w e  have 
1 
shorn  tha t  J ,  and I$ are an  acceptab le  pa i r  o f  t ransformat ions .  
We now h a v e  t h a t  f o r  t h i s  p a r t i c u l a r  c h o i c e  o f  a ,  r ,  $ and I$ t h a t  Theorems 
1 and 2 apply, and hence, i n  t h i s  case, Problem 1 is equiva len t  to  Problem 2. 
In t h e  case t h a t  some of the components of u o r  x are t o  b e  u n r e s t r i c t e d ,  
while  the remainder  are constrained between maximum and minimum values  as 
previously,   one  s imply  def ines  $.(?) = u o r  @ . ( y )  = x .  f o r  t h o s e  p a r t i c u l a r  
ones  and  def ines  the  rest of the components of $J and I$ as is  done previously 
1 i 1 1 
w i t h  t h e  s i n e  f u n c t i o n .  C l e a r l y ,  i n  t h i s  case, t h e  r e s u l t s  of  Theorem 3 a l s o  
follow. For  numer i ca l   app l i ca t ions   t he   p rev ious   fo rmula t ion  i s  more d e s i r a b l e  
as i n  e f f e c t  i t  covers  both cases. When a component  of u o r  x i s  t o  b e  
unres t r ic ted ,  one  s imply  inputs  to  the  sys tem maximum and minimum values of 
t he  va r i ab le  wh ich  are exceedingly large and exceedingly small r e s p e c t i v e l y ,  
t h u s  e f f e c t i v e l y  e l i m i n a t i n g  t h e  c o n s t r a i n t .  
I n  the  case where R i s  t h e  u n i t  m-cube and i s  t h e  u n i t  n-cube w e  se t  
cont ro l  and  s t a t e  regions are con ta ined  in  (18 ) .  
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V . Resu l t s  . 
L e t  us now consider Problem 1 wi th  Sl = {u E Rm: Iui I 1, i = 1,. . . ,m} and 
I' = {x E Rn: Ix. I 5 1, i = l,.. . ,n}. We then set +(y)  = x = s i n  y and 
$(i) = u = s i n  i. By Theorem 3 th i s  choice  of  $ and + c o n s t i t u t e  a n  
accep tab le  pa i r  o f  t r ans fo rma t ions .  The re fo re ,  by  Theorems 1 and 2 ,  Problem 
2 may be viewed as a Lagrange Problem and necessary condi t ions for  solut ions 
t o  it may be  t r ans fo rmed  back  in to  necessa ry  cond i t ions  fo r  so lu t ions  to  
Problem 1, t h e  bounded s ta te  problem. I s h a l l  now summarize some of t h e  r e s u l t s  
obtained by th i s  approach .  
1 
Assume t h a t  x ( t )  and u ( t )  d e f i n e d  on [ t o , t l ]  y i e l d  a so lu t ion  to  P rob lem 1. 
A t  any t i m e  t E [ t o y  t , ]  , l e t  x ( t >  b e  t h e  s u b v e c t o r  of x ( t >  c o n s i s t i n g  -of i ts  
components w i th  abso lu te  va lue  one  and l e t  ? ( t )  c o n s i s t  of a l l  o t h e r  components. 
Subdiv ide  the  vec tors  f and X ,  t he  Lagrange  mul t ip l i e r s ,  acco rd ing  to  th i s  same 
r u l e .  S i m i l a r l y  d i v i d e  u ( t )  i n t o  u ( t )  c o n s i s t i n g  of a l l  u.  ( t )  w i t h  a b s o l u t e  
value one and G(t)  containing a l l  u .  ( t )  f o r  which lui(t)  I < 1. 
1 
1 
We assume tha t  t he  r egu la r i ty  hypo thes i s  ho lds  fo r  P rob lem 2 ,  t h a t  i s ,  t h a t  
t h e  m a t r i x  of p a r t i a l s  o f  t h e  c o n s t r a i n i n g  d i f f e r e n t i a l  e q u a t i o n s  w i t h  respect 
t o  t h e  v a r i a b l e s  i n v o l v e d  h a s  maximum row rank .  This  y ie lds  the  fo l lowing  
theorem. 
THEOREM 4 
For a l l  t E [to , u ( t ) )  h a s  maximum row rank. 
A s  a c o r o l l a r y  t o  t h i s  t h e o r e m  we o b t a i n  t h a t  t h e  t o t a l  number  of coord ina te s  
of x ( t )  and u( t )  wi th  absolu te  va lue  one  cannot  exceed  the  number  of c o n t r o l  
v a r i a b l e s  i n  t h e  s y s t e m  o r  e q u i v a l e n t l y  t h a t  t h e  number of v a r i a b l e s  w i t h  
a b s o l u t e  v a l u e  less than one must exceed the number of s ta te  v a r i a b l e s .  
L e t  t h e  f u n c t i o n  H, cal led the Hamil tonian,  be def ined by 
H(t,x,u,X) =. Xof0(t ,x ,u)  + X * f ( t , x , u ) .  
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Then the Euler  Lagrange Equat ions and Transversal i ty  Condit ions for  Problem 2 
imply the following theorem. 
THEOREM 5 
There  ex i s t s  a v e c t o r  f u n c t i o n  A ( t )  = ( A l ( t ) , . .  . . , X n ( t ) )  def ined on [t , t l ]  
0 
which i s  cont inuous except  possibly a t  the  po in t s  where  u ( t )  i s  not  cont inuous 
and a cons t an t  A < 0 wi th   (AoyAL( t ) ,  ..., An(t)) 0 f o r  a l l  t E [ toy t l ]  such 
t h a t   f o r  i = 1, ..., n e i t h e r  
0 -  
and f o r  j = l , . . . , m  e i t h e r  
on every smooth arc of x ( t ) .  
The Weierstrass-Erdmann Corner Conditions also yield .an analogous theorem . 
f o r  t h e  bounded s ta te  case  
THEOREM 6 
For each i = 1,. .. ,n,A. ( t )  i s  cont inuous except  possibly a t  co rne r s  of x ( t )  
1 
where Ix .  ( t )  I = 1:. The f u n c t i o n  B ( t , x ( t ~ , u ( t X , ? ~ . t ) )  is c6nt inuous  for  a l l  
1 
t E [to,t11. 
I n  a d d i t i o n  by apply ing  the  time t r a n s v e r s a l i t y  c o n d i t i o n s ,  w e  f i n d  t h a t  
t he  Hami l ton ian  func t ion  eva lua ted  a long  the  so lu t ion  has  the  va lue  0 f o r  
t = to and t = t l .  Moreover ,  by  tak ing  the  to ta l  time d e r i v a t i v e  o f  t h e  
Hamil tonian along the solut ion w e  ob ta in :  
THEOREM 7 
I f  t h e  f u n c t i o n  u ( t )  is d i f f e r e n t i a b l e  e x c e p t  a t  its p o i n t s  of discon- 
t i n u i t y  t h e n  H ( t , x ( t ) , u ( t ) , A ( t ) )  is d i f f e r e n t i a b l e  e x c e p t  a t  these  poin ts  and  
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THEOREM 8 
L e t  t E [to,  t l ]  and y E Rm. Decompose y i n t o  two subvectors  7 c o n s i s t i n g  
of those components of y cor re spond ing  to  coord ina te s  of u ( t )  f o r  w h i c h  
l u . ( t )  I = J 
Decompose 
equat ions 
where  the 
1, and 7 c o n s i s t i n g  of t hose  coord ina te s  o f  u (  t )  fo r  wh ich  Iu. ( t )  I < 1. 
t h e  v e c t o r  u s i m i l a r l y .  Then f o r  a l l y  and f o r  a l l  7 s a t i s f y i n g  t h e  
J 
f - 7  = 0,  
U 
- y.  ( ~ T ~ C T )  - Y . H , , ~  > 0 a t  time t ,  
uu - 
A product of two v e c t o r s  r e p r e s e n t s  t h e  v e c t o r  t h e  components  of  which 
are the products of corresponding components of the two v e c t o r s .  
COROLLARY 1 
L e t  t E [ t o , t l ]  and i i y i i ,  and f be  defined as i n  Theorem 8. Then each 
component of t h e  v e c t o r  H-*E i s  non-negative, and for a l l  f such  tha t  f -7  = 0 ,  
U U 
7.H,,7 5 0. uu 
F i n a l l y  w e  o b t a i n  a g e n e r a l i z a t i o n  of Pontryagin 's  Maximum P r i n c i p l e  as 
a consequence of the Weierstrass Necessary Condition. 
THEOREM 9 
L e t  t E [ t o , t l ] .  Then f o r  a l l  v E Rm such  that   lv i l  1 f o r  i = l , . . . y m  
and f ( t , x ( t )  , v )  = 0 where r c o n s i s t s  of a l l  coordinates of f cor responding  to  
components  of x ( t )  f o r  w h i c h  l \ ( t )  I = 1, the  fo l lowing  i s  s a t i s f i e d :  
CONCLUDING REMARKS 
A method has been described whereby an optimal control problem with 
bounded state v a r i a b l e s  may be  t r ans fo rmed  in to  an equivalent Lagrange 
problem. This was accomplished  by means  of d i f f e r e n t i a b l e  mappings  which 
t a k e  some Eucl idean space onto the closed and bounded control  and s ta te  
regions.  Whereas a l l  such mappings lead to  a Lagrange  problem, i t  has been 
shown tha t  on ly  those  which  were def ined as a c c e p t a b l e  p a i r s  of t r ans fo rma t ions  
are s u i t a b l e  i n  t h e  s e n s e  t h a t  s o l u t i o n s  t o  t h e  L a g r a n g e  p r o b l e m  l e a d  t o  
s o l u t i o n s  t o  t h e  bounded s ta te  problem  and vice versa. In p a r t i c u l a r ,  a n  
a c c e p t a b l e  p a i r  o f  t r a n s f o r m a t i o n s  was e x h i b i t e d  f o r  t h e  case when t h e  
c o n t r o l  and s t a t e  r eg ions  are r i g h t  p a r a l l e l e p i p e d s .  
In t h e  l as t  s e c t i o n  some of t he  necessa ry  cond i t ions  fo r  t he  bounded 
s t a t e  problem which were developed using this  t ransformation approach were 
descr ibed . 
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