Abstract: Compressive sensing, a newly emerging method from information technology, is applied to array beamforming and associated acoustic applications. A compressive sensing beamforming method (CSB-II) is developed based on sampling covariance matrix, assuming spatially sparse and incoherent signals, and then examined using both simulations and aeroacoustic measurements. The simulation results clearly show that the proposed CSB-II method is robust to sensing noise. In addition, aeroacoustic tests of a landing gear model demonstrate the good performance in terms of resolution and sidelobe rejection.
Introduction
Compressive sensing, [1] [2] [3] [4] [5] a new signal processing strategy from the field of information technology, reduces sampling efforts extensively by conducting L 1 optimization. This paper will apply this idea to beamforming techniques 6 that visualize signal of interest as measured by a sensor array. Potential applications can be found in acoustics. [7] [8] [9] [10] [11] [12] Recently, some compressive sensing based beamforming methods have been developed for direction-of-arrival estimation problem. 13, 14 The first paper demonstrated in numerical simulations that only a few samples are required compared with conventional beamforming. Compressive sensing beamforming was also applied to undersea data, manipulating the sensing matrix to maintain a stable calculation. 14 Most works in the literature use uniformly linear array [13] [14] [15] [16] and are examined only by simulation data. Aeroacoustic testing, on the other hand, uses a different array layout. Aeroacoustic experiments performed in wind tunnel and anechoic chamber jet facility usually contain strong background noise at broadband frequencies. These issues from the specific application impose challenges to compressive sensing based beamforming.
This article will present a novel compressive sensing beamforming method and apply it to an aeroacoustic problem. It was verified using both simulated data with various signal-to-noise ratios (SNR) and measured aeroacoustic test data.
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Preliminary knowledge

Wave model
Beamforming is generally conducted in the frequency domain. For a single signal of interest SðjxÞ 2 C 1 in a free propagation space, using the associated Green's function, we have
where Y 2 C MÂ1 are measurements of the array sensors; r ʦ < M Â 1 are the distances between S and sensors; j ¼ ffiffiffiffiffiffi ffi À1 p ; G t 2 C MÂ1 is the associated steering vector; and x is angular frequency. (jx) and (r, jx) are usually omitted for brevity. The subscript (Á) t suggests that G t is a vector.
The situation becomes complicated for multiple signals of interest plus measurement noise. For clarity, the array output is represented in the scalar form where G ʦ < MÂN is the associated matrix of steering vectors; and S 2 C NÂ1 and N 2 C MÂ1 . Generally, it is assumed that S and N are zero-mean and statistically independent. In this work, the SNR of the kth sensor is defined in decibels,
Compressive sensing
Candes et al. 1 proposed that a perfect reconstruction of a discrete-time signal r ʦ C N using sub-Shannon sampling rates is possible, as long as r is sparse in some Hilbert
The so-called sparsity means that the number of nonzero entries in a is pretty small, i.e., ||a|| 0 ( N.
According to compressive sensing theory, we can perform a small number of measurements to collect y ¼ Ur, where y ʦ C K and the sensing matrix U ʦ C KÂN , in the form of underdetermined linear equations. The sparse signal can then be reconstructed from those K projections by solving an L 1 regularization optimization 1 arg min kâk 1 ; subject to UWâ ¼ y i ; i ¼ 1; :::; K;
whereðÁÞ represents the recovered estimation. For those measurements contaminated by noise, the programming with an error constraint should be adopted as the following: 3 arg min kâk 1 ; subject to ky À UWâk 2 6d; d > 0: (6) Generally, d is empirically chosen according to given SNR. The above programming can be solved using available convex optimization tools, such as CVX. 17 Onceâ is achieved, the original signal r can be recovered as Wâ.
Compressive sensing beamforming
In this work, signals of interest are presumably regarded as spatially sparse. The same assumption has been adopted in the literature 18 for bearing estimation. Then, by comparing with Eq. (6) and Eq. (3), a narrowband compressive sensing beamforming can be simply performed as the following: 15 arg min kŜk 1 ; subject to kY À GŜk 2 6 d ; d P 0;
where d ¼ 0 if measurements are free of noise (i.e., SNR ¼ 1). For convenience, this compressive sensing beamforming method is denoted by CSB-I in the following. It will be shown in Sec. 4 that CSB-I fails for measurements of poor SNR.
To improve robust performance, we developed a novel compressive sensing beamforming method, which is called CSB-II throughout this paper, based on socalled cross spectrum matrix (also known as covariance matrix or cross-spectral density matrix), which is defined by
where R ʦ < MÂM , E{Á} represents expectations, and the symbol (Á)* denotes the conjugate transpose.
Assuming a reshape where each row of R is stacked behind the previous ones, we have
It should be noticed that R V is a very long vector 2 C
where the relation of E{SN*} ¼ 0 is assumed. Physically, it suggests that background noise and signals of interest are incoherent. Furthermore, assuming E{S i S j *} ¼ 0, E{N i N j *} ¼ 0, 8i 6 ¼ j, since signal sources are presumably incoherent across frequencies, we have 
Once again, reshaping each row of the above matrix, we get
þ
where
. It is worthwhile to notice that the dimension of G II in CSB-II is much larger than the dimension of G in CSB-I.
Then, we can propose the CSB-II method, which solves arg min kPk 1 ; subject toP > 0;
We should mention that the optimization resultP in CSB-II is positive real-valued intensity instead of complex acoustic amplitude in CSB-I. As the dimension of G II in Eq. (13) is much larger than that of G in Eq. (7), the calculation speed of the CSB-II method is lower than that of the CSB-I method.
Results and discussion
Test data achieved in our previous experiments 19 is used to demonstrate compressive sensing beamforming methods. The experimental setup is briefly introduced for the completeness of this paper. The experiments were conducted in an anechoic chamber facility (9.15 m Â 9.15 m Â 7.32 m) at ISVR, University of Southampton. Figure 1 shows the setup. A nozzle (500 mm Â 350 mm) connecting to a plenum chamber produces a jet flow of U 1 ¼ 30 m/s. An airframe model representing a part of a landing gear was studied in experiments. The corresponding Reynolds number based on the cylinder diameter is 2.1 Â 10
5 . An array of 56 electret microphones (PanasonicWM-60A) is placed on the ground, underneath the test model. The coordinates shown in Fig. 1 are used throughout the rest of the paper. The distance between the array and the model is 0.7 m. The center of the array is aligned with the origin. The sensitivity of each microphone is À45 6 5 dBV/Pa. The frequency response of each WM-60A microphone is calibrated to decrease amplitude and phase deviations from a B&K 4189 microphone. The layout of the microphones is a multi-arm spiral line, which is de facto adopted in acoustic tests (pp.118-128, in Ref. 20) , largely different from those uniformly linear arrays usually found in compressive sensing beamforming works. 15, 16 Before working on those experimental data, we first conducted simulations that easily quantify the performance of the aforementioned methods. We assume free space propagation of a monopole tonal source locating at the origin, 1 m away from the array. The frequency of the source is 5 kHz. For this simple case, 10 microphones randomly chosen within the 56 microphone array are used to yield the beamforming results. In addition, we assume that each sensor also perceives a white noise. Various SNR levels, from 1 to À10 dB, have been tested. According to Eq. (4), SNR ¼ 1 suggests a negligible noise; SNR ¼ 0 dB suggests that the power from the monopole signal equals the power from the background noise; and SNR ¼ À10 dB suggests that the power of the background noise is ten times greater than the power of the monopole signal.
Figures 2(a) and 2(b) show the normalized narrowband beamforming results using the CSB-I method. In Fig. 2(a) , the simulated measurements are free of background noise (i.e., SNR ¼ 1). It can be seen that the CSB-I method perfectly capture the desired signal with very fine resolution and nice sidelobe rejection. However, as SNR decreases, we found that the CSB-I method quickly fails to output reasonable results. For example, when SNR ¼ À10 dB, Fig. 2(b) shows that false signal sources scatter on the entire imaging domain. In contrast, Fig. 2(c) shows that the CSB-II method is still able to capture the mainlobe as well as maintain a good sidelobe rejection. The dynamic range is, however, diminished from 100 to 60 dB. Figure 2 (d) examines the x-axial performance on the dashed line [shown in Fig. 2(b) ]. The conventional beamforming (CB) result is also shown in comparing with compressive sensing beamforming methods. The following expression is used in the calculation of the CB method:
The above CB method is narrowband, only for a single gridpoint. We have to scan 1600 gridpoints of the imaging plane one by one to yield desired images at frequency ranges of interest. Figure 2(d) shows that the CB method produces a very broad mainlobe. The associated dynamic range is slightly over 10 dB. Figure 2 (d) clearly identify the distinctive performance of compressive sensing beamforming methods, in terms of resolution and dynamic range. However, the CSB-I method fails when SNR is just over 0 dB. In contrast, the CSB-II method can suppress detrimental interference of noisy measurements subject to noise of SNR ¼ À10 dB. As a result, only the CSB-II method is applied to the following measurement data, which generally consists of distributions of multiple broadband noise sources and poor SNR. The bluff body model representing the main part of a landing gear is used (see Fig. 1 ).
The number of signals of interest and the respective SNR of each sensor are unknown. Measurements from all 56 sensors are used.
The CSB-I method fails to yield meaningful results. Only the CSB-II results are compared to the results of the CB method at various frequencies. Figure 3 shows some results at 2 and 5 kHz. The contour levels are between À10 and 0 dB. Compared to the CB results, the CSB-II results have a better resolution (with narrow mainlobes) and smaller sidelobe levels. It is easy to see that the imaging quality is improved with the proposed compressive sensing based beamforming method.
Summary
Compressive sensing, the newly emerging method from information technology, could significantly impact acoustic research and applications. In this article, we first introduced the fundamentals of compressive sensing theory. After that, we implemented two different compressive sensing based beamforming methods (CSB-I and CSB-II) for presumably spatially sparse and incoherent signals.
Compressive sensing beamforming methods are first examined in simulations and then using aeroacoustic experimental data. The simulation case clearly shows that the CSB-I method is sensitive to the sensing noise. The CSB-II method, on the other hand, is more robust to noisy measurements. We believe this performance has connection with the so-called restricted isometry property. 1 Detailed analysis is beyond the scope of this note.
The results suggest that the proposed CSB-II method is robust to potential interference and noise, producing acoustic images with a significant improvement of resolution. As a result, the effort of classical deconvolution post-processing in aeroacoustic can be saved using the proposed compressive sensing beamforming.
