A convolution-based calibration procedure has been developed to use an amorphous silicon flatpanel electronic portal imaging device ͑EPID͒ for accurate dosimetric verification of intensitymodulated radiotherapy ͑IMRT͒ treatments. Raw EPID images were deconvolved to accurate, highresolution 2-D distributions of primary fluence using a scatter kernel composed of two elements: a Monte Carlo generated kernel describing dose deposition in the EPID phosphor, and an empirically derived kernel describing optical photon spreading. Relative fluence profiles measured with the EPID are in very good agreement with those measured with a diamond detector, and exhibit excellent spatial resolution required for IMRT verification. For dosimetric verification, the EPIDmeasured primary fluences are convolved with a Monte Carlo kernel describing dose deposition in a solid water phantom, and cross-calibrated with ion chamber measurements. Dose distributions measured using the EPID agree to within 2.1% with those measured with film for open fields of 2ϫ2 cm 2 and 10ϫ10 cm 2 . Predictions of the EPID phantom scattering factors (S PE ) based on our scatter kernels are within 1% of the S PE measured for open field sizes of up to 16ϫ16 cm 2 . Pretreatment verifications of step-and-shoot IMRT treatments using the EPID are in good agreement with those performed with film, with a mean percent difference of 0.2Ϯ1.0% for three IMRT treatments ͑24 fields͒.
I. INTRODUCTION
The efficacy of radiation therapy relies on the accuracy of dose delivery, and, as a result, quality assurance procedures used to detect dosimetric errors are of critical importance. Examples of such procedures include measurements to verify the accuracy of planned doses calculated by treatment planning systems, and the acquisition of orthogonal portal images to ensure accurate patient positioning with respect to treatment isocenter. The use of intensity-modulated radiation therapy ͑IMRT͒ places even more stringent demands on these verification procedures, and makes them even more essential. The high dose gradients in IMRT fields make single point-dose measurements inadequate in verifying the significantly nonuniform dose distributions. Errors in the individual IMRT beam dose distributions calculated by treatment planning systems occur because the lack of lateral charged particle equilibrium in the small subfields, that commonly comprise ''step-and-shoot'' IMRT fields, is not accurately modeled, and because interleaf leakage of the multileaf collimator ͑MLC͒ is not accurately accounted for. The potential for systematic errors in the transfer of MLC leaf sequence files from the treatment planning computer to the record and verify system, and in the mechanical accuracy of the MLC leaf movements during beam delivery further necessitates the use of accurate IMRT verification strategies. 1, 2 As a result of its high spatial resolution and twodimensional nature, radiographic film has been the traditional choice not only in conventional portal imaging, but also in many IMRT verification applications. [1] [2] [3] [4] [5] Film, however, suffers from several drawbacks. The dose response can be strongly affected by processing conditions and varies from one film batch to another, which can make film dosimetry unreliable. Its use is labor-intensive, requiring wetprocessing and scanning of each film, which also preclude the use of film for real-time imaging. The storage and archiving of film is also inconvenient.
The greater convenience afforded by electronic portal imaging devices ͑EPIDs͒ has led to the increasing replacement of conventional radiographic film by EPIDs for geometric verification in radiation therapy. Unfortunately, early generation liquid ion-chamber and camera-based fluoroscopic EPIDs 6-9 generally produced images of inferior contrast and spatial resolution to those obtained using film. 8 Despite this, significant research effort has demonstrated the potential utility of these two types of EPIDs for IMRT applications such as quality assurance of MLC leaf positioning [10] [11] [12] [13] [14] [15] [16] and dosimetric verification of IMRT treatments. [17] [18] [19] [20] [21] The third and most recent class of EPID uses flat-panel photo-diode arrays to detect the optical photons produced as a result of x-ray dose deposition in a scintillating screen. Compared to the liquid ion-chamber and fluoroscopic EPIDs, these indirect flat-panel imagers exhibit higher detective quantum efficiencies ͑DQEs͒. Their improved spatial resolution makes flatpanel EPIDs especially well suited for IMRT applications. Because of the recent commercial introduction of flat-panel EPIDs, until now, there have only been few reports 22 in the literature about their use for such applications.
The use of any EPID for dosimetric IMRT applications requires implementation of a suitable procedure to establish a relationship between pixel intensity and either fluence or dose distributions. Calibration of the EPID is more involved than simple cross-calibration of pixel response with dose measurements made with an ion chamber in a homogeneous water phantom ͑or in air͒. The physical structure of an EPID is complex, consisting of multiple layers of different materials above and below the detector layer of the EPID. These various material layers constitute an ''EPID-phantom'' having dose-deposition properties that differ significantly from those of a simple water phantom. The relationship between dose and EPID response is further complicated by ''optical glare,'' which for an indirect flat-panel EPID is caused by the spreading of optical photons generated in the scintillating screen before reaching the photodiode array.
There are two general reported approaches for EPID calibration. One of them is an empirical method proposed by Chang et al. 23 that is based on the measurement of field-sizedependent, equivalent EPID phantom-scatter factors. These factors are used to derive a field-size-dependent relationship between EPID pixel values and the ion chamber measurements in a phantom at the center of an open beam. Unfortunately, the use of a single phantom scatter factor for all points in a field limits the accuracy of this type of calibration near field edges. Changes in the EPID pixel/ion chamber relationship away from a beam's central axis result from changes in the relative contribution of scatter to the total signal, and also potentially from a relative overresponse of the EPID to the softer off-axis beam. Thus, this first calibration method is not well suited for verification of IMRT fields comprised of irregularly shaped subfields with superposing field edges.
A second EPID calibration approach is based on the convolution method and scatter kernels. The convolution method is used either to convert a 2-D EPID pixel distribution to a dose distribution in a homogeneous phantom, or a known primary fluence into a portal dose distribution that is compared with the EPID image. The mathematical form of these scatter kernels can be derived either by Monte Carlo modeling of the underlying physical scattering processes, or empirically, by adjusting the kernels to obtain the best possible agreement between EPID doses obtained using the convolution method and measured ion chamber doses. Kernel-based techniques have been implemented to calibrate the doseresponse of liquid-ion 24, 25 and fluoroscopic 20, 26, 27 EPIDs. Recently, McCurdy et al. have applied their two-step kernelbased calibration procedure 28 to indirect flat-panel portal detectors. 29 In this approach, the scattered ͑in patient͒ energy fluence is predicted at the detector plane, and then used to calculate the dose distribution within the portal detector, through superposition with the dose deposition and optical glare kernels unique to the portal detector. In order to measure the delivered primary fluence by an IMRT beam, we will reverse the processes in this approach: a portal dose distribution will be deconvolved with respect to dose deposition and glare kernels.
In this work, we investigate the use of an indirect flatpanel detector for accurate pretreatment dosimetric verification of step-and-shoot ͑i.e., static, segmented͒ IMRT treatment fields, on a beam-by-beam basis. One disadvantage of beam-by-beam verification is that the cumulative effect of dose errors from all beams is not quantified, as is possible with IMRT verification techniques where cumulative dose distributions in an anthropomorphic phantom are measured. However, beam-by-beam verification does allow the potential origin of dose errors to be isolated more easily. For this reason, if a more complex cumulative verification technique is used and significant discrepancies between measured and predicted dose distributions do arise, it automatically becomes necessary to resort to beam-by-beam verification. At our clinic, a beam-by-beam technique has been used to verify all IMRT treatments. We developed an applicable twostaged kernel-based calibration procedure to enable use of the aS500 EPID for beam-by-beam IMRT verification. In the first step, the raw EPID image is deconvolved directly to primary fluence using a scatter kernel composed of two elements: a dose-deposition kernel specific for the aS500 geometry generated using the EGSnrc code, and an ''opticalglare'' kernel derived empirically. This deconvolution to primary fluence obviates an EPID-independent fluence estimate: we have verified the accuracy of fluences measured with the EPID by making direct comparisons of the deconvolved EPID fluence profiles with those measured using a diamond detector ͑PTW Freiburg, Germany͒. The second step of our calibration procedure is a convolution of the primary fluence with dose-deposition kernels generated using EGSnrc for the geometry of a solid water phantom. This allows correlation of the EPID response with measurements of absolute dose made in this solid water phantom using an ion chamber.
II. MATERIALS AND METHODS

A. The aS500 EPID
The aS500 EPID ͑Varian Medical Systems, Palo Alto, CA͒ is an indirect flat panel imager designed for detecting MeV photons. Photons incident on the detector first interact with a 1 mm copper plate, which is used in the detector for removing low energy photons and electrons produced in the patient, and which also acts as build up. The x-ray interac-tions with the copper plate and a high atomic number scintillation screen ͓340 m gadolinium oxy-sulfide phosphor (Gd 2 O 2 S:Tb) placed under the copper plate͔, deposit energy into the screen. The fraction of energy deposited in the screen is converted to optical photons, which are then detected by an array of photodiodes (512ϫ384 elements, 784 m pitch͒ located directly beneath the screen. Each photodiode is constructed on a 1.1 mm glass substrate, and connected to a thin-film transistor ͑TFT͒ so that the signal from it can be quickly read by other electronics; this signal, once processed, forms the raw EPID image, EPID raw .
For this study, raw EPID images were acquired at a source-to-image distance ͑SID͒ of 105 cm, using 100 MUs at a dose rate of 100 MU/min, using Varis Portal-Vision's ͑ver-sion 6.1͒ ''IMRT mode'' ͑Varian, Palo Alto, CA͒. Although clinical IMRT fields are delivered at higher dose rates, verification at 100 MU/min can be performed since MLC leaf movement, leaf speed, and the total number of radiation pulses delivered in each field is independent of the dose rate. In ''IMRT mode,'' image frames are acquired at a constant rate of ϳ7.5 frames per second ͑at 100 MU/min͒ over the duration of the dose delivery. At the end of the delivery, the image frames are summed and divided by the total number of frames acquired ͑nframe͒, to give an averaged image (EPID rad ). To correct for pixel-to-pixel variations in dose sensitivity, EPID rad is divided by an average ''flood field'' image, EPID flood . The average of 60 frames obtained without radiation is subtracted from EPID rad and from EPID flood prior to the division to correct for dark current. EPID flood is averaged over 30 frames, obtained with an open radiation field covering the active EPID area ͑and 2 cm additional solid water build-up on top the EPID͒. Defective pixels showing very hot or cold signals are automatically removed from the EPID by using a predetermined defect map generated by the Portal-Vision software using a ''drift'' image. 30 Since the EPID rad image is automatically formed in IMRT mode, we multiplied EPID rad images by nframe to obtain EPID raw , and thus recovered the original absolute pixel responses. EPID raw is, therefore, represented as
The degradation of spatial resolution in the aS500 is due to x-ray scatter in the copper plate and screen, and to optical scattering ͑or ''glare''͒ in the screen. As a result, EPID rad does not directly represent the incident photon fluence on the EPID even in the simple case of unattenuated uniform or IMRT beams. Image restoration must, therefore, be performed on the EPID images to measure the true spatial distribution of photon fluence required in IMRT verification.
B. Convolution kernels: Monte Carlo model of the aS500 EPID
Because of the linearity of the aS500's doseresponse, 29, 31, 32 each pixel value is proportional to the optical energy incident on that pixel. Thus, the 2-D signal S(x,y) recorded by the aS500 ͑for our measurements of in-air fluences͒ is essentially a convolution of the primary photon fluence, ⌿ p (x,y), with a spreading kernel ͑Fig. 1͒. The kernel can be modeled as a convolution of two component kernels: K dose (x,y), which accounts for dose deposition in the Gd 2 O 2 S:Tb screen, and K glare (x,y), which characterizes the optical photon spreading from the screen to the photo-diode layer.
The pencil-beam dose-deposition kernel, K dose (x,y), was generated using EGSnrc Monte Carlo software 33 ͑XYZDOS, within Ϯ5.5% uncertainty at 2 cm distance from pencil beam axis, 1.8ϫ10 8 histories͒ to score the dose deposited in the Gd 2 O 2 S:Tb screen in Cartesian coordinates, using the phantom geometry depicted in Fig. 1 . The phantom dimensions measured 30ϫ30ϫ4.7 cm 3 . This simplified model of the aS500 EPID's structure consists of copper, Gd 2 O 2 S:Tb, glass substrate, and water layers. The inclusion of a 2.5 cm thick, water-equivalent back-scatter layer is intended to account for all material lying below the glass substrate in the EPID apparatus ͑including electronic cables, the EPID housing, etc.͒, and is based on results from Kim et al. 34 As suggested in Fig. 1 , our set-up includes 2 cm of water-equivalent build-up material placed on top of the EPID to provide the ϳ3 cm of build-up necessary for measurements of dose at d max for the 15 MV photon beam. ͑There is ϳ1 cm of intrinsic EPID water-equivalent build-up from the copper plate and other materials lying above the phosphor layer. The incident 15 MV photon energy spectrum that was used in the EGSnrc simulations was obtained from SheikhBagheri and Rogers. 35 A short-range radially symmetric optical scattering ͑''glare''͒ kernel, K glare (x,y), was fitted to satisfy the measured incident fluence in open fields using a diamond detector. The kernel amplitude at a location r ͑in cm͒ from the incident pencil beam was defined using a double-exponential function of the form
Parameters C 1 , C 2 , and C 3 were determined by fitting the tail region of fluence profiles derived from aS500 EPID images ͑discussed in the next section͒ of a 10ϫ10 cm 2 open field to those measured with a PTW diamond detector. The fitted parameter values were C 1 ϭ37.14 cm Ϫ1 , C 2 ϭ0.001360, and C 3 ϭ2.455 cm Ϫ1 . Similar fits for other open field sizes indicated that the parameters C 1 , C 2 , and C 3 are field-size independent. Since increasing the spatial extent of the glare kernel beyond a radius of 2.5 cm did not improve the quality of the fits, the span of K glare (x,y) was limited to 5 cm.
The PRESTA-II algorithm 33 and the values ECUT ϭ0.521 MeV and PCUTϭ0.010 MeV, were used in our Monte Carlo simulations. Both the pencil-beam and scoring pixel dimensions (0.0784ϫ0.0784 cm 2 ) were chosen to match the EPID pixel size.
C. Correction of raw EPID profile distortions caused by the flood-field correction
Ideally, a flood-field image should be generated using a perfectly uniform fluence incident on the EPID. In aS500 calibration, however, this flood-field image is generated from an open photon beam that contains the horns caused by the flattening filter. Therefore, the correction for the flood-field, although intended to correct for pixel-to-pixel sensitivity variations, also removes the ''horn'' structure in the EPID image. This causes spatial distortions in the fluence distribution extracted from an aS500 image. Our flood-field ͑and dark-field͒ EPID calibrations were done with 2 cm of additional solid water placed on top of the EPID, the same amount of build-up we used for all other EPID images ͑e.g., of IMRT fields͒. The use of the same amount of build-up was convenient, since flood-field ͑and dark-field͒ calibrations were done before every set of verification measurements. This amount of build-up was chosen, so that charged particle equilibrium ͑CPE͒ and reduced electron contamination could be achieved. Acquiring the flood-field image at a greater depth would have generated more scattered radiation and thus more blurring in the EPID image, making deconvolution ͑discussed below͒ even more ill-conditioned. Obtaining images at deeper depths ͑e.g., 10 cm͒ where the profile is flatter would have reduced the size of spatial distortions in the EPID image caused by the flood-field calibration. However, since there is no depth at which the profile is perfectly flat, we implemented a generic correction procedure that removes spatial distortions caused by the flood-field calibration, but retains the correction for pixel-to-pixel variations in sensitivity. This was accomplished by multiplying EPID raw (x,y) images by I flood-sim (x,y), a pseudo EPID flood-field image containing no variability in pixel sensitivity.
The 2-D flood field I flood-sim (x,y) was derived from dosedistributions calculated by the TMS-Helax ͑MDS Nordion, Kanata, Canada͒ treatment planning system ͑TPS͒, using a pencil-beam convolution dose calculation algorithm. 36 Ideally, a relative 2-D dose distribution in the aS500 EPID is desired; however, phantoms created in the TPS could only be made of water and not of the several different EPID materials. Therefore a ''water-equivalent'' phantom measuring 30 ϫ40ϫ5.5 cm 3 was modeled in the TPS to simulate the aS500 EPID, where the dose D TPS (x,y) at a depth of 3 cm ͑the approximate water-equivalent depth of the phosphor layer in the EPID when 2 cm of solid water is placed on top the EPID͒ was calculated in a 15 MV photon flood-field beam. EGSnrc was then used to generate a dose kernel K water (x,y) ͑within Ϯ3.7% uncertainty for kernel radii of 2 cm, using 4ϫ10 8 histories͒ for the water-equivalent EPID phantom, a water phantom measuring 30ϫ30ϫ5.5 cm 3 , where the dose kernel at 3 cm depth was scored. K water (x,y) was deconvolved from D TPS (x,y) to give a primary fluence flood field image. The 2-D flood field I flood-sim (x,y) must include the degradations due to photon and optical scattering to be equivalent to a measured flood image minus pixel-topixel sensitivity variations. Therefore, this flood-field fluence image was then convolved with the EPID's dose deposition and glare kernels, K dose (x,y) and K glare (x,y), to produce I flood-sim (x,y), which simulates a relative flood-field within the EPID. I flood-sim (x,y) is consistent with the denominator of Eq. ͑1͒; therefore, multiplying a raw EPID image ͓cf. Eq. ͑1͔͒ by I flood-sim (x,y) can be used to restore fluence variations from the linac ͓Eq. ͑4͔͒. The procedure for deriving I flood-sim (x,y) from the treatment planning system is summarized by the following equation:
where and Ϫ1 refer to the processes of convolution and deconvolution, respectively. Convolution and deconvolution processes were all performed in the frequency domain 37 using the 2D discrete fast Fourier transform ͑FFT͒, where the kernels were either multiplied ͑for convolution͒, or inverted and multiplied ͑for de-convolution͒ in frequency space to save computing time. No special filters or techniques or apodization approaches were used. Matlab software ͑Math-works Inc., Natick, MA͒ was used to perform the convolution and deconvolution.
I flood-sim (x,y) was validated by comparing it to an I flood-sim (x,y) derived from in-air measurements of the flood field energy fluence using an IC-10 ͑Wellhofer Dosimetrie, Schwarzenbruck, Germany͒ ion chamber with a 1.6 cm diameter brass build-up cap. The IC-10 chamber and a diamond detector measure the dose in free space ͑i.e., dose to a small amount of tissue equivalent material located in air͒ if an appropriate thickness and type of build-up cap is used to obtain charged particle equilibrium. For a given energy spectrum of incident photons, the relationship between free space dose ͑or free space kerma͒ and the energy fluence is fixed. Therefore, the measurements made with an ion chamber and a diamond detector are proportional to the energy fluence at the point of measurement.
I flood-sim (x,y) values derived from measurements were in good agreement ͑maximum of Ϯ1.5% over the field͒ compared to those derived from the TPS.
D. Correction and deconvolution of EPID raw "x,y… to give primary fluence ⌿ p "x,y…
The incident photon fluence ⌿ p (x,y) on the aS500 can therefore be determined from the raw EPID image and the appropriate dose kernel, glare kernel, and pseudo-EPID flood-field image in the following manner:
E. Conversion to dose in a solid water phantom and calibration of resulting doses measured by the aS500
Further processing is required to convert the incident fluences to dose distributions to allow comparison with doses calculated by our treatment planning system and thus complete the IMRT verification. In order to convert the fluence ⌿ p (x,y) to dose, a new dose-deposition kernel K phantom was generated using EGSnrc Monte Carlo (1ϫ10 8 histories, Ϯ5.5% uncertainty at 2 cm͒ for the IMRT verification water phantom (25ϫ25ϫ25 cm 3 ) at a depth of 10 cm. This depth was chosen because it is considered an appropriate depth for accurate absolute dosimetry, and because it facilitated comparison with previous film-based verification measurements done at 10 cm depth. The fluence ⌿ p (x,y) for each IMRT field was then convolved with K phantom to give dose distributions ͑in arbitrary dose-pixel units͒.
For absolute dose calibration, we mapped ''step-window'' EPID outputs with a calibrated ion chamber. The stepwindow is a segmented ''step-and-shoot,'' multi-leaf collimated field that produces a 4ϫ3 grid of 4ϫ4 cm 2 subfields ͑Fig. 2͒. Use of the step-window provides a 12-point calibration curve with the acquisition of a single EPID image. This makes it feasible to generate a calibration curve ͑sampled with 12 points͒ each time an IMRT verification is performed, and thus account for possible changes in the sensitivity of the EPID response between measurements. The step-window raw EPID image was acquired in IMRT mode for a total of 240 MU ͑each window received a different irradiation ranging from 10 to 120 MU in 10 MU increments͒ delivered at 100 MU/min. The dose for each of these subfields was also measured at 10 cm depth in solid water ͑Gammex RMI, Middleton, WI͒ using an Exradin A-12 ͑Standard Imaging, Middleton, WI͒ ion chamber. A calibration curve ͑Fig. 3͒ was generated from the mean EPID pixel values in the center of each step-window subfield in the corrected EPID image and the corresponding doses measured with the ion chamber. The linear fit coefficient was obtained by fitting the stepwindow data through point ͑0,0͒. The pixel values in the corrected EPID image vary linearly with the dose. The error of ϳϮ1.5% in the linear fit coefficient is an estimate of the change in the dose sensitivity of the detector during an IMRT verification. This was quantified by calculating linear fit coefficients for step-window fields acquired before, mid-way, and after the irradiation of the IMRT fields to be verified.
A summary of the steps taken to process the raw EPID images, and the calibration method used generate dosecalibrated images for use in IMRT verification are illustrated in Fig. 4 .
III. RESULTS AND DISCUSSION
A. Monte Carlo generated kernels
The Monte Carlo generated EPID dose kernel, empirical glare kernel, and the combined dose-glare kernel used in restoring the aS500 images are shown in Fig. 5 . The dose kernel was scored over the entire EPID phantom, which spans 30 cm, while the glare kernel spanned 5 cm, as discussed previously. The spatial extent of the glare determined in this study is much smaller than the one determined previously by McCurdy et al.; 29 for the same relative drop in intensity, their glare extended 40 cm. It is unclear whether McCurdy et al. used any backscatter material in their model. Differences in material thicknesses and the possible absence of backscatter material could account for such a large difference in glare kernels. Therefore, it is possible that McCurdy et al.'s ''glare kernel'' included both the actual optical glare, and the EPID's response to additional scattered radiation. Kernels used to derive a simulated flood-field from the water-equivalent EPID, and the ''IMRT phantom'' kernel K phantom are shown in Fig. 6 .
Normal incidence was assumed for every beamlet/kernel so that convolution could be performed. Errors in the dose calculations introduced through use of convolution ͑as opposed to superposition͒ techniques 38 are expected to be small in this study. The cross-calibration of relative doses ͑gener-ated using convolution͒ with measured doses ensures that for the 4ϫ4 cm 2 calibration field, the overprediction of doses calculated using convolution techniques 38 will be largely removed. Since the overprediction of the convolution technique is relatively independent of field size ͑1.9% and 1.3% for 15ϫ15 cm 2 and 5ϫ5 cm 2 beams, respectively͒, 38 additional errors for field sizes other than the calibration field will be small.
B. Fluence profiles from the aS500 and PTW diamond scans
Cross-plane scans using 15 MV photons, for 10 ϫ10 cm 2 and 4ϫ4 cm 2 photon fields collimated by the secondary collimator and the MLC, are seen in Figs. 7 and 8 , respectively. The solid lines show in-air profiles measured using a diamond detector with a brass build-up cap ͑1.7 cm a) Calibration Field Image Processing A pictorial representation of the steps required to obtain an absolute dose distribution of an IMRT field from the raw aS500 EPID image. The image processing steps used to convert a raw EPID image of the ''step-window'' calibration field to a relative dose image ͑at a depth of 10 cm in a solid water phantom͒ are depicted in ͑a͒. The relative EPID doses are cross-calibrated with ion-chamber measurements to produce a calibration curve. ͑b͒ A raw EPID image of the IMRT treatment field to be verified is also converted to a relative dose image, employing the same image processing steps used for the ''step-window'' field. Using the calibration curve, the relative dose image of the IMRT field is converted to an absolute dose image, which can then be compared to TPS-calculated doses for verification purposes.
diameter͒. It is assumed that these profiles are proportional to the incident energy fluence. The dashed lines show profiles of the raw EPID image acquired using the aS500 in IMRT mode, and the dotted lines show profiles of the EPID image corrected to give a fluence image. Compared to the fluence profiles, the raw EPID profiles are much larger in the penumbral tails, rounded in the penumbra itself, and do not show the horns caused by the flattening filter. The 10 ϫ10 cm 2 field profile was used to estimate the parameters of the glare kernel that minimized the difference between diamond detector and deconvolved profiles in the penumbra tails. EPID corrected profiles are in excellent agreement with the diamond detector scans, including penumbra tails and edges, as well as the profile horns. The diamond energy fluence scans have a slightly smoother penumbra because of the 1.7 cm diameter brass build-up cap and the 2.2 mm diameter diamond detector.
Fluence profiles obtained from the aS500 image were also tested using small fields commonly found in IMRT segments. Figure 9 shows one segment from a clinical IMRT field, where the dotted line indicates the location of the pro- The radially symmetric kernels ͑scored in the phosphor-screen͒ used in the EPID deconvolution: the Monte Carlo generated dose kernel, the empirically generated glare kernel, and the combined dose-glare kernel. file ͑Fig. 10͒. For all field sizes in the segment ͓ranging from 0.5 cm ͑field 1͒ to 2.5 cm ͑field 2͔͒, fluences are accurately measured using the corrected EPID image. This profile delivers a sharp, nearly constant fluence response over all fields, and in the near-penumbra region ͑between fields 5 and 6͒, the fluence drops substantially. Ideally, we would expect this type of fluence response, where the peak heights are fairly constant and follow the slight horn-shape of an openfield fluence. Because of the build-up cap used, diamond detector profiles are not as sharp, and volume-averaging effects cause small fields to be underrepresented ͑field 1͒ and penumbra regions to be overrepresented. Raw EPID profiles have an even poorer spatial response and severely overrepresent the fluence outside of the fields.
C. Tests of the dose calibration procedure
The step-window is more representative of the actual IMRT fields being verified than simple open fields. Like IMRT fields, the step-window field is a multi-segment, MLC field. Also, the 4ϫ4 cm 2 subfields that comprise the stepwindow are more similar in size to the subfields of an IMRT field than, for example, the 10ϫ10 cm 2 field that is commonly used for calibration. Factors such as field size and MLC leakage are potentially important in the calibration of the aS500 because of the expected energy dependence of the pixel response, due to the high atomic numbers of the copper plate and gadolinium screen.
To investigate any possible errors in the ''step-window'' calibration, a second calibration curve was generated using a series of EPID images of a MLC collimated 4ϫ4 cm 2 beam. For this field, the main collimator jaws were set considerably outside the MLC collimators (20.4ϫ10.2 cm 2 ) to mimic a typical subfield in a step-and-shoot IMRT field. Each EPID image was obtained with a different dose ranging from 20 to 200 MU. As illustrated in Fig. 11 , the calibration coefficient obtained from a linear fit to the individual 4ϫ4 cm 2 corrected-EPID images is nearly identical to that obtained using the step-window technique. This provides confidence in the reliability of the step-window calibration. Figure 11 also shows an additional data point corresponding to an open 10ϫ10 cm 2 field defined only by secondary jaws. This point agrees within ϳ1% with the straight-line fits of the stepwindow and ''individual 4ϫ4'' calibration measurements. This result tends to suggest that the calibration is not particularly sensitive to the type of field used to calibrate the detector response, and that any spectral differences between 10 ϫ10 cm 2 and 4ϫ4 cm 2 fields are not significant. In general, due to the ill-conditioned nature of the deconvolution problem, the noise presented in the measured EPID image is significantly increased within the restored incident fluence image ͑see EPID corrected profiles in Figs. 7-10͒ . However, the fluence measured by the EPID using this approach is further convolved with dose deposition kernels in the solid water phantom to obtain the absorbed dose distributions. The last convolution step filters the noise at the high spatial frequencies and produces smooth appearing dose distributions ͑see profiles in Figs. 13 and 16͒ , which provide a good, linear calibration curve.
Chang et al. suggested the use of a field-size dependent EPID-phantom scatter factor (S PE ) to convert EPID pixel values to dose in water at the center of an open beam. Following this suggestion, we compared measured values for S PE to values predicted using our convolution scatter kernels. To measure S PE , EPID images were acquired for several square field sizes in ''IMRT-mode.'' The value of S PE for a field size f s, defined at 100 cm from the source ͑iso-center͒, was calculated as follows:
where MREP is the mean of the raw EPID pixel values in a small central region of the field, f s ref is 10ϫ10 cm 2 at isocenter, and S c is the collimator scatter factor. The values of S c were measured using an IC-10 ion chamber with a 1.6 cm diameter brass build-up cap. To generate the predicted EPID phantom scatter values, a simulated EPID image for each field size was produced by convolving an input fluence image with the aS500 EPID ''dose-glare'' kernel. The fluence map for each field size was obtained from the flood-field fluence profile by truncating it to the field dimensions. Predicted S PE factors were calculated as the ratio of mean pixel values in the small central region of the simulated EPID images for each field size and the 10ϫ10 cm 2 field. A comparison of measured and predicted EPID-phantom scatter factors is summarized for several field sizes in Table I . As indicated, there is good agreement between measured and predicted values: the values agree within 1% for fields up to 16ϫ16 cm 2 in size. The consistency between measured and simulated values of S PE suggests that the convolution kernels adequately describe the scattering properties of the aS500 EPID.
D. Comparisons between treatment planning system, film, and aS500 doses for open-fields
To demonstrate the feasibility of our EPID-based IMRT verification method, dose distributions measured with the EPID are compared with analogous distributions from film ͑Kodak XV͒ measurements and TPS calculations. H&D curves for film calibration were generated using the stepwindow technique described earlier. Absolute dose distributions for each method of determining dose ͑TPS, film, or EPID͒ were first measured/calculated independently, and then for comparison purposes, all doses were converted to percent values by dividing by the maximum dose in the EPID image ͑assigned a value of 100%͒. To clearly illustrate potential disagreements between the three methods of determining dose, these comparisons are first presented for open fields ͑Figs. 12-14͒. Images of the absolute percent difference ͑relative to the maximum dose in the EPID image͒ be- Images of the absolute percent difference ͑as a percent of the maximum EPID dose͒ between dose measurements made with the TPS, film, and the aS500 EPID using our calibration technique for a ͑a͒ 10ϫ10 cm 2 and a ͑b͒ 2ϫ2 cm 2 MLC-collimated field. tween ͑i͒ the TPS and film, ͑ii͒ film and the EPID, and ͑iii͒ the TPS and the EPID are shown for MLC-shaped 10 ϫ10 cm 2 and 2ϫ2 cm 2 fields. The mean and standard deviation of the percent differences for each of these three difference images are summarized in Table II . These statistics are generated for two regions of interest: one defined 0.5 cm inside each nominal field edge to exclude the penumbra, and a second defined 0.5 cm outside each field edge to include the penumbra. Central cross-plane absolute dose profiles and the corresponding dose difference profiles for TPS, film and EPID measurements are also shown in Figs. 13 and 14 for the 10ϫ10 and 2ϫ2 cm 2 open fields. In the penumbra region, the agreement is best between film and the EPID; large discrepancies are evident between the TPS and the two measurement-based methods. The TPS/film and TPS/EPID penumbral agreements are particularly poor for the 2 ϫ2 cm 2 field. These results emphasize the limitations of the treatment planning system in modeling penumbra and in its small-field dosimetry. This, again, highlights the need for an independent verification of treatment planning dose calculations done for IMRT treatments. Figures 12-14 and Table II also indicate that the TPS and EPID mean doses agree quite well within the central region of the fields, while the TPS and film mean doses are in slightly worse agreement.
E. IMRT verification with the aS500
IMRT verifications performed with the EPID are in good agreement with conventional film-based verifications. Figure  15 shows the details of a typical clinical IMRT verification for one field, where the dose distribution at 10 cm depth in a solid water phantom, calculated by the treatment planning system, is compared to measured distributions from both the EPID and film. There is 0.3%Ϯ2% ͑1 standard deviation͒ agreement between the EPID and the film within the region outlined by the dotted line in Fig. 15͑b͒ including the penumbra regions of the IMRT segments. The small disagreement shown at the outer edges of the subtracted image is most likely due to small subpixel misregistration between the EPID and film images. The ͑TPS-EPID͒ dose image shows discrepancies between the dose distributions for small segment fields and in the penumbral regions. These discrepancies are not seen in the ͑Film-EPID͒ image, which again reflects the shortcomings of the dose formulations of the TMS-Helax TPS for small fields and penumbral regions. Histograms of the subtracted dose images ͓derived from the region contained by the dotted line in Fig. 15͑b͒ , and shown in Fig. 15͑c͔͒ show that verifications performed using the EPID are comparable to those done with conventional film: for three IMRT treatments ͑24 fields͒, the mean difference between EPID and film verifications was 0.2Ϯ1.0%. Dose profiles ͓taken along the dotted vertical lines seen in Fig.   15͑a͔͒ through the final IMRT fields can be seen in Fig. 16 , where the percent dose difference from the profiles ͑com-pared to the maximum EPID dose͒ can be seen in Fig. 17 . There is excellent agreement between the film and EPID dose profiles, with only a mean Ϯ1.8% standard deviation in the dose difference between the two, while the other profile dose differences seen in measured with the TPS, film, and the aS500 EPID corresponding to the images in Fig. 12 . Values for the mean and standard deviation of the % differences between the three methods of determining dose are provided for the 10ϫ10 cm 2 and 2ϫ2 cm 2 fields, both when excluding ͑0.5 cm inside each nominal field edge͒ and when including ͑0.5 cm outside each field edge͒ the penumbra region of the fields. method, one patient verification ͑consisting of eight IMRT fields͒ can be performed in approximately 1 h, compared to the 2.5 h typically required for film verification.
IV. CONCLUSIONS
We used Monte Carlo dose deposition and empirical based optical scatter kernels to restore accurate, highresolution 2-D distributions of primary fluence from the aS500 EPID image. These measured fluence distributions have been successfully used to verify dosimetric deliveries. The resulting verifications have been shown to be comparable to those from film. Processing of the raw EPID image to provide an accurate fluence image enables the aS500 to be used for a host of potential applications in addition to IMRT verification. An example of such an application is MLC leaf verification. In theory, verification based on estimating the primary fluence of IMRT beams can also be readily adapted for calculation of dose distributions within planning CT slices, which would better illustrate the effects of treatment planning system approximations with respect to MLC leaf leakage and the rounded leaf geometry. 
