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CONVERGENCE OF DU¨MBGEN’S ALGORITHM FOR
ESTIMATION OF TAIL INFLATION
JASHA SOMMER-SIMPSON
Abstract. Given a density f on the non-negative real line, Du¨mbgen’s algo-
rithm is a routine for finding the (unique) log-convex, non-decreasing function
φˆ such that
∫
φˆ(x)f(x)dx = 1 and such that the likelihood
∏
n
i=1
f(xi)φˆ(xi)
of given data x1, . . . , xn under density x 7→ φˆ(x)f(x) is maximized. We sum-
marize Du¨mbgen’s algorithm for finding this MLE φˆ, and we present a novel
guarantee of the algorithm’s termination and convergence.
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1. Introduction
Motivated by the study of statistical sparsity, we suppose that f is a density on
the set R≥0 of non-negative real numbers, and we consider the class
Φ1 :=
{
φ : R≥0 → R>0
∣∣∣∣ φ log-convex, non-decreasing s.t.
∫
φ(x)f(x)dx = 1
}
of positive, log-convex, non-decreasing functions φ such that x 7→ φ(x)f(x) defines
a probability density. The interpretation is that, for any given φ in Φ1, the product
φ · f represents the modification of f by the tail-inflation function φ; the non-
decreasing, log-convex nature of φ means that the tails of the density φ · f contain
relatively more probability mass than do the tails of f .
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Treating {φ · f : φ ∈ Φ1} as a family of densities parameterized by Φ1, one
defines a maximum likelihood estimate φˆ for given data x1, . . . , xn ∈ R≥0 as
φˆ := arg sup
φ∈Φ1
n∏
i=1
φ(xi)f(xi).
Du¨mbgen [1] has provided an iterative active set algorithm for finding this maximum-
likelihood estimate φˆ. Despite the fact that the space Φ1 of tail inflation func-
tions is infinite-dimensional, Du¨mbgen’s algorithm is able to produce a sequence
φ0, φ1, . . . , φk, . . . ∈ Φ1 of functions that converges (in likelihood) to the MLE.
Making use of the fact that the logarithm θˆ := log(φˆ) of φˆ is piecewise linear and
has finitely many breakpoints (which is proved in Section 5.1 of [1]), Dumbgen’s
algorithm iteratively updates an active set D ⊂ R≥0 of breakpoints for a convex,
piecewise linear candidate function θ satisfying
∫
eθ(x)f(x)dx = 1. After the kth it-
eration of the algorithm we obtain φk by exponentiating the kth candidate function
θk:
φk(x) := e
θk(x).
The main aim of this paper is to establish a guarantee of convergence for Du¨mbgen’s
algorithm. The proof presented relies on the following three assumptions:
Assumption 1. The density f is continuous and has full support on R>0, that is,
f(x) > 0 for all positive x.
Assumption 2. The density f has an exponential tail, that is, there exists a con-
stant β ∈ R such that
(∀λ ∈ R) λ < β ⇐⇒
∫
eλxf(x)dx <∞
and
lim
λ→β−
∫
eλxf(x)dx =∞.
Assumption 3. Exponential tilting of f results in a density with a finite second
moment: for λ ∈ R,∫ ∞
0
eλxf(x)dx <∞ =⇒
∫ ∞
0
x2eλxf(x)dx <∞.
The family of Gamma distributions is a prototypical example satisfying the above
three requirements.
It should be noted that Du¨mbgen’s paper [1] provides an algorithm that works
in the enlarged setting where f is defined on R and φ is not required to be mono-
tone, and that the setting where φ is log-concave (rather than log-convex) is also
addressed in [1]. The focus of the present paper is restricted to what Dumbgen
calls “Setting 2B”, where f is defined on R≥0 and where the tail-inflation functions
φ are required to be log-convex and non-decreasing. This being said, the results
presented in this paper generalize well to the other settings considered in [1].
In Section 2 we give the statement of Du¨mbgen’s algorithm for estimation of φˆ in
the setting where f is defined on the non-negative real half-line and φˆ is required to
be log-convex. Additionally, we state several key results from Du¨mbgen’s paper [1]
that are important in demonstrating convergence. In section 3 we give an overview
of the proof of convergence. In section 4 we calculate a bound on the suboptimality
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of θk in terms of the directional derivatives of our objective function L (which is a
modified log-likelihood function).
In section 5 we build on a key result from Du¨mbgen’s paper to show that the
maximal slope supk,x θ
′
k(x) attained by any candidate function θk is bounded above
by some number strictly less than β. Additionaly, we give a bound on the values
|θk(0)| taken by the candidate functions at zero. The results from Section 5 are
used in section 6 to give a lower bound on the change in L resulting from each
step taken by Du¨mbgen’s algorithm. In section 7 we finish the proof guaranteeing
convergence of the algorithm. In section 8 we conclude.
2. Statement of Dumbgen’s Algorithm and Results from [1]
The aim of this section is to summarize the derivation of Du¨mbgen’s algorithm
for estimation of a log-convex tail-inflation factor. We also summarise the results
from Du¨mbgen’s paper that are used later in proving convergence of the algorithm,
glossing over proofs when convenient.
As mentioned in the introduction, Du¨mbgen’s paper also considers settings where
the ambient densityf is defined on the whole real line (as opposed to on R≥0), and
where the inflation factor φ is log-concave instead of log-convex; these settings are
not considered here. See Du¨mbgen’s paper for full discussion.
We are given data x1, . . . , xn ∈ R≥0 and a density f on R≥0 with full support.
To find the log-convex, non-decreasing function θˆ maximizing the likelihood of
x1, . . . , xn, an active-set strategy is used.
First, we define the set
Θ1 =
{
θ : R≥0 → R
∣∣∣∣ θ convex, non-decreasing s.t.
∫
eθ(x)f(x)dx = 1
}
of candidate functions θ. We note the set bijection Θ1 ∼= Φ1 defined by θ 7→ e
θ.
The log-likelihood of a given candidate θ ∈ Θ1 is given by
(1) log
[
n∏
i=1
eθ(xi)f(xi)
]
=
n∑
i=1
[θ(xi) + log f(xi)] .
Seeing as f and x1, . . . , xn are fixed, we take as our objective for optimiziation the
simplification
(2) l(θ) :=
n∑
i=1
θ(xi).
of the log-likelihood (1). Here l defines a function from Θ1 to R.
In order to employ techniques from convex optimization, we consider the superset
Θ = {θ : R≥0 → R | θ convex, non-decreasing}
of Θ1. This set Θ is closed under convex combinations, that is if θa and θb are
elements of Θ then so is λθa + (1 − λ)θb, so long as λ satisfies 0 ≤ λ ≤ 1.
Dumbgen defines the function L : Θ→ R¯ by
(3) L(θ) :=
n∑
i=1
θ(xi)−
∫
eθ(x)f(x)dx + 1
We note that L(θ) is finite if and only if
∫
eθ(x)f(x) is finite.
4 JASHA SOMMER-SIMPSON
Following the notation used in [1], we use Pˆ to denote the empirical distribution
1
n
∑n
i=1 δxn of the observed data x1, . . . , xn, so that the log-likelihood function (2)
can be written as
l(θ) =
∫
θdPˆ .
We write M for the measure on R≥0 having density f , so that the objective (3) can
be written as
(4) L(θ) =
∫
θdPˆ −
∫
eθdM + 1.
The following four properties demonstrate that L is a suitable objective function
for finding the MLE θˆ.
Property 2.1. For any θ in Θ, we have L(θ) =
∑n
i=1 θ(xi) if and only if
∫
eθ(x)f(x)dx =
1. It follows that we have functional equality l = L|Θ1 between the log-likelihood
function l and the restriction of L to Θ1.
Proof. For any θ in Θ, we have∫
eθdM = 1 ⇐⇒ l(θ) =
n∑
i=1
θ(xi) =
n∑
i=1
θ(xi)−
∫
eθdM + 1 = L(θ)

Property 2.2. The function L is strictly concave on the set Θ.
Proof. To see that L is strictly concave, observe that the first term
∫
θdPˆ of (4) is
affine, and that the exponential function appearing in the second term is strictly
convex. 
Lemma 2.1. L attains its maximum at a unique point
θˆ := arg sup
θ∈Θ
L(θ).
By the previous property, θˆ is an element of Θ1.
For a proof of the above result, see Lemma 2.7 and Section 5.1 from [1]. We remark
that Du¨mbgen’s proof of this fact does not rely on Assumptions 2 or 3, and that
the result can still be proved even with weakend versions of Assumption 1.
Property 2.3. The maximum θˆ := arg supθ∈Θ L(θ) is an element of Θ1.
Proof. This can be seen by letting c ∈ R and taking the derivative of L(θ+ c) with
respect to c. We find that ∂∂cL(θ + c) = 0 only if c = − log
∫
eθdM which implies
θ + c ∈ Θ1. 
It follows from the above four properties that maximizing L over Θ is equivalent
to maximizing l over Θ1, in the sense that
arg sup
θ∈Θ
L(θ) = θˆ = arg sup
θ∈Θ1
l(θ).
Du¨mbgen’s algorithm relies on the following crucial lemma, which is listed as
Lemma 2.7 in Du¨mbgen’s paper [1] and is proved in section 5.1 of the same.
CONVERGENCE OF DU¨MBGEN’S ALGORITHM 5
Lemma 2.2. The MLE θˆ is a piecewise linear function having finitely many break-
points. Writing x1 ≤ · · · ≤ xn without loss of generality, there is at most one
breakpoint in the open inverval (xi, xi+1) between each pair of adjacent observations
xi, xi+1. Moreover, every breakpoint of θˆ is an element of the set ({0} ∪ [x1, xn]) \
{x1, . . . , xn}, where a breakpoint at 0 is interpreted as saying that the right deriva-
tive of θˆ at 0 is nonzero. It follows that θˆ has at most n breakpoints.
Thus we consider the set
V := {v : R≥0 → R | v piecewise linear with finitely many breakpoints}
of piecewise linear functions with finitely many breakpoints. In particular, we know
that θˆ belongs to the set Θ1 ∩ V.
Notation 2.1. Given an element v of V, we let D(v) denote the set
D(v) := {τ ∈ R≥0 : v
′(τ−) 6= v′(τ+)}
of breakpoints the given function v. In the above display equation, v′(τ−) denotes
the left derivative of v at τ , and v′(τ+) denotes the right derivative at τ .
By the definition of V, the set D(v) is a finite subset of R≥0 for any v in V.
Notation 2.2 (The subset VS of V). Given a finite subset S of R≥0, we let VS
denote the subset
VS := {v ∈ V : D(v) ⊆ S}
of V consisting of functions v with breakpoints in S.
Notation 2.3 (The function Vτ ). For a given non-negative real number τ , let
Vτ : R≥0 → R denote the function
Vτ (x) := (x− τ)
+ =
{
0 x ≤ τ
x− τ τ ≤ x
that is constantly zero on the interval [0, τ ], and that is increasing with unit slope
on the interval [τ,∞).
We note that, for any non-negative τ , the function Vτ is an element of the set
Θ ∩ V of convex non-decreasing functions with finitely many breakpoints. Also, it
is worth mentioning that Θ∩V = span +{(x− τ)+} is the convex cone consisting
precisely of the set of finite linear combinations of functions {Vτ : τ ∈ R+}, where
the coefficients of the terms in the linear combinations are non-negative.
Dumbgen’s algorithm works by maintaining a set S of breakpoints. The algo-
rithm alternates between a “Local Search”, which finds θˆS := arg supθ∈Θ∩VS L(v)
and replaces S with the subset D(θˆS) of S, and a “Global Search” which replaces
the set S with S ∪ {τ}, where τ is chosen as to maximize the directional derivative
lim
t→0+
L(θˆS + tVτ )− L(θˆS)
t
in the direction of Vτ . In general, for θ in Θ and v in V, we write
DL(θ, v) := lim
t→0+
L(θ + tv)− L(θ)
t
.
It is possible to efficiently find arg supτ DL(θk, Vτ ) on line 4 of Algorithm 1
because of the following crucial lemma, proved in Section 3.2 of Du¨mbgen’s paper
[1].
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Algorithm 1 Du¨mbgen’s Algorithm for Finding of Log-Convex Tail Inflation MLE
1: procedure Du¨mbgen’sAlgorithm(θ0, δ0, δ1, ǫ)
2: k ← 0
3: loop
4: τk ← arg supτ DL(θk, Vτ ) ⊲ to within δ0 suboptimality
5: hk ← DL(θk, Vτk)
6: if hk ≤ ǫ then ⊲ hk ≤ ǫ is the termination criterion
7: return θk
8: end if
9: k ← k + 1
10: Sk ← D(θk−1) ∪ {τk−1} ⊲ Note that D(θk−1) ⊆ Sk−1
11: θk ← arg supθ∈Θ∩VSk
L(θ) ⊲ to within δ1 suboptimality
12: end loop
13: end procedure
Lemma 2.3. For any given θ ∈ Θ, the function τ 7→ DL(θ, Vτ ) is strictly concave
on each of the intervals [xi, xi+1], where x1, . . . , xn are the observed data sorted in
increasing order.
In particular, we can use a concave optimization routine on the intervals [xi, xi+1]
to find the point τk such that DL(θk, τk) ≥ arg supτ DL(θk, Vτ )− δ0. Thus, if the
termination criterion hk ≤ ǫ on line 6 on Algorithm 1 is met, then we can guarantee
sup
τ
DL(θk, Vτ ) ≤ DL(θk, τk) + δ0 = hk + δ0 ≤ ǫ+ δ0.
We prove in Section 4 that if(
sup
θ∈Θ∩VSk
L(θ)
)
− L(θk) ≤ δ1
and if
sup
τ
DL(θk, Vτ ) ≤ ǫ + δ0
then L(θˆ) − L(θk) ≤ β(ǫ + δ0) + δ1 for some constant β. Thus the termination
criterion hk ≤ ǫ corresponds directly to suboptimality of the candidate function θk
produced by step k of the algorithm.
The set VSk consists of piecewise linear functions having breakpoints in the set
Sk.
Finally, we should mention that, because the space VSk is finite-dimensional
(having dimension |Sk|), it is possible to find arg supθ∈Θ∩VSk
L(θ), as on line 11
of Algorithm 1, using standard convex optimization procedure. In Du¨mbgen’s im-
plementation of the algorithm, Newton’s method is used with a Goldstein-Armijo
stepsize correction. In Appendix A, we sketch a proof that the cardinality of Sk is
bounded above by 2n− 1.
2.1. Other useful results from [1].
Lemma 2.4 (Du¨mbgen). Let 1 : R≥0 → R denote the constant function x 7→ 1.
An element θ of Θ belongs to Θ1 if and only if DL(θ,1) = 0, i.e.
Θ1 = {θ ∈ Θ : DL(θ,1) = 0}.
CONVERGENCE OF DU¨MBGEN’S ALGORITHM 7
Proof. This proof is from Section 1 of [1]. We consider the derivative ∂∂cL(θ + c1).
We have
DL(θ,1) ≡
∂
∂t
L(θ + t1)
∣∣
t=0+
=
∂
∂t
[∫
(θ + t1)dPˆ −
∫
eθ+t1dM + 1
∣∣∣∣
t=0+
=
[∫
1dPˆ −
∫
1eθ+t1dM
∣∣∣∣
t=0+
= 1−
∫
1eθdM = 1−
∫
eθdM
which shows that DL(θ,1) = 0 if and only if 1 =
∫
eθdM , which (by definition)
holds if and only if θ is an element of Θ1. 
Definition 2.1. We say that a function θ ∈ Θ∩V is locally optimal if θ maximizes
L over the set Θ ∩VD(θ), that is, if
(5) θ = arg sup
v∈Θ∩VD(θ)
L(v).
Lemma 2.5 (Du¨mbgen). An element θ of Θ ∩ V is locally optiomal if and only if
DL(θ,1) = 0 and DL(θ, Vτ ) = 0 for all τ in D(θ), that is,(
θ = arg sup
v∈Θ∩VD(θ)
L(v)
)
⇐⇒
(
DL(θ,1) = 0 and DL(θ, Vτ ) = 0 ∀τ ∈ D(θ)
)
.
Proof. Given an element θ of Θ ∩ V, the set VD(θ) is a finite-dimensional vector
space with basis {1} ∪ {Vτ : τ ∈ D(θ)}. The set Θ ∩VD(θ) is the convex cone
Θ ∩ VD(θ) =

α1+
∑
τ∈D(θ)
βτVτ
∣∣∣∣∣∣ α ∈ R, βτ ≥ 0∀τ ∈ D(θ)

 .
in the vector space VD(θ). We note that since Θ ∩ VD(θ) is a convex set, and is a
subset of Θ, the restriction of L to Θ ∩ VD(θ) is a convex function.
We use the notation βτ,θ to denote the change in slope of θ at breakpoint τ , so
that θ = θ(0)1 +
∑
τ∈D(θ) βτ,θVτ . By the definition of D(θ), we have βτ,θ > 0 for
all τ ∈ D(θ). This is to say that θ lies in the interior of the convex cone Θ∩VD(θ).
Since θ is not on the boundary of this set, the local optimality of θ is equivalent to
the condition ∂L(θ)∂1 = 0 and
∂L(θ)
∂Vτ
= 0 for each τ . 
Property 2.4. If an element θ of Θ∩V is locally optimal, then θ is an element of
Θ1.
Proof. This follows directly from Lemmas 2.4 and 2.5: If θ is locally optimal then
DL(θ,1) = 0, which is equivalent to θ’s membership in the subset Θ1 of Θ. 
3. Proof of Convergence: Overview
To simplify our analysis, we suppose that the search steps
τk ← arg sup
τ
DL(θk, Vτ ) and θk ← arg sup
θ∈Θ∩VSk−1∪{τk−1}
L(θ)
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in Algorithm 1 are exact. As mentioned at the end of the previous section, if the
termination criterion hk ≤ ǫ from line 6 of Algorithm 1 is satisfied then the bound
(6) L(θˆ)− L(θk) < βǫ
follows. This is proved in Section 4.
Now, supposing that the termination criterion hk ≤ ǫ is not met, we show that,
for any fixed positive ǫ and any real number R, if L(θk) ≥ R then there exists some
constant CR,ǫ > 0 such that
hk > ǫ =⇒ L(θk+1)− L(θk) ≥ CR,ǫ
for each k. This will be proved in Section 6, with help from lemmas proved in
Section 5.
Because θk is defined as the arg sup of L over the class Θ∪VSk−1∪{τk−1} of convex
piecewise linear functions having breakpoints in the set Sk−1∪{τk−1}, and because
θk−1 belongs to this same class, we are guaranteed that L(θk) ≥ L(θk−1) for each
k. Therefore L(θk) ≥ L(θ0) for each k, hence
hk > ǫ =⇒ L(θk+1)− L(θk) ≥ CL(θ0),ǫ
for each k. Therefore, we can guarantee that after finitely many steps (bounded
above in number by the ratio (L(θˆ)− L(θ0))/CL(θ0),ǫ) the bound (6) is reached.
4. θ locally optimal and supτ DL(θ, Vτ ) ≤ ǫ implies L(θˆ)−L(θ) < (const) · ǫ
The goal of this section is to show that suboptimality L(θˆ) − L(θk) < const · ǫ
is implied by the termination condition arg supτ DL(θk, Vτ ) < ǫ. In other words, if
there is no τ satisfying DL(θk, Vτ ) > ǫ then the suboptimality L(θˆ) − L(θk) of θk
must be small.
As mentioned in the previous section, we simplify out analysis by assuming that
the local search step
θ ← arg sup
v∈Θ∩VS
L(v)
is exact, that is, that θk is locally optimal. Not making this assumption, we would
instead obtain a bound
L(θˆ)− L(θk) < δ1 + (const) · ǫ
on the suboptimality of θk, where δ1 is the tolerance parameter for local subopti-
mality of θk:
δ1 ≥
(
sup
v∈Θ∩VD(θk)
L(v)
)
− L(θk).
We have stated in Assumption 2 that the density f has an exponential tail, that
is, there exists some constant β ∈ R satisfying
(7)
∫ ∞
0
eκxM(dx) <∞ ⇐⇒ κ < β.
Before we can bound the suboptimality of θk directly need a lemma formalizing
the relationship between β and the maximal slope obtained by a convex function
θ ∈ Θ.
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Lemma 4.1. Suppose that θ ∈ Θ. Define m(θ) := supx θ
′(x+) to be the maximal
slope attained by θ. We have
m(θ) < β ⇐⇒
∫
etheta(x)M(dx) <∞.
Proof. Note that
θ(xn) +m(θ)(x − xn) ≤ θ(x) ≤ θ(0) +m(θ)x.
Therefore ∫
eθdM ≤
∫
eθ(0)+m(θ)xM(dx) = eθ(0)
∫
em(θ)xM(dx)
which gives
m(θ) < β =⇒
∫
eθdM <∞,
and ∫
eθdM ≥
∫
eθ(xn)+m(θ)(x−xn)M(dx) = eθ(xn)−m(θ)xn
∫
em(θ)xM(dx)
which gives
m(θ) ≥ β =⇒
∫
eθdM =∞.

In particular, we note that β is is an upper bound for the maximal slope
m(θˆ) = θˆ′(xn) attained by θˆ. Note that by Lemma 2.2, the MLE θˆ does not
have a breakpoint at xn, so we may write θˆ
′(xn) to refer unambiguously to the
derivative
θˆ′(xn−) = θˆ
′(xn) = θˆ
′(xn+)
of θˆ at xn.
We now state and prove the main result of this section.
Lemma 4.2. Let θ ∈ Θ1. Suppose that θ is locally optimal, that is,
θ = arg sup
v∈Θ∩VD(θ)
L(θ).
If supτ DL(θ, Vτ ) < ǫ then
L(θˆ)− L(θ) ≤ θˆ′(xn)ǫ < βǫ.
Proof. Define v := θˆ − θ. Although v might not be convex, we do have v ∈ V,
that is, v is a piecewise linear function with finitely many breakpoints. For each
breakpoint τ ∈ D(v), let βτ,v := v
′(τ+)− v′(τ−) denote the change in slope of
v at τ . Similarly, we write βτ,θ and βτ,θˆ, respectively, for the changes in slope
βτ,θ := θ
′(τ+)− θ′(τ−) and βτ,θˆ := θˆ
′(τ+)− θˆ′(τ−) of θ and θˆ.
The proof proceeds as follows: first, we shall show that, for any θ ∈ Θ,
(8) L(θˆ)− L(θ) ≤ DL(θ, v).
Next, we show that if θ ∈ Θ1 then
(9) DL(θ, v) =
∑
τ∈D(v)
βτ,vDL(θ, Vτ ).
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Finally, we show that if supτ D(θ, Vτ ) < ǫ then
(10)
∑
τ∈D(v)
βτ,vDL(θ, Vτ ) < ǫθˆ
′(xn+) < ǫβ.
Combining (8), (9) and (10) gives the desired result.
Validitiy of inequality (8) follows from concavity of L on Θ, which gives
L(θˆ)− L(θ) =
L(θˆ)t− L(θ)t
t
=
(
L(θ)(1− t) + L(θˆ)t
)
− L(θ)
t
≤
L
(
θ(1 − t) + θˆt
)
− L(θ)
t
=
L (θ + tv)− L(θ)
t
for all t in the interval (0, 1). Taking the limit as t approaches 0 from above, we
have
L(θˆ)− L(θ) ≤ lim
t→−+
L (θ + tv)− L(θ)
t
≡ DL(θ, v)
as required.
To demonstrate validity of equation (9), first re-write v as
v = v(0)1+
∑
τ∈D(v)
βτ,vVτ
where 1 denotes the constant function (x 7→ 1). Note that the changes in slope βτ,v
can be negative, if βτ,θ > βτ,θˆ.
In Theorem B.1 from Appendix B we show that the operator v 7→ DL(θ, v) is
linear (with a caveat regarding the domain on which L is finite); using this linearity,
we have
DL(θ, v) = DL

θ, v(0)1+ ∑
τ∈D(v)
βτ,vVτ


= v(0)DL (θ, 1) +
∑
τ∈D(v)
βτ,vDL (θ, Vτ ) .
Because θ is assumed to be locally optimal, we haveDL(θ,1) = 0 and thus equation
(9) follows.
Finally, assuming that supτ D(θ, Vτ ) < ǫ, and using the fact that
DL(θ, Vτ ) = 0 ∀τ ∈ D(θ)
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follows from local optimality of θ (c.f. Lemma 2.5), we have∑
τ∈D(v)
βτ,vDL(θ, Vτ ) =
∑
τ∈D(θˆ)\D(θ)
βτ,vDL(θ, Vτ ) +
∑
τ∈D(θ)
βτ,vDL(θ, Vτ )
=
∑
τ∈D(θˆ)\D(θ)
βτ,vDL(θ, Vτ ) (since DL(θ, Vτ ) = 0 ∀τ ∈ D(θ))
=
∑
τ∈D(θˆ)\D(θ)
[
βτ,θˆ − βτ,θ
]
DL(θ, Vτ )
=
∑
τ∈D(θˆ)\D(θ)
βτ,θˆDL(θ, Vτ ) (since τ /∈ D(θ) =⇒ βτ,θ = 0)
≤
∑
τ∈D(θˆ)
βτ,θˆ · ǫ
= ǫ · θˆ′(xn+) < ǫβ.

It follows from the above lemma that, if the termination criterion hk ≤ ǫ in
Algorithm 1 is met, then
L(θˆ)− L(θk) ≤ θˆ
′(xn+) · ǫ < β · ǫ
if we are using exact searches on lines 4 and 11 of Algorithm 1, or
L(θˆ)− L(θk) ≤ δ1 + θˆ
′(xn+) · (ǫ+ δ0) < δ1 + β · (ǫ + δ0)
when using inexact searches with tolerances δ0 and δ1.
5. Upper Bounds on the Slope and Intercept of θk
In this section we show that, for any constant R ∈ R, there exist real numbers
numbers sR ∈ (0,∞) and mR ∈ (0, β) such that, for any θ ∈ Θ,
R ≤ L(θ) =⇒
(
|θ(0)| ≤ sR and sup
x
θ′(x) ≤ mR
)
.
As in the previous section, we will write
m(θ) := sup
x
θ(x+)
for the maximal slope obtained by a function θ in Θ.
Lemma 5.1 (Dumbgen). For any θ in Θ,
L(θ) ≤ − log
∫
eθ(x)−θ(xn)M(dx).
Proof. This result is proved in section 5.1 of Du¨mbgen’s paper [1]. We reproduce
the proof here:
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Seeing as θ is non-decreasing on [0, xn] and Pˆ is the empirical distribution of the
data x1, . . . , xn, we have
∫
θdPˆ ≤ θ(xn). Thus
L(θ) =
∫
θdPˆ −
∫
eθdM + 1(11)
≤ θ(xn)−
∫
eθ(x)+θ(xn)−θ(xn)M(dx) + 1(12)
= θ(xn)− e
θ(xn)
∫
eθ(x)−θ(xn)M(dx) + 1(13)
≤ sup
p∈R
[
p− ep
∫
eθ(x)−θ(xn)M(dx)
]
+ 1(14)
= − log
∫
eθ(x)−θ(xn)M(dx).(15)

The result below follows directly from the preceding lemma.
Proposition 5.1 (Dumbgen). For any θ in Θ,
L(θ) ≤ − log
∫
em(θ)·(x−xn)M(dx).
Proof. Because θ is convex, θ(x) − θ(xn) ≥ m(θ) · (x− xn) for all x.
Therefore, L(θ) ≤ − log
∫
eθ(x)−θ(xn)M(dx) ≤ − log
∫
em(θ)·(x−xn)M(dx). 
We note that
(16) lim
m(θ)→∞
− log
∫
em(θ)·(x−xn)M(dx) = −∞.
Using this fact, we are able to prove the following:
Theorem 5.1. For any R ∈ R there exists a positive real number mR < β such
that
R ≤ L(θ) =⇒ m(θ) ≤ mR
for all θ in Θ.
Proof. Fix R in R. By (16) there exists a constant mR such that
(17) m > mR =⇒ − log
∫
em·(x−xn)M(dx) < R
for all m in R. This is equivalent to the statement that there exists mR satisfying
R ≤ − log
∫
em·(x−xn)M(dx) =⇒ m ≤ mR
for allm inR. By Proposition 5.1, ifR ≤ L(θ) then R ≤ − log
∫
em(θ)·(x−xn)M(dx),
implying R ≤ L(θ) =⇒ m(θ) ≤ mR.
To guarantee that such a value mR can be found satisfying mR < β, we take a
closer look at (17). The statement
− log
∫
em·(x−xn)M(dx) < R
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is equivalent to
e−R < e−mxn
∫
emxM(dx).
Therefore, (17) can be restated as
(18) m > mR =⇒ e
−R < e−mxn
∫
emxM(dx).
By Assumption 2 we have
lim
λ→β−
e−λxn
∫
eλxf(x)dx =∞,
which goes to show that, for any R, we can find a number mR < β such that (18)
is satisfied. 
We now go through a similar argument to obtain a bound on |θ(0)|.
Theorem 5.2 (Dumbgen). For any R ∈ R, there exists a non-negative real number
sR such that
R ≤ L(θ) =⇒ |θ(0)| ≤ sR
for all θ in Θ.
Proof. We will first obtain a bound on θ(xn) of the form
R ≤ L(θ) =⇒ |θ(xn)| ≤ qR.
We will then combine the bounds qR and mR to obtain a bound sR on θ(0).
To begin, fix R in R. From (13) we have
(19) L(θ) ≤ θ(xn)− e
θ(xn)
∫ ∞
0
eθ(x)−θ(xn)M(dx) + 1.
Since θ(x) − θ(xn) ≥ 0 for x larger than xn, we have∫ ∞
0
eθ(x)−θ(xn)M(dx) ≥
∫ ∞
xn
M(dx)
which, combined with (19), gives the following inequality:
L(θ) ≤ θ(xn)− e
θ(xn)
∫ ∞
xn
M(dx) + 1.
We note that
(20) lim
|θ(xn)|→∞
L(θ) ≤ θ(xn)− e
θ(xn)
∫ ∞
xn
M(dx) + 1 = −∞
so that, by the same argument as in the proof of Theorem 5.1, there exists a constant
qR satisfying
R ≤ L(θ) =⇒ |θ(xn)| ≤ qR
for all θ in Θ.
Suppose now that R ≤ L(θ), so that |θ(xn)| ≤ qR and m(θ) ≤ mR. Because
θ is non-decreasing, we have θ(0) ≤ θ(xn) ≤ qR. Because θ is convex, we have
−qR −mR · xn ≤ θ(xn)−mR · xn ≤ θ(0). Combining these two inequalities
−qR −mR · xn ≤ θ(0) ≤ qR
we obtain
|θ(0)| ≤ qR +mR · xn.
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Thus the required bound on |θ(0)| is given by sR := qR +mR · xn.

Recall that in Lemma 2.1 we cited Du¨mbgen’s proof that there exists a unique
maximizer θˆ for the function L. Although we do not attempt to prove this in the
present paper, we remark that the bounds mR and sR derived in this section can
be used given an upper bound for L:
Remark. For any R ∈ R there is a constant UR such that
R ≤ L(θ) =⇒ L(θ) ≤ UR.
It follows that for θ ∈ Θ and for any R ∈ R
L(θ) ≤ max(R,UR)
so that the objective function L is bounded above.
Proof. Suppose R ≤ L(θ) . Then
L(θ) ≤ − log
∫ ∞
0
em(θ)(x−xn)M(dx)
= − log
[∫ xn
0
em(θ)(x−xn)M(dx) +
∫ ∞
xn
em(θ)(x−xn)M(dx)
]
= − log
[∫ xn
0
emR(x−xn)M(dx) +
∫ ∞
xn
e0(x−xn)M(dx)
]
= constR.

6. A local bound on the second directional derivative of L
In this section we show that, supposing DL(θk−1, Vτk−1) ≥ ǫ, the improvement
L(θk−1)−L(θk) at step k is bounded below by a constant. Define R := L(θk−1) so
that by Theorems 5.1 and 5.2 there are numbers sR and mR satisfying
|θk−1(0)| ≤ sR and sup
x
θ′k−1(x+) ≤ mR < β.
Note that
(21) L(θk)− L(θk−1) ≥ L(θk−1 + tVτk−1)− L(θk−1)
for every real number t. This follows from the fact that θk is defined as
θk ≡ arg sup
θ∈Θ∩VD(θk−1)∪{τk−1}
L(θ)
and that, for each t, the function θk−1 + tVτk−1 is also a member of the set
Θ ∩VD(θk−1)∪{τk−1}.
Given inequality (21), we can bound L(θk) − L(θk−1) below by finding a lower
bound for supt≥0 L(θk−1+ tVτk−1)−L(θk−1). For notational convenience, we define
the function
g(t) := L(θk−1 + tVτk−1)− L(θk−1).
To find a lower bound for supt≥0 g(t), we first note that
g′(t) =
∂
∂t
[
L(θk−1 + tVτk−1)
]
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so that g′(0) ≡ DL(θk−1, Vτk−1). Moreover, by strict concavity of L, our function
g is strictly concave in t, that is, g′′(t) < 0 so long as t satisfies g(t) > −∞.
Below, assuming g′(0) = DL(θk−1, Vτk−1) > ǫ, we argue that there exists T > 0
such that g(T ) ≤ 0. This, together with strict concavity of g and the facts g(0) = 0
and g′(0) > 0, go to show that g obtains its supremum at a unique point t∗ ∈ (0, T ).
The details of this argument rely on the fact that the maximal slope operator
m : Θ ∩ V→ R is additive: for any t ≥ 0 we have
m(θk−1 + tVτk−1) = m(θk−1) + t ·m(Vτk−1) = m(θk−1) + t.
Defining R = L(θk−1), we have by Theorem 5.1 that there exists a constant mR
such that
m(θk−1) + t > mR =⇒ L(θk−1 + tVτk−1) < L(θk−1).
Writing T := mR−m(θk−1) gives the desired property g(T ) = L(θk−1+TVτk−1)−
L(θk−1) ≤ 0, and so the supremum
t∗ := arg sup
t
g(t)
must exist. The following lemma allows us to find a quadratic function y(t) that
bounds g(t) below on the set [0, T ] = {t : g(t) ≥ 0}, giving us a lower bound on
g(t∗).
Lemma 6.1. Suppose θ ∈ Θ and τ ∈ R≥0 satisfy DL(θ, Vτ ) > ǫ, and that R is a
parameter satisfying R ≤ L(θ) so that |θ(0)| ≤ sR and supx θ
′(x+) ≤ mR < β.
Let g : R+ → R denote the function t 7→ L(θ + tVτ ) − L(θ). For t in the set
{t : g(t) ≥ 0}, the magnitude |g′′(t)| of the second derivative of g′′ is bounded
above by a constant depending only on sR and mR.
Proof. If t satisfies 0 ≤ g(t) then R ≤ L(θ + tVτ ) because
0 ≤ g(t) = L(θ + tVτ )− L(θ) = L(θ + tVτ )−R.
Therefore, for all such t we have
θ(0) + tVτ (0) ≤ sR and sup
x
(θ′(x+) + tV ′τ (x+)) ≤ mR.
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This gives θ(x) + tVτ (x) ≤ sR +mRx for all x, so that
|g′′(t)| =
∣∣∣∣ ∂2∂t2 [L(θ + tVτ )− L(θ)]
∣∣∣∣ =
∣∣∣∣ ∂2∂t2 [L(θ + tVτ )]
∣∣∣∣
=
∣∣∣∣ ∂2∂t2
[∫
(θ + tVτ ) dPˆ −
∫
eθ+tVτdM + 1
]∣∣∣∣
=
∣∣∣∣ ∂∂t
[∫
VτdPˆ −
∫
Vτe
θ+tVτdM
]∣∣∣∣
=
∣∣∣∣−
∫
V 2τ e
θ+tVτdM
∣∣∣∣ =
∫ ∞
0
V 2τ e
θ+tVτdM
≤
∫ ∞
0
V 2τ e
sR+mRxdM
=
∫ ∞
τ
(x− τ)2esR+mRxM(dx)
=
∫ ∞
τ
(x2 − 2xτ + τ2)esR+mRxM(dx)
≤
∫ ∞
τ
(x2 + τ2)esR+mRxM(dx)
≤
∫ ∞
τ
(x2 + x2n)e
sR+mRxM(dx)
≤
∫ ∞
0
(x2 + x2n)e
sR+mRxM(dx)
≤
∫ ∞
0
(x2 + x2n)e
sR+mRxM(dx)
= esR
∫ ∞
0
x2emRxM(dx) + x2ne
sR
∫ ∞
0
emRxM(dx)(22)
for all t satisfying the hypothesis g(t) ≥ 0.
Since mR < β, Assumption 3 gives that the last line (22) above is finite. 
By the lemma above, L(θk)−L(θk−1) is greater than or equal to the supremum
attained by the parabola y(t) = ǫx−γx2/2, where γ =
∫∞
0
(x2+x2n)e
sR+mRxM(dx).
The peak of the parabola y is attained at t = ǫγ , and so supt y(t) =
ǫ2
2γ . Thus we
have:
Theorem 6.1. L(θk)− L(θk−1) ≥
ǫ2
2γ if arg supτ DL(θk−1, Vτ ) ≥ ǫ.
We emphasize that this bound holds for all k such that the termination criterion
supτ DL(θk, Vτ ) < ǫ for Du¨mbgen’s algorithm has not been met.
7. Proof of Convergence
We produce a bound Kǫ ∈ N such that, starting with a guess θ0 ∈ Θ1 ∩ V,
Du¨mbgen’s Algorithm is guaranteed to converge in likelihood within Kǫ steps:
L(θˆ)− L(θKǫ) < β · ǫ.
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In the following theorem, we let R := L(θ0) denote the objective value of θ0 and
let sR ∈ (0,∞) and mR ∈ (0, β) denote constants satisfying
|θk(0)| ≤ sR and sup
x
θ′k(x) ≤ mR
for all k in N. Such bounds mR and sR are guaranteed to exist by Theorems 5.1
and 5.2, respectively.
We let h0 denote the maximal directional derivative
h0 := sup
τ
DL(θ0, Vτ )
, and we assume that the search procedures on lines 4 and 11 of Algorithm 1 are
exact.
Theorem 7.1. Let γR denote the constant
γR :=
∫ ∞
0
(x2 + x2n)e
sR+mRxM(dx)
derived in Lemma 6.1. Du¨mbgen’s Algorithm reaches suboptimality within Kǫ steps,
L(θˆ)− L(θKǫ) < β · ǫ,
where Kǫ =
⌈
L(θˆ)−L(θ0)−βǫ
ǫ2/(2γR)
⌉
≤
⌈
β(h0−ǫ)
ǫ2/(2γR)
⌉
.
Proof. By Lemma 4.2, if there is k such that
(23) arg sup
τ
DL(θk, Vτ ) ≤ ǫ
then L(θˆ)− L(θk) ≤ βǫ as required.
Defining Kǫ as in the statement of the Theorem above, suppose that the subop-
timality criterion (23) has not been met for any of the first Kǫ steps taken by the
algorithm, that is, suppose
arg sup
τ
DL(θ, Vτ ) ≥ ǫ (∀k < Kǫ).
Then by Theorem 6.1,
L(θk+1)− L(θk) ≥
ǫ2
2γR
(∀k < Kǫ).
Thus we may derive
L(θˆ)− L(θKǫ) = L(θˆ)− L(θ0)−
Kǫ∑
k=1
[
L(θk)− L(θk−1)
]
≤ L(θˆ)− L(θ0)−
Kǫ∑
k=1
ǫ2
2γR
= L(θˆ)− L(θ0)−
⌈
L(θˆ)− L(θ0)− βǫ
ǫ2/(2γR)
⌉
ǫ2
2γR
≤ β · ǫ
to complete the proof. 
We note here that in practice, the algorithm appears to converge quite quickly.
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8. Conclusion
A key result proved by Du¨mbgen in deriving this algorithm is that the logarithm
θˆ(x) := log(φˆ(x))
is necessary piecewise linear, with at most one breakpoint between each pair xi, xj ∈
{x1, . . . , xn} of adjacent observations. This motivates the decision to optimize over
the space Θ of convex functions with finitely many breakpoints.
This space Θ is infinite-dimensional. Despite this, we have been able to prove
that Du¨mbgen’s algorithm produces a sequence θ0, . . . , θk, θk+1, . . . of functions
that converges to the optimum θˆ. The proof of convergence is made possible by the
following characteristics of the problem:
• The optimum θˆ is piecewise linear and has finitely many breakpoints. For
any given set D of breakpoints, we can use a finite-dimensional convex
optimization routine to find arg supv∈VD L(v). Thus, this problem of finding
θˆ lends itself to an active-set approach.
• It is possible to efficiently find a good candidate τ ∈ D for addition to the
active set of breakpoints.
• Given ǫ > 0, if L(θˆ)−L(θk) ≥ ǫβ then the directional derivative
∂
∂tL(θ + tVτ )|t=0+
must be larger than ǫ (c.f. Lemma 4.2).
• Strict concavity of L guarantees that the second directional derivative
∂2
∂t2L(θ + tVτ ) is negative for all t. Although this second derivative is un-
bounded below, restriction to the level set {t : L(θ+tVτ ) > R}, where R is
an arbitrary real number, will allow us to produce a bound on ∂
2
∂t2L(θ + tVτ )
that is uniform for different values of θ and τ . This is be the key to produc-
ing a lower bound on the improvement L(θk+1) − L(θk) in objective value
(as in Theorem 6.1).
Appendix A. Sketch of proof that each θk has at most 2n− 1
breakpoints
We will show that the locally-optimal parameter θ returned by the LocalSearch
procedure as defined in [1] will have at most 2n breakpoints. It will follow that,
since the global parameter search results in the addition of just one breakpoint,
candidate functions considered by the algorithm are limited to at most 2n + 1
breakpoints.
In Du¨mbgen’s paper it is also proved that the optimal θˆ has at most n break-
points.
The proof of the claim that LocalSearch results in at most 2n breakpoints is
a consequence of the fact that a locally-optimal parameter can have at most 2
breakpoints between any two adjacent observations. Formally, we have the following
Theorem A.1 (Boundedness of number of breakpoints). Let xi, xj ∈ {x1, . . . , xn}
be adjacent observations, so that xi < xj and ∄x′ ∈ {x1, . . . , xn} such that xi <
x′ < xj. For any element θ ∈ V ∩Θ, the result
θ′ := arg max
v∈VD(θ)∩Θ1
L(v)
of a local search over the set VD(θ)∩Θ1 has at most two breakpoints between xi and
xj, i.e.
|D(θ′) ∩ (xi, xj)| ≤ 2.
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Proof. Suppose that θ has more than two breakpoints between xi an xj , i.e.
|D(θ) ∩ (xi, xj)| ≥ 3.
It will suffice to show that θ is not locally optimal, i.e. that there exists some
element v ∈ VD(theta) satisfying
(24) DL(θ, v) > 0.
Let τ1, τ2, τ3 ∈ D(θ) ∩ (xi, xj) be three distinct breakpoints of θ on the interval
(xi, xj). Without loss of generality we suppose that τ1 < τ2 < τ3. Of course, we
must have βτ1 , βτ2 , βτ3 > 0.
We claim that there is an element v of V{τ1,τ2,τ3} satisfying the condition (24)
above. Indeed, we can define Vτ1,τ2,τ3 ∈ V{τ1, τ2, τ3} by
Vτ1,τ2,τ3(x) :=


0 x ≤ τ1
− x−τ1τ2−τ1 τ1 ≤ x ≤ τ2
− τ3−xτ3−τ2 τ2 ≤ x ≤ τ3
0 x ≥ τ3
.
Let γ be any positive number. We find that because Vτ1,τ2,τ3(xk) = 0 for all
observations xk ∈ {x1, . . . , xn}, we have
∫
θdPˆ =
∫
(θ + γVτ1,τ2,τ3)dPˆ . Moreover,
θ(x) + γVτ1,τ2,τ3(x) < θ(x) ∀x ∈ (xi, xj)
because Vτ1,τ2,τ3 is negative everywhere on (xi, xj). Therefore, we have∫
eθ+γVτ1,τ2,τ3dM ≤
∫
eθdM.
We conclude that (24) does indeed hold for v = Vτ1,τ2,τ3 . 
Appendix B. Linearity of the operator DL(θ,−)
The goal of this section is to show that the map v 7→ DL(θ, v) is linear, provided
that L is finite. First, we state a Lemma.
Lemma B.1. Suppose that y : R → R¯ is a concave function and that r ∈ dom y,
that is, y(r) is finite. Suppose that s ∈ R and that there exists ǫ > 0 such that
y(r + ǫs) is finite. Then the one-sided derivative
∂
∂t
y(r + ts)
∣∣∣
t=0+
≡ lim
t↓0
y(r + ts)− y(r)
t
exists and is finite.
Proof. See the proof of Theorem 23.1 from Rockafellar’s book [3]. 
Now we can state the main result of this appendix:
Theorem B.1. Take θ ∈ Θ such that L(θ) > −∞. Let v1, . . . , vK ∈ V such that
there exists ǫ > 0 satisfying
(25) θ + ǫvk ∈ Θ
(
∀k ∈ {1, . . . ,K}
)
.
Then for any non-negative real coefficients h1, . . . , hK ≥ 0 we have:
(1) DL(θ, vk) exists and is finite for each k in {1, . . . ,K},
(2) DL(θ,
∑K
k=1 hkvk) exists and is finite, and
(3) there is equality
∑K
k=1 hkDL(θ, vk) = DL(θ,
∑K
k=1 hkvk).
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Proof. First we establish that there exists a number ǫ˜ > 0 such that, for each k,
(26) L(θ + ǫ˜vk) > −∞.
This fact follows from continuity of L together with (25) and the assumption that
L(θ) > −∞. The first statement (1) in the theorem above then follows from
Lemma B.1.
Next, we establish that for any h1, . . . , hK ≥ 0, there exists ǫh > 0 such that
(27) L(θ + ǫh
K∑
k=1
hkvk) > −∞.
Indeed, defining
ǫh :=
ǫ˜∑K
k=1 hk
we see that
θ + ǫh
K∑
k=1
hkvk = θ +
∑K
k=1 hk ǫ˜vk∑K
k=1 hk
is a convex combination of the points θ+ǫ˜v1, . . . , θ+ǫ˜vk. Finiteness (27) then follows
from concavity of L and finiteness (26) of L(θ+ ǫ˜vk) for each k. Thus, Lemma B.1
gives that DL(θ,
∑K
k=1 hkvk) exists and is finite, verifying statement (2) above.
Finally, we confirm statement (3) by an application of the Leibnitz Integral Rule:
we have equality
DL(θ,
K∑
k=1
hkvk) =
∂
∂t
[
L
(
θ + t
K∑
k=1
hkvk
)∣∣∣∣∣
t=0+
=
∂
∂t
[∫ (
θ + t
K∑
k=1
hkvk
)
dPˆ −
∫
eθ+t
∑K
k=1 hkvkdM + 1
∣∣∣∣∣
t=0+
=
K∑
k=1
hk
∫
vkdPˆ −
∂
∂t
∫
eθ+t
∑K
k=1 hkvkdM
∣∣∣∣
t=0+
=
K∑
k=1
hk
∫
vkdPˆ −
∫
∂
∂t
eθ+t
∑
K
k=1 hkvkdM
∣∣∣∣
t=0+
(28)
=
K∑
k=1
hk
∫
vkdPˆ −
∫ K∑
k=1
hkvke
θ+t
∑
K
k=1 hkvkdM
∣∣∣∣
t=0+
=
K∑
k=1
hk
∫
vkdPˆ −
K∑
k=1
hk
∫
vke
θdM
=
K∑
k=1
hk
∂
∂t
[∫
(θ + tvk) dPˆ −
∫
eθ+tvkdM + 1
∣∣∣∣
t=0+
=
K∑
k=1
hk
∂
∂t
[L (θ + tvk)|t=0+ =
K∑
k=1
hkDL(θ, vk)
where the interchange (28) of differentiation and integration is allowed because,
for t ∈ [0, ǫh], the function e
θ(x)+t
∑K
k=1 hkvk(x)f(x) is continuous and its partial
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derivative ∂∂te
θ(x)+t
∑K
k=1 hkvk(x)f(x) =
∑K
k=1 hkvk(x)e
θ(x)+t
∑K
k=1 hkvk(x)f(x) is also
continuous. 
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