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Abstract
In 1972, R.H. Fox has generalized the classical classification theorem for covering mappings
to a classification theorem for overlay structures over an arbitrary connected metric space. In the
present paper we generalize his result to connected topological spaces. To achieve this we use ANR-
resolutions of the base space, the fact that overlay mappings are pull-backs of covering mappings over
ANRs and the classical classification theorem.  2001 Elsevier Science B.V. All rights reserved.
AMS classification: 57M10; 55P55; 55Q07; 54B35; 54C56
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1. Introduction
The classical classification theorem of the covering space theory refers to covering
mappings of connected spaces, where the base space is locally pathwise connected
and semi-locally 1-connected. It establishes a bijection between classes of equivalent
pointed s-sheeted covering mappings f : (X,∗)→ (Y,∗) over (Y,∗) and subgroups H
of index s of the fundamental group G = π1(Y,∗). In the unpointed case it establishes a
bijection between classes of equivalent s-sheeted covering mappings f :X→ Y over Y
and conjugacy classes of subgroups H of index s of the fundamental group G= π1(Y,∗).
(See, e.g., Theorems 8.1 and 8.4 of [1].) Alternatively, one can classify equivalence
classes of pointed s-sheeted covering mappings by transitive representations of π1(Y,∗)
in the symmetric group Σ(s) and in the unpointed case by conjugacy classes of such
representations.
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In 1972, Fox, using ideas of shape theory, extended the classification theorem to arbitrary
connected metric spaces. However, he had to restrict covering mappings to a narrower
class, called overlay mappings. Moreover, he replaced π1(Y,∗) by the appropriate shape-
theoretic notion, i.e., by the fundamental progroup π1(Y,∗) (Theorem 6.1 of [4]). He
considered only the unpointed case and instead of fundamental groups used the related
notion of fundamental tropes.
Every overlay mapping is a covering mapping. The converse implication holds in some
important cases. In particular, it holds if Y is locally connected (see Theorem 3 in [5] or
Proposition 2.1 in [14]) or if the number of sheets s is finite (see Theorem 3 in [5] or
Proposition 2.2 in [14]). Fox has given an example of a covering mapping over a metric
continuum, which is not an overlay mapping [5]. For a detailed description of this example
see [13].
In classical covering space theory one always requires that the total space X be
connected. Fox has noticed that for overlay mappings, connectedness of X has to be
replaced by the indecomposability of the overlay mapping f , a property which he
calls vertical connectedness of f (see Section 2). Connectedness of the total space X
always implies indecomposability of the overlay mapping, but Fox exhibited examples
of indecomposable overlay mappings, where the total space is not connected [5] (also see
[14]). Note that, under the assumptions imposed on Y in the classical covering space theory,
the two conditions coincide.
An essential step in Fox’s arguments on overlays is the embedding of Y as a closed
subset of an ANR (for metric spaces). Hyman has shown that the assumption of closedness
can be removed [8]. Since non-metric spaces cannot be embedded in ANRs, it is clear that
the Fox method cannot be generalized beyond the realm of metric spaces.
Moore [14] introduced the notion of an overlay structure and exhibited examples of
overlay mappings which admit different overlay structures. He also noticed that Fox has
actually classified overlay structures and not overlay mappings. Indeed, it appears that Fox
overlooked the fact that different extensions of an overlay mapping can yield different
transitive representations of π1(Y,∗) to Σ(s).
In the present paper we generalize the Fox classification theorem to arbitrary connected
topological spaces. This is achieved using ANR-resolutions, an important technique
introduced in [10,11] (see [12,16]). We also use Mrozik’s characterization of overlay
mappings as pull-backs of covering mappings over ANRs [17]. The main results of the
present paper are the four classification theorems, i.e., Theorems 1, 3, 4 and 6 in Sections 6,
9 and 10. A version of Theorem 6 was obtained already by Koçak [9], who defined π1(Y,∗)
using the ˇCech covering approach. Using the same approach, Hernández-Paricio recently
proved a more general version of Theorem 6. In his result he allows also non-connected
base spaces. Therefore, he had to introduce and use fundamental progroupoids [7]. The
authors of the present paper became aware of the papers of Koçak and Hernández-Paricio
only after completing the work on the present paper.
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2. Covering and overlay structures
Let f :X→ Y be a mapping of topological spaces, let B ⊆ Y be an open set in Y and
let AB = (AσB , σ ∈ SB) be a family of open sets in X, indexed by a set SB . We will say that
AB covers B evenly with respect to f provided the following three conditions are fulfilled:
(C1) f−1(B)=⋃σ∈SB AσB ,
(C2) AσB ∩AτB = ∅, for σ 	= τ ,
(C3) f |AσB :AσB → B is a homeomorphism.
Let B be an open covering of Y , let (AB,B ∈ B) be a collection of families AB of open
sets of X and let A= (AσB,B ∈ B, σ ∈ SB) be the union of all collections AB , for B ∈ B.
If AB covers B evenly, for every B ∈ B, then A is an open covering of X and we say that
(A,B) is a covering pair for f :X→ Y . Recall that a mapping f :X→ Y is a covering
mapping provided it admits a covering pair (A,B).
Lemma 1. Let (A,B) be a covering pair for a covering mapping f :X→ Y . If the base
space Y is connected, then all the fibers f−1(y), y ∈ Y , and all the index sets SB , B ∈ B,
B 	= ∅, have the same cardinality s (finite or infinite),
card
(
f−1(y)
)= card(SB)= s. (2.1)
Proof. For y ∈ B , the fiber f−1(y) intersects every set AσB , σ ∈ SB , in a unique point.
Consequently, (2.1) holds, for y ∈B , and card(f−1(y)) is constant on B . For two arbitrary
points y, y ′ ∈ Y , there exists a finite chain of sets B1, . . . ,Bn ∈ B such that y ∈ B1, y ′ ∈Bn
and Bi ∩Bi+1 	= ∅, for i = 1, . . . , n−1. Since card(f−1(y)) is constant on each of the sets
Bi , it follows that card(f−1(y))= card(f−1(y ′)). ✷
Remark 1. Lemma 2.1 shows that, for connected base spaces Y , in conditions (C1)–(C3)
one can use the same index set S, for all sets SB , B ∈ B. In this case A = (AσB,B ∈ B,
σ ∈ S) and we refer to S as the index set of the pair (A,B). We refer to s = card(S) as the
number of sheets of the pair (A,B) and of the covering mapping f . From now on we will
consider only s-sheeted covering pairs and s-sheeted covering mappings over connected
base spaces Y .
An s-sheeted covering pair (A,B) for f :X→ Y is said to be an overlay pair for f
provided B is a normal covering and the following additional condition is fulfilled:
(C4) If B,B ′ ∈ B and B ∩ B ′ 	= ∅, then every σ ∈ S admits a unique σ ′ ∈ S such that
AσB ∩Aσ
′
B ′ 	= ∅.
Recall that an open covering is called normal provided it admits a subordinated partition
of unity. In paracompact spaces all open coverings are normal.
If (A,B) is an s-sheeted overlay pair for f and the sets B,B ′ ∈ B intersect, it is
convenient to define a function ωB ′B :S → S, by putting ωB ′B(σ) = τ , where τ is the
only element of S for which AσB ∩AτB ′ 	= ∅. Clearly, ωB ′B is a bijection, whose inverse is
ωBB ′ . Also note that ωBB = id and forB∩B ′ ∩B ′′ 	= ∅, ωB ′′B ′ωB ′B = ωB ′′B. An analogous
formula holds for any finite number of sets B ∈ B with a nonempty intersection.
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It is clear that an s-sheeted overlay pair (A,B) for f :X→ Y with functions ωB ′B is
just a coordinate bundle (in the sense of [18]) with fiber S, the permutation group Σ(S) as
the transformation group and constant coordinate transformations gB ′B :B ∩ B ′ →Σ(S),
where gB ′B(y)= ωB ′B , for y ∈B ∩B ′.
The following simple lemma will be used several times.
Lemma 2. Let (A,B) be an s-sheeted overlay pair for f :X→ Y , let x, x ′ be points from
X such that x ∈ AσB and x ′ ∈ Aσ
′
B ′ , where B,B
′ ∈ B and σ,σ ′ ∈ S. If f (x) = f (x ′) and
ωB ′B(σ)= σ ′, then x = x ′.
Proof. First note that f (x) = f (x ′) = y implies y ∈ B ∩ B ′ 	= ∅ and therefore, ωB ′B is
well defined. By properties (C1) and (C2), there exists a unique σ ′′ ∈ S such that x ′ ∈Aσ ′′B .
Since, by assumption, x ′ ∈ Aσ ′
B ′ , we see that A
σ ′
B ′ meets A
σ ′′
B . However, it also meets A
σ
B ,
because ωB ′B(σ) = σ ′. By (C4), this implies that σ = σ ′′. Consequently, x, x ′ ∈ AσB . By
(C3), f |AσB is a homeomorphism and thus, f (x)= f (x ′) implies x = x ′. ✷
A mapping f :X → Y between topological spaces is said to be an overlay mapping
provided it admits an overlay pair. Clearly, every overlay mapping is a covering mapping.
A mapping of pointed spaces f : (X,∗)→ (Y,∗) is a pointed covering mapping (pointed
overlay mapping) if f :X→ Y is a covering (overlay) mapping.
If (A,B) and (A′,B′) are s-sheeted covering (overlay) pairs for f , we say that the first
pair refines the second one, and we write (A,B)  (A′,B′), provided, for every B ∈ B
there exists a B ′ ∈ B′ such that B ⊆ B ′ and for every σ ∈ S, there exists a σ ′ ∈ S such
that AσB ⊆A′σ
′
B ′ . Following Moore [14], we say that two covering (overlay) pairs for f are
equivalent provided they can be connected by a finite chain of covering (overlay) pairs for
f , (Ai ,Bi ), i = 1, . . . , n, where for any two consecutive pairs one of the pairs refines the
other one (cf. Remark 9). By a covering structure (overlay structure) [A,B] for a covering
(overlay) mapping f we mean an equivalence class of covering (overlay) pairs (A,B)
for f . By a covering structure (overlay structure) over a space Y , we mean a covering
(overlay) structure for some mapping f :X→ Y .
If f ′ :X′ → Y is another covering (overlay) mapping over the same space Y and [A′,B′]
is a covering (overlay) structure for f ′, we say that the two structures are equivalent if
there exists a homeomorphism ϕ :X→X′ such that f ′ϕ = f and the covering (overlay)
structure [(ϕ)−1(A′),B′] coincides with [A,B] (or equivalently, [ϕ(A),B] coincides with
[A′,B′]). In the same way one defines pointed equivalence of structures of pointed
mappings f : (X,∗)→ (Y,∗). The only difference is the additional requirement that the
homeomorphism ϕ be a pointed mapping ϕ : (X,∗)→ (X′,∗).
The following simple lemma has a straightforward proof.
Lemma 3. Let (A′,B′) be an overlay pair for a mapping f :X→ Y , let B be a normal
covering of Y which refines B′ and let γ :B→ B′ be a function such that B ⊆ B ′ = γ (B),
for every B ∈ B. Let A be the collection of all sets of the form AσB = A′σB ′ ∩ f−1(B),
where B ∈ B, B ′ = γ (B) and σ ∈ S. Then (A,B) is also an overlay pair for f and
(A,B) (A′,B′).
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We refer to (A,B) as the restriction of (A′,B′) to B.
Lemma 4. If Y is a connected locally connected paracompact space, then any two
covering pairs (A′,B′), (A′′,B′′) for a covering mapping f admit an overlay pair (A,B)
for f , which is their common refinement and B consists of connected sets. Therefore,
f :X→ Y is an overlay mapping, which admits a unique overlay structure.
Proof. Choose for B an open covering of Y , which consists of connected sets and is
a star-refinement of both coverings B′ and B′′. For B ∈ B, let AB be the collection
of all components AσB , σ ∈ S, of the set f−1(B) and let A be the union of all
collections AB , when B ranges over B. Since Y is locally connected and f :X→ Y is
a local homeomorphism, it follows that also X is locally connected. Consequently, the
componentsAσB , σ ∈ S, of the open set f−1(B) are also open sets. Clearly, they are disjoint
sets and their union is f−1(B). Moreover, for every B ∈ B, the star St(B,B) is contained
in some B ′ ∈ B′ and in some B ′′ ∈ B′′. For every σ ∈ S,
St(AσB,A)⊆ f−1
(
St(B,B))⊆ f−1(B ′)∩ f−1(B ′′). (2.2)
Since, for every C ∈ B and τ ∈ S, the set AτC is connected, also the star St(AσB,A) is
connected. Taking into account the fact that f−1(B ′) is a disjoint union of the open
sets A′σ ′
B ′ , (2.2) implies that St(AσB,A) must be contained in a single set A′σ
′
B ′ . Since the
restriction of f to A′σ ′
B ′ is a homeomorphism, the restriction of f to St(A
σ
B,A) must be a
homeomorphism to St(B,B) and the restriction of f to AσB must also be a homeomorphism
to B , which shows that the family AB covers B evenly. Consequently, (A,B) is a covering
pair for f , which refines (A′,B′). An analogous argument shows that (A,B) also refines
(A′′,B′′).
To complete the proof it remains to show that (A,B) is an overlay pair for f . Indeed,
assume that B,C ∈ B, AσB ∩ AτC 	= ∅, AσB ∩ Aτ
′
C 	= ∅. Clearly, the set AσB ∪ AτC ∪ Aτ
′
C is
contained in St(AσB,A). However, we already saw that the restriction of f to St(AσB,A) is
a bijection. Hence, also f |(AτC ∪ Aτ
′
C ) is a bijection. On the other hand, both restrictions
f |AτC and f |Aτ
′
C are homeomorphisms to C. This is possible only if τ = τ ′. ✷
Remark 2. In the classical theory of covering mappings one always assumes that the base
space Y is connected and pathwise locally connected. Therefore, by Lemma 4, there is no
need for the notions of covering structure and overlay structure.
We say that an overlay pair (A,B) for a mapping f :X→ Y is decomposable provided
there exist non-empty disjoint open sets X1,X2, whose union is X, and there exist non-
empty disjoint subsets S1, S2, whose union is S. Moreover, the collections Ai = (Aσ iB ,
B ∈ B, σ i ∈ Si), i = 1,2, together with B form overlay pairs (Ai ,B) for the mappings
f i = f |Xi :Xi → Y, i = 1,2.
Clearly, if (A,B) is decomposable, the total space X cannot be connected. We say that an
overlay structure [A,B] for a mapping f :X→ Y is decomposable provided it contains a
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decomposable overlay pair. We say that an overlay mapping is decomposable provided it
admits a decomposable overlay structure. Fox has exhibited examples of indecomposable
overlay mappings f :X → Y between metric spaces, where the total space X is not
connected [4]. Here is such an example.
Example 1. Let X ⊆R× I be the union of the straight line L1 =R× 1 and the sequence
of sets Gn ⊆ R × I , n ∈ Z, where G0 is the graph of a strictly increasing function
α : [0,∞)→ I such that α(0) = 0 and limu→∞ α(u) = 1 and Gn = G0 + (n,0) is the
set obtained by translating G0 by the vector (n,0). Furthermore, let exp :R→ S be the
exponential mapping to the unit circle
S = {z ∈C: ‖z‖ = 1}, exp(u) = e2π iu, u ∈R.
The mapping f is the restriction to X of the mapping
exp× id :R×R→ S ×R and Y = f (X).
Clearly, Y is a continuum which consists of a circle f (L1) and of a ray f (G0)= f (Gn),
exiting from the point f (0,0)= ∗ and spiraling down to the circle S1 = f (L1). It is easy
to see that f :X→ Y is an overlay. In spite of the fact that X is disconnected, this overlay
is indecomposable. Indeed, assume that X is the union of two non-empty disjoint open sets
X1,X2 such that the restrictions f1 = f |X1 and f2 = f |X2 are overlays over Y . Clearly,
one of these sets, say X1, would be the union of L1 and of some of the rays Gn, while
the other one, X2, would be the union of the remaining rays. However, f (Gn) is a proper
subset of Y and thus, f2 cannot be a surjection.
Lemma 5. Let f : X→ Y be an overlay mapping, whose base space Y is paracompact
and locally connected. If f is indecomposable, then X is connected.
Proof. Assume to the contrary that X is disconnected and thus, is the union of two non-
empty disjoint open sets X1,X2. Since Y is paracompact and locally connected, by Lem-
ma 4, f admits an overlay pair (A,B) such that the members of B are connected. For
B ∈ B, let AiB be the collection of all sets AσB , which are entirely contained in Xi , i = 1,2.
Notice that every set AσB is homeomorphic to B and thus connected. Therefore, for B 	= ∅,
it must be entirely contained either in X1 or in X2. Consequently, AB = A1B ∪A2B . Let
us now show that, for every B ∈ B, both collections AiB , i = 1,2, are non-empty. Assume
that for a given B ∈ B, all sets AσB , σ ∈ S, belong to, say, X1. Then, for B ∩B ′ 	= ∅, all sets
Aσ
B ′ , σ ∈ S, belong to X1. Indeed, every set AσB ′ meets some set Aσ
′
B and thus, it meets X1,
which implies that Aσ
B ′ ⊆ X1. The same conclusion holds for every B ′′ ∈ B, because, by
connectedness of Y , B ′′ can be connected to B by a finite chain of sets from B in which the
consecutive members meet. However, this implies that X1 = X, which is a contradiction.
It is now clear that the union Ai , i = 1,2, of all collections AiB , B ∈ B, together with B
form two overlay pairs (A1,B) for f 1 and (A2,B) for f 2, which decompose (A,B). This
contradicts the assumption that f is indecomposable. ✷
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3. Pull-back diagrams
Recall that a pull-back diagram D is a commutative diagram of the form
X0
f0
X
p
f
Y0 Yq
(3.1)
which has the following property. For every space Z and mappings r :Z→X0, g :Z→ Y ,
for which
f0r = qg, (3.2)
there exists a unique mapping h :Z→X such that
ph= r, f h= g. (3.3)
Arbitrary mappings f0 and q can always be completed to a pull-back diagram D. If
mappings f ′0 :X′0 → Y0, p′ :X → X′0, together with the mappings f,q form another
commutative diagramD′, we say that the two diagrams are equivalent provided there exists
a homeomorphism ϕ :X0 →X′0 such that
f ′0ϕ = f0, ϕp = p′. (3.4)
Remark 3. If all mappings in (3.1) are pointed mappings, we speak of a pointed pull-back
diagram D∗. In defining equivalence of two pointed diagrams D∗,D′∗, we require that
the homeomorphism be a pointed mapping ϕ : (X0,∗)→ (X′0,∗). Therefore, ϕ induces an
isomorphism of the corresponding fundamental groups, ϕ# :π1(X0,∗)→ π1(X′0,∗). Since
(3.4) implies that (f ′0)#ϕ# = (f0)#, it follows that the subgroups H0 = f0#(π1(X0,∗)) and
H ′0 = f ′0#(π1(X′0,∗)) of the fundamental group π1(Y0,∗) coincide, H0 =H ′0.
For the sake of completeness we now state and prove two elementary lemmas on pull-
back diagrams, which we will need in the sequel.
Lemma 6. If (3.1) is a pull-back diagram D, then for every y ∈ Y and y0 = q(y), p
induces a bijection of the fiber f−1(y) to the fiber (f0)−1(y0).
Proof. Consider a point y ∈ Y and an arbitrary point x0 ∈ (f0)−1(q(y)). Choose for Z
a singleton Z = {z} and let r(z) = x0, g(z) = y . Since (3.2) holds, there exists a unique
mapping h :Z→ X such that (3.3) holds. Clearly, x = h(z) is the only point on the fiber
f−1(y), for which p(x)= x0. ✷
Lemma 7. If (3.1) is a commutative diagram, f,f0 are covering mappings and p induces
a bijection between the fibers over y ∈ Y and over y0 = q(y) ∈ Y0, then (3.1) is a pull-back
diagram.
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Proof. Consider an arbitrary space Z and mappings r :Z→X0, g :Z→ Y such that (3.2)
holds. We must prove the existence of a unique mapping h :Z→X such that (3.3) holds.
For z ∈ Z, put y = g(z) ∈ Y and y0 = q(y) ∈ Y0. Then, by the commutativity of (3.1),
r(z) ∈ (f0)−1(y0). Therefore, by assumption, there exists a unique point x ∈ f−1(y) such
that p(x) = r(z). We now define h(z) by putting h(z) = x . Clearly, fh(z) = g(z) and
ph(z)= r(z). We have thus proved the existence of a unique function h :Z→X such that
(3.3) holds. To complete the proof, it remains to prove continuity of h.
Let z ∈ Z and let U be an open neighborhood of h(z) in X. Choose covering pairs
(A0,B0) and (A,B), for f0 and f , respectively. Choose B0 ∈ B0 and B ∈ B so that g(z) ∈
B and f0r(z)= qg(z) ∈ B0. Then there is a unique σ ∈ S such that h(z) ∈ AσB ∈AB and
there exists a unique σ0 ∈ S0 such that r(z) ∈Aσ0B0 ∈AB0 . Note that f h(z)= g(z) ∈ B and
ph(z)= r(z) ∈Aσ0B0 . Since p is continuous, there exists an open neighborhood U ′ of h(z)
such that p(U ′)⊆Aσ0B0 . There is no loss of generality in assuming that U ′ ⊆U ∩AσB . Then
V ′ = f (U ′)⊆ B is an open neighborhood of fh(z)= g(z). Now choose a neighborhood
W of z in Z so small that r(W)⊆Aσ0B0 and g(W)⊆ V ′. We claim that h(W)⊆U . Indeed,
for an arbitrary point w ∈ W , there is a point u′ ∈ U ′ such that f (u′) = g(w). On the
other hand, f0p(u′)= qf (u′)= qg(w)= f0r(w). Since p(u′), r(w) ∈Aσ0B0 and f0|A
σ0
B0
is
a bijection, we conclude that p(u′)= r(w). We also know that f (u′)= g(w), so that both
points u′ and h(w) belong to the fiber f−1(g(w)). Therefore, p(h(w)) = r(w) = p(u′)
implies h(w)= u′. However, u′ ∈ U ′ ⊆U and thus, h(w) ∈U , as desired. ✷
We now consider a pointed covering mapping f : (X,∗)→ (Y,∗) between pathwise
connected spaces. Put G = π1(Y,∗), H = f#(π1(X,∗))⊆ G and let G/H denote the set
of right cosets of G with respect to H . Let ω be a path in X, which connects the base-point
∗ ∈X to some point x of the fiber f−1(∗) and let [f#(ω)] ∈G be the coset containing the
loop f#(ω)= fω.
Lemma 8. The coset H [f#(ω)] ∈ G/H depends on the point x ∈ f−1(∗), but does not
depend on the choice of the path ω.
Proof. Let ω′ be another path which connects ∗ to x . Clearly, the path ω is homotopic
rel∂I to the path ω ∗ (ω′)−1 ∗ ω′. Therefore, the loop f#(ω) is homotopic rel∂I to the
loop f#(ω ∗ (ω′)−1) ∗ f#(ω′). Since ω ∗ (ω′)−1 is a loop in (X,∗), it follows that the coset
[f#(ω ∗ (ω′)−1)] ∈H and thus,
H
[
f#(ω)
]=H [f#(ω ∗ (ω′)−1)][f#(ω′)]⊆H 2[f#(ω′)]=H [f#(ω′)]. (3.5)
Analogously, H [f#(ω′)] ⊆H [f#(ω)] and thus, H [f#(ω′)] =H [f#(ω)]. ✷
Lemma 9. The function Φ :f−1(∗)→ G/H , which to a point x ∈ f−1(∗) assigns the
coset H [f#(ω)], is a bijection.
Proof. By Lemma 8, Φ is well defined. To show that Φ is an injection, consider two
points x, x ′ ∈ f−1(∗) such that Φ(x) = Φ(x ′). Let ω be a path from ∗ to x and let η
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be a path from x to x ′. Then Φ(x) = H [f#(ω)] and Φ(x ′) = H [f#(ω ∗ η)], because
ω ∗ η is a path from ∗ to x ′. By assumption, H [f#(ω)][f#(η)] = H [f#(ω)], which
implies [f#(η)] ∈ [f#(ω)]−1H [f#(ω)]. Therefore, there exists a loop ε in (X,∗) such that
[f#(η)] = [f#(ω)]−1[f#(ε)][f#(ω)]. In other words, η and (ω)−1 ∗ ε ∗ ω are paths in X,
which begin at x and end at the points x ′ and x , respectively. Since f maps these paths
into paths which are homotopic rel∂I , it follows that both paths have the same final point,
i.e., x = x ′.
To prove that Φ is a surjection, consider an arbitrary element of G/H . It is of the form
H [ζ ], where ζ is a loop from (Y,∗). Let ω be the path obtained by lifting ζ from the base-
point ∗ ∈ X. Let x be the end-point of ω. Clearly, x ∈ f−1(∗) and Φ(x) = H [f#(ω)] =
H [ζ ], because f#(ω)= fω= ζ . ✷
Lemma 10. Let f : (X,∗)→ (Y,∗), f0 : (X0,∗)→ (Y0,∗) be pointed covering mappings,
where all four spaces are pathwise connected. Let p : (X,∗)→ (X0,∗) and q : (Y,∗)→
(Y0,∗) be pointed mappings, which together with f and f0 form a commutative diagram
D∗. Let G= π1(Y,∗), G0 = π1(Y0,∗), H = f#(π1(X,∗)), H0 = f0#(π1(X0,∗)), let G/H
and G0/H0 be the corresponding sets of right cosets and let r :G/H → G0/H0 be the
function induced by q#. The diagram D∗ is a pull-back diagram if and only if r is a
bijection.
Proof. By definition, r maps H [ζ ] ∈G/H to H0[ζ0] ∈G0/H0, where [ζ0] = q#[ζ ]. The
function r is well defined, because
q#(H)= q#f#
(
π1(X,∗)
)= f0#p#(π1(X,∗))⊆ f0#(π1(X0,∗))=H0. (3.6)
By Lemma 9, the function Φ :f−1(∗) → G/H and its analogue Φ0 : (f0)−1(∗) →
G0/H0 are bijections. Let us show that they satisfy the equality
Φ0
(
p|f−1(∗))= rΦ. (3.7)
Let x ∈ f−1(∗). Consider x0 = p(x) ∈ (f0)−1(∗) and choose a path ω in X from ∗ to x .
Then p#(ω)= pω is a path in X0 from ∗ to x0. Therefore,
Φ(x)=H [f#(ω)] and
rΦ(x)=H0q#
[
f#(ω)
]=H0(qf )#[ω] =H0(f0p)#[ω] =H0f0#[pω].
On the other hand, since pω connects ∗ to x0, it follows that also Φ0p(x)=H0f0#[pω].
If D∗ is a pull-back diagram, then by Lemma 6, p|f−1(∗) is a bijection. Since by
Lemma 9, Φ and Φ0 are also bijections, (3.7) yields the desired conclusion that r is a
bijection. Conversely, assume that r is a bijection. Then (3.7) implies that also p|f−1(∗)
is a bijection. In view of Lemma 7, it remains to show that an analogous assertion holds,
for every y ∈ Y , i.e., that also the restriction p|f−1(y) to f−1(y0), where y0 = q(y), is a
bijection. An easy argument, based on the path connectedness of Y and on the uniqueness
of the path lifting, deduces this assertion from its special case y = ∗. ✷
In the next three lemmas we consider the relationship between pull-back diagrams,
inverse limits and overlay pairs. Let X = (Xλ,pλλ′,Λ) and Y = (Yλ, qλλ′,Λ) be inverse
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systems of topological spaces, indexed by a directed ordered set Λ. A level mapping
of systems f = (fλ) :X→ Y , shorter, a mapping, consists of a collection of mappings
fλ :Xλ → Yλ, λ ∈Λ, such that
fλpλλ′ = qλλ′fλ′, λ λ′. (3.8)
A mapping p = (pλ) :X → X of a space X to an inverse system X = (Xλ,pλλ′,Λ)
consists of a collection of mappings pλ :X→Xλ such that
pλλ′pλ′ = pλ, λ λ′. (3.9)
Lemma 11. Let p :X→X, q :Y → Y , f :X→ Y and f :X→ Y be mappings such that,
for every λ ∈Λ, fλ,f,pλ and qλ form a pull-back diagram Dλ. If q :Y → Y is an inverse
limit, then also p :X→X is an inverse limit and f = limf .
Proof. Let p′ :X′ →X be an inverse limit of X. For λ λ′, one has fλp′λ = qλλ′(fλ′p′λ′)
and therefore, the mappings fλp′λ :X′ → Yλ, λ ∈ Λ, induce a mapping f ′ :X′ → Y
such that fλp′λ = qλf ′. Since Dλ is a pull-back diagram, there exists a unique mapping
φ :X′ → X such that p′λ = pλφ and f ′ = f φ. Moreover, pλ = pλλ′pλ′ and the fact that
p′ :X′ →X is a limit imply that there exists a mapping ψ :X→X′ such that pλ = p′λψ .
Now consider the mapping ψφ :X′ →X′. Note that pλλ′p′λ′ψφ = pλλ′pλ′φ = pλφ = p′λ.
Therefore, by uniqueness, ψφ = id. Moreover, fλpλφψ = fλp′λψ = fλpλ and qλf φψ =
qλf
′ψ = fλp′λψ = fλpλ. SinceDλ is a pull-back diagram, we conclude that also φψ = id.
Hence, φ is a homeomorphism and thus, p :X→X is also an inverse limit. ✷
Lemma 12. Let p :X→X, q :Y → Y and f :X→ Y be mappings such that, for every
λ λ′, the mappings fλ,fλ′ ,pλλ′ and qλλ′ form a pull-back diagram Dλλ′ . If X = limX,
Y = limY and f = limf , then also the diagrams Dλ, formed by fλ,f,pλ and qλ are
pull-back diagrams.
Proof. For an arbitrary λ ∈Λ consider a space Z and mappings hλ :Z→Xλ, g :Z→ Y
such that
fλhλ = qλg. (3.10)
We must show that there exists a unique mapping h :Z→X such that
pλh= hλ, (3.11)
fh= g. (3.12)
Consider indices λ′  λ and note that
qλλ′(qλ′g)= qλg = fλhλ. (3.13)
Since Dλλ′ is a pull-back diagram, there exists a unique mapping hλ′ :Z→Xλ′ such that
hλ = pλλ′hλ′ , (3.14)
fλ′hλ′ = qλ′g. (3.15)
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We claim that, for λ′  λ′′,
hλ′ = pλ′λ′′hλ′′ . (3.16)
Indeed,pλλ′(pλ′λ′′hλ′′)= pλλ′′hλ′′ = hλ and fλ′(pλ′λ′′hλ′′)= qλ′λ′′fλ′′hλ′′ = qλ′λ′′qλ′′g =
qλ′g. Therefore, (3.16) is a consequence of the uniqueness of hλ′ . Since X = limX, we
conclude that there exists a unique mapping h :Z→X such that
pλ′h= hλ′, λ′  λ. (3.17)
Note that this includes (3.11) for λ′ = λ. In order to show that h also satisfies (3.12), it
suffices to prove that, for all λ′  λ,
qλ′fh= qλ′g. (3.18)
Indeed, qλ′fh= fλ′pλ′h= fλ′hλ′ = qλ′g. ✷
Lemma 13. Let (3.1) be a pull-back diagram and let (A0,B0) be an overlay pair for
f0 :X0 → Y0. Then B = q−1(B0) and A= p−1(A0) form an overlay pair for f :X→ Y .
Moreover, if (A0,B0) is decomposable, then so is (A,B). Hence, if f0 is decomposable,
so is f .
Proof. Since B0 is a normal covering, so is B. Clearly, the pair (A,B) satisfies
conditions (C1), (C2) and (C4). To verify (C3), we must show that f |AσB :AσB → B
is a homeomorphism, where B = q−1(B0), AσB = p−1(AσB0) and B0 ∈ B0. We will
first show that this mapping is an injection. Indeed, if x, x ′ ∈ AσB are points such that
f (x) = f (x ′) = y , then f0p(x) = qf (x) = qf (x ′) = f0p(x ′). Since p(x),p(x ′) ∈ AσB0
and f0|AσB0 is injective, one concludes that p(x)= p(x ′) ∈ (f0)−1(q(y)). However, x, x ′ ∈
f−1(y) and, by Lemma 6, p|f−1(y) is a bijection f−1(y)→ (f0)−1(q(y)). Consequently,
x = x ′. Now consider the space Z = B and the mappings f ′ :B → Y , p′ :B → X0,
where f ′ is the inclusion B → Y and p′ = (f0|AσB0)−1(q|B). Since f0p′ = qf ′, one
obtains a mapping h :B → X such that ph = p′ and f h = f ′. Note that p′(B) ⊆ AσB0 .
Therefore,h can be viewed as a mapping h :B→AσB . Moreover, (f |AσB)h= id, hence also
(f |AσB)h(f |AσB)= (f |AσB)id. Since f |AσB is an injection, one concludes that h(f |AσB)=
id. Consequently, h is the inverse of f |AσB .
Now assume that (A0,B0) decomposes in two overlay pairs (Ai0,B0) for mappings
f i0 :X
i
0 → Y , i = 1,2, indexed by non-empty disjoint sets S1, S2, whose union is S. Recall
that f i0 = f0|Xi0 and X0 =X10∪X20. PutXi = p−1(Xi0), f i = f |Xi and letAi = p−1(Ai0),
i = 1,2. The first assertion of the lemma implies that (Ai ,B) is an overlay pair for f i ,
i = 1,2. It is also clear that these two overlay pairs decompose (A,B). ✷
4. Overlay-enriched pull-back diagrams
Let q :Y → Y0 be a mapping and let B and B0 be open coverings of Y and Y0,
respectively. We say that B0 is proper for B and q if it has the following two properties.
(P1) q−1(B0) refines B.
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(P2) If B10 , . . . ,Bk0 ∈ B0 and B10 ∩ · · · ∩Bk0 	= ∅, then also
q−1(B10 ) ∩ · · · ∩ q−1(Bk0 ) 	= ∅. (4.1)
Note that (P1) implies the existence of functions β :B0 → B, which assign to everyB0 ∈ B0
a set B = β(B0) ∈ B such that q−1(B0) ⊆ B . Such a function β we call an enlargement
function.
We now introduce the notion of an overlay-enriched pull-back diagram, abbreviated
to enriched pull-back diagram and denoted by ED. It consists of an underlying pull-back
diagramD, formed by mappings f,f0,p, q , as in (3.1), enriched by an overlay pair (A,B)
for f , an overlay pair (A0,B0) for f0 (both indexed by S) such that B0 is proper for B and
q . To ED also belongs an enlargement function β :B0 → B such that, for every B0 ∈ B0
and every σ ∈ S,
p−1(AσB0)⊆AσB, (4.2)
where B = β(B0).
By a pointed overlay-enriched pull-back diagram ED∗, we mean a diagram ED, where
all the mappings involved are pointed mappings, i.e., f : (X,∗)→ (Y,∗), f0 : (X0,∗)→
(Y0,∗), p : (X,∗)→ (X0,∗), q : (Y,∗)→ (Y0,∗). With such a diagram we associate a
subgroup H =H(D∗) of the fundamental group π1(Y0,∗) by putting
H = f0#
(
π1(X0,∗)
)
. (4.3)
The following simple lemma will prove useful.
Lemma 14. Let ED be an enriched pull-back diagram and let B0,C0 ∈ B0, B0 ∩C0 	= ∅.
If B = β(B0) and C = β(C0), then also B ∩C 	= ∅ and ωC0B0 = ωCB .
Proof. By property (P2), there exists an element y ∈ q−1(B0) ∩ q−1(C0) ⊆ B ∩ C.
Consequently, both functions ωC0B0 and ωCB are defined. For σ ∈ S, let ωCB(σ) = τ .
There is a unique point x ∈AσB such that f (x)= y . Since ωCB(σ)= τ , x must belong to
AτC . Since q(y) ∈ B0 ∩C0, there exist unique elements σ ′, τ ′ ∈ S such that p(x) ∈Aσ
′
B0
∩
Aτ
′
C0
and thus, ωC0B0(σ ′) = τ ′. By (4.2), one concludes that x ∈ Aσ ′B ∩ Aτ
′
C . Comparison
with x ∈AσB ∩AτC shows that σ ′ = σ and τ ′ = τ . Consequently, also ωC0B0(σ )= τ . ✷
In several of the lemmas which follow, instead of (4.2), we will be using the equivalent
condition
p
(
AσB ∩ (qf )−1(B0)
)⊆AσB0 . (4.4)
Lemma 15. Conditions (4.2) and (4.4) are equivalent.
Proof. Assume that (4.2) holds and let x0 be a point from the left side of (4.4), i.e., x0 =
p(x), where x ∈ AσB ∩ (qf )−1(B0). Then f0(x0) = qf (x) ∈ B0 and thus, x0 ∈ AτB0 , for
some τ ∈ S. It follows from (4.2) that x ∈AτB . Consequently, τ must be equal to σ and thus,
x0 ∈ AσB0 . Conversely, let x ∈ p−1(AσB0). Then p(x) ∈ AσB0 and qf (x) = f0p(x) ∈ B0.
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Consequently, x ∈ f−1(q−1(B0)) and thus, x ∈ f−1(B), where B = β(B0). Therefore,
there exists a τ ∈ S such that x ∈ AτB ∩ (qf )−1(B0). Now (4.4) implies that p(x) ∈ AτB0 .
Since also p(x) ∈AσB0 , one concludes that σ = τ and thus, x ∈AσB . ✷
The next lemma establishes existence of enriched pull-back diagrams.
Lemma 16. Let f :X → Y and q :Y → Y0 be mappings and let (A,B) be an overlay
pair for f , indexed by S. Moreover, let B0 be a normal covering of Y0, which is proper
for B and q , and let β :B0 → B be an enlargement function. Then the given data can be
completed to an enriched pull-back diagram ED.
Proof. We first associate with every B0 ∈ B0 and every σ ∈ S a homeomorphic copy Bσ0
of B0 and a homeomorphism f σB0 :B
σ
0 → B0. We then form the disjoint union
XS0 =
∐
B0∈B0
∐
σ∈S
Bσ0 . (4.5)
Let X0 be the quotient space X0 =XS0 /∼, where ∼ is the equivalence relation defined as
follows. For z ∈Bσ0 and z′ ∈B ′0σ
′
, one has z∼ z′ provided
f σB0(z)= f σ
′
B ′0
(z′), (4.6)
ωB ′B(σ)= σ ′, (4.7)
where B = β(B0) and B ′ = β(B ′0). Note that (4.6) implies B0 ∩ B ′0 	= ∅ and thus,
B ∩B ′ ⊇ q−1(B0)∩ q−1(B ′0) 	= ∅. Therefore, ωB ′B is well defined.
Only transitivity of ∼ requires a proof. Assume that z∼ z′ and z′ ∼ z′′, where z ∈AσB0 ,
z′ ∈ Aσ ′
B ′0
and z′′ ∈ Aσ ′′
B ′′0
. The first of these relations implies (4.6) and (4.7), while the
second relation implies f σ ′
B ′0
(z′)= f σ ′′
B ′′0
(z′′) and ωB ′′B ′ (σ ′)= σ ′′. Since f σB0(z)= f σ
′
B ′0
(z′)=
f σ
′′
B ′′0
(z′′) ∈B0 ∩B ′0 ∩B ′′0 	= ∅, (P2) implies
B ∩B ′ ∩B ′′ ⊇ q−1(B0)∩ q−1(B ′0)∩ q−1(B ′′0 ) 	= ∅.
Consequently, ωB ′′B = (ωB ′′B ′)(ωB ′B) and one concludes that ωB ′′B(σ) = σ ′′. However,
this and f σB0(z)= f σ
′′
B ′′0
(z′′) yield the desired conclusion z∼ z′′.
In order to define f0 :X0 → Y0, we first consider the mapping f S0 :XS0 → Y0 given
by f S0 |Bσ0 = f σB0 . By (4.6), z ∼ z′ implies f S0 (z) = f S0 (z′). Consequently, f S0 induces
a mapping f0 :X0 → Y0. Put AσB0 = ρ(Bσ0 ), where ρ :XS0 → X0 is the natural quotient
mapping. To see that the set AσB0 is open in X0, it suffices to verify that ρ
−1(AσB0) is
open in XS0 , i.e., that it intersects every set of the form B
′
0
σ ′ in an open set. Clearly,
one can assume that the intersection is not empty and therefore, ωB ′B(σ) = σ ′. It is then
readily seen that the considered intersection equals (f σ ′
B ′0
)−1(B0∩B ′0), which is an open set
in B ′0
σ ′
.
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Next we define the mapping p :X→X0. Since B0 is a covering of Y0, for every point
x ∈ X, there exists a set B0 ∈ B0, which contains the point qf (x) and thus, f (x) ∈
q−1(B0) ⊆ B . Since the sets AσB cover f−1(B) and are disjoint, there is a unique σ ∈ S
such that x ∈AσB . Moreover, there is a unique point z ∈ Bσ0 such that f σB0(z)= qf (x). Let
us show that x0 = ρ(z) does not depend on the choice of the set B0. Indeed, if qf (x)
also belongs to a set B ′0 ∈ B0, then f (x) ∈ q−1(B ′0) ⊆ B ′. Therefore, x ∈ Aσ
′
B ′ , for a
unique σ ′ ∈ S and ωB ′B(σ) = σ ′. The construction, based on B ′0, assigns to x the point
x ′0 = ρ(z′), where z′ is the unique point z′ ∈B ′0σ
′
such that f σ ′
B ′0
(z′)= qf (x). Consequently,
f σB0
(z)= f σ ′
B ′0
(z′) and we conclude that indeed, z∼ z′, i.e., x0 = ρ(z)= ρ(z′)= x ′0. Finally,
we put p(x)= x0. Note that f0p(x)= f0ρ(z)= f S0 (z)= f σB0(z)= qf (x) and thus,
f0p = qf. (4.8)
In order to verify (4.2), consider a point x ∈ p−1(AτB0). Note that qf (x) = f0p(x) ∈
f0(AτB0) = B0 and thus, f (x) ∈ q−1(B0) ⊆ B . There exists a unique σ ∈ S such that
x ∈ AσB . According to the construction of p, p(x) = ρ(z), where z ∈ B0σ and thus,
p(x) ∈ ρ(Bσ0 ) = AσB0 . However, by assumption, p(x) ∈ AτB0 , which implies that σ = τ
and thus, x ∈AτB .
To prove continuity of p at the point x , it suffices to note that the restriction of p to
the neighborhood U = f−1(q−1(B0)) ∩ AσB is the composition of the following three
mappings: qf |U , (f σB0)−1 :B0 → Bσ0 and ρ|Bσ0 .
Let us now show that (A0,B0) is an overlay pair for f0, i.e., conditions (C1)–(C3) and
(C4) from Section 2 hold. To verify property (C1) we need to show that
(f0)
−1(B0)=
⋃
σ∈S
ρ
(
Bσ0
)
. (4.9)
Indeed, if z ∈ Bσ0 , then f0ρ(z) = f S0 (z) = f σB0(z) ∈ B0. Conversely, for a z ∈ XS0 , let
ρ(z) ∈X0 belong to (f0)−1(B0). Then there exist B ′0 ∈ B0 and σ ′ ∈ S such that z ∈ B ′0σ
′
.
Consequently, f0ρ(z)= f S0 (z)= f σ
′
B ′0
(z) ∈ B ′0. However, by assumption, f σ
′
B ′0
(z)= f0ρ(z)
also belongs to B0. Therefore, B0 ∩ B ′0 	= ∅, which implies B ∩ B ′ 	= ∅. It follows that
ωBB ′ is well defined and σ = ωBB ′(σ ′). Since f σB0 :Bσ0 → B0 is a homeomorphism and
f σ
′
B ′0
(z) ∈ B0, there exists a point z′ ∈ Bσ0 such that f σB0(z′)= f σ
′
B ′0
(z). Consequently, z∼ z′
and thus, ρ(z)= ρ(z′) ∈ ρ(Bσ0 ), which shows that ρ(z) belongs to the right side of (4.9).
To verify (C2) assume that the sets ρ(Bσ0 ) and ρ(Bσ
′
0 ) meet. Then there exist points
z ∈Bσ0 and z′ ∈Bσ
′
0 such that ρ(z)= ρ(z′), i.e., z∼ z′. By the definition of ∼, this implies
that ωBB(σ)= σ ′. However, ωBB = id. Consequently, σ = σ ′.
Let us now verify (C3) by showing that f0|ρ(Bσ0 ) is a homeomorphism onto B0. Since
f σB0
is a homeomorphism, it suffices to see that ρ|Bσ0 is a homeomorphism Bσ0 → ρ(Bσ0 ).
Indeed, for points z, z′ ∈ Bσ0 , the relation z ∼ z′ implies f σB0(z) = f σB0(z′), which yields
z= z′. Hence, ρ|Bσ0 is a bijection. This mapping is open, because, for an open set U ⊆ Bσ0 ,
the intersection of the set ρ−1(ρ(U)) with Bσ0 equals U .
Finally, let us verify condition (C4). Consider a set AσB0 , where B0 ∈ B0 and σ ∈ S. Let
B ′0 be another member of B0, which intersects B0. If y0 ∈ B0 ∩ B ′0, then there is a point
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z ∈ Bσ0 such that f σB0(z) = y0. Note that ρ(z) ∈ AσB0 . Put σ ′ = ωB ′B(σ) and let z′ ∈ Bσ
′
0
be the only point for which f σ ′
B ′0
(z′) = y0. Then z ∼ z′ and thus, ρ(z)= ρ(z′). Moreover,
ρ(z) ∈ Aσ ′
B ′0
, which shows that AσB0 ∩ Aσ
′
B ′0
	= ∅. Now assume that also Aσ ′′
B ′0
intersects AσB0
and thus, ωB ′B(σ) = σ ′′. Consequently, σ ′′ = σ ′, which shows that AσB0 intersects only
Aσ
′
B ′0
.
To show that the mappings p,q,f0, f form a pull-back diagram, recall that (4.8) holds
and f,f0 are covering mappings. Therefore, by Lemma 7, it suffices to show that, for
every y ∈ Y , p induces a bijection between the fibers f−1(y) and (f0)−1(y0), where
y0 = q(y). To prove that p|f−1(y) is a mapping onto (f0)−1(y0), consider any point
x0 ∈ (f0)−1(y0). Choose a member B0 ∈ B0, which contains y0. There exist a unique
σ ∈ S such that x0 ∈ AσB0 . Moreover, there exists a point z ∈ Bσ0 such that ρ(z)= x0 and
thus, f σB0(z)= f0(x0)= y0. Since f |AσB is a homeomorphism onto B and y ∈ q−1(y0)⊆
q−1(B0)⊆ B , there is a point x ∈ AσB such that f (x)= y , i.e., x ∈ f−1(y). However, by
the definition of p, one has p(x)= ρ(z)= x0. To prove injectivity, assume that x, x ′ are
two points from f−1(y) such that p(x) = p(x ′). Choose B0 ∈ B0 so that q(y) ∈ B0 and
thus, f (x) = f (x ′) = y ∈ q−1(B0) ⊆ B . There exist unique indices σ,σ ′ ∈ S such that
x ∈AσB and x ′ ∈Aσ
′
B . Moreover, there exist unique points z, z
′ such that z ∈AσB0 , z′ ∈Aσ
′
B0
and f σB0(z) = f σ
′
B0
(z′) = y0. By the definition of p, one concludes that p(x) = ρ(z),
p(x ′)= ρ(z′). Since p(x)= p(x ′), it follows that z∼ z′ and thus, ωBB(σ)= σ ′. However,
ωBB = id, and therefore, σ = σ ′. This implies that x = x ′, because f (x)= f (x ′) and f |AσB
is a homeomorphism. ✷
Remark 4. The construction of the mapping f0 :X0 → Y0 and of the overlay pair (A0,B0)
for f0 follows the general construction of a coordinate bundle for given coordinate
transformations (see [18, §3.2]).
The next lemma shows that a different choice of the enlargement function yields an
equivalent underlying pull-back diagram.
Lemma 17. Let ED and ED′ be two enriched pull-back diagrams which have the same
mappings f,q , the same overlay pair (A,B) and the same covering B0, but differ in the
remaining data. Then their underlying pull-back diagrams are equivalent, i.e., there exists
a homeomorphism ϕ :X0 → X′0 such that (3.4) holds. For pointed diagrams ED∗ and
ED′∗, the groups H(D∗) =H(D′∗). Consequently, H(D∗) does not depend on A0, f0, p
and β .
Proof. For a given x0 ∈X0, we define ϕ(x0) ∈X′0 as follows. First choose a set B0 ∈ B0
such that y0 = f0(x0) ∈ B0. There exists a unique σ ∈ S such that x0 ∈AσB0 . LetB = β(B0)
and B ′ = β ′(B0). Since B0 	= ∅, the set B ∩ B ′ ⊇ q−1(B0) 	= ∅ and ωB ′B is well defined.
Put σ ′ = ωB ′B(σ). Let x ′0 be the only point of A′σ
′
B0
⊆ X′0 such that f ′0(x ′0) = y0. Put
ϕ(x0) = x ′0. To see that ϕ is well defined, we must show that its value does not depend
on the choice of the set B0.
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Indeed, assume that C0 is another member of B such that y0 ∈ C0 and let C = β(C0),
C′ = β ′(C0). Let τ be the only element of S such that x0 ∈ AτC0 and let τ ′ = ωC ′C(τ).
Let x ′′0 be the only point of A
′τ ′
C0
⊆X′0 such that f ′0(x ′′0 )= y0. We must show that x ′0 = x ′′0 .
Since f ′0(x ′0) = f ′0(x ′′0 )= y0, this assertion will follow from Lemma 2 (applied to f ′0 and
(A′0,B0)) if we show that
ωC ′B ′(σ
′)= τ ′. (4.10)
To prove (4.10) note that y0 ∈ B0 ∩ C0 implies q−1(B0) ∩ q−1(C0) 	= ∅. Since
q−1(B0) ⊆ B ∩ B ′ and q−1(C0) ⊆ C ∩ C′, it follows that B ∩ B ′ ∩ C ∩ C′ 	= ∅.
Consequently,
ωC ′B ′(σ
′)= ωC ′CωCBωBB ′(σ ′)= ωC ′CωCB(σ). (4.11)
However, ωC0B0(σ )= τ , because x0 belongs to both sets AσB0 and AτC0 . On the other hand,
by Lemma 14, ωC0B0 = ωCB and thus,
ωCB(σ)= τ. (4.12)
Since, ωC ′C(τ)= τ ′, (4.10) is a consequence of (4.12) and (4.11).
To show that ϕ is a bijection, consider two different points x0, x0 ∈X0. We distinguish
two cases. In the first case we assume that f0(x0) 	= f0(x0). Since f0 = f ′0ϕ, it follows that
ϕ(x0) 	= ϕ(x0). Now assume that f0(x0)= f0(x0)= y0. Choose B0 ∈ B0 so that y0 ∈ B0.
Let B = β(B0) and B ′ = β ′(B0). Assume that x0 ∈ AσB0 and x0 ∈ AτB0 . Since x0 and x0
are distinct points on the same fiber (f0)−1(y0), σ cannot be equal to τ . Let σ ′ = ωB ′B(σ)
and τ ′ = ωB ′B(τ). Then AσB ∩ Aσ
′
B ′ 	= ∅ and AτB ∩ Aτ
′
B ′ 	= ∅. Therefore, the assumption
σ ′ = τ ′ would imply that Aσ ′B = Aτ
′
B intersects both sets AσB and A
τ
B , which is impossible
because σ 	= τ . Consequently, σ ′ 	= τ ′. By the construction of ϕ, we have ϕ(x0) ∈A′σ ′B0 and
ϕ(x0) ∈A′τ ′B0 . Since these sets are disjoint, we conclude that again ϕ(x0) 	= ϕ(x0).
To verify the first equality in (3.4) note that f ′0ϕ(x0)= f ′0(x ′0)= y0 = f0(x0). To verify
the second equality in (3.4) consider a point x ∈X. Let y0 = qf (x) and let B0 ∈ B0 contain
y0. Let B = β(B0) and B ′ = β ′(B0). Then there exist unique elements σ,σ ′ ∈ S such that
x ∈AσB and x ∈Aσ
′
B ′ . Note that p(x) ∈AσB0 and p′(x) ∈A′σ
′
B0
. By the definition of ϕ, ϕp(x)
is the only point in A′σ ′B0 , for which f
′
0(ϕp(x))= f0(p(x)) = y0. On the other hand, also
f ′0p′(x)= y0. Consequently, ϕp(x)= p′(x).
To complete the proof, we still need to show that the function ϕ is continuous and open.
First note that the restriction of ϕ to the neighborhood AσB0 of x0 is the composition of the
restriction f0|AσB0 and of the inverse of the homeomorphism f ′0|A′σ
′
B0
:A′σ ′B0 → B0. Hence,
this restriction is a homeomorphism. Since the sets AσB0 form an open covering of X0, it
follows that ϕ is a local homeomorphism and thus, it is an open mapping. For pointed
diagrams, Remark 3 applies and shows that H(D∗)=H(D′∗). ✷
Lemma 18. Let two enriched pull-back diagrams ED and ED′ have the same mappings
f,q and the same overlay pair (A,B), but differ in the remaining data. If the covering B0
from ED refines the corresponding covering B′0 from ED′, then their underlying pull-back
diagrams are equivalent. For pointed diagrams, H(D∗)=H(D′∗).
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Proof. Since B0  B′0, there exists a function β0 :B0 → B′0, which assigns to every B0 ∈
B0 a member B ′0 = β0(B0) ∈ B′0 such that B0 ⊆ B ′0. Let β ′ :B′0 → B be the enlargement
function of ED′. Notice that β = β ′β0 :B0 → B is an enlargement function, because
q−1(B0)⊆ q−1(B ′0)⊆ B ∈ B, where B = β ′(B ′0)= β(B0). In view of Lemmas 16 and 17,
there is no loss of generality in assuming that β is the enlargement function of ED.
For a point x0 ∈X0, we define ϕ(x0) ∈X′0 as follows. Choose a member B0 ∈ B0 such
that y0 = f0(x0) ∈ B0. There exists a unique σ ∈ S such that x0 ∈AσB0 . Then consider A′σB ′0 ,
where B ′0 = β0(B0). Since B0 ⊆ B ′0 and the restrictions of f0 to AσB0 and of f ′0 to A′σB ′0
are homeomorphisms onto B0 and B ′0, respectively, there exists a unique point x ′0 ∈ A′σB ′0
such that f ′0(x ′0)= y0 = f0(x0). Put ϕ(x0) = x ′0. To see that ϕ is a well-defined function,
we must show that it does not depend on the choice of B0. Hence, assume that C0 is
another member of B0 such that y0 ∈ C0. Let C′0 = β0(C0) and let B = β(B0) = β ′(B ′0),
C = β(C0) = β ′(C′0). Then there exists a unique τ ∈ S such that x0 ∈ AτC0 . Let x ′′0 be
the only point of A′τ
C ′0
such that f ′0(x ′′0 ) = y0 = f0(x0). We must show that x ′0 = x ′′0 . In
view of Lemma 2, it suffices to show that ωC ′0B ′0(σ ) = τ . Since x0 ∈ AσB0 ∩ AτC0 , we see
that ωC0B0(σ ) = τ . However, by Lemma 14, ωC ′0B ′0 = ωC ′B ′ = ωC0B0 and thus indeed,
ωC ′0B ′0(σ )= τ .
By construction, f ′0ϕ = f0. In order to show that also ϕp = p′, consider an arbitrary
point x ∈ X. Choose a member B0 of B0 such that y0 = qf (x) = f0p(x) ∈ B0. Let
σ ∈ S be such that x ∈ AσB . Since qf (x) ∈ B0 ⊆ B ′0, we conclude that p(x) ∈ AσB0 and
p′(x) ∈ A′σ
B ′0
. Consequently, ϕp(x) ∈ A′σ
B ′0
and f ′0(ϕp(x))= y0. Since also f ′0(p′(x))= y0
and the restriction of f ′0 to A
′σ
B ′0
is a bijection, we conclude that indeed, ϕp(x)= p′(x).
To show that ϕ is a bijection, assume that x0, x0 are two distinct points of X0. If
f0(x0) 	= f0(x0), then f0 = f ′0ϕ implies that also ϕ(x0) 	= ϕ(x0). Now assume that
f0(x0) = f0(x0) = y0. Let σ,σ be elements of S such that x0 ∈ AσB0 and x0 ∈ AσB0 .
Clearly, σ 	= σ and thus, the sets A′σ
B ′0
and A′σ
B ′0
are disjoint. However, by the definition
of ϕ, ϕ(x0) ∈ A′σB ′0 and ϕ(x0) ∈ A
′σ
B ′0
. Consequently, ϕ(x0) 	= ϕ(x0). To prove that ϕ is a
surjection, consider any point x ′0 ∈ X′0. Choose B0 in B0 so that y0 = f ′0(x ′0) ∈ B0. Let
σ ∈ S be such that x ′0 ∈A′σB ′0 . There is a unique point x0 ∈A
σ
B0
⊆X0 such that f0(x0)= y0.
Clearly, ϕ(x0)= x ′0.
It is readily seen that ϕ is a local homeomorphism, hence, it is continuous and open. The
equality H(D∗)=H(D′∗) is a consequence of Remark 3. ✷
Lemma 19. Let ED,ED′ be two enriched pull-back diagrams, which have the same
mappings f,q and the same covering B0, but differ in the remaining data. If the overlay
pair (A,B) from ED refines the pair (A′,B′) from ED′, then the underlying pull-back
diagrams D,D′ are equivalent. For pointed diagrams H(D∗)=H(D′∗).
Proof. Since (A,B)  (A′,B′), there exists a function β∗ :B→ B′ such that, for every
B ∈ B, B ′ = β∗(B) contains B . Moreover, there exist functions αB :S→ S, B ∈ B, such
that AσB ⊆ A′σ
′
B ′ , where σ
′ = αB(σ). Let β :B0 → B be the enlargement function of ED.
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Note that q−1(B0) ⊆ β(B0) ⊆ β∗β(B0) and thus, β∗β is an enlargement function B0 →
B′. By Lemmas 16 and 17, there is no loss of generality in assuming that the enlargement
function β ′ of ED′ equals β∗β . To complete the proof we need a homeomorphism
ϕ :X0 →X′0 such that ϕp = p′ and f ′0ϕ = f0. We define ϕ as follows. For x0 ∈X0, choose
a member B0 of B0 such that y0 = f0(x0) ∈ B0. There exists a unique σ ∈ S such that
x0 ∈ AσB0 . Let β(B0)= B , β∗(B)= B ′ and thus, β ′(B0)= B ′. Moreover, let αB(σ)= σ ′.
There exists a unique point x ′0 ∈A′σ
′
B0
such that f ′0(x ′0)= y0. Put ϕ(x0)= x ′0.
Let us show that ϕ(x0) is well defined, i.e., x ′0 does not depend on the choice of B0.
Indeed, assume that C0 is another member of B0 which contains y0. Let τ ∈ S be such that
x0 ∈AτC0 and let β(C0)= C, β∗(C)= C′ and thus, β ′(C0)= C′. Moreover, let αC(τ)= τ ′.
Now the described construction yields a point x ′′0 ∈ A′τ
′
C0
such that f ′0(x ′′0 ) = y0. Since
f ′0(x ′0)= f ′0(x ′′0 ), Lemma 2 will yield the desired conclusion, x ′0 = x ′′0 , provided we show
that ωC0B0(σ ′)= τ ′. Note that y0 ∈B0 ∩C0 and thus,
∅ 	= q−1(B0)∩ q−1(C0)⊆ B ∩C ⊆ B ′ ∩C′.
Therefore, ωCB and ωC ′B ′ are well defined, and by Lemma 14, ωC0B0 = ωCB = ωC ′B ′ .
Hence, it suffices to show that ωC ′B ′ (σ ′) = τ ′. Now note that x0 ∈ AσB0 ∩ AτC0 and thus,
ωCB(σ)= ωC0B0(σ )= τ . This implies that ∅ 	=AσB∩AτC ⊆A′σ
′
B ′ ∩A′τ
′
C ′ , becauseA
σ
B ⊆A′σ
′
B ′
and AτC ⊆A′τ
′
C ′ . However, A
′σ ′
B ′ ∩A′τ
′
C ′ 	= ∅ show that indeed, ωC ′B ′(σ ′)= τ ′.
The validity of the equality f ′0ϕ = f0 is an immediate consequence of the construction
of ϕ. To show that ϕp = p′, consider an arbitrary point x ∈ X and choose a member B0
of B0 which contains the point y0 = qf (x). As before, let β(B0) = B and β ′(B0) = B ′.
Clearly, f (x) ∈ q−1(B0)⊆ B ⊆ B ′. Let σ be the only element of S such that x ∈AσB . Then
p(x) ∈AσB0 . Consequently, ϕ(p(x)) is the only point of A′σ
′
B0
such that f ′0ϕ(p(x))= y0 and
σ ′ = αB(σ). Since AσB ⊆ Aσ
′
B ′ , we concludes that x ∈ Aσ
′
B ′ and thus also, p
′(x) ∈ A′σ ′B0 .
However, f ′0|A′σ
′
B0
is a homeomorphism and therefore, f ′0(ϕ(p(x))) = y0 = f ′0(p′(x))
implies the desired conclusion, ϕ(p(x))= p′(x).
To show that ϕ is an injection, consider two distinct points x0, x0 ∈ X0. First assume
that f0(x0) 	= f0(x0). Then f0 = f ′0ϕ implies that ϕ(x0) 	= ϕ(x0). Now assume that
f0(x0) = f0(x0) = y0. Choose B0 ∈ B0 so that y0 ∈ B0. There exist unique elements
σ,σ ∈ S such that x0 ∈ AσB0 and x0 ∈ AσB0 . Clearly, σ 	= σ , because x0 	= x0. Now note
that AσB ⊆ A′σ
′
B ′ and A
σ
B ⊆ A′σ
′
B ′ , where αB(σ)= σ ′ and αB(σ)= σ ′. One has σ ′ 	= σ ′, for
otherwise, AσB and A
σ
B would be disjoint sets, contained in A′σ
′
B ′ such that f maps each of
these sets homeomorphically to B 	= ∅, which contradicts the fact that the restriction of f
to A′σ ′
B ′ is a homeomorphism onto B
′ ⊇ B . Clearly, σ ′ 	= σ ′ implies Aσ ′B0 ∩Aσ
′
B0
= ∅. Since
ϕ(x0) ∈Aσ ′B0 and ϕ(x0) ∈Aσ
′
B0
, we obtained the desired conclusion ϕ(x0) 	= ϕ(x0).
To prove surjectivity of ϕ, consider an arbitrary point x ′0 ∈ X′0. Choose a member
B0 ∈ B0 which contains the point y0 = f ′0(x ′0). Let B ∈ B and B ′ ∈ B′ be as above. Since
B 	= ∅, there is a point x ∈ A′σ ′
B ′ such that f (x) ∈ B . Let σ be the only element in S such
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that x ∈ AσB . We claim that αB(σ) = σ ′. Indeed, if we assume that αB(σ) = τ and thus,
AσB ⊆ A′τB ′ , then x ∈ A′σ
′
B ′ ∩ A′τB ′ and this implies σ ′ = τ . Let x0 be the only point in AσB0
such that f0(x0)= y0. It is now clear that ϕ(x0)= x ′0.
Note that ϕ(AσB0)⊆ A′σ
′
B0
. Moreover, f ′0ϕ = f0 and the restrictions f0|AσB0 and f ′0|A′σ
′
B0
are homeomorphisms onto B0. Therefore, ϕ|AσB0 is a homeomorphism AσB0 → A′σ
′
B0
.
Consequently, ϕ :X0 → X′0 is a local homeomorphism and thus, it is continuous and
open. ✷
Lemma 20. Let ED be an enriched pull-back diagram. If the overlay pair (A,B) is
decomposable, then so is the overlay pair (A0,B0). Consequently, if f is a decomposable
overlay, then so is f0.
Proof. Let ED be an enriched pull-back diagram such that the overlay pair (A,B) is
decomposable (see Section 2). Then there exists a decomposition S = S1 ∪ S2 of S in
two disjoint non-empty sets and there exists a decomposition X = X1 ∪X2 of X in two
disjoint non-empty open sets such that Ai = (Aσ iB ,B ∈ B, σ i ∈ Si) and B, form an overlay
pair (Ai ,B) for the mapping f i = f |Xi , i = 1,2. Let Ai0 = (Aσ
i
B0
,B0 ∈ B0, σ i ∈ Si), let
Xi0 be the union of all sets in Ai0 and let f i0 = f0|Xi0, i = 1,2. We will show that X10 and
X20 are non-empty disjoint open sets, whose union equals X0. Moreover, (Ai0,B0) is an
overlay pair for f i0 .
Assume that x0 ∈ Aσ1B0 ∩ A
σ2
C0
, where σ1 ∈ S1, σ2 ∈ S2. Clearly, ωC0B0(σ1) = σ2. Since
q−1(B0) ∩ q−1(C0) 	= ∅ and q−1(B0) ⊆ B = β(B0), q−1(C0) ⊆ C = β(C0), we see
that also B ∩ C 	= ∅ and thus, ωCB is well defined. Therefore, Lemma 14 shows that
ωCB(σ1) = ωC0B0(σ1) = σ2, and thus, the sets Aσ1B and Aσ2C intersect. However, this is
impossible, because Aσ1B ⊆ X1 and Aσ2C ⊆ X2. We have thus proved that X10 ∩ X20 = ∅.
That the pairs (A10,B0), (A20,B0) are overlay pairs for f 10 and f 20 readily follows from the
fact that (A0,B0) is an overlay pair for f0. ✷
Remark 5. Note that p(Xi)⊆Xi0 and therefore, the restrictions pi = p|Xi can be viewed
as mapping pi :Xi →Xi0. Indeed, for a point x ∈X1, consider the point y0 = f0p(x) and
choose a member B0 from B0, which contains y0. Then B = β(B0) contains f (x), because
it contains q−1(y0)⊆ q−1(B0). There exists a unique σ1 ∈ S1 such that x ∈ Aσ1B . Since x
also belongs to (qf )−1(B0), property (4.5) implies that p(x) ∈ Aσ1B0 and thus, p(x) ∈ X10.
The analogous statement also holds for i = 2. Note that f i0 , f i,pi , q , (Ai0,B0), (Ai ,B)
form an enriched pull-back diagram EDi . Indeed, the mappings p1, p2 are bijections on
the corresponding fibers. Hence, by Lemma 11, the underlying diagrams D1,D2 are pull-
back diagrams.
5. ANR-expansions
Let Y = (Yλ, qλλ′,Λ) be an inverse system of topological spaces and let q = (qλ) :Y →
Y be a mapping of a space Y . According to [11] (also see [12]), q is a resolution of Y if it
has the following two properties:
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(R1) For every ANR P , every open covering V of P and every mapping f :Y → P ,
there exist a λ ∈Λ and a mapping h :Yλ → P such that the mappings hqλ and f
are V-near, i.e., every x ∈X admits a V ∈ V such that hqλ(x), f (x) ∈ V .
(R2) For every ANR P and every open covering V of P , there exists an open covering
V ′ of P , such that whenever, for a λ ∈Λ and for two mappings h,h′ :Yλ → P , the
mappings hqλ,h′qλ are V ′-near, then there exists a λ′  λ, such that the mappings
hqλλ′, h′qλλ′ are V-near.
If in a resolution q :Y → Y all the spaces Yλ are ANRs (for metric spaces), we
speak of an ANR-resolution of Y . It is a well-known fact that every topological space
admits an ANR-resolution (see [10]). Moreover, if Y is connected, one can achieve that
all Yλ are connected ANRs. It is also well known that an inverse limit q :Y → Y is a
resolution whenever Y and all Yλ are compact Hausdorff spaces. Conversely, if all Yλ
are Tychonoff spaces and Y is topologically complete (e.g., paracompact), then every
resolution q :Y → Y is an inverse limit (see, e.g., [12]).
Morita has proved in [16] that a mapping q :Y → Y is a resolution if and only if it has
the following property (P), introduced in his paper [15].
(P) For every normal covering U of Y , for every λ ∈Λ and every normal covering Uλ
of Yλ, there exist a µ λ and a normal covering Vµ of Yµ, which refines q−1λµ (Uλ)
and is such that q−1µ (Vµ) refines U . Moreover, for any finite collection of members
V0, . . . , Vn of Vµ, V0 ∩ · · · ∩ Vn 	= ∅ implies q−1µ (V1) ∩ · · · ∩ q−1µ (Vn) 	= ∅.
In shape theory ANR-resolutions have proved to be of great value, e.g., in defining the
fundamental progroup π1(X,∗) of a pointed space (X,∗).
In general, a progroup is an inverse system of groups, G = (Gλ, qλλ′,Λ). We define
a subprogroup of G as a progroup H = (Hλ, qλλ′,Λ0), where Λ0 is a subset of Λ such
that λ ∈ Λ0 and λ  λ′ imply λ′ ∈ Λ0. Moreover, Hλ is a subgroup of Gλ, λ ∈ Λ0, and
qλλ′ :Hλ′ →Hλ now denotes the restriction of qλλ′ :Gλ′ →Gλ, λ λ′ from Λ0. Often Λ0
will have an initial element λ0, i.e., Λ0 = {λ ∈Λ: λ λ0}. We consider two subprogroups
H ,H ′ ⊆G as equal, provided there exists an element λ∗ ∈Λ0 ∩Λ′0 such that Hλ =H ′λ,
for λ  λ∗. Clearly, equality of subprogroups of G is an equivalence relation. In the
category of progroups equal subprogroups are isomorphic. Note that the quotient sets
Gλ/Hλ of the right cosets and the induced functions rλλ′ :Gλ′/Hλ′ → Gλ/Hλ form an
inverse system of pointed sets G/H = (Gλ/Hλ, rλλ′,Λ0). We say that the subprogroup
H ⊆G has index s, and we write {G :H } = s, provided there exists an index λ1 such that
for every λ λ1, the index {Gλ :Hλ} = s and rλλ′ is a bijection, for λ′  λ λ1.
To define the fundamental progroup π1(Y,∗) of a pointed space (Y,∗), one takes an
ANR-resolution q : (Y,∗)→ (Y ,∗)= ((Yλ,∗), qλλ′,Λ) of (Y,∗). Application of π1 yields
the progroup π1(Y ,∗) = (π1(Yλ,∗), (qλλ′)#,Λ), which is by definition, the fundamental
progroup π1(Y,∗). It is independent (up to natural isomorphism) of the choice of the
ANR-resolution (see II.3.3 of [12]). For Λ0 ⊆Λ, the restriction Y 0 of Y to Λ0 is obtained
by restricting Λ to Λ0. In an analogous way one defines the restriction q0 :Y → Y 0 of
q :Y → Y to Λ0. If Λ0 is cofinal in Λ, it is easy to show that the restriction q0 of a
resolution q of Y is again a resolution of Y . Therefore, there is a natural isomorphism
between the progroups π1(Y ,∗) and π1(Y 0,∗).
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We now define the notion of an ANR-pull-back expansion of an s-sheeted overlay
mapping f :X→ Y , denoted by E. It consists of f , of an ANR-resolution q = (qλ) :Y →
Y , of a mapping p = (pλ) :X → X and of a mapping f = (fλ) :X → Y such that
fp = qf and the following diagrams Dλ are pull-back diagrams.
Xλ
fλ
X
pλ
f
Yλ Yqλ
(5.1)
Moreover, for λ λ′, the diagrams Dλλ′ consisting of the mappings fλ,fλ′ ,pλλ′ and qλλ′
are also pull-back diagrams. Furthermore, we require that the mappings fλ :Xλ → Yλ,
λ ∈Λ, be s-sheeted covering mappings. If Y is connected we require that all the spaces Yλ
also be connected.
Remark 6. If in an ANR-pull-back expansion E the space Y is topologically complete
(e.g., if Y is paracompact), then q :Y → Y is an inverse limit. Consequently, by Lemma 11,
also p :X→X is an inverse limit. However, in general, p is not a resolution.
Remark 7. Since the mappings fλ are covering mappings, the spaces Xλ are ANRs .
Indeed, the total space X of a covering mapping f :X→ Y is metrizable if the base space
Y is metrizable (see Theorem 3 of [19], which also gives additional information on the
metrics). This assertion can easily be derived using the fact that X is locally homeomorphic
to Y and using the following theorem of Nagata (see, e.g., Theorem 4.4.19 of [3]). If a
topological space has a locally finite closed covering consisting of metrizable spaces, then
the space itself is metrizable. Consequently, if Y is an ANR, then X is a metrizable space,
which is a local ANR. Now a well-known theorem of Hanner yields the desired conclusion
that X too is an ANR (Theorem 19.2 of [6]). Also note that if p :X→ Y is an overlay
mapping and Y is hereditarily paracompact, then so is X (see Proposition 3.2 of [2]).
Remark 8. In an ANR-pull-back expansion of an indecomposable overlay mapping f all
the spaces Xλ must be connected. Indeed, assume that some Xλ is disconnected. Since Yλ
is locally connected, Lemma 5 would imply that the covering mapping fλ is decomposable.
Therefore, Lemma 13 would imply that f is decomposable.
With every pointed ANR-pull-back expansion E∗ of an s-sheeted overlay mapping
f : (X,∗)→ (Y,∗) we associate a subprogroupH =H (E∗) of the fundamental progroup
G= π1(Y,∗) as follows. For λ ∈Λ, put
Hλ = fλ#
(
π1(Xλ,∗)
)
. (5.2)
Since fλpλλ′ = qλλ′fλ′ , for λ λ′, one has
qλλ′#(Hλ′)⊆Hλ. (5.3)
Therefore,H is indeed an inverse system of groups and a subprogroup of G.
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Lemma 21. The index {G :H } = s.
Proof. Since the mappings fλ, fλ′ , pλλ′ and qλλ′ form a pull-back diagram, Lemma 10
applies and yields the conclusion that all rλλ′ are bijections. Moreover, each fλ is an s-
sheeted covering mapping and therefore, {Gλ :Hλ} = s. Consequently, {G :H } = s. ✷
We now define the notion of an ANR-overlay-enriched pull-back expansion of an s-
sheeted overlay mapping f :X → Y over a connected space Y , abbreviated to ANR-
enriched pull-back expansion and denoted by EE. It consists of an underlying ANR-pull-
back expansion E for f together with an s-sheeted overlay pair (A,B) for f , s-sheeted
overlay pairs (Aλ,Bλ) for fλ and enlargement functions βλ :Bλ→ B, which complete the
pull-back diagrams Dλ to enriched pull-back diagrams EDλ. One also requires that, for
λ λ′,
(qλλ′)
−1(Bλ)= Bλ′, (5.4)
and, if Bλ ∈ Bλ and Bλ′ = (qλλ′)−1(Bλ) ∈ Bλ′ , then
βλ′(Bλ′)= βλ(Bλ). (5.5)
The following lemma is an important step in establishing existence of ANR-enriched
pull-back expansions.
Lemma 22. Let (A,B) be an s-sheeted overlay pair for a mapping f :X→ Y over a
connected space Y . Let q :Y → Y be an ANR-resolution, let Bλ, λ ∈Λ, be coverings of
Yλ, which are proper for B and qλ and satisfy (5.4) and let βλ :Bλ → B be enlargement
functions, which satisfy (5.5). Then the given data can be completed to an ANR-enriched
pull-back expansion EE.
Proof. By applying Lemma 16 to f , (A,B), qλ, Bλ and βλ, we complete these data to
an enriched pull-back diagram EDλ. For λ  λ′, we define mappings pλλ′ :Xλ′ → Xλ as
follows. If xλ′ ∈ Xλ′ , put yλ′ = fλ′(xλ′) and yλ = qλλ′(yλ′). Choose a member Bλ of Bλ,
which contains yλ. Let Bλ′ ∈ Bλ′ be given by Bλ′ = (qλλ′)−1(Bλ). Note that yλ′ ∈ Bλ′ .
There is a unique element σ ∈ S such that xλ′ ∈AσBλ′ and there is a unique point xλ ∈AσBλ
such that fλ(xλ)= yλ. Put pλλ′(xλ′)= xλ.
To see that pλλ′ is well-defined, we must show that the point xλ does not depend
on the choice of Bλ. Indeed, let Cλ be another such choice. Then yλ ∈ Cλ, y ′λ ∈ Cλ′ ,
where Cλ′ = (qλλ′)−1(Cλ). If xλ′ ∈ AτCλ′ , then the described construction yields a point
xλ ∈ AτCλ such that fλ(xλ) = yλ = fλ(xλ). Therefore, the desired conclusion, xλ = xλ,
will follow from Lemma 14, if we show that ωCλBλ(σ ) = τ . Since the point xλ′ belongs
to both sets AσBλ′ and A
τ
Cλ′ , we see that ωCλ′Bλ′ (σ ) = τ . For B = βλ′(Bλ′) = βλ(Bλ) and
C = βλ′(Cλ′)= βλ(Cλ), Lemma 14 shows that ωCB = ωCλ′Bλ′ and ωCB = ωCλBλ and the
desired equality follows. It is readily seen that pλλ′ is continuous.
The following equality is an immediate consequence of the definition of pλλ′ .
fλpλλ′ = qλλ′fλ′, λ λ′. (5.6)
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To show that, for λ λ′  λ′′, one has
pλλ′pλ′λ′′ = pλλ′′, (5.7)
consider a point xλ′′ ∈Xλ′′ and choose Bλ ∈ Bλ so that yλ = qλλ′′(yλ′′) ∈ Bλ, where yλ′′ =
fλ′′(xλ′′). Then yλ′ = qλ′λ′′(yλ′′) ∈ Bλ′ = (qλλ′)−1(Bλ) and yλ′′ ∈ Bλ′′ = (qλλ′′)−1(Bλ).
Therefore, if xλ′′ ∈AσBλ′′ , xλ′ = pλ′λ′′(xλ′′) is the only point in AσBλ′ such that fλ′(xλ′)= yλ′ .
Analogously, xλ = pλλ′(xλ′) is the only point in AσBλ such that fλ(xλ)= yλ. Consequently,
xλ = pλλ′′(xλ′′), which proves (5.7).
To show that
pλλ′pλ′ = pλ, λ λ′, (5.8)
consider a point x ∈ X. Let y = f (x), yλ′ = qλ′(y) and yλ = qλ(y) = qλλ′(yλ′). Let
Bλ ∈ Bλ contain yλ. Then yλ′ ∈Bλ′ = (qλλ′)−1(Bλ). Let B = βλ′(Bλ′). Then, by (5.5), also
βλ(Bλ)= B and y ∈ B . Now assume that x ∈AσB . Then by (4.4) for EDλ, pλ(x) ∈AσBλ and
pλ′(x) ∈AσBλ′ . On the other hand, by the definition of pλλ′ , one has pλλ′pλ′(x) ∈AσBλ and
fλ(pλλ′pλ′(x))= yλ. Since also fλ(pλ(x))= yλ and fλ is a bijection on AσBλ , we conclude
that indeed, pλλ′pλ′(x)= pλ(x).
To show that the mappings fλ,fλ′ ,pλλ′, qλλ′ form a pull-back diagram Dλλ′ , because
of Lemma 7, it suffices to show that the mapping pλλ′ induces bijections between the
corresponding fibers. Let xλ′, xλ′ be two distinct points from the fiber f−1λ′ (yλ′). Let
Bλ ∈ Bλ contain the point yλ = qλλ′(yλ′) and let Bλ′ = (qλλ′)−1(Bλ). If xλ′ ∈ AσBλ′ and
xλ′ ∈ AσBλ′ , one must have σ 	= σ . Since pλλ′(xλ′) ∈ AσBλ and pλλ′(xλ′) ∈ AσBλ and the
sets AσBλ and A
σ
Bλ
are disjoint, one concludes that pλλ′(xλ′) 	= pλλ′(xλ′), which proves
injectivity of pλλ′ . To prove surjectivity, consider a point xλ ∈ f−1λ (yλ). Let xλ ∈ AσBλ .
There is a unique point xλ′ ∈AσBλ′ such that fλ′(xλ′)= yλ′ . Then pλλ′(xλ′) is the only point
on AσBλ such that fλ(pλλ′(xλ′))= yλ. Consequently, pλλ′(xλ′)= xλ. ✷
Lemma 23. Let (A,B) be an s-sheeted overlay pair for a mapping f :X→ Y over a
connected space Y and let q :Y → Y be an ANR-resolution. Then there exists a λ0 ∈ Λ
such that (A,B) and the restriction q0 of q to Λ0 = {λ ∈Λ: λ λ0} can be completed to
an ANR-enriched pull-back expansion EE.
Proof. Since B is a normal covering of Y , property (P) yields an index λ0 ∈ Λ and a
normal covering Bλ0 of Yλ0 such that
(qλ0)
−1(Bλ0) B (5.9)
and for B0, . . . ,Bn ∈ Bλ0 ,
B0 ∩ · · · ∩Bn 	= ∅⇒ (qλ0)−1(B0)∩ · · · ∩ (qλ0)−1(Bn) 	= ∅. (5.10)
For every λ λ0, we define a covering Bλ of Yλ, by putting
Bλ = (qλ0λ)−1(Bλ0), (5.11)
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which insures the validity of (5.4). Clearly, the covering Bλ is proper for qλ and B.
Let βλ0 :Bλ0 → B be an enlargement function. If λ  λ0 and Bλ ∈ Bλ is given by
Bλ = (qλ0λ)−1(Bλ0), we put
βλ(Bλ)= βλ0(Bλ). (5.12)
Clearly, in this way we obtain an enlargement function βλ :Bλ → B, which satisfies (5.5).
To complete the proof it now suffices to apply Lemma 22. ✷
6. Classifying pointed overlays by subprogroups of π1(Y,∗)
In this section we will prove our main result, the first classification theorem for overlay
structures.
Theorem 1. For a pointed connected topological space (Y,∗) there exists a bijection Φ˜∗
between the set of all pointed equivalence classes of s-sheeted indecomposable pointed
overlay structures of mappings f : (X,∗)→ (Y,∗) and the set of all subprogroups of index
s of the fundamental progroup π1(Y,∗).
We will first define a function Φ∗ from s-sheeted overlay pairs (A,B), for overlay
mappings f : (X,∗)→ (Y,∗), to subprogroups of index s of π1(Y,∗). Then we will show
that Φ∗ depends only on the overlay structure [A,B] of (A,B), which enables us to define
a function Φ∗ by putting Φ∗[A,B] = Φ∗(A,B). Finally, we will show that Φ∗ depends
only on the equivalence class of [A,B]. Defining Φ˜∗ on the class of [A,B] as Φ∗[A,B],
we will obtain the desired bijection.
To define the function Φ∗, associate with a connected space Y a fixed resolution
q : (Y,∗)→ (Y ,∗), which consists of connected ANRs (Yλ,∗). For a given overlay pair
(A,B) for a mapping f : (X,∗) → (Y,∗), Lemma 23 yields a Λ0 ⊆ Λ such that the
restriction q0 of q to Λ0 can be completed to an ANR-enriched pull-back expansion
EE∗. Application of the construction described in Section 5 associates with the underlying
expansion E∗ a subprogroup H = H (E∗) of G = π1(Y,∗) = π1(Y ,∗). By definition,
Φ∗(A,B)=H . Lemma 17 and Remark 3 show that H does not depend on fλ, pλ, pλλ′ ,
Aλ and βλ. The next lemma shows that H is also independent of the coverings Bλ and
thus, Φ∗ is a well-defined function.
Lemma 24. The subprogroupH does not depend on the coveringsBλ and the enlargement
functions βλ.
Proof. Let EE and EE′ be two ANR-enriched pull-back expansions, which have the
same overlay pair (A,B) for f . Let Bλ be the coverings and let βλ be the enlargement
functions, which belong to EE. Let B′λ and β ′λ be the corresponding data for EE′. We
will also assume that in the first case q is restricted to {λ ∈Λ: λ λ0} and in the second
case to {λ ∈ Λ: λ  λ′0}. By property (P), there exists an element λ1  λ0, λ′0 and an
open covering Cλ1 of Yλ1 such that Cλ1 is proper with respect to B and qλ1 and it refines
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both coverings (qλ0λ1)−1(Bλ0) and (qλ′0λ1)−1(B′λ′0). Moreover, let γλ1 :Cλ1 → B be an
enlargement function. For every λ λ1 define a covering Cλ by putting Cλ = (qλ1λ)−1(Cλ1)
and define an enlargement function γλ :Cλ → B by putting γλ((qλ1λ)−1(Cλ1)= γλ1(Cλ1).
It is readily seen that Cλ is proper with respect to B and qλ and Cλ  Bλ, for every λ λ1.
Now Lemma 16 enables us to complete f , (A,B), qλ and Cλ to an enriched pull-back
diagram EDC . Then Lemma 18, implies H(D∗)=H(DC∗). Analogously, one concludes
that also H(D′∗)=H(DC∗) and thus, H(D∗)=H(D′∗). ✷
Lemma 25. The functionΦ∗ assumes equal values on equivalent overlay pairs (A,B) and
thus, Φ∗[A,B] is well defined. Moreover, if [A,B] for f and [A′,B′] for f ′ are equivalent
overlay structures, then Φ∗[A,B] =Φ∗[A′,B′].
Proof. To prove the first assertion, it suffices to consider the case of pairs (A,B) 
(A′,B′), which belong to a mapping f : (X,∗) → (Y,∗). The definition of Φ∗(A,B)
involves an ANR-enriched pull-back expansion EE∗. Let Bλ be the coverings belonging
to EE∗. Since B  B′, the coverings Bλ, λ ∈ Λ, are proper also for B′. Moreover, if
α :B→ B′ is a function such that B ⊆ α(B), for B ∈ B, then β ′λ = αβλ :Bλ → B′ is an
enlargement function. Therefore, by Lemma 22, there exists an ANR-enriched pull-back
expansion EE′∗ for (A′,B′), where B′λ = Bλ. By Lemma 24, one can determineH ′ using
this expansion. However, this makes Lemma 19 applicable and one concludes that, for
sufficiently large λ, Hλ =H ′λ and thus, H =H ′.
To prove the second assertion, it now suffices to consider the case of an overlay pair
(A,B) for f : (X,∗)→ (Y,∗) and of the pair (ϕ(A),B) for f ′ : (X′,∗)→ (Y,∗), where
f = f ′ϕ and ϕ : (X,∗)→ (X′,∗) is a homeomorphism. Assume that EE∗ is an ANR-
enriched pull-back expansion of f with the pair (A,B). It is readily seen that one obtains
such an expansion for f ′ with (ϕ(A),B) if one only replaces the mappings pλ by the
mappings p′λ = pλϕ−1. Since the mappings fλ remain unchanged, the subprogroup H
also remains unchanged and thus, Φ∗(A,B)=Φ∗(ϕ(A),B). ✷
In the next two lemmas we will show that Φ˜∗ is an injection and a surjection, which
completes the proof of Theorem 1.
Lemma 26. The function Φ˜∗ is an injection.
Proof. Let (A,B) and (A′,B′) be overlay pairs for mappings f : (X,∗) → (Y,∗),
f ′ : (X′,∗)→ (Y,∗) and let Φ∗(A,B) and Φ∗(A′,B′) equal the same subprogroup H .
By definition, Φ∗(A,B) is obtained by using an ANR-enriched pull-back expansion EE∗.
Analogously, Φ∗(A′,B′) is obtained by using an expansion EE′∗. Arguing as in the proof
of Lemma 24, we see that there is no loss of generality in assuming that both of these
expansions use the same coverings Bλ and the same enlargement functions βλ, for λ
sufficiently large. By assumption, for such λ, fλ#(π1(Xλ,∗)) = f ′λ#(π1(X′λ,∗)) = Hλ.
Therefore, by the classical lifting theorem, there exists a homeomorphism ϕλ : (Xλ,∗)→
(X′λ,∗) such that f ′λϕλ = fλ. We now use the fact thatDλ∗ andD′λ∗ are pull-back diagrams.
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It is therefore, easy to show that there exists a unique homeomorphism ϕ : (X,∗)→ (X′,∗)
such that p′λϕ = ϕλpλ and f ′ϕ = f . If we identify X with X′ using ϕ and we identify Xλ
with X′λ using ϕλ, we obtain, beside the original enriched pull-back diagram EDλ∗ also
an enriched pull-back diagram ED′λ∗, which consists of the same underlying pull-back
diagram Dλ∗, enriched by overlay pairs (A′λ,Bλ) and (A′,B′). To complete the proof
it now suffices to exhibit an overlay pair (A′′,B′′), which refines both pairs (A,B) and
(A′,B′). To this end apply Lemma 4 to the pairs (Aλ,Bλ) and (A′λ,Bλ). One obtains
a pair (A′′λ,B′′λ) which is a common refinement of the two pairs. It is a consequence of
Lemma 3 that (p−1λ (A′′λ), q−1λ (B′′λ)) is an overlay pair which refines both originally given
pairs. ✷
Remark 9. The above proof shows that two overlay pairs for a mapping f are equivalent
if and only if they have a common refinement.
Lemma 27. The function Φ˜∗ is a surjection.
Proof. Let H = (Hλ, qλλ′#,Λ0), Λ0 ⊆ Λ, be a subprogroup of G = π1(Y,∗), whose
index {G :H } = s. By the classical classification theorem, for every λ ∈Λ0, there exists
a pathwise connected space (Xλ,∗) and an s-sheeted covering mapping fλ : (Xλ,∗)→
(Yλ,∗) such that fλ#(π1(Xλ,∗)) = Hλ. For λ  λ′, one has qλλ′(Hλ′) ⊆ Hλ, i.e.,
(qλλ′fλ′)#(π1(Xλ′,∗))⊆ fλ#(π1(Xλ,∗)). Therefore, the mapping qλλ′fλ′ admits a lifting,
i.e., a mapping pλλ′ : (Xλ′,∗) → (Xλ,∗) such that fλpλλ′ = qλλ′fλ′ . By assumption,
the commutative diagram Dλλ′∗, formed by fλ, fλ′ , pλλ′ and qλλ′ , induces a bijection
rλλ′ :Gλ′/Hλ′ →Gλ/Hλ, where Gλ = π1(Yλ,∗) and card(Gλ/Hλ)= s. Now, Lemma 10
shows that Dλλ′∗ is a pull-back diagram. For λ  λ′  λ′′, the uniqueness of the lifting
implies that pλλ′pλ′λ′′ = pλλ′′ . Consequently, (X,∗) = ((Xλ,∗),pλλ′ ,Λ0) is an inverse
system and f = (fλ) : (X,∗)→ (Y ,∗) is a mapping of pointed systems.
Choose an element λ0 ∈ Λ0 and consider the mappings fλ0 : (Xλ0,∗)→ (Yλ0,∗) and
qλ0 : (Y,∗)→ (Yλ0,∗). There exist a space (X,∗) and mappings f : (X,∗)→ (Y,∗) and
pλ0 : (X,∗)→ (Xλ0,∗), which together with fλ0 and qλ0 form a pull-back diagram Dλ0∗.
Similarly, for a given λ  λ0, we can form a pull-back diagram Dλ∗, which consists
of fλ : (Xλ,∗) → (Yλ,∗), qλ : (Y,∗) → (Yλ,∗) and of mappings f ′ : (X′,∗) → (Y,∗)
and pλ : (X′,∗)→ (Xλ,∗). Clearly, the juxtaposition of diagram Dλ∗ and the pull-back
diagramDλ0λ∗ yields a pull-back diagram, which consists of the mappings fλ0 , f ′, pλ0λpλ
and qλ0 . Due to the uniqueness of pull-back diagrams, comparison of this diagram with
Dλ0∗ enables us to identify (X′,∗) with (X,∗) and f ′ with f . In this way we obtain
a pull-back diagram Dλ∗, which consists of mappings fλ, f , pλ and qλ. For λ  λ′,
the juxtaposition of the pull-back diagrams Dλ′∗ and Dλλ′∗ yields again a pull-back
diagram and comparison of this diagram with Dλ∗ shows that pλλ′pλ′ = pλ. Consequently,
p= (pλ) is a mapping of (X,∗) to (X,∗) and fp = qf .
Since Yλ0 is a connected locally connected metric space and fλ0 is a covering mapping,
Lemma 4 implies that fλ0 admits an overlay pair (A0,B0). By property (P), there exists
a λ1  λ0 and an open covering Bλ1 of Yλ1 , which has property (P2) from Section 4
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with respect to q = qλ1 and it refines (qλ0λ1)−1(Bλ0). By Lemma 13, (pλ0λ1)−1(Aλ0)
and (qλ0λ1)−1(Bλ0) form an overlay pair for fλ1 . Moreover, by Lemma 3, its restriction
(Aλ1,Bλ1) to Bλ1 is also an overlay pair for fλ1 . We now consider Λ1 = {λ ∈ Λ: λ 
λ1} and define the overlay pairs (Aλ,Bλ) for fλ and (A,B) for f , by putting Aλ =
(pλ1λ)
−1(Aλ1), Bλ = (qλ1λ)−1(Bλ1), A = (pλ1)−1(Aλ1) and B = (qλ1)−1(Bλ1). Let
βλ :Bλ → B be given by βλ((qλ1λ)−1(Bλ1))= q−1λ1 (Bλ1), for Bλ1 ∈ Bλ1 . It is readily seen
that the pairs (Aλ,Bλ) for fλ and (A,B) and the enlargement function βλ transform Dλ∗
to an enriched pull-back diagram EDλ∗. Since the space Xλ1 is connected, (Aλ1,Bλ1)
is an indecomposable overlay pair. Therefore, Lemma 20 implies that also (A,B) is
indecomposable. In order to determine Φ∗(A,B), one can use the above described pull-
back expansion. Since fλ#(π1(Xλ,∗))=Hλ, it follows that Φ∗(A,B) is the restriction of
H to Λ1, i.e., according to our definition of equality of subprogroups,Φ∗(A,B)=H . ✷
Remark 10. In the above proof of Theorem 1 one can use any ANR-resolution of Y . In
particular, if Y is a metric space, it can be embedded in an AR M (see [12]). Then one can
associate with Y the inverse system formed by all open neighborhoods Yλ of Y in M and
by the corresponding inclusion mappings. It is well known that such an inclusion system is
a resolution, whenever its members are paracompact spaces (see [12, I.6.2, Corollary 2]).
In the case considered the latter condition is fulfilled because M is metric. Since open sets
of an ANR are again ANRs, it is clear that the described inclusion system is an ANR-
resolution for Y . Application of Morita’s property (P) to this particular case yields the
Fox overlay extension theorem (Theorem 5.2 of [4]), which is an essential part of the
proof of his classification theorem. Recently, Dobrowolski, Jiménez and Marciszewski
have generalized the Fox extension theorem to hereditarily paracompact spaces [2]. Note
that this result is also a consequence of the above mentioned corollary from [12], because
in hereditarily paracompact spaces all open sets are paracompact.
7. Example of a mapping with different overlay structures
Example 2. We will now exhibit an overlay mapping f :X→ Y which admits different
overlay structures. The mapping is a modification of the example given by Moore in
[14]. We exhibit two overlay structures [A,B] and [A′,B′] for f and we prove that the
subprogroupsΦ∗[A,B] andΦ∗[A′,B′] are different. This is a formal proof of the assertion
that the two overlay structures are not equivalent.
We first define a connected 1-dimensional simplicial complex K , contained in the plane
R2. Its vertices are the points ai = (i,0) and bi = (i,1), where i ∈ Z. Its 1-simplices are all
simplices of the forms 〈ai, ai+1〉, 〈bi, bi+1〉 and 〈ai, bi〉. Let K1 be the subdivision of K
obtained by introducing the barycenters ci of 〈ai, bi〉 as new vertices. Let p :K1 →K be
the simplicial mapping, which keeps the vertices ai fixed and maps bi and ci to bi+1 and
bi , respectively. Let P = |K| ⊆R× I be the carrier of K and let a0 = ∗ be its base-point.
We denote also by p the piecewise linear mapping p :P → P , induced by p :K1 → K .
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Note that p(∗)= ∗. Let (S,∗) denote the unit circle {z ∈C: ‖z‖ = 1} with the base-point
∗ = 1 and let exp :R→ S be the exponential mapping exp(s)= e2π is . Let h :P → S × I
be the mapping given by
h(s, t)=
{
(exp(s), t), s∈R, t = 0,1,
(∗, t), (s, t) ∈ 〈ai, bi〉. (7.1)
Note that the image Q = h(P ) consists of two circles S0 = S × 0, S1 = S × 1 and of the
segment ∗× I . For the base-point of Q we take the point ∗ = (∗,0). It is readily seen that
h :P →Q is an ℵ0-sheeted covering mapping. In fact, if B1 is a sufficiently fine covering
of Q, which consists of connected open sets, and A1 is the covering of P , which consists
of all components of h−1(B1), B1 ∈ B1, then (A1,B1) is an overlay pair for h. Also note
that hp :P →Q induces a unique mapping q :Q→Q such that
hp = qh. (7.2)
Moreover, p :P → P induces a bijections between the fibers h−1(y) and h−1(q(y)), for
y ∈Q. Therefore, by Lemma 7, the mappings h,h,p, q form a pull-back diagram.
To describe the fundamental group of the pointed polyhedron (P,∗), consider the paths
oi , i ∈ Z\{0}, given by the oriented 1-simplices 〈a0, ai〉, and by the paths αi,βi and γi ,
i ∈ Z, given by the oriented 1-simplices 〈ai, ai+1〉, 〈bi, bi+1〉 and 〈ai, bi〉, respectively. Let
[εi] be the class of the loop εi , where
εi =
{
α0 ∗ γ1 ∗ β−10 ∗ γ−10 , i = 0,
oi ∗ αi ∗ γi+1 ∗ β−1i ∗ γ−1i ∗ o−1i , i 	= 0.
(7.3)
Clearly, π1(P,∗) is a free group with a basis formed by the elements [εi], i ∈ Z. Note that
ω= hαi is a loop of (S0,∗)⊆ (Q,∗), which does not depend on i . Similarly, hβi is a loop
of S1 based at (∗,1) and hγi is a path of Q beginning at ∗. Both hβi and hγi do not depend
on i . Let us denote the loop (hγ0) ∗ (hβ0) ∗ (hγ0)−1 of (Q,∗) by η. Note that π1(Q,∗) is
a free group with a basis formed by the elements [ω] and [η]. Since oi = α0 · · ·αi−1, for
i  1, and oi = (α−1)−1 · · · (αi)−1, for i −1, we see that, for all i ∈ Z,
h#[εi] = [ω]i+1[η]−1[ω]−i . (7.4)
Also note that
q#[ω] = [ω], q#[η] = [η]. (7.5)
We now define two inverse sequence (X,∗) = ((Xn,∗),pnn+1), (Y ,∗) = ((Yn,∗),
qnn+1) and a mapping f = (fn) : (X,∗)→ (Y ,∗) by puttingXn = P , pnn+1 = p, Yn =Q,
qnn+1 = q , fn = h. Let X = limX and let p = (pn) :X → X be the limit of X, let
Y = limY and let q = (qn) :Y → Y be the limit of Y and let f = limf :X→ Y . Since
Yn is a compact connected ANR, it follows that Y is a metric continuum and q is an
ANR-resolution of Y . Moreover, since, for n n′, the mappings fn,fn′ ,pnn′ , qnn′ form a
pull-back diagram Dnn′ , by Lemma 12, also the mappings fn,f,pn, qn form a pull-back
diagram Dn. All this shows that we have just defined a mapping f :X→ Y and an ANR-
pull-back expansion for f .
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It is easy to describe explicitly the spaces X and Y and the mapping f . In fact, X can be
viewed as a subset of R× I , which is the union of the lines L0 = R× 0, L1 = R× 1 and
of a sequence of rays Gn, n ∈ Z, as in Example 1. The continuum Y ⊆ S × I is the union
of the circles S0, S1 and of a ray which exits from ∗ ∈ S0 and spirals down towards S1 as
in Example 1. The mapping f is the restriction of exp× id :R× I → S × I to X.
We now enrich the described expansion by defining overlay pairs (An,Bn) for fn, an
overlay pair (A,B) for f and enlargement functions βn :Bn→ B, which complete the pull-
back diagrams Dn to enriched pull-back diagrams. The overlay pair (A1,B1) for f1 has
already been defined. For an arbitrary n 1, we put Bn = (q1n)−1(B1),An = (p1n)−1(A1)
and we put B = (q1)−1(B1), A= (p1)−1(A1). By Lemma 13, (An,Bn) is an overlay pair
for fn and (A,B) is an overlay pair for f . If Bn ∈ Bn is of the form Bn = (q1n)−1(B1),
where B1 ∈ B1, then we put βn(Bn) = (q1)−1(B1) ∈ B. Since the mappings qn are
surjections, conditions (P1) and (P2) are fulfilled. Note that condition (4.2) is also fulfilled
and thus, Dn is an enriched pull-back diagram. Finally, conditions (5.4) and (5.5) also
hold. Consequently, we have obtained an enriched ANR-expansion for f . Therefore, the
subprogroupH =Φ∗[A,B] =Φ∗(A,B) of π1(Y,∗), associated with the overlay structure
[A,B] of f is of the form H = (Hn, qnn+1#), where
Hn = fn#
(
π1(Xn,∗)
)= h#(π1(P,∗))⊆ π1(Q,∗). (7.6)
Since the elements [εi] form a basis of π1(P,∗), h#(π1(P,∗)) is the subgroup of π1(Q,∗)
generated by the elements h#[εi], which were determined in (7.4).
We will now modify somewhat the above described construction. We first replace K
by an (abstract) 1-dimensional simplicial complex K ′. It differs from K only in that the
two 1-simplices 〈a0, b0〉 and 〈a1, b1〉 are replaced by new 1-simplices 〈a0, b1〉 and 〈a1, b0〉,
respectively. Let K ′1 be the subdivision of K ′ obtained by introducing as new vertices the
barycenters ci of 〈ai, bi〉, for i 	= 0,1, and the barycenters c′0 of 〈a0, b1〉 and c′1 of 〈a1, b0〉,
respectively. We define a simplicial mapping p :K ′1 →K ′ by putting p′(ai)= ai , p′(bi)=
bi+1, for all i ∈ Z, and p′(ci) = bi , for i 	= 0,1, while p′(c′0) = b1 and p′(c′1) = b0. We
denote by Q′ = |K ′| the geometric realization of K ′ and by p′ :P ′ → P ′ the piecewise
linear mapping induced by p′. Note that p′(∗)= ∗, where ∗ is the point a0. We also define
a mapping h′ :P ′ → Q. On all simplices of K ′, which belong to K , h′ coincides with
h :P →Q and it maps the new 1-simplices linearly onto ∗ × I ⊆Q. As in the case of h,
there exists an overlay pair (A′1,B′1), for h′, which shows that h′ is an overlay mapping.
It is readily seen that the mapping q :Q→Q, which we defined before also satisfies the
following condition:
h′p′ = qh′. (7.7)
Like before, the mappings h′, h′,p′, q form a pull-back diagram. It is easy to compute
the subgroup h′#(π1(P ′,∗)) of π1(Q,∗). However, the only fact which we need is the
following inequality.
h′#
(
π1(P
′,∗)) 	= h#(π1(P,∗)). (7.8)
To prove (7.8), we consider the homomorphism φ :π1(Q,∗) → Z, which maps the
elements [ω] and [η], which form the basis of π1(Q,∗) to 1 ∈ Z. By (7.4), we conclude
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that φ(h#[εi]) = 0. However, since the elements h#[εi] generate h#(π1(P,∗)), it follows
that h#(π1(P,∗)) ⊆ Ker(φ). Therefore, the assertion will be proved if we exhibit an
element [ζ ] ∈ h′#(π1(P ′,∗)) such that φ[ζ ] 	= 0. Let ξ be the loop of (P ′,∗) given by
ξ = 〈a0, a1〉 ∗ 〈a1, b0〉 ∗ 〈b0, b1〉 ∗ 〈b1, a0〉 and let ζ = h′ξ . Then [ζ ] = [ω][η] and thus,
φ[ζ ] = 2 	= 0.
As before, we define an inverse sequence (X′,∗) = ((X′n,∗),p′nn+1) and a mapping
f ′ = (f ′n) : (X′,∗)→ (Y ,∗) by putting X′n = P ′, p′nn+1 = p′, f ′n = h′. It is not difficult
to realize that the limit f ′ : (X′,∗)→ (Y,∗) of f ′ equals the limit f : (X,∗)→ (Y,∗)
of f . Using the overlay pair (A′1,B′1) for f ′1 and arguing as in the previous case, one can
enrich the construction and obtain an overlay pair (A′,B′) for f ′ = f and an enriched pull-
back expansion of f ′ = f . Consequently, the subprogroupH ′ =Φ∗[A′,B′] =Φ∗(A′,B′)
of π1(Y,∗), associated with the overlay structure [A′,B′] of f is of the form H ′ =
(H ′n, qnn+1#), where
H ′n = h′#
(
π1(P,∗)
)⊆ π1(Q,∗). (7.9)
However, by (7.8), H ′n 	=Hn, for every n ∈N, and thus,H ′ 	=H . Finally, we conclude, by
Theorem 1, that [A,B] and [A′,B′] are overlay structures for f : (X,∗)→ (Y,∗), which
are not pointed equivalent.
8. Representations of groups in Σ(S)
If S 	= ∅ is a set, we denote by Σ(S) the group of all bijections (permutations) α :S→ S.
Clearly, the group Σ(S) is determined up to isomorphism by its cardinal card(S) = s.
Therefore, we also use the notation Σ(s) and the name symmetric group of order s.
By a representation of a group G in Σ(S) we mean a homomorphism φ :G→ Σ(S).
A representation φ is transitive provided, for every pair of elements σ,σ ′ ∈ S, there exists
an element g ∈G such that φ(g)(σ ) = σ ′. With every representation φ :G→Σ(S) and
every element ∗ ∈ S is associated a subgroup Hφ∗ ⊆G, called the stabilizer of φ at ∗. It is
given by
H
φ∗ =
{
g ∈G: φ(g)(∗)= ∗}. (8.1)
Two group homomorphisms q, q ′ :G→ K are said to be conjugate, q ∼ q ′, if there
exists an element k ∈ K such that q ′(g) = k−1q(g)k, for every g ∈ G. Conjugacy is
an equivalence relation. We denote the equivalence class of q by [q]. In particular,
two representations φ,φ′ :G→ Σ(S) are conjugate, φ ∼ φ′, if there exists a bijection
ε :S→ S such that
φ′(g)= ε−1φ(g)ε, g ∈G. (8.2)
Note that transitivity of a representation φ implies transitivity of all representations φ′,
which are conjugate to φ.
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In this section, for the convenience of the reader, we recall some facts concerning
representations φ :G→Σ(S), their stabilizers Hφ∗ and their conjugacy classes [φ]. These
facts will be needed in the sequel.
Lemma 28. Let G be a group and let ∗ ∈ S be a point. A subgroup H ⊆G is the stabilizer
H
φ∗ of a transitive representation φ :G→Σ(S) at ∗ if and only if the index {G :H } = s.
Proof. First assume that H is of the form H =Hφ∗ , for some transitive representation φ.
By transitivity of φ, for every σ ∈ S, there is an element gσ ∈G such that φ(gσ )(σ )= ∗
and thus, φ(g−1σ )(∗)= σ . Note that, σ 	= σ ′ implies Hgσ 	=Hgσ ′ . If this were not the case,
we would have Hgσ = Hgσ ′ and thus, g−1σ H = g−1σ ′ H . Consequently, one could find an
element h ∈H such that g−1
σ ′ = g−1σ h. Since H is the stabilizer of φ at ∗, it would follow
that φ(g−1
σ ′ )(∗)= φ(g−1σ )(φ(h)(∗))= φ(g−1σ )(∗)= σ . On the other hand, φ(g−1σ ′ )(∗)= σ ′
and thus, σ ′ = σ , which is a contradiction.
To complete the proof that {G :H } = s, it now suffices to show that⋃
σ∈S
Hgσ =G. (8.3)
For g ∈G, φ(g) is a bijection of S. Therefore, there exists a σ ∈ S such that φ(g)(σ )= ∗
and thus, φ(g−1)(∗) = σ . Since φ(gσ )(σ ) = ∗, we conclude that φ(gσ g−1)(∗) = ∗.
However, this implies that gσ g−1 ∈H and thus, g ∈Hgσ .
To prove the converse implication, assume thatH is a subgroup of index s. Let Σ(G/H)
be the group of bijections α :G/H →G/H . Let ψ :G→Σ(G/H) be the homomorphism
given by
ψ(g)(Hg1)=Hg1g−1, (8.4)
where g,g1 ∈ G and Hg1 ∈ G/H . The function ψ(g) :G/H → G/H is a bijection on
G/H , because Hg1g−1 = Hg2g−1 implies Hg1 = Hg2 and every coset Hg2 equals
Hg1g
−1
, for g1 = g2g. It is also clear that ψ is a homomorphism, i.e., ψ(g1g2) =
ψ(g1)ψ(g2). To see that ψ :G→ Σ(G/H) is a transitive representation, consider two
arbitrary cosetsHg1,Hg2 ∈G/H . Thenψ(g)(Hg1)=Hg2, for g = g−12 g1. The stabilizer
ofψ atH ∈G/H isH . Indeed, if g ∈H , thenψ(g)(H)=Hg−1 =H and g belongs to the
stabilizer. Conversely, if g ∈G belongs to the stabilizer at H , then ψ(g)(H)=Hg−1 =H ,
which implies g ∈H . Since the index {G :H } = s, the cardinal card(G/H)= s. Therefore,
there exists a bijection η :S →G/H , which maps the point ∗ ∈ S to H ∈G/H . We can
now define a transitive representation φ :G→Σ(S) by putting
φ(g)= η−1ψ(g)η, g ∈G. (8.5)
H is the stabilizer of φ at ∗. Indeed, if g ∈H , then
φ(g)(∗)= η−1ψ(g)η(∗)= η−1ψ(g)(H)= η−1(H)= ∗, (8.6)
and thus, g belongs to the stabilizer Hφ∗ . Conversely, if g ∈ Hφ∗ , i.e., φ(g)(∗) = ∗, then
η−1ψ(g)(H) = ∗ and thus, ψ(g)(H) = η(∗) = H , which shows that g belongs to the
stabilizer of ψ at H . Since this stabilizer is H , one concludes that g ∈H . ✷
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Lemma 29. Let φ,φ′ :G→ Σ(S) be representations and let ∗,∗1 be points from S. If
there exists a bijection ε :S→ S such that (8.2) holds and
ε(∗)= ∗1, (8.7)
then the stabilizers
H
φ′∗ =Hφ∗1 . (8.8)
Conversely, if φ and φ′ are transitive and if (8.8) holds, then there exists a bijection
ε :S→ S such that (8.2) and (8.7) hold.
Proof. Assume that g ∈Hφ∗1 , i.e., φ(g)(∗1)= ∗1. Then, by (8.2) and (8.7),
φ′(g)(∗)= ε−1φ(g)ε(∗)= ε−1φ(g)(∗1)= ε−1(∗1)= ∗, (8.9)
and thus, g ∈ Hφ′∗ . Consequently, Hφ∗1 ⊆ Hφ
′
∗ . The opposite inclusion is proved analo-
gously.
Now assume that (8.8) holds. By transitivity of φ′, for a given σ ∈ S, there exists an
element x ∈ G such that φ′(x)(∗) = σ . Put ε(σ ) = φ(x)(∗1). To see that ε :S → S is a
well-defined function, we must show that φ(x)(∗1) does not depend on the choice of x .
Assume that x ′ is another element of G such that φ′(x ′)(∗) = σ . Then φ′(x−1x ′)(∗) = ∗
and thus, x−1x ′ ∈ Hφ′∗ = Hφ∗1 . Consequently, φ(x−1x ′)(∗1) = ∗1. However, this implies
that indeed, φ(x ′)(∗1)= φ(x)(∗1).
Let us now show that ε :S → S is a bijection. To prove injectivity, consider two
elements σ,σ ′ ∈ S and assume that ε(σ ) = ε(σ ′). There exist elements x, x ′ ∈ G such
that φ′(x)(∗) = σ , φ′(x ′)(∗) = σ ′. Then, by the definition of ε and by the assumption,
φ(x)(∗1)= φ(x ′)(∗1) and thus,
φ(x−1x ′)(∗1) = ∗1, i.e., x−1x ′ ∈ Hφ∗1 . Now (8.8) implies that x−1x ′ ∈ Hφ
′
∗ , i.e.,
φ′(x−1x ′)(∗)= ∗. Consequently, φ′(x ′)(∗)= φ′(x)(∗), i.e., σ ′ = σ . To prove surjectivity
of ε, consider an arbitrary element τ ∈ S. By the transitivity of φ, there exists an element
y ∈ G such that φ(y)(∗1) = τ . Put σ = φ′(y)(∗). Then, by the definition of ε, one has
ε(σ )= τ .
To verify (8.7), note that for the unity element u ∈G, both φ′(u) and φ(u) are identity
functions and thus, φ′(u)(∗)= ∗ and φ(u)(∗1)= ∗1. Consequently, ε(∗)= ∗1.
To complete the proof, we still need to show that
ε
(
φ′(g)(σ )
)= φ(g)(ε(σ )), g ∈G, σ ∈ S. (8.10)
If σ = φ′(x)(∗), then φ′(g)(σ )= φ′(gx)(∗) and thus,
ε
(
φ′(g)(σ )
)= ε(φ′(gx)(∗)). (8.11)
On the other hand,
φ(g)
(
ε(σ )
)= φ(g)φ(x)(∗1)= φ(gx)(∗1). (8.12)
However, by the definition of ε, the right sides of (8.11) and (8.12) are equal. Therefore,
also the left sides coincide, which is just the desired equality (8.10). ✷
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For a point ∗ ∈ S, we will say that two representations φ,φ′ :G→ Σ(S) are pointed
conjugate at ∗, and we will write φ ∼∗ φ′, provided there exists a bijection ε :S→ S such
that (8.2) holds and ε is pointed, i.e., ε(∗)= ∗. It is readily seen that pointed conjugacy at
∗ is an equivalence relation. We denote by [φ]∗ the class containing the representation φ.
Lemma 30. The function χ∗ which maps every pointed conjugacy class [φ]∗ of transitive
representations φ :G → Σ(S) to the stabilizer Hφ∗ is a bijection onto the set of all
subgroups H ⊆G of index {G :H } = s.
Proof. The first assertion of Lemma 8.8, for ∗ = ∗1, shows that representations φ, φ′,
which are pointed conjugate at ∗, have the same stabilizers Hφ∗ =Hφ
′
∗ . Therefore, χ∗ is a
well-defined function. By Lemma 28, χ∗ is surjective. To prove injectivity of χ∗, consider
two transitive representations φ,φ′ :G→ Σ(S), whose stabilizers coincide, Hφ′∗ = Hφ∗ .
Then the second part of Lemma 8.8, for ∗ = ∗1, yields a bijection ε :S→ S such that (8.2)
holds and ε(∗)= ∗. Consequently, the representations φ and φ′ are pointed conjugate, i.e.,
[φ]∗ = [φ′]∗. ✷
Recall that two subgroups H,H ′ of a group G are conjugate if there exists an element
g ∈G such that
H ′ = g−1Hg. (8.13)
Conjugacy of subgroups of G is an equivalence relation ∼ and we denote by [H ] the
class of all subgroups of G, which are conjugate to a given subgroup H ⊆ G. Clearly,
the isomorphism x → g−1xg induces a bijection G/H →G/H ′ between the sets of right
cosets and therefore, the indices {G :H } and {G :H ′} are equal.
Lemma 31. Let φ :G→Σ(S) be a representation, let ∗,∗1 be points from S and let g ∈G
be such that
φ(g)(∗1)= ∗. (8.14)
Then
H
φ∗1 = g−1Hφ∗ g (8.15)
and thus, the stabilizers Hφ∗ and Hφ∗1 are conjugate subgroups of G.
Proof. First note that (8.14) implies φ(g−1)(∗) = ∗1 and x ∈ Hφ∗ implies φ(x)(∗) = ∗.
Therefore,
φ
(
g−1xg
)
(∗1)= φ
(
g−1
)
φ(x)φ(g)(∗1)= ∗1, (8.16)
which shows that g−1xg ∈Hφ∗1 . Consequently, g−1Hφ∗ g ⊆Hφ∗1 . The opposite inclusion is
proved analogously. ✷
Lemma 32. Let φ,φ′ :G→ Σ(S) be transitive representations and let ∗,∗1 be points
from S. Then φ ∼ φ′ if and only if Hφ′∗ ∼Hφ∗1 .
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Proof. If φ ∼ φ′, there exists a bijection ε :S → S such that (8.2) holds. Put ∗′ = ε(∗).
Then Lemma 8.8 shows that Hφ
′
∗ = Hφ∗′ . Since φ is transitive, there exists an element
h ∈G such that φ(h)(∗′)= ∗1. Now Lemma 8.15 applies and shows that Hφ∗′ = h−1Hφ∗1h
and thus, Hφ∗′ ∼Hφ∗1 , i.e., Hφ
′
∗ ∼Hφ∗1 .
Conversely, assume thatHφ∗1 ∼Hφ
′
∗ . Then there exists an element g ∈G such thatHφ
′
∗ =
g−1Hφ∗1g. Since φ(g) is a bijection, there exists a point ∗′ ∈ S such that φ(g)(∗′) = ∗1.
Therefore, Lemma 8.15 shows that Hφ∗′ = g−1Hφ∗1g = Hφ
′
∗ . Now Lemma 8.8 shows that
φ ∼ φ′. ✷
Lemma 33. The function χ , which maps every conjugacy class [φ] of transitive
representations φ :G→ Σ(S) to the conjugacy class of the stabilizer Hφ∗ is a bijection
onto the set of all conjugacy classes [H ] of subgroups H ⊆G of index s.
Proof. By Lemma 32, for an arbitrary point ∗ ∈ S and for conjugate transitive representa-
tions φ,φ′ :G→Σ(S), the classes [Hφ∗ ] = [Hφ
′
∗ ]. Therefore, χ is a well-defined function.
Moreover, by Lemma 28, the representatives Hφ∗ of χ[φ] are subgroups of index s and
every subgroup H of index s is of the form H =Hφ∗ and thus, χ is surjective. To prove in-
jectivity, consider two transitive representations φ,φ′ :G→Σ(S) such that χ[φ] = χ[φ′].
For an arbitrary point ∗ ∈ S, this implies that the stabilizers Hφ∗ and Hφ
′
∗ are conjugate.
Therefore, by Lemma 32, φ ∼ φ′ and thus, [φ] = [φ′]. ✷
9. Classifying pointed overlays by representations of π1(Y,∗) to Σ(s)
By a representation f :G→Σ(S) of a progroup G = (Gλ, qλλ′,Λ) in the symmetric
group Σ(S) we mean a morphism in the category of progroups. Note that f is an
equivalence class of representations φλ :Gλ → Σ(S), λ ∈ Λ, where two representations
φλ,φ
′
λ′ are considered equivalent provided there exists a λ′′  λ,λ′ such that φλqλλ′′ =
φ′
λ′qλ′λ′′ (see I.1.1 of [12]).
A representation f :G→Σ(S) is said to be transitive provided all of its representatives
φλ :Gλ→Σ(S) are transitive. If φµ is a representative of f , then f is transitive if and only
if all the representations φµqµλ :Gλ → Σ(S), for λ  µ, are transitive. We say that two
representations f ,f ′ :G→ Σ(S) are conjugate (pointed conjugate at ∗) and we write
f ∼ f ′ (f ∼∗ f ′), provided they have representatives φµ,φ′µ :Gµ → Σ(S), which are
conjugate (pointed conjugate at ∗). It is readily see that ∼ (∼∗) is an equivalence relation.
We will denote by [f ] ([f ]∗) the equivalence class of f .
Theorem 2. For a progroup G, there exists a bijection Ψ ∗ between the set of all
pointed conjugacy classes [f ]∗ of transitive representations f :G→ Σ(S), where ∗
is an arbitrary but fixed point of S, and the set of all subprogroups H ⊆ G of index
{G :H } = s.
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To prove Theorem 2 we need the notion of stabilizer at ∗ ∈ S of a representation
f :G→Σ(S). LetG= (Gλ, qλλ′,Λ) and let φµ :Gµ→Σ(S), µ ∈Λ, be a representative
of f . We associate with φµ a subprogroupH
φµ∗ = (Hλ, qλλ′,Λµ) ofG, defined as follows.
Λµ = {λ ∈Λ: λ µ}. For λ µ, Hλ is the stabilizer of φµqµλ at the point ∗. If λ′  λµ
and gλ′ ∈ Hλ′ , then (φµqµλ′)(gλ′)(∗) = ∗ and thus, ((φµqµλ)qλλ′)(gλ′)(∗) = ∗, which
shows that qλλ′(gλ′) ∈Hλ. Consequently, qλλ′(Hλ′)⊆Hλ and we see that Hφµ∗ is indeed a
subprogroup of G.
Now assume that φµ′ :Gµ′ →Σ(S) is another representative of f . Then there exists a
µ′′  µ,µ′ such that φµqµλ = φµ′qµ′λ, for λ µ′′. Therefore, the terms ofHφµ∗ andHφµ′∗
coincide, for λ  µ′′, and thus, Hφµ∗ =Hφµ′∗ . By definition, the stabilizer H =Hf∗ of f
at ∗ is the stabilizer H φµ∗ , where φµ is any one of the representatives of f .
Lemma 34. The stabilizer H =Hf∗ of a transitive representation f :G→Σ(S) at ∗ ∈ S
is a subprogroup of G of index {G :H } = s.
Proof. Recall that the stabilizerHf∗ is the subprogroupH
φµ∗ , where φµ is a representative
of f . Since f is transitive, all the representations φλ = φµqµλ, λ  µ, are transitive.
Therefore, Lemma 28 implies that the terms Hλ of H
φµ∗ are subgroups of Gλ of index
{Gλ :Hλ} = s. It remains to show that qλλ′ induces a bijection rλλ′ :Gλ′/Hλ′ →Gλ/Hλ.
Note that rλλ′(Hλ′gλ′) =Hλqλλ′(gλ′). Therefore, to prove that rλλ′ is surjective, we must
show that every gλ ∈Gλ admits a gλ′ ∈Gλ′ such that
Hλgλ =Hλqλλ′(gλ′). (9.1)
Let σ = φλ(g−1λ )(∗) and thus, φλ(gλ)(σ ) = ∗. By the transitivity of φλ′ , there is
an element gλ′ ∈ Gλ′ such that φλ′(gλ′)(σ ) = ∗. Since φλ′ = φλqλλ′ , we see that
φλ(qλλ′(gλ′))(σ ) = ∗ and thus, φλ(qλλ′(gλ′)g−1λ )(∗) = ∗. However, this shows that
qλλ′(gλ′)g
−1
λ ∈Hλ. Since intersecting cosets coincide, we obtain the desired relation (9.1).
To show injectivity of rλλ′ , we must show that, for gλ′, g′λ′ ∈Gλ′ , the assumption
Hλqλλ′(gλ′)=Hλqλλ′
(
g′λ′
)
, (9.2)
implies
Hλ′gλ′ =Hλ′g′λ′ . (9.3)
Indeed, by (9.2), qλλ′(gλ′g′−1λ′ ) ∈Hλ. Therefore, one has φλ(qλλ′(gλ′g′−1λ′ ))(∗) = ∗, i.e.,
φλ′(gλ′g′−1λ′ )(∗)= ∗. However, this means that gλ′g′−1λ′ ∈Hλ′ and (9.3) follows. ✷
In the proof of Theorem 2 we will also need the following lemma.
Lemma 35. If the function rλλ′ :Gλ′/Hλ′ → Gλ/Hλ, induced by qλλ′ :Gλ′ → Gλ, is a
bijection and Hλ is the stabilizer of a representation φλ :Gλ → Σ(S) at ∗, then Hλ′ is
the stabilizer of the representation φλqλλ′ :Gλ′ →Σ(S) at ∗. Moreover, if φλ is transitive,
then so is φλqλλ′ .
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Proof. First assume that g′ ∈Hλ′ . Then g = qλλ′(g′) ∈Hλ. Consequently,
(φλqλλ′)(g
′)(∗)= φλ(g)(∗)= ∗, (9.4)
which show that g′ belongs to the stabilizer Kλ′ of φλqλλ′ at ∗ and thus, Hλ′ ⊆ Kλ′ .
Conversely, assume that g′ ∈ Kλ′ and thus, (φλqλλ′)(g′)(∗) = ∗, i.e., g = qλλ′(g′) ∈ Hλ.
We claim that g′ ∈ Hλ′ . Indeed, if we had g′ /∈ Hλ′ , then Hλ′g′ would be an element of
Gλ′/Hλ′ , different fromHλ′ . Nevertheless, rλλ′ would map it to Hλ(qλλ′(g′))=Hλg =Hλ.
Since also rλλ′(Hλ′)=Hλ, this contradicts the assumption that rλλ′ is a bijection. We have
thus proved that g′ ∈Hλ′ , i.e., Kλ′ ⊆Hλ′ .
Now assume that φλ is transitive. We need to show that, for arbitrary elements σ, τ ∈ S,
there exists an element g′ ∈Gλ′ such that
(φλqλλ′)(g
′)(σ )= τ. (9.5)
It suffices to find an element gσ ∈Gλ′ such that
(φλqλλ′)(gσ )(∗)= σ, (9.6)
because g′ = gτg−1σ ∈Gλ′ will then have property (9.5).
To find gσ , note that transitivity of φλ yields an element g ∈ Gλ such that φλ(g)(σ )
= ∗ and thus, φλ(g−1)(∗)= σ . Since rλλ′ is a bijection, there exists an element g′ ∈Gλ′
such that Hλg = rλλ′(Hλ′g′) = Hλqλλ′(g′). Therefore, there exists an element h ∈ Hλ
such that qλλ′(g′)= hg and thus, qλλ′(g′−1)= g−1h−1. Consequently, φλqλλ′(g′−1)(∗)=
φλ(g
−1)(φλ(h−1)(∗))= σ , because φλ(h−1)(∗)= ∗ and φλ(g−1)(∗)= σ . This proves that
gσ = g′−1 has the desired property (9.6). ✷
Proof of Theorem 2. Let Ψ∗ be the function which with every transitive representation
f :G→Σ(S) associates its stabilizer at ∗. By Lemma 34, Ψ∗(f ) is a subprogroupH of
G of index {G :H } = s. If [f ]∗ is a pointed conjugacy class of transitive representations
G→Σ(S), we put Ψ∗[f ]∗ = Ψ∗(f ). To see that Ψ∗[f ]∗ is well defined, assume that f ′
is another representation from the class [f ]∗. Then there exists a µ ∈ Λ and there exist
representations φµ belonging to f and φ′µ belonging to f ′, which are pointed conjugate
at *. This implies that also φµqµλ and φ′µqµλ are pointed conjugate at *, for all λ  µ.
Therefore, by Lemma 8.8, the corresponding terms of the stabilizer Hφµ∗ of f and of the
stabilizer Hφ
′
µ∗ of f ′ coincide.
To prove injectivity of Ψ ∗ assume that Ψ ∗[f ]∗ = Ψ ∗[f ′]∗. Then there are representa-
tives φµ,φ′µ :Gµ→Σ(S) of f and f ′, respectively, whose stabilizers at * coincide. Since
φµ and φ′µ are transitive, Lemma 8.8 implies that φµ and φ′µ are pointed conjugate at *
and thus, f ∼∗ f ′.
To prove surjectivity of Ψ ∗, consider a subprogroup H of G of index {G : H } =
s. Choose an index µ ∈ Λ such that Hµ is defined, {Gλ :Hλ} = s, for λ  µ and
rλλ′ :Gλ′/Hλ′ → Gλ/Hλ is a bijection, for λ′  λ  µ. By Lemma 28, there exists a
transitive representation φµ :Gµ → Σ(S) such that Hµ is the stabilizer at * of φµ. By
Lemma 35, the representation f :G→ Σ , whose representative is φµ, is a transitive
representation, whose stabilizer at * is H . ✷
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Combining Theorems 1 and 2 we now obtain our second classification theorem.
Theorem 3. For a pointed connected topological space (Y,∗) there exists a bijection be-
tween the set of all pointed equivalence classes of indecomposable s-sheeted overlay struc-
tures over (Y,∗) and the set of all pointed conjugacy classes of transitive representations
of the fundamental progroup π1(Y,∗) in the symmetric group Σ(s).
10. Classification of unpointed overlay structures
This section is devoted to the classification theorems for overlay structures in the case
of unpointed overlays f :X→ Y .
Subprogroups H = (Hλ, qλλ′,Λ0) and H ′ = (H ′λ, qλλ′,Λ′0) of a progroup G = (Gλ,
qλλ′,Λ) are said to be conjugate subprogroups of G provided there is a λ∗ ∈Λ0 ∩Λ′0 and
there is a system of elements gλ ∈Gλ, λ λ∗, such that
H ′λ = g−1λ Hλgλ, λ λ∗, (10.1)
qλλ′(gλ′) ∈Hλgλ, λ′  λ λ∗. (10.2)
It is readily seen that conjugacy of subprogroups is an equivalence relation ∼. The
conjugacy class of H will be denoted by [H ].
Lemma 36. If H and H ′ are conjugate subprogroups of the progroup G and the index
{G :H } = s, then also {G :H ′} = s. Consequently, the index {G :H } depends only on the
class [H ].
Proof. By assumption, there exists an index λ1 ∈ Λ0 such that, for every λ  λ1, the
index {Gλ :Hλ} = s and rλλ′ is a bijection, for λ′  λ λ1. Moreover, there is no loss of
generality in assuming that (10.1) and (10.2) hold, for λ′  λ λ1. Consequently,H ′λ ∼Hλ
and thus, {Gλ :H ′λ} = s, for λ λ1. Hence, it suffices to prove that r ′λλ′ is a bijection, for
λ′  λ λ1.
To prove injectivity, assume that r ′
λλ′(H
′
λ′g
′
1) = r ′λλ′(H ′λ′g′2), i.e., H ′λqλλ′(g′1) =
H ′λqλλ′(g′2), where g′1, g′2 ∈Gλ′ . Since H ′λ = g−1λ Hλgλ, we see that
Hλgλqλλ′
(
g′1
)=Hλgλqλλ′(g′2). (10.3)
By (10.2), Hλgλ =Hλqλλ′(gλ′) and (10.3) becomes
Hλqλλ′
(
gλ′g
′
1
)=Hλqλλ′(gλ′g′2). (10.4)
However, (10.4) is just
rλλ′
(
Hλ′gλ′g
′
1
)= rλλ′(Hλ′gλ′g′2). (10.5)
Using the fact that rλλ′ is injective, we conclude that Hλ′gλ′g′1 = Hλ′gλ′g′2 and thus,
H ′
λ′g
′
1 =H ′λ′g′2.
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To prove that r ′
λλ′ is a surjection, consider a coset H ′λg, where g ∈ Gλ. Since rλλ′ is a
surjection, there exists an element g′ ∈Gλ′ such that Hλ(gλg)=Hλqλλ′(g′) and thus,
qλλ′(g
′) ∈Hλgλg. (10.6)
On the other hand, (10.2) implies qλλ′(g−1λ′ ) ∈ g−1λ Hλ. Consequently,
qλλ′
(
g−1
λ′ g
′) ∈ g−1λ Hλgλg =H ′λg. (10.7)
Therefore, r ′
λλ′(H
′
λg
−1
λ′ g
′)=H ′λqλλ′(g−1λ′ g′)=H ′λg. ✷
The unpointed analogue of Theorem 1 assumes the following form.
Theorem 4. For a connected topological space Y there exists a bijection Φ˜ between the
set of all equivalence classes of s-sheeted indecomposable overlay structures over Y and
the set of all conjugacy classes of subprogroups of index s of the fundamental progroup
π1(Y,∗), where ∗ is an arbitrarily chosen point of Y .
In the proof of Theorem 4 we need the following lemma.
Lemma 37. Let (A,B) be an overlay pair of a mapping f :X → Y and let ∗,∗1 be
points from the fiber f−1(∗). If H ∗ = (Hλ, qλλ′#,Λ0) and H ∗1 = (H ′λ, qλλ′#,Λ′0) are
the subprogroups Φ∗(A,B) and Φ∗1(A,B) of G= π1(Y ,∗) associated with f : (X,∗)→
(Y,∗) and f : (X,∗1)→ (Y,∗), respectively, then H ∗1 ∼ H ∗. Conversely, if H ′ = (H ′λ,
qλλ′#,Λ′0) is a subprogroup of G which is conjugate to H ∗, then there exists an element
∗1 ∈ f−1(∗) such that the associated subprogroup H ∗1 =Φ∗1(A,B) equals H ′.
Proof. By definition, Hλ = fλ#(π1(Xλ,∗)) and H ′λ = fλ#(π1(Xλ,∗1)), for λ ∈Λ0 ∩Λ′0.
Moreover, if ωλ denotes an arbitrary path in Xλ, which connects the points ∗ and ∗1, and
we put gλ = [fλωλ], then
H ′λ = g−1λ Hλgλ, λ ∈Λ0 ∩Λ′0. (10.8)
Hence, to complete the proof of the first assertion, it suffices to show that, for λ ∈Λ0 ∩Λ′0
and λ λ′, one has(
qλλ′#(gλ′)
)
g−1λ ∈Hλ. (10.9)
Since ωλ′ is a path in Xλ′ which connects the points ∗ and ∗1 of Xλ′ , we see that pλλ′ωλ′
is a path in Xλ which connects the corresponding points ∗ and ∗1 of Xλ and it follows that
(pλλ′ωλ′) ∗ ω−1λ is a loop in (Xλ,∗). However, since gλ′ = [fλ′ωλ′ ], one has
qλλ′#(gλ′)= [qλλ′fλ′ωλ′ ] = [fλpλλ′ωλ′ ] (10.10)
and thus,(
qλλ′#(gλ′)
)
g−1λ = fλ#
[
(pλλ′ωλ′) ∗ω−1λ
] ∈ fλ#(π1(Xλ,∗))=Hλ. (10.11)
To prove the second assertion choose elements gλ ∈Gλ such that, forH ∗ andH ′, (10.1)
and (10.2) hold. Then choose loops ηλ from (Yλ,∗) such that gλ = [ηλ]. Moreover, for
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every λ choose a path ωλ in Xλ, whose initial point is ∗ ∈ Xλ and fλωλ = ηλ. For a
fixed λ denote by ∗1 the terminal point of ωλ. Since pλ :f−1(∗)→ f−1λ (∗) is a bijection,
there exists a unique point ∗1 ∈ f−1(∗) such that pλ(∗1) = ∗1. For every λ′  λ, put
∗1 = pλ′(∗1) ∈Xλ′ . If we show that, for every λ′  λ, the terminal point of the path ωλ′ is
just the point ∗1, the proof can quickly be completed. Indeed, as seen in the proof of the
first assertion, the terms of H ∗1 are of the form h
−1
λ′ Hλ′hλ′ , where hλ′ = [fλ′ζλ′ ] and ζλ′
are arbitrary paths in Xλ′ which connect the points ∗ and ∗1. Consequently, for the paths
ζλ′ we can use the paths ωλ′ . In that case fλ′ζλ′ = ηλ′ and thus, hλ′ = gλ′ . It now follows
that the terms ofH ∗1 coincide with g−1λ′ Hλgλ′ . But these are just the terms ofH ′ and thus,
H ∗1 =H ′.
Let us now prove that the paths ωλ′ do terminate at ∗1. By definition of ∗1 ∈ Xλ, this
is true for ωλ. For an arbitrary λ′  λ we argue as follows. The loop ελ = (qλλ′ηλ′) ∗ η−1λ
belongs to the class (qλλ′#(gλ′))g−1λ , which by (10.2), belongs to Hλ. Hence, the loop ελ
is homotopic to a loop in (Yλ,∗) which is the image under fλ of some loop in (Xλ,∗).
Consequently, the loop ελ lifts to a loop in (Xλ,∗). Since ω−1λ is the only path which
covers η−1λ and ends at ∗, one concludes that the path which begins at ∗ and covers qλλ′ηλ′
ends at ∗1. However, this path is pλλ′ωλ′ . This shows that pλλ′ maps the terminal point of
ωλ′ to ∗1. Moreover, the terminal point of ωλ′ belongs to the fiber f−1λ′ (∗). On the other
hand, the point ∗1 ∈Xλ′ also belongs to this fiber and pλλ′(∗1)= ∗1. Since the restriction
of pλλ′ to the fiber f−1λ′ (∗) is a bijection, one concludes that the terminal point of ωλ′ must
be ∗1. ✷
Proof of Theorem 4. The proof follows the general pattern of the proof of Theorem 1. One
first chooses an arbitrary point ∗ ∈ Y and a resolution q : (Y,∗)→ (Y ,∗), which consists
of connected ANRs . Next one defines a function Φ from the set of all indecomposable s-
sheeted overlay pairs (A,B) of an overlay mapping f :X→ Y to the set of all conjugacy
classes [H ] of subprogroups H of index s of G = π1(Y ,∗). In order to define Φ , one
chooses a point ∗ ∈X from the fiber f−1(∗) and one associates with f : (X,∗)→ (Y,∗)
and (A,B) an ANR-enriched pull-back expansion EE∗ as in the proof of Theorem 1. We
will denote the subprogroup ofG associated withE∗ byH ∗. We then putΦ∗(A,B)=H ∗.
By Lemma 37, the conjugacy class [H ∗] of H ∗ does not depend on the choice of
∗ ∈ f−1(∗). Therefore, one obtains a well-defined function Φ by putting Φ(A,B) =
[Φ∗(A,B)]. By Lemma 25, Φ∗(A,B) depends only on the equivalence class of the overlay
structure [A,B]. Therefore, the same is true of Φ(A,B). In this way we have obtained
a function Φ˜ from the set of equivalence classes of indecomposable s-sheeted overlay
structures over Y to the set of conjugacy classes of subprogroups of index s of π1(Y ,∗).
To prove injectivity of Φ˜ assume that (A,B) and (A′,B′) are s-sheeted overlay pairs
for mappings f :X → Y and f ′ :X′ → Y , respectively, such that Φ˜ assumes the same
value on the equivalence classes of the overlay structures [A,B] and [A′,B′] and thus,
Φ∗(A,B) ∼ Φ∗(A′,B′). By the second assertion of Lemma 37, there exists a point
∗1 ∈ f−1(∗) such that Φ∗1(A,B) = Φ∗(A′,B′). Now we are in the situation where we
can apply Lemma 26 and conclude that [A,B] and [A′,B′] are equivalent.
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To prove that the function Φ˜ is a surjection, consider the conjugacy class [H ] of a
subprogroup H of G = π1(Y ,∗) of index s. By Lemma 27, there exists an overlay pair
(A,B) for a pointed overlay mapping f : (X,∗)→ (Y,∗) such that Φ∗(A,B) = H and
thus, Φ˜ maps the class of [A,B] to [H ]. ✷
Remark 11. In Example 2 we exhibited a pointed mapping f : (X,∗) → (Y,∗) and
two overlay structures [A,B], [A′,B′] for f , which were not pointed equivalent. In
fact these two structures are not even (unpointed) equivalent. In view of Theorem 4,
it suffices to show that the subprogroups H = Φ∗(A,B) and H ′ = Φ∗(A′,B′) are not
conjugate. Assume to the contrary, that H ′ ∼ H . Then, for all sufficiently large m ∈ N,
Hm and H ′m would be conjugate subgroups of π1(Q,∗). Therefore, one could find an
element v ∈ π1(Q) such that H ′m = v−1Hmv. In Example 2 we defined a homomorphism
φ :π1(Q,∗)→ Z, which had the property that φ(Hm)= 0, while φ(H ′m) 	= 0. Therefore,
for every element u ∈Hm, we have φ(v−1uv)=−φ(v)+φ(u)+φ(v) = φ(u)= 0, which
shows that also φ(v−1Hmv)= 0. This is a contradiction.
We will now classify s-sheeted structures of unpointed overlay mappings using
representations in the symmetric group Σ(S) of an unpointed set S of cardinality
card(S)= s.
We say that two representations f ,f ′ :G→Σ(S) of a progroup G are conjugate pro-
vided they have representatives φµ,φ′µ :Gµ →Σ(S) which are conjugate representations
of Gµ. Clearly, conjugacy of representations of a progroupG is an equivalence relation ∼.
We denote the conjugacy class of f by [f ].
Theorem 5. For a progroup G there exists a bijection Ψ between the set of all conjugacy
classes [f ] of transitive representations f :G→Σ(S) and the set of all conjugacy classes
[H ] of subprogroups H ⊆G of index {G :H } = s.
In the proof of Theorem 5 we need the following lemma.
Lemma 38. The stabilizers of a transitive representation f :G→Σ(S) at two different
points ∗,∗1 ∈ S are conjugate subprogroupsHf∗ and Hf∗1 of G of index s.
Proof. Let φµ :Gµ →Σ(S), µ ∈ Λ, be a representative of f . Then its stabilizers at the
points ∗ and ∗1 are subprogroupHf∗ = (Hλ, qλλ′,Λµ) and Hf∗1 = (H ′λ, qλλ′,Λµ), where
Hλ =Hφµqµλ∗ , H ′λ =Hφµqµλ∗1 , µ λ. (10.12)
Since φµqµλ :Gλ →Σ(S) are transitive representations, there exist elements gλ ∈Gλ such
that
φµqµλ(gλ)(∗1)= ∗, λ µ. (10.13)
Therefore, by Lemma 8.15,
H ′λ = g−1λ Hλgλ. (10.14)
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Moreover, for λ′  λµ,
(φµqµλ)
(
qλλ′(gλ′)g
−1
λ
)
(∗)
= φµqµλ′(gλ′)φµqµλ
(
g−1λ
)
(∗)= φµqµλ′(gλ′)(∗1)= ∗, (10.15)
and thus,
qλλ′(gλ′)g
−1
λ ∈Hλ. (10.16)
However, (10.16) is equivalent to (10.2) and proves that the subprogroups Hf∗ and Hf∗1
are conjugate. ✷
Proof of Theorem 5. Let Ψ be the function which with every transitive representation
f :G→ Σ(S) associates the conjugacy class of its stabilizer Hf∗ at some point ∗. By
Lemma 38, this class does not depend on the choice of ∗. If [f ] is a conjugacy class of
transitive representations G→ Σ(S), we put Ψ [f ] = Ψ (f ). To see that Ψ [f ] is well
defined, assume that f ′ is another representation from the class [f ]. Then there exists a
µ ∈ Λ and there exist representations φµ belonging to f and φ′µ belonging to f ′ such
that φµ ∼ φ′µ, Hf∗ consists of subgroups Hφµqµλ∗ and Hf
′
∗ consists of subgroups H
φ′µqµλ∗ ,
λ  µ. Therefore, there exists a bijection ε :S → S such that φ′µ(g) = ε−1φµ(g)ε, for
every g ∈ Gµ. This implies φ′µqµλ(g) = ε−1φµqµλ(g)ε, for every g ∈ Gµ and λ  µ.
Consequently, by Lemma 8.8, Hφ
′
µqµλ∗ = Hφµqµλ∗1 , where ∗1 = ε(∗). This shows that
H
f ′∗ =Hf∗1 and thus, indeed, [Hf
′
∗ ] = [Hf∗ ].
To prove injectivity of Ψ assume that Ψ [f ] = Ψ [f ′]. Then Hf∗ ∼Hf
′
∗ . This implies
that, for sufficiently large λ, the corresponding terms Hλ and H ′λ are conjugate. However,
these terms are of the form Hφλ∗ and H
φ′λ∗ , where φλ and φ′λ are representatives of f and
f ′, respectively. By Lemma 32, we conclude that φλ ∼ φ′λ and thus, f ∼ f ′.
To prove surjectivity of Ψ , consider a subprogroup H of G with {G : H } = s and
choose a point ∗ ∈ S. Since the function Ψ∗ is surjective (see the proof of Theorem 2),
there exists a transitive representation f :G→ Σ(S) such that Ψ∗(f ) = H . Therefore,
Ψ [f ] = Ψ (f )= [Ψ∗(f )] = [H ]. ✷
Combining Theorems 4 and 5 we now obtain our fourth classification theorem.
Theorem 6. For a connected topological space Y there exists a bijection between the set of
all equivalence classes of indecomposable s-sheeted overlay structures over Y and the set
of all conjugacy classes of transitive representations of the fundamental progroup π1(Y,∗)
in the symmetric group Σ(s).
Remark 12. In his paper [9], Koçak considered principal overlays over connected spaces
Y with discrete group G, i.e., principal bundles with discrete fibers G. He classified them
using conjugacy classes of representations of π1(Y,∗) in the group G. In describing the
fundamental progroup, he used nerves of open coverings of Y . Following the terminology
used in [18], his overlays correspond to our overlay structures. Koçak’s results do not give
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information concerning indecomposability of the overlays, hence, he does not restrict his
representations to the transitive case.
Remark 13. Theorem 6 can be viewed as a generalization of the Fox classification
theorem from metric to topological spaces. One should point out that in [4], instead of
the fundamental progroups of spaces, Fox uses their fundamental tropes. He defined tropes
as inverse systems in the category of groups and conjugacy classes of homomorphisms.
With every connected space Y (unpointed) one associates its fundamental trope G =
(Gλ, [qλλ′ ],Λ) as follows. One chooses a resolution q :Y → Y = (Yλ, qλλ′,Λ), which
consists of connected ANRs Yλ. For every λ ∈ Λ, one chooses a group Gλ, which is
isomorphic to the group π1(Yλ,∗), for some choice of the base point ∗ ∈ Yλ. For λ  λ′,
the mapping qλλ′ determines only a conjugacy class of homomorphisms Gλ′ → Gλ and
thus, defines a trope. This is the fundamental trope of Y . However, if one has a resolution
q :Y → Y , then the choice of a base-point ∗ ∈ Y determines base-points ∗ = qλ(∗) ∈ Yλ
such that qλλ′ :Yλ′ → Yλ become pointed mappings qλλ′ : (Yλ′,∗)→ (Yλ,∗). Therefore,
there is no need for tropes. This was realized by Fox in his second paper [5].
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