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GLOBAL DISPERSIVE SOLUTIONS FOR THE GROSS-PITAEVSKII
EQUATION
IN TWO AND THREE DIMENSIONS
STEPHEN GUSTAFSON, KENJI NAKANISHI, TAI-PENG TSAI
Abstract. We study asymptotic behaviour at time infinity of solutions close to the non-
zero constant equilibrium for the Gross-Pitaevskii equation in two and three spatial di-
mensions. We construct a class of global solutions with prescribed dispersive asymptotic
behavior, which is given in terms of the linearized evolution.
1. Introduction
We consider the Gross-Pitaevskii equation for ψ : R1+d → C
i∂tψ = −∆ψ + (|ψ|2 − 1)ψ, (1.1)
with the boundary condition
|ψ(t, x)| → 1 as |x| → ∞. (1.2)
This equation is a dynamical model for superfluids and Bose-Einstein condensates, and
has been extensively studied, especially concerning traveling wave solutions of the form
ψ = ϕ(x − ct), and dynamics of vortices (zeros of ψ). See [2–10, 12–16, 20–25, 27, 28]
and references therein. However we know very little about long-time dynamics of general
solutions, for example about stability of vortices and traveling waves, or even of the constant
solution ψ = 1. Heuristically, the main difficulty is that small perturbations can continue
to interact with the non-zero background 1, and so do not easily disperse and decay.
Thus we started in [16] an investigation of large-time behavior of solutions ψ = 1+“small”
as a first step toward understanding dispersive processes in this equation. The perturbation
u = ψ − 1 from the equilibrium satisfies the equation
i∂tu+∆u− 2Re u = F (u), F (u) := u2 + 2|u|2 + |u|2u. (1.3)
The conserved energy and charge are written respectively∫
Rd
|∇u|2 + (|u|
2 + 2Re u)2
2
dx,
∫
Rd
|u|2 + 2Re u dx. (1.4)
For d = 2 and 3, unique global existence for the Cauchy problem has been proved first in
[2] for u ∈ H1, and later in [10] for any finite energy solution.
In order to investigate dispersive properties of small solutions u, it is natural to linearize
the equation around 0. The left hand side of (1.3) can be made complex linear by the
following change of variable:
u 7→ v := V −1u := U−1Reu+ i Imu, U :=
√
−∆(2−∆)−1. (1.5)
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Then the new function v satisfies the equation
i∂tv −Hv = −iV −1iF (V v), H :=
√
−∆(2−∆). (1.6)
The linear evolution v = e−iHtv(0) is expected to approximate small perturbations from
the equilibrium. We have proved in the previous paper [16] that this is indeed the case if
d = 4 for small solutions v ∈ H1.
In this paper we turn to the physical dimensions d = 2, 3, where the dispersion becomes
much weaker. Actually there exist traveling wave solutions with arbitrarily small energy
for d = 2 [3], so it seems unlikely that the same result holds as in d = 4. However, it is still
possible that small solutions u disperse in general if they are well localized in space at some
time, since those traveling waves are spatially spread-out and do not belong to L2 [14]. Our
theorems 1.1, 1.2 show that at least there exist plenty of global dispersive solutions even
for d = 2, 3.
Since (1.6) is rather complicated, it seems natural to compare it with a simpler nonlinear
Schro¨dinger equation (NLS) with the same nonlinearity:
i∂tv +∆v = F (v). (1.7)
The scaling argument suggests that the quadratic nonlinear terms can be treated as a
perturbation in L∞t (L
2
x) only if d ≥ 4. Hence we are led to work in weighted spaces, which
provides more decay in time. Even with the optimal decay rate of the free evolution, the
quadratic terms exhibit in general the critical decay order 1/t in L2x if d = 2. For d = 3, we
can generally expect asymptotically free behavior for dispersive solutions.
Coming back to our equation, the operator H has a singularity at 0 frequency ξ = 0
similar to the wave equation, which is worse for time decay than the Schro¨dinger equa-
tion. In addition, (1.6) apparently contains a singularity due to V −1 in the nonlinearity.
Nevertheless, it turns out that our equation is better than the NLS (1.7), and in fact our
argument for d = 2 does not apply to the latter, which appears simpler at first glance. This
is because (1.6) has a special structure and thereby we can transform it to another equation
with a derivative nonlinearity, in effect. We give the details of the transform in Section 1.1.
Before stating our results, we review the known results on the NLS for comparison.
Dispersive global solutions have been constructed for the quadratic NLS in d = 2 only in
the following two cases:
((a)) F (u) = λ0|u|u+ λ1u2 + λ2u2, (λj ∈ C), [11, 19]
((b)) F (u) = [Re(λu)]2, (λ ∈ C), [18]
In the first case, the asymptotic profile is modified from the free evolution by a phase factor
which depends only on λ0|u|u, while in the second case it is modified by the addition of
a term with L2 scaling concentration at ξ = 0. Each argument depends essentially on the
form of the modification, and so it seems difficult to combine these results to cover our
F (u). For example when F (u) = |u|2, it is only known that there are no asymptotically
free solutions in the L2 sense with the natural decay property [29].
For d = 3, it is known [17] that small initial data in certain weighted spaces lead to
asymptotically free solutions in the above case (a). The final data problem (or construction
of the wave operators) is easier and arbitrary quadratic terms can be treated in the same
way as in Section 2.
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Now we state the main results in this paper. Hsp and H˙
s
p denote the inhomogeneous
and homogeneous Sobolev spaces respectively (cf. [1]), and we omit the subscript when
p = 2. Denote by B˙sp,q the homogeneous Besov spaces. In three dimensions, we have wave
operators without size restriction.
Theorem 1.1. Let d = 3 and 0 < ε be small (ε ≤ 3/68 is sufficient). For any T ≥ 1, we
define a Banach space XεT by the following norm
‖u‖XεT = sup
T≤S
S1/2−8ε‖u‖Lpt (S,∞;H1q ), (1.8)
where 1/p = 10ε and 1/q = 1/3 − ε. For any ϕ ∈ H1 satisfying ‖e−iHtϕ‖Xε1 < ∞, there
exists a unique global solution ψ = 1 + u of (1.1) satisfying
C(R;H1) ∋ V −1u = e−iHtϕ+ v′,
‖v′(t)‖(L∞t H1x∩L2tH16 )(T,∞) . T
−1/4−ε, ‖v′‖XεT . T−ε/2.
(1.9)
The above condition on ϕ is satisfied if ϕ ∈ H1 ∩H1q/(q−1). We have the same result in the
critical case ε = 0 if ‖e−iHtϕ‖X01 is small enough.
The threshold ε = 0 is related to the scaling property of the NLS with quadratic nonlin-
earity in d = 3.
In two dimensions, we can construct asymptotically free solutions for small final data.
Theorem 1.2. Let d = 2 and ϕ ∈ H1. Assume that
〈ξ〉−1/2|ξ||k|∂kFϕ(ξ) ∈ L∞ ∩ L2 (1.10)
for all multi-indices k ≥ 0 with |k| = k1 + k2 ≤ 2, and that ‖ϕ‖B˙11,1 is sufficiently small.
Then there exists a unique global solution ψ = 1 + u for (1.1) satisfying
V −1u = z0 − ν + z′ + z′′ ∈ C(R; H˙1 ∩ H˙ε),
z0 = e−iHtϕ, z′ = i
∫ t
∞
e−iH(t−s)|Uz0|2ds, ν = (2−∆)−1U−1|u|2,
‖z′‖H˙1 + ‖z′′‖H1 + ‖ν‖H˙2∩H˙1 . t−1+ε, ‖z′‖H˙ε + ‖ν‖H˙ε . t−ε/2
(1.11)
for any ε ∈ (0, 1) and t > 0, where the constants depend on ε.
Remark 1.3. The correction term ν is coming from the normal form (see Sect. 1.1). It has
a singularity at ξ = 0, which can be worse than 1/|ξ|, because we do not know whether our
solution u belongs to L2x. That is also the reason we describe it in terms of u, not ϕ.
The correction term z′ is essentially the same as in [18] for the NLS with (Re u)2, although
we do not know whether it can be simplified as there, because of the singularity of our H(ξ)
at ξ = 0. It is probably not in L2x in general.
However, these correction terms have no essential effect in the nonlinearity, and so they
can be regarded as error terms if one does not require L2 asymptotics for v or u2.
In the next subsections, we explain our basic tools, namely the normal form and the Lp
decay estimate.
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1.1. Normal form. To eliminate the singularity at zero frequency ξ = 0, we introduced in
[16] the following transformation of normal form type:
w = u+ P
|u|2
2
, (1.12)
where P was a Fourier multiplier cutting-off the higher frequency |ξ| & 1. The new function
w satisfies the following equation
iw˙ =−∆w + 2Rew +G(u),
G(u) =(3− P )u21 +Qu22 + P∆|u|2/2 + |u|2u1,
+ i[2Q(u1u2) +∇P · (u2∇u1 − u1∇u2) +Q(|u|2u2)],
(1.13)
where u = u1+ iu2 and Q = Id−P . It was crucial in [16] for d = 4 that ImG is essentially
of derivative form. We also exploited the fact that the quadratic part does not contain u22
in the low frequency.
Here we make a new observation that a special choice of P related to the equation
leads to even better and much simpler nonlinearity. Let Q = U2 = −∆/(2 − ∆) and
P = 1− U2 = 2/(2 −∆). Then we have 2Q = −P∆ and
G(u) = 2u21 + |u|2u1 − 2i∇ · P (u1∇u2) + iQ(|u|2u2). (1.14)
Hence the equation for z = V −1w = U−1(u1 + P |u|2/2) + iu2 is given by
z = z0 +
∫ t
∞
e−iH(t−s)[N2(u) +N3(u)]ds,
u = V z − P |u|
2
2
, z0 = e−iHtϕ,
(1.15)
where we denote
N2(u) := −2iu21 − 2PU−1∇ · (u1∇u2), N3(u) := −i|u|2u1 + U(|u|2u2). (1.16)
The new nonlinearity is roughly of the form (Uz)2 + U(z3). It is vital for our analysis in
d = 2 that the quadratic terms consist only of derivatives.
We will solve the above equation (1.15) for (z, u) and for t > T ≫ 1 by the fixed point
argument. Then solving the equation (1.3) for u from t = T by the result in [10] (or by [2]
for d = 3), and using local uniqueness of (z, u) satisfying
z = e−iH(t−T )z(T ) +
∫ t
T
e−iH(t−s)[N2(u) +N3(u)]ds, u = V z − P |u|
2
2
, (1.17)
we can deduce that our solution ψ := u+1 satisfies the Gross-Pitaevskii equation (1.1) and
extends globally in time.
1.2. Lp decay estimate. We recall the linear decay estimate proved in [16]. We call the
pair of exponents (p, q) admissible if 2 ≤ p, q ≤ ∞, (p, q) 6= (2,∞) and 2/p + d/q = d/2.
We denote by q′ = q/(q − 1) the Ho¨lder conjugate.
Lemma 1.4. Let d ≥ 2. (i) Let 2 ≤ q ≤ ∞ and σ = 1/2 − 1/q. Then we have
‖e−itHϕ‖B˙0q,2 . t
−dσ‖ϕ‖B˙0
q′ ,2
. (1.18)
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(ii) Let (p, q), (p1, q1) and (p2, q2) be admissible. Then we have
‖e−itHϕ‖LpB˙0q,2 ≤ C(p)
2‖ϕ‖L2 ,∥∥∥∥∫ t
−∞
e−i(t−s)Hf(s)ds
∥∥∥∥
Lp1 B˙0q1,2
≤ C(p1)C(p2)‖f‖Lp′2 B˙0
q′2,2
,
(1.19)
where C(p) is some positive continuous function of p, but diverges as p→ 2 when d = 2.
The above estimates are exactly the same as for the Schro¨dinger evolution eit∆. We had
in [16] some gain at ξ = 0 for d = 3, but we ignore it in this paper. The second last
statement in Theorem 1.1 follows from the above estimate (i).
For any s ∈ R and T ∈ R, we denote the full set of Strichartz norms of Hs solutions for
t > T by
‖u‖StzsT := sup
(p,q):admissible
C(p)−2‖u‖Lp(T,∞;Hsq ). (1.20)
When d = 3, this is just L∞Hs∩L2Hs6 . When d = 2, it is slightly bigger than L∞Hs∩L2Hs∞.
We define the weighted Lebesgue space Lsb,T by the following norm for any 0 ≤ b ≤ 1, s ∈ R
and T > 0:
‖u‖Lsb,T := sup
T≤S
Ss‖u(t)‖
L
1/b
t (S,2S)
. (1.21)
We denote the mixed norm by (where B is a Banach space)
‖u‖Lsb,T (B) := ‖‖u(t)‖Bx‖Lsb,T . (1.22)
The Ho¨lder inequality implies that
Ls1b1,T × L
s2
b2,T
⊂ Ls1+s2b1+b2,T . (1.23)
We have also Ls1b1,T ⊂ L
s2
b2,T ′
iff
b1 ≤ b2, s1 + b1 ≥ s2 + b2, T ≤ T ′. (1.24)
Moreover we have
t−s ∈ Ls0,T (T > 0). (1.25)
The rest of this paper is organized as follows. In the Section 2, we deal with the three
dimensional case, and the other sections are devoted to two dimensions. After explaining
the main ideas in Section 3, we give the main bilinear estimate in Section 4, and then prove
Theorem 1.2 in Section 5.
2. Three dimensions
In this section, we construct the wave operators in d = 3. The nonlinear terms are
estimated simply by the Ho¨lder and Sobolev inequalities, and the wave operators are con-
structed for the equation in our normal form by the standard fixed point theorem using
the linear decay estimate. H1/2 regularity would be sufficient for the final state problem,
but we do not pursue it in this paper. Once the solution u is constructed in C([T,∞);H1)
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for some large T > 1, it is uniquely extended to a global one by the result in [2]. We will
construct the asymptotically free solution by the fixed point theorem in the space
(z, u) ∈ Stz1T ∩XεT , (2.1)
for large T ≫ 1.
2.1. The scaling critical case. We start with the simpler critical case ε = 0. By using
the L3 decay estimate, we have for the quadratic term for t > T ,∫ t
∞
‖eiH(s−t)N2(u)‖H13 ds .
∫ t
∞
|s − t|−1/2s−1‖s1/2u(s)‖2H13 ds
. ‖u‖2X0T t
−1/2,
(2.2)
and for the cubic term∫ t
∞
‖eiH(s−t)N3(u)‖H13 ds .
∫ t
∞
|s− t|−1/2s−1‖s1/2u(s)‖2H13‖u(s)‖L∞ds
. t−3/4‖u‖2X0T ‖u‖L01/4,T (L∞) . t
−3/4‖u‖2X0T ‖u‖Stz1T .
(2.3)
The decay in Stz1 is derived for the quadratic terms by∥∥∥∥∫ t
∞
eiH(s−t)N2(u)ds
∥∥∥∥
Stz1T
. ‖N2(u)‖L0
3/4,T
(H1
3/2
)
. ‖t−1‖t1/2u(t)‖2H13 ‖L03/4,T . T
−1/4‖u‖2X0T ,
(2.4)
and for the cubic terms by
‖N3(u)‖L0
3/4,T
(H1
3/2
) . ‖t−1‖t1/2u(t)‖2H13 ‖u(t)‖L∞‖L03/4,T
. T−1/2‖u‖2X0T ‖u‖Stz1T .
(2.5)
As for the normal form, we have
‖U−1P (ϕψ)‖H1p . ‖ϕ‖L3‖ψ‖Lp , (2.6)
for any p > 3/2. Thus we get the unique solution (z, u) for (1.15) by the standard fixed point
argument in the space (2.1), provided that ‖e−iHtϕ‖X0T is sufficiently small and T > 1. Then
the solution is extended globally by the result in [2], and local uniqueness of the solution
(z, u) in Ct(H
1) for (1.17), which follows easily from the Strichartz, Sobolev and Ho¨lder
inequalities.
2.2. Large data wave operators. Next we consider the case ε > 0 without size restric-
tion. We define exponents q, q2, q2 by
1/q = 1/3− ε, 1/q2 = 2/3− 2ε, 1/q2 = 1/3 + 2ε. (2.7)
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The decay estimate implies that for t > T ,∥∥∥∥∫ t
∞
e−iH(t−s)N2(u)ds
∥∥∥∥
H1q2
.
∫ t
∞
|t− s|−1/2+6ε‖N2(u(s))‖H1
q2
ds
. T−1/2+2ε‖u‖2
L
1/2−8ε
10ε,T (H
1
q )
.
(2.8)
The Strichartz estimate implies that∥∥∥∥∫ t
∞
e−iH(t−s)N2(u)ds
∥∥∥∥
Stz1T
. ‖N2(u)‖L0
3/4+3ε,T
(H1
q2
) . T
−1/4−ε‖u‖2
L
1/2−8ε
10ε,T (H
1
q )
. (2.9)
The cubic term has additional T 1/4 decay due to the L4tL
∞
x bound by the same argument
as in (2.5). Then we use the complex interpolation
[L
1/2−2ε
0,T (H
1
q2), L
1/4+ε
1/2,T (H
1
6 )]θ = L
1/2−θ/4−ε(2−3θ)
θ/2,T (H
1
q ), (2.10)
where θ ∈ [0, 1] should be chosen to satisfy
(1− θ)/q2 + θ/6 = 1/q, (2.11)
i.e., θ = 18ε/(1 + 12ε) ≤ 1. The last inequality is because ε ≤ 1/6. To embed the above
space into XεT , we need
θ/2 ≤ 10ε, θ/4− ε(2 − 3θ) ≥ 2ε, (2.12)
i.e., 16ε− 12εθ ≤ θ ≤ 20ε, which is satisfied by the above θ with strict inequalities. In fact
we have
θ/4− ε(2− 3θ) = 2ε+ 5ε/2 (2.13)
Therefore we get T−5ε/2 as a small factor for the nonlinear term in the space (2.1). The
rest of proof is the same as in the critical case. 
3. Main ideas in Two dimensions
In the rest of the paper, we deal with the case d = 2. In this section we describe the
outline, and derive the key estimate in the next section, then finally prove the main theorem
in the last section.
3.1. Iteration scheme. Let u0 := V z0 = V e−iHtϕ. The integral equation is decomposed
as follows
z − z0 =
∫ t
∞
e−iH(t−s)N3(u)ds
+
∫ t
∞
e−iH(t−s)[N2(u)−N2(u0)]ds
+
∫ t
∞
e−iH(t−s)N2(u0)ds =: Tri(u) +Dif (u) + Asy(u0)
(3.1)
The first two terms are estimated by simple Ho¨lder and Sobolev type inequalities, and the
main task is to derive enough time decay for the last term Asy(u0), which is explicitly given
by the data ϕ. In estimating Dif (u), we use t−1L∞x decay of u
0, which forces us to assume
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smallness of the data ϕ (this is usual in the case of critical decay). We further decompose
Asy(u0) as follows:
Asy(u0) = Asy ′(u0) + z′, z′ =
∫ t
∞
ie−iH(t−s)|Uz0|2ds. (3.2)
z′ is the only part where the oscillation of u0 is completely canceled at ξ = 0.
3.2. Bilinear decay estimate. We will derive in the next section
|∂kϕ˜| . |ξ|−|k|〈ξ〉1/2 =⇒ Asy(u0) ∈ t−1(log t)2H˙1. (3.3)
Notice that we have by the simple t−1L∞ decay and the Ho¨lder that
ϕ ∈ H˙1 ∩B01,1 =⇒
∫ t
2t
e−iH(t−s)N2(u0)ds ∈ L∞(H1), (3.4)
so in (3.3) we are gaining roughly 1/t decay by losing ξ at ξ = 0, which is acceptable for
our nonlinearity.
The main idea of the decay estimate is as follows. For simplicity, consider the Schro¨dinger
evolution H(ξ) = |ξ|2. Our quadratic terms are roughly of the form∫ t
∞
∫
eiΦs|ξ|ϕ˜(ξ − η)ψ˜(η)dηds (3.5)
in the Fourier space, where the phase function Φ is given by one of
Φ0 := H(ξ)−H(ξ − η) +H(η) = |ξ|2 − |ξ − η|2 + |η|2,
Φ± := H(ξ)∓ (H(ξ − η) +H(η)) = |ξ|2 ∓ (|ξ − η|2 + |η|2).
(3.6)
Φ0 corresponds to |u|2 and Φ± to u2 and u2. We can gain 1/t by integration by parts in η,
picking up the divisor 1/|∇ηΦ|, where
∇ηΦ0 = −(η − ξ) + η = ξ,
∇ηΦ± = ∓[(η − ξ) + η] = ∓(2η − ξ). (3.7)
Hence the singularity of 1/|∇ηΦ0| is canceled by |ξ| in (3.5). We need to integrate twice,
since we want to have t−1 after the integration in s. Then we get |ξ|−1 in the case of Φ0,
but it is almost in L2ξ and so OK if we allow the loss of log t.
In the case of Φ±, ∇ηΦ depends on η, which reflects the fact that u2 and u2 are oscillatory.
But now we can integrate in s, because at the stationary point η = ξ/2, the phases Φ± do
not vanish:
Φ+ = 2η(ξ − η) = −2(η − ξ/2)2 − |ξ|2/2. (3.8)
We are getting strong divisor 1/|ξ|2, but it is still OK around the stationary point, where
we have |ξ| ∼ |η| ∼ |ξ − η| and the nonlinearity supplies |η||η − ξ| decay.
Since our actual symbol H(ξ) is degenerate at ξ = 0, we get a stronger singularity,
where the |η||η − ξ| gain plays a crucial role. In addition, we should carefully compare the
unbalanced radial and angular components. The detail starts in the next section.
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4. Bilinear space-time phase estimates
As seen above, we are going to have a non-stationary phase estimate for the bilinear
expression with integration in space-time. Now we state the main estimate in a slightly
more general setting.
Lemma 4.1. Let d = 2 and σ ≥ −1/2. Assume that F (ξ, η) satisfies
|∂kηF | .
|η||ξ − η|
〈ξ〉〈ξ − η〉σ〈η〉σm|k|〈m〉f(ξ − η)g(η), |F | . f
′(ξ − η)g′(η), (4.1)
for all 0 ≤ |k| ≤ 2 and some nonnegative functions f, g ∈ L∞ ∩ L2 and f ′, g′ ∈ L2, where
m := min(|ξ − η|, |η|). (f ′ and g′ are not related to f and g.) Then we have∥∥∥∥|ξ|µ ∫ t
∞
∫
eiΦsF (ξ, η)dηds
∥∥∥∥
L2ξ
. t−θ(log t)1+θ(‖f‖L∞∩L2‖g‖L∞∩L2 + ‖f ′‖L2‖g′‖L2),
(4.2)
for 0 < θ ≤ 1, t > 2,
Φ =
{
Φ0 = H(ξ) +H(η)−H(η − ξ),
Φ± = H(ξ)∓ (H(η) +H(η − ξ)),
(4.3)
and {
θ ≤ µ ≤ θ + (1 + σ)1+θ2 (Φ = Φ0),
θ−1
2 ≤ µ ≤ θ + (1 + min(σ, 2σ))1+θ2 (Φ = Φ±).
(4.4)
The main part of proof is to derive precise lower bounds on the first derivative of the
phase and compatible upper bounds for the higher derivatives. In doing that, we should
carefully distinguish the radial and angular components, otherwise we would get too much
singularity at ξ = 0.
4.1. Preliminaries. For any vectors ξ, η, we denote
〈ξ〉 =
√
1 + |ξ|2, [ξ] =
√
2 + |ξ|2, ξ̂ = ξ|ξ| , ξη := ξ · η̂, ξ
⊥
η = ξ − η̂ξη. (4.5)
Then the phase function H(ξ) is written as
H(ξ) = H(|ξ|) = |ξ|[ξ]. (4.6)
We will denote H ′(ξ) := H ′(|ξ|), etc. First we need to see that the above lemma applies to
Asy(u0). Its Fourier transform is a linear combination of the form MG with
M(ξ, η) :=
{
|η||η − ξ|[η]−1[η − ξ]−1 (for u21),
ξ̂ · |η|(η − ξ)[ξ]−1[η]−1 (for PU−1∇ · (u1∇u2)),
G(ξ, η) :=

Fϕ(ξ − η)Fϕ(−η) (Φ = Φ0 = H(ξ) +H(η)−H(η − ξ)),
Fϕ(ξ − η)Fϕ(η) (Φ = Φ+ = H(ξ)−H(η) −H(η − ξ)),
Fϕ(−ξ + η)Fϕ(−η) (Φ = Φ− = H(ξ) +H(η) +H(η − ξ)).
(4.7)
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Then in all six cases, our assumption (1.10) implies the first condition of (4.1) with σ = −1/2
and some nonnegative functions f, g ∈ L∞ ∩ L2 determined by ϕ, and the second one follows
from the assumption ϕ ∈ H1. In addition, we observe that Asy ′(u0) does not contain the
terms with Φ = Φ0. By symmetry, we will mainly restrict our attention to the region where
|η| ≥ |η − ξ| = m. (4.8)
Since we are going to integrate by parts twice, we need up to the third derivatives of the
phases. Let I(r) := H ′′(r)/r −H ′(r)/r2. Explicit computations give us
H ′(r) =
2(1 + r2)
[r]
, H ′′(r) =
2r(3 + r2)
[r]3
, H ′′′(r) =
12
[r]5
,
H ′′′′(r) = −60r
[r]7
, I(r) = − 4
r2[r]3
, I ′(r) =
4(4 + 5r2)
r3[r]5
,
(4.9)
As for the differences, we have for any r ≥ s ≥ 0,
H(r)−H(s) ∼ 〈r〉(r − s), H ′(r)−H ′(s) ∼ r(r − s)〈r〉 ,
|H ′′(r)−H ′′(s)| . r − s〈r〉 , |H
′′′(r)−H ′′′(s)| . r〈r〉2〈s〉5 (r − s),∣∣∣∣H ′(r)r − H ′(s)s
∣∣∣∣ . r − srs〈s〉3 , |I(r)− I(s)| . r − srs2〈s〉3 .
(4.10)
For any vector v, we denote the partial derivative with respect to η in the direction v by
∂vF (ξ, η) := v · ∂ηF (ξ, η). We will omit the estimate with Φ−, which is easier than that
with Φ+. For the phases Φ0 and Φ+, and for any vectors a, b, c, we have
Φ = H(ξ)±H(η)−H(η − ξ),
∂aΦ = ±H ′(η)aη −H ′(η − ξ)aη−ξ ,
∂a∂bΦ = ±H ′′(η)aηbη −H ′′(η − ξ)aη−ξbη−ξ
± H
′(η)
|η| a
⊥
η · b⊥η −
H ′(η − ξ)
|η − ξ| a
⊥
η−ξ · b⊥η−ξ,
∂a∂b∂cΦ = ±H ′′′(η)aηbηcη −H ′′′(η − ξ)aη−ξbη−ξcη−ξ
± I(η)(a, b, c)η − I(η − ξ)(a, b, c)η−ξ ,
(4.11)
where the upper and lower signs correspond to Φ0 and Φ+ respectively, and (a, b, c)η denotes
the symmetric 3-tensor defined by
(a, b, c)η := aηb
⊥
η · c⊥η + bηc⊥η · a⊥η + cηa⊥η · b⊥η . (4.12)
We will use the following elementary geometry. For any r ≥ s ≥ 0 and unit vectors α, β,
we have
|rα− sβ| ∼ |r − s|+ s|α− β|, (4.13)
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where ≤ follows just by the triangle inequality and & follows by squaring the both sides.
For any nonzero vectors a, b, we have
|â+ b̂|2 = 2(1 + â · b̂) = |a+ b|
2 − (|a| − |b|)2
|a||b| =
(|a|+ |b|)2 − |a− b|2
|a||b| . (4.14)
Hence by putting (a, b) = (η, ξ − η) and (η, η − x), we have
|η̂ − η̂ − ξ|2 = 2(1 − η̂η−ξ) = |ξ|
2 − (|η| − |η − ξ|)2
|η||η − ξ| ,
|η̂ + η̂ − ξ|2 = 2(1 + η̂η−ξ) = (|η|+ |η − ξ|)
2 − |ξ|2
|η||η − ξ| .
(4.15)
4.2. Estimate for |u|2, the case of Φ0. First we consider the phase Φ0, for which the
integration in s does not play any role. For a fixed 0 < δ ≪ 1 and each ξ 6= 0, we split the
integral region of η into the following three overlapping domains:
D+(ξ) := {η ∈ Rd ||η| − |η − ξ| > (1− 2δ)|ξ|},
D0(ξ) := {η ∈ Rd |||η| − |η − ξ|| < (1− δ)|ξ|},
D−(ξ) := {η ∈ Rd ||η| − |η − ξ| < −(1− 2δ)|ξ|}
(4.16)
and choose a partition of unity 1 = χ+(η) + χ0(η) + χ−(η) satisfying suppχ∗ ⊂ D∗ for
∗ = +, 0,− and
|∇kηχ∗(η)| . (|η|+ |η − ξ|)−k (|k| ≤ 2). (4.17)
Such functions can be given in the form χ((|η| − |η − ξ|)/|ξ|) with some one-dimensional
cut-off function χ, then its η derivatives are given by
∂aχ =
aη − aη−ξ
|ξ| χ
′,
∂a∂bχ =
(aη − aη−ξ)(bη − bη−ξ)
|ξ|2 χ
′′ +
[
a⊥η · b⊥η
|η| −
a⊥η−ξ · b⊥η−ξ
|η − ξ|
]
χ′
|ξ| .
(4.18)
The above bounds (4.17) follows from these identities, (4.15), and |ξ| . |η| ∼ |η − ξ| in
D± ∩D0.
By symmetry, it suffices to estimate only in D+ and D0. We first consider D+. Here we
use the polar coordinates η = rθ, or in other words, we choose the direction η̂ = θ for the
partial integration. By the definition of D+, we have |η − ξ| ≤ |η| & |ξ|, and by (4.15),
1− η̂η−ξ . δ|ξ|
2
|η||η − ξ| . (4.19)
Partial integration in r gives∫
FeiΦtdη =
i
t
∫
(Y F )eiΦtdη =
−1
t2
∫
(Y 2F )eiΦtdη, (4.20)
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where the operator Y is defined by
Y :=
1
r
∂r
r
∂rΦ
=
1
r∂rΦ
− ∂
2
rΦ
(∂rΦ)2
+
∂r
∂rΦ
,
Y 2 = 3
(∂2rΦ)
2
(∂rΦ)4
− 3 ∂
2
rΦ
r(∂rΦ)3
− ∂
3
rΦ
(∂rΦ)3
+
2∂r
r(∂rΦ)2
− 3 ∂
2
rΦ∂r
(∂rΦ)3
+
∂2r
(∂rΦ)2
.
(4.21)
For the phase derivatives, we have the following estimates
∂rΦ0 = H
′(η)−H ′(η − ξ) +H ′(η − ξ)(1− η̂η−ξ)
∼ |η|〈η〉 (|η| − |η − ξ|) + 〈η − ξ〉(1− η̂η−ξ) &
|η||ξ|
〈η〉 ,
∂2rΦ0 = H
′′(η) −H ′′(η − ξ) +
[
H ′′(η − ξ)− H
′(η − ξ)
|η − ξ|
]
|η̂⊥η−ξ |2
|∂2rΦ0| .
|η| − |η − ξ|
〈η〉 +
〈η − ξ〉
|η − ξ| (1− η̂η−ξ) .
∂rΦ0
|η − ξ| ,
∂3rΦ0 = H
′′′(η) −H ′′′(η − ξ) +H ′′′(η − ξ)(1− η̂3η−ξ)
+ 3I(η − ξ)η̂η−ξ |η̂⊥η−ξ |2
|∂3rΦ0| .
|η| − |η − ξ|
〈η − ξ〉5〈η〉 +
1− η̂η−ξ
|η − ξ|2〈η − ξ〉3 .
∂rΦ0
|η − ξ|2 ,
(4.22)
where we have used |η| ≥ |η − ξ|. Thus we obtain
|Y 2(χ+F )| . |F |
(∂rΦ0)2|η − ξ|2 +
|(χ+F )r|
(∂rΦ0)2|η − ξ| +
|(χ+F )rr|
(∂rΦ0)2
.
|η||η − ξ|〈η〉2−σ
|η|2|ξ|2|η − ξ|2〈ξ〉〈η − ξ〉1+σ f(ξ − η)g(η)
∼ 〈η〉
2−σ
|ξ|2〈ξ〉|η||η − ξ|〈η − ξ〉1+σ f(ξ − η)g(η).
(4.23)
Next we consider D0. Here the main part of ∇Φ0 is its angular component, which is not
always close to either η̂ or η̂ − ξ, so we simply integrate in the direction of ∇Φ0.1 Partial
integration gives ∫
FeiΦtdη =
i
t
∫
(AF )eiΦtdη =
−1
t2
∫
(A2F )eiΦtdη, (4.24)
where the operator A is defined by
AF := ∇ · ∇Φ|∇Φ|2F =
∇Φ
|∇Φ|2 · ∇F −
∇Φ · (2∇2Φ−∆ΦI) · ∇Φ
|∇Φ|4 F, (4.25)
1On the other hand, our method for estimating in D0 is not adequate in D+, where the angular difference
terms such as |H ′(η)/|η| −H ′(η − ξ)/|η − ξ|| in (4.26) can not be controlled.
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which satisfies
|AF | . |∇F ||∇Φ| +
|∇2Φ|
|∇Φ|2 |F |,
|A2F | . |∇
2F |
|∇Φ|2 +
|∇2Φ|
|∇Φ|3 |∇F |+
[ |∇2Φ|2
|∇Φ|4 +
|∇3Φ|
|∇Φ|3
]
|F |.
(4.26)
In the region D0, we have |η| ∼ |η − ξ| & |ξ|. Using (4.13) together with (4.9) and (4.10),
we have
|∇Φ0| ∼ |H ′(η) −H ′(η − ξ)|+H ′(η − ξ)|η̂ − η̂ − ξ|
& 〈η〉|η̂ − η̂ − ξ|,
|∇2Φ0| . |H ′′(η)−H ′′(η − ξ)|+
∣∣∣∣H ′(η)|η| − H ′(η − ξ)|η − ξ|
∣∣∣∣
+
[
H ′′(η) +
H ′(η)
|η|
]
|η̂ ⊗ η̂ − η̂ − ξ ⊗ η̂ − ξ|
.
|ξ|
|η|2 +
〈η〉
|η| |η̂ − η̂ − ξ|,
|∇3Φ0| . |H ′′′(η)−H ′′′(η − ξ)|+ |I(η) − I(η − ξ)|
+ (H ′′′(η) + |I(η)|)|η̂ − η̂ − ξ|
.
|ξ|
|η|3〈η〉 +
|η̂ − η̂ − ξ|
|η|2〈η〉3 .
(4.27)
By the definition of D0 and (4.15), we have
|η̂ − η̂ − ξ|2 = |ξ|
2 − (|η| − |η − ξ|)2
|η||η − ξ| ∼
|ξ|2
|η|2 (4.28)
Hence we deduce that
|∇Φ0| & 〈η〉|ξ||η| , |∇
2Φ0| . |∇Φ0||η| , |∇
3Φ0| . |∇Φ0||η|2 , (4.29)
and therefore
|A2(χ0F )| . |η||ξ − η||∇Φ0|2|η|2〈ξ〉〈ξ − η〉1+σ〈η〉σ
f(ξ − η)g(η)
.
|η|2
|ξ|2〈ξ〉〈η〉3+2σ f(ξ − η)g(η),
(4.30)
which is slightly better than the bound in (4.23).
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In conclusion, we obtain
t2
∣∣∣∣∣
∫
|η|≥|ξ−η|
FeiΦ0tdη
∣∣∣∣∣ .
∫
1≫|η| & |η−ξ|
f(ξ − η)g(η)
|ξ|2|η||η − ξ|dη
+
∫
1 . |η|∼|η−ξ|
f(ξ − η)g(η)
|ξ|2〈ξ〉〈η〉1+2σ dη
+
∫
1 . |η|≫|η−ξ|
f(ξ − η)g(η)
〈ξ〉2+σ|η − ξ|〈η − ξ〉1+σ dη
.
max(− log |ξ|, 0)
|ξ|2 ‖f‖L∞‖g‖L∞ +
‖f‖L2‖g‖L2
|ξ|2〈ξ〉2+2σ
+ 〈ξ〉−2−σ
[
f(ξ)
|ξ|〈ξ〉1+σ ∗ g(ξ)
]
,
(4.31)
where we used the Schwarz inequality and the condition σ ≥ −1/2 for the second integral.
For 1≫ |ξ|, we have also ∫
|F |dη . f ′ ∗ g′. (4.32)
Applying this estimate in the region {|ξ| < 1/t} and (4.31) in the rest, using the Young
inequality L1 ∗ L2 ⊂ L2, L2 ∗ L2 ⊂ L∞, and appending the same estimate in the opposite
region |η − ξ| ≥ |η|, we obtain∥∥∥∥〈ξ〉1+σ|ξ|∫ FeiΦ0tdη∥∥∥∥
L2ξ
. t−2(log t)2‖f‖L∞∩L2‖g‖L∞∩L2 + t−2‖f ′‖L2‖g′‖L2 ,
(4.33)
for t ≥ 2. After integration in t, this estimate corresponds to the case θ = 1 in (4.2). The
remaining case 0 < θ < 1 is covered by interpolation, see Section 4.4.
4.3. Estimate for u2, the case of Φ+. Next we consider the phase Φ+, for which we
need to take account of the time oscillation, and so split the integral into more regions. Let
χ ∈ C∞(R) satisfy χ(s) = 1 for s ≤ 1 and χ(s) = 0 for s ≥ 2, and denote χ˜ = 1−χ. Hence
we have suppχ ⊂ (−∞, 2] and supp χ˜ ⊂ [1,∞). We also denote
ζ = η − ξ/2, r = |η|, λ = |η|+ |η − ξ| − |ξ|,
M = max(|η|, |η − ξ|), m = min(|η|, |η − ξ|). (4.34)
For a fixed positive δ ≪ 1, and each ξ 6= 0 and t ≫ 1, we introduce partitions of unity for
η ∈ Rd by the following identities:
1 = χF + χC , χC = χ
+
T + χ
−
T + χ
0
T + χX , χX = χ
S
X + χ
+
X + χ
−
X + χ
0
X , (4.35)
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and
χF = χ˜
(
δ
λ
|ξ|
)
, χT = χC · χ
(
δ
〈ξ〉
|ξ|3λ
)
,
χ±T = χT · χ±, χ0T = χT · χ0 · χ˜
(
〈ξ〉2λ
|ξ|3δ
)
,
χSX = χX · χ(t|ζ|), χ±X = χX · χ˜(t|ζ|) · χ˜(±4ζ̂ξ),
(4.36)
where χ± and χ0 are the same as in (4.16). Hence denoting by D
∗
∗ = suppχ
∗
∗, we have (see
Figure 1)
Rd = DF ∪D+T ∪D−T ∪D0T ∪DSX ∪D+X ∪D−X ∪D0X . (4.37)
Remark that DX andDT cover the stationary-phase regions in space and time, respectively.
0 ξ
DX
S DX
+ DT
+ DX
+DX
−DT
−DX
−
DX
0
DT
0
DX
0
DX
0
DT
0
DX
0
DF
Figure 1. Decomposition of η space for Φ+ when |ξ| . 1 and t≫ 1.
DT is an annular region, separating DX into two connected components (if |ξ| . 1). The
derivatives of the cut-off functions satisfy
|∇kηχF | . M−|k|, |(η̂ · ∇η)kχ∗T |+ |(η̂ − ξ · ∇η)kχ∗T | . m−k,
|∇ηχ∗X | . |ζ|−1 +DT 〈ξ〉|ξ|−3/2m−1/2,
(4.38)
for |k| ≤ 2, where DT is identified with its characteristic function. We can easily derive
these bounds using
∂rλ = 1 + η̂η−ξ ∼ λ
m
, ∂2rλ =
|η̂⊥η−ξ |2
|η − ξ| .
λ
m2
,
|∇ηλ| = |η̂ + η̂ − ξ| ∼ λ
1/2
m1/2
, |∇χ∗T | .
〈ξ〉
|ξ|3/2m1/2 ,
(4.39)
together with similar estimates for the radial derivative in η − ξ.
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In DF , D
+
T and D
0
T , we use the polar coordinates η = rθ and integrate twice in the radial
direction.2 Since |η| & |η − ξ|+ |ξ|, we have
−∂rΦ+ = H ′(η) −H ′(η − ξ) +H ′(η − ξ)(1 + η̂η−ξ),
|∂2rΦ+| . H ′′(η) +H ′′(η − ξ) +
H ′(η − ξ)
|η − ξ| |η̂
⊥
η−ξ |2
.
|η|
〈η〉 +
〈η − ξ〉
|η − ξ| (1 + η̂η−ξ),
|∂3rΦ+| . H ′′′(η) +H ′′′(η − ξ) + |I(η − ξ)||η̂⊥η−ξ |2
.
1
〈η − ξ〉5 +
1 + η̂η−ξ
|η − ξ|2〈η − ξ〉3 .
(4.40)
In DF , we have |η| ∼ |η − ξ| ≫ |ξ|, which implies that
−∂rΦ+ & − |η||ξ|〈ξ〉 + 〈η〉 & 〈η〉 (4.41)
and also
|∂1+kr Φ+| . |∂rΦ|m−k (k = 1, 2). (4.42)
Therefore, defining Y by (4.20) with Φ = Φ+, we get
|Y 2(χFF )| . DF |η||η − ξ|f(ξ − η)g(η)
(∂rΦ+)2|η − ξ|2〈ξ〉〈η − ξ〉1+σ〈η〉σ
.
f(ξ − η)g(η)
〈ξ〉4+2σ . (4.43)
Since σ > −1, we obtain by the Schwarz inequality∥∥∥∥〈ξ〉2+max(σ,2σ) ∫ χFFeiΦ+tdη∥∥∥∥
L2ξ
. t−2‖f‖L2‖g‖L2 . (4.44)
In D+T , we have |η| ∼ |ξ| & |η − ξ| and by the radial component
−∂rΦ+ & |η|
2
〈η〉 ∼
|ξ|2
〈ξ〉 , (4.45)
whereas in D0T we have |η| ∼ |ξ| ∼ |η − ξ| and by the angular component
−∂rΦ+ & 〈ξ〉(1 + η̂η−ξ) & |ξ|
2
〈ξ〉 , (4.46)
and we have (4.42) in both cases. Hence we have for ∗ = 0,+,
|Y 2(χ∗TF )| .
DT 〈ξ〉2|η||η − ξ|f(ξ − η)g(η)
|ξ|4|η − ξ|2〈ξ〉〈η − ξ〉1+σ〈η〉σ .
DT 〈ξ〉1−σf(ξ − η)g(η)
|ξ|3|η − ξ|〈η − ξ〉1+σ . (4.47)
2Here we can not use the operator A because there is no cancellation between the angular terms H ′(η)/|η|
and H ′(η − ξ)/|η − ξ| in ∇2Φ+, and also because the cut-off function has larger derivative in the angular
direction.
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For |ξ| ≥ 1, this gives the same bound as in the last term in (4.31). For |ξ| ≤ 1, we use the
shape of DT and the polar coordinates for η − ξ,∫
|Y 2(χ∗TF )|dη .
∫ |ξ|
0
min(m, |ξ|3)‖f‖L∞‖g‖L∞
|ξ|3m dm
. ‖f‖L∞‖g‖L∞ log(1/|ξ|),
(4.48)
where the factor min(m, |ξ|3) is coming from integration in η̂ − ξ. We can treat D−T in the
same way by symmetry. Thus we obtain for ∗ = 0,+,−,∥∥∥∥〈ξ〉2+σ ∫ χ∗TFeiΦ+tdη∥∥∥∥
L2ξ
. t−2‖f‖L2∩L∞‖g‖L2∩L∞ . (4.49)
Next we exploit the time oscillation in DX , which is split into the following two cases:{
λ≫ |ξ|3/〈ξ〉,
λ≪ |ξ|3/〈ξ〉2, ||η| − |η − ξ|| ≤ (1− δ)|ξ|. (4.50)
In the first case, we have |η|+ |η − ξ| ∼ |ξ| . 1 and
−Φ+ =
√
2λ+
|η|3
[η] +
√
2
+
|η − ξ|3
[η − ξ] +√2 −
|ξ|3
[ξ] +
√
2
&
|ξ|3
〈ξ〉 , (4.51)
while in the second case, we have |η| ∼ |η − ξ| ∼ |ξ| and
Φ+ = [H(ξ)−H(|η|+ |η − ξ|)] + [H(|η| + |η − ξ|)−H(η)−H(η − ξ)]
&
|ξ|3
〈ξ〉 ,
(4.52)
where we used (4.10) and the identity
H(a+ b)−H(a)−H(b) = ab(2a + b)
[a+ b] + [a]
+
ab(a+ 2b)
[a+ b] + [b]
(a, b > 0). (4.53)
Therefore we can integrate in s for ξ 6= 0:
X ∗ :=
∣∣∣∣∫ ∫ t
∞
eiΦ+s(χ∗XF )dsdη
∣∣∣∣ = ∣∣∣∣∫ eiΦ+tiΦ+ (χ∗XF )dη
∣∣∣∣ , (4.54)
for ∗ = S,+, 0,−. In particular, we have
X S .
∫
|ζ| . 1/t
〈ξ〉
|ξ|3
|ξ|2
〈ξ〉2+2σ f(ξ − η)g(η)dη
.
1
|ξ|〈ξ〉1+2σ
∫
|ζ| . 1/t
f(ξ/2 + ζ)g(ξ/2 − ζ)dζ.
(4.55)
Hence by using the triangle inequality we obtain
‖〈ξ〉2+2σX S‖L2ξ .
∫
|ζ| . 1/t
∥∥∥∥∥〈ξ〉1/2|ξ|1/2 f(ξ/2 + ζ)
∥∥∥∥∥
L2ξ
〈ζ〉1/2
|ζ|1/2 ‖g‖L∞dζ
. t−3/2‖f‖L∞∩L2‖g‖L∞ .
(4.56)
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In D+X , we use the polar coordinate ζ = le
iω ξ̂ and partial integration in l:∫
FeiΦtdζ =
i
t
∫
(ZF )eiΦtdζ, (4.57)
where the operator Z is defined by
Z :=
1
l
∂l
l
∂lΦ
=
1
l∂lΦ
− ∂
2
l Φ
(∂lΦ)2
+
∂l
∂lΦ
. (4.58)
The first derivative is given by
∂lΦ+ = H
′(η)η̂ζ +H
′(η − ξ)η̂ − ξζ
= (H ′(η)−H ′(η − ξ))η̂ζ +H ′(η − ξ)(η̂ζ + η̂ − ξζ),
(4.59)
where the radial component can be estimated by
(H ′(η) −H ′(η − ξ))η̂ζ & |η|〈η〉 (|η| − |η − ξ|)
(ξ + 2ζ) · ζ̂
|η|
&
|η|2 − |η − ξ|2
〈ξ〉
ξ · ζ̂
|η| &
|ξ||ζ|ζ̂2ξ
〈ξ〉 ,
(4.60)
and the angular component by
H ′(η − ξ)(η̂ζ + η̂ − ξζ) = H ′(η − ξ)
|η| + |η − ξ|
2|ζ| (1 + η̂η−ξ)
∼ 〈η − ξ〉 |η||ζ| |η̂ + η̂ − ξ|
2.
(4.61)
To rewrite it in terms of ω, let α and β be the angles ∈ [0, pi] such that
cosα = η̂ − ξ · −̂ξ, cos β = η̂ · ξ̂. (4.62)
Then by the sine theorem and ω ∼ sinω by |ω| < pi/2, we have
|η̂ + η̂ − ξ| & sinα+ sin β &
(
1
|η − ξ| +
1
|η|
)
|ζ|| sinω| & |ζ|
m
|ω|, (4.63)
and so
H ′(η − ξ)(η̂ζ + η̂ − ξζ) &
〈m〉|ξ||ζ|
m2
ω2 &
〈ξ〉|ζ|ω2
m
. (4.64)
Thus we obtain
|∂lΦ+| & |ξ||ζ|〈ξ〉 +
〈ξ〉|ζ|ω2
m
=
〈ξ〉|ζ|
m
(
ω2 +
m|ξ|
〈ξ〉2
)
. (4.65)
The second derivative is estimated by
|∂2l Φ+| . H ′′(η) +H ′′(η − ξ) +
H ′(η)
|η| |ζ̂
⊥
η |2 +
H ′(η − ξ)
|η − ξ| |ζ̂
⊥
η−ξ|2
.
|ξ|
〈ξ〉 +
〈m〉
m
∣∣∣∣ |η||ζ| η̂⊥η−ξ
∣∣∣∣2 . |ξ|〈ξ〉 + 〈m〉|η|2m|ζ|2 (1 + η̂η−ξ).
(4.66)
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Then by using |η| ∼ max(m, |ζ|) and the above estimate, we obtain
|∂2l Φ+| . |∂lΦ+|[m−1 + |ζ|−1]. (4.67)
Thus we obtain
|Z(χ+XF )| . |Φ+|w+XDXf(ξ − η)g(η), where
w+X : =
〈ξ〉
|ξ|3
m
〈ξ〉|ζ|
(
ω2 + m|ξ|
〈ξ〉2
) |ξ|m
〈ξ〉1+σ〈m〉1+σ
[
1
m
+
1
|ζ| +
DT 〈ξ〉
m1/2|ξ|3/2
]
=
m2
〈ξ〉1+σ|ξ|2〈m〉1+σ|ζ|
(
ω2 + m|ξ|
〈ξ〉2
) [ 1
m
+
1
|ζ| +
DT 〈ξ〉
m1/2|ξ|3/2
]
.
(4.68)
Using |η| ∼ max(m, |ζ|), we have for |ξ| ≥ 1,
w+X .
1
|ξ|3+σ〈m〉1+σ +
1
|ξ|2+2σ|ζ|2 , (4.69)
the first term is treated as the last term of (4.31), and the second term by using the triangle
and the Schwarz inequalities∥∥∥∥∥
∫
1≥|ζ|&1/t
f(ξ − η)g(η)dζ
|ζ|2
∥∥∥∥∥
L2ξ
.
∫
1≥|ζ|&1/t
dζ
|ζ|2 ‖f(ξ/2− ζ)‖L2ξ‖g‖L∞ ,
. ‖f‖L2‖g‖L∞ log t,∥∥∥∥∥
∫
|ζ|>1
f(ξ − η)g(η)dζ
|ζ|2
∥∥∥∥∥
L2ξ
.
√∫
|ζ|>1
dζ
|ζ|4
∫
|f(ξ − η)g(η)|2dηdξ
. ‖f‖L2‖g‖L2 .
(4.70)
For |ξ| ≤ 1, we have
w+X .
1
|ζ|2(ω2 + |ξ|2) +
m1/2DT
|ξ|9/2|ζ| , (4.71)
and so in the polar coordinates ζ = (l, ω),∫
DX
w+Xdη .
∫ |ξ|
1/t
∫ 2pi
0
ldldω
l2(ω2 + |ξ|2) +
∫ |ξ|
0
min(l, |ξ|3)
|ξ|4l dl
.
log t+ | log |ξ||
|ξ|
(4.72)
Thus we obtain
‖〈ξ〉2+min(σ,2σ)X+‖L2ξ(|ξ|≥1/t) . t
−1(log t)2‖f‖L∞∩L2‖g‖L∞∩L2 . (4.73)
We have the same bound for X− by symmetry.
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In D0X , we use the operator A defined by (4.24) with Φ = Φ+. Here we have |ξ| ∼ |η| ∼
|ξ − η| and |ζ̂ξ| ≤ 1/2, which implies by the same argument as in (4.63) that
|η̂ + η̂ − ξ| & |ζ||ξ| . (4.74)
Hence we have
|∇ηΦ+| & H ′(η − ξ)|η̂ + η̂ − ξ| & 〈ξ〉|ζ||ξ| , |∇
2
ηΦ+| .
〈ξ〉
|ξ| .
|∇ηΦ+|
|ζ| , (4.75)
and so
|A(χ0XF )| . |Φ+|D0Xw0Xf(ξ − η)g(η), where
w0X : =
〈ξ〉
|ξ|3
|ξ|
〈ξ〉|ζ|
|ξ|2
〈ξ〉2+2σ
[
1
|ζ| +
〈ξ〉DT
|ξ|2
]
.
1
〈ξ〉2+2σ|ζ|
[
1
|ζ| +
〈ξ〉DT
|ξ|2
]
.
(4.76)
This bound is better than (4.68), and so in the same way we obtain
‖〈ξ〉2+2σX 0‖L2ξ(|ξ|≥1/t) . t
−1(log t)‖f‖L∞∩L2‖g‖L∞∩L2 . (4.77)
On the other hand, we have for |ξ| ≤ 1/t . 1,∫∫ 2t
t
|χXF |dsdη .
∫ 2t
t
∫
|η| . |ξ|
|ξ|2‖f‖L∞‖g‖L∞dηds
. t−3‖f‖L∞‖g‖L∞
(4.78)
Putting the pieces together, we obtain∥∥∥∥〈ξ〉2+min(σ,2σ) ∫ t
∞
∫
eiΦ+sFdηds
∥∥∥∥
L2ξ
. t−1(log t)2‖f‖L∞∩L2‖g‖L∞∩L2 . (4.79)
Here the condition σ ≥ −1/2 is inevitable for Φ+. The difference from the case of Φ0 is the
inbalance between the |ξ| from U and the 1/|ζ| from the partial integration, which costs
one regularity. On the other hand, Φ+ is better at ξ = 0 than Φ0, which is non-oscillatory
at ξ = 0.
4.4. Interpolating estimates. Thus we have proved (4.2) in the case θ = 1. On the other
hand, we have for any k ∈ Z,∥∥∥∥∫ |F (ξ, η)|dη∥∥∥∥
L2(2k<|ξ|<2k+1)
. 2k
∥∥∥∥∫ |F (ξ, η)|dη∥∥∥∥
L∞ξ
. 2k‖f ′‖L2‖g′‖L2 . (4.80)
which implies that for any t > 0,∥∥∥∥∫ t
2t
∫
|ξ|−1|F (ξ, η)|dηds
∥∥∥∥
L2(2k<|ξ|<2k+1)
. t‖f ′‖L2‖g′‖L2 . (4.81)
This corresponds to the case θ = −1 in (4.2), although it is divergent for the integral t→∞.
By applying real interpolation or the Ho¨lder inequality to dyadic sequences on |ξ| and t, we
obtain the desired estimate (4.2) for 0 < θ ≤ 1. 
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5. Proof of the 2D theorem
5.1. Bootstrap setting. We decompose our solution z = z0 + z1 and u = u0 + u1, where
z0 := e−iHtϕ, u0 := V z0, (5.1)
and starting from the above estimates, we will derive
‖z1‖H˙1 . t−α, ‖z1‖H˙1/2 . t−β, ‖u‖L4 . t−β, (5.2)
with some α, β satisfying
β < 1/2, 1− β < α < 2β, (5.3)
by the standard iteration argument. (α, β) can be arbitrarily close, but not equal, to (1, 1/2).
We fix κ ∈ (0, 1/4) such that
1/2 + κ < α < 2β − κ. (5.4)
Let ‖ϕ‖B˙11,1 ≤ δ ≪ 1. The L
p decay (1.18) implies the following bounds on the free part
u0 = u01 + iu
0
2:
‖u0(t)‖H1x . ‖ϕ‖H1 , ‖u01‖L∞x + ‖∇u0‖L∞x . t−1‖ϕ‖B˙11,1 ≤ δt
−1,
‖u0(t)‖L4x . t−1/2‖ϕ‖B˙04/3,2 .
(5.5)
The last quantity is finite for high frequency by interpolation of B˙11,1 and H˙
1. The low
frequency part is also finite, because (1.10) implies that
〈∇〉−1/2ϕ ∈ B˙2/p−2p,∞ ∩ B˙2/q−1q,∞ , (5.6)
for all p > 1 and q ≥ 1, which is proved simply by estimating the inverse Fourier transform.
In the following three subsections, we derive estimates on the normal form, the trilinear
terms and the quadratic difference terms, where we need not assume that u is the solution.
For any function u, we denote
‖u‖Z′T :=‖u‖Lβ0,TL4x + ‖Re u‖Lα0,TL2x + ‖∇u‖Lα0,TL2x ,
‖u‖ZT :=‖u0‖L1/20,TL4x + ‖Re u
0‖L10,TL∞x + ‖∇u
0‖L10,TL∞x + ‖u− u
0‖Z′T .
(5.7)
Remark that ZT is not a norm, but it is designed to measure different types of decay of u0
and u− u0, namely dispersive and dissipative. Since β < 1/2, we have
‖u‖
Lβ0,TL
4
x
. ‖u‖ZT . (5.8)
5.2. Normal form. The quadratic part is estimated just by the Ho¨lder inequality:
‖|u|2‖Lα0,TL2x . T
−κ‖u‖2
Lβ0,TL
4
x
. T−κ‖u‖2ZT ,
‖|u|2 − |w|2‖Lα0,TL2x . T
−κ(‖u‖ZT + ‖w‖ZT )‖u− w‖Z′T .
(5.9)
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5.3. Trilinear term. For 1 < p <∞, we have∥∥N3(u)∥∥
H1p
. ‖|u|2u1‖Lp + ‖u2∇u‖Lp . (5.10)
We apply this estimate after expanding u = u0+u1, choosing different p for each term. For
example, (u2)
2∇u2 is expanded into the following spaces
‖u2u2∇u02‖L2β1,TL2x . ‖u2‖
2
Lβ0,TL
4
x
‖∇u02‖L10,TL∞x ,
‖u02u02∇u12‖Lα+1/31,T L2x . ‖u
0
2‖4/3L1/20,TL4x
‖∇u02‖2/3L10,TL∞x ‖∇u
1
2‖Lα0,TL2x ,
‖u2u12∇u12‖L2α+β−3/4
3/4,T
L
4/3
x
. ‖u2‖Lβ0,TL4x‖∇u
1
2‖2Lα0,TL2x ,
(5.11)
where we used the interpolation inequalities of Gagliardo-Nirenberg type:
‖u‖L∞x . ‖u‖
2/3
L4x
‖∇u‖1/3L∞x , ‖u‖L8x . ‖u‖
1/2
L4x
‖∇u‖1/2L2x . (5.12)
The other terms containing u1 are estimated in the same way. Thus we obtain
‖Tri(u)‖Stz1T . T
−α−κ‖u‖3ZT ,
‖Tri(u)− Tri(w)‖Stz1T . T
−α−κ [‖u‖ZT + ‖w‖ZT ]2 ‖u− w‖Z′T .
(5.13)
5.4. Quadratic error term. The quadratic difference term can be expanded by putting
u = u0 + u1
N2(u0 + u1)−N2(u0)
= −2i(2u01 + u11)u11 − 2PU−1∇ · (u01∇u12 + u11∇u02 + u11∇u12),
(5.14)
and each term is estimated in T−αStz1T by using
‖u01u11‖H1 . ‖u01‖W 1,∞‖u11‖H1 . δt−1−α‖u‖Zt ,
‖u11u11‖H1p . ‖u11‖Lq‖u11‖H1 . t−2α‖u‖2Zt ,
‖u01∇u12‖L2 . ‖u01‖L∞‖∇u12‖L2 . δt−1−α‖u‖Zt ,
‖u11∇u02‖L2 . ‖u11‖L2‖∇u02‖L∞ . δt−1−α‖u‖Zt ,
‖u11∇u12‖Lp . ‖u11‖Lq‖∇u12‖L2 . t−2α‖u‖2Zt ,
(5.15)
where δ is the small factor coming from ‖ϕ‖B˙11,1 , and we choose p ∈ (1, 2) and q ∈ (2,∞)
such that
α− κ > 1− 1/q = 3/2 − 1/p. (5.16)
Thus we obtain
‖Dif (u)‖Stz1T . T
−α
[
δ + T−κ‖u‖ZT
] ‖u‖ZT ,
‖Dif (u)−Dif (w)‖Stz1T . T
−α
[
δ + T−κ(‖u‖ZT + ‖w‖ZT )
] ‖u− w‖Z′T . (5.17)
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5.5. Iteration argument. We define an iteration sequence (z(k), u(k), v(k)) for k = 0, 1, 2 . . .
and t > T ≫ 1, by
z(0) = v(0) = z
0 = e−iHtϕ, u(0) = u
0 = V z0,
z(k+1) = z
0 + Tri(u(k)) +Dif (u(k)) + Asy(u
0),
u(k+1) = V v(k+1) = V z(k) − P
|u(k)|2
2
.
(5.18)
We introduce the following norm for z:
‖z‖Z2T := ‖z‖Lα0,T H˙1x + ‖z‖Lβ0,T H˙1/2x . (5.19)
Since β < α, we have ‖z‖Z2T . T
α‖z‖Stz1T . Using the Sobolev embedding H˙
1/2
x ⊂ L4x and
β < α, we have for any k, j = 0, 1, 2 . . . ,
‖u(k+1) − u(j+1)‖Z′T ∼ ‖v(k+1) − v(j+1)‖Lα0,T H˙1x + ‖u(k+1) − u(j+1)‖Lβ0,TL4x
. ‖z(k) − z(j)‖Z2T + ‖|u(k)|
2 − |u(j)|2‖Lα0,TL2x ,
(5.20)
and then the quadratic part is estimated by using (5.9) and α+ κ < 2β,
‖|u(k)|2 − |u(j)|2‖Lα0,TL2x . T
−κ
[‖u(k)‖ZT + ‖u(j)‖ZT ] ‖u(k) − u(j)‖Z′T . (5.21)
For the first iteration, we have u(1) − u(0) = −P |u0|2/2 ∈ R, and so
‖u(1) − u(0)‖Lβ0,TL4x . ‖v(1) − v(0)‖Lα0,T H˙1x . ‖|u
0|2‖Lα0,TL2x . T
−κ‖u0‖2ZT . (5.22)
As for z(k), we use (5.13) and (5.17), deriving
‖z(k+1) − z(j+1)‖Stz1T . T
−α
[
δ + T−κ(1 + ‖u(k)‖ZT + ‖u(j)‖ZT )2
]
× ‖u(k) − u(j)‖Z′T .
(5.23)
For the first iteration, we apply (5.13) and (4.2). Then we get
‖z(1) − z(0)‖Z2T . ‖Tri(u
0)‖T−αStz1T + ‖Asy(u
0)‖Z2T
. T−κ
[‖u0‖3ZT + ‖ϕ‖2N ] , (5.24)
where we denote
‖ϕ‖N := ‖ϕ‖H1 +
∑
0≤|k|≤2
‖〈ξ〉−1/2|ξ||k|∂kξ ϕ˜(ξ)‖L2∩L∞ . (5.25)
Gathering the above estimates, we deduce that
Dk := ‖z(k) − z(k−1)‖Z2T + ‖u(k+1) − u(k)‖Z′T , Ek := ‖u(k)‖ZT ,
Dk+1 . (δ + T
−κ(1 +Ek+1 + Ek + Ek−1)
2)Dk, (k = 1, 2, 3 . . . ),
D1 . T
−κ
[‖u0‖2ZT (1 + ‖u0‖ZT ) + ‖ϕ‖2N ] ,
Ek .
k−1∑
j=1
Dj + ‖u(1)‖ZT , ‖u(1)‖ZT . ‖u0‖ZT (1 + T−κ‖u0‖ZT ).
(5.26)
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Hence for sufficiently small δ and large T , (z(k), u(k)) converges to some function (z, u)
satisfying the equation (1.15) and
‖z − z(0)‖Z2T + ‖u− u(1)‖Z′T + ‖z − z(1)‖T−αStz1T . D1. (5.27)
The uniqueness for t > T is proved also by the above difference estimates. In addition,
(4.2) implies that
t1−ε(‖z′‖H˙1 + ‖z(1) − z0 − z′‖L2x) + tε/2‖z′‖H˙ε . ‖ϕ‖2N , (5.28)
where we used the fact that z(1) − z0 − z′ = Asy ′(u0) does not contain Φ0. By using this
estimate together with (5.22) and the Lp decay, we also obtain
‖ν‖H˙2∩H˙1 . ‖u‖2L4x . t
−2β(D1 + ‖u0‖ZT )2,
‖ν‖H˙2ε . ‖u‖2L2/(1−ε)x . (‖z‖L2/(1−ε)x + ‖u‖
2
L4x
)2
. t−ε(‖ϕ‖B˙0
2/(1+ε),1
+ ‖ϕ‖2N +D21 + ‖u0‖2ZT )2,
(5.29)
for any small ε > 0. In particular, z(T ), v(T ) ∈ H˙s for 0 < s ≤ 1. The local uniqueness for
(1.17) in this class is easily derived from the Strichartz, Sobolev and Ho¨lder inequalities.
5.6. Global continuation. The final task is to extend our solution u to t < T . We can
not apply the H1 global wellposedness of u by [2], since Asy(u0) barely falls out of L2.
However the nonlinear energy is still finite, because u1, |u|2 ∈ L2, and the L2 singular part
at low frequency belongs to L∞. Hence we can apply the global existence results in [10],
and we have only to see persistence of our function space, namely (z, v) ∈ C(R; H˙ε ∩ H˙1).
The conserved energy can be written as
E(u) :=
∫ |∇ψ|2
2
+
(|ψ|2 − 1)2
4
dx =
∫ |∇u|2
2
+ |ρ|2dx, (5.30)
where we denote ρ := u1 +
|u|2
2 . [10, Theorem 1.1] gives
ρ ∈ C(R;L2), u ∈ C(R; (L∞ +H1) ∩ H˙1),
u− ei∆(t−T )u(T ) ∈ C(R;H1).
(5.31)
Hence we have u ∈ C(R; H˙s) for 0 < s ≤ 1, which implies for 0 < s < 1 that
PU−1|u|2 ∈ C(R; H˙2s). (5.32)
On the other hand, by using the identities
Uz1 = u1 + P
|u|2
2
= Pρ+Qu1, z2 = u2, (5.33)
we get
z ∈ C(R; (L∞ +H1) ∩ H˙1), ∇ρ ∈ C(R;L2 + L8/5), (5.34)
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and the integral equation for z can be written as
z =e−iH(t−T )z(T )
−
∫ t
T
e−iH(t−s)[2i(ρu1) + 2PU
−1∇ · (u1∇u2)− 2U(ρu2 − u1u2)]ds,
(5.35)
where the nonlinearity is in C(R;H1+H1,4/3). Hence the Strichartz estimate implies that
z(t)− e−iH(t−T )z(T ) ∈ C(R;H1), (5.36)
and therefore
z ∈ C(R; H˙s), (5.37)
for 0 < s ≤ 1. Combined with (5.32), this implies that
v = z − PU−1|u|2/2 ∈ C(R; H˙s), (5.38)
for 0 < s ≤ 1. 
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