A class of periodic solutions of the nonlinear Schrödinger equation with nonHermitian potentials are considered. The system may be implemented in planar nonlinear optical waveguides carrying an appropriate distribution of local gain and loss, in a combination with a photonic-crystal structure. The complex potential is built as a solution of the inverse problem, which predicts the potential supporting required periodic solutions. The main subject of the analysis is the spectral structure of the linear (in)stability for the stationary spatially periodic states in the periodic potentials. The stability and instability bands are calculated by means of the plane-wave-expansion method, and verified in direct simulations of the perturbed evolution. The results show that the periodic solutions may be stable against perturbations in specific Floquet-Bloch bands, even if they are unstable against small random perturbations.
Introduction
Non-Hermitian (complex) potentials in wave equations give rise to effects that cannot be realized with Hermitian (real) potentials, well-known examples being the parity-time (PT ) symmetry in the case when the real and imaginary parts of the complex potential are, respectively, spatially even and odd [1, 2, 3, 4] . The PT symmetry, i.e., the reality of the energy spectrum in the respective systems, holds up to a critical value of the strength of the imaginary potential, symmetry breaking occurring above the critical value. In optics, PT -symmetric potentials have been realized in various experiments [5, 6, 7, 8, 9, 10, 11, 12] . They exhibit remarkable properties and potential applications, such as power oscillations [6] , non-reciprocal light propagation [13] , optical transparency [14] , negative refraction [15] , pseudoHermitian Bloch oscillations [16, 17] , unidirectional invisibility [18, 19, 20] , and possibilities to design various PT -symmetric devices [21, 23, 22, 24] , as recently reviewed in Ref. [25] . Further, optics provides a fertile ground to investigate PT -symmetric beam dynamics in nonlinear regimes, including the formation of bright and dark solitons, gap solitons, defect states, multi-peak modes, and vortices, see original works [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48] and recent reviews [49, 50] . In particular, a specific arrangement of the self-defocusing nonlinearity, growing from the center to periphery, makes it possible to predict self-trapped modes featuring unbreakable PT symmetry [51] . The concept of the PT -symmetry has also been applied to Bose-Einstein condensates [52, 53, 54, 55] , atomic cells [56, 57, 58] , and nonlinearity-induced PT -symmetry without material gain [59] .
Stability of optical solitons and nonlinear beam dynamics in non-PTsymmetric complex potentials was also addressed, showing that the solitons may be stable in a wide range of parameters [61, 60, 62, 63, 49] . Some applications, such as coherent perfect absorbers and time-reversal lasers, have been elaborated in such settings [64, 65, 66, 67, 68] , and non-PT -symmetric optical potentials with all-real spectra in a coherent atomic system have been realized [69] . The studies of the stability of modes supported by the complex potentials make this topic a part of the very broad field of dynamical stability in various nonlinear systems. One of basic problems in this field is the modulation instability (MI) of extended states.
In particular, the MI was widely studied in PT -symmetric nonlinear Schrödinger (NLS) equations [70, 71, 72, 73, 74, 75, 76] . Recently, the MI of constant-amplitude waves has been addressed in models with more general complex potentials by using the plane-wave-expansion method combined with direct simulations [77, 78] , which makes it possible to calculate the stability band structure of spatially periodic solutions in periodic complex potentials.
In the present work, we aim to explore this structure for periodic solutions of the NLS equation with non-Hermitian potentials.
The paper is organized as follows. In the next section, the model and its reduction are introduced, and the corresponding periodic solutions are presented by solving an inverse problem, which predicts the periodic potentials supporting a required phase-gradient structure of the periodic solutions. In Sec. III, we focus on the analysis of the stability band structure of the periodic solutions, employing the plane-wave-expansion method. The conclusions are made in Sec. IV.
Model and periodic solutions
We begin the analysis by considering the NLS equation with non-Hermitian potentials, written in a scaled form, cf. Ref. [77] :
In the application to light propagation in planar waveguides, Ψ(x, z) is the slowly varying envelope of the electric field, z and x are the propagation distance and the transverse coordinate,
is the complex potential, which can be implemented in optics by combining the spatially modulated refractive index and spatially distributed gain and loss elements [6] . The nonlinearity can be either self-focusing (g > 0) or defocusing (g < 0), the latter being possible in semiconductor optical materials [79] . We are looking for stationary solutions of Eq. (1) as
where µ is a real propagation constant and complex field profile Φ(x) is determined by the following nonlinear equation:
with the prime standing for d/dx. Further, we define real amplitude and phase
for which complex Eq. (4) splits into real ones:
Equations (6) and (7) may be addressed as an inverse problem, which provides a required form of the solution, H(x) and Θ(x), by selecting a particular complex potential (2):
The approach based on the inverse problem was previously elaborated in various contexts related to NLS equations [80, 81, 82, 83, 84] . To choose basic periodic solutions to Eq. (1), avoiding singularities in the complex potential, we set H ′′ /H = −ω 2 and Θ ′ = V 0 H, where ω and V 0 are the real constants. Accordingly, we have
with arbitrary real constants A and φ. Thus, the starting point is the periodic solution of Eq. (1) taken as
with the corresponding real and imaginary parts of the complex potential given by Eqs. (8) and (9):
The complex periodic potential V (x) given by Eqs. (13) and (14) is similar to the so-called Wadati potential [85] , with even and odd real and imaginary parts, respectively. Note that the periodic solution exists in the (13) and (14) for (a) the self-focusing nonlinearity with g = 0.3 and V 0 = 0.23; and (b) the defoucsing nonlinearity with g = −0.7 and V 0 = 0.2. Here, the perturbation amplitude ε = 0.02, and the other parameters are taken as A = 1, ω = 1, φ = π/2, and µ = −1.
linear limit (g = 0), as well as for an arbitrary strength of the nonlinearity (g = 0). Lastly, function H (x) determines the power flow from gain to loss regions, the respective Poynting vector, S = (i/2)(Ψ∂Ψ * /∂x − Ψ * ∂Ψ/∂x), taking a very simple form, S = V 0 H 3 , proportional to the gain-loss strength, V 0 .
The stability-band structure of the periodic solution
In this section, we address the stability of the periodic solution (12), using the plane-wave-expansion method for the linear-stability analysis. The results will be verified by means of direct numerical simulations.
The linear-stability analysis is initiated by adding a small perturbation to periodic solution (12):
where * stands for the complex conjugate, and ε is a real infinitesimal amplitude of the perturbation with complex eigenfunctions F λ (x) and G λ (x), which are related to complex eigenvalue λ. As usual, an imaginary part of λ, if any, defines the instability growth rate of the perturbation. The substitution of expression (15) into Eq. (1) and subsequent linearization leads to the eigenvalue problem in the matrix form,
where the operators L 1 and L 2 are
The linear eigenvalue problem (16) can be solved by the finite difference method. As typical examples, we calculated the eigenvalues of Eq. (16), finding that the instability growth rates are 0.0036 and 0.5673 for parameters given in the caption to Fig. 1 , for the self-focusing and defocusing nonlinearity, respectively, which means that the periodic solution (12) is unstable. To confirm the results, we have performed simulations of the evolution of solution (12) with random-noise perturbations added to it, as shown in Figs. 1(a) and 1(b).
The above results do not include the stability band structure of the periodic solution (12) . Below, we will apply the plane-wave-expansion method based on Eq. (16) [77] to produce the band structure. In the framework of this method in its general form, because H(x) is a periodic function with period of 2π/ω, the perturbation eigenmodes F λ (x) and G λ (x), along with H(x) itself, are expanded into Fourier series, according to the Floquet-Bloch theorem:
where k is the Bloch momentum, making the eigenmodes quasiperiodic functions of x. Substituting Eqs. (13), (14), (19) and (20) into the eigenvalue problem (16) , one arrives at the following system of linear equations for perturbation coefficients u n , v n and eigenvalue λ(k): where we define
The instability growth rate of the periodic solution is again defined as the largest imaginary part of λ(k), in the set of the eigenvalues for given k. As a typical example, Fig. 2 depicts the dependence of max[Im λ(k)] on k (in the half of the first Brillouin zone) for different values of the gain/loss parameter V 0 in both the self-focusing and defocusing regimes. For the self-focusing nonlinearity, as seen in Fig. 2(a) , at V 0 = 0.16 and V 0 = 0.27 the eigenvalues with the largest imaginary part are complex at all k [see the black solid and green short-dotted curves in Fig. 2(a) ], hence the periodic solution is linearly unstable to all perturbations. When V 0 = 0.05 and 0.23, as shown by the red dashed and blue short-dashed curves in Fig. 2(a) , a stability band, i.e., an interval of wavenumber k in which the instability growth rate vanishes, can be formed. This means that the periodic solution is stable against perturbations corresponding to the 
0.23, respectively.
Similarly, for the defocusing nonlinearity, as shown in Fig. 2(b) , at V 0 = 0.08 and V 0 = 0.21, the eigenvalues with the largest imaginary part are complex at all k [see the red dashed and green short dotted curves in Fig.  2(b) ]. On the other hand, at V 0 = 0.16 and 0.2 stability bands are [0, 0.055] and [0, 0.085], respectively. They are narrower than the instability zone, and are mainly located near the center of the Brillouin zone [see the black solid and blue short-dashed curves in Fig. 2(b) ].
To verify the above results, we have performed systematic simulations of Eq. (1) by taking inputs in the form of the periodic solution with the addition of small perturbations corresponding to specific Floquet-Bloch eigenmodes, as per Eq. (15) . Figs. 3(a) and 3(b) show the evolution of the periodic solution perturbed by the eigenmodes corresponding to k = 0.1 and k = 0.39 at V 0 = 0.23 in the self-focusing regime. As predicted by points "a" and "b" in Fig. 2(a) , the periodic solution is stable against these perturbation modes at k = 0.1 [ Fig. 3(a) ], and unstable at k = 0.39 [ Fig. 3(b) ]. Figs. 3(c) and 3(d) display the evolution in the system with V 0 = 0.2 and the defocusing nonlinearity, where the perturbation eigenmodes corresponding The critical value V 0c , beyond which the stability band does not exist at all k, versus the nonlinearity coefficient g. Other parameters are the same as in Fig. 1. to k = 0.05 and k = 0.39 are initially added, respectively. They demonstrate that, in agreement with the prediction of points "c" and "d" in Fig. 2(b) , the periodic solution is stable to the perturbations at k = 0.05, see Fig. 3(c) , and it is unstable to k = 0.39, as shown in Fig. 3(d) .
To exhibit the influence of the gain/loss parameter V 0 on the stability band structure, Fig. 4 presents the largest imaginary part of the eigenvalues vs. V 0 in the half of first Brillouin zone for both the self-focusing and defocusing nonlinearities. For the self-focusing case, as shown in Fig. 4(a) , the stability band does not exist at all k when V 0 belongs to intervals 0.08 < V 0 < 0.2 and 0.26 < V 0 < 0.36, while in intervals 0 ≤ V 0 ≤ 0.08 and 0.2 ≤ V 0 ≤ 0.26 the stability band appears in some interval of k, which shrinks with the increase of V 0 . Fig. 4(b) shows the defocusing case. Similarly, we find that the stability band does not exist at all k when V 0 ∈ (0.02, 0.08) ∪ (0.20, 0.36), while in [0.08, 0.20] the stability band appears in some interval of k, chiefly near the center of the Brillouin zone. For the self-focusing or defocusing nonlinearity alike, there exists a critical value V 0c such that, at V 0 > V 0c , stability banks do not exist. Fig. 4(c) presents the dependence of critical value V 0c on the nonlinearity coefficient, g. Naturally, V 0c increases with g, as the interplay of the nonlinearity with the PT symmetry usually accelerates the onset of the breakup of the symmetry. In contrast with the results displayed in Fig. 1 , even if the periodic solution is unstable against small random-noise perturbations, it may be effectively stable against perturbations in the form of specific Floquet-Bloch eigenmodes, due to the existence of the respective stability band, as shown in Figs. 3(a,c) , which we call band stability.
Next, Fig. 5 shows the effect of amplitude A of the stationary periodic solution on its stability. For the self-focusing nonlinearity, as seen in Fig.  5(a) , at A = 1.23 and A = 1.3 [the gray circled and green dotted curves in Fig. 5(a) ] the periodic solutions are unstable to perturbations with all values of k. At A = 0.1, 0.5 and 1.0 [see black solid, red short-dashed, and blue short-dotted curves in Fig. 5(a) Similarly, for the defocusing nonlinearity, as seen in Fig. 5(b) , at A = 1.03 and A = 1.3 the stationary periodic solutions are again unstable to perturbations with all k, see the gray circled and green dotted curves in Fig.  5(b) . At A = 0.1, 0.35, and 0.95, as shown by the black solid, red shortdashed, and blue short-dashed curves in Fig. 5(b The above results can be confirmed by simulations of Eq. (1) with inputs in the form of the periodic solution with the addition of small perturbations (13) and (14) Further, Fig. 7 shows the dependence of the largest imaginary part of the eigenvalues on amplitude A of the stationary periodic solutions in the half of first Brillouin zone for the self-focusing and defocusing nonlinearities. In the former case, Fig. 7(a) shows that the eigenvalues are almost completely real at all k for small A. With the increase of A, the stability band shrinks up to A = 1.23, beyond which the eigenvalues with the largest imaginary part are complex at all k. Similarly, in the defocusing regime, the periodic solutions are stable at all k for small A, and the instability takes place at all values of k for A > 1.03, as shown in Fig. 7(b) . The dependence of the critical value A c , beyond which the instability occurs at all k, on the nonlinearity coefficient g is presented in Fig. 7(c) , for V 0 = 0.05 and 0.2 (the black solid and red dotted curves), respectively. In particular, in the former case, the dependence A c (g) clearly implies that the instability is essentially stronger for the self-focusing sign of the nonlinearity (g > 0), which is quite natural, as the self-focusing pushes the system towards the breakup of the PT symmetry by imposing the modulational instability.
As the result, the periodic solutions are stable at all wavenumber k for small A. In this case, we conclude that they will be stable against small random-noise perturbations, i.e., dynamical stable. A lot of numerical simulations confirm the conclusion. As the typical example, Fig. 8 exhibits the stable evolution of the periodic solutions for A = 0.01, g = 0.3, V 0 = 0.05 and A = 0.01, g = −0.7, V 0 = 0.2, respectively, which the instability growth rate is 0 for all k, as shown in Figs. 7(a) and 7(b) .
Finally, we consider the effect of the nonlinearity coefficient, g, on the stability band of the periodic solution. Fig. 9 displays the dependence of the instability growth rate on g in the half of the first Brillouin zone for different values of the gain/loss coefficient, V 0 . In Fig. 9(a) , at V 0 = 0.01 the stability band emerges near the edge of the Brillouin zone, and its size increases with the decrease of |g|, reaching a maximum at g = 0. Note that the respective contour plot is almost symmetric with respect to g = 0. However, the symmetry is broken at larger V 0 , as seen in Fig. 9(b) , which displays the corresponding results at V 0 = 0.2. They demonstrate, in particular, that the instability occurs at all k when g belongs to intervals −1 < g < −0.91 and 0.34 < g < 1. At −0.91 < g < 0.34, the stability band exists, and its size grows with the increase of g.
Conclusion
We have considered periodic solutions produced by the NLS equation with the non-Hermitian potential. The model is built with the help of the inverseproblem approach, which selects the complex periodic potential needed to support by periodic states with the simple phase-gradient structure. The setting can be realized in optical nonlinear waveguides, with an appropriate distribution of the local gain and loss. The analysis was focused on the linear-stability band structures of the periodic solutions, calculated by means of the plane-wave-expansion method. The results shows that, even if the periodic solutions are unstable against small random perturbations, they may be stable against perturbations of specific Floquet-Bloch eigenmodes, due to the presence of the stability band in the periodic potential. The approach elaborated in the present work can be used to analyze stability band structures of periodic solutions in periodic complex potentials for other nonlinear systems.
