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第 2 部では，「IoT を用いたインテリジェント農作物育成環境解析」と題し，きゅうりの
栽培環境を最適化するための解析結果を示す。 
 
 なお，2019年度修士論文公聴会では第 1部の内容である， 
「家電独自判断による家庭内電力デマンド制御法」について発表する予定である。 
 
審査を担当してくださる小林 春夫 教授 ならびに 弓仲 康史 教授，査読のほどよろし
くお願いいたします。 
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図 2.1：家庭内電力制御システム 概要 
















電力削減を強いられる要因には次の 3 点が挙げられる。 
(1) 家庭内で同時間に使用される家電が増えたとき 

















家庭内の消費電力のピーク時間を遅らせ，待機不可能な家電は先ほど述べた𝑃𝑚𝑖𝑛 ≤ 𝑃𝑎𝑝𝑝 ≤





本研究では，待機可能な家電を Time Control Type（以降，TCT），待機不可能な家電を














𝑃𝑚𝑎𝑟 = 𝑃𝑡 − 𝑃𝑚 (3.1) 
 












タイプ名 制御対象 家電例 
TCT 時間 乾燥機，食洗器 
PCT 電力，時間 照明，電子レンジ，エアコン 
 








𝑃𝑚𝑎𝑥 ≤ 𝑃𝑚𝑎𝑟 運転開始 
𝑃𝑚𝑎𝑥 > 𝑃𝑚𝑎𝑟 次のパケットまで待機し，𝑃𝑚𝑎𝑟を再計算 
 
 








      
   
 









   
      













「起動時」は TCT と同様，図 3.1-①のように，ユーザーの操作により電源が入った時間














      
   
表 3.3：起動時アルゴリズム（PCT） 
関係式 消費電力値 
𝑃𝑚𝑎𝑥 ≤ 𝑃𝑚𝑎𝑟 𝑃𝑚𝑎𝑥 
𝑃𝑚𝑖𝑛 < 𝑃𝑚𝑎𝑟 < 𝑃𝑚𝑎𝑥 𝑃𝑚𝑎𝑟 
P𝑚𝑎𝑟 ≤ 𝑃𝑚𝑖𝑛 𝑃𝑚𝑖𝑛 
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 例えば表 3.4①に示すような PCT 家電が起動した場合，𝑃𝑚𝑖𝑛(500) < 𝑃𝑚𝑎𝑟(700) <
𝑃𝑚𝑎𝑥(800)となっているため，PCT 家電は 700[W]の電力で運転を開始する。②の場合では

















例えば，1.0 [kg]の荷物を持っていたとする。ここに 10.0 [g]ずつ重りを増やしていき，
ちょうど 50.0 [g]増やしたときにその増加に気づいたならば，その差は 50 [g]である。同様











𝑃𝑚𝑎𝑥 800 [W] 
𝑃𝑚𝑖𝑛 500 [W] 
 
② 
𝑃𝑚𝑎𝑥 1000 [W] 
𝑃𝑚𝑖𝑛 800 [W] 
 
③ 
𝑃𝑚𝑎𝑥 600 [W] 
𝑃𝑚𝑖𝑛 450 [W] 
 







の時の感覚量を 1とし，人間が刺激量の変化に気づいた時，すなわち𝑅 + 𝛥𝑅以上となった














この式を用いることで，消費電力𝑃𝑎𝑝𝑝で運転している家電は，(1 − 𝐾) ⋅ 𝑃𝑎𝑝𝑝 ≤ 𝑃𝑎𝑝𝑝 ≤





1.00 1.01 … 1.05 1.06 … 1.10 1.11 … 
弁別閾 𝛥𝑅 
[g] 





1.00 1.01 1.02 1.03 1.04 1.05 1.06 … 1.11 … 
弁別閾 𝛥𝑅 
[g] 
50.0 50.5 51.0 51.5 52.0 52.5 53.0 … 55.5 … 
感覚量 1 1 1 1 1 2 2 … 3 … 
 
























 例えば，表 3.4①のような仕様の PCT家電があったことを想定する。図 3.3-①のように
時刻𝑡0で PCT家電に電源が入ると，最低消費電力P𝑚𝑖𝑛 =500 [W]で運転を開始する。（起動
時アルゴリズム）ここである時刻𝑡で家電②が運転を終了し，目標上限値𝑃𝑡と測定値𝑃𝑚の差







𝑃𝑚𝑎𝑟 < 0 ∩ 
−𝑃𝑚𝑎𝑟 ≥ 𝐾 ⋅ 𝑃𝑎𝑝𝑝* 
∩ 
∩ 
(1 − 𝐾)𝑃𝑎𝑝𝑝 ≥ 𝑃𝑚𝑖𝑛 (1 − 𝐾)𝑃𝑎𝑝𝑝 
(1 − 𝐾)𝑃𝑎𝑝𝑝 < 𝑃𝑚𝑖𝑛 𝑃𝑚𝑖𝑛 
−𝑃𝑚𝑎𝑟 < 𝐾 ⋅ 𝑃𝑎𝑝𝑝 
∩ 
∩ 
𝑃𝑎𝑝𝑝 + 𝑃𝑚𝑎𝑟 ≥ 𝑃𝑚𝑖𝑛 𝑃𝑎𝑝𝑝 + 𝑃𝑚𝑎𝑟 
𝑃𝑎𝑝𝑝 + 𝑃𝑚𝑎𝑟 < 𝑃𝑚𝑖𝑛 𝑃𝑚𝑖𝑛 
𝑃𝑚𝑎𝑟 > 0 ∩ 
𝑃𝑚𝑎𝑟 ≥ 𝐾 ⋅ 𝑃𝑎𝑝𝑝 
∩ 
∩ 
(1 + 𝐾)𝑃𝑎𝑝𝑝 ≤ 𝑃𝑚𝑎𝑥 (1 + 𝐾)𝑃𝑎𝑝𝑝 
(1 + 𝐾)𝑃𝑎𝑝𝑝 > 𝑃𝑚𝑎𝑥 𝑃𝑚𝑎𝑥 
𝑃𝑚𝑎𝑟 < 𝐾 ⋅ 𝑃𝑎𝑝𝑝 
∩ 
∩ 
𝑃𝑎𝑝𝑝 + 𝑃𝑚𝑎𝑟 < 𝑃𝑚𝑎𝑥 𝑃𝑎𝑝𝑝 + 𝑃𝑚𝑎𝑟 
𝑃𝑎𝑝𝑝 + 𝑃𝑚𝑎𝑟 ≥ 𝑃𝑚𝑎𝑥 𝑃𝑚𝑎𝑥 
∗ 𝑃𝑎𝑝𝑝は現在の家電の消費電力 
 










   
      












 例えば，表 3.8のような仕様の PCT家電があったとする。 
 
図 3.4-①のように時刻t0で PCT家電に電源が入ると，本来であればPmax =800 [W]で運

















      
   
表 3.8：PCT家電の仕様②  
P𝑚𝑎𝑥 800 [W] 
P𝑚𝑖𝑛 500 [W] 
ユーザーによる設定時間 300 [sec] 
 





















   
      
 












      
   
=
   が等しくなっている）
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表 3.9：TCTと PCTの違い 
 TCT PCT 
制御対象 
電力 - 〇 
時間 〇 〇 
電力抑制 - 〇 
電力規制緩和 - 〇 
運転開始の遅延 〇 - 
運転時間の延長 - 〇 
 


























































































上述した ZigBee規格を搭載した無線通信モジュール XBeeを図 4.4に示す。 
 
図 4.3：Raspberry Pi 3 Model B 












IEEE規格 802.15.11b 802.15.1 802.15.4 802.15.4g 
マーケット名 Wi-Fi Bluetooth ZigBee Wi-SUN 
周波数帯 2.4GHz 2.4GHz 2.4GHz 920MHz 
変調方式 CCK, PBCC GFSK O-QPSK 
FSK, OFDM, 
O-QPSK 
拡張方式 DSSS FHSS DSSS 2GFSK/4GFSK 
通信距離 100m 10m 30m 500m 
伝搬速度 600Mbps 1Mbps 250Kbps 400Kbps 
送信出力 10mW/MHz 2.5mW 1mW 20mW 
ネットワーク
容量 
32ノード 7ノード 65528ノード 65528ノード 
 
 
図 4.4：XBee PRO S2B 








 電力消費ユニットには半導体デバイスである MOSFET と車載用の白熱電球を採用して





 サーバーは，パケット受信機である XBee が受信した目標上限値𝑃𝑡と測定値𝑃𝑚を用いて，
独自のアルゴリズムを実行する。そのアルゴリズムにより決定した命令で電力消費ユニッ
ト運転し，消費電力を制御する。前述したように，消費電力を調整するためにMOSFETを
PWM制御している。そこで PWM制御が行える Arduinoを採用した。 
Arduino とは「AVR マイコン，入出力ポートを備えた基板で，Arduino 言語とそれの統
合開発環境から構成されるシステム」のことである。このマイコンは Arduino 言語と
Arduino開発環境によってプログラミングを行うことができ，Arduinoプロジェクトは，独












図 4.6：Arduino UNO 





として，目標上限値𝑃𝑡を表 5.1のように設定した。しかし，実験において模擬家電 1 台に
対して約 13Wがベース電力として消費されてしまう。（模擬家電内で交流電源を直流に変
換するための ADコンバータによる損失である。）そのため，実験に用いる模擬家電の台







経過時間 目標上限値𝑃𝑡 [W] 経過時間 目標上限値𝑃𝑡 [W] 
0 - 4000 110 6000 - 6500 130 
4000 - 4500 100 6500 - 7500 170 
4500 - 5200 80 7500 -  250 
5200 - 6000 70  
 
 
図 5.1：目標上限値𝑃𝑡の推移（家電 3台の場合） 




TCT の家電は実験開始から 3600 秒後にユーザーが電源を入れたと仮定する。このと
きの𝑃𝑚𝑎𝑥 は 100 [W]で𝑃𝑚𝑎𝑟 ≥ 𝑃𝑚𝑎𝑥 となってから TCT は 5400 秒間運転する。PCT の
家電として，𝑃𝑚𝑎𝑥と𝑃𝑚𝑖𝑛が異なる A，B 2つのタイプを用意した。𝑃𝑚𝑎𝑥と𝑃𝑚𝑖𝑛以外は共通
であり，①実験開始から 600 秒のときにユーザーが電源を入れ，②10 時間（36000秒）
ほど運転するとして，③ウェーバー比は 0.1 と仮定した。また，タイプ A，B の消費電力
は30 ≤ P𝑡𝑦𝑝𝑒𝐴 ≤ 80 [W]，40 ≤ P𝑡𝑦𝑝𝑒𝐵 ≤ 60 [W] である。さらに非対応家電も A，Bの 2 
タイプ準備した。Aタイプは実験開始後 1200秒，6500秒の 2 回𝑃𝑚𝑎𝑥を 70Wとして 20






 TCT PCT - A PCT - B 
𝑃𝑚𝑎𝑥 [W] 100 80 60 
𝑃𝑚𝑖𝑛 [W] 0 30 40 
起動時間 [sec] 3600 600 600 
稼働時間 [sec] 5400 36000 36000 
Weber比 - 0.10 0.10 
 
 非対応家電 - A 非対応家電 - B 
 
𝑃𝑚𝑎𝑥 [W] 70 40 
𝑃𝑚𝑖𝑛 [W] - - 
起動時間 [sec] 1200, 6500 1000, 9600 
稼働時間 [sec] 1200 600 
 






PCT-A，Bと TCTの 3 台を運転させた場合の結果が図 5.2である。開始 600 秒で PCT-
A と PCT-B が起動した時，実験結果とシミュレーション結果で差異が見られる。これは 2 
台の家電がパケットを受け取ってから制御するまでの時間を乱数で設定しており，この実
験では偶然に乱数が一致してしまったことで 2 台の家電が同時に起動を開始しまったこと
により，一時的に目標上限値𝑃𝑡 を上回ってしまった。開始 5400 秒でユーザーが電源を入
れた TCT の家電は 2100 秒（35 分）間待機し，開始 7500秒で運転を開始した。シミュレ
ーション結果と実験結果は開始 600 秒付近を除き，ほぼ一致した波形となった。 
  
 
図 5.2：PCT-A，PCT-B，TCTの 3台における消費電力の推移 
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5.2. PCT-A，PCT-B，TCT，非対応家電 A 
 
 









図 5.3：PCT-A，PCT-B，TCT，非対応家電 Aの 4台における消費電力の推移 
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5.3. PCT-A，PCT-B，TCT，非対応家電 A，非対応家電 B 
 
 
PCT-A，B，TCT，非対応家電 A の 4 台に非対応家電 Bを加え，5 台で運転した場合
の結果が図 5.4である。非対応家電が複数台に増えても，他の対応家電が電力を融通しな
がら目標上限値である，𝑃𝑡に追従することができた。 







図 5.4：PCT-A，PCT-B，TCT，非対応家電 A，Bの 5台における消費電力の推移 











類し，前者を Power Control Type，後者を Time Control Type と名付け，それぞれのア

























































⚫ 気温 [℃] 
⚫ 炭酸ガス濃度 [ppm] 
⚫ 地中温度 [℃] 
⚫ 土壌水分 [％] 
⚫ 飽差 [g/m3] 
⚫ 絶対湿度 [g/m3] 





























主な手法例 原因側の変数 結果側の変数 
数量化理論ⅠⅡ アイテム 外的基準 




判別分析 独立変数 グループ化変数 
 






































































































































































































































図 4.3中の回帰直線（黄色線）を求めると𝑦 = 0.647𝑥 + 3.118であった。(𝑥𝑖 , 𝑦𝑖)に対す
る予測値を𝑦?̂?，予測値𝑦?̂?と実測値𝑦𝑖との差を残差 𝑖，実測値𝑦𝑖の平均値を?̅?と書くことにす
れば，決定係数𝑅2は次のように表すことができる。 




∑ (𝑦𝑖 − ?̅?)
𝑛
𝑖=1












 2 4 6 7 8 9





















𝑛 − 𝑝 − 1
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22 ～ 28度 
17 ～ 18度 
 































土壌温度 土壌水分 飽差 
絶対湿度 日中気温 夜間気温 
日中炭酸ガス濃度 夜間炭酸ガス濃度 気温差 
日射量 適正温度時間長  
 




∑ (𝑥𝑖 − ?̅?)(𝑦𝑖 − ?̅?)
𝑛
𝑖=1
√∑ (𝑥𝑖 − ?̅?)
2𝑛




この式により相関係数𝑟は−1 から 1 の範囲で表され，一般的に0.7 ≤ 𝑟 ≤ 1を「正の相関
















土壌温度 土壌水分 飽差 絶対湿度 日中気温 夜間気温 日中炭酸ガス濃度 夜間炭酸ガス濃度 気温差 日射量 適正温度時間長
土壌温度 0.347 0.162 0.852 0.866 0.396 -0.143 -0.544 -0.166 0.386 -0.296
土壌水分 0.347 0.083 0.190 0.213 0.339 -0.220 -0.404 -0.042 0.052 0.100
飽差 0.162 0.083 -0.231 0.202 0.226 -0.025 -0.014 0.491 0.385 -0.402
絶対湿度 0.852 0.190 -0.231 0.850 0.148 -0.120 -0.560 -0.292 0.252 -0.323
日中気温 0.866 0.213 0.202 0.850 -0.029 -0.205 -0.702 -0.048 0.423 -0.462
夜間気温 0.396 0.339 0.226 0.148 -0.029 0.176 0.267 -0.145 0.053 0.013
日中炭酸ガス濃度 -0.143 -0.220 -0.025 -0.120 -0.205 0.176 0.675 -0.148 -0.364 0.085
夜間炭酸ガス濃度 -0.544 -0.404 -0.014 -0.560 -0.702 0.267 0.675 0.080 -0.254 0.217
気温差 -0.166 -0.042 0.491 -0.292 -0.048 -0.145 -0.148 0.080 0.419 -0.272
日射量 0.386 0.052 0.385 0.252 0.423 0.053 -0.364 -0.254 0.419 -0.519
適正温度時間長 -0.296 0.100 -0.402 -0.323 -0.462 0.013 0.085 0.217 -0.272 -0.519




 VIF とは説明変数間の多重共線性を検出するための指標の 1 つである。説明変数間の相
関係数行列の逆行列の体格要素であり，値が大きい場合はその変数を分析からのぞいたほ
うが良いと考えられる。また，VIFには説明変数間の相関係数を用いた算出方法と重回帰分
















 表 4.4 は左列に示した環境パラメータを(4.1)式の𝑦，それ以外のパラメータを𝑥としたと
きの決定係数及び VIF である。統計学的には VIF 値が 10 より大きくなると多重共線性が
生じている可能性が高いと判断される。表を見ると，多くのパラメータで VIF値が 10を上
表 4.4：VIF結果 
  決定係数𝑅2 VIF 
土壌温度 0.954 21.798 
土壌水分 0.602 2.514 
飽差 0.952 20.664 
絶対湿度 0.984 60.659 
日中気温 0.988 80.790 
夜間気温 0.935 15.482 
日中炭酸ガス濃度 0.774 4.427 
夜間炭酸ガス濃度 0.912 11.361 
気温差 0.536 2.155 
日射量 0.608 2.548 
適正温度時間長 0.625 2.669 
 








残し，他の 2 変数はカットした。残されたパラメータのみで再度 VIF を算出した結果を以
下に示す。 
 
表 4.4では 6つのパラメータで VIF値が 10を上回っていたが，2変数をカットすること
で，1 つまで減らすことができた。最後に，VIF値が 10 を上回っている夜間炭酸ガス濃度
をカットすることで，多重共線性の可能性を消すことができた。最終結果を表 4.6 に示す。 
 
表 4.5：VIF結果（2変数カット） 
  決定係数𝑅2 VIF 
土壌水分 0.562 2.284 
飽差 0.692 3.248 
絶対湿度 0.813 5.357 
夜間気温 0.721 3.591 
日中炭酸ガス濃度 0.759 4.146 
夜間炭酸ガス濃度 0.902 10.247 
気温差 0.497 1.987 
日射量 0.544 2.195 
適正温度時間長 0.474 1.901 
 
表 4.6：VIF結果（3変数カット） 
  決定係数𝑅2 VIF 
土壌水分 0.255 1.342 
飽差 0.503 2.011 
絶対湿度 0.458 1.846 
夜間気温 0.305 1.438 
日中炭酸ガス濃度 0.263 1.357 
気温差 0.433 1.762 
日射量 0.501 2.005 
適正温度時間長 0.473 1.897 
 






























土壌水分 飽差 絶対湿度 
夜間気温 日中炭酸ガス濃度 気温差 
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 また正規分布において， −𝜎, 𝜎 を 1𝜎区間と呼び，約 68％のデータがこの範囲に該当す






























日射量 定義 割合 
多い 𝑥 ≥ 𝜇 + 𝜎 16 % 
普通 𝜇 − 𝜎 < 𝑥 < 𝜇 + 𝜎 68 % 
少ない 𝑥 ≤ 𝜇 − 𝜎 16 % 
















2017年促成栽培データ：2016/12/26 ～ 2017/07/10 
2018年促成栽培データ：2018/01/16 ～ 2018/07/22 
積分範囲 12日間 
使用パラメータ （表 4.7 参照） 
 
















日射量による分類 - 多 普 少 
土壌水分 
hum_soil 
8.807.E-06 2.016.E-05 8.890.E-06 1.382.E-05 
飽差 
VPD 
8.513.E-05 2.596.E-05 9.209.E-05 2.241.E-05 
絶対湿度 
amount_of_water 
3.803.E-05 2.822.E-06 4.120.E-05 -3.059.E-06 
夜間気温 
nighttime_tem 
-2.966.E-05 7.841.E-05 -3.906.E-05 1.107.E-04 
日中炭酸ガス濃度 
daytime_CO2 
-3.165.E-06 -2.149.E-06 -3.002.E-06 -9.790.E-08 
気温差 
tem_dif 
2.175.E-01 4.961.E-01 2.604.E-01 -5.408.E+00 
日射量 
solar 
-2.789.E-01 6.608.E-01 -3.305.E-01 2.004.E+00 
適正温度時間長 
suitable_tem 
8.203.E-04 7.236.E-04 8.378.E-04 4.060.E-04 
誤差 -155.432 -1083.490 -203.051 -938.800 
𝑅2 0.663 0.892 0.638 0.675 
𝑅𝑓
2 0.654 0.874 0.622 0.589 
データ数 293 56 198 39 
 















日射量による分類 多 普 少 
土壌水分 
hum_soil 
30.035 2.926 4.577 
飽差 
VPD 
19.278 3.190 4.958 
絶対湿度 
amount_of_water 
18.494 12.119 12.638 
夜間気温 
nighttime_tem 
16.013 1.974 9.761 
日中炭酸ガス濃度 
daytime_CO2 
17.967 2.052 6.425 
気温差 
tem_dif 
11.165 3.927 6.916 
日射量 
solar 
2.918 1.749 2.053 
適正温度時間長 
suitable_tem 
28.481 7.372 9.053 
 


















表 4.12：日射量が「少ない」時の VIF及び重回帰分析 






























































3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39
0日後の収量予測 1日後の収量予測 2日後の収量予測 3日後の収量予測





























 前節の図 5.2 では「7 日後の収穫量を 40 日分の積分処理の結果で予測する」場合の回帰
式が最も信頼性を得られるものだった。そこで，本節は「積分処理期間を 40日」と「収量












3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39
0日後の収量予測 1日後の収量予測 2日後の収量予測 3日後の収量予測























 図 5.5 には誤差割合とデータ数の関係を示した。誤差割合とは以下(5.1)式に示すような
表 5.1：収穫量予測における偏回帰係数 
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② 教師データ 1 件に対して，学習データの数がまばらになってしまう。（必ずしも 15 分











は 1：1 にする。しかし，我々が予測しようとしているキュウリの収穫量は何日分（1 日で
96 データ）もの学習データに対して教師データが 1 データとなっているため，その比率は


























ℎ𝑡 = tanh(ℎ𝑡−1 ℎ + 𝑥𝑡 𝑥 + 𝑏) (6.1) 
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図 6.6：出力データを 1つのつながりでひとつにする 




 Embedding 層ではデータ入力のための下準備を行う層である。そして，RNN 層は上記
に示したような学習のための層，Affine 層は隣接する全てのニューロン間の結合を行うた












(a) 栽培環境データ (b) 収穫量データ 
図 6.8：データセット形式 

























される配列は( × 𝑛 × 𝑜)の 3次元である。これを図 6.10のように時系列方向に 1データず
つ切り取りながら計算を行っていく。切り取ったデータは( × 𝑜)の 2 次元配列となり，あ
らかじめ用意しておいた入力に対する重みや隠れ状態ベクトル，バイアス等と共に(6.2)式




ℎ𝑡 = tanh(𝑥 ⋅  𝑥 + ℎ𝑡−1 ⋅  ℎ + 𝑏) (6.2) 











図 6.11のように RNN順伝播で算出した 3次元データℎ𝑠 = ( × 𝑛 × 𝑝)をℎ𝑠ℎ𝑎𝑝𝑒 =





𝑜 𝑡 = ℎ𝑠ℎ𝑎𝑝𝑒 ⋅  + 𝑏 (6.3) 
(6.3)式における ，𝑏はそれぞれ重み（(𝑝 × 𝑞)の 2 次元データ），バイアスを示す。この
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それでは本項のタイトルでもある Time Softmax with Lossの逆伝播について説明して
いく。図 6.12中緑枠で示した配列の教師データの収穫量に該当する要素から 1を引く。 
このような計算を行うことで Time Softmax with Lossの逆伝播が完成する。 
 
6.4.8. Affine逆伝播 
 Time Softmax with Lossの逆伝播で算出した( × 𝑞)の 2次元配列（以降𝑜 𝑡と呼ぶ）
と Affine の順伝播で算出した 3 次元配列を用いることにより，勾配を求めていく。ここで
問題となるのは𝑜 𝑡が時系列方向には 1データしかなく，Affine順伝播の出力である 3次元












































適用レイヤ パラメータ名 値 説明 
データセット 




PREDICT_RANGE 7 何日後の収穫量を予測するか 
PARAMETER 8 環境データ変数 
ミニバッチ MINI_BATCH_SIZE 20 ミニバッチサイズ 
RNN順伝播 
重み 𝑥 (8,1) 重みの配列サイズ 
初期値は Xavierを用いた 重み ℎ (1,1) 
バイアス𝑏 0 バイアスの初期値 
Affine順伝播 
重み  (1,1000) 
重みの配列サイズ 
初期値は Xavierを用いた 
バイアス𝑏 0 バイアスの初期値 
optimizer 
最適化関数 SGD 最適化に用いる関数 
学習係数 𝑟 0.1  
- EPOCH 1000 学習回数 
 










 図 6.15の Lossの推移は 58ほどで落ち着き，これ以上は落ちることがなかった。学習が
きちんと行えていれば，Loss の値は 0 に限りなく近づいていくものであるが，そうなって
はいないため，学習が適切には行えていないと読み取ることができる。図 6.16 には





20 と表され，予測の選択肢が 20通りあるということを示す。改めて図 6.16の波形を見て
みると，一見 Perplexity の値が 0 に近づいており，予測できているように感じられるがレ
ンジが1051になっているため，この波形では予測できているとは言いがたい。 
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