This paper introduces a centralized approach to data gathering and communication for wireless sensor networks. Inspired by the social behaviors of natural ants, we clearly partition the task for the base station and sensor nodes in a wireless sensor network according to their different functions and capabilities. An ant colony optimization method is employed at the base station to form a near-optimal chain for sensor nodes to transmit collected data. Sensor nodes in the network then form a bi-direction chain structure, which is self-adaptive to any minor changes of the network topology. The simulation results show that the developed algorithm, which we call AntChain algorithm, performs much better than many other protocols in terms of energy efficiency, data integrity and life time when the base station is near where the sensor nodes are deployed.
Introduction
"Smart dust", known by many people through Neal Stephenson's science-fiction novel "The Diamond Age", is a cloud of tiny machines that float around, sensing, gathering data and transmitting information. In recent years, with continuing advances in the technologies of microelectronics, digital signal processing and wireless communication, there has been increasing attention to the realistic version of those tiny machines: Large-scale and low-cost wireless sensor networks which can be used to get information from dangerous zones and remote areas [Chong & Kumar, 2003] . For example, the wireless sensor network (WSN) is now being applied to vehicle tracking, habitat monitoring, forest surveillance, earthquake observation, soil condition monitoring, biomedical/health-care applications and building monitoring.
A WSN usually consists of a large number of sensor nodes. These tiny sensor nodes, often powered by battery, have the capabilities of sensing, communicating, computing and power supplying. Although the sensors and system integration technology used in a particular WSN might be very much application-oriented and different, most WSNs share the same attributes: Restricted power supply and limited computation and communication capabilities for sensor nodes. In addition, the communication is more data-centric compared to traditional ad hoc networks.
Battery-supplied sensor nodes need to consume energy for three main tasks: Sensing, computation and communication, among which communication often costs a significant portion of energy. So, it is critical to minimize power consumption for communication in order to have a good performance of energy efficiency [Shih et al., 2001] . Actually, energy-efficiency data gathering and communication protocols have being drawn much attention from the research community from the very beginning.
Heinzelman proposes a "Low-Energy Adaptive Clustering Hierarchy" (LEACH) for WSN data gathering and communication [Heinzelman et al., 2000] . In this protocol, the base station is assumed to be far away from the area where sensors are deployed. The WSN is clustered according to a certain rule and the cluster head collects data from all the sensor nodes within its cluster. Once the data from each sensor node are received, the cluster head aggregates and transfers them directly to the base station, meaning that being a cluster head cost much more energy than regular sensors. In order to make all the sensor nodes use up their energy approximately simultaneously, the role as the cluster head is randomly rotated among all sensor nodes in the same cluster. From this point of view, LEACH is a quite elegant protocol especially in terms of self-adaptive ability.
A chain-based protocol, PEGASIS, was proposed [Lindsey et al., 2002] . It improves LEACH by shortening the transmitting range and lessening the number of nodes that communicate with the base station. Each sensor node is assumed to have the global knowledge of the entire network and be able to use the same algorithm (nearest neighbor) to form all nodes into a chain. After the chain is set-up, each node aggregates its data with the one received from its neighbor and transmits the data to its next neighbor. In each round, only one node needs to transmit data to the base station. The rotation of this role follows the chain order round by round. In terms of energy efficiency, PEGASIS outperforms LEACH by 100% to 200%.
Unlike the LEACH and PEGASIS, for which the sensing area is assumed to be very remote from the base station; in this paper, we present a novel data gathering and communication scheme, called the AntChain algorithm, for the cases that the base station is located within or near the sensing area. This type of settings can be found in many civilian applications, such as in health care and building condition monitoring. Inspired by the social behaviors of natural ants in building and maintaining their colony, we clearly partition the task between the base station and sensor nodes in a WSN. Specifically, all critical and computation-intensive tasks are assigned to the base station, which is assumed to have relatively unlimited energy resource, powerful computation and strong communication capabilities. The sensor nodes, just like individual ants that are resource-constrained and have limited capabilities, are responsible for sensing, basic data aggregation, local receiving and transmission.
In the AntChain algorithm, the base station uses an efficient optimization method, the ant colony optimization, to form a chain; the chain information is then broadcasted to sensor nodes as their routing information. Three different chain schemes are provided for datagathering in order for the WSN to deal with different situations. In particular, the bi-direction AntChain is self-adaptive to any minor topological changes; the simple uni-direction AntChain is used for limited rounds of data-gathering; the query chain is used to gather data from a number of interested/targeted sensor nodes. After receiving the chain information and the chain type, sensor nodes work independently for their data-gathering task. The simulation results show that the AntChain scheme performs much better than PEGASIS and LEACH in terms of energy efficiency, lifetime, date quality and reliability.
Ant Colony Optimization
Ant Colony Optimization (ACO) is one of newly emerged swarm intelligence technologies [Dorigo & Gambardella, 1997] . Inspired from a famous ant experiment in 1989, in which ants were found to be always able to find the shortest path between the food source and their colony, the first ACO algorithm, Ant System (AS), was proposed in 1991 to solve the traveling salesman problem (TSP) [Dorigo et al., 1991] .
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The preliminary experimental results were very promising and encouraged more research efforts for this new optimization method. After AS, many different ACO algorithms have been proposed and successfully applied in different discrete optimization problems including the TSP problem, scheduling, vehicle routing, etc. as well as the routing problem in telecommunication networks [Dorigo & Gambardella, 1997] . Many of these algorithms provide world-class performance. Further, it has been shown that ACO algorithms are not only suitable for static applications but also successfully applied in dynamic setting, such as network communication where the traffic at different points keeps fluctuating with time [Cordon et al., 2002] .
ACO works for the TSP problem
There are many literatures about how the ACO algorithm is applied to the TSP problem. Here is a short and simple description. Ants are like agents that are placed on the cities of the TSP graph. They move from city to city to construct a complete Hamiltonian circuit of the graph. For the ACO algorithm, every arc (route) between two cities, city i and city j, is marked with a pheromone strength number τ ij (t); ant agents modify this number after each time they complete a solution (from the original city, visit each city once then back to the original city). According the cost of its tour, the lower the cost, the higher pheromone number will be added. At each city, ants' movement is guided by the pheromone number of the trail and a priori known heuristic information, the length (or other form of cost) of each arc. The higher pheromone number means a higher possibility that the arc will be chosen. Typically (as used by AS) being at a city i, an ant chooses to go to a still unvisited city j with a probability given by
and d ij is a priori known heuristic information: The distance (it also could be the cost at any form) between city i to city j; τ ij (t) is the pheromone strength number of the arc between city i and city j at time t; parameters α and β determine how much the pheromone trail and heuristic information can influent the ants' behaviors; N k ij represents the feasible neighborhood of ant k, i.e. the set of cities which ant k has not yet visited.
The construction repeats until the best solution is found or until the defined termination condition is reached.
Max-min any system
The max-min ant system (MMAS) [Stützle and Hoos, 1997] is an ACO algorithm that has been proven to be one of the algorithms with the best performance for the TSP problem. MMAS improves AS by allowing only the best ant to update the pheromone trail after each run and extends it to the local search algorithm. It introduces a low and high bound for the level of pheromone degree. It can guide the local search process to much bigger search space, increasing the possibility to find the globally optimal solution. Compared to other algorithms for the TSP problem, a very important advantage of the MMAS algorithm is that it is able to find the optimal or a high-quality solution within a short period of time, especially when it is coupled with the local research option [Stützle and Dorigo, 1999; Stützle et al., 2000] . In addition, unlike other high-performance optimization algorithms which often need to use fine-tuned parameters, MMAS is much less sensitive to parameter setting or specific problem instances. and package size, which are assumed to be constant). According to the radio propagation theory, the energy needed can be roughly modeled as a power law function of the distance between the transmitter and receiver.
Based on the above assumptions, we develop a centralized approach, called the AntChain algorithm, for data gathering and communications. In this algorithm, sensor nodes behave by following commands from the base station. Compared to other data-gathering schemes, which are self-configuring during the entire lifetime, the base station plays a critical role in the AntChain algorithm. The reasons to choose a centralized approach are as follows:
• In many civilian WSN applications, the base station has unlimited resource (storage, power supply, communication and computation) availability and capacity, which makes it suitable to play such a role. • It is usually only possible that the base station has a priori global knowledge of sensor node distribution. The global knowledge can be updated at the base station when new nodes are added or some nodes die. Such maintenance tasks can be regarded as a normal routine for the base station.
Bi-direction AntChain and uni-direction AntChain
For the AntChain algorithm, all the participating nodes are formed into a chain structure during data-gathering and communication, providing two different types of chains in order to fit different data queries.
Unidirectional AntChain is a simple chain structure, in which each node transmits data to its neighbor at the same direction during the data gathering process. As shown in Fig. 1 , starting from the first node (node 0), data are transferred to the next node (right-side neighbor) in the chain until reach the end of the chain (node n). The last node (node n) acts as the chain head and it sends data directly to the base station. The data gathering process repeats in the same TDMA (TimeDivision Multiple Access) schedule in each data gathering round. When a temporary chain is formed for a specific query, the application can choose the simple unidirectional AntChain for the data-gathering process.
Bi-direction AntChain is an adaptive chain structure in which sensor nodes can transmit to both its neighbors in the chain. As shown in Fig. 2 , in the first round of data-gathering process, the operation is the same as that in the uni-direction AntChain algorithm. In the following round, however, data gathering starts from the end of the chain (node n), transmitting the data to its left-side node until reaching the chain head (node 0). Then node 0 transmits the data to the base station directly.
The bi-direction AntChain is used to regularly gather data from the network and the 
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operation is performed repeatedly without interruption from the base station.
The advantage of employing a bi-direction AntChain scheme for regular data collection is that it is able to detect the death of sensor nodes. When node i dies, its both neighbors will detect it because no message is received from node i. After receiving data from their only remaining neighbor, each of them (nodes i − 1 and i + 1) will activate itself as a chain head (or tail) and send data directly to the base station. By this means, there are no larger amount data losses due to the dead node. The base station will know the death of this particular node when the message from its neighbors is received and it is able to make decisions of re-configuration.
Three chain schemes
At the global level, three chain schemes are employed as shown in Fig. 3 .
Main chain scheme:
All the sensor nodes in a sensor network are formed into one bi-direction chain. The scheme is to be used when the sensor network works at a steady and light-load situation. Often the data gathering process is operated at the low frequency over the whole network but needs to work constantly for a long time.
The bi-direction AntChain algorithm thus fits this requirement well since it is adaptive and can provide high performance as well as robustness.
Partial chain scheme:
The sensing area is evenly divided into several groups and forms several independent bi-direction AntChains. When this scheme is used in a simultaneous manner in which each chain can perform data-gathering at the same time (if the hardware supports), the application can achieve higher data throughput and decrease the response time. It is also able to achieve higher data accuracy since the data aggregation in each chain involves less sensor nodes. The grouping of sensor nodes can also be made based on application needs. For example, the applications can randomly select sensor nodes into a chain without considering their physical position if a coarser grid monitoring fits the current need. The chains in a sensor network can perform data-gathering either sequentially or simultaneously according to hardware capacities and application needs.
Temporary chain scheme: Sensor nodes are selected by the base station to form a chain in order to collect data from a specific sensor node/nodes or area. For example, in a building moisture monitoring sensor network, when the base station detects that certain area in the building needs to be investigated more closely, the application can form one or more temporary chains to find out the exact "suspected" location. The data-gathering process in this situation is often performed just once or for a limited period of time, thus no adaptive ability is needed during the process. This requirement can be satisfied by using a simple uni-direction AntChain. The sensor nodes in these chains can be of two types: Data node and relay node. The data nodes are those for which the base station is interested at the query time. The relay node is used to relay the data to the base station. Therefore, for the relay node, its own data do not need to be aggregated in the package. The number of relay nodes may be zero if the base station decides that one of the data nodes can send the information directly to the base station.
AntChain communication phases
For the AntChain algorithm, the process of data-gathering starts with the command from the base station. The sensor nodes then use the TDMA approach to collect data within the chain and finally send to the base station. Specifically, the AntChain data-gathering process can be described with the following phases:
Pre-setup phase: The base station collects information from all the sensor nodes in the sensing area, and then broadcasts wakeup time to them. Sensor nodes perform periodically a listening function after being deployed. The length of the period depends on different applications. The periodical listening is initialized when the sensor nodes are deployed and keeps functioning after that. As shown in Fig. 4 , a wakeup message with a period of time less than the listing period is periodically sent out from the base station. Chain-setup phase: According to the application or the end user queries, the base station uses the MMAS optimization scheme to form a main chain or several partial chains. It can also build a temporary chain by selecting related target nodes and relay nodes. The base station notifies all the sensor nodes of the data-gathering route (The TDMA schedule) by sending a broadcast message to all the sensor nodes at their wakeup time. The sensor nodes receive the message and then compute their own time slot and store the route information.
Independent data-gathering phase: During this period, sensor nodes use the time slot and route information to receive, aggregate and send the collected data within the AntChain and finally to the base station. The data-gathering process can perform multiple rounds without interference from the base station, but the base station can detect node death via the normal data message it receives from the sensor nodes.
Re-configuration phase:
When the base station detects a node death or receives any request of an end user, it goes through the set-up process and re-sends the route information.
A local weaving ACO strategy for WSN dynamics
For a WSN data gathering and communication protocol, it is required to be adaptive to the variance in the network topology, such as death or addition of sensor nodes. When such changes occur, the communication schemes need to (1) keep routing information updated/optimal; (2) change accordingly without losing too much data; (3) change accordingly to prevent further damage, such as causing an area of sensor nodes to run out of energy. As changes usually occur during the run-time, it is very important for the algorithm to respond in a timely manner. In order to provide satisfactory run-time performance and ensure that the WSN responds to the network change within a certain time frame, we develop a new "local weave" strategy. All existing ACO approaches to the dynamic TSP (DTSP) problem is to use and modify the information in the pheromone matrix to give the ACO search algorithm a better starting point for its solution construction process [Guntsch et al., 2001] . These approaches are based on a reasonable assumption that the solution after a minor change is somehow similar and related to the old one. Our local weaving strategy is based on the same assumption. Specifically our approach is a "cut, weave and patch" solution, and we believe that, with an optimal patch with a proper size for the change, the overall solution will still maintain high quality and can provide high efficiency for the sensor networks.
One important motivation for this approach is the run-time requirements (for example, the response time) for the adaptive action. The runtime of ACO algorithms is largely decided by the size of the network. Although existing ACO strategies are usually given a good starting point (which is to keep using the pheromone information in certain way/degree), as it is shown by experimental results, satisfactory solutions will not come out until after hundreds of iterations.
In the "local weaving" strategy, we first decide how big the patch will be. For example, we can estimate a certain amount of nodes to be "weaved again locally" in the chain if one node dies. This decision mainly depends on the application requirements. For example, if the base station needs only a very short period of time to detect the change in a hundred-node sensor network, we can simply restart the MMAS algorithm or use any strategy that already exists to construct a new optimal/near optimal solution. On the other hand, if the sensor network has more than 500 nodes and a long time is required to produce a high quality solution, our strategy will work. For example, we cut out 10 nodes that surround the dead node; then the MMAS optimization algorithm runs for this area; after an optimal solution is achieved for this part, the patch was weaved back to the old solution at the same position as before; the new communication path is then broadcasted to the sensor nodes for reconfiguration.
The "cutting" can be along the chain/path, or the surrounding area of the change as shown in Fig. 5 . The path strategy is to cut part of the chain beside the dead node. After cutting, the base station can run MMAS optimization to form an optimal/near optimal local chain as a new process. It can also apply the related pheromone modification strategy to ensure a good start. The centre strategy is to cut a certain area that surrounds the changes. This method is also suitable when the change is within a small area where more than one node dies or is added. Since the pheromone modification involves several nodes and changes, which is a complicated process; we can simply start an ACO optimization from the very beginning without using the old pheromone information. As shown in Fig. 6 , in order to patch the solution back to the remaining part, we must keep the same structure at the interface between the remaining part and the sub-graph/subchain. By this way we can make the affected area as small as possible and the same ACO/MMAS algorithm can be still used.
The remaining part is represented as a cost zero arc. Those edges are marked with the highest pheromone level and zero cost in the pheromone matrix, which means that in the ACO algorithm, if the ants reach any of the nodes that is adjoined to these edges, it will certainly select them as their next paths. This can be also programmed as an arbitrary edge which is the only choice for the ant approaching any of the adjoined sensor nodes. Thus the ACO constructs an optimal solution within the patch and then put back to the remaining part to construct the whole solution. In this way the run time can be significantly decreased compared to building the whole solution all over again.
Simulation Results
We use the network simulator NS2 with the LEACH extension for simulation study. The same wireless radio and energy models are employed. The MMAS algorithm implementation is written using C++.
The simulated WSNs are assumed to have 100 randomly deployed sensor nodes within a 100 m by 100 m or a 200 m by 200 m area. Sensor nodes are assumed to be fixed after original deployment. The base station has been set at the center, edge and near the sensing area.
Network structure comparison
The network structure formed by different algorithms makes significant difference in terms of overall performance. It is worth comparing output results with its shape, structure and total cost. The networks that were produced by the Bi-AntChain, Uni-AntChain, PEGASIS and LEACH algorithms are shown in Fig. 7 . From the plots, the AntChain algorithms show obvious advantages over the other two algorithms.
First, as shown in Fig. 7 , the total length of the route in each structure can be ordered as follows starting with the least length: Uni-AntChain, Bi-AntChain, PEGASIS and LEACH. Since the energy cost in a WSN is proportional to the power law function of the distances between the sender and receiver, the less length implies much better energy-efficiency performances.
Second, there is no sensor node being set at any apparently disadvantage position in the AntChain structures. But in the PEGASIS algorithm as shown in Fig. 7 , some nodes are set on very disadvantaged positions, for which the neighbors in both sides are far away. Some other nodes have one of its neighbors being set at a distant position. This setting will cause rapid death for those disadvantaged nodes; gradually it will then cause clusters of dead nodes for those disadvantaged area in the network. The cause of the above situations is that PEGASIS uses a simple local optimization algorithm to form the chain. There is no global control over the "neighbor selection". If a node gets into the chain later than most of its close neighbor, it is more likely to be selected as the neighboring node by distant nodes which have not found one yet. Thus, the later a node gets into the chain the higher the possibility that its get a "farther" neighbor.
Third, the chain direction can be well controlled in the AntChain algorithm. For the bidirection AntChain, we can produce a TSP instance including the base station, and then the neighbor of the base station can be assigned as chain head/tail. For Uni-direction AntChain, we simply produce a chain which starts at the farthest node from the base station and ends at the nearest sensor nodes. The nearest sensor node is naturally the chain head. In order to get this output, in the MMAS optimization we assign the link between the farthest node and the nearest node a lowest cost value and highest pheromone value. Therefore, every "ant agent" would naturally choose this link when they reach either of these two nodes. After the best result has been produced, we simply need to break this link to form a chain, and the nearest node will set itself as the chain head.
Data amount and energy-efficiency comparison
The main objective of energy-efficiency is to transmit the biggest amount of data with the lowest energy cost. Table 1 gives the total amount of data transmitted when each node is assumed to have energy of 0.5 J. We present all the data that is related to the different dead node percentage. As we can see in the table, whether the base station was within the sensor area (50, 50), or at the edge of the area (0, 0), or away from the area at (0, −87), Bi-AntChain algorithm always had the best performance in terms of the data amount received by base station.
In Table 1 , we can see that Bi-AntChain outperformed PEGASIS most when the first node dies. For example, when the base station is at the edge (0, 0) or at the centre (50, 50), Bi-AntChain algorithm can receive 2 times more data than PEGASIS and 8 times more than the LEACH algorithm. While the base station is away (at point (0, −87)), the advantage became less distinguishable, but Bi-AntChain still receives more than 160% data compared to the PEGASIS algorithm and about 6 times more data than the LEACH algorithm. In terms of the total amount of data received by the base station before all the sensor nodes die, the Bi-AntChain algorithm receives 7 times of those of the LEACH algorithm when the base station is within the area and 5 times of those of the LEACH algorithm when the base station is away at (0, −87).
In Fig. 8 , we compared the data received (by the base station) per energy unit for each sensor node. In order to compare the three algorithms fairly, we used the data collected before the death of the first node because PEGASIS does not provide a solution to deal with node death. The results show that when the base station is near or within the sensor area, BiAntChain performs 2 times better than PEGA-SIS and more than 8 times better than LEACH in terms of energy-efficiency.
Network lifetime is another measurement that is used to compare the energy efficiency performance. We use "round" to measure the lifetime. In each round of data gathering, the base station receives data from every sensor node in the network once. Of the three algorithms that were compared in the simulation, we can see that Bi-AntChain's performance is much better than those of PEGASIS and LEACH from Fig. 9 . This is consistent with the results shown in Figs. 7 and 8.
Energy utilization
In this section we compare the energy utilized by each sensor node in different algorithms until the first node dies. The results (Fig. 10) show that Bi-AntChain can provide a very fair solution for each sensor nodes in the network, which means that when one node uses up all its energy, most other nodes are about to use up their energy too. In another words, when every node start with the same initial energy amount, sensor nodes in the Bi-AntChain can provide similar life time. UniAntChain is a little less than Bi-AntChain in term of fairness, which is rational because the bi-direction chain levels the cost by transmitting to both directions. The other advantage they have is that they perform steadily when the sensor area got bigger. That means that the AntChain increased its advantage when the distance between the sensor nodes increase or in another words, when the density of sensor nodes gets lower.
Conclusion and Discussion
From the comparison of simulation results, we can conclude that the introduced AntChain algorithm can construct a more elegant routing path for a randomly deployed sensor network. It provides the least total cost and relatively better positioning for each node. The centralized optimization provides an energy-efficient solution to the applications in which the base station is not far away. In addition, the advantages of the AntChain algorithm become more evident when sensor nodes are more sparsely distributed, in which case, it cannot only provide a longer lifetime, but also shows much higher reliability. In summary, the developed AntChain algorithm is able to provide a flexible, reliable and energy-efficient data gathering and communication solution to sensor networks, especially for civilian applications that require low cost, steady performance and high data quality.
