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Abstract
Iterative schemes based on the Cooper and Butcher iteration [5] are considered, in order to implement highly
implicit Runge–Kutta methods on stiff problems. By introducing two appropriate parameters in the scheme, a new
iteration making use of the last two iterates, is proposed. Speciﬁc schemes of this type for the Gauss, Radau IA-IIA
and Lobatto IIIA-B-C processes are developed. It is also shown that in many situations the new iteration presents a
faster convergence than the original.
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1. Introduction
The implementation of highly implicit Runge–Kutta methods for stiff problems and highly oscillatory
problems has been a subject of extensive research in the latest decades, we just mention a few relevant
papers [1–6,8–11,13,15,16].When the Runge–Kutta under consideration are those of the families Gauss,
Radau IA, Radau IIA or Lobatto IIIA-B-C (see e.g. [14, pp. 72–76]) with s2 implicit stages, the
coefﬁcient matrix A has a multi-point spectrum with [s/2] pairs of conjugate eigenvalues and one real
eigenvalue in the case that s is odd. In that case, the simpliﬁed Newton iteration [1,2] in the form
currently used (see e.g. [14, pp. 121–122]) has the inconvenience of requiring complex arithmetic in the
LU factorizations. Thus, for s = 2 this implies that the LU cost is four times more expensive than in the
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real case. Moreover, the linear systems involved with the iterations are also complex and the cost is also
increased by a factor of 4 regarding the real case. For s > 2 a detailed discussion about the computational
cost of several Newton-type iterations, including the simpliﬁed Newton iteration, is carried out in [11,
Section 2]. As an alternative to the simpliﬁed Newton iteration, several kinds of Newton-type iterations
avoiding the complex arithmetic have been proposed for the sequential computation of the internal stages
[3,5,6,8,10,11,13], as well as to proceed in a parallel way [15,16], etc. In this paper, we conﬁne ourselves
to a sequential computation of the stages, but our results to accelerate a given iteration also apply in most
of situations appearing in practice when the underlying iterative scheme converges linearly to the true
solution and the spectrum of the amplifying error matrix (of the iterates) ranges on some known complex
set.
In the case of Runge–Kutta methods with s implicit stages, the algebraic system to be solved at a
current integration step is given by
Y =X0 + h(A⊗ I )F (Y ), (1)
where A⊗ B = (aijB) denotes the standard Kronecker product of matrices and the method is assumed
to be applied to a differential system of the form
y′(t)= f (t, y), y(t0)= y0, y, f ∈ Rm, t ∈ R.
Above Y T = (Y T1 , . . . , Y Ts ) stands for the s-stages vector,
F T(Y )= (f T(t0 + c1h, Y1), . . . , f T(t0 + csh, Ys))
is the super-vector of derivatives, h denotes the step-size taken, I is the identity matrix of appropriate
dimension and X0 represents a known vector that normally is X0 = e ⊗ y0, e = (1, . . . , 1) ∈ Rs , but it
could differ for some Runge–Kutta methods such as those of the Lobatto IIIA family.
To deal with these equations for high-order methods, the type of iteration proposed by Cooper and
Butcher [5] has proved to be quite efﬁcient in practice [10], since it avoids the complex arithmetic, it has
a good rate of convergence and the dimension of the linear systems are kept at the same dimension as the
original differential system. This iteration reads as
[I ⊗ I − hI ⊗ J ] = (BS−1 ⊗ I )D(Y )+ (L⊗ I ),
Y +1 = Y  + (S ⊗ I ), = 0, 1, 2, . . . , (2)
whereD(Z) := X0−Z+h(A⊗ I )F (Z) is the residual for a super-vector Z, J .= f/y(t0, y0), B and S
are nonsingular s × s-matrices, L is a strictly lower triangular s × s-matrix and > 0 is a constant. When
the preceding iteration is applied to linear differential systems with constant coefﬁcients,
y′ = f (y) ≡ Jy + b, (3)
it is not difﬁcult to see that the errors in the iterates are given by
Y − Y +1 =M(hJ )(Y − Y ), = 0, 1, 2, . . . , (4)
where
M(hJ )= (S ⊗ I )M¯(hJ )(S−1 ⊗ I ),
M¯(hJ )= I ⊗ I − ((I − L)⊗ I − I ⊗ hJ )−1(B ⊗ I )(I ⊗ I − A¯⊗ hJ )
A¯= S−1AS. (5)
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From (4) it follows that,
Y − Y  =M(hJ )(Y − Y 0), = 1, 2, . . . .
Anoften used approach to select the free parameters of the scheme (i.e.,S,B,L, ), consists inminimiz-
ing the spectral radius ofM(hJ ) when J possesses arbitrary eigenvalues falling in the left half-complex
plane C− := {z, Re z0}. Observe that the eigenvalues of M(hJ ) are given by the eigenvalues of the
simplest s × s-matrix
M¯(z)= I − ((I − L)− zI )−1B(I − zA¯), (6)
where z= h,  being an eigenvalue of J.
In [5] a technique to minimize the spectral radius (z) of M¯(z), for the two-stage methods whose
matrix A is in form (7), is given. This is applied to the two-stage Gauss method by setting S = I . When
s > 2 and highly implicit methods are considered (such as those of the families, Gauss, Radau IA-IIA,
Lobatto C), there exists a matrix S such that
A¯= A1 ⊕ A2 ⊕ · · · ⊕ Ar,
is a real block diagonal matrix, where the sub-matrices Ai can be chosen as
Ai =
(
ai ai − bi
ai + bi ai
)
, i = 1, . . . , r, (7)
except that, when s is odd Ar = [ar ] is the unique real eigenvalue of A. Butcher and Cooper [5] suggest
how to ﬁnd good schemes (matrices B,L and ) for Gauss methods with s = 3, 4 stages, by using the
direct sums
L= L1 ⊕ L2 ⊕ · · · ⊕ Lr, B = B1 ⊕ B2 ⊕ · · · ⊕ Br,
once the matrices Li and Bi and the constant > 0 have been properly chosen.
A technique of successive over-relaxation, consisting in introducing an adequate parameter  is also
described in [5]. This allows to speed up the convergence in some cases, mainly when the eigenvalues of
J fall on the negative axis or in some speciﬁc unbounded set of the left-side complex plane.
Gladwell and Thomas [9,10] recommend, after extensive experimentation with the two-stage Gauss
method on second-order problems y′′(t) = f (y), the scheme proposed by Cooper and Butcher when
successive over-relaxation is considered. This scheme is given by S = I ,
L=
(
0 0
2 0
)
, B =
(
 (7− 4√3)
−(1+ ) − 2(7− 4√3)
)
, (8)
with over-relaxation parameter = 2(√6−√2+ 1)−1 and =√3/6.
It is widely known that for ﬁrst-order stiff problems, the Gauss methods are not the best candidates
(they are not strongly A-stable, since |R(iy)| = 1, ∀y ∈ R), however for highly oscillatory problems
and for second-order problems (y′′(t) = f (y)) these methods are fairly good. This is due to their high
order and to their nice properties of stability and symmetry. For ﬁrst-order stiff problems and for certain
kind of DAEs of indexes 1 and 2 as well as singular perturbation problems, other methods such as those
of the families Radau IA, Radau IIA, Lobatto IIIA, Lobatto IIIC, seem to be more adequate, see, e.g.
[14]. For that reason we devote Section 2 to give a systematic process based on the Cooper and Butcher
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approach [5], in order to obtain good schemes of type (2) for any Runge–Kutta method with s = 2, 3
implicit stages, possessing a multi-point spectrum in its coefﬁcient matrix A. This will be used to derive
particular schemes for the methods: Gauss, Radau IA, Radau IIA, Lobatto IIIA, Lobatto IIIB and Lobatto
IIIC. Later in Section 3, we consider the acceleration of scheme (2) by using information of the latest two
iterates. We propose to introduce two ﬁxed parameters ,  = 0 in the following way:
[I ⊗ I − hI ⊗ J ] = (BS−1 ⊗ I )D(Y  + (Y  − Y −1))+ (L⊗ I ),
Y +1 = Y  + (S ⊗ I ), = 0, 1, 2, . . . , (9)
with Y−1 = Y 0. This iteration is motivated by three facts; ﬁrstly the convergence analysis of the new
iterationon linear problems is closely related to the convergenceof the original iteration.This circumstance
can be used to accelerate many iterations of type (2) or similar, appearing in the literature. Secondly, a
careful choice of the parameters  and  in (9) can speed up substantially the convergence regarding to
(2). Thirdly, the computational cost involved with the new iteration is practically the same as in iteration
(2). Just, ms extra products and a new ms-dimensional array are required in the case of using (9). On the
other hand, we will see on practical examples that the new iteration does work nicely well on nonlinear
problems provided that the old iteration does.
2. Cooper and Butcher iteration for methods with two or three implicit stages
First, we analyze the case of two implicit stages, and then the results will be applied to derive speciﬁc
schemes for the case of three implicit stages.
2.1. The case s = 2
In this case we choose S= I , and we denote the Runge–Kutta matrix corresponding to the two implicit
stages by
A=
(
a¯11 a¯12
a¯21 a¯22
)
. (10)
Then, according to (5) we have that A¯= A. In this way, by setting
a1 = tr(A¯)= a¯11 + a¯22, a2 = det(A¯) (11)
from (5) and (6) it follows that
I − M¯(z)= ((I − L)− zI )−1B(I − zA¯). (12)
Assuming by the moment that M¯(z) has a null eigenvalue, then from (12) we have that the another
eigenvalue is given by
	(z)= 1− 
det(I − zA¯)
(1− z)2 , 
= det(B). (13)
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The idea of Cooper and Butcher to minimize 	(z) on the imaginary axis when A¯ is in form (7), was to
choose , 
 and > 0, with || minimum, such that
	(z)= (1+ z)
2
(1− z)2 . (14)
Observe that this would imply that |	(z)| = || on the imaginary axis and by the modulus maximum
theorem |	(z)| || on C−. By following the Cooper and Butcher approach regardless of that A¯ is in
form (7), and by taking into account that
det(I − zA¯)= 1− tr(A¯)z+ det(A¯)z2 = 1− a1z+ a2z2
from (13) and (14) we deduce that
= 1− 
, 2= 
a1 − 2, 2 = 2 − 
a2. (15)
From here it is straightforward to see that
(4a2 − a21)2 + (8a2 + 2a21)+ (4a2 − a21)= 0 (16)
and
= (1− )a1
2(1+ ) , 
= det(B)= 1− . (17)
From these equations we get the smallest || and the values for  and 
.
Next, we impose a condition to assure that M¯(z) has a null eigenvalue independently of z. To this aim,
it is enough to require the existence of a nonnull vector v= (v1, v2)T such that M¯(z)v= 0, ∀z. By virtue
of (12) this is equivalent to
(I − L)v = Bv, v = BA¯v. (18)
By choosing v=e1=(1, 0)T, thematrix M¯(z) is upper triangular. In this case from (16)–(18) we explicitly
get the coefﬁcients of the matrices L, B as follows:
B =

 1
− a¯11
a¯21
− a¯21(1− )

a¯11(1− )


 , L=
(
0 0
a¯21(1− )

0
)
. (19)
Moreover, the matrix M¯(z)=M(z) is given by
M¯(z)=
(
0 (z)
0 	(z)
)
, (z)= −b12 + z(a¯12 + b12a¯22)
(1− z)2 , (20)
with 	(z) provided by (14). Other choices are possible for the vector v, but we suggest that option since
v = e2 = (0, 1)T, is incompatible with the fact that L is a strictly lower triangular matrix, and v = e1
provides a very simple matrix M¯(z) with maxz0 |(z)| .= maxz0 |	(z)| for the methods of interest.
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Below, we collect the matrices B and L and the parameters  and , for several well-known two-implicit
stage methods. Observe that from (19)
l21 =−b21 and b11 = 1
in all cases.
Coeﬃcients for the two-stage Gauss method:
a¯11 = a¯22 = 1/4, a¯12 = 1/4−
√
3/6, a¯21 = 1/4+
√
3/6,
b12 = 7− 4
√
3, b21 =−2, b22 =−6+ 4
√
3,
=√3/6, =−7+ 4√3=−0.071796 . . . .
Observe that these parameters coincide with those given in (8) when=1, i.e., the case of no considering
over-relaxation.
Coeﬃcients for the two-stage Radau IA method:
a¯11 = a¯21 = 1/4, a¯12 =−1/4, a¯22 = 5/12,
b12 =−1+ 2
√
6/3, b21 = 16− 32/
√
3, b22 =−3+ 3
√
6/2,
= 1/√6, =−5+ 2√6=−0.10102 . . . .
Coeﬃcients for the two-stage Radau IIA method:
a¯11 = 5/12, a¯12 =−1/12, a¯21 = 3/4, a¯22 = 1/4,
b12 = (−5+ 2
√
6)/9, b21 = 3− 3
√
6/2, b22 =−5+ 5
√
6/2,
= 1/√6, =−5+ 2√6=−0.10102 . . . .
Coeﬃcients for the three-stage Lobatto IIIA method:
Since the ﬁrst stage is explicit, the coefﬁcients in our notations are given by
a¯11 = 1/3, a¯12 =−1/24, a¯21 = 2/3, a¯22 = 1/6,
b12 =−1/2+
√
3/4, b21 = 3− 3
√
6/2, b22 =−8+ 16
√
3,
=√3/6, =−7+ 4√3=−0.071796 . . . .
Coeﬃcients for the three-stage Lobatto IIIB method:
Since the third stage is a linear combination of Y1 and Y2, the coefﬁcients for the implicit stages are
given by
a¯11 = a¯21 = 1/6, a¯12 =−1/6, a¯22 = 1/3,
b12 =−1+
√
3, b21 = 4− 8/
√
3, b22 =−4+ 8
√
3,
=√3/6, =−7+ 4√3=−0.071796 . . . .
Coeﬃcients for the two-stage Lobatto IIIC method:
a¯11 = a¯21 = a¯22 = 1/2, a¯12 =−1/2,
b12 =−1+
√
2, b21 = 2− 2
√
2, b22 =−2+ 2
√
2,
=√2/2, =−3+ 2√2=−0.17157 . . . .
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2.2. The case s = 3
By applying an appropriate similarity transformation (matrix S) to the original matrixA (corresponding
to the internal stages) we get that
S−1AS = A¯1 ⊕ [3], (21)
where A¯1 is a matrix of dimension two and 3 is the real eigenvalue of the original matrix A. In this case
the matrices
B = B1 ⊕ [b3], L= L1 ⊕ [0] (22)
are chosen taking into account the results above for the case of s = 2. Thus, B1, L1 and  are obtained as
indicated in (19) when A¯1 is replaced byA in (10),  is computed from (16) (the smallest root in modulus)
and  is given by (17).
Now, according to (6) the ampliﬁcation matrix is given by
M¯(z)= M¯1(z)⊕ [m3(z)],
with
M¯1(z)= I − ((I − L1)− zI )−1B1(I − zA¯1),
m3(z)= 1− b3(1− z)−1(1− z3). (23)
The choice of the constant b3 in (22) can be made as follows. Since, the parameter  will be seen to be
negative for the methods under consideration (Gauss, Radau, Lobatto), then we are interested in the case
where
m3(z)0, ∀z ∈ R−, (24)
because in this situation the resulting iteration can be accelerated the best, as it will be seen in the next
section. These methods verify that 3> , then we propose to choose b3 such that m3(0) = 1 − b3 = 0.
Thus, we get
b3 = 1. (25)
Observe that with this choice we achieve (24) provided that
1− 3/. (26)
It can be checked that (26) is satisﬁed for the methods of the families Gauss, Radau, Lobatto, etc.
3. Accelerating the convergence
In this section we examine the convergence of iteration (9) on linear systems (3). In this case the
residual satisﬁes
D(Y)−D(Z)= (−I ⊗ I + A⊗ hJ )(Y − Z), ∀ Y,Z ∈ Rms. (27)
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Then, denoting by Y the true solution of (1) in the linear case, from (9) it follows that,
[(I − L)⊗ I − I ⊗ hJ ]
= (BS−1 ⊗ I )(D(Y  + (Y  − Y −1))−D(Y))
= (BS−1 ⊗ I )(−I ⊗ I + A⊗ hJ )(Y  − Y + (Y  − Y −1)). (28)
By denoting
E = (S−1 ⊗ I )(Y − Y ), = 0, 1, . . . ,
from (28) we get after some elementary manipulations that
[(I − L)⊗ I − I ⊗ hJ ](E+1 − E)
= (B ⊗ I )(−I ⊗ I + A¯⊗ hJ )((1+ )E − E−1). (29)
By taking into account the second equation in (5), from (29) it follows that (below I ⊗ I is replaced by I)
E+1 = (aM¯(hJ )+ (1− a)I )E + c(M¯(hJ )− I )E−1, = 0, 1, 2, . . . , (30)
with
c =−, a = (1+ ). (31)
The analysis of propagation of errors can be carried out by looking at the spectral radius of the matrix of
dimension 2ms
N¯(hJ )=
(
aM¯(hJ )+ (1− a)I c(M¯(hJ )− I )
I 0
)
,
whose eigenvalues are obtained from the simpler matrix of dimension 2s
N¯(z)=
(
aM¯(z)+ (1− a)I c(M¯(z)− I )
I 0
)
,
where z= h and  ranging on the spectrum of J. Observe that (30) can be written as
(E+1, E)T = N¯(hJ )(E, E−1)T, = 0, 1, 2 . . . .
However, we prefer to make the analysis directly on the vectorial difference equation (30). Thus, by
assuming that (, v) is a pair (eigenvalue, eigenvector) of J, and settingE0 ≡ (S−1⊗I )(Y −Y 0)=ei⊗v
(recall that Y−1 = Y 0), with ei being the i-vector of the canonical basis of Rs , we get from (30) that
E =M(z)(ei ⊗ v), (32)
where z= h andM(z) satisﬁes the recurrence relation,
M+1(z)= (aM¯(z)+ (1− a)I )M(z)+ c(M¯(z)− I )M−1(z), = 0, 1, 2, . . . ,
M−1(z)=M0(z)= I. (33)
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SinceM(z) is a matrix polynomial (on M¯(z)) of degree  with real coefﬁcients, the error at the  iterate
depends on the eigenvalues (z) ofM(z). These eigenvalues satisfy the simple difference equation
+1(z)= (a(z)+ (1− a))(z)+ c((z)− 1)−1(z), = 0, 1, 2, . . . ,
−1(z)= 0(z)= 1, (34)
with (z) denoting any eigenvalue of M¯(z) (or ofM(z)).
Next, we focus on making an optimal choice for the parameters a and c, consequently for  and ,
under the assumption that the eigenvalues (z) ofM(z) fall on some real interval when z ranges in some
unbounded set  of C−, typically = R−, i.e.
−1(z)0< 1, ∀z ∈ , j 0 (j = 0, 1). (35)
Since the characteristic polynomial associated with (34) is
2(z)− (a(z)+ (1− a))(z)+ c(1− (z))= 0,
the problem reduces to ﬁnd a and c such that the roots = ±(t) of
2 − (at + (1− a))+ c(1− t)= 0, t ∈ [−1, 0], (36)
satisfy
 := max{|±(t)|, t ∈ [−1, 0]} (37)
is minimum.
By using the Schur–Cohn criterion [18], it can be proved that this is achieved for
a = 2+ 1
1+ 1
, c = 
2
1+ 1
, = 1 + 0
4+ 1 − 30
. (38)
From (31) we get
= (+ 1)
2
1+ 1
, =−
(

1+ 
)2
. (39)
In order to apply these results to the methods of Section 2, then by considering = R− in (35), from
(14) and taking into account that in all cases < 0, it follows that
1 =−, 0 = 0. (40)
In such a situation, from (38) and (39) we get that
=− 
4−  . (41)
It should be clear that  gives the rate of convergence of the new iteration when = R−. Observe that 
is the maximum spectral radius of the matrix N¯(z) when z ranges on R−.
Table 1 collects (with 3 signiﬁcant ﬁgures) the optimum parameters , ,  and other related parameters
¯, ∗, , for the two implicit-stage methods of the preceding section. There, ∗ stands for maximum
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Table 1
Some parameters of the iteration (9) for two implicit stage methods
Method    ¯ ∗ 
Gauss, Lob IIIA-B −3.06 · 10−4 0.966 0.0176 0.0388 0.101 −0.0718
Rad IA-IIA −5.92 · 10−4 0.954 0.0246 0.0524 0.139 −0.101
Lob IIIC −1.62 · 10−3 0.925 0.0411 0.0850 0.229 −0.172
spectral radius of N¯(z) on the imaginary axis, and ¯ is the maximum spectral radius of N¯(z) when z
ranges on the set ¯ := {z= (−1+ i)y, y ∈ R+}.
From Table 1 it can be observed that the new iteration has a rate of convergence four times smaller than
the rate of the original iteration (||) on linear problems when the eigenvalues of J fall in the negative
axis. Moreover, the rate of the new iteration is half of || when z ranges on ¯, and it is only a bit larger
than || on the imaginary axis.
Remark 1. It is important to notice that some iterations cannot be accelerated. For instance the (over-
relaxed) scheme proposed by Cooper and Butcher for two-stage Gauss method, see (8), has a rate of
convergence r = 1 −  = 0.0173.., on linear problems when z ranges in R− (see [5] for more details).
This iteration cannot be accelerated by using our technique, since the eigenvalues of the matrix M(z)
move on a circle (centered at the origin) of radius r = 0.0173, when z ranges on R−. In this case it can be
proved that the best parameters to accelerate the iteration are  = 1 and  = 0, which does not suppose
any change on the original iteration.
Remark 2. The preceding analysis can be extended to a more general context. Assume an iteration
P(y+1 − y)=QD(y), = 0, 1, . . . (42)
is given, whereD(x) ∈ Rm represents the residual for a vector x ∈ Rm (we are involved with the solution
of D(x) = 0), and P and Q are two square matrices of dimension m, which are ﬁxed by the iteration
proposed. Then, our modiﬁed scheme ﬁts in the format
P(y+1 − y)= QD(y + (y − y−1)), = 0, 1, . . . ,
y−1 = y0. (43)
By assuming thatD(x¯)= 0 andD(x) admits a Taylor expansion around the true solution x¯ we have that
D(x)=D(x¯)+ 1
1!D
′[x¯](x − x¯)+ 1
2!D
′′[x¯](x − x¯, x − x¯)+ · · · ,
where D(j)[x¯](·, . . . , ·) denotes the Fréchet j-derivative of D(x).
Observe that the error of the iterates e = x¯ − y, satisﬁes
e+1 .= M(x¯)e, = 0, 1, . . . , M(x¯)= I − P−1QD′[x¯].
This relation would be exact if D(x) were linear. By assuming that the spectrum ofM(x¯) falls on some
real interval [−1, 0], then the previous linear analysis could be applied to this situation and formulas
(38)–(39) would provide adequate parameters for the new iteration.
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To illustrate this on a particular case, consider a k-step BDF method
Dh(yn+1) := −yn+1 + xn + hf (yn+1)= 0 (44)
applied to a stiff problem y′=f (y) (xn is a known vector and  a characteristic parameter of the underlying
BDF method) and suppose yn+1 has been computed by using a quasi-Newton iteration
(I − hJ )(y+1n+1 − yn+1)=Dh(yn+1), = 0, 1, . . . , max, (45)
with J .= f ′(yn). Assume that (I − hJ ) has been factored in LU form, and that a new step-size h∗ = rh
has been proposed; then we have to solve
Dh∗(yn+2) := −yn+2 + xn+1 + h∗f (yn+2)= 0, (46)
where xn+1 is a known vector.
If J is kept for the next step of length h∗, instead solving (46) by the quasi-Newton iteration (which
implies a new factorization for (I − h∗J )), we can use the modiﬁed iteration
(I − hJ )(y+1n+2 − yn+2)= Dh∗(yn+2 + (yn+2 − y−1n+2)), = 0, 1, . . . ,
y−1n+1 = y0n+1. (47)
In this case, for linear problems (3), if the spectrum of J falls on the negative axis, it follows that
M(x¯)= (r − 1)hJ (I − hJ )−1. Then 1, 0 in (35) are given by
−1 =min{1− r, 0}, 0 =max{1− r, 0}.
From (38) we get that
=
{
(3+ r)−1(r − 1) if r1,
(1+ 3r)−1(1− r) otherwise.
The parameters  and  must be computed from (39). This alternative can be used in practice when the
value of  is fairly small. It can be also employed for general purposes on nonlinear problems when the
Jacobian matrix J does not change much on two consecutive integration steps and  is small.
4. Numerical results
So as to assess the efﬁciency of the iterations considered here and others related in the literature, we
have carried out many numerical experiments with most of stiff problems in [7,17], and the results are
similar to those reported below on the next two problems, which differ in that the eigenvalues of its
Jacobian matrix J = f/y(y0), belong to qualitatively different sets of the negative complex plane,
Re z0.
Problem 1. is the problem (D4) in [7, p. 21] (see also [5, p. 138]). We have taken the initial value there
proposed y0 = (1, 1, 0)T, and as initial step-size h0 = 0.1. The eigenvalues of J are 0, −0.0093 and
−3500.
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Table 2
Errors in the iterates (i = 0, 1, . . . , 6) for Problem 1 and Gauss method
i Gauss ri GaussN ri Gauss ri
0 0.11 · 10−2 — 0.11 · 10−2 — 0.11 · 10−2 —
1 0.10 · 10−3 0.10 · 100 0.72 · 10−4 0.68 · 10−1 0.84 · 10−4 0.78 · 10−1
2 0.75 · 10−5 0.71 · 10−1 0.99 · 10−6 0.14 · 10−1 0.26 · 10−5 0.31 · 10−1
3 0.53 · 10−6 0.71 · 10−1 0.42 · 10−7 0.42 · 10−1 0.64 · 10−7 0.24 · 10−1
4 0.38 · 10−7 0.71 · 10−1 0.45 · 10−9 0.11 · 10−1 0.13 · 10−8 0.21 · 10−1
5 0.27 · 10−8 0.71 · 10−1 0.17 · 10−10 0.37 · 10−1 0.26 · 10−10 0.19 · 10−1
6 0.19 · 10−9 0.71 · 10−1 0.16 · 10−12 0.95 · 10−2 0.46 · 10−12 0.18 · 10−1
Table 3
Errors in the iterates (i = 0, 1, . . . , 6) for Problem 2 and Gauss method
i Gauss ri GaussN ri Gauss ri
0 0.49 · 10−3 — 0.49 · 10−3 — 0.49 · 10−3 —
1 0.49 · 10−3 0.10 · 101 0.49 · 10−3 0.10 · 101 0.49 · 10−3 0.10 · 101
2 0.29 · 10−3 0.58 · 100 0.27 · 10−3 0.54 · 100 0.28 · 10−3 0.57 · 100
3 0.42 · 10−4 0.15 · 100 0.21 · 10−4 0.78 · 10−1 0.28 · 10−4 0.10 · 100
4 0.51 · 10−5 0.12 · 100 0.13 · 10−5 0.65 · 10−1 0.21 · 10−5 0.72 · 10−1
5 0.60 · 10−6 0.12 · 100 0.10 · 10−6 0.75 · 10−1 0.16 · 10−6 0.79 · 10−1
6 0.69 · 10−7 0.12 · 100 0.74 · 10−8 0.72 · 10−1 0.13 · 10−7 0.81 · 10−1
Problem 2. is the ring modulator problem (of dimension 15) [17]. The initial value is y0 = 0T, and the
initial step was set as h0= 10−6. The eigenvalues of J are−3.78 · 105± 3.16 · 107i (with multiplicity 2),
−7.39 · 105± 3.16 · 107i,−1.73 · 105± 3.16 · 107i,−1.60 · 105± 7.96 · 104i,−2.28 · 104± 1.76 · 105i,
−2.00 · 106,−1.39 · 102 and −19.3.
In all cases a single step was carried out and Y 0j =y0, j=1, 2, were the initial guesses taken. Of course,
in practice after the ﬁrst integration step better initial approximations are available using extrapolation
from previous steps (see, e.g., [12] for a detailed analysis in the stiff case).
For the two-stage methods Gauss, Radau IIA and Lobatto IIIC, we have denoted byGauss, Rad2A and
Lob3C, respectively, the corresponding iteration given by (2) with S= I andL,B and  as said in Section
2. When the iteration is that one in (9) we have taken the corresponding values  and  in (39) and (41),
see also Table 1, and the iteration is denoted by GaussN, Rad2AN and Lob3CN, respectively. In addition,
we have also employed iteration (8) for the Gauss method with optimum over-relaxation parameter
=2
(√
6−√2+ 1
)−1
, which has been calledGauss. The errors of the iterates (by using the Euclidean
norm) have been displayed in Tables 2–4. In Tables 2 and 3, ri =‖Y −Y i‖2/‖Y −Y i−1‖2, i=1, 2, . . . .
The results displayed in Table 2 conﬁrm nicely well the rate of convergence || predicted in the theory
(look at Section 2 or Table 1) forGauss, see the values of ri in Table 2. However, || is a bit shorter than ri
in Problem 2 (Table 3), but when h is reduced h10−7, it can be checked that the values of ri get closer
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Table 4
Errors in the iterates (i = 0, 1, . . . , 6) for Problem 1 with Radau IIA and Lobatto IIIC methods
i Rad2A Rad2AN Lob3C Lob3CN
0 0.14 · 10−2 0.14 · 10−2 0.13 · 10−2 0.13 · 10−2
1 0.13 · 10−3 0.73 · 10−4 0.59 · 10−3 0.51 · 10−3
2 0.13 · 10−4 0.23 · 10−5 0.10 · 10−3 0.71 · 10−5
3 0.14 · 10−5 0.89 · 10−7 0.17 · 10−4 0.16 · 10−5
4 0.14 · 10−6 0.25 · 10−8 0.29 · 10−5 0.19 · 10−7
5 0.14 · 10−7 0.80 · 10−10 0.49 · 10−6 0.34 · 10−8
6 0.14 · 10−8 0.21 · 10−11 0.83 · 10−7 0.39 · 10−10
to ||. Similar results for both problems, were encountered when the iteration in Section 2 was applied to
other two-implicit stage methods.
In Tables 2 and 4 it can be also appreciated that the schemes GaussN, Rad2AN and Lob3CN converge
much faster than their corresponding counterparts Gauss, Rad2A and Lob3C, respectively. For Problem
2 the scheme GaussN performs only a bit better than Gauss. This can be explained by the fact that when
the spectrum of J is nearby to the imaginary axis both iterations present similar rates of convergence, see
Table 1.
The relaxed iteration Gauss has a nice behavior and its linear rate of convergence is r = 0.0173
when the J-eigenvalues fall on R−. It performs in a similar way to our accelerated iteration on almost
stiff problems. Numerical experiments not presented here conﬁrm that our technique gives slightly better
results than the case of optimum over-relaxation proposed in [5, pp. 135–136] for the three-stage Gauss
method.
As a conclusion we can say that the new iteration presented can be seen as an alternative to optimum
over-relaxation, that our iteration is easy to implement and it is applicable to accelerate a given iteration
when the spectrum of its amplifying error matrix is known in advance. We have only studied in detail
the case when the spectrum ranges on some known interval. In practice, some device to check the range
of the spectrum can be developed and this can be used to get appropriate values for  and  at the same
time that the iterates are calculated. On the other hand, the computation of an optimum over-relaxation
parameter  it is not an easy matter in many cases, or even it does not make sense in situations such as
that one in Remark 2.
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