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If 0 is a positive definite function on a real linear space E of infinite dimension 
and @ enjoys certain symmetry conditions we are able to show that Cp is 
expressible as a certain Laplace-Stieltjes transform. Conversely, if @ is given 
by such a transform we can often show that @ is positive definite on E. In 
particular, our results apply to the J?’ spaces, 0 < p < W, as well as to other 
Orlicz spaces. We also are able to show that the only positive definite continuous 
sup-norm symmetric functions on C(T), the space of bounded real continuous 
functions on T, are constants whenever C(T) contains a sequence of functions 
with sup-norm one and disjoint support. Finally, we apply these ideas to 
obtain a result on radial exponentially convex functions on a Hilbert space. 
1. INTRODUCTION 
Let E be a real linear space of infinite dimension. In a number of instances 
the existence of a positive definite function on E satisfying certain symmetry 
properties has been of use in establishing Bochner’s theorem and the Levy 
continuity theorem on E. For example, see [2] when E = tD , 0 < p < 2. 
In this note we will characterize such symmetric positive definite forms. We 
also obtain a short proof of the main result in [9] which characterizes the 
radial exponentially convex functions defined on a neighborhood of zero 
in an infinite dimensional Hilbert space. 
In Section 2 we obtain our basic result, and in Section 3 we provide a 
number of special cases. These results contain as special cases Theorem 2 of 
[7, p. 8171, where E is a Hilbert space, and Theorem 1 of [l] when 
E = Lr(Q, CL), 0 < p < co. In particular, we are able to drop the continuity 
assumption used in [l] and [7]. Section 4 contains the result on exponentially 
convex functions. 
2. We now characterize the positive definite functions which satisfy 
certain symmetry properties and are defined on a real linear space E of 
infinite dimension. 
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Let e(x) be defined on E such that 
e(- x) = e(x), e(0) = 0, and ecx) 2 0. 
There exists e, , e, ,... linearly independent in E such that 
if JJV is the subspace generated by the ej’s and X, y E ..& 
depend on disjoint collections of the ej’s then 
(2.1) 
e(x + Y) = e(x) + e(Y), 
and for each ej and real number h > 0 there exists tj > 0 
such that e(tjej) = h. 
(2.2) 
If f, g are functions on E we say f is g-symmetric if g(&r) = g(y) implies 
fW =f(Y)* 
A function Y(t) defined on (0, CO) is completely monotonic there if 
LlheP(f) = f (- l)‘i (;1) Y(t + kh) > 0, 
P=U 
for all nonnegative integers n and t, h E (0, co). 
The relevance of this concept to the above mentioned characterization is 
shown in the next lemma. It was first introduced in connection with this 
type of problem in [7, p. 8211. However, in [7] the representation analogous 
to that of (2.3) is obtained first and then the concept of complete monotonicity 
enters the picture. Here we use complete monotonicity to obtain (2.3). 
LEMMA 2.1. Let E be a real linear space with a function e(x) defined on E 
satisfying (2.1) and (2.2). If Y(B(x)) is p t osi ive definite on E, then Y(t) is com- 
pletely monotonic on (0, Co). 
Proof. Since A,Y(t) = - Y(t + h) + Y(t) it follows easily that 
d,“Y(Y(t) = &l[o;-‘Y(t)] for n = 2, 3,.... 
We will first show that Y(t) 3 0 and then that d,lY(‘(B(x)) is positive definite 
on a certain subspace of E. Then we can show that AnlY(t) 3 0 for all 
t 3 0 just as we showed Y(t) >, 0. Continuing, we have d,“Y(t) > 0 so that 
Y is completely monotonic on (0, co). 
Let xi = uiei (i = l,..., N), where the ei’s are as in (2.2) and the q’s are 
such that 8(u,ei) = t/2. Since Y(e(r)) is positive definite on E, we have 
0 G f wk - xj)) = NY(O) + N(N - 1) Y(t), 
i.J=1 
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where the equality follows because B(xi - .xj) = 8(uie,) + O(ujej), for i # j. 
Hence, Y(r) > -(l/N - 1) Y(O), and letting N -+ co, we have Y(u(t) >, 0, 
for t > 0. 
We now show A,VP(0(x)) is positive definite on the linear subspace A 
generated by {ej}. Fix x1 ,..., xN E A and complex numbers cr ,..., cN . 
Choose e = ej such that j > L and the subspace generated by {x1 ,..., xN} is a 
subspace of that generated by {er ,..,, eL). Now define yK = xK, bK = cK 
(1 < K < N) and yK = xK--N + ue, bK = - cK-N (N + 1 < K < 2N), 
where t9(ue) = h. Then 
0 G r b,bjy(e(y, -yj)) 
i,j=l 
- qe(+ - Xj + ue)) + qe(x, - xj))> 
= 2 2 ciig,ltqe(xi - xj)), 
i.i=l 
so d,lY(f?(x)) is positive definite on A’. 
THEOREhI 2.1. Suppose E is a real linear space and e(x) is defined on E 
satisfying (2.1) and (2.2). If @ is positive definite and &symmetric on E, then 
there exists a finite nonnegative measure m on [0, 00) such that 
@(ix) =Joa e-se(z) dm(s) (x E E, e(x) # 0). (2.3) 
Proof. @ being e-symmetric implies there is a function Y defined 
[0, co) such that a(x) = Y((e(x)). By Lemma 2.1 Y(t) is completely monotonic 
on (0, co), so by Bernstein’s theorem [8, p. 1611 
Y(t) = 1% e-*t dm(s), for t > 0. 
0 
Now Y(0) 3 lim,, Y(t) = L where the limit exists since Y(t) increases as 
t 4 0. Thus by the monotone convergence theorem we have 
s 
m 
dm(s) = L < co, 
0 
so m is as indicated. 
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3. There are various corollaries to Theorem 2. I. Some of these are 
known, and others are new. In particular, the results of [I] and [7] mentioned 
in Section 1 are improved. 
If 01 is a nonnegative function on [0, co), we say a satisfies the AZ-condition 
if there exists a K > 0 such that (u(2t .$ Kol(t) for all t >, 0. 
If (Q, cl) is a measure space and 01 is a nonnegative function defined on 
[0, a), we let L$) denote the space of all real p-measurable functions on 
.Q such that 
p(f) = .,, 4f(=9) ddw) < ~0. (3.1) 
If OL is increasing on [0, 00) and satisfies the da-condition then for all s, t 
we have a(1 s + t I) < K[or(I s I) + a(1 t I)], where K is the constant in the 
da-condition. Hence, in this situation, the space L%(p) is a real linear space. 
For example, if a(t) = t” then we obtain the Lp spaces. 
THEOREM 3.1. Suppose a(.) is a continuous increasing function of2 [0, 00) 
s&r that 01(o) = 0, 01(s) > 0 for s > 0, lim,$,, a(s) = 00, and OL satisfies the 
AZ-condition. Let (Q, p) be a measure space such that L-(p) is injinite dimensional 
and suppose p(f), f EL+), is as in (3.1). Then every p-symmetric positive 
definite function on La(p) has the form 
e@o’f) dm(s) (P(f) >O)T (3.2) 
where m is ajnite measure on [0, co). 
Proof. Since La(p) is infinite dimensional and a(s) = 0 iff s = 0 it follows 
that 52 contains a sequence of disjoint sets A, , A, ,..., such that 
0 < p(aJ < co, for i = 1, 2,.... 
Let e, = xA( (i = 1, 2,...) and define 
e(f) = j-Q 4 f (w)l) 444. 
Then 6’ satisfies conditions (2.1) and (2.2) and since p(f) = 0(f), we have 
(3.2) from (2.3). 
An even function r defined on a real linear space E such that r(O) =I 0 
is said to be of negative type if given any integer N, reals ci ,..., cN such that 
and x1 ,..., .I,/,, E E 
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implies 
THEOREM 3.2. Suppose CC(~) = tfl (0 < p < ~0) with Lp(p) of injnite 
dimension, or 01 is, as in Theorem 3.1, and B contains infinitely many disjoint 
sets of equal finite and nonxero measure. Let 
e@p(f) dm(s) (f E L”(P)), 
where m is aJinite measure on [0, co), which is not concentrated at zero. Then, {f 
lz e-sAo(f) dm(s) is positive de$nite on L”(p) f or a sequence of positive h’s con- 
verging to zero, or for each E > 0 m((0, 6)) > 0, the following are equivalent: 
(1) Q(f) is positive definite on L”(p). 
(4 e-sp(f) is positive definite on L*(p) for each s E [0, CO). 
(3) a(t) = j: sina tx dM(x), where M is a measure on [0, 0~) with is 
finite on compact sets and such that 1: (I/x”) dM(r) < CC. 
(4) e-su(l*l) is positibe de$nite on (- co, CO) for each s E [0, CO). 
Remark. If a(t) = tp, then (1) of Theorem 3.2 implies that 
.x 
e-s,\p(f) &n(s) = @(Xl/Pf) 
‘0 
is positive definite for all X 3 0. Hence, in this case the theorem asserts (l)-(4) 
are equivalent without additional hypothesis on m. It is well known that (3) 
is equivalent to (4), so we only deal with (l), (2) and (3). 
Proof. First assume (3) holds. Then by [6, p. 5291 CX(~ t 1) is of negative 
type on (- 00, co) so iffi ,...,fN EL&(~) and c1 ,..., c,v are given reals such that 
xi”=, ci = 0, it follows that 
itl C$jP(fi -fj) = 1 f cic&4fitw) -fjtw)i) dP(w) d ‘a 
Q i.i=l 
Thus, p(f) is of negative type on La(p), and, hence, as in [6, p. 525-271 (2) 
holds. Now (2) easily implies (1) so we have (3) implies (2) implies (1). 
We now complete the proof by showing (1) implies (3). We first assume Q 
contains infinitely many disjoint sets A, , A, ,..., such that 
0 < p(AJ = 6 < co (i = I, 2,...). 
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Let jr ,bz ,... denote the characteristic functions of these sets and by Lo 
denote the space of all real sequences with only finitely many nonzero 
terms. Then for t = (tr , t, ,...) in do, define 
Hence, A(t) is positive definite on to and continuous in any finite number of 
coordinates. We can assume without loss of generality that A(0) = 1. Then 
A(t) is the Fourier transform of a probability measure P on the product 
sigma-algebra of t, the space of all real sequences. Let Zj (j = 1, 2,...) 
be evaluation at the jth coordinate in C. Then by (3.3) the sequence {Zj} 
consists of symmetrically dependent random variables [5, p. 1431, and hence, 
the sequence {Zj} is conditionally independent and conditionally equi- 
distributed with respect to the sigma-algebra g- of symmetric events 
generated by (Z,}. By [3, p. 3601 th ere exists a function &(t) such that 
EBm[eifzj] = +.Jt) (t E (-00, co), x E f), (3.4) 
where .&Jr) is the Fourier transform of a probability measure on (- co, co) 
for each x E d. Further, since the {Z?} are conditionally independent and 
equidistributed given .P, we have 
E~~{ei[f’~l+...+t~ZNl) cx) = fi Eam{eifizj) (x) 
j=l 
= fj d&i), 
and, hence, if t = (tl ,..., t, , 0 ,...) 
3= E fj Mtj) ( 1 j=l 
for N = I, 2,.... Now by (3.6) and (3.3) 
(3.5) 
(3.6) 
ELI W) - A(- WI 
= Lq(t, + t, 0 ,... )) - 2A((t, - t, 0 )... )) + A((- t, - t, 0 ,... )) 
= 0, 
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and since &(t) is the Fourier transform of a probability measure for each X, 
~z(t) - a- ) P t is ure imaginary. Thus, &(t) = &(- t), for each fixed t 
with probability one, and since the rationals are dense and countable, it 
follows by the continuity of&(t) in t that with probability one&(t) = &.(- t) 
for t E (- co, co). Thus, with probability one&(t) is real since it is a Fourier 
transform. 
Let t, , t, > 0. Then for any determination of the function (~-l on [0, co), 
such that OL 0 o~-l is the identity we have by (3.6) and (3.3) 
-wz(~-l(tl + tz)) - CI~-‘M) &4~-‘wl” = 0. (3.7) 
Hence, by (3.7) we see for any determination of 01-i and fixed t, , t, >, 0 that 
Met1 + tz)) = 4Z(~%)) C&-Wh (3.8) 
with probability one. Thus, by taking a countable dense set {t,} such that 
(c?(tj)} is dense in the range of (Y-I, we have by the continuity of C&(U) that 
(3.8) holds with probability one for any t, , t, > 0. Now by (3.8) we have 
with probability one that 
$&) = e-a(cMu), (3.9) 
for u in the range of 01-i. 
Now choose countably many versions of o~-l on [0, co] such that the union 
of the ranges is dense in [0, co). Since the random variable a(x) in (3.9) 
is independent of the version of a-l, (3.9) holds for all u > 0 with probability 
one. Since 1 c&(u)~ < 1 we have a(x) > 0 on l. 




asa(ltl) dm(s) = E[+z)Q(ltl)] (-a < t < co), (3.10) 
so the distribution U(X) induces on [0, co) is &(~/a). If for each 
E > 0 m((0, l )) > 0, then a(x) assumes values in (0, 6) so there exists 
a sequence of real numbers a, > 0 such that lim, a, = 0 and e-‘n”‘ltl) is 
positive definite on (- co, co). Then by [6, p. 5291 (3) holds. On the other 
hand, if m is not concentrated at zero and sr e- sag dm(s) is positive definite 
on L”(p) for a sequence of positive h’s converging to zero, we define for each 
such A > 0 and t E to 
A"(t) = Iom exp 
(3.11) 
- Us i a(1 ti I) dm(s). 
i=l I 
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Arguing as above with /1, replacing fl we obtain a nonnegative random 
variable a,(x), such that eeaA(r)a’Itl’ i s positive definite on t for each x E f. 
Then, as in (3. lo), we see that the distribution which U,,(X) induces on [0, co) 
is dm(s/Sh). Since m is not concentrated at zero, we again have a sequence 
{a,,> such that a,, > 0, lim a,, = 0, and e- ano(Iti ) is positive definite on 
(- a, CD). As above, (3) then holds. 
The proof in case a(t) = tp is much that same except here one can use the 
homogeneity of a. For example, one can choose constants ci , ca ,... such that 
a(/ c,t I) ~(‘4~) = a(; t I), so again one obtains (3.3) with 8 == 1. The proof 
then proceeds as above except that at the end it simplifies since emalti” is 
positive definite iff 0 < p < 2 or a = 0. 
The next corollary extends Theorem 1 of [l] when 0 < p < a in the 
sense we are able to drop the assumption of continuity on @. It should be 
mentioned, however, that the proof of Theorem 3.2 follows an argument 
used in [I]. 
COROLLARY 3.1. If (Q, CL) is a measure space such that Lp(p) has infinite 
dimension and @5(f) is a norm-symmetric positive definite function on Lp(p), then 
CD(f) == .,b’- e-slli!l” dm(s) (Iif II ; Oh (3.12) 
where m is a finite measure on [0, co). Further, if 2 < p < CO and (3.12) holds 
for /If 11 2 0 then m must be concentrated at zero, and, hence, D(f) is constant. 
If 0 < p < 2 then (3.12) along with 0(O) 3 m([O, 00)) is positive definite for 
each such m. 
Proof. Apply Theorem 3.1 to obtain (3.12). Since emm51fl” is positive 
definite iff 0 <p < 2 it follows from Theorem 3.2 that (3.12) is positive 
definite for all m finite on [0, co) if 0 < p < 2, but only for m concentrated 
at zero when 2 < p < a. 
In [6] Schoenberg states the following problem. Let p > 2 and let 
m = 1, 2,.... Does there exist a k > 0 such that the function 
i Ii1 “i u(x)=exp.- C Isj(” 
t [ I i=l \ 
is positive definite on R,,, ? Then he shows that if such a k > 0 exists, there 
exists a positive number k,,, < 2/p such that U(X) is positive definite if 
k < K,,, and is not if k > k,,, . Using Corollary 3.2 we can show that 
lim,, k,,, = 0. Since k, 3 k, > ..., lim,,, k,,, = h exists. Then 
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is positive on R,,, for all m. Hence, exp{- XT, 1 xj /p}fi/s is positive definite 
on &, , but this contradicts Corollary 3.1 if h > 0 and p > 2. Thus h = 0 as 
indicated. 
THEOREM 3.3. Let E be a real linear space with algebraic dual Ea. Suppose 
Bl 9 B2 t*.. are in Ea and for each n there exists x E E such that pi(x) = &, , 
Suppose CQ is a continuous increasing function on [0, ‘x)) such that aj(0) = 0, 
olj(s) > 0 for s > 0, and 
Let 
lim clj(s) = cc forj = 1, 2,.... s - x. 
PCx) = f 41 BiCx)l> 
j=l 
be dejned on E. If CD(X) is a p-symmetric positive definite function on E then there 
exists a finite measure m on [0, co) such that 
CD(x) = joa e-so(r) dm(s) (P(X) > 0). (3.13) 
Proof. Apply Theorem 2.1 with 
where the vectors ej ( j = 1, 2,...) in (2.2) are taken such that flj(ei) = Sij . 
THEOREM 3.4. Assume the setup in Theorem 3.3 and that 01 = 0~~ = 01~ = .... 
Let @ be given as in (3.13) f OY all x E E, where m is a finite measure on [0, 00) 
which is not concentrated at zero. If jam e-sAD(r) dm(s) is positive definite on E 
for a sequence of positive h’s converging to zero, or for each E > 0 m((0, l )) > 0, 
the following are equivalent: 
(1) 4(x) is positive definite on E. 
(2) e-sD(s) is positive definite on E for each s E [0, co). 
(3) 44 = Jam (sir? tx/x2) dM(x), where &I is a measure on [0, w;) which 
is$nite on compact sets and such that sy (1/x2) d&?(x) < 00. 
(4) e-sol(ltl) is positive definite on (-CO, co) for each s E [0, co). 
Remark. For a(t) = tp the additional hypothesis on m is not needed (see 
the remark following Theorem 3.2). The proof of Theorem 3.4 is similar 
to that for Theorem 3.2 so we omit it. 
Theorems 3.3 and 3.4 easily apply to various sequence spaces, and, in 
particular, to the generalized Orlicz sequence spaces of [4] yielding the 
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positive definite functions on these spaces which are symmetric with respect 
to the mean function. 
Now let (Q, p) be a measure space, and suppose L%(p) has infinite dimen- 
sion. Here Lm(p) is the usual Banach space of essentially bounded real 
measurable functions on D with norm 1) . II= . Then Theorem 1 of [I] asserts 
that the only continuous jl II,-symmetric positive definite functions on 
La(p) are the nonnegative constants. This result does not follow from mine 
but is proved using an argument like that in Theorem 3.2. Furthermore, 
there is a result involving continuous norm-symmetric positive definite 
functions on spaces of continuous functions which can also be proved using 
the technique in [I] for L=(p). The precise result is our next theorem. 
THEOREM 3.5. Let T be a topological space and suppose C(T), the bounded 
real continuous functions on T with the usual supremum norm, contains a sequence 
of functions of norm one and having disjoint support. If Q(f) is a continuous 
positive definite normsymmetric function on C(T) then Q(f) is a constant func- 
tion. 
Proof. Let fi , fi ,... denote functions in C(T) of norm one and having 
disjoint support. Suppose 0(f) is continuous, positive definite, and norm- 
symmetric on C(T) with G(O) = 1. For t = (tl , t, ,...) E Co, we define 
A(t) = cD(~~:~ tifi). Th en as in the proof of Theorem 3.2 using A(.), we 
find &(t) is real valued and E([+,(t) - &2(t)]2) = 0. Hence 4J.1~) = +r2(t), 
and, hence, &(t) - 1 with probability one as &(t) is the Fourier transform 
of a probability measure for each ST. Hence, by (3.6) A(t) = 1 so 
and this implies 4(f) = 1 on C(T) since @ is norm symmetric and the range 
of the norm on IL1 t,f,, is [0, co) as (tl , t, ,...) varies over /O. 
Finally, we examine the situation when E = (X, @ X:, @ ...), . Given 
0 <p < 00 and Banach spaces X, , X2 ,..., we let (XI @ X2 @ ...), denote 
the linear space consisting of all sequences N = (xj), where xi E Xj 
(j = 1, 2,...) and such that 
ll(Xj)ll = f II xj l,yy < co. 
1 j=l 
THEOREM 3.6. If Q(x) is a positive definite norm symmetric function on 
(Xl @ X2 @ ...), then there exists a$nite measure m on [0, CO) such that 
Q(x) = I* e-GM’ &n(s) (x # 0). (3.14) 
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If 2 < p then m is concentrated at zero and @ is a constant. If 0 < p < 2 and 
11 *11: is of negatiwe type on Xi for j = 1, 2 ,..., then (3.14) is positive definite 
for each finite measure on [0, 00). 
Proof. Let 0(x) = 11 x l\P, and if we choose e, E Xj such that I/ e, /Ii = 1, 
then e, (i = 1, 2,...) satisfies (2.2), so Theorem 2.1 yields (3.14). If 2 < p < co 
then for t = (tr , t, ,...) E to. 
A(t) = Jam exp [- s f 1 tj 1'1 dm(s) 
j=l 
is positive definite. Hence, Theorem 3.4 applies with a(t) = t” so m must be 
concentrated at zero since ePlti’ is not positive definite if p > 2. Now if 
0 <p < 2 and II . IIP is of negative type on Xj forj = 1, 2,..., then 
is of negative type on X, and, hence, e-+llsii ’ is positive definite on X for each 
s E [0, co). This implies (3.14) is positive definite so the theorem is proved. 
Remark. It has recently been pointed out to me that S. J. Einhorn 
obtained Theorem 3.5 in case T = [0, 11. His work appears in the PYOC. 
Amer. Math. Sot. 22 (1969), 702-703. 
4. EXPONENTIALLY CONVEX FUNCTIONS 
The main result in [9] is given in the next theorem. The proof given here 
is a good deal shorter and, in addition, demonstrates that the result of 
Schoenberg (as it appears in Theorem 2.1) actually implies the result on 
exponentially convex functions. One’s first impression is that they are 
analogues of one another, but in view of the proof of Theorem 4.1 the result 
on norm-symmetric positive definite functions is more fundamental. 
Suppose E is a real vector space and A is a convex set in E. Then a function 
f is exponentially convex on A if 
itl cicjf(xi + xj) 3 0 (n = 1,2*.*.), 
for all complex numbers cr ,..., c, and points xi ,..., x, in +A. 
The main result of [9] is the following theorem. 
424 KUELBS 
THEOREM 4.1. Let H denote a real Hilbert space of ir$nite dimension with 
norm II . 11~. Suppose f is a continuous exponentiaI<v convex function which is 
/I . llH-symmetric and defined on CT(a) = [.Y E H: I/ s lIH < a] for some a ;i 0. 
Then f(x) = F(/l .T llH), .Y E L:(a), where 
F(r) = J,’ erzsm(ds) (~rl <a) (4.1) 
and m is a finite nonnegative measure on [0, KI). Conversely, if F is as in (4.1) 
then f(x) = F(lI x /If,) is exponentially convex on U(u). 
Proof. It is clear that it suffices to prove the theorem under the assump- 
tion f(0) = 1. Since H has infinite dimension there exists an orthonormal 
sequence {ej:j = 1, 2,...} in H. Let 
P,(x) = i (X, ej) ej (n = 1) 2,...), 
j=l 
where (., .) is the inner product on H. Since f restricted to P,(U(a)) is expo- 
nentially convex for n = 1, 2 ,..., we have by [ 10, p. 2291 that 
~7-4 = jp H e(z%n(dh) C-y EP,JZ II J IIH < a), 
n 
where pn is a unique Bore1 probability measure on P,H (note thatf(0) = I 
implies the measures p,, are all probability measures). Since the Laplace- 
Stieltjes transformf(X) is II IJH- s y mmetric on U(a) (and, hence, on P,( U(a))) 
it follows that pn is also invariant under the linear isometries (with respect 
to the norm // . lIH) of P,(H). Thus, the Fourier transform 
is 11 . /lH symmetric on P,H. Since the measures {pm} are unique and represent 
f on P,(U(a)) it follows that @Jx) = fik(&v) for n >, k and x E P,(H). Hence, 
/Ii(x) = 1irnilJ.v) 
exists, is positive definite, and 11 l/,-symmetric on Us, P,AH. By Theorem 
2.1 we then have 
(4.4) 
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where m is a Bore1 probability measure on [0, co). Now F(O) = lim &(O) = 1 
so (4.4) actually holds for x = 0 also. If p is the unique cylinder set probability 
defined on HI = lJ,“=, P,H with Fourier transform /i we then have 
(4.5) 
Letting h,(m) denote the cylinder set measure on HI with Fourier transform 
e-S% we obtain from (4.4) and (4.5) that 
Now f being 11 . I/,-symmetric implies that 
f(m) = j; e”ll”llL,n(~s) 
The converse is immediate by (4.6) since 
f(x) = !,1 e”ll”l~tm(ds) 
implies that 
ftx) = jH, dz+(dh) 
(II x IIH < 4. (4.7) 
(X E u(a)) 
where p is the cylinder set measure on HI with Fourier transform 
fi(h) = joz e-s~lh~I~m(ds). 
Using (4.8) one can easily verify that f is exponentially convex on U(u). 
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