Regulated protein-protein interactions are critical for cell signaling, differentiation, and development. For the study of dynamic regulation of protein interactions in vivo, there is a need for techniques that can yield time-resolved information and probe multiple protein binding partners simultaneously, using small amounts of starting material. Here we describe a single-cell protein interaction assay. Single-cell lysates are generated at defined time points and analyzed using single-molecule pull-down, yielding information about dynamic protein complex regulation in vivo. We established the utility of this approach by studying PAR polarity proteins, which mediate polarization of many animal cell types. We uncovered striking regulation of PAR complex composition and stoichiometry during Caenorhabditis elegans zygote polarization, which takes place in less than 20 min. PAR complex dynamics are linked to the cell cycle by Polo-like kinase 1 and govern the movement of PAR proteins to establish polarity. Our results demonstrate an approach to study dynamic biochemical events in vivo.
In Brief
Single-cell analysis is becoming increasingly important for cell biology. Dickinson et al. describe a single-cell assay for protein interactions, using microfluidic lysis and single-molecule pull-down. They apply this approach to show that PAR complex assembly is dynamic and is linked to the cell cycle during cell polarization in C. elegans.
INTRODUCTION
Regulation of protein-protein interactions is a widespread mechanism for control of cell signaling. In one common signaling paradigm, a cellular event triggers binding (or unbinding) of a signaling protein to factors that regulate its activity. As a consequence of regulated protein complex formation, the signaling protein acquires (or loses) some activity and can then transduce the signal to initiate a cellular response. Due to their pivotal role in transducing cellular signals, regulated protein-protein interactions are of considerable interest in both basic and applied biomedical research.
Formation and dissolution of protein complexes due to cell signaling necessarily occurs over time, as a cell senses and responds to stimuli. It is therefore critical to study regulated protein-protein interactions using techniques that yield timeresolved information. Because cell signaling is strongly context dependent, protein interactions that are involved in signaling should be studied in vivo in the context of a living animal wherever possible. Biochemical approaches (e.g., coimmunoprecipitation) can reveal important information about protein-protein interactions. However, coimmunoprecipitation requires a large amount of starting material that can be prohibitive for in vivo studies. The need for large amounts of material also limits time resolution and obscures cell-to-cell heterogeneity that can be an important feature of a signaling process (Altschuler and Wu, 2010) . Finally, conventional approaches for assaying pairwise protein-protein interactions are ill suited for deconvolving elaborate cell-signaling networks in which a protein can have multiple binding partners. Therefore, new approaches to studying regulated protein-protein interactions using in vivo models are needed.
The need for methods to study dynamic protein-protein interactions is illustrated by the field of cell polarity. Cell polarity is a fundamental property of eukaryotic cells and plays a major role in many aspects of animal biology. In animals, proteins of the PAR system are key polarity determinants. Groups of PAR proteins localize to opposite ends of a cell and influence downstream cellular processes that lead to polarized cell behavior, such as asymmetric mitotic spindle positioning and segregation of cell-fate determinants (Goldstein and Macara, 2007) . Mutual antagonism between PAR proteins that localize to opposite ends of a cell, coupled with positive feedback within each group, is thought to account for the stable maintenance of opposing PAR domains (Dawes and Munro, 2011; Fletcher et al., 2012; Goehring et al., 2011) . Although these basic principles are reasonably well established, the underlying molecular mechanisms are less clear. In the context of a developing animal, cells must respond to external spatial cues that specify the correct axis of polarity, and must appropriately control the timing of polarity establishment. The PAR system involves at least a dozen proteins and a plethora of interactions (reviewed in Assé mat et al., 2008) , but how these interactions are regulated and coordinated to build a signaling system that responds correctly to spatial and temporal cues is unclear.
This gap in knowledge is due to the fact that the process of cell polarization has so far been challenging to study in vivo using biochemical experiments. To date, no in vivo animal model system has been described in which one can obtain pure populations of synchronously polarizing cells in sufficient quantities for conventional biochemical approaches.
Motivated by this challenge, we developed a biochemical assay that can be applied to single cells. We used microfluidics to generate cell lysates in nanoliter volumes, and assayed protein-protein interactions in these lysates using a single-molecule pull-down assay performed on proteins tagged at their endogenous genomic loci. We applied this approach to study the PAR polarity system in the Caenorhabditis elegans zygote, a single cell that polarizes with defined and reproducible timing in response to a known spatial cue (Cuenca et al., 2003; Goldstein and Hird, 1996) . Our results reveal that PAR protein complexes are dynamically regulated throughout the process of cell polarization. We identified oligomerization of the PAR-3/PAR-6/aPKC complex as a critical, regulated molecular event that enables cell polarization by coupling PAR complex movement to actomyosin cortical flows. Moreover, we found that PAR complex oligomerization is regulated by the cell-cycle kinase PLK-1, revealing a mechanism by which the timing of PAR complex transport is linked to cell-cycle progression. Our results provide molecular insight into the regulation of cell polarity establishment in metazoans and introduce an approach that will be valuable for studying diverse biological problems in cells.
DESIGN
To study the dynamic molecular events that occur during C. elegans zygote polarization, we developed a biochemical assay that can be performed on individual, precisely staged zygotes. We first designed a simple microfluidic device for cell lysis in small volumes. The device consists of a flow channel 75 mm wide, 30 mm high, and 8 mm long, with a total volume of 18 nL ( Figure 1A ). The exact dimensions were chosen to accommodate C. elegans embryos, but could be adjusted for other sample types. We fabricated this device from optically clear polydimethylsiloxane (PDMS) and bonded it to a glass coverslip to create a closed channel. To use the device, we placed a cell in the inlet well and allowed it to be drawn into the channel by gravity-driven flow, where it was trapped in the center of the chamber by a constriction smaller than the cell. Once trapped the cell could be observed, staged, and allowed to continue developing if desired. To generate a lysate, the device was sealed to stop flow and the zygote was crushed by pressing gently on the surface of the PDMS. In preliminary experiments, we found that sealing the device was critical to eliminate flow and to generate a confined lysate with minimal dilution. We crushed cells in a lysis buffer containing detergent to extract both cytosolic and membrane-associated proteins.
To assay protein-protein interactions in single-cell lysates, we adapted an assay called single-molecule pull-down (SiMPull) (Jain et al., 2011; Padeganeh et al., 2013) . To perform SiMPull in microfluidic channels, we first functionalized the inside of each channel with polyethylene glycol (PEG) to prevent nonspecific protein adsorption. Although we began by testing a published protocol for cleaning and PEG functionalization of our chambers (Jain et al., 2012) , in our hands this procedure yielded coverslips with relatively high levels of background fluorescence contamination. We therefore adopted an alternative cleaning and PEGylation protocol (see STAR Methods). Next, we attached antibodies recognizing a protein of interest to the inside of each lysis chamber via a biotin-streptavidin linkage (Figure 1A, right; see STAR Methods) . To avoid antibodyinduced dimerization of proteins of interest, we exclusively used monovalent affinity reagents (nanobodies or Fab fragments) for the experiments reported here. Finally, we introduced a cell into the chamber and crushed it to generate a lysate as described above. Upon cell lysis, proteins of interest from the lysate were immunoprecipitated onto the coverslip surface and then detected via single-molecule total internal reflection fluorescence (TIRF) microscopy ( Figure 1A , right). Importantly, this assay is rapid: data collection begins within 2-3 min after lysis and is generally complete within 10-20 min after lysis. Given this time frame, we expect that some weak or transient complexes will dissociate (a common limitation in biochemical experiments), but interactions with moderate to high affinity should be detectable. We refer to this assay as single-cell SiMPull or sc-SiMPull.
The raw data from an sc-SiMPull experiment are multicolor TIRF movies of single molecules immunoprecipitated from single-cell lysates. Information about macromolecular complexes is obtained from colocalization between signals in different fluorescent channels and from the photobleaching behavior of single complexes (see below). We routinely acquire images at 15-20 stage positions along the length of microfluidic chamber, capturing up to 1,000 image frames at each stage position, and typically observe several thousand single molecules per experiment. Given the quantity of data generated, automated analysis of the images is required. We developed software to automatically identify precipitated molecules (diffraction-limited spots), to classify them as colocalized or not, and to determine the number of steps in which each spot photobleached. To identify spots, we used a probabilistic segmentation algorithm that separates signal from background in an unbiased way (Padeganeh et al., 2013) . Spots were identified separately for each fluorescent channel and then classified as colocalized if signal was present in the same location (within the resolution of the microscope) in two different channels. Our software includes an image viewer for inspection of spot detection and colocalization results ( Figure S1A ). In control experiments, we found that some amount of autofluorescent background was unavoidable, especially when using 488-nm excitation; however, we could reliably distinguish bona fide immunoprecipitated protein signals from autofluorescent background based on their fluorescence intensity ( Figure S1B ). Therefore, we implemented a filtering routine that separates signal from background and eliminates background spots from the data ( Figures S1B and S1C) . Finally, to characterize the photobleaching behavior of immunoprecipitated protein complexes, we extracted the fluorescence intensity of each signal as a function of time. We detected stepwise changes in signal intensity (corresponding to photobleaching steps) in an automated and unbiased way using a Bayesian changepoint detection algorithm designed for single-molecule data (Ensign and Pande, 2010) (Figure S2 ). In addition to the core modules that process the raw imaging data, we developed a suite of tools for visualizing and interacting with sc-SiMPull data. The full software package is available as open source code (see STAR Methods).
To apply sc-SiMPull to endogenous cellular proteins, the proteins of interest need to be fused to fluorescent tags. For the results to be maximally interpretable, 100% of each protein of interest should be labeled (i.e., no unlabeled protein should be present in the cell), and the tagged proteins should be expressed at endogenous levels under native regulatory control. We therefore used CRISPR/Cas9-triggered homologous recombination (Dickinson et al., 2013 (Dickinson et al., , 2015 to insert fluorescent tags into endogenous genomic loci. All results reported in this paper were obtained using endogenously tagged proteins except where otherwise noted. Importantly, because we developed sc-SiMPull using antibodies directed against fluorescent tags and introduced these tags into endogenous genes, our approach is readily adaptable to any protein of interest. It is not necessary to test new antibodies or reoptimize conditions to apply sc-SiMPull to a new target, provided that the protein complexes in question are sufficiently stable and the protein of interest can remain functional when fused to a fluorescent tag.
RESULTS

Detection and Quantification of Labeled Proteins from Single Cells
To test whether sc-SiMPull could be used to visualize protein complexes from single cells, we examined several control proteins. First, to examine how efficiently we could detect two different fluorescent tags that are physically associated, we expressed mNeonGreen fluorescent protein (mNG) (Shaner et al., 2013) fused to HaloTag. We labeled embryos with far-red JaneliaFluor 646 (JF646) HaloTag ligand (Grimm et al., 2015) by feeding the dye to young adult worms in liquid culture (see STAR Methods). We then dissected single embryos, lysed them by crushing in devices functionalized with monovalent anti-HaloTag Fab fragments, and examined the resulting samples using TIRF microscopy. We detected abundant diffraction-limited spots in both the green (mNG) and far-red (JF646) fluorescence channels, and most of these signals colocalized ( Figure 1B) . A large majority (95.8% ± 0.9%; unless otherwise noted; ranges correspond to mean ± 95% confidence interval throughout this article) of mNG::Halo spots photobleached in a single step, indicating that they correspond to individual mNG::Halo fusion protein molecules ( Figure S3 ). To examine the spatial distribution of cellular protein molecules in our devices after cell lysis, we acquired TIRF images at multiple stage positions along the length of the microfluidic channel and determined the number of molecules in each image. The density of molecules exhibited a sharp peak in the center of the channel, near where the cell was lysed, and decreased in both directions moving away from the point of lysis ( Figure 1C ). The peak of signal covered approximately 2 mm, which corresponds to a volume of approximately 5 nL. We observed only background signal levels outside of the main peak, indicating that all of the molecules of interest were captured before they diffused out of this volume.
To examine the efficiency of single-molecule detection, we quantified colocalization between green and far-red signals in the mNG::HaloTag pull-down experiments. 68% ± 3% of farred spots colocalized with green spots ( Figure 1D , left panel), indicating that $70% of mNG molecules produced detectable fluorescence under our experimental conditions. This fraction is comparable with that of previous reports for single-molecule assays using fluorescent proteins (Jain et al., 2011; Padeganeh et al., 2013) . Conversely, 79% ± 3% of green spots colocalized with far-red spots ( Figure 1D , left panel), indicating that we could detect $80% of HaloTag molecules after labeling with the JF646 ligand. The fact that less than 100% of molecules were detected in our experiments is likely due to a number of factors, including pre-bleaching by ambient light prior to TIRF imaging, incomplete fluorescent protein maturation (in the case of mNG), or incomplete labeling (in the case of HaloTag).
We used a similar experiment to examine the performance of red fluorescent proteins in sc-SiMPull experiments. We first tested mKate2, but found that we could detect only $30% of mKate2 molecules in the context of an mNG::mKate2 fusion protein ( Figure 1D , center panel). Moreover, we found that the mNG::mKate2 fusion protein had a tendency to aggregate, in contrast to the mNG::HaloTag fusion protein that was strictly monomeric ( Figure S3 ). Thus, although we continued to use mKate2 for live imaging experiments, we avoided using it in sc-SiMPull experiments. We also tested the recently developed mScarlet-I fluorescent protein (mSc), which was engineered for improved maturation and monomeric character (Bindels et al., 2017) . In the context of an mSc::HaloTag fusion, we were able to detect fluorescence from $50% of mSc molecules, an almost 2-fold improvement over mKate2 (Figure 1D, right panel) . mSc was also less aggregation prone than mKate2, although it was still not strictly monomeric (Figure S3) . We conclude that mNG and HaloTag-JF646 are superior probes for two-color colocalization experiments, while mSc is an acceptable choice for sc-SiMPull experiments in which three colors are required.
Single-molecule assays, including SiMPull, allow measurement of protein complex stoichiometry by counting photobleaching steps (Jain et al., 2011; Padeganeh et al., 2013; Ulbrich and Isacoff, 2007) . To determine whether we could accurately measure stoichiometry of protein complexes isolated from single cells, we produced a known stoichiometry by expressing mNG fused to AraD, a metabolic enzyme from Escherichia coli that folds as a tetramer (Lee et al., 1968; Luo et al., 2001) . AraD was chosen as a control protein because it is exclusively tetrameric in solution, with no detectable monomer fraction (Lee et al., 1968) ; because it has no C. elegans homolog, and thus would not be expected to form hetero-tetramers with any C. elegans protein; and because it could be robustly expressed without apparent toxicity in the C. elegans germline. We observed abundant diffraction-limited signals when mNG::AraD was pulled down from single embryos using monovalent antimNG nanobodies ( Figure 1E ). Many spots photobleached in four discrete steps ( Figure 1F ), consistent with the expected tetrameric stoichiometry of mNG::AraD. Using automated photobleaching step detection ( Figure S2 and STAR Methods), we determined the apparent stoichiometry of thousands of mNG::AraD complexes. Consistent with the fact that not all mNG molecules were fluorescent, we observed a distribution of up to four photobleaching step counts in the whole population ( Figure 1G ). Given a pure population of tetramers and a fluorophore detection efficiency of less than 100%, the probability of observing a certain number of photobleaching steps is given by the binomial distribution (see STAR Methods for a more detailed discussion). The observed distribution of photobleaching steps was well fit by a binomial distribution with detection efficiency of 69.0% ± 0.5% ( Figure 1G ), which is in good agreement with the 68% ± 3% detection efficiency for mNG that we measured in the mNG::HaloTag fusion experiments ( Figure 1D ). Importantly, we detected few spots with >4 photobleaching steps, indicating that we mainly observed single tetramers and not larger aggregates. Together, these data indicate that we were able to reliably detect and accurately quantify exogenously expressed control proteins from single-embryo lysates using our sc-SiMPull assay.
Application of sc-SiMPull to the PAR Polarity System
The C. elegans zygote is an appealing model for studying cell polarization by the PAR system, because polarization occurs via a series of defined and reproducible stages during the first embryonic cell cycle ( Figure 2A ) (Cuenca et al., 2003) . At the beginning of the first cell cycle, immediately after fertilization, the cell is in a pre-polarized state, with the anterior proteins PAR-6 and aPKC occupying the entire cell cortex and the posterior PAR proteins in the cytoplasm. After maternal meiosis and polar body extrusion, the cell enters the polarity establishment phase, in which anterior PAR proteins are segregated to the anterior, and a domain containing posterior PAR proteins is formed. Polarity establishment is achieved by actomyosin-driven cortical flow that is thought to physically transport anterior PAR protein complexes to the anterior side of the cell (Cheeks et al., 2004; Goehring et al., 2011; Munro et al., 2004) . Finally, anterior and posterior PAR domains are stable during a polarity maintenance phase that lasts several more minutes and encompasses pronuclear migration and mitosis.
Although the cellular mechanisms of polarity establishment in the C. elegans zygote are reasonably well understood, this process has so far been inaccessible to biochemical experiments. It is impossible to collect sufficient numbers of precisely staged zygotes to perform bulk biochemical assays, because polarity establishment is rapid (the establishment phase lasts less than 10 min) and fertilization in C. elegans is asynchronous. As a result, important mechanistic questions remain unanswered, including: are PAR protein interactions dynamically regulated during cell polarization? Do specific PAR complexes have unique roles during polarity establishment versus maintenance? How are interactions between PAR proteins regulated? We applied sc-SiMPull, together with targeted mutations, to begin to address these questions.
aPKC and PAR-6 Are Constitutively Associated but Dynamically Oligomerize We began by assaying two anterior PAR proteins that we expected would strongly interact: the anterior kinase aPKC and its partner PAR-6. Genetic evidence from C. elegans (Rodriguez et al., 2017, this issue of Developmental Cell) and biochemical experiments performed on the mammalian homologs (Graybill et al., 2012) indicate that PAR-6 and aPKC form a tight, perhaps even constitutive, heterodimer. To detect this interaction via sc-SiMPull, we constructed a strain carrying endogenously tagged PAR-6::HaloTag and mNG::aPKC, labeled embryos with Halo-JF646, and pulled down PAR-6 from staged zygotes using anti-HaloTag. PAR-6::HaloTag molecules robustly colocalized with mNG::aPKC when pulled down from pre-polarization, establishment, and maintenance-phase zygotes ( Figure 2B ). Quantitatively, 40%-50% of PAR-6 molecules were detectably associated with aPKC at all three stages ( Figure 2C ). We also performed the converse experiment, using the same strain but substituting anti-mNG for anti-HaloTag, and found that similarly 40%-50% of aPKC molecules were detectably associated with PAR-6 across the first cell cycle ( Figure 2D ). Considering that a maximum of 70%-80% colocalization was detected for a covalently linked homodimer of mNG and HaloTag ( Figure 1D ), these data indicate that a majority of PAR-6 and aPKC are in complex with each other throughout the first cell cycle, as expected.
Although a complex between PAR-6 and aPKC was expected, we were surprised to find that the stoichiometry of this complex was not constant across the cell cycle. We observed large oligomeric complexes containing PAR-6 and aPKC from embryos lysed during polarity establishment, but not during pre-polarization or maintenance phases ( Figure 2B , arrowheads). We determined the stoichiometry of PAR-6/aPKC oligomers by counting mNG photobleaching steps ( Figure 2E ). During establishment phase, we observed complexes that contained as many as 15 copies of aPKC, and 4.5% of total aPKC molecules were present within oligomers containing 4 or more subunits. These measurements likely underestimate the true extent of PAR-6/ aPKC oligomerization, because of an inherent limitation of the step-counting approach: when two mNG molecules bleach simultaneously, they are counted as a single step. Simultaneous bleaching of two or more molecules becomes more likely when a complex contains a larger number of fluorophores (Ulbrich and Isacoff, 2007) . Thus, step counting faithfully reports the stoichiometry of small complexes ( Figure 1G ) but systematically underestimates the size of larger complexes (for a detailed analysis, see the section ''Impact of Incomplete Fluorophore Maturation and Simultaneous Bleaching Events on Stoichiometry Measurements'' in STAR Methods). Despite this limitation, it is clear that the formation of large PAR-6/aPKC oligomers is upregulated during polarity establishment.
To corroborate these biochemical results in the context of an intact embryo, we performed live imaging of cortical PAR-6::mNG in 1-cell embryos. We found that endogenously tagged PAR-6 formed bright clusters during establishment phase, but not during pre-polarization or maintenance phases ( Figure 2F ). This observation supports our biochemical result that large oligomers mainly form during establishment phase. However, we emphasize that in vivo imaging data alone cannot establish the molecular identity of clusters; bright puncta observed in cells could be molecular oligomers, or another cellular structure (for example, tethered vesicles or membrane microdomains). Our biochemical finding that PAR-6 and aPKC form molecular oligomers during establishment phase, together with data from mutants (presented below), strongly suggests that the puncta observed in cells are oligomers containing PAR-6 and aPKC. Note that the oligomeric complexes (arrowheads) are not macroscopic; they are diffraction-limited objects, but appear larger because the images were scaled so that monomers would be visible. (C and D) Measurements of the fraction of PAR-6 molecules in complex with aPKC (C) or the fraction of aPKC molecules in complex with PAR-6 (D) at the indicated stages. Each circle in the plots shows the result of one single-cell experiment, with the size of the circle representing the number of molecules that were counted in that experiment. The lines show the weighted mean, and error bars represent 95% confidence intervals. (E) Measurement of the fraction of PAR-6/aPKC heterodimers found in oligomers of different sizes. The experiment was conducted by pulling down PAR-6::HaloTag and counting the number of coprecipitated mNG::aPKC molecules in each complex. For each stage, the distribution of numbers of molecules found in oligomers of different sizes is shown as a vertical histogram. For clarity, the monomer fraction (80%-90% of total molecules) is not shown. n = 10,138 molecules counted from 7 embryos for pre-polarization phase, n = 5,698 molecules counted from 6 embryos for establishment phase, n = 5,550 molecules counted from 6 embryos for maintenance phase, and n = 6,944 molecules counted from 7 embryos for establishment embryos derived from mothers treated with par-3 RNAi. (F) Images of cortical PAR-6::mNG in live embryos at the indicated stages. Anterior is to the left. Scale bar represents 10 mm.
PAR-3 Dynamically Oligomerizes and Mediates
Oligomerization of PAR-6/aPKC A likely candidate for recruiting PAR-6 and aPKC into oligomeric complexes is another anterior PAR protein, PAR-3. PAR-3 can bind directly to both PAR-6 and aPKC in vitro, and the three proteins have been proposed to form a trimeric complex (Hung and Kemphues, 1999; Joberty et al., 2000; Lin et al., 2000) . Furthermore, PAR-3 is known to oligomerize in other systems (Benton and St Johnston, 2003a; Mizuno et al., 2003) , and structurefunction studies have highlighted an important role for the N-terminal oligomerization domain in cell polarization (Benton and St Johnston, 2003a; Feng et al., 2007; Li et al., 2010; . Indeed, when we depleted PAR-3 from PAR-6::HaloTag; mNG::aPKC embryos using RNAi, oligomers of PAR-6/aPKC disappeared ( Figure 2E ), confirming that oligomerization of PAR-6/aPKC requires PAR-3.
We therefore tested directly whether C. elegans PAR-3 forms oligomers. Indeed, when we pulled down mNG::PAR-3 from staged zygotes, we saw large oligomeric complexes that were specific to establishment phase ( Figure 3A ). 8.6% of detected PAR-3 molecules were present in oligomers containing 4 or more subunits, a larger fraction than for PAR-6/aPKC ( Figure 3B ). This may simply reflect that the monomeric pool of PAR-3 is smaller than for PAR-6/aPKC, so that oligomers contain a larger fraction of the total cellular protein. The distribution of sizes of PAR-3 oligomers was similar to that for PAR-6/aPKC ( Figure 3B ), consistent with the possibility that each PAR-3 monomer can recruit one PAR-6/aPKC heterodimer into a larger oligomeric complex. We also imaged mNG::PAR-3 at the cortex of live embryos and found that it formed bright clusters specific to establishment phase (Figure 3C) . These clusters colocalized with PAR-6 ( Figure 3D ). Clusters containing both PAR-3 and PAR-6 formed, moved toward the anterior during polarity establishment, and dissolved in concert at the onset of maintenance phase ( Figure 3D ). Again, although these imaging experiments do not provide direct information about molecular interactions, they are consistent with our sc-SiMPull results and further indicate that PAR-3/PAR-6/ aPKC oligomers localize to the cell cortex and are segregated to the anterior during polarity establishment. 
PAR-3 Oligomerization Promotes PAR Complex Assembly
We next investigated the relationship between PAR-3 oligomerization and its association with PAR-6/aPKC. When we pulled down mNG::PAR-3 from establishment-phase embryos in a strain also carrying PAR-6::HaloTag, we saw that large PAR-3 oligomers were clearly associated with PAR-6, as expected (Figure 4A) . Surprisingly, however, dimmer PAR-3 spots only rarely appeared to be associated with PAR-6. We counted the fraction of PAR-3 oligomers of different sizes that contained PAR-6 and found that although PAR-3 oligomers were nearly always associated with PAR-6, PAR-3 monomers bound PAR-6 at much lower levels ( Figure 4B , blue bars). We considered that this result might simply reflect incomplete occupancy of PAR-3 monomers by PAR-6: if each PAR-3 monomer has a certain probability of being bound to PAR-6, then oligomers with more copies of PAR-3 (E) Quantification of the extent of colocalization between PAR-6::mKate2 and mNG::PAR-3 using two different colocalization metrics. Each pair of data points from the same embryo is connected by a line.
would be more likely to contain at least one copy of PAR-6. However, this simple probabilistic argument cannot explain our data: binomial models based on different degrees of occupancy of PAR-3 by PAR-6 predict either much lower levels of PAR-6 bound to PAR-3 oligomers, or much higher levels of PAR-6 bound to PAR-3 monomers ( Figure 4B , red curves). Thus, it appears that oligomerization of PAR-3 promotes its association with PAR-6; that is, oligomerization of PAR-3 and its binding to PAR-6 may occur cooperatively. If PAR-3 oligomerization and PAR complex assembly are indeed cooperative, we predicted that PAR-3 should interact less with PAR-6 during the pre-polarization and maintenance phases, when large PAR-3 oligomers are absent. We directly tested this prediction using sc-SiMPull. Indeed, PAR-3 complexes containing PAR-6 were most prevalent during establishment phase and dropped sharply during polarity maintenance, to a level comparable with that observed for PAR-3 monomers during establishment phase ( Figure 4C ). In pre-polarization embryos, the mean fraction of PAR-3 molecules in complex with PAR-6 was intermediate between establishment and maintenance phases ( Figure 4C , purple line); however, inspection of the individual data points (blue circles) revealed that the majority of pre-polarization embryos had low levels comparable with what we observed during maintenance phase, while a few samples had higher levels more similar to those of establishmentphase embryos. A likely explanation for this result is that the PAR-3/PAR-6 interaction is upregulated at the end of the prepolarization phase, and the pre-polarization embryos with higher amounts of the complex were collected later, closer to the onset of establishment. We conclude that PAR-3 oligomerization and PAR complex assembly occur in concert. We note that we were only able to draw this conclusion because our assay visualizes single protein complexes; a bulk biochemical assay could have shown an interaction between PAR-3 and PAR-6, but could not have revealed that PAR-6 preferentially associates with PAR-3 oligomers.
We also measured the colocalization between PAR-6 and PAR-3 at the cortex of live embryos, and found that PAR-6 colocalized with PAR-3 to a lesser extent during maintenance phase ( Figures 4D and 4E ). This supports our biochemical finding that disassembly of large PAR-3 oligomers coincides with loss of PAR-3 binding to PAR-6 during polarity maintenance.
PAR-3 Oligomerization Is Required for Normal Polarity Establishment
Prior studies have suggested that PAR-3 oligomerization may contribute to maintenance of stable PAR domains during polarity maintenance phase (Dawes and Munro, 2011; Sailer et al., 2015) . However, we observed that the largest PAR-3 oligomers were present during establishment phase rather than maintenance phase ( Figure 3B ). Although this result does not rule out a role for small oligomers (containing fewer than four subunits) during polarity maintenance, it suggests that larger oligomers may have a specific and previously unknown function during polarity establishment. Although previous studies suggested an important role for PAR-3 oligomerization in cell polarization (Benton and St Johnston, 2003a; Feng et al., 2007; Li et al., 2010; , these studies mainly used endpoint assays for polarity and did not investigate whether PAR-3 oligomerization contributes to the process of polarity establishment. We therefore decided to investigate the control of PAR-3 oligomerization and its importance for polarity establishment in the C. elegans zygote.
To investigate how PAR-3 oligomerization contributes to polarity establishment, we made targeted mutations to render endogenous PAR-3 monomeric. Based on the structure of the mammalian PAR-3 N terminus (Zhang et al., 2013) , we made two different sets of point mutations to disrupt electrostatic interactions that mediate self-association of PAR-3 (Figure 5A) . In one mutant, termed par-3(RRKEEE), we reversed the charges of 3 basic residues that make electrostatic contacts with acidic residues on an adjacent protomer ( Figure S4A ). In the second mutant, termed par-3(TTDE), we introduced negatively charged residues in place of 2 threonines that reside on the positively charged side of the dimerization interface and pack closely against the adjacent protomer ( Figure S4A ). We introduced these mutations into the endogenous par-3 gene using Cas9-triggered homologous recombination. We then used sc-SiMPull from establishment-phase embryos to confirm that both sets of mutations abolished PAR-3 oligomerization as predicted ( Figures 5B and S4B ) without affecting the levels of PAR-3 protein in the cell ( Figure S4C ). Both sets of mutations caused similar phenotypes and affected the localization of PAR-3 similarly (see below). Since both mutants behaved equivalently in our assays, we mainly used the par-3(RRKEEE) mutant to examine how PAR-3 oligomerization contributes to cell polarization.
We examined the effect of par-3(RRKEEE) on cell polarization by monitoring the localization of PAR-6 and the posterior polarity protein PAR-2 ( Figure 5C ). Strikingly, 100% (n = 18) of par-3(RRKEEE) mutants failed to segregate PAR-6 to the anterior during polarity establishment, even though PAR-6 was still localized to the cortex in these embryos. The majority of embryos (14/18) were still able to form a posterior PAR-2 domain, although it appeared less well defined than in wild-type (Figure 5C , mutant class 1). PAR-6 and PAR-2 overlapped at the posterior cortex of these embryos. The remaining embryos (4/18) completely failed to establish PAR polarity, with PAR-6 uniformly localized at the cortex and PAR-2 retained in the cytoplasm ( Figure 5C , mutant class 2). We examined the distribution of PAR-6 on the cortex of par-3(RRKEEE) zygotes and found that, although PAR-6 was still present on the cortex, it did not form clusters and did not segregate to the anterior in par-3(RRKEEE) mutants ( Figure S5A ).
Segregation of anterior PAR proteins during polarity establishment is thought to be due to physical transport by actomyosin-driven cortical flow (Cheeks et al., 2004; Goehring et al., 2011; Munro et al., 2004) . Importantly, cortical flow still occurred in par-3(RRKEEE) zygotes, albeit with slightly reduced velocity ( Figure 5D ). This small reduction in cortical flow velocity is unlikely to account for the failure to segregate PAR-6 to the anterior in par-3(RRKEEE) zygotes, because stronger reductions in cortical flow, resulting from myosin light chain depletion, only minimally perturb PAR protein segregation (Rodriguez et al., 2017) .
We observed phenotypes consistent with defects in polarity establishment in monomeric par-3 mutants. Two independent par-3(RRKEEE) strains and the par-3(TTDE) mutant strain 
PAR-3 Oligomerization Is Essential for Proper Polarity Establishment
(A) PAR-3 domain structure illustrating the location of RRKEEE point mutations that were introduced into endogenous PAR-3 to block oligomerization. (B) Distribution of oligomer sizes for PAR-3 WT, RRKEEE, and TTDE during establishment phase. The WT data from Figure 3B are presented again here to facilitate comparison. n = 4,741 molecules counted from 9 embryos for WT, n = 11,843 molecules counted from 10 embryos for RRKEEE, and n = 18,401 molecules counted from 8 embryos for TTDE.
(C) Localization of endogenously tagged PAR-6::mKate2 and mNG::PAR-2 in wild-type and par-3(RRKEEE) zygotes. For each example, the top row shows PAR-6::mKate2 localization in inverted contrast; the middle row shows PAR-6::mKate2 (magenta) and mNG::PAR-2 (green); and the bottom row shows measurements of fluorescence intensity as a function of embryo length.
(D) Cortical flow rates measured during establishment phase in wild-type and par-3(RRKEEE) zygotes. The wild-type rate is similar to that reported previously (Cheeks et al., 2004; Hird and White, 1993) . Table S1 . exhibited significant embryonic lethality, and a large fraction of the surviving animals was sterile ( Figure S5B ). The position of the first cleavage furrow was more variable and shifted toward the anterior in par-3(RRKEEE) mutants compared with wild-type, resulting in a first division that was less asymmetric than in wild-type ( Figures 5E and 5F ). During the second cell division in C. elegans, the posterior P 1 cell normally rotates its mitotic spindle to lie along the anterior-posterior (AP) axis, while the spindle in the anterior AB cell is oriented perpendicular to the AP axis. This division pattern results in a rhombus-shaped arrangement of cells in a normal 4-cell embryo ( Figure 5G ). Mutations that disrupt zygote polarity can alter spindle orientation at the second division, resulting in an abnormal arrangement of cells at the 4-cell stage (Cheng et al., 1995; Etemad-Moghadam et al., 1995; Kemphues et al., 1988) . P 1 spindle rotation failed to occur in 36% (9/25) of par-3(RRKEEE) mutants, resulting in an abnormal square-shaped arrangement of cells at the 4-cell stage ( Figure 5G ). Importantly, par-3(RRKEEE) embryos did not exhibit a typical par-3 loss-of-function phenotype whereby both spindles rotate, resulting in all 4 cells in a line at the 4-cell stage (Cheng et al., 1995; Etemad-Moghadam et al., 1995; Kemphues et al., 1988) . In addition to the P 1 spindle defects, we observed other phenotypes consistent with a loss of posterior identity. MEX-5, an RNA-binding protein involved in cell fate specification that is normally depleted from the posterior cytoplasm and forms a gradient along the AP axis (Griffin et al., 2011; Schubert et al., 2000) , formed a shallower gradient in par-3(RRKEEE) mutants ( Figures S5D-S5F ). P granules, which contain germline fate determinants and are normally segregated exclusively to the germline P lineage Strome and Wood, 1982) , were mis-segregated in 76% (19/25) of par-3(RRKEEE) embryos ( Figure S5G and Table S1 ). Together, these results suggest that specification of the posterior cell fate may be compromised in par-3(RRKEEE) mutants (see Discussion).
Oligomerization Is Required for Membrane Association and Efficient Anterior Transport of PAR-3
We next investigated at the cellular level how PAR-3 oligomerization contributes to polarity establishment. As a first step, we examined the localization of PAR-3(RRKEEE) and PAR-3(TTDE). Although wild-type PAR-3 localized to the cell cortex during polarity establishment and maintenance, the monomeric PAR-3 mutants were completely cytoplasmic ( Figure 6A ). This result, obtained using mutations generated at the endogenous par-3 locus, is consistent with previous overexpression experiments in mammalian cells and C. elegans (Li et al., 2010) . However, in Drosophila epidermal cells, overexpressed PAR-3 lacking the oligomerization domain still associated with the plasma membrane , as did our monomeric PAR-3 mutants at later stages of development ( Figure S4E ). Thus, the ability of monomeric PAR-3 to stably associate with the plasma membrane appears to depend on the cell type and, possibly, expression level. We considered the possibility that the oligomerization-blocking mutations disrupted a previously unknown membrane-binding domain at the N terminus of PAR-3. However, a fragment of PAR-3 comprising only the unmodified N terminus was unable to localize to the cortex in the absence of wild-type PAR-3 (Figure S4D) (Li et al., 2010) , suggesting that this domain does not contain a membrane-binding site. These data are consistent with the fact that the known membrane-binding determinants in PAR-3 reside in more C-terminal domains that were not perturbed by our mutations (Krahn et al., 2010; Wu et al., 2007) . We also considered it possible that oligomerization-blocking mutants non-specifically disrupted folding or expression of PAR-3; however, similar mutations of surface residues were shown not to affect the overall structure of the mammalian PAR-3 N-terminal domain . Three non-overlapping sets of point mutations affected PAR-3 localization similarly ( Figure 6A and see Figure 7E , below) without changing the amount of PAR-3 protein in the cell (Figure S4C ), arguing against the possibility that mislocalization of PAR-3 results from an unintended consequence of one particular set of mutations. Moreover, embryos carrying monomeric PAR-3 mutants do not exhibit par-3 loss-of-function phenotypes (Figures 5 and S5 ), as we would have predicted had the oligomerization-blocking mutations simply compromised PAR-3 function.
Having ruled out trivial explanations for the failure of monomeric PAR-3 to localize to the cortex in the zygote, we suspect that PAR-3 oligomerization promotes membrane binding due to an avidity effect. Known phospholipid-binding motifs in the PDZ2 and C-terminal domains (Krahn et al., 2010; Wu et al., 2007) evidently cannot mediate stable binding of monomeric PAR-3 to the plasma membrane, but stable membrane binding can be achieved by clustering multiple binding sites into an oligomer. Further supporting the idea that oligomerization of PAR-3 promotes stable membrane association, the levels of cortical PAR-3 were highest during establishment phase, when oligomers formed, and were lower during pre-polarization and maintenance phases, when oligomerization was downregulated ( Figures 6A and 6B) .
During polarity establishment, anterior PAR proteins are thought to be transported to the anterior by cortical flows powered by actomyosin contractility (Goehring et al., 2011; Munro et al., 2004) . Monomeric PAR-3 did not exhibit a polarized distribution along the AP axis of the zygote ( Figure 6A ), indicating that PAR-3 must localize to the membrane to be transported to the anterior. Interestingly, monomeric PAR-3 mutants also failed to segregate PAR-6 to the anterior, even though PAR-6 was still present on the cortex ( Figures 5C and S5A) , and cortical flows still occurred ( Figure 5D ). We therefore hypothesized that PAR-3 oligomerization might be required to couple PAR complex movement to cortical flow. To investigate this idea, we imaged cortical PAR-3 at a high frame rate and tracked individual PAR-3 particles. We then binned particles based on their intensity (using intensity as a proxy for oligomer size) and compared the motion of bright versus dim particles. Brighter particles generated much longer tracks ( Figures 6C and 6G) , consistent with the idea that larger PAR-3 oligomers bind stably to the plasma membrane, while smaller oligomers bind more transiently.
Bright PAR-3 clusters clearly exhibited directed motion toward the anterior of the embryo, whereas dim particles did not stay associated with the membrane long enough for directed motion to be visible ( Figure 6C ). To quantitatively analyze the motion of PAR-3 clusters, we calculated the velocity autocorrelation function V corr , which compares the velocity of each particle at one time (t) with its velocity after a time shift (t + Dt). For Brownian diffusion, V corr = 0 at all time shifts (except Dt = 0), because the velocity of a particle at any given time is unrelated to its velocity at any other time. A value of V corr greater than 0 indicates persistent, directed motion-that is, a particle has a tendency to continue moving in the same direction over time (Konopka and Weisshaar, 2004; Qian et al., 1991) . We observed that all populations of cortical PAR-3 particles had V corr > 0 (Figure 6D ), indicating that even the smallest PAR-3 clusters underwent biased motion toward the anterior during the short time they remained bound to the membrane.
The motion of cortical PAR-3 particles is expected to be due to a combination of advection (i.e., transport by cortical flow) and diffusion. We sought to quantify the relative contributions of advection and diffusion to PAR-3 motion in order to understand how PAR-3 oligomerization contributes to PAR complex transport. To quantify cortical flow, we imaged cortical NMY-2::mKate2 (non-muscle myosin) and mNG::PAR-3 simultaneously during establishment phase, and measured cortical flow by applying particle image velocimetry (PIV) to the NMY-2::mKate2 images. PIV yielded a vector map of local cortical flow for each time point. This cortical flow map corresponds to the expected motion of PAR-3 particles in the absence of diffusion, since without diffusion PAR-3 particles would move perfectly in tandem with the cortex. Therefore, subtracting the measured cortical flow from the observed motion of PAR-3 particles should yield the PAR-3 motion that is due to diffusion alone. Indeed, when we subtracted cortical flow from the trajectories of PAR-3 particles, we observed that the residual motion of these particles appeared diffusive ( Figure 6E ). The velocity autocorrelation function for these trajectories was close to 0 for all values of Dt s 0 ( Figure 6F ), indicating that subtracting cortical flow removed the directed motion from the PAR-3 trajectories and resulted in purely diffusive motion, as expected. Subtraction of cortical flow can be viewed as converting PAR-3 trajectories from a cellular frame of reference to a cortical frame of reference; that is, PAR-3 clusters exhibit directed motion relative to the cell, due to cortical flow ( Figures 6C and 6D ), but diffusive motion relative to the (moving) cell cortex ( Figures 6E and 6F) .
Having thus isolated the contributions of advection and diffusion to the motion of each PAR-3 particle, we were able to compare these contributions quantitatively. We calculated the dimensionless Pé clet number, defined as the ratio of the rate of advection to the rate of diffusion, for PAR-3 particles of different sizes. A larger Pé clet number indicates more efficient advective transport. We found a statistically significant trend toward larger values of the Pé clet number for brighter PAR-3 particles ( Figure 6H ): the brightest clusters had a median Pé clet number of 1.3, compared with 1.0 for the dimmest particles. Thus, larger PAR-3 clusters not only remain associated with the membrane longer ( Figure 6G) ; they are also more efficiently transported by cortical flows while bound, because diffusion contributes less to their overall motion on the cell membrane ( Figure 6H) .
We conclude that PAR-3 oligomerization promotes transport of PAR-3 to the anterior by cortical flows, both because oligomerization increases the residence time of PAR-3 at the cell membrane and because oligomerization increases the efficiency of coupling between PAR-3 clusters and the moving actomyosin cortex. Considering that PAR-3 oligomerization also promotes its association with PAR-6 ( Figure 4B ), we propose that PAR-3 oligomerization is the key biochemical event that couples movement of PAR-3/PAR-6/aPKC to cortical flows during polarity establishment. This suggestion is consistent with the finding that PAR-6, although still cortically localized, is no longer transported to the anterior when PAR-3 oligomerization is prevented.
PAR-3 Oligomerization Is Negatively Regulated by the Cell-Cycle Kinase PLK-1
We next sought to identify cellular factors that restrict PAR-3 oligomerization to the establishment phase. PAR-1 and 14-3-3 were reported to control PAR-3 oligomerization in Drosophila (Benton and St Johnston, 2003b; and mammalian cells (Hurd et al., 2003) . However, the key PAR-1 phosphorylation site identified in those studies is not conserved in C. elegans PAR-3, and depletion of either PAR-1 or PAR-5/14-3-3 by RNAi had no effect on the timing of PAR-3 cluster formation or dissolution ( Figure S7 ). We therefore conducted a small-scale RNAi candidate screen to look for other factors that affected the timing of PAR-3 clustering, targeting a total of 14 genes (listed in STAR Methods) by double-stranded RNA injection. Strikingly, depletion of Polo-like kinase PLK-1, a cell-cycle regulator, led to PAR-3 clusters that formed prior to the onset of polarity establishment and persisted after polarity establishment was complete ( Figure 7A ). Loss of PLK-1 was previously shown to result in polarity defects in C. elegans embryos (Noatynska et al., 2010) , but the molecular mechanism by which PLK-1 contributes to cell polarization has not been investigated.
Consistent with a role for PLK-1 in regulating PAR-3, the PAR-3 N terminus interacted with the PLK-1 Polo-box domain (PBD) in a yeast two-hybrid assay ( Figure 7B ). Polo-like kinases recognize their substrates via an interaction between the PBD and a phosphorylated S-pS/pT-P motif on the substrate (Elia et al., 2003) . The PAR-3 N terminus contains two STP motifs that could serve as PLK-1 docking sites ( Figure S7C ). The twohybrid interaction was abolished by substitutions that disrupted either of the two STP motifs in PAR-3N or that eliminated phosphopeptide binding of the PLK-1 PBD (Elia et al., 2003; Nishi et al., 2008; Noatynska et al., 2010) (Figure 7B ), suggesting that the interaction occurs via the canonical substrate mechanism of Polo-like kinases. Purified C. elegans PLK-1 was able to phosphorylate an N-terminal fragment of PAR-3 in vitro ( Figure 7C ) that contains two potential PLK-1 consensus sites, T32 and T89 ( Figure S7C ). Mass spectrometry analysis of the in vitro-phosphorylated PAR-3N revealed phosphorylation of T89. PLK-1 might also phosphorylate T32, as the peptide containing T32 was not identified in the mass spectrometry analysis in either the phosphorylated or unphosphorylated form. We conclude that PLK-1 can interact with the N terminus of PAR-3 and can phosphorylate PAR-3N on at least one site.
To test the effects of PLK-1 phosphorylation of PAR-3 in vivo, we generated a C. elegans strain carrying phosphomimetic T32E and T89E mutations and assessed the effect on PAR-3 oligomerization during establishment phase using sc-SiMPull. Strikingly, phosphomimetic mutations at the PLK-1 sites abolished PAR-3 oligomerization to the same extent as the RRKEEE and TTDE mutations ( Figures 7D and S4) , and the PAR-3(T32E, T89E) mutant protein was similarly localized in the cytoplasm Figure 3B are presented again here to facilitate comparison. n = 4,741 molecules counted from 9 embryos for wild-type, and n = 9,658 molecules counted from 4 embryos for T32E, T89E. (E) Localization of mNG::PAR-3(T32E, T89E) at the indicated embryonic stages.
(legend continued on next page)
at the 1-cell stage ( Figure 7E ). The phosphomimetic mutations also caused embryonic lethality and adult sterility, although to a lesser extent than par-3(RRKEEE) and par-3(TTDE) (Figure S5B) . Phosphomimetic PAR-3 mutations also perturbed cleavage furrow positioning ( Figure 7F ).
These results indicate that phosphorylation of PAR-3 at two consensus PLK-1 sites is sufficient to prevent PAR-3 oligomerization, and suggest that PLK-1 regulates PAR-3 oligomerization by phosphorylating at least T89 in vivo. PLK-1 is active during both meiosis and mitosis in mammalian cells (Glover et al., 1998) . This corresponds to the times when PAR-3 oligomers were absent in the zygote: polarity establishment begins and PAR-3 oligomers appear upon completion of maternal meiosis, and oligomers dissolve (and maintenance phase begins) upon entry into mitosis. Thus, PLK-1 might serve as a timer to restrict PAR-3 oligomerization, and consequently transport of the PAR-3/PAR-6/aPKC complex, to the interphase between meiosis and mitosis. If this idea were correct, ectopic stabilization of PAR-3 oligomers should lead to aberrant movement of PAR-3 oligomers outside polarity establishment. Specifically, we predicted that ectopic PAR-3 oligomers would be transported toward the cleavage furrow by cortical flows that occur prior to cytokinesis (Hird and White, 1993) . We attempted to directly test this prediction by generating a form of PAR-3 that could not be phosphorylated by PLK-1; however, multiple independent par-3(T32A, T89A) alleles caused highly penetrant sterility even when present as heterozygotes, which prevented us from examining embryos expressing PAR-3(T32A, T89A). As an alternative approach, we used timed RNAi feeding to partially deplete PLK-1, with the goal of preserving PAR-3 oligomers during maintenance phase but still allowing cells to progress normally through the cell cycle (in contrast to the strong depletion of PLK-1 shown in Figure 7A , which caused cell-cycle arrest). We found that the majority of embryos exposed to PLK-1 RNAi for 9-14 hr retained PAR-3 clusters at the cortex during maintenance phase, yet still divided normally. In 10 out of 10 such embryos, PAR-3 flowed back toward the cleavage furrow during maintenance phase, as predicted ( Figure 7G ). This behavior was never observed in wild-type (n = 11 embryos). Although we cannot exclude the possibility that partial depletion of PLK-1 might have indirect effects on the distribution of PAR-3 during maintenance phase, these results are consistent with the idea that downregulation of PAR-3 oligomerization by PLK-1 is necessary to prevent mis-segregation of PAR-3. Taken together, our results indicate that control of PAR-3 oligomerization by PLK-1 controls the timing of PAR complex segregation by regulating coupling of PAR complex movement to cortical flows.
DISCUSSION A Single-Cell Biochemistry Approach for the Study of Cell Signaling
Single-cell analysis is becoming an increasingly important approach in cell biology. By analyzing single cells it becomes possible to understand cellular heterogeneity, to make measurements with improved spatial and temporal resolution, and to study processes for which it is impossible or impractical to collect sufficient material for bulk assays. Single-cell sequencing approaches have been widely used (Wang and Navin, 2015) , including in C. elegans (Hashimshony et al., 2012; Osborne Nishimura et al., 2015; Tintori et al., 2016) ; and single-cell enzyme activity measurements have been pioneered (Guillaume-Gentil et al., 2016; Kovarik and Allbritton, 2011) . Here, we presented a single-cell approach for measuring protein-protein interactions at the single-molecule level in individual, staged C. elegans embryos. Our sc-SiMPull approach has several important features. First, it is conceptually simple and technically straightforward to carry out once established. Second, it is rapid: since there are no intermediate steps between lysis and immunoprecipitation, data collection can begin within 2-3 min of lysis, and is generally complete in 10-20 min. This helps to ensure that endogenous cellular protein complexes are preserved and makes it possible to perform multiple replicate experiments in a reasonable amount of time. Third, because we generally perform pull-downs using antibodies that recognize protein tags, the assay can be adapted to any protein of interest without re-optimizing conditions. The use of streamlined genome engineering approaches to tag genes (Dickinson et al., 2015; Leonetti et al., 2016; Schwartz and Jorgensen, 2016) facilitates rapid testing of hypotheses using standardized assay conditions. Although we have focused here on cell polarity, our approach should be readily applicable to any cell biological problem that can be modeled in C. elegans embryos, and will be extended to other model systems in future studies.
Limitations of the Approach
As with any technology, sc-SiMPull has limitations that warrant discussion. The most important of these is that, because it relies on binding affinity, sc-SiMPull might not be able to detect weak or transient protein-protein interactions. It is possible that crosslinking reagents could be used to stabilize weak or transient complexes, but we have not yet extensively tested such an approach. Some protein-protein interactions that are sensitive to buffer conditions might also escape detection; buffer composition might need to be optimized for some protein pairs, especially those involving membrane proteins. These limitations (F) Quantification of cleavage furrow position in wild-type and the par-3(T32E, T89E) mutant. The wild-type data from Figure 5F are presented again here to facilitate comparison. (G) Kymographs of cortical mNG::PAR-3 during maintenance phase in a wild-type embryo and an embryo partially depleted of PLK-1 using feeding RNAi. Anterior is to the left. Horizontal scale bar represents 10 mm and vertical scale bar represents 1 min. Solid arrows indicate the movement of PAR-3 clusters, and dashed arrows indicate that PAR-3 clusters dissolve. The timing of cellular events that define the beginning and end of maintenance phase are labeled. PNM, pronuclear meeting. Note that maintenance phase is slightly longer after treatment with plk-1 RNAi, most likely because depletion of PLK-1 results in a cell-cycle delay. (H) Model for regulation of polarity establishment by PAR-3 oligomerization. PAR-3 oligomers recruit PAR-6 and aPKC during polarity establishment, forming functional units that couple to cortical flow and are transported to the anterior to establish polarity. By negatively regulating PAR-3 oligomerization, PLK-1 links PAR-3 oligomerization to the cell cycle and restricts PAR complex transport to the correct developmental time. See also Figures S4, S5 , and S7.
apply to biochemical approaches in general and are not unique to sc-SiMPull. Other limitations of sc-SiMPull are more specific to techniques that rely on single-molecule fluorescence detection. In this study, we have used genetically encoded fluorescent tags, which are limited in terms of their brightness, maturation efficiency, and available colors. This limitation could be circumvented by using antibodies for detection (Jain et al., 2011; Padeganeh et al., 2013) if appropriate antibodies are available. Determination of stoichiometry by photobleaching step counting also involves challenges, especially for larger complexes, as discussed in detail in STAR Methods. Finally, it is worth noting that our existing microfluidic lysis chambers are designed to accommodate C. elegans embryos; application to other model systems would require adjusting the dimensions of the devices in order to accommodate other cell types.
Insights into the Biochemical Basis of PAR Polarity
We have uncovered a crucial role for regulated PAR-3 oligomerization, and its control by PLK-1, in the establishment of cell polarity. PAR protein segregation is coupled to cell-cycle progression via phosphorylation of PAR-3 by PLK-1, which negatively regulates PAR-3 oligomerization ( Figure 7H ). PAR-3 oligomerization, in turn, contributes to cell polarization by increasing the affinity of PAR-3 for the plasma membrane and allowing the PAR-3/PAR-6/aPKC complex to be transported to the anterior by cortical actomyosin flows.
Our results emphasize the roles of different pools of PAR proteins for cell polarization. Prior studies have suggested two pools of cortical PAR-6/aPKC: a pool that is associated with PAR-3 and a pool that is independent of PAR-3 (Aceto et al., 2006; Beers and Kemphues, 2006) . Our results are consistent with this view, and further reveal that the PAR-3-associated pool is the major substrate for cortical flows during polarity establishment. The PAR-3-independent pool, though present on the cortex during the time when cortical flows occur, cannot be segregated to the anterior (Figures 5 and S5 ). This PAR-3-independent pool predominates during polarity maintenance phase and is notably not mis-segregated by cortical flows that occur during cytokinesis. We therefore propose that tuning the abundance of different cortical pools of PAR-6/aPKC allows cells to coordinate the cell polarity program with other cellular functions in a way that is consistent with normal cell physiology. Our conclusions about the presence of different PAR-6/aPKC pools, and the specific role of PAR-3 in coupling PAR-6/aPKC to cortical flows, are further supported by two parallel studies from other groups (Rodriguez et al., 2017; Wang et al., 2017) .
Interestingly, although the par-3(RRKEEE) mutation disrupts an anterior PAR protein, the resulting phenotype resembles a par-2 (posterior PAR protein) loss-of-function phenotype (Figures 5  and S5 ). par-2 mutants have a square-shaped arrangement of cells at the 4-cell stage (Cheng et al., 1995; Kemphues et al., 1988) , form an abnormally shallow MEX-5 gradient (Griffin et al., 2011) , and exhibit defective P granule localization (Boyd et al., 1996; Labbé et al., 2006) and sterility (Labbé et al., 2006) . In contrast, in par-3 loss-of-function mutants, both cells divide along the AP axis at the 2-cell stage, resulting in a 4-cell embryo with all four cells in a line (Cheng et al., 1995; Etemad-Moghadam et al., 1995; Kemphues et al., 1988) . Thus, PAR-3 variants that cannot oligomerize behave as gain-of-function mutations that result in overexpression of the anterior cell fate and repression of the posterior cell fate. This interpretation is consistent with the observed mislocalization of PAR-6 throughout the cell cortex and failure to establish a normal posterior PAR domain ( Figure 5C ).
Considering the clear importance of PAR-3 oligomerization for polarity establishment, it may seem surprising that large oligomers appear to contain only $10% of total cellular PAR-3 molecules during establishment phase ( Figure 3B ). This number represents only a lower bound due to the limitations of our assay, and the actual fraction may be 2-to 3-fold higher (see the section ''Impact of Incomplete Fluorophore Maturation and Simultaneous Bleaching Events on Stoichiometry Measurements'' in STAR Methods). Nevertheless, it is clear that establishmentphase cells contain a significant amount of monomeric PAR-3. The presence of a monomeric pool is also a feature of other biological polymers, including actin and tubulin. In the case of actin, the monomeric pool is in dynamic equilibrium with the polymerized pool, and at steady state the concentration of free monomer is equal to the critical concentration above which polymers form (Frieden, 1985) . We speculate that in the case of PAR-3, the total cellular concentration is only slightly higher than the critical concentration, so that most of the protein remains monomeric even under conditions that favor oligomerization. Such a situation could allow for rapid, switch-like regulation of PAR-3 oligomerization: by phosphorylating only a relatively small fraction of the total cellular pool of PAR-3 molecules, PLK-1 could reduce the concentration of oligomerizationcompetent molecules to below the critical concentration, which would effectively abolish oligomerization.
Conclusions
In this study, we have developed a time-resolved single-cell biochemistry approach for interrogation of cellular signaling processes. By detecting protein complexes at the single-molecule level, we were able to measure protein interactions in timeresolved single-cell lysates and to resolve distinct complexes in the same sample. Our approach is technically straightforward, rapid, quantitative, and readily adaptable to new protein targets. By combining single-cell biochemistry with genome editing and quantitative live imaging, we have gained insight into the dynamic biochemical processes that contribute to cell polarization. We showed that PAR complex assembly is dynamic and coupled to PAR-3 oligomerization. By regulating PAR-3 oligomerization, PLK-1 controls PAR complex coupling to cortical flows, thereby restricting PAR protein transport to the period between meiosis and mitosis. Future studies will make use of this approach to gain additional insights into the regulation of cell polarity in vivo.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
C. elegans strains were maintained on standard NGM growth medium and fed E. coli OP50. All strains were kept at 20 C except where noted. Embryos were examined at a stage that precluded determination of sex, although a large majority of embryos were likely hermaphrodites because mothers were not mated, and spontaneous appearance of males in the absence of mating is rare (Brenner, 1974) .
Modifications to the C. elegans genome were made using protocols previously published by our laboratory (Dickinson et al., 2013 (Dickinson et al., , 2015 . Briefly, we used Gibson assembly (Gibson et al., 2009 ) to generate a homologous repair template that contained the desired genome modifications, plus a selectable marker, flanked by 500-1500 bp of unmodified genomic homology. In parallel, we cloned an sgRNA targeting sequence into the pDD162 Cas9-sgRNA expression vector for C. elegans. The Cas9-sgRNA and homologous repair template plasmids were coinjected into the syncytial gonad of young adult worms, along with fluorescent marker plasmids that were used to exclude animals carrying extrachromosomal arrays. Cas9 cleavage of the C. elegans genome led to DNA repair via homologous recombination and incorporation into the genome of the modifications present in the repair template. Recombinant animals were identified from the F2 or F3 offspring of injected animals based on the presence of the selectable marker (included on the repair template) and absence of extrachromosomal array markers. After strain isolation, the selectable marker was removed via Cre-Lox recombination. Correct incorporation of the desired modifications into the genome was verified by PCR and sequencing.
METHOD DETAILS Microfluidic Device Fabrication
Microfluidic devices were fabricated using a standard soft lithography procedure. A photomask corresponding to the desired channel shape was designed using CAD software and produced by Front Range Photomask (Palmer Lake, CO). A 30 mm-thick layer of 1002F-10 photoresist (Pai et al., 2007) was deposited on a plasma-treated glass slide by spin coating for 10s at 500 rpm followed by 30s at 875 rpm. After soft baking at 95 C for 60 min., the films were exposed to 1000 mJ UV light through the photomask. Following a post-exposure bake of 5 min. each at 95
C and 120 C, the molds were developed in propylene glycol monomethyl ether acetate (PGMEA) and rinsed with isopropanol. The molds were hard baked at 95 C for 30 minutes and then at 120 C overnight. Finally, molds were treated with vapor-phase trichlorooctyl silane overnight to reduce stickiness.
PDMS (Sylgard 184 silicone elastomer kit, Dow Corning, Midland, MI) was mixed using a 10:1 ratio of base to curing agent and deposited onto the molds by spin coating at 300 rpm for 30s. The PDMS was cured for 20 minutes at 95 C, then peeled off of the molds, and inlet and outlet holes were punched with a 2 mm biopsy punch. Each PDMS device contained 12 channels, and each channel was used for one single-embryo experiment.
24x60 mm glass coverslips were cleaned in piranha solution (2 parts concentrated sulfuric acid plus 1 part 30% hydrogen peroxide) for at least 1 hour, then rinsed with copious amounts of deionized water, sonicated 4 times in chloroform, and dried under nitrogen flow. Each cleaned coverslip was bonded to a PDMS device by 3 min. treatment with air plasma, then baked at 120 C for 30 minutes to form a permanent bond. Devices were stored with the open holes facing downward, in a closed box, until use.
Preparation of Monovalent Antibodies for SiMPull
Monovalent Fab fragments recognizing HaloTag were prepared from a commercial anti-HaloTag antibody using the Fab micro fragmentation kit (G biosciences, St. Louis, MO) according to the manufacturer's instructions. Monovalent nanobodies recognizing mNG were purchased from Allele Biotechnology (San Diego, CA). Antibodies were biotinylated by incubating with a 100-fold molar excess of EZ-Link NHS-PEG 4 -biotin for 1h at room temperature, followed by quenching with Tris base and exhaustive dialysis against PBS to remove excess biotin. Concentrations were determined by UV absorbance at 280 nm.
Microfluidic Device Passivation and Antibody Functionalization
We used two different protocols for PEG passivation of microfluidic devices. In the first protocol, an assembled microfluidic device was first activated by flowing 1 M KOH through the channels for 20-30 min. and then washed twice with 10 mM HCl (all washing steps were performed by drawing 1.5 mL of liquid through each channel under vacuum). A passivation solution was freshly prepared by dissolving 10% (w/v) mPEG-silane and 0.1% (w/v) Biotin-PEG-silane in 10 mM HCl. The solution was applied to the inlet well of each channel and allowed to flow overnight at room temperature in a humidified chamber. The channels were then washed twice with 10 mM HCl and three times with SiMPull buffer (10 mM Tris pH 8.0, 50 mM NaCl, 0.1% Triton X-100 and 0.1 mg/mL BSA). This procedure was used for experiments reported in Figures 1B-1G, 2B-2E, 3A, 3B , 5B, 7D, and S4C.
In the second protocol, an assembled microfluidic device was first activated by flowing 1 M KOH through the channels for 20-30 min., washed 3 times with water, and then dried. Biotin-PEG-silane was dissolved in ethanol at a concentration of 1% (w/v), and 1 mL of this solution was mixed with 50 mL of 2-[methoxy(polyethylenxy) 9-12 Propyl]-trimethoxysilane, which is a liquid at room temperature. The mixture was applied to the inlet well of each channel and allowed to flow for 30-60 min. at room temperature. The channels were then washed 3 times with water and dried. The dry devices were cured overnight at room temperature, then rehydrated in SiMPull buffer before functionalizing with antibodies. This procedure was used for experiments reported in Figures 1D,  2D , and 4A-4C.
To attach antibodies to the device, 0.2 mg/mL Neutravidin and 100 nM biotinylated antibody were flowed through the channels for 10 min. each, washing four times with SiMPull buffer after each incubation. The functionalized devices could be stored sealed at 4 C for at least several days without a noticeable change in performance.
HaloTag Labeling
Upon receipt, the JF646 HaloTag ligand was dissolved in acetonitrile and dispensed into 2 nmol aliquots. The solvent was evaporated using a speedvac and the resulting dry aliquots were stored desiccated in an opaque jar at -20 C. To label whole worms, an aliquot was removed and dissolved in 2 mL DMSO to make a 1 mM stock. An overnight culture of E. coli OP50 was then spun down and resuspended in 1/10 volume of S medium (150 mM NaCl, 1 g/L K 2 HPO 4 , 6 g/L KH 2 PO 4 , 5 mg/L cholesterol, 10 mM potassium citrate pH 6.0, 3 mM CaCl 2 , 3 mM MgCl 2 , 65 mM EDTA, 25 mM FeSO 4 , 10 mM MnCl 2 , 10 mM ZnSO 4 , 1 mM CuSO 4 ). 1/100 volume of the 1 mM HaloTag ligand was then added to the bacterial suspension for a final concentration of 10 mM. 10-30 L4 worms were picked into 30 mL of this solution in one well of a 96-well plate and incubated overnight at 20 C in the dark with gentle shaking. Adult worms were retrieved the next day and immediately dissected in egg buffer (5 mM HEPES pH 7.4, 118 mM NaCl, 40 mM KCl, 3.4 mM MgCl 2 , 3.4 mM CaCl 2 ) to obtain labeled embryos.
sc-SiMPull from Staged Embryos
Embryos were dissected from gravid adults in egg buffer and transferred to a 1 mL drop of SiMPull buffer, placed the inlet well of a prepared microfluidic device, using a mouth pipet. A clean 26G needle was used to push the embryo into the microfluidic channel. Once trapped in the center of the chamber, the embryo could be observed for at least 1-2 cell cycles without apparent loss of viability. Developmental stage was determined by visual inspection of morphology (cell shape and nuclear position) on a dissecting microscope. One a trapped embryo reached the desired stage, excess buffer was aspirated from the inlet well and the channel was sealed with crystallography-grade clear tape (Crystal Clear, Hampton Research, Aliso Viejo, CA) to stop flow. The embryo was then immediately crushed by pushing down on the surface of the PDMS with the tip of a pencil. The device was transferred to the TIRF microscope and data collection began as quickly as possible, generally within 2-3 minutes after embryo lysis. More than half of the embryos analyzed yielded usable data (defined as counts of bait protein molecules >2 fold higher than the background fluorescence signal, which was measured separately for each device).
TIRF Microscopy TIRF images were acquired using a Nikon Ti-E microscope equipped with a 100X, 1.49 NA objective; a Hamamatsu ImageEM EM-CCD camera; and an iLas 2 circular TIRF illuminator (Roper scientific, É vry, France). TIRF images were magnified by sequential 1.5X and 1.2X relay lenses before being collected on the EM-CCD chip. We acquired TIRF images at regular intervals (most commonly 150 mm) along the length of each microfluidic channel. The TIRF illuminator was operated in 180 arc mode with the arc facing opposite the direction of stage motion in order to obtain the benefits of circular TIRF while avoiding bleaching by scattered light of regions of the microfluidic channel that had not yet been imaged. At each stage position, we acquired short movies for each channel sequentially, beginning with the reddest imaging wavelengths and moving towards the bluer wavelengths. When a full photobleaching series was required for determination of stoichiometry, we acquired a sufficiently long timelapse (typically 20-30 seconds) to capture the majority of photobleaching events. We empirically determined the movie duration, laser power and frame rates for each fluorophore so as to achieve bleaching of 99% of molecules within 300-500 frames. For experiments where we only needed to identify colocalizing molecules and were not concerned with determining stoichiometry, we acquired a smaller number of frames (10-50) at longer exposure (100-300 ms) to maximize signal:noise. Approximately 20 stage positions were imaged per sample, resulting in a total data acquisition time of 10-20 minutes depending on the wavelengths imaged in a particular experiment. mNG was excited using a 50 mW, 488 nm laser; mKate2 and mScarlet were excited using a 100 mW, 561 nm laser; and JF646 was excited using a 150 mW, 637 nm laser.
Confocal Microscopy
Gravid adults were dissected directly on polylysine-coated coverslips in a drop of egg buffer and were gently flattened by mounting with 22.8 mm beads (Whitehouse scientific, Chester, UK) as spacers. Cortical images were acquired using a Nikon Ti-E microscope equipped with a 100X, 1.49 NA objective; a Yokogawa CSU-X1 spinning disk head; and a Hamamatsu ImageEM EM-CCD camera. Embryo cross-section images were acquired using a Nikon TE-2000 microscope equipped with a 60X, 1.4 NA objective; a Yokogawa CSU-10 spinning disk head; and a Hamamatsu Orca-Flash4.0 V2+ scMOS camera. For embryo imaging, mNG was excited using a 40 mW, 514 nm laser, which produced less autofluorescent background and phototoxicity compared to 488 nm. GFP was excited using a 50 mW, 488 nm laser and mKate2 was excited using a 50 mW, 561 nm laser.
RNA Interference
To screen candidate genes for effects on PAR-3 clustering, RNAi was performed by injection. First, we amplified 0.5-2 kb of coding sequence from cDNA using primers that added T7 promoters to both ends of the amplicon. dsRNA was then synthesized using the T7 Ribomax kit (Promega), following the manufacturer's instructions. 1 mg/mL dsRNA was injected into young adults, and embryos were collected 23-32h later for imaging. The following genes were targeted: air-1, cdc-37, cdc-42, cdk-1, let-502, mel-11, mrck-1, pak-1, par-1, par-2, par-5, pkc-3, plk-1 and pri-1. To partially deplete plk-1 ( Figure 7G ), RNAi was performed by timed feeding. Clone III-4E08, targeting plk-1, was retrieved from the Ahringer RNAi library (Kamath and Ahringer, 2003) and verified by Sanger sequencing before use. Log-phase cultures of this bacterial strain were grown in LB, spotted onto NGM plates supplemented with 25 mg/mL Carbenicillin and 1 mM IPTG, and the plates were incubated for 3 days at ambient temperature. Young adults were picked onto these plates, and embryos dissected for imaging at different times thereafter. We found that embryos collected 9-14h after the start of feeding retained PAR-3 clusters at the cortex during maintenance phase, but still divided normally.
Yeast Two-Hybrid Analysis
The yeast two-hybrid analysis was performed using a GAL4-based system (Gateway, Invitrogen) using the MAV203 yeast strain. Constructs containing the PBD of PLK-1 (either wild-type or a non-phosphopeptide-binding mutant with Y417A, V418A substitutions in polo box 1 and H542M, K544A in polo box 2) are fused to the GAL4 DNA binding domain (Bait plasmid) (Noatynska et al., 2010) . PAR-3N wild-type and mutant constructs are fused to the GAL4 activation domain (prey plasmid). The PAR-3N fragment was first cloned into pDONR201 and subsequently transferred to the pDEST22 vector (GAL4AD) using gateway technology. Mutations were inserted by site directed mutagenesis. Transformed MAV203 clones were selected on double drop out media (lacking Leucine and Tryptophan). The interaction was tested by spotting individual colonies containing the desired plasmids on medium lacking Leucine, Tryptophan and Histidine and containing 150 mM of 3AT (3-amino-1,2,3-triazole, Sigma).
Protein Purification
A plasmid containing MBP-PAR-3N was generated using gateway technology from pDONR-PAR-3N. MBP and MBP-PAR-3N were expressed in E. coli BL21 and purified on amylose resin (NEB). Briefly, bacterial strains were grown in LB with ampicillin (100mg/ml) and 0.2% Glucose, protein expression was induced with Isopropyl b-D-1-thiogalactopyranoside (0.2mM) 4hours at 25 C. The pellet washed with 20 ml of 20mM Tris (ph 7.4), 200 mM NaCl, 1mM EDTA, 1mM DTT, pelleted and resuspended in 5 ml of the same buffer. The suspension was frozen in liquid nitrogen and kept at -80 at least 1 hour. After thawing on ice, 1 tablet of proteinase cocktail inhibitor was added (Roche, ref 04693159 001) and the sample was sonicated on ice (6 times for 10 seconds each). After the addition of Triton X-100 (1% final), the suspension was incubated on a wheel at 4 C for 20 minutes before being centrifuged (12000 RCF) at 4 C for 20 minutes. The supernatant was loaded on the amylose column, washed with 5 bed volumes of 20mM Tris (ph 7.4), 1M NaCl, 1mM EDTA, 1mM DTT and the bound protein was eluted with 20mM Tris (ph 7.4), 200 mM NaCl, 1mM EDTA, 1mM DTT, 20mM Maltose. After aliquoting, the protein was frozen in liquid nitrogen and stored at -80 C. PLK-1 was expressed in insect cells using Baculovirus, and purified as previously described (Tavernier et al., 2015) .
In Vitro Kinase Assay PLK-1 kinase assays were performed in kinase buffer (50 mM Hepes pH 7.6, 10 mM MgCl 2 , 1 mM DTT and protease and phosphatase inhibitors (Roche)) with C. elegans PLK-1 in a final volume of 15 mL containing either 300 ng N-terminal MBP-PAR-3 (aa 1-394 
Mass Spectrometry for Identification of PAR-3 Phosphorylation Site
For the analysis of PAR-3 phosphorylated in vitro, the protein mixture containing MBP-PAR-3 (aa 1-767) phosphorylated by PLK-1 was digested overnight at 37 C using sequencing grade trypsin (12.5 mg/ml; Promega Madison, Wi, USA) in 20 mL of 25 mM NH 4 HCO 3 . Digests were analyzed by a LTQ Velos Orbitrap (Thermo Fisher Scientific, San Jose, CA) coupled to an Easy nano-LC Proxeon system (Thermo Fisher Scientific, San Jose, CA). An Easy column Proxeon C18 (2 cm, 100 mm i.d., 120 A) was used for peptide preconcentration and an Easy Column Proxeon C18 (10 cm, 75 mm i.d., 120 A) for peptide separation. Chromatographic separation of the peptides was performed with the following parameters: 300nl/min flow, gradient rising from 95% solvent A (0.1% formic acid in water) to 25% B (100 % acetonitrile, 0.1% formic acid) in 20 minutes, then to 45% B in 40 min and finally to 80% B in 10 min. Peptides were analyzed in the Orbitrap in full ion scan mode at a resolution of 30000 (at m/z 400), a mass range of m/z 400-1800. Fragments were obtained with a collision-induced dissociation (CID) activation energy of 35%, an activation Q of 0.250 for 10 ms, and analyzed in the LTQ in a second scan event. The maximum ion accumulation times were set to 100 ms for MS acquisition and 50 ms for MS/MS acquisition. MS/MS data were acquired in a data dependent mode in which the 20 most intense precursor ions were isolated, with a dynamic exclusion of 20 seconds, an exclusion mass width of 10 ppm, an exclusion list size of 500 and a repeat duration of 30 sec.
QUANTIFICATION AND STATISTICAL ANALYSIS
Analysis of SiMPull Data
We developed a custom software package, written in MATLAB, for processing of SiMPull images and extraction of the relevant biological results. The source code for our software is available at https://github.com/dannyhmg/SiMPull-Analysis-Software. In brief, our analysis pipeline consists of the following steps:
d Identification of spots B First, we generated images for spot detection by averaging a user-specified number of frames from the TIRF movies. Averaging multiple frames reduced noise, allowing more robust spot detection. We generally averaged the first 50 frames of full-length photobleaching movies, or all frames when a smaller number of frames were acquired (see above). B Next, fluorescent spots were identified in the averaged images using a previously described probabilistic segmentation algorithm (Padeganeh et al., 2013) . This algorithm first subtracts background using a median filter. Next, the noise level is determined based on the gradient of the third derivative of the image, and an intensity threshold is calculated that distinguishes signal from background. Finally, signals that fit the Gaussian profile expected for diffraction-limited spots are identified, and the location of each spot is recorded. The only adjustable parameters are the width of the Gaussian profile used for spot detection, which depends on the optical properties of the imaging system (i.e., the diffraction limit), and a false positive rate that defines how often a signal is erroneously identified. We set the false positive rate to 1x10 -5 , meaning we expected to detect a false positive signal in 1 out of every 100,000 images. Although this threshold is quite conservative, we found that probabilistic segmentation was still sensitive enough to identify all of the signals that we could see by eye. d Calculation of colocalization B After performing spot detection on each channel, we looked for spots that colocalized between channels by simply asking whether, for each spot in one channel, a colocalizing spot existed in another channel. Two spots were defined as colocalizing if their centers were within 1 diffraction limit of each other. B There is some probability that signals from molecules that are not actually in complex colocalize by chance. We performed simulations to estimate the density of spots below which we could be confident that colocalizing signals were mostly not due to chance. To do this, we randomly distributed different numbers of spots on pairs of 512x512 imaginary images, and then applied our colocalization test. We found that the fraction of signals that colocalized by chance was fairly constant, and was less than 5%, as long as the density of signals did not exceed 1000 spots per image. We therefore calculated colocalization only for images that contained fewer than 1000 spots in both channels, and omitted images with a higher density of spots from the analysis.
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d Photobleaching step counting B For each spot, we extracted the fluorescence intensity as a function of time by applying box-within-a-box local background subtraction. The pixel intensity was measured for a 3x3 pixel region centered on the spot, and was converted to a fluorescence intensity by subtracting the pixel intensity in a 2-pixel-wide strip surrounding the central 3x3 box (that is, in a 5x5 pixel region that excludes the central 3x3 pixels). This process was repeated for each frame to extract the intensity of each spot at each time point. B To identify changes in intensity, we used a Bayesian step detection algorithm (Ensign and Pande, 2010) . This algorithm takes into account noise levels to robustly determine the probability, based on the data, that a change in intensity occurred during a specific time interval. We chose a 99% confidence level for identifying an intensity change as a step, although most steps that were visible by eye were identified with a vastly higher confidence than this ( Figure S2 ). To deal with trajectories that contain more than one intensity change, the algorithm is applied iteratively: if a step is found at the first pass, then the trajectory is split into two, and each half is tested to identify additional steps. The process continues until no more steps are found. B The Bayesian algorithm identifies all intensity changes for which there is statistical evidence, without regard to whether those changes are physically realistic. We therefore further filtered the results to exclude two kinds of artifacts that we observed in un-filtered data. First, we noticed that the algorithm had a tendency to identify very small intensity changes that occurred at the end of a trajectory, after all molecules had already photobleached. Therefore, our algorithm ignores steps that occur when the magnitude of the fluorescence intensity is less than its standard deviation. Second, the algorithm identifies both increases and decreases in fluorescence intensity, but we are only interested in decreases because these represent photobleaching steps. Increases in intensity could occur due to photoblinking or binding of a second molecule to the same site. We found that these events occurred rarely (in less than 5% of traces), and so we simply excluded from the analysis trajectories in which increases in intensity occurred. B After determining the location of photobleaching steps, we calculate the fluorescence intensity at each plateau by averaging the intensity for each window between steps (or between a step and the end of the time series). We calculate the size of each photobleaching step by subtracting the intensity after the step from the intensity before the step. d Filtering based on intensity to eliminate background signals in the green channel B Although our coverslip cleaning protocol (see above) eliminated the vast majority of fluorescent background, a small number of background spots (20-50 spots per image) were still observed in the green channel. These signals result from fluorescence contamination of our devices, because they were present even in devices that were not passivated and treated with antibodies, and in functionalized devices into which no embryo was introduced. Fortunately, these signals were consistently dimmer than bona fide mNG molecules, and so we were able to eliminate them from the data by applying an intensity filter ( Figure S1 ). No filtering was necessary for the far-red channel, for which background fluorescence was negligible. B First, we fit the distribution of photobleaching step sizes (that is, the distribution of molecular brightness) to a sum of two log-normal distributions to define a threshold that distinguishes signal from noise (see Figure S1 ). B Next, photobleaching steps smaller than this intensity threshold are eliminated, and the fluorescence intensity for the region of the trajectory spanning the eliminated step is re-calculated. B Spots that have no photobleaching steps larger than the threshold are excluded from the analysis. Based on visual inspection, the vast majority of eliminated spots had only a single, very small photobleaching step and almost certainly are background spots. It is possible that bona fide mNG molecules that fail to bleach during the image series would be eliminated by this filtering step, but we minimized this possibility by choosing imaging conditions so that our movies captured >99% of photobleaching events. B After applying the intensity filter, colocalization is re-calculated as above, this time ignoring spots that were eliminated by the intensity filter.
Impact of Incomplete Fluorophore Maturation and Simultaneous Bleaching Events on Stoichiometry Measurements
Counting photobleaching steps is a well-established method for determining the stoichiometry of fluorescently-labeled macromolecular complexes (Jain et al., 2011; Padeganeh et al., 2013; Ulbrich and Isacoff, 2007) . Although this approach is powerful, it does have two main limitations. First, less than 100% of fluorescent proteins generate observable signal (see Figure 2 of the main text), so the number of photobleaching steps observed is often less than the number of fluorescent protein molecules in the complex. Second, photobleaching is a stochastic process, and sometimes two fluorescent molecules bleach simultaneously (within the time resolution of the experiment), which results in two molecules being erroneously counted as one. Here, we show why, as a result of these factors, step counting is able to accurately measure the sizes of small complexes but systematically underestimates the sizes of large complexes.
Incomplete Fluorophore Detection
In practice, not all fluorescent protein molecules are capable of generating observable signal in single-molecule assays, due to incomplete fluorophore maturation and/or bleaching of fluorescence before the experiment. This leads to underestimation of the number of molecules in a complex; for example, a population of pure tetramers produces a distribution of numbers of photobleaching steps ( Figure 2G ).
Given a macromolecular complex containing n subunits, the probability of detecting i photobleaching steps is given by the binomial distribution
where d is the fraction of fluorescent protein molecules that produce detectable signal. Now consider a population of C oligomeric complexes. We represent the distribution of actual complex sizes using the column vector c ! , whose elements c n are the numbers of oligomers of actual size n. For example, a population with c ! = ð2; 5; 10; 6Þ contains 2 monomers, 5 dimers, 10 trimers and 6 tetramers, and C = P c ! = 23. We describe the effect of incomplete fluorophore detection as a linear transformation that maps the actual distribution of complexes c ! onto the observed distribution of photobleaching step counts, which we denote as d ! . We define the incomplete detection matrix T d such that
T d is a square matrix with i rows and n columns. Each element T d (i,n) is the probability of detecting i steps for a complex that actually contains n subunits, calculated using Equation 1, and each column vector in T d is the zero-truncated binomial distribution P (i,n) . Figure S8A shows the effects of applying the incomplete labeling transformation to pure populations of oligomers of various sizes.
Simultaneous Bleaching of Multiple Molecules
Because photobleaching of individual fluorescent molecules is a stochastic process, there is some probability that two fluorophores bleach simultaneously and are counted as one. This effect results in underestimation of the number of fluorophores in a complex, and becomes more severe as the number of fluorophores in the complex increases. Because photobleaching occurs stochastically, bleaching of a population of molecules can be treated as a Poisson process with rate l=k bleach *n, where k bleach is a rate constant for photobleaching of a single fluorophore and n is the number of active fluorophores in a complex. k bleach depends on the identity of the fluorophore, but also on laser power and frame rate used for data acquisition. We measured k bleach values for mNG ranging from 0.0072 frame -1 to 0.021 frame -1 (mean 0.012 frame -1 ) in six representative experiments. Note that we express the photobleaching rate constant in units of ''per frame'' because this is the relevant unit of time for determining whether two bleaching events can be temporally resolved.
Consider a complex containing two active fluorophores. We wish to calculate the probability that both bleaching events will be observed, i.e. that the fluorophores do not bleach simultaneously. The algorithm that we use to detect photobleaching steps requires two steps to be separated by a minimum of 3 data points (i.e., 3 frames) in order to be detected as separate events (Ensign and Pande, 2010) . From the distribution of waiting times for a Poisson process, the probability that two events are separated by Dt R 3 frames is PðDt R 3Þ = e ÀlDt = e
Àk bleach ÃnÃ3
(Equation 3)
Now consider a complex containing n active fluorophores. The probability that all gaps between bleaching events are longer than 3 frames is Pðall Dt R 3Þ = À e Àk bleach ÃnÃ3 Á nÀ1 (Equation 4) which is equivalent to the probability that all active fluorophores in the complex are detected. The exponent in Equation 4 is n-1 because there are n-1 gaps between photobleaching events in a complex with n fluorophores. Similarly, for a complex containing n active fluorophores, the probability that one and only one pair of photobleaching events occurs simultaneously is Pðone Dt < 3Þ = À e
which is equivalent to the probability that n-1 fluorophores are detected and 1 fluorophore is missed. From inspection of Equations 4 and 5, it is clear that this situation generalizes to a binomial problem, so that the probability of detecting i photobleaching steps for a complex containing n active fluorophores is given by Pði; nÞ = n À 1 i À 1
À e
Á nÀi (Equation 6)
As we did for incomplete detection, we can describe the effect of simultaneous photobleaching events as a linear transformation, represented by the transformation matrix T s such that
) Each element T s (i,n) is the probability of detecting i steps for a complex that actually contains n active fluorophores, calculated using Equation 7, and each column vector in T s is the zero-truncated distribution P(i,n). Figure S8B shows the effect of applying the simultaneous photobleaching transformation to pure populations of oligomers containing different numbers of active fluorophores.
PAR-3 Particle Tracking and Motion Analysis
PAR-3 particles were tracked using the U-track package (Jaqaman et al., 2008) . For particle detection, we used the Gaussian mixture model option with a = 0.1. For particle tracking, we used the Brownian + directed motion model with a maximum gap size of 2 frames and a minimum track length of 3 frames. All other settings were the defaults. The U-track package reports the position and intensity of each tracked particle as a function of time. We sorted tracks into intensity bins based on the average intensity of each particle over the entire duration of its track. The velocity autocorrelation function was calculated using the MSDanalyzer package for MATLAB (Tarantino et al., 2014) .
To measure the motion of the actomyosin cortex, we applied particle image velocimetry (PIV) to the NMY-2::mKate2 image channel using the PIVlab MATLAB plugin (Thielicke and Stamhuis, 2014) . Images were pre-processed with a high-pass filter, using a filter size of 10. The other pre-processing filters were disabled. Flow detection used the default FFT phase-space algorithm with 3 passes (window sizes 64, 32 and 16 pixels) and linear window deformation. Post-processing was done with two filters: first, velocity limits were drawn manually to exclude outliers, and second, a standard deviation filter removed vectors that were more than three standard deviations from the mean in each image. Vectors that were rejected by these filters were replaced by interpolation. The resulting maps have a flow vector every 8 pixels. To allow pixel-by-pixel comparison of PAR-3 and myosin velocities, we generated the intervening vectors using bicubic interpolation.
To convert PAR-3 tracks from a cell frame of reference (i.e., the raw data) to a cortical frame of reference, we calculated the motion of a PAR-3 particle relative to the cortex at each frame as a vector difference between the displacement of the PAR-3 particle (from particle tracking data) and the cortical motion at the same time and location (from the myosin PIV data). Tracks were drawn starting at a position of (0,0) and adding the calculated relative motion vector at each time step.
We calculated an apparent Pé clet number for each PAR-3 particle. For each particle at each time step, we calculated a vector for the motion due to advection (which is equal to the local cortical flow, measured from NMY-2::mKate2 PIV) and a vector for the motion due to diffusion (which we estimate as the total particle displacement minus the advective motion). The apparent Pé clet number for that time step is simply the ratio of the lengths of the advection vector and the diffusion vector. We averaged these values over the length of each trajectory to obtain an apparent Pé clet number for the particle. The value of the Pé clet number depends on the time step chosen, because the distance traveled due to advection is proportional to Dt while the distance traveled due to diffusion is proportional to ffiffiffiffiffi ffi Dt p . To determine how the choice of time step affected our analysis, we repeated the calculations using different values of Dt ( Figure S6) . Larger values of Dt resulted in larger estimates of the Pé clet number, as expected, but did not change the overall trend towards larger Pé clet numbers for brighter PAR-3 particles ( Figure S6 ).
Data Processing of Mass Spectrometry Analysis:
Data were processed with Proteome Discoverer 1.4 software (Thermo Fisher Scientific, San Jose, CA) coupled to an in house Mascot search server (Matrix Science, Boston, MA; version 2.4.1). The mass tolerance of fragment ions was set to 7 ppm for precursor ions and 0.5 Dalton for fragments. The following modifications were used in variable modifications: oxidation (M), phosphorylations (Serine Threonine S, T). Phosphorylation localization was evaluated by Phospho-RS 3.1 algorithm (Taus et al., 2011) . The maximum number of missed cleavages was limited to 2 for trypsin digestion. MS-MS data were searched against NCBInr database with the Caenorhabditis elegans taxonomy. False Discovery Rate (FDR) was calculated using the Support Vector Machine based algorithm Percolator with a 5% q-value in relaxed mode and 1% q-value in stringent mode. A threshold of 1% was chosen for this rate.
The following non-phosphorylated and phosphorylated PAR-3 peptides were identified: Peptide MH 3 3+ : 2668,44917 MKIVVPWKESDQTVGQLADAALLR (Ion score 61)
Peptide MH 3 3+ : 2748,41526 MKIVVPWKESDQpTVGQLADAALLR (Ion score 20, binomial peptide score 78).
Quantification of MEX-5 Distribution mNG::MEX-5 intensity was measured immediately prior to cytokinesis along an 11 pixel wide line drawn from anterior to posterior in the cytoplasm. We drew this line slightly to one side of the center to avoid the spindle region where mNG::MEX-5 intensity appeared lower. The intensity profile from each embryo was fit individually to an exponential decay function using the ezyfit toolbox for MATLAB.
Image Processing and Display
Images of SiMPull data ( Figures 1B, 1E , 2B, 3A and 4A) are the averaged images that were used for spot detection (see Analysis of SiMPull data > Identifcation of spots, above). To generate kymographs ( Figures 3D, 7A , 7G, S5 and S7), we extracted a 15 pixel wide strip from the center of each cortical plane image and stacked these strips on top of one another using the ''montage'' command in FIJI. The PAR-6-only images (shown in inverted contrast in Figure 5C ) are the images resulting from background subtraction prior to quantification (see Quantification of PAR-6 and PAR-2 distributions, above). When preparing figures for publication, some images were processed with a 3x3 median filter to reduce noise, images were rotated so that the anterior was to the left, and brightness and contrast were adjusted using FIJI. No other image manipulations were performed.
Statistical Analysis
Results from sc-SiMPull assays are given in the text and figures as a mean ± 95% confidence interval. The means we report are weighted means based on the number of molecules counted in each experiment. This is equivalent to calculating a single percentage s where x i is the measured value from one single-embryo experiment, x is the weighted mean, w i is the weight (defined as the number of molecules counted in experiment i divided by the total number of molecules counted in all experiments), n is the number of experiments performed, and the sums are over all experiments.
Where relevant, other statistical tests used are given in the figure legends and were performed using GraphPad Prism software.
