The conventional shape from focus (SFF) methods have inaccuracies because of piecewise constant approximation of the focused image surface (FIS). We propose a more accurate scheme for SFF based on representation of three-dimensional FIS in terms of neural network weights. The neural networks are trained to learn the shape of the FIS that maximizes the focus measure.
Introduction
The conventional shape-from-focus (SFF) methods use a sequence of images taken by a single camera at different focus levels to compute the depth of the objects. Some measure of quality of image focus, e.g., Laplacian or gray-level variance, is used to find the best focused image frame for a particular point in the image space. The camera parameter settings for that image frame are used to compute the distance of corresponding object point. S.K. Nayar and Y. Nakagawa suggested using Gaussian interpolation to compute more accurate depth estimate [1] . The conventional SFF methods are based on the assumption that the object shape is piecewise constant in a small window around each pixel position. Based on this assumption the focus measure is defined and computed over pixels from individual planar image frames. In most practical situations, this approximation is not valid due to the complex geometry of objects in the scene. The conventional methods thus fail to provide accurate shape estimation for objects with complex geometry.
M. Subbarao and T.S. Choi [2] proposed an accurate method for SFF based on a new concept named Focused Image Surface (FIS). They defined FIS of an object as the surface formed by the set of points at which the object points are focused by a camera lens (see Fig. 1 ). They also proved that there exists a oneto-one correspondence between the object shape and the corresponding FIS. So SFF problem can be regarded as the one of finding accurate shape of the FIS in the image space. The method called SFF. FIS used piecewise planar approximation of the FIS in small three-dimensional windows around each pixel [2] . The method provides more accurate results than the traditional SFF methods.
In another work, T.S. Choi, et al. [4] proposed the use of Lagrange polynomials to approximate the shape of three-dimensional FIS. This method provides even better 3-D shape estimation, however the computational cost is increased tremendously. Another disadvantage of this method is that an increase in the order of Lagrange polynomial results in undesirable oscillations in the approximated surface. We propose the use of neural networks to learn the shape of FIS by optimizing the focus measure over small three-dimensional windows. Due to their nonlinear characteristics, the neural networks can be used to approximate any arbitrary function [3] , [6] .
Shape from Focus Using Neural Networks
In SFF methods based on FIS, the objective is to find the most general form of function to approximate the FIS. A full search for a general function in 3-D space is computationally expensive because we need to compute the focus measure for all possible shapes of the function in the three-dimensional window and then search for the one that gives the best focus measure. The focus measure operators usually involve large amount of computations so the overall cost of computation is unacceptably high.
In this paper, we suggest an adaptive method to approximate the shape of FIS using neural networks. The neural network weights can be updated such that the focus measure is optimized when computed over the three-dimensional FIS learned by the network. The determination of SFF can thus be converted to an ordinary optimization problem in which a cost function (which is focus measure in this case) is to be optimized with respect to the network weights.
Neural Network Model for Shape from Focus
We use a three-layer neural network model like the one shown in Fig. 2 to approximate the three-dimensional FIS in a small window. The first layer called the input layer consists of the linear processing elements or, neurons. The next layer consisting of sigmoidal neurons is called the hidden layer. The last layer called the out put layer consists of only one sigmoidal neuron. The elements with a constant input of 1 are called as the bias units. Utilizing the three layer feedforward network structure we can express the shape of FIS in terms of the image frame number z = z(j, k) as
where N is the number of elements in the hidden layer, w n , a n , b n , c n are the network weights, j and k, are the indices of the image point in the window under consideration, φ(·) is the semilinear (sigmoid) function defined as
here x is a dummy variable. The shape of the FIS has thus been represented as a function of weights of the neural network model as given in Eq. (1).
Focus Measure
We define the focus measure F (gray level variance) in three-dimensional image window, centered around the pixel position (x, y), as 
where j and k are the local indices of the pixel positions in the window around the pixel (x, y), I(x + j, y + k, z(j, k)) is the image gray level at the image position (x + j, y + k) in frame number given by z(j, k) and µ represents the average gray level of the pixels on the window surface defined by z(j, k) . The map z(j, k) is the estimate of the FIS as given by Eq. (1). This is actually the surface generated by the neural network model shown in Fig. 2. 
Network Training
We update the weights of the neural network according to the gradient ascent rule as
where ∆W is the net change in the weights vector W (which contains all the weights w n , a n , b n and c n as its elements) and β is the learning rate. By the chain rule of differentiation, Eq. (4) can be written as
By using Eq. 
Since the mean of the pixels on the window surface is constant, so we can write the above equation as
The factor k) ) represents the gradient of the image intensity with respect to frame number and the factor ( ∂z ∂W ) in Eq. (7) can be derived using Eq. (1) in a similar (but not the same) fashion as that for backpropagation algorithm.
In order to accelerate the learning process we introduce a momentum term [3] , [5] in Eq. (7). The weight update equation can then be written as
where α is called the momentum constant, ∆W (n−1) is the previous value of the correction in the weights. The values of α and β varied throughout the experiments, typical values being 0.2 and 0.1, respectively.
Experimental Results
Three different types of objects were selected for experiments to show the performance of the proposed scheme. First object is a simulated cone whose images were generated using a camera simulation software. A detailed description of the images for simulated cone object can be found in [2] , [4] since we have used the same images in our experiments as used there. The second object is a real cone whose images were taken using a CCD camera system [4] . The real cone of length 90 cm and base diameter 14 cm was made of hardboard with black and white stripes drawn on the surface so that a dense texture of ring patterns is viewed in images. The third object is a microscopic object. Microscopic images of the head part of Lincoln statue on one cent coin taken at different lens steps were used for experiments. Image sequences consisting of 60 images each were used for the experiments. The size of each image was 100 × 100 in pixels with 256 gray levels. Figure 3 shows one image each of the three objects at lens step number 37. In addition to the proposed method, we also implemented the traditional SFF method and SFF using Gaussian estimation proposed by S.K. Nayar, et al. [1] for comparison. The results of three-dimensional shape We can see a general trend in the results of the shape estimation by the three methods. For the depth estimate by traditional SFF method shown in (a) of Figs. 4, 5 and 6, the estimated shape is not smooth and depth seems to change in large jumps instead of varying gradually. In case of simulated cone and real cone objects (Figs. 4 (a) and 5 (a) ), the tip of the cone is not very sharp, apperantly due to inaccurate approximation of FIS. SFF using Gaussian interpolation impoves the depth estimation by making the depth step smaller as shown in (b) of Figs. 4, 5 and 6, however, the improvement is not that significant in case of the simulated cone object (see Fig. 4 (b) ). The results of shape estimation using neural networks are presented in (c) of Figs. 4, 5 and 6. Here we observe that the surface is smoother and the depth varies in even smaller steps. Also the tips of cone objects are sharper in case of SFF using neural networks (Figs. 4 (c) and 5 (c)) as comapred to those in case of SFF by Gauassian interpolation (Figs. 4 (b) and 5 (b) ).
Conclusions
We have discussed a new method for shape-from-focus (SFF) using neural networks. The traditional SFF methods do not yield accurate depth estimates because they compute the focus measure over the pixels in only single image frame. The proposed algorithm is based on representation of the focused image surface (FIS) of the object in terms of neural network weights and then optimization of the focus measure over the network weights. Gradient ascent method is used to train the neural network to learn the shape of FIS. Two conventional SFF methods were also implemented to compare the shape estimates with those from the proposed scheme. Experimental results demonstrate that the proposed method gives better estimate of 3D shape as compared to traditional SFF methods.
