Abstract-Sparse-graph codes appropriate for use in quantum error-correction are presented. Quantum error-correcting codes based on sparse graphs are of interest for three reasons. First, the best codes currently known for classical channels are based on sparse graphs. Second, sparse-graph codes keep the number of quantum interactions associated with the quantum error-correction process small: a constant number per quantum bit, independent of the block length. Third, sparse-graph codes often offer great flexibility with respect to block length and rate. We believe some of the codes we present are unsurpassed by previously published quantum error-correcting codes.
I. INTRODUCTION
O UR aim in this paper is to create useful quantum error-correcting codes. To be useful, we think a quantum code must have a large block length, and it must be able to correct a large number of errors. From a theoretical point of view, we would especially like to find, for any rate , a family of error-correcting codes with increasing block length , such that, no matter how large is, the number of errors that can be corrected is proportional to . (Such codes are called "good codes.") From a practical point of view, however, we will settle for a lesser goal: to be able to make codes with block lengths in the range 500-20 000 qubits and rates in the range -that can correct the largest number of errors possible.
While the existence of "good" quantum error-correcting codes was proved by Calderbank and Shor [3] , their method of proof was nonconstructive. Recently, a family of asymptotically good quantum codes based on algebraic geometry has been found by Ashikhmin et al. [1] (see also [14] and [25] ); however, to the best of our knowledge, no practical decoding algorithm (i.e., an algorithm for which the decoding time is polynomial in the block length) exists for these codes. Thus, the task of constructing good quantum error-correcting codes for which there exists a practical decoder remains an open challenge.
This stands in contrast to the situation for classical error correction, where practically decodable codes exist which, when optimally decoded, achieve information rates close to the Shannon limit. Low-density parity-check codes [8] , [9] are an example of such codes. A regular low-density parity-check code has a parity-check matrix in which each column has a small weight (e.g.,
) and the weight per row is also uniform (e.g.,
). Recently, low-density parity-check codes have been shown to have outstanding performance [19] , [23] and modifications to their construction have turned them into state-of-the-art codes, both at low rates and large block lengths [17] , [29] , [4] and at high rates and short block lengths [21] . The sparseness of the parity-check matrices makes the codes easy to encode and decode, even when communicating very close to the Shannon limit. It is worth emphasizing that the sum-product algorithm solves the decoding problem for low-density parity-check codes at noise levels far greater than the maximum noise level correctable by any code decoded by a traditional bounded-distance decoder.
This paper explores the conjecture that the best quantum error-correcting codes will be closely related to the best classical codes. By converting classical low-density parity-check codes into quantum codes, we hope to find families of excellent quantum codes.
Since the parity-check matrix is sparse, a quantum low-density parity-check code would have the additional attractive property that only a small number of interactions per qubit are required in order to determine the error that occurred. Moreover, since practical decoding algorithms have been found for classical low-density parity-check codes, it seems likely that a practical decoding algorithm will also exist for quantum low-density parity-check codes.
In Section II, we review the for describing quantum error-correcting codes that encode a quantum state of qubits in qubits, and explain how a general stabilizer code is related to a classical binary code.
In Section III, we review sparse graph codes; in Section IV, we discuss dual-containing sparse graph codes; and in Section IV-F, we present several families of classical sparse graph codes that satisfy the constraints required to make a valid stabilizer code. The connection between graphs and quantum codes that we use is different from that explored in [32] and [11] .
In Sections V and VI, we describe the experimental performance of our codes on three channels.
In this paper, we ignore the issue of fault tolerance: our codes correct errors in the encoded quantum state, assuming that the encoding and decoding circuits function perfectly.
II. QUANTUM CODES
We now review quantum error correction and the connection between quantum codes and classical codes. For further reading on quantum codes, we direct the reader to the admirably clear accounts in [16, Ch. 5] , [28, Ch. 7] , and [36] . Boxes 1 and 2 review our notation and conventions. (2) thus, is a bit flip, is a phase flip, and (ignoring the phase factor ) is a combination of bit and phase flips. , , and satisfy A Pauli operator on qubits has the form , where each is one of , , , or and or . This operator takes to . So, for instance, . For convenience, we will also sometimes employ a short-hand notation for representing Pauli operators, in which only the nonidentity are given; for example is denoted by . Two Pauli operators if and only if there is an even number of places where they have different Pauli matrices neither of which is the identity . This follows from the relations (3) and (4). Thus, for example, and do not commute, whereas and do commute. If two Pauli operators do not commute, they anticommute, since their individual Pauli matrices either commute or anticommute.
Box 2. Pauli operators on N qubits. We reserve the typewriter font (e.g., X) for operators that act on a single qubit.
The analog of a classical bit is a qubit, a quantum state in a two-dimensional complex vector space which can be written (5) with , complex numbers satisfying . is determined up to a phase factor , so and define the same state.
The quantum state of qubits has the form , where runs over all binary strings of length , so there are complex coefficients , all independent except for the normalization constraint (6) For instance, with is the general two-qubit state (where is shorthand for the tensor product ). Whereas a classical binary code protects a discretevalued message taking on one of values by encoding it into one of discrete codewords of length bits, quantum error correction has a much tougher job: the quantum state of qubits is specified by continuous-valued complex coefficients , and the aim is to encode the state into a quantum state of qubits in such a way that errors can be detected and corrected, and all complex coefficients perfectly restored, up to a phase factor.
The errors that must be corrected include continuous errors corresponding to unitary rotations in the quantum state space, and errors in which an accidental "measurement" causes the quantum state to collapse down into a subspace. As an example of a continuous error, if one qubit is physically embodied in the spin of a particle, an environmental magnetic field might induce a rotation of the spin through some arbitrary angle. This rotation of the spin corresponds to a unitary transformation of the quantum state vector. It might seem impossible to correct such errors, but it is one of the triumphs of quantum information theory that, when the state is suitably encoded, error correction is possible.
Consider the following encoding of a single qubit in three qubits: (7) (where the bar denotes the encoded state). A general state of one qubit, , is encoded into . We will show that the receiver can detect and correct single qubit flips if he measures two diagnostic operators and , which we call the quantum syndrome. (These two observables commute, so they can both be measured simultaneously.) Imagine that the first qubit undergoes a flip , so becomes Now, measuring gives , and gives , for any value of the coefficients and . The four possible outcomes of for the two operators correspond to the three possible bit flips and to no flip. Thus, measuring the observables and gives an error diagnosis analogous to the classical syndrome. As in the classical case, the appropriate correction can be made after syndrome measurement. In the above example, one applies the bit-flip operator to the first qubit, thus restoring the state to . Now consider an error that lies in the continuum of rotations: the operator applied to the first qubit in the encoded state. For simplicity, we assume the encoded state is ; the error operator takes to (8) Measuring the syndrome operators and causes the state to collapse onto the original encoded state with probability or onto the bit-flipped state with probability . In the former case, we get the syndrome , and in the latter, , so the appropriate correction can be applied. Exactly the same collapse-and-correct procedure works if one has a general encoded qubit . Thus, for a cunning choice of syndrome measurement, collapse in effect "picks" a discrete error, and allows one to think of bit flips much as one does in classical error correction.
However, bit flips are not the only types of error that can occur in quantum states. In a "phase flip," which corresponds to the application of to a qubit, the coefficient of remains unchanged but the sign of the coefficient of is switched. In the above example, the encoded state would be taken to (and vice versa) by a phase flip of any of its qubits: for or (9) and this error could not be corrected since the corrupted state is a codeword. The first quantum code able to correct both bit and phase flips was discovered by Shor [33] , and it encodes a single qubit in nine qubits: (10) Here, a single bit flip in the first three qubits can be detected by measuring , (as in the previous code we considered), and similarly , , , and detect a bit flip in the remaining qubits. But one can also detect phase flips, by measuring and , and these two diagnostic operators together with the six -containing ones above form a commuting set which can therefore be measured simultaneously. Note that the outcomes of the measurements do not determine which of the qubits in each block of three underwent a phase flip, but this knowledge is unnecessary for correcting the state, because changing the sign of a particular qubit in the block corrects a sign change of any one of the three. Note also that a combined bit and phase flip on the same qubit, a error, can be detected and corrected. For instance, a error on the first qubit gives a on measuring and , and for all the other operators. where is a normalization constant. When all eight diagnostic operators are measured, the probabilities of the various syndromes are as shown in Table I . Having diagnosed the error that is present after syndrome measurement, it can be corrected, despite the fact that the original error in this case was not even a unitary transformation. The foregoing examples all involve an error on one qubit only. An error operator that affects several qubits can be written as a weighted sum of Pauli operators acting on those qubits and acting as the identity on other qubits. (A general operator on qubits can be written as such a sum because the possible Pauli operators span the space of complex matrices.) Given such an error and a codeword , a suitable set of diagnostic operators will "pick" an individual error term from the sum, and an error-correction procedure applied to this term will restore the original codeword.
An error may act not only on the code qubits but on the environment too. Given an initial state that is a product of code qubits and environmental variables, any error acting on both the code and the environment can be written as a weighted sum of Pauli operators that act on code and environment qubits. If are diagnostic operators that pick the error term , then the operators will pick terms from the corrupted state, and these terms can be written as for some new environmental state . So measuring the syndrome restores a product state of qubits and environment, and in this sense the code and the environment evolve independently and we may ignore the environment in what follows.
A. Stabilizer Codes
The scene is now set to define a general way of making quantum codes: the stabilizer framework. A stabilizer is essentially what we have been calling a "diagnostic operator." We now begin with a set of such operators and use it to define a code.
A stabilizer group consists of a set of Pauli operators on qubits closed under multiplication, with the property that any two operators in the set commute, so that all can be measured simultaneously. It is enough to check this commutation property on a set of generators of , i.e., on a set that generate all of under multiplication. For instance, we could take the diagnostic operators associated with the Shor code (see Table I ) as generators for a set of stabilizers . The full set will include operators like (the product of the first two generators) and (the product of the first and seventh), and so on.
Given a set of stabilizers, a codeword is defined to be a state that is a eigenstate of all the stabilizers, so for all (12) Consider what the codewords of the stabilizers shown in Table I must be. If , (12) applied to the first two stabilizers in the table implies that the first three bits in any binary string in the sum must be or , and the same is true for the two other groups of three. From the last two stabilizers in the table, we deduce that strings with an odd number of 's all have equal coefficients , and similarly for those with an even number of 's. It follows that the code is generated by and given by (10 with the stabilizers. Thus, the syndrome is determined by the error operator and is independent of the state , which implies that we learn nothing about the state in measuring the syndrome. This is important since, in quantum mechanics, a state is usually damaged when a measurement yields information about it.
A sufficient condition for the set of error operators to be correctable is that each operator of the set should have a distinct syndrome, so the syndrome determines the index . Correction can then be performed by applying the specific to the corrupted state, since is the identity operator up to some phase factor. A set of error operators is also correctable if any two operators and that have the same syndrome differ by a stabilizer. Thus, is a stabilizer, say, so . Then , so and generate the same corrupted state and can therefore be corrected by the same operator.
An error arising from any linear combination of operators from a correctable set of Pauli operators can be corrected. Just as in the example of the Shor code, syndrome measurement collapses the state onto one of the syndrome eigenspaces, and the original state can then be restored.
B. The Relationship Between Quantum and Classical Codes
Given any Pauli operator on qubits, we can write it uniquely as a product of an -containing operator and a -containing operator and a phase factor ( , , , or ). For instance (14) We now express the operator as a binary string of length , with " " standing for and " " for , and do the same for the operator. Thus, each stabilizer can be written as the string followed by the string, giving a matrix of width . We mark the boundary between the two types of strings with vertical bars, so, for instance, the set of generators in Table I appears as the matrix , in the form of (15) at the bottom of the page.
The commutativity of stabilizers now appears as orthogonality of rows with respect to a twisted product (also known as a symplectic product): if row is , where is the binary string and the string, then the twisted product of rows and is (16) where " " is the usual dot product, . The twisted product is zero if and only if there is an even number of places where the operators corresponding to rows and (15) differ (and are neither the identity), i.e., if the operators commute. If we write as , then the condition for all and can be written compactly as (17) A Pauli error operator can be interpreted as a binary string of length . Our convention is that we reverse the order of the and strings in the error operator, so, for instance, the binary string (with a " " inserted for interpretational convenience), corresponds to the operator . With this convention, the ordinary dot product ( ) of with a row of the matrix is if and the stabilizer for that row commute, and otherwise. Thus, the quantum syndrome for the noise is exactly the classical syndrome , regarding as a parity-check matrix and as binary noise.
We can now define the conditions for error correction in this classical setting. If there is a set of binary noise vectors that have distinct syndromes, then the errors are correctable, and so are the corresponding errors in the quantum code. However, we also know the errors are correctable under the relaxed requirement that any operators and with the same syndrome differ by a stabilizer. Any stabilizer in can be written as a product of some subset of the generator set , and is equivalent to a binary string generated by adding rows of , in other words to an element of the dual code generated by .
This more lax requirement applies to the Shor code shown above. The binary strings have the same syndrome, but they differ by an element of the dual code, namely, the stabilizer . In conclusion, the properties of stabilizer codes can be inferred from those of a special class of classical codes. Given any binary matrix of size that has the property that the twisted product of any two rows is zero, an equivalent quantum code can be constructed that encodes qubits in qubits. If there is a set of errors for the classical code that are uniquely characterized by their syndromes, or differ by an element of the dual code if they have the same syndrome, then the corresponding error operators in the quantum code can be corrected.
C. CSS Codes
An important class of codes, invented by Calderbank, Shor, and Steane [3] , [34] , has the form (18) where and are matrices. Requiring ensures that (17) 
1) CSS Codes Based on Dual-Containing Codes:
If , has the particularly simple form (19) Equation (17) is satisfied if . This is equivalent to , where is the code having as its paritycheck matrix and is its dual code. We call such a code a "dual-containing" code; it is the type of code we are most concerned with in this paper. (Dual-containing codes are also known as "weakly self-dual codes.") Any state of the form (20) with and " " denoting addition , is a codeword. This is because each -stabilizer permutes the terms in the sum, so
, and the -stabilizers leave each term in the sum unchanged, since the dual-containing property implies that is a codeword of if and . The most general codeword has the form (21) An example of a dual-containing code is Steane's 7-qubit code, defined by the Hamming code (22) The rows have an even number of 's, and any two of them overlap by an even number of 's, so . Here , , so , and thus 1 qubit is encoded in 7 qubits.
D. Decoding and Encoding Circuits
The syndrome of a stabilizer code can be efficiently measured using standard quantum gates. General principles for designing circuits to encode a quantum state are described in [26] . For CSS codes these circuits are particularly straightforward, as described in the extended version of the present paper [22] .
III. SPARSE-GRAPH CODES
It has been proved that there exist quantum codes with nonzero rate and block length that can correct any errors, with . However, practical codes with these properties have not yet been presented. To be practical, a quantum code must satisfy two properties. First, the associated classical decoding problem must be practically solvable. (To be precise, we want a decoding time polynomial in , preferably linear in ) And second, the measurements required to implement the error-correction mechanism must be feasible: in our view, an error-correction mechanism is much more likely to be feasible if every syndrome measurement involves only a small subset of size of the qubits, rather than a size that is required for a generic quantum code. We therefore study quantum codes that are associated with sparse graphs. In a sparse-graph code, the nodes in the graph represent the transmitted bits and the constraints they satisfy. Any linear code can be described by a graph, but what makes a sparse-graph code special is that each constraint involves only a small number of variables in the graph. The sparseness has the immediate advantages that 1) the quantum syndrome can be measured with sparse interactions-for example, if the quantum syndrome is found by bringing together qubits in pairs, a quantum code with a sparse graph requires only of order interactions, rather than ; and 2) there are practical decoding algorithms (in particular, the sum-product algorithm) for decoding classical codes defined on sparse graphs; indeed, codes based on sparse graphs are record-breaking codes for classical channels.
A. Classical Sparse-Graph Codes
The archetypal sparse-graph code is Gallager's [8] low-density parity-check code. A low-density parity-check code is a block code that has a parity-check matrix , every row and column of which is "sparse."
In a regular low-density parity-check code, every column of has the same weight and every row has the same weight ; regular low-density parity-check codes are constructed at random subject to these constraints. A tiny low-density parity-check code with and is illustrated in Fig. 1 . In spite of their simplicity and sparseness, low-density parity-check codes have excellent theoretical and practical properties. The following results are proved in [9] and [19] . For any column weight , low-density parity-check codes are "good" codes, given an optimal decoder ("good" in the technical sense that there exist sequences of codes that achieve vanishing error probability at nonzero communication rate). Furthermore, they have "good" minimum distance (that is, there exist sequences of codes whose distance grows linearly with block length).
The decoding of a low-density parity-check code is an NP-complete problem [2] , but for practical purposes, as long as the graph is sparse, it has been found that simple message-passing algorithms can give excellent performance. The best such algorithm known is the sum-product algorithm, also known as iterative probabilistic decoding or belief propagation. This iterative algorithm is explained in [19] , [20] , [23] , [7] . In one iteration, each edge in the graph carries a message (a single real number) from its bit node (the circles in Fig. 1 ) to its check node (the squares), representing the relative probability of the two states of the bit node; each check node then computes the relative likelihoods of the two states of each bit node, given the incoming messages from the other nodes and the constraint enforced by the check node; these likelihood ratios are sent back up each edge; then each bit node collates the likelihoods it receives, multiplying them together appropriately in order to compute new probabilities for the next iteration.
When decoded in this way, regular low-density parity-check codes with column weight or are quite hard to beat. Performance even closer to the Shannon limit has been achieved by making the sparse graph irregular [17] , [30] , [29] : if the bit nodes have a carefully chosen distribution of degrees, rather than all having the same degree , then the effectiveness of the sum-product decoding algorithm is enhanced.
Sparse-graph codes have great flexibility: we can make lowdensity parity-check codes of almost any required block length and rate ; and they are good codes for a wide variety of channels-for example, channels with erasures, channels with a varying noise level, and channels with burst noise, as well as the traditional binary-symmetric channel.
The challenge that remains is to make a sparse-graph quantum code that can correct a good number of errors. Our ultimate aim is to find practical codes that can correct a number of errors
. To be precise, we would like to find a family of codes with block length that can correct almost any errors, where . The difference between correcting "almost any errors" and "any errors" is important-if we wish to approach the Shannon limit, we must make systems with the former property. In the present paper, we describe first steps in this direction. The codes we present do not have distance ; nevertheless, they can achieve error correction at substantial noise levels, and for intermediate values of (large, but not enormous), we believe they are the best known quantum codes.
B. Distance Is Not Everything
Perhaps we should elaborate on the perspective on code design given above. Much of coding theory, including the founding papers of quantum coding theory, emphasizes "the number of errors that can be corrected" by a code-an emphasis which leads to one trying to make codes that have large minimum distance. However, distance is not everything. The distance of a code is of little relevance to the question "what is the maximum noise level that can be tolerated by the optimal decoder?" Let us explain, assuming that the channel in question is the standard binary-symmetric channel. At large block length , the Gilbert-Varshamov conjecture (widely believed true) asserts that the best binary codes of rate have a minimum distance that satisfies (23) If we decode such a code with a bounded-distance decoder, which corrects "up to errors," then the maximum noise level that can be tolerated is (24) which satisfies (25) In contrast, Shannon's noisy channel coding theorem says that there exist codes of rate that when optimally decoded give negligible probability of error at noise levels up to , which satisfies (26) Comparing (25) and (26) we deduce (27) The maximum tolerable noise level according to Shannon is twice the maximum tolerable noise level for a bounded-distance decoder, even if the code has the best possible distance. In order to get close to the Shannon limit, we must tolerate a number of errors twice as great as the maximum guaranteed correctable, . Shannon's codes can (asymptotically) correct almost any errors, where . So, does the minimum distance matter at all? Well, yes, if our aim is to make for a given channel a sequence of codes with vanishing error probability, then the minimum distance must increase along that sequence, since the error probability is at least , where is a property of the channel independent of block length ; for example, for the binary-symmetric channel, [20] . But the distance does not need to increase linearly with in order for the code to be able to correct almost any errors. Moreover, if our goal is simply to make a code whose error probability is smaller than some figure such as or then there is no reason why the distance has to grow at all with block length.
This unimportance of the minimum distance for practical purposes is illustrated in Fig. 2 , which shows the error probability associated with a single codeword of weight in the case of a binary-symmetric channel with noise level . From this figure we can see, for example, that if the raw error probability is about , the error probability associated with one codeword at distance is smaller than . All else being equal, we might prefer a code with large distance, but for practical purposes, a code with block length can have codewords of weight and the error probability can remain negligibly small even when the channel is creating errors of weight
. Indeed we will demonstrate codes with exactly this property. 
IV. DUAL-CONTAINING SPARSE-GRAPH CODES
In this paper, we focus on dual-containing codes, which have the property that every row of the parity-check matrix is a codeword of the code.
A. Some Misconceptions
We initially thought we would be unable to make good quantum codes from dual-containing low-density parity-check codes, because a random low-density parity-check code is, with high probability, a good code having good distance (i.e., distance proportional to ), whereas the dual of a low-density parity-check code is certainly a bad code having bad distance (its distance is at most equal to the row-weight of the original matrix ). So, a low-density parity-check code that contains its dual would have to be a bad code. (Bad codes are ones that, for large , cannot correct a number of errors proportional to .) And since almost all low-density parity-check codes are good codes, low-density parity-check codes are not expected to contain their duals.
This point of view is indeed correct. The codes that we now describe are not good classical codes; they contain low-weight codewords. However, low-weight codewords need not necessarily harm the quantum code: if the low-weight codewords are themselves all contained in the dual of the code, then they do not produce quantum errors-the quantum codewords are invariant under addition of codewords contained in the dual.
Furthermore, from a practical point of view, it is not essential to have good minimum distance. As long as we have a near-optimal decoder (i.e., one that works well beyond half the minimum distance of the code), the error probability associated with low-weight codewords can be very small, as illustrated by classical turbo codes, which have good practical performance even though they typically have a few codewords of low weight. A few low-weight codewords hurt performance only a little, because the noise has so many directions it could take us in that it is unlikely to take us in the few directions that would give rise to confusion with the nearest codewords.
So while our ideal goal is to make a good dual-containing code (based on a sparse graph) that has no low-weight codewords not in the dual, we are also happy with a lesser aim: to make a dual-containing code whose low-weight codewords not in the dual are of sufficiently high weight that they contribute negligibly to the quantum code's error probability.
B. Do Dual-Containing Low-Density Parity-Check Codes Exist?
A code is a regular dual-containing low-density parity-check code if it has an parity-check matrix such that 1) every row has weight and every column has weight ; 2) every pair of rows in has an even overlap, and every row has even weight. The speculation that motivated this research was that for small fixed and arbitrarily large and , dual-containing low-density parity-check codes exist and almost all of them define good quantum codes.
Finding such codes proved difficult however. Fig. 3 shows one code found by a Monte Carlo search. If we increase either the block length or the column weight , our Monte Carlo searches become ineffective. (We exclude from our search trivial solutions whose graphs are not well-connected, such as codes defined by block-diagonal matrices.)
C. A Counting Argument
We count approximately the number of regular dual-containing low-density parity-check codes by finding the probability that a randomly created matrix with column weight satisfies all the self-orthogonality constraints. (In defining this ensemble, we neglect the condition that the row weights should be exactly , in order to make the calculation easier; we do not expect this omission to have any significant effect on the result [15] . Similar counting arguments for classical low-density parity-check codes give valid predictions.)
The number of matrices with column-weight is (28) As each column of the matrix is created, we can imagine keeping track of the inner products (modulo ) between rows. Each column of weight flips the parity of of the inner products. We can view this process as creating a random walk on the -dimensional hypercube, starting from the origin. As each column is added, individual steps are taken on the hypercube. The probability that, after all columns are created, all inner products are zero (the dual-containing condition) is the probability that the random walk on the hypercube is at the origin after steps. The probability of return to zero after steps is approximately (for [19] ) (29) so with and dual containing (30)
(Equation (29) can be motivated by imagining that steps are allowed to select distinct dimensions for "outbound" steps, and the other steps are required to undo all these steps in a given order (which has probability ); the number of ways of ordering these steps is .) So the number of dual-containing matrices is dual containing (32) What really matters here is whether this quantity scales as or as . Are there lots of dual-containing codes, or negligibly many? We thus drop all terms other than and , and we assume .
This expression grows with if (34) i.e., if .
D. Second Counting Argument
We give a second argument for the difficulty of making these dual-containing codes, based on a particular construction method.
A concrete method for making low-density paritycheck codes is to create permutation matrices (i.e., square matrices with one per row and one per column) of size , and arrange them in the manner illustrated here for the case : (While this form of matrix might seem restrictive compared with a free choice from all matrices with column weight and row weight , the information content of a matrix of the form (35) (i.e., the log of the number of matrices) is to leading order equal to the information content of a freely chosen matrix with the same and .) We might hope to enforce all the orthogonality rules by picking permutation matrices and picking a set of constraints which are, for example, of the form (36) these three constraints ensure that all overlaps in the first group of columns are compensated by overlaps elsewhere in the matrix. The total number of such constraints required to enforce the dual-containing property would be . The number of degrees of freedom in defining a matrix like (35) (where one degree of freedom is the freedom to choose one permutation matrix) is , since without loss of generality, the top row and left column can all be set to . So a construction like this only has freedom to make a variety of codes if (37) i.e., (38) which cannot be satisfied if , and can be satisfied if and . These two results are bad news for our mission. We had hoped to be able to make numerous random codes with . We viewed as a necessary constraint in order that the graph of the code have good expansion properties. A dual-containing code with would, we believe, be bound to have lowweight codewords (rather as regular Gallager codes with have low-weight codewords).
Nevertheless, we have found a few ways to make small numbers of dual-containing codes, which we now describe. Furthermore, the negative arguments are only bad news for dualcontaining sparse-graph codes; they do not rule out the possibility of making more general sparse-graph codes that satisfy the twisted product constraint (17) .
E. Making Dual-Containing Low-Density Parity-Check Codes
We have tried three approaches to constructing codes satisfying the even-overlap constraint: random constructions using Monte Carlo search; constructions in which the even-overlap constraints are deliberately built into the local structure of the sparse graph; and constructions in which the constraints are satisfied by a deliberate choice of global structure. Only the third of these approaches worked out for us. The codes we make are slightly irregular in that while the row weights are all equal to , the column weights are slightly nonuniform.
F. List of Constructions of Dual-Containing Sparse-Graph Codes
In this paper, we present four constructions of sparse-graph codes, all based on sparse cyclic matrices. We call the constructions B, U, N, and M. Of these, the first is the most successful. 1) Construction B: "B" is mnemonic for bicycle. To make a Bicycle code with row-weight , block length , and number of constraint nodes , we take a random sparse cyclic matrix with row weight , and define (39)
By construction, every pair that appears in appears in also (Fig. 4) . Then we delete some rows from to obtain a matrix with rows. We delete rows using the heuristic that the column weights of should be as uniform as possible. We usually choose the nonzero entries in using a difference set satisfying the property that every difference (modulo ) occurs at most once in the set.
This construction has the advantage that the choice of , , and is completely flexible.
The disadvantage of this construction is that the deleted rows are all low-weight codewords of weight , which are unlikely to be in the dual. Thus, technically speaking we cannot make "good" codes in this way-if we fix and increase the block length, the error probability will not vanish (cf. Section III-B) ; nevertheless, for useful block lengths, we will show that the An example of a perfect difference set is the set of integers A perfect difference set on the additive group of size has the property that every integer from to can be written as the difference of two integers in the set (modulo ) in exactly one way. For example, the differences between the above integers, modulo , are Some of our constructions use plain difference sets in which every difference occurs either one or zero times.
Box. 3. Perfect difference sets. An entertaining tutorial on difference sets by Kris Coolsaet can be found at www.inference.phy.cam.ac.uk/cds/. error probability associated with these low-weight codewords is negligible, for practical purposes.
2) Construction U: "U" is mnemonic for unicycle. Unicycle codes are made with the help of a perfect difference set (see Box 3) over the additive group of size or . For example, a perfect difference set for the group of size is . will be the number of rows in the code's parity-check matrix. By making a cyclic matrix from a perfect difference set, we obtain a paritycheck matrix that defines a code with block length and a number of independent parity constraints given in the table of Fig. 5(b) , which also shows the distance of each code and the row-weight . The number of independent parity constraints is much smaller than the total number of rows .
Difference set cyclic codes have been found to have impressive performance on classical channels when decoded by message passing decoders [12] , [18] .
The perfect-difference-set property implies that all pairs of rows of have an overlap of . To create a dual-containing code, we need to make these overlaps even. We do this by extending the parity-check matrix, adding one extra column, all ones. Since all pairs of rows of this additional column have an overlap of , all rows of the new parity-check matrix have overlap . Thus, we have defined a dual-containing code with parity-check matrix whose row weight is (for example, , for ) and whose column weights are all except for one column with enormous weight . When decoding, we can handle this one column in a special way. We can view the code as the union of two codes, one for each setting of the extra bit. The first code (in which the extra bit is set to zero) is the original difference set cyclic code; the second is the code obtained by adding the vector to all words of the first. We can decode each of the two codes separately by the sum-product algorithm then (if both decoders return a codeword) select the codeword that has maximum likelihood.
A disadvantage of these codes is that so few of them exist, so there is little choice of the parameters , , and . Another disappointing property is that the code has codewords of weight equal to the row weight.
3) Construction N also makes use of cyclic difference sets. We choose a number of rows and an integer such as and create cyclic matrices from cyclic difference sets over , with the special property that every dif- ference (modulo ) occurs zero times or twice (preferably once in one set and once in another). Such sets of difference sets are not easy to find but can be found by computer search. An example of sets for is with an illustrative pair of matched differences being (in set 3) matching ( ) (in set 4).
We turn each set into a square cyclic matrix and put the matrices alongside each other to make the parity-check matrix . Since every difference occurs an even number of times, the overlap between any pair of rows is even. 4 ) Construction M is a special case of construction N in which all the difference sets are derived from a single parent different set with elements. The parent difference set has the property that every difference (modulo ) occurs one or zero times. We select the difference sets using a design (for example, for and , a quasi-symmetric design) that ensures every pair appears in exactly two derived difference sets. (We thank Mike Postol for providing this quasi-symmetric design.) The derived difference sets define square cyclic matrices each of which is either transposed or not when they are put alongside each other to define .
For the codes reported here we used the quasi-symmetric design shown in Table II . We used parent difference sets over and . Constructions and both suffer from two problems. First, a code built from square cyclic matrices each of weight inevitably has many codewords of weight : for any pair of square cyclic matrices associated with vectors and (both of weight ), the vector is a weight-codeword, as is any vector built from cyclic shifts of and . Second, every square cyclic matrix has "near-codewords" associated with it. We define a near-codeword of a code with parity-check matrix to be a vector with weight whose syndrome has weight . Near-codewords with both small and relatively small tend to be error states from which the sum-product decoding algorithm cannot escape. A small value of corresponds to a quite-probable error pattern, while the small value of indicates that only a few check-sums are affected by these error patterns [21] , [24] . If the square matrix is defined by a vector of weight , then the component-reversed vector is a near-codeword.
V. CHANNEL MODELS CHOSEN FOR SIMULATIONS
When comparing candidate codes for quantum error correction, we have studied the codes' performance on three classical channels. Because of the correspondence between classical codes and stabilizer codes (Section II-B), our results will give bounds on the performance of the quantum codes defined in Section IV. To each classical channel there corresponds a quantum channel whose error operators are related to the binary noise vectors of the classical channel as described in Section II-B.
1. Independent binary-symmetric channels. The simplest channel models errors and errors as independent events, identically distributed with a flip probability . The subscript " " denotes the "marginal" flip probability. Most of our simulations have used this model because it allows easy comparison with textbook codes. For this channel, and for a quantum code based on a dual-containing classical code, the errors and errors can be inferred independently with two separate classical decodings, so the probability of block error is roughly twice , the probability of block error for a single block of the classical code on a binary-symmetric channel (to be precise, it is ). When reporting results for this channel in Figs. 6-9 , we plot . 2. However, a possibly more realistic channel is the depolarizing channel, which creates errors, errors, and errors with equal probability . The classical analog that is simulated here is the 4-ary symmetric channel. The total flip probability is . The probability of no error is . If we describe a error as the combination of an error and a error then the marginal flip probability (the probability of an error, ignoring what is happening to ) is
The 4-ary symmetric channel may be treated by a decoder as if it were a pair of binary-symmetric channels, but this approximation throws away information about the correlations between errors and errors. The sum-product decoding algorithm can retain this information with only a small increase in complexity.
3. Diversity of qubit reliabilities. We also studied a third channel, with noise level varying from qubit to qubit, to illustrate the gains possible when the decoder can make use of known variations in noise level. We chose the standard Gaussian channel, the workhorse of communication theory, to define our classical channel. One way to describe this channel is as a binary-symmetric channel where the noise level for each bit is set by drawing a random variable from a Gaussian distribution with mean and standard deviation , and setting the flip probability to . If this channel is treated by the decoder as a binary-symmetric channel then its marginal flip probability is , where ; but neglecting the reliabilities in this way reduces the maximum achievable communication rate. The corresponding quantum channel is one in which errors and errors are independent errors, but each bit has its own probability of flip and flip; these probabilities are known to the decoder, and are set afresh each time a block is received.
A. Benchmark Communication Rates for Symmetric Channels
We define three benchmark rates for the classical channels, and obtain benchmark quantum rates from them.
The capacity of the binary-symmetric channel is (41)
The capacity, also known as the Shannon limit, is the maximum rate at which reliable communication can be achieved over the binary-symmetric channel with flip probability .
The classical Gilbert rate is defined by
This is widely believed to be the maximum rate at which a bounded-distance decoder can communicate over the channel. The capacity of the classical 4-ary symmetric channel is
For comparability, we rescale this function as follows:
This is the maximum rate at which reliable communication can be achieved over each half of the 4-ary symmetric channel whose marginal flip probability is .
For each classical rate we can define a quantum rate (because a classical dual-containing code with constraints and rate defines a quantum code with rate ). Thus, we define (45) (46) and (47) , defined in (45), should not be confused with the quantum channel capacity. It is the maximum rate attainable by stabilizer codes constructed from dual-containing codes, and therefore provides an upper bound (and ideal goal) for this particular class of code. and have similar meanings. We also define the quantum Gilbert-Varshamov (GV) bound for stabilizer codes; this is labeled the stabilizer rate in figures that follow:
(48)
VI. RESULTS
We measured the block error probability of each code as a function of noise level by empirical experiments involving many simulated decodings. We simulated the classical channel then attempted to solve the resulting decoding problem using the standard decoding algorithm for low-density parity-check codes, the sum-product algorithm [9] , [23] . The outcome of each decoding is either the correct decoding, or a block error. Each block error is classified as a detected error if the decoder parameters N = 3786, M = 1420, and row weights ranging from k = 88 to k = 12, on the binary-symmetric channel, as a function of the flip probability f . The vertical axis shows the block error probability. All errors were detected errors, that is, the decoder reported the fact that it had failed. The quantum codes obtained from these codes have quantum rate R = 1=4. itself identifies the block as one that is known to be in error, and otherwise as an undetected error (if the decoder finds a valid decoding that is not the correct decoding). In the figures, we graph the performance of a code by showing its total block error probability, with two-sigma error bars. The caption of each figure notes whether the block errors were entirely detected errors.
A. Construction B
Figs. 6-8 show results for some codes of construction B. In each figure, the block length and rate are fixed, and the different codes have different row weights . By comparing Figs. 6 and 7 one may see the effect of increasing the block length from to while keeping the quantum rate fixed at . Notice that while the minimum distance of the code with and is known to be at most , this code is able to correct almost any 80 errors with a block error probability smaller than ; similarly, the code with and has minimum distance at most 32 yet it can correct almost any 380 errors with a block error probability smaller than . Fig. 8 shows codes with block length and a larger rate of . For each block length and rate there is an optimum row weight for the codes of construction B. For a block length of the optimum was about ; for the larger block length of , the optimum was about . Fig. 9 shows performance curves for the unicycle code with . Whereas the codes of construction B presented thus far made no undetected errors, the codes of construction U sometimes gave undetected errors. To put it positively, the decoder for the code with performs almost as well as the maximum-likelihood decoder for the code (all the errors made by a maximum-likelihood decoder are undetected errors). The decoder also made detected errors, the frequencies of errors of each type being roughly equal. Most of the undetected errors do not lie in the dual (so they are not admissible errors for the quantum code).
B. Constructions U, N, and M
To make it easy to compare many quantum codes simultaneously, we summarize each code's performance by finding the noise level at which its block error probability is . In the case of a quantum code based on a dual-containing classical code, decoded by treating the channel as if it were a pair of independent binary-symmetric channels, the value plotted is the noise level at which the block error probability of one con- Fig. 9 . Performance of the construction-U code with N = 274 and M = 82 on the binary-symmetric channel, as a function of the flip probability f . The vertical axis shows the block error probability. Roughly half the errors were detected and half undetected. The three curves with error bars show the total block error rate, the detected error rate, and the undetected error rate. Also shown is an estimate e of the error rate of the maximum-likelihood decoder, assuming that the code has A = 273 words of weight d = 18, e = A f (10f ) .
stituent classical code is . Fig. 10 compares these performance summaries for a selection of codes. The right-hand vertical axis shows the quantum rate of the codes. The left-hand vertical axis shows the classical rate of the underlying classical code, where this concept is applicable. The figure shows the performance of four Unicycle codes, two ratecodes of construction M, and one ratecode of construction N. And it includes the performance of some algebraically-defined codes, CSS codes based on Bose-Chaudhuri-Hocquenghem (BCH) codes, Reed-Muller codes, and the Golay code.
C. Exploiting Channel Knowledge When Decoding
We can improve the performance of all the sparse-graph codes presented here by putting knowledge about the channel properties into the decoding algorithm. For example, if the channel is the 4-ary symmetric channel with error probability , then instead of treating this channel as if it consisted of two independent binary-symmetric channels with flip probability (as is normal practice with CSS codes), we can build knowledge of the correlations between errors and errors into the sum-product decoding algorithm.
We illustrate the benefits of building this knowledge into the sparse graph's decoder by giving the results for one code in Fig. 11 . There, we show the performance of a rateBicycle code (classical rate ) of length before (left point) and after inclusion of correlation knowledge (right point, marked "4SC"). This code's performance is beyond the Gilbert rate and is therefore better than any performance that could be achieved by a traditional CSS code (that is, a CSS code composed of two binary codes each separately decoded by a bounded-distance decoder). figure) as if the channel were a pair of independent binary-symmetric channels. Each point shows the marginal noise level f at which the block error probability is 10 . In the case of dual-containing codes, this is the noise level at which each of the two identical constituent codes (see (19) ) has an error probability of 5 210 . As an aid to the eye, lines have been added between the four unicycle codes U; between a sequence of Bicycle codes B all of block length N = 3786 with different rates; and between a sequence of of BCH codes with increasing block length. The curve labeled S2 is the Shannon limit if the correlations between X errors and Z errors are neglected, (45). Points "+" are codes invented elsewhere. All other point styles denote codes presented for the first time in this paper. The opportunity to build in channel knowledge gives sparse-graph codes a second major advantage if the decoder knows that certain bits are more reliable than others. It is well known in communication theory that the ability to exploit such soft channel information can improve decoder performance by a couple of decibels, on standard benchmark channels. To illustrate this benefit, we took a classical rateBicycle code of block length and simulated its decoding with the channel likelihoods being generated using a Gaussian noise model as described in Section V. We show the performance of the decoder (by the point marked 3786(B,D)) in Fig. 11 at a horizontal coordinate corresponding to the mean flip probability of the channel. Fig. 11 also shows the performance of a small quantum code drawn from [10] . As new quantum codes are invented, we intend to maintain a graph summarizing the best performances on the depolarizing channel on the web at . Authors of quantum codes are encouraged to simulate their decoders and submit the results.
VII. DISCUSSION
We have presented four families of dual-containing codes that are sparse-graph codes, all based on cyclic matrices.
The only parameter regimes in which we are aware of quantum codes of comparable block length that can surpass the sparse-graph codes presented here are the large-rate regime and the very-small-rate regime: there exist sequences of dual-containing BCH codes with increasing block length and rate tending to [35] , which, as illustrated in Fig. 10 , dominate at rates above ; and sequences of surface codes, with rates tending to zero, can cope with noise levels up to under the two-binary-symmetric-channels noise model [6] . These surface codes are sparse-graph codes with very-low-weight interactions.
We have estimated the performance of some of Steane's "enlarged" codes [35] and, although these have somewhat higher rate than the BCH codes they are derived from, they do not surpass the codes shown here.
A. Encoding Complexity
While all the sparse-graph codes presented have low decoding complexity, both in terms of the number of quantum interactions required and the number of classical operations required to infer the noise from the syndrome, we have said nothing so far about their encoding complexities. The worst case is that the encoding complexity will scale as , if we follow standard encoding procedures without exploiting the structure of the sparse graph (see [26, Ch. 10] and [22] ). However, in the case of constructions U, N, and M, all of which directly involve sparse cyclic matrices, we think it is likely that the cyclic structure can be exploited to yield encoders of lower complexity. For all four constructions B, U, N, and M, another option would be to try the methods of Richardson and Urbanke [31] for lowering the complexity of encoding. We are not addressing the details of encoding at present as we are still hunting for even better codes; we will return to encoding when we have reached the limits of our ability to generate promising sparse-graph codes.
B. Concerning Dual-Containing Codes
We hope that it is possible to find other constructions that might surpass these codes in terms of the parameters (rate), (noise level), or (sparseness of parity-check matrix). Since finding pseudorandom dual-containing codes seems so difficult, it might be worthwhile to explore algebraically constructed sparse-graph codes. We examined a dual-containing Euclidean geometry code with block length , kindly supplied by Shu Lin. This code's classical rate was and it achieved a block error probability of at , a disappointing result; the code has low-weight codewords and at least one tenth of the decoding errors were associated with these codewords.
The decoding algorithm that we have used for all these codes is the plain sum-product algorithm. It is known this algorithm becomes increasingly suspect as the number of short cycles in the graph increases; and for dual-containing codes, the graph has an enormous number of cycles of length four. In the case of constructions B, N, and M, our decoder ignores these four cycles. It seems highly likely that a decoding algorithm that took these four cycles into account would perform significantly better [37] , [38] . Our attempts to make such an improved algorithm have so far yielded only algorithms whose complexity scales as , where is the row weight of the parity-check matrix. Given that our preferred codes have , these algorithms are regrettably not feasible. Construction U has an advantage here: while the code has four cycles as required, our decoder works by separately searching for decodings within two subcodes, both defined by graphs with no four cycles.
C. Prior Work on Sparse-Graph Codes for Quantum Error Correction
Several constructions and decoding algorithms have been proposed for quantum codes that are associated with sparse graphs [5] , [6] , [13] , [27] . The major differences in our work are that we present codes with large block lengths and with a wide variety of rates, and our codes can correct hundreds of errors; every sparse-graph code in the references listed above either has vanishing rate ( for large ) or cannot correct more than a tiny number of errors.
D. Theoretical Questions Remaining
We think it would be very interesting to resolve a query about the distance properties of dual-containing codes with sparse parity-check matrix. All the dual-containing codes we have found so far have the disappointing property that they have codewords (not in the dual) of weight , where is the row weight of the parity-check matrix.
We offer two mutually exclusive conjectures about binary codes, one pessimistic and one optimistic, identified by the initials of the author of each conjecture.
Conjecture G: Any dual-containing code defined by an parity-check matrix with , all of whoserows have weight , has codewords of weight that are not in the dual.
Conjecture D:
There exist dual-containing codes with sparse parity-check matrix and good distance. To be precise, such codes would have a parity-check matrix with maximum row weight , and for increasing block length the minimum distance of codewords not in the dual would satisfy . If both these conjectures are false, we will be happy, because the middle-ground-dual-containing sparse-graph codes with minimum distance -would be sufficient to give excellent practical performance.
E. Beyond Dual-Containing Codes
While we think the constructions reported here-especially construction B-are very promising and flexible, we hope to find even better practical quantum codes.
Having found the dual-containing constraint to be quite a severe one, we are now working on less-constrained sparse-graph codes, namely, ones that satisfy the twisted product constraint (17) only.
