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We prove some results related to the generalized star-height problem. In this 
problem. as opposed to the restricted star-height problem, complementation is 
considered as a basic operator. We first show that the class of languages of star- 
height <n is closed under certain operations (left and right quotients, inverse 
alphabetic morphisms. injective star-free substitutions). It is known that languages 
recognized by a commutative group are of star-height 1. We extend this result to 
nilpotent groups of class 2 and to the groups that divide a semidirect product of a 
commutative group by (L/2Z)“. In the same direction. we show that one of the 
languages that were conjectured to be of star-height 2 during the past ten years is 
in fact of star-height 1. Next we show that if a rational language L is recognized 
by a monoid of the variety generated by wreath products of the form Mb (G r N), 
where M and N are aperiodic monoids, and G is a commutative group, then L is 
of star-height < 1. Finally we show that every rational language is the inverse 
image, under some morphism between free monoids. of a language of (resticted) 
star-height 1. c 1992 Academic Press. Inc. 
The determination of the star-height of a rational language is an old 
problem of formal language theory (see Brzozowski, 1980, for an historical 
survey). The restricted star-height problem has been recently solved by 
Hahiguchi (1983), but here we are interested in that aspect of the problem 
concerning generalized star-height, in which complementation is considered 
as a basic operator. Thus, in the rest of this paper, the words “star-height” 
will always refer to generalized star-height. 
The aim of this paper is to present some new results related to the star- 
height problem: Is there an algorithm to compute the star-height of a given 
rational language? (This language can be given, for instance, by a rational 
expression.) The star-height problem seems to be extremely difficult, and 
very little is known on the subject. For instance, it is not yet known 
whether there is a language of star-height > 1. The most important known 
result is the theorem of Schiitzenberger that gives an algebraic characteriza- 
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tion of the languages of star-height 0 (also called star-free languages). A 
language is star-free if and only if its syntactic monoid is aperiodic (or 
group-free). This theorem has greatly influenced subsequent research. First, 
since group-free is equivalent to star-free, it is natural to search for 
candidates having star-height 2 or more among languages whose syntactic 
monoid is a group (or equivalently, that are accepted by a permutation 
automaton). The intuitive idea is that a “complex” group should recognize 
“complex” languages. But what kind of complexity is required for the 
group? Henneman (1971) was the first to study this problem in a 
systematic way. He showed that any language recognized by a com- 
mutative group is of star-height d 1, and gave some upper bounds on the 
star-heights of languages recognized by various classes of groups. In the 
quest for a language of star-height > 1, the next level of complexity was 
nilpotent groups of class 2, and such candidates were actually proposed 
in Brzozowski (1980). The combinatorial structure of the languages 
recognized by nilpotent groups is related to the generalized binomial 
coefficients introduced by Eilenberg (1974, 1976) which count the number 
of times that a word u appears as a subword (in the sense of subsequence) 
of a word u. A precise description, involving the class of nilpotency of the 
group, is given in Therien (1983). Let L(u, k, n) denote the set of words u’ 
in which the number of appearences of u as a subword is congruent to 
k mod n. Then a language is recognized by a nilpotent group of class c if 
and only if it is a boolean combination of languages L(u, k, n), where 
IuI 6 c. Thus, the problem of finding the star-height of languages 
recognized by nilpotent groups reduces to finding the star-height of the 
languages L(u, k, n). Henneman’s result mentioned above is a consequence 
of the fact that the star-height of L(u, k, n) is 1 if u is a word of length 1. 
Here we show that the star-height of L(u, k, n) is at most 1 if u is a word 
of length < 2; this corresponds to the case of nilpotent groups of class 2. 
We were not able to treat completely the case of words of length 3. 
However, we prove that the star-height of L(u, k, n) is at most 1 if u is a 
word of length < 3 and n is a square-free integer. This covers in particular 
the case of L(abc, 0, 2), which was proposed as a candidate to have star- 
height 2 in Brzozowski (1980). 
Using slightly different techniques, we give some other classes of 
monoids or groups that recognize only languages of star-height < 1; for 
instance, the groups that divide a semidirect product of a commutative 
group by (Z/22)“, and the moniods that divide a wreath product of the 
form MO (GO N), where M and N are aperiodic monoids, and G is a 
commutative group. In particular, every language recognized by a group of 
order less than 12 is of star-height at most 1. 
We also investigate the closure properties of languages of star-height 
<fin, for a given n. By definition, these classes are closed under boolean 
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operations and concatenation. We show they are also closed under left and 
right quotients, star-free injective substitutions, and inverse alphabetic 
morphisms. On the other hand, we prove that every rational language is 
the inverse image, under some morphism between free monoids, of a 
language of (restricted) star-height 1. In particular, if languages of star- 
height d 1 are closed under inverse morphisms, every rational language is 
of star-height d 1. 
The paper is divided into eight sections. Section 1 contains a precise 
definition of the star-height problem. Section 2 gives some basic results 
about monoids and varieties and know results on star-height are presented 
in Section 3. Operations preserving star-height are the subject of Section 4. 
In Section 5 we recall some basic facts about sequential functions and 
wreath products. Section 6 contains most of the technical results. The first 
lemma of this section, called the transfer lemma, is of special interest. For 
instance, it gives an easy proof of the resluts of Thomas (1981). The main 
results of the paper are presented in Section 7. Section 8 concludes the 
paper with some further comments on the problem of finding a language 
of star-height 2. 
The results of this paper were announced in Pin et al. (1989). 
1. THE GENERALIZED STAR-HEIGHT PROBLEM 
Given a finite alphabet A, the (extended) rational expressions over A are 
defined recursively as follows: 
(a) 0, 1, and a (for every a E A) are rational expressions. 
(b) If E and F are rational expressions, so are (E u F), (EF), EC, 
and E*. 
The (generalized) star-height h(E) of a rational expression E is defined 
recursively by 
(a) h(@)=O, h(l)=O, and, for every ~EA, h(a)=O. 
(b) h(Eu F) =h(EF) = max(h(E), h(F)), h(E”) =/z(E), and h(E*) = 
h(E) + 1. 
The value u(E) of a rational expression E is the language represented by E 
(EC stands for the completement of E). More formally, u is recursively 
defined by 
(a) N(21)=M, u(l)= {l), and, for every CZE A, u(a)= (u>. 
(b) u(Eu F) = u(E)u u(F), u(EF) = u(E) u(F), u(E”) = A*\v(E), and 
u(E*)= (u(E))*. 
643!101:2-7 
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The (generalized) star-height h(L) of a rational language L is the minimum 
of the star-heights of all rational expressions representing L. One can give 
another description of the star-height, which follows directly from the 
definition. 
PROPOSITION 1.1. For every n > 0, the set of languages of star-height 
<n + 1 is the smallest class of languages containing the languages of the 
form L or L*, where h(L) < n, and closed under boolean operations and 
concatenation product. 
The star-height problem is: Is there an algorithm to compute the star- 
height of a given rational language? (This language can be given, for 
instance, by a rational expression.) The aim of this paper is to present some 
new results related to this problem. We introduce some rather deep 
techniques to establish that a language is of star-height 1. For instance, we 
show that if the syntactic monoid of a language is a nilpotent group of 
class two, then L is of star-height d 1. Similar results hold for various 
varieties of finite monoids. Another consequence of our results is that one 
of the languages presented in Brzozowski (1980) as a possible canditate for 
star-height 2 is in fact of star-height 1. This result may appear rather 
modest, but is in fact highly non-trival. For instance, if only really wanted 
to write down the expression of star-height 1 obtained for this language, 
ten pages would probably not suffice! This means that there is probably no 
hope of finding an expression of star-height 1 for this language by brute 
force. 
2. MONOIDS AND VARIETIES 
Monoids often permit one to give an algebraic solution of problems 
about rational languages. Recall that a monoid M recognizes a language L 
of A* if there exists a monoid morphism q: A * -+ M and a subset P of M 
such that L = Pq-‘. The syntactic congruence of a language L of A* is the 
congruence wL defined by 
u wL v if and only if, for every x, y E A*, (xuy E L o xvy E L). 
The quotient M(L) = A*/ -L is the syntactic monoid of L. In fact the 
syntactic monoid of L is the “smallest” monoid that recognizes L. More 
precisely, M(L) recognizes L, and M(L) divides (that is, is a quotient of a 
submonoid of) every monoid that recognizes L. As is well known, a 
language is rational if and only if it is recognized by a finite monoid (or 
equivalently, if and only if its syntactic monoid is finite). 
Note that, given a rational expression E, one can effectively compute the 
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syntactic monoid of the language L represented by E. Indeed, there exist 
standard algorithms to compute the minimal automaton of L. Now, the 
syntactic monoid of L is simply the transition monoid of this minimal 
automaton. The reader is referred to Eilenberg (1974, 1976), Lallement 
(1979), and Pin (1986) for further details. 
A variety of monoids is a class of finite monoids closed under taking 
submonoids, quotients (that is, morphic images), and finite direct products. 
For instance, the class of aperiodic monoids, considered in the next section, 
is a variety of monoids, denoted by A. The class of finite groups is also a 
variety of monoids, denoted by G. This variety contains some well-known 
subvarieties, for instance the variety of finite commutative groups, and, for 
every n > 0, the variety of nilpotent groups of class n. Recall that the lower 
central series of a group G is defined as G, = G and Gi+ i = [G,, G], where 
[H, K] denotes the subgroup of G generated by all elements h- ‘li -‘MC, 
h E H, k E K. A group G is nilpotent of class c if G, # { 1 } and G,. + , = { 1 f. 
Let M and N be two monoids. we write M additively (although M is not 
assumed to be commutative) and N multiplicatively. In particular, we 
denote by 0 and 1 the identities of M and N respectively. A (left) action of 
N on M is a function 
NxM-+M 
(n,nZ)--+n-m 
satisfying, for every m, m,, m2 E M and n, n,, n, E N, 
n~(m,+m,)=n~m,+n.m,, n,.(n,.m)=(n,n,) .m, 
n.O=O, l.m=m. 
Given an action of N on M, the semidirect product M * N is the monoid 
defined on M x N by the multiplication 
(m, n)(m’, n’) = (m + nm’, nn’). 
The wreath product MO N is the monoid defined on the set MN x N by the 
multiplication given by the formula (wheref,, fi are applications from M 
into N, and n,, n2 are elements of N) 
where f is the application from M into N defined, for all n E N, by 
M-= d-i + (nn1 )fi. 
Given two varieties of monoids, V and W, we denote by V * W the 
variety generated by all semidirect products of a monoid of V by a monoid 
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of W, which is also the variety generated by all wreath products of a 
monoid of V by a monoid of W. 
One of the goals of variety theory, introduced by Eilenberg, is to 
describe the class of languages whose syntactic monoids belong to a given 
variety of monoids. We briefly recall such a description for the varieties of 
commutative and nilpotent groups in this section, and for the variety A in 
the next section. 
A word u = a, a2 . . a, is a subword of a word o if v can be factored as 
v=vOa,v, ... a,~,. For instance, ab is a subword of cacbc. Given two 
words u and u, we denote by (z) the number of times that u appears as a 
subword of u. 
More formally, if u = a, a, . . . a,, then 
V 0 u =Card{(v, ,..., 0,) I vOalv,...a,u,=v}. 
Observe that if u is a letter a, then (z) is simply the number of occurrences 
of the letter a in v, also denoted by [VI a. More generally, if B is a subset 
of the alphabet A, we put lvlB=CbcB 1111~. Finally, 1111 = lvlA denotes the 
length of v. 
For every word u of A*, and for any integers k and n such that 0 6 k < n, 
we put 
We can now state 
THEOREM 2.1 (Eilenberg, 1974, 1976; Lallement, 1979; Pin, 1986). Let 
L be a recognizable language. Then the following conditions are equivalent: 
(1) L is recognized by a finite commutative group, 
(2) the syntactic monoid of L is a finite commutative group, 
(3) L is a boolean combination of languages of the form L(a, k, n), 
where a is a letter, and 0 d k < n. 
Note that one could take 0 <k < n in condition (3), since 
L(a, 0, n) = A* 
\ 
u L(a, k, n). 
O<k<n 
THEOREM 2.2 (Therien, 1983). Let L be a recognizable language. Then 
the foIlowing conditions are equivalent: 
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(1) L is recognized by a finite nilpotent group of class m, 
(2) the syntactic monoid of L is a finite nilpotent group of class m, 
(3) L is a boolean combination of languages of the form L(u, k, n), 
where IuJ <m, andO<k<n. 
3. SOME KNOWN RESULTS ON STAR HEIGHT 
The first major result on star-height was the algebraic characterization of 
the languages of star-height 0, also called star-free languages, obtained by 
Schiitzenberger in 1965. 
Recall that a finite monoid M is aperiodic if for every x E M, there exists 
an integer n such that Y =x”+ ‘. Again this property can be effectively 
tested. 
THEOREM 3.1 (Schiitzenberger, 1965). Let L be a rational language. 
Then the following conditions are equivalent: 
(1) L is recognized by a finite aperiodic monoid, 
(2) M(L) is aperiodic, 
(3) h(L) = 0. 
COROLLARY 3.2. There is an algorithm to decide if a given rational 
language has star-height 0. 
The complexity of this algorithm is analyzed in Stern (1985). Given a 
finite deterministic automaton d, deciding whether d recognizes a star- 
free set can be solved in polynomial space. It is also the complement of an 
NP-hard problem. 
There is a very elementary example for which a direct proof is possible. 
LEMMA 3.3. Let B be a subset of the alphabet A. Then h(B*) = 0. 
Proof Indeed, we have B* = (@“(A\B) a’)’ and thus h(B*) =O. 1 
Theorem 3.1 shows that there exist some languages of star-height 1, 
for instance (aa)* (it is not diflicult to verify that the syntactic monoid of 
this language is not aperiodic). Theorem 3.1 also suggests that one study 
the star-height problem through properties of the syntactic monoid. In 
this direction, Henneman (1971) has studied the languages whose 
syntactic monoids are groups. The case of commutative groups is especially 
interesting. 
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TKEOREM 3.4 (Henneman, 1971). A language recognized by a finite 
commutative group is of star-height < 1. 
Proof: By Theorem 2.1, L is a boolean combination of languages of the 
form L(a, k, n), where LI is a letter, and 0 < k < x But 
L(a, k, n) = (B*u)~ ((B*aB*)“)* where B= A\{a). 
Now h(B*) = 0 by Lemma 3.3. It follows that h(L(a, k, n)) < 1 and finally 
h(L) < 1 as required. 1 
COROLLARY 3.5. A language recognized by a finite commutative monoid 
is of star-height < 1. 
Proof: Indeed, by a result of Eilenberg (1974, 1976) a language of A* 
recognized by a commutative monoid is a boolean combination of 
languages of the form (B*u)~ B* (where B = A\(a) and k 2 0) and of 
languages recognized by a commutative group. 1 
Non trivial examples of languages of star-height 1 were given by Thomas 
(1981). Let A= {a, b} and, for each n 20, put x, =a”b. Then the set 
X= (xn 1 n > 0} is a prefix code such that X* = A*b u { 1). In particular, 
every word of X* admits a unique factorization as a product of words of 
X. Now let W(h, k, r, m) be the set of words w  of X* such that, in the 
factorization of W, the number of factors x, with n = r mod m is congruent 
to h mod k. Then we have 
THEOREM 3.6 (Thomas, 1981). For every h, k, r, m, the languages 
W(h, k, r, m) are of star-height at most 1. 
4. OPERATIONS THAT PRESERVE STAR HEIGHT 
By definition, the class of all languages of star-height dn is closed 
under boolean operations and concatenation. In this section, we show that 
this class is also closed under other operations: left and right quotients, 
star-free injective substitutions, and inverse alphabetic morphisms. 
If K and L are two languages of A*, we call the left (or right) quotient 
or residual of L by K the language K-‘L (or LK-‘) which is defined by 
K~‘L=(u~A*lthereexistsu~Ksuchthatuu~L} 
LK-‘= {vEA* 1 thereexists uEKsuch that VUE~}. 
PROPOSITION 4.1. For ever-v rational language L of A*, and for every 
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language K of A *, h(K-‘L) < h(L) and h(LK-‘) 6 h(L). In particular, for 
every n 2 0, the set of languages of star height < n is closed under left and 
right quotients. 
Proof We only give the proof for left quotients, since the proof for 
right quotients is dual. First of all, it is well known that for a rational 
language L, every quotient K-IL is a finite union of languages of the form 
u-‘L, where u is a word. Furthermore, since (uv))’ L=v-‘(up’L), it 
suffices by induction to show that h(a-‘L) 6 h(L) for every letter a E A. 
We prove this result by intoduction on n = h(L). This is true for n = 0, since 
by the theorem of Schiitzenberger, star-free languages form a variety of 
languages. Assume that the result holds for n and let % be the class of all 
the languages L of A* such that h(L) <n + 1 and h(aa’L) 6 n + 1 for every 
letter UE A. Let K be a language such that h(K) <n. Then KE 93 by 
induction, and also K* E 97. Indeed, h(K*) < n + 1, and, for every letter 
aE A, a-‘K* = (a-‘K) K* so that h(a-‘K*) < max(h(a-‘K), h(K*)} < 
n + 1. Thus %? contains every language of the form K or K*, where 
h(K) 6 n. Finally assume that K, K,, K,E%‘. Then h(K), h(K,), h(K,)d 
n+ 1 and hence h(K’), h(K, u Kz), h(K,K,)<n+ 1. Furthermore 
h(a-‘(K”))dn+l and h(aa’(K,uK,))<n+l since a-‘(K,uK,)= 
a-‘K,ua-‘K, and a-‘Kc=(a plK)C, so that K, v K,E% and K’E%?. 
Similarly, a~‘(K,K,)=(a~‘K,)K, if 1 $Kand aa’(K,Kz)=(a-‘K,)K,u 
a ~ ‘K, if 1 E K, and thus K, K2 E 59. Therefore, by Proposition 1.1, %’ 
contains all the languages of star-height <n + 1, and this concludes the 
proof. 1 
A substitution CS: A* + B* is a relation on A* x B* which induces a map 
from A* into 9(B*) such that la = {l} and, for every U, v E A*, (uv) C-J =
(Us). A substitution is rational if, for every aE A, aa is a rational 
language. This implies in particular that, for every rational language L, the 
language 
is a rational language. All the substitutions considered in this article will be 
rational substitutions. 
A substitution 6: A* + B* is injective if for every u, v E A*, uo n VQ # @ 
implies u = v. (Note that this definition is compatible with the definition of 
an injective relation, but does not mean that o induces an injective function 
from A* into .CF(B*)). The next proposition provides useful examples of 
injective substitutions. Recall that a subset X of A+ is a code if, for every 
x 1 ) . . . ) x,, y, ,..., Y,EX, xl-x2...x,=YI . . .y,,, implies n = m and xi = yi for 
i= 1 , . . . . n. 
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PROPOSITION 4.2. Let o: A* --f B* be a substitution. Then if the sets ao 
(for a E A) are pairwise disjoint, and if Aa is a code, then a is injective. 
Proof: Assume that x E (a, . a,) CJ n (b, ... b,) CJ for some a,, . . . . a,, 
b i ,..., ~,EA. Then there exist x,~a,a ,..., x,~a,o,y~~b~a ,..., y,~b,o 
such that x=xl...xr=yl . . .y,. Since AC is a code, it follows that r = s 
and x,=yi ,..., x,=ys. Thus x,~a,anb,a ,..., x,~a,anb,o and hence 
a, = b,, . . . . a, = b, since the sets ao are pairwise disjoint. Thus rs is 
injective. 1 
The converse of Proposition 4.2 is false. For instance let G : a* + {a, b) * 
be the substitution defined by aa = {a, ab, ba}. Then e is injective 
since x E a”o implies n = IX/~, but U(T is not a code since a(ba) = (ab) a. 
The following proposition summarizes some well-known properties of 
substitutions. 
PROPOSITION 4.3. Let 6: A* -+ B* be a substitution. Then for every 
language L, L,, L, c A*, we have 
(1) (L,uLZ)a=L,auL,a 
(2) (L1L2) a= &a)(L2a) 
(3) L*a = (La)* 
(4) If furthermore, a is injective, then (L, n L2) a = L,a n L,a and 
(L,\L,) a= L,a\L,a. 
ProoJ (l), (2), and (3) are obvious, Assume that a is injective. Clearly 
(L, n L,) a c L, a n L,a. Conversely, let v E L, a n L,a. Then v E ui a n u2a 
for some U, E L, and u2 E L,. Since Q is injective, u1 = u2 E L, n Lz and thus 
v~(L,nL,)a. This proves that (L,nL,)a=L,anL,a. 
In particular, (L,\L,) a n L,a = @a = 0. It follows that (L1\L2) a c 
L,a\L,a. But since L,a=(L,\L,)auL,a, we have (L1\L2)a= 
Lla\L2a. I 
A substitution a is star-free if for every star-free language L, La is also 
star-free. For instance, a: {a, b} * + {a, b, c} * defined by ua = {a, ab}, 
ba = (c, bc} is an injective star-free substitution. It is decidable whether or 
not an effectively given rational injective substitution is star-free. 
PROPOSITION 4.4. Let a: A* -+ B* be an injective substitution. Then a is 
star-free zj” and only if it satisfies the following conditions: 
(1) for every a E A, aa is star-free, 
(2) (Aa)* is star-free. 
Proof: Since (Aa)* = A*a, the condition is necessary. Conversely, let a 
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be an injective substitution that satisfies (1) and (2). Let Y be the set of 
all rational languages L of A* such that La is star-free. Since la = 1, 
{ 1 } E Y, and by (1 ), Y contains every letter. Furthermore, Proposition 4.2 
shows that Y is closed under union, difference, and concatenation. Finally 
if L E 9, then (A*\L) a = (Aa)*\La is star-free by (2) and thus A*\LE Y. 
Thus Y is also closed under complementation and hence contains all star- 
free languages. 1 
There exist injective substitutions which satisfies (2) but not (1). For 
instance, the substitution a: {a, b}* + {a, b}* defined by aa = b(a*)* and 
ba = b(a*)*a. But if a is a morphism, condition (1) is always satisfied since 
aa is a single word in this case. Futhermore, since a is injective as a 
substitution, Aa is a finite code. It is known (Eilenberg, 1974, 1976) that 
(Aa)* is star-free if and only if Aa is a pure code (a code X is pure if 
un E X* for some n > 0 implies u E X*). An injective morphism cp such that 
Acp is a pure code is called a pure coding. Therefore 
COROLLARY 4.5. An injective morphism is star-free if and only tf it is a 
pure coding. 
In fact, as one of the referees pointed out, one can show that a star-free 
morphism which does not map every word onto the empty word is 
injective. We do not use this stronger result in this paper. We can now state 
the main result of this section. 
THEOREM 4.6. Let a: A* + B* be a star-free injective substitution. Then 
for every rational language L, h(La) < h(L). In particular, for every n > 0, 
the set of languages of star-height <n is closed under star-free injective 
substitutions. 
Proof Let a be a star-free substitution. For every a E A, let E, be a 
star-free expression representing aa and let E, be a star-free expression for 
(Aa)*. We first extend a to rational expressions as follows: 
%a=%, la = 1, and aa=E, for every a E A 
(E,uE,)a=E,auE,a 
(E,E,) a= (Ela)(E2a) 
(EC) a = (E,\Ea) 
E*a = (Ea)*. 
It is not difficult to prove by induction on E that 
(a) u(Ea) = (v(E)) a 
(b) h(Ea) d h(E). 
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NOW assume that h(L) < n. Then there exists an expression E such that 
h(E) d n and u(E) = L. By (a), Ea is an expression representing Lo and by 
(b), h(Ea) <n. Thus h(k) < n. 1 
Recall that a morphism cp : A * -+ B* is alphabetic if, for every letter a E A, 
acp is either a letter of B or the empty word. Then we can state 
COROLLARY 4.7. For every n > 0, the set of languages of star-height < n 
is closed under inverse alphabetic morphisms. 
Proof: Let cp: A* + B* be an alphabetic morphism. Define a relation 
0: B*+A* be setting lo=l, and for every word UEB+, ua=ucp-‘. We 
claim that cr is an injective star-free substitution. First of all, since cp is 
alphabetic, r~ is an injective substitution. Put C = {a E A* 1 acp = 1 }, and, 
for every letter b E B, C, = (a~ A 1 acp = bj. Then for every be B, 
bv ~’ = C*Ch C* is star-free by Lemma 3.3. Finally, B*u = A * is star free 
and thus u is star-free by Proposition 4.4. Thus, by Theorem 4.6, if L is a 
language of A * such that h(L) < n, then h(Lo) 6 n. Now if 1 is not in L, 
then LcJ~‘= La and hence h(Lq-‘)<n. If 1 EL, we have Lq-’ = 
C* u (L\(l)) o and since C* is star-free, h(Lq-‘) < h((L\{ 11) 0). Now by 
Theorem 4.6, h((L\(l}) cr) < h(L\{ 1)) = h(L). Therefore h(Lq-‘) < n as 
required. 1 
5. SEQUENTIAL FUNCTIONS AND WREATH PRODUCT 
In this section we review the definition of sequential functions and their 
relations with wreath products. 
Recall that a (left sequential) transducer Y = (Q, A, B, ., *, qO) consists of 
an input alphabet A, an output alphabet B, a finite set of states Q, an 
initial state q0 E Q, and two functions 
QxA+Q QxA+B 
(q,a)+q-a (4, a) + 4 * a 
called the next state function and the output function, respectively. These 
functions are extended to Q x A* by setting, for u E A* and a E A, 
q.l=q q~(ua)=(q~u)~a 
q*l=l q * (ua) = (4 * u)((q . u) * a). 
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The (partial) function r~ :A* -+ B* realized by Y is defined by 
uo = q(J * u. 
A sequential function is a function realized by such a transducer. 
We use the classical “state transition diagram” to represent the deter- 
ministic automaton ~4 = (Q, A, ., qO). For instance, the fact that q . a = q’ is 
represented by an edge 
q 5 q’. 
Assume that (T is a total function, or, equivalently, that d is a complete 
automaton (this is the case in all the examples considered in this paper). 
Then every word u = a, . . . ak defines a unique path 
P(U)=(40,a,,q,)(q,,a,,q*)...(q,--,,a,,q,), 
where qO is the initial state and qi+ I = qi . ai + I for 0 d i < k - 1. Therefore 
we may use without ambiguity the shorter notation 
(1) p(u)=(q,,a,)(q,,a,).-.(q,-,,a,). 
Now we have by definition 
(2) ua=(q,*a,)(q, *%)...(qk-, *4,) 
and it follows from (1) and (2) that 
Idb= c IPwI(q,o, 
q+o=b 
Thus counting the number of occurrences of a given letter in uu reduces to 
counting the number of occurrences of a given edge in p(u). Therefore, it 
suffices to count modulo n the number of occurrences of a given edge in the 
path defined by a word u. We discuss this problem in detail in Section 6. 
Sequential functions are intimately related to wreath products. Indeed, 
let M(o) be the transition monoid of the automaton JX? defined above. 
Then if a language L c B* is recognized by a monoid M, La - ’ is 
recognized by the wreath product MO M(o). There is a partial conserve to 
this result. Let No M be a wreath product and let q: A* -+ No M be a 
morphism recognizing a language L. We denote by rr: No M -+ M the 
natural projection and we put cp = 117~ and B = M x A. Then we have 
PROPOSITION 5.1 (Wreath Product Principle (Straubing, 1979)). Zf L is 
recognized by 4: A* -+ No M, then L is a boolean combination of languages 
of the form X n Yo ~ ‘, where XC A* is recognized by M, Y c B* is 
recognized by N, and a: A* -+ B* is the sequential function defined bJ> 
(a,...a,)a=(l,a,)(a,~,a,)...((a,.’.a,~,)cp,a,). 
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Note that the sequential function cr is realized by the transducer 
F = (M, A, A4 x A, ., *, 1), where the next state function and the output 
function are defined, for every m E A4 and every a E A, by m . a = m(aq) and 
m * a = (m, a). 
We conclude this section by a definition. Given two varieties of monoids 
V and W, we denote by V * W the smallest variety of monoids containing 
all the wreath products of the form MO N where ME V and NE W. One 
can show that the operation (V, W) + V * W is an associative (but non- 
commutative!) operation on varieties. 
6. SOME LANGUAGES OF STAR-HEIGHT 1 
We have collected in this section the technical results that lead to the 
main results of the next section. The first of these results is called the 
Transfer Lemma because it is based on an identity in which the expression 
b* occurs on the left side but not on the right side, while the expression a* 
occurs on the right side but not on the left side. Thus, informally, stars 
have been transfered from b* to a*. 
LEMMA 6.1 (Transfer Lemma). Let L, and L, be star-free languages of 
A* such that L,* is star-free. Assume that the substitution CJ defined by ao = 
L, and ba = L, is injective and let L= [(LTLO)“]* Lr = L:[(LOLf)“]* = 
[(L:LOLT)“]*. Then h(L)< 1. 
Proof: Let A = {a, 6) be a two-letter alphabet. Since lulO+ Iu(~= 1~1, 
we have (u(, E 0 mod n if and only if there exists r such that 0 < r < n and 
IuI - lulb = r mod n. Therefore 
L(a, 0, n)= U [(A”)* A’n L(b, r, n)]. 
O<r<n- 1 
Now, L(a, 0, n) = (b u (ab*)+’ a)* = ((b*a)“)* b* and L(b, n, r) = 
(a*b)’ (au (ba*)“-’ b)* and thus we obtain the following formula: 
((b*a)“)*b*= U [(A”)*A’n(a*b)‘(au(ba*)“-lb)*]. (1) 
o<rcn-1 
By (1) and Proposition 4.2, we have 
L= u c(wouL,)“)* (Lo u L,)‘n (Lo* L1)‘(Lo u (L, L,*)“- ’ L,)*]. 
O<r<n-1 
Now h(L$) =O, h(L,)=O, h(L,) =O, and thus the above formula shows 
that h(L)< 1. 1 
The Transfer Lemma is very useful since it permits one to remove a star 
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level in an expression. As an example, we give a simple proof of 
Theorem 3.6. Put 
L, = {a’b} and L, = (a”‘, h, ab, . . . . arp’b, ar+‘b, . . . . am-lb). 
Then one can verify that 
W(h, k,r,m)=[(LTL,)k]* L~(L,L~)“n(A*bu{lj). 
Now L,, L, and L,* are star-free, and since L, u L, is prefix code, the sub- 
stitution CJ defined by ao = L, and bo = L, is injective by Proposition 4.2. 
Thus, by the Transfer Lemma, [(L:Lo)k]*L: is of star-height 1, and so is 
W(h, k, r, m). 
In the sequel we encounter the following type of problem. Given a total 
function y : A * -+ N and two integers k, n such that 0 ,< k < n, find the star 
height of the language 
Here is a first result to handle this problem. 
PROPOSITION 6.2. Let c, c,, . . . . C,E Z\(O) and let y, yl, . . . . y,: A* + N be 
total functions such that, for every uE A*, c(uy) = c,(uy,) + ... + c,(uy,). 
Then for every k, n such that 0 <k <n, L(y, k, n) is boolean combination of 
languages of the form L(y,, ki, cn), where 0 < ki < n and 1 < i < r. 
Prooj First, uy - k mod n is equivalent to c(uy) = ck mod cn. Now by 
definition, c(uy) = c,(uy,) + ... + c,(uy,) for every word u E A *. Therefore 
c(uy) = ck mod cn if and only if there exist k,, k,, . . . . k, such that 
(a) uyi = kj mod cn for 1 < i < r, and 
(b) Z:l<i<r c,ki = ck mod cn 
It follows that 
L(Y, k n) = U 
<,,k,+ tr,k,=ck 
( n L(y,, kj+ en)). I 
I<r<r 
We now come to the analysis of the situation already encountered in 
Section 5. Let d = (Q, A, ., qO) be a complete deterministic automaton (in 
which the set of final states is not specified). We have seen that every word 
U=Q, ...ak defines a unique path p(u)= (qO, a,)(q,, a,).-.(q,- ,, uk). Let 
q E Q, a E A and 0 d k <n be two integers. We would like to compute the 
star height of the language 
L(d, (4, ~1, k n) = ( UEA*I IP(u)J(,.,=kmodn). 
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We start with two general results. Recall that an automaton d is 
transivite (or strongly connected) if for every ql, q2 E Q, there exists a word 
u such that q, .u = q2. 
PROPOSITION 6.3. Let SII be a transitive deterministic automaton. Then 
the following equality holds for every q E Q and for all the integers k, n such 
that 0 <k <n: h(L(d,(q, a), k, n)) = h(L(&, (q, a), 0, n)). 
ProoJ Let r, s, t be words of minimal length such that qO. r = q, 
q . as = q, and q . t = q. Put izt = r(as)” t. Then q0 . w  = q0 and p(w) contains 
exactly k occurrences of the edge (q, a). We claim that 
w-‘L (=@‘,(q, a), k, n) = L(d, (4, a), 0, n). 
Indeed, let u E L(d, (q, a), k, n). Then since q0 . w  = qO, we have 
Therefore 1 p(u) I (y, LIJ = 0 mod n if and only if Ip(wu)l(,,, 5 k mod n, 
proving the claim. It follows by Proposition 4.1 that h(L(d, (q, a), k, n)) < 
h(L(&‘, (q, a), 0, n)) and a dual argument proves the opposite inequality. 
Proposition 6.4. Let &’ = (Q, A, ., qO) be a transitive deterministic 
automaton. Assume that for every ME A*, q. u = q for some q E Q implies 
q.u=q for every qE Q. Then for every qEQ and every aE A, 
W(d, (4, a), 0, n)) = h(L(cd, (qo, a), 0, n)). 
Proof. Let q E Q and a E A. Since d is transitive, there exists a word 
v E A* such that qO. v = q. We claim that 
Indeed, let u = ulauZ be a factorization of u such that qO. ui = q,,. Then 
q. U, = q by the hypothesis and qO. vu1 = q. u, = q. Conversely, if uu = 
(vui) au2 with q0 .uui =q, then q .a, =q. Thus the claim holds and it 
follows that 
L(d, (qo, a), 0, n) = uplL(d, (4, a), k n) where k = Ip(v)lC,, uj mod n. 
Therefore, by Propositions 4.1 and 6.3, h(L(d, (qO, a), 0, n)) < 
h(L(d, (q, a), 0, n)), and a dual argument would show the opposite 
inequality. 1 
COROLLARY 6.5. Let S? = (Q, A, ., qO) be a transitive deterministic 
automaton. If the transition monoid of zl is commutative, then 
h(L(d, (q, a), 0, n)) = h(L(d, (qO, a), 0, n)) for every qE Q and every a E A. 
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We are now ready to treat our first example. 
PROPOSITION 6.6. Let Q = { 0, 1, . . . , n - 1) and let p be the permutation 
on Q defined by q.p=q+lmodn. Let d=(Q,A,.,O) be a complete 
deterministic automaton in which the action of each letter induces either the 
identity or the permutation p on Q. Then for each q E Q, for each letter a E A 
inducing the identity on Q, and for all the integers k and m such that 
O<kkm, h(L(d, (q, a), km))< 1. 
Proof The result is trivial if all the letters of A induce the identity on 
Q. Otherwise d is transitive and we may suppose k = 0 by Proposition 6.3 
and q = 0 by Proposition 6.4. Set B = {a E A 1 a induces the identity on Q} 
and let C= A\B. Thus every letter of C induces the permutation p on Q 
and aE B. Put D= B\(a). The situation is summarized in Figure 1. 
We claim that 
L(d, (0, a), 0, m) = P*[(aP*)“]* S-l, 
where P = D u (CB*)n-l C and S = UOik<n(CB*)k. Indeed, let 
u E L(&, (0, a), 0, m) and let q = 0. U. Since d is transitive, there exists at 
least one letter c E C. Put u = cnpy if q#O and o=l if n=O, so that 
O,uu=q.c”-y=O. Then UES and uvEP*[(aP*)“‘]* since P is the set of 
all the words x such that p(x) is a simple loop from 0 to 0 containing 
no occurrence of (0, a). Thus u E P* [(aP*)“]* S- ‘. Conversely, if 
uEP*[(aP*)“]* S-‘, then uuEP*[(aP*)“]* for some UES. Put q=O.u. 
Then q. u = 0 and since UE S, the path from q to 0 defined by u contains 
no occurrence of (0, a). It follows that I p(uu)j (0, Uj = I p(u)1 (0, aj = 0 mod m. 
Thus u E L(d, (0, a), 0, m), proving the claim. 
Now (a} u P is a prefix code and hence the substitution c: {a, b}* + A* 
defined by ad = a and ba = P is injective by Proposition 4.2. Furthermore 
a* and P are star-free by Lemma 3.3 and thus the Transfer Lemma can be 
a. D 
a, D 
FIGURE 1 
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applied to show that h(P*[(aP*)“]*)< 1. It follows, by Proposition 4.1, 
that h(L(&‘, (0, a), 0, m)) < 1. 1 
A similar result holds for another type of automaton. 
PROPOSITION 6.7. If the transition monoid of a deterministic automaton 
JZY = (Q, A, ., qo) is aperiodic, then h(L(&, (q, a), k, n)) < 1 for every q E Q, 
a E A and for all the integers k and n such that 0 < k < n. 
Proof Put q’ = q . a and let B be the automaton deduced from JZZ’ by 
erasing the transition q. a (so that q. a is undefined in 99). The transition 
monoid of g is also aperiodic. Otherwise, there exists a word u inducing 
in 98 a non-trivial permutation on a subset K of Q. Therefore u also induces 
in d a non-trivial permutation on K, so that .d is not aperiodic, a 
contradiction. For each ql, q2 E Q, we define 
K(q,,q,)= {uEA*Iql.u=qz in B}. 
All these languages are star-free by Theorem 3.1. Now a simple inspection 
of the occurrences of (q, a) in the path defined by a word in SX! leads to the 
following formulas, where S = USE p K(q’, s): 
L(d, (4, a), k n) = K(q,, q)C(aK(q’, q)Yl* (Wq’, q)Jk- ’ as if k > 0, 
and 
U-@‘, (4, a), k n) = K(qo, q)C(aHq’, q))“l* (Gq’, 4)Y-l a8 u 
(U ,,aK(qo,s)) ifk=O. 
It follows that h(L(sz?, (q, a), k, n)) < 1. 1 
We conclude this section with two slightly more technical results. Let p 
be a prime number and let d = (Q, A, ., qo) be an automaton with 
Q = (z/pU, qo = (0, . ..> 0), such that for every a E A, there exists an r-tuple 
V,E Q with q .a= q+ v, for all qE Q. For instance, the automaton 
represented in Fig. 2 is of this form. 
We can now state 
PROPOSITION 6.8. Let & = (Q, A, . , qo) be one of the automata described 
above, and let a be a letter of A that induces the identity on Q. Then for all 
the integers k, n such that 0~ k<n, h(L(&,(q, a), k, n))< 1. 
ProoJ If d is not transitive, we define a new automaton B = 
(Q, A u B, ., qo) as follows: B = { bl, . . . . b,} is a set of new letters and, for 
1 <i< r, (ql, . . . . qr). b, = (q,, . . . . q,-, , q, + 1, qi+ 1, . . . . qr). Now SY is clearly 
transitive and we have 
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a a 
A = (a, b, c, dj 
FIGURE 2 
where cp :A* + (A u B)* is the natural morphism defined by ucp = u for 
every u E A *. Now A * is a star-free subset of (A u B)* by Lemma 3.3 and 
q is an alphabetic morphism. Therefore, by Corollary 4.7, it s&ices to 
show that h(L(g, (q, a), k, n))< 1; that is, it suffices to prove the 
proposition for transitiue automata. Therefore, we may suppose k = 0 by 
Proposition 6.2 and q = q. by Proposition 6.3. 
We first treat the case r = 1. In this case every letter of A induces a power 
of the cyclic permutation p = (0, 1, . . . . p - 1). Let P be the set of all the 
words u such that p(u) is a simple loop from 0 to 0 containing no 
occurrence of (0, a). More formally 
u~A*(O.u=0, jP(u)l,,.,=Oand 1 Ip(u)J(,,,,=l . 
bfa 
We claim that P is star-free. Indeed, P is recognized by the automaton 
%=((O, 1, . ..) p- 1) u {f}, A, ., 0, (f}, where f is a new state and the 
transitions are the same as in d except for the transitions of the form 
q . a = 0 which are replaced in %? by q . a =.f 
Let u E A + and let ql, . . . . qs be a sequence of states such that, in %?:, 
(1) ql’~=q2,q2’~=q3,~~~rq.s-1~~=qs~q.~~~=q1. 
The definition of the transitions of % implies that ql, . . . , qs E { 1, . . . . p - 1 } 
and that relations ( 1) also hold in &. But since u induces a power of p in 
fi43/101/2-8 
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A%‘, s divides p. But s <p and p is prime, so that s = 1. Therefore the 
transition semigroup of 9? is aperiodic and P is star-free by Theorem 3.1. 
Since {u} u P is a prefix code, Proposition 4.2 shows that the substitu- 
tion g : {a, b ) * + A * defined by ao = a and ba = P is injective. Furthermore 
u* and P are star-free and thus h( [(P*uP*)~]*) < 1 by the Transfer 
Lemma. Set, for each q E Q, 
S,=(u~A*Iq.u=Oandq.u#Oforanyproperleftfactorvofu~. 
In particular S, = { 1 }. We claim that 
L(d, (0, a), O,.n)= [(P*uP*)“]* s-’ where S= u S,. 
qEQ 
Indeed, let w  E L(d, (0, a), 0, n) and let q = 0. w. Since d is transitive, 
there exists a word UEA* of minimal length such that q. u = 0. Now, by 
definition, q . u # 0 for any proper left factor u of U, so that u E S,. Now 
O.wu=O and wu~[(P*uP*)“]* since Ip(~)l,~,~,-Omodn. 
Conversely, assume that w  E [(P*uP*)“]* S-’ and let u E S be a word 
such that wu E [ (P*uP*)“] *. Let q=O.w. Then O.wu=q.u=O and 
q’ . u = 0 for every q’ # q since every word of A * induces a permutation on 
Q. It follows that u E S,. Now, by the definition of S,, 
IP(w)lco,a,= IP(~~)Ico,u,-0 mod n, 
proving the claim. It follows that h(L(d, (0, a), 0, n)) < 1. 
For the general case we need a trick, which is just an extension of the 
following formula, in which a, 6, and c are distinct letters and u is a word: 
Thus, to compute IuI,, it “s&ices” to compute luljrr,bj, IuI~~,~~ and 
bl(b,c:. 
In our case, we want to find a similar formula to replace the com- 
putation of (p(u)Icyo+) by computations of numbers of the form 
IP( ((q,. 0), ,q2, a,, ,__, (y,,a)J. For this purpose we introduce an abbreviation. 
If S is a subset of Q, we put 
IP(u)l.s= 1 IP(~)l,q,.,. 
YES 
For every j, jr, . . . , j, E H/pi?, we define the following subsets of Q = (Z/pH)‘: 
W I,...,j,;j)={(q,,...,q,)~Qlj,q,+ ... +jrq,=i) 
Then one can state 
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LEMMA 6.9. For every word u E A*, the following equality holds: 
(P-l)P’--’ Ip(“)l(,.~~=(P-l)C lP(u)lH,1.,2,...,h:ol-C lP(U)(H(D.j2,....ir;l)’ 
‘5 F 
where 
E= ((j,, . . ..j&(Z/pZ)‘-‘) 
and 
F= {(A, . . . . j,,j)~(~/p~)~lj#Oand(j, ,... ,j,)#(O ,... ,O)}. 
Before proving this lemma, let us write explicity the formula when p = 2 
and r=3: 
4 I P(U)1 (0.0.0) = IP( i(0.0,0~,~0,0.I~.~0.1.0~,~0.1.1~) 
+ IP( {~o.o.o~.~o.l.o~,~l.o.l~.Il,l,l~: 
+ IP( ((O.O,O), 10.0, 1). (1. 1.0). (I, 1. 1,: 
+ I P(U)1 ;co.o.oJ.co.l,l~,cl.o.1~,~1.l.o~i 
- IP( ;lo.o.lI.lo,l,lI,ll.o.1,.~l.l.l,; 
- I P(U)1 {IO. 1.0). co. 1. IL (1, l.Ol, (I. 1. 1,) 
-IP~~~lIco,o,1,.co.1.o,,(l.o,l,,ll,1.o,]~ 
Proof: If we expand the right part of the formula by using the definition 
IP(u)ls= c IPWl(,,U,> 
yes 
we obtain a sum of the form CqeS cy Ip(u)I{,, The only thing to prove is 
that cyO = (p - 1) prp ’ and cy = 0 if q # qo. We first observe that 
40 = (0, ..., O)E ff(Lj*, . . ..jr. 0) for every (j?, . . ..j.) E F 
and that qoE H(O,j,, . . . . j,;j) for no (j,j,, . . . . j,) E F. Therefore, c,,,= 
(p- l)Card(E)=(p- l)p’-‘. 
Next assume that q = (q, , 0, . . . . 0) for some q, # 0. Then q E 
H(l,j, ,..., j,;O) for no (j, ,..., J’,)EE and qEH(O,jz ,..., j,;j) for no 
Li,j2, . . . . j,)E F. Thus c,=O-0=0 in this case. 
Finally assume that q = (ql, q2, . . . . q,) with (qr, . . . . ql) # (0, . . . . 0). Then 
the equation in the unknown j2, . . . . j, defined by q, + j2qz + . . . + jrq, = 0 has 
exactly pr - ’ solutions in E, and the equation in the unknown j, jz, . . . . j, 
defined by j2q2 + . . . + jrqr =j has exactly prp *(p - 1) solutions in F. Thus 
cq = (p - 1) prp2 - (p - 1) p+ * = 0 in this case also and this proves the 
lemma. 1 
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We return to the proof of Proposition 6.8. It follows from Lemma 6.9 
and Proposition 6.2 that L(&, (qo, a), k, n) is a boolean combination of 
languages of the form 
or 
Thus the problem reduces to showing that 
h((u~A*l Ip(u)(,rkmodn})<l, 
where H= H(j,,j,, . . . . j,; j) for some (jl,j2, . . . . j,) # (0, . . . . 0). 
Let y : Q + Z/pZ be the function defined by 
(41 3 q2, . ..T 41) Y =j141+ ... +jrqr 
and let - be the equivalence on Q defined by 
q-4’ if and only if qy = q’y. 
Then - is a congruence of the automaton d. Indeed, if a is a letter, 
(q . a) y = (q + u,) y = qy + u,y. Therefore q - q’ implies qy + u, y = q’y + u,y, 
that is, q . a - q’ . a. One verifies immediately that the quotient automaton 
_Qz/- is isomorphic to d’ = (Z/p& A, ., 0), where, for every a E A and 
every q E Z/pZ, 
q.a=q+u,y. 
For instance, if s&’ is the automaton represented in Fig. 2, and if 
H= ((0, 114 LO,> is defined by H = { (ql, q2) I q1 + q2 = 1 }, then d’ will 
be represented as in Fig. 3. 
Furthermore, y defines an automaton morphism from d onto &” that 
maps every element of H onto j (by definition of H). Therefore the 
a,coa,c 
b, d 
FIGURE 3 
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following formula holds, where p(u) (respectively p’(u)) denotes the path 
defined by u in d (respectively in &‘): 
It follows that 
IueA* I Ip(u)l,=k mod H} = L(&‘, (j, a), k, n). 
But d’ has p states and hence h(L(d’, (j, a), k, n)) < 1 by the first part of 
the proof. 1 
We now consider the case p= 2. Thus s9 = ((H/2Z)‘, A, qo, .), where 
40 = (0, ..., 0) and, for every letter SEA, there exists an r-tuple U,E Q with 
q , a = q + o, for all q E Q. Then Proposition 6.8 can be slightly improved. 
PROPOSITION 6.10. Let d = ((Z/22)‘, A, qo, ) be the automaton 
described above. Then for all the integers k, n such that 0 d k < n, for every 
letter a E A, and for every state q E Q, h(L(d, (q, a), k, n)) < 1. 
Proof An argument similar to the end of the proof of Proposition 6.8 
shows that one can assume r = 1, that is, e = { 0, 11. Let C be the set of all 
letters of A inducing the identity on Q and let B= A\( {a} u C). Let 
cp : A * -+ {a, b > * be the alphabetic morphism defined by 
acp=a,bq=bifbEB and bq= 1 ifbEC. 
Let d’= ((0, 1 }, {a, b}, ., 0) be the automaton defined by the transitions 
O.a= 1, 1 .a=O,O.b= 1, and 1 .b=O. 
A!’ and &’ are represented in Fig. 4. 
Let p(u) (respectively p’(u)) be the path defined by a word u in 
a, B a, b 
a, B a, b 
FIGURE 4 
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(respectively d’). Then, for every u E A*, 1 p(u)] (,,, a) = Ip’(utp)l ,0, ,,,, and 
hence, 
Thus, by Corollary 4.7, it suffices to show that h(L(d’, (0, a), k, n)) < 1. 
Put L=L(d’,(O,a),k,n) and K=Ln{x~{a,b}*~O~.t=O}. We claim 
that 
I,=K{l,b}-‘. 
Indeed, let UEL and let q=O.u. If q=O, then UEK. If q=i, then 
0 . ub = 1 . b = 0 and 1 p’( ub) I(,,, a, = (p’(u) 1 (e. (1J. Thus ub E K. Conversely, let 
u be a word of K{l,b}-‘. Then UEK and hence ueL or ubeK. Then 
O.ub=O and O-u=l. It follows that I~‘(~)l~~,~,=Ip’(ub)l~~,,, and UEL, 
proving the claim. 
Therefore, by Proposition 4.1, it suffices to show that h(K) d 1. Let X be 
the prefix code X = {au, ub, bu, bb} and let x E X. If u E X*, we denote by 
1~1, the number of occurrences of x in the (unique) factorization of u as a 
product of words of X. Then 
K= {uEX*I luloh+ JUl,,=kmodn} 
=(u~X*12lul.,+2lul..-2kmod2n}. 
Furthermore, for every UEX*, Iu(~~+ lz41h,,+2 lul..= 1~1,. It follows that 
K= (uEX* 1 lulu+ Iu[~~- lul,,-2kmod 2n). 
Therefore, by Proposition 6.2, K is a boolean combination of languages of 
the form 
(ueX*I lul,-smod2n) 
and of the form 
(ueX* 1 Iuluh- lulha=.rmod 2n). 
Languages of the first type are recognized by a commutative group and 
hence are of star height d 1 by Theorem 3.4. Let us now consider the 
languages of the second type. Let cp: {a, b}* -+ {u,b}* be the morphism 
defined by ucp = ub and bq = bu. Then A*cp = {ub, bu}* is star-free (one 
can verify that its syntactic monoid is aperiodic and apply Theorem 3.1) 
and thus cp is an injective star-free morphism by Proposition 4.4. Let 
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Then h(S) < 1 by Theorem 3.4 and h(Sq) 6 1 by Theorem 4.6. This 
concludes the proof, since Sq = {U E X* 1 I uI ab - I UI ba = s mod 2n). 1 
7. MAIN RESULTS 
The results of Section 3 show that languages recognized by aperiodic 
monoids or by commutative groups are of star height < 1. The aim of this 
section is to prove similar results for some other varieties of monoids. 
Given a variety of monoids V, we define the star height of V as the number 
h(V) = max{h(L) 1 L is recognized by a monoid of V}. 
Thus h(A) = 0 and h(Gcom) = 1. Note that it is still an open problem to 
find a language (or variety) of star height > l! However, one can prove a 
rather general result on h(V). Recall that a monoid morphism cp: M + N is 
aperiodic if for every idempotent e E N, ecp- I is an aperiodic subsemigroup 
of M. Given a variety of monoids V, A- ‘V denotes the smallest variety 
containing all the monoids M such that there exists an aperiodic morphism 
cp : M + N where NE V. Varieties of this form play an important role in 
semigroup theory (see Eilenberg (1974, 1976), Pin (1986), Straubing (1979) 
for more details). Then we have 
PROPOSITION 7.1. For every variety of monoids V, h(V) = h(A - ‘V) = 
h(A * V). 
Proof Since V c A * V c A ~ ‘V, we have h(V) < h(A * V)) < h(A-IV). 
Now by a theorem of Straubing (1979), every language L recognized by a 
monoid of A- ‘V is a boolean combination of languages of the form 
L,a, L,a, . ak L,, where k > 0, a,, . . . . ak E A, and L,, . . . . L, are languages 
recognized by monoids of V. Now since h(L,), . . . . h(L,) < h(V) by 
definition, h(L) d h(V) and hence h(A-‘V) d h(V) as required. 
Here is another general result which might be considered as a first step 
to compute h(V). 
PROPOSITION 7.2. Let 8 be a class of finite monoids and let V be the 
variety of monoids generated by 9. If every language recognized by a 
monoid of 9 is of star-height 6 n, then h(V) 6 n. 
Proof: Let ME V. Then M divides a direct product M, x . . . x M, of 
elements of 9. Let L c A* be a language recognized by M. Then since M 
divides M, x . . x M,, L is also recognized by M, x . . x Mk. Therefore 
there exist a monoid morphism q : A* + M, x . . . x M, and a subset P of 
MI x ... xM, such that L=Pq-‘. Since L=U,E,mqp’, it suffices to 
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prove that h(mq Pi ) 6 n for each m E P. Denote by rci: M, x . . . x M, -+ Mi 
the natural projection and set m = (m, , . . . . mk). Then rnq I = 
UIGi<km;nJrl yl-‘. But the language L, = mix,:’ q -’ is recognized by Mj 
so that h(L,) d n by assumption. Therefore h(rnq-‘) d n as required. 1 
Theorem 3.4 can be extended to the case of finite nilpotent groups of 
class 2. 
THEOREM 7.3. Every language recognized by a finite nilpotent group of 
class 2 is of star-height 6 1. 
Proof: By Theorem 2.2, it suffices to show that the languages of the 
form L(u, k, n), where 1~1 < 2 and 0 <k <n, are of star-height < 1. If 
(u( d 1, L(u, k, n) is recognized by a commutative group (Theorem 2.1) and 
the result follows from Theorem 3.4. If u = aa for some letter a then, 
L(u, k, n) is also recognized by a commutative group. Indeed, since 
( ” ) = (‘v,10), we have (ia) = k mod n if and only if there exists a positive 
ii;kger r such that ( ‘“,‘o)= kmod n and IvI,= r mod 2n. Therefore 
L(aa, k, n) is a finite union of languages of the form L(a, r, 2n). 
Thus we may assume that u = ab for some distinct letters a and 6. 
We define a deterministic complete automaton as follows. &,, = 
((0, 1, . . . . n - 1 f, A, ., 0) where the transition function is given by 
q.a=q+ 1 mod n, 
q.c=q if c # a. 
This automaton is represented in Fig. 5. 
We now observe that for every v E A *, 
= c ~IP(v)I~~.~) modk, 
O<i<n 
A\(a) 
A\ 
FIGURE 5 
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where p(v) denotes the path defined by v in zZ,,. Thus by Proposition 6.2, 
L(ab, k, n) is a boolean combination of languages of the form 
I.(&‘, (q, b), k;, n), where 0 Q k, < rz. Now by Proposition 6.6, we have 
h(L(d, (q, b), k,, n))< 1 and hence L(ab, k, n)< 1. # 
More generally, we have 
THEOREM 7.4. Let a and b be two letters of A. Then for every i, j, k, n 
such that 0 d k < n, h(L(a’baj, k, n)) d 1. 
ProoJ Fix i, j, and k and put nz = (max( i, j) )! and N = mn. Elementary 
arithmetic shows that if s, t are positive integers such that s = t mod N, 
then 
s I 
0 0 
mod n and 
s t 
e 
0 0 
E 
i 
mod n. 
i .i .i 
Let UE A*. Then every factorization u = xby defines exactly ( ‘.:‘o)( I’;‘“) 
occurrences of the subword a’baj since this corresponds to the number of 
ways to take i occurrences of a in x and j occurrences of a in y. Thus every 
b that follows a number of a’s congruent to s mod N produces a number 
of subwords a’ba’ congruent to (T)( Nf’J’U- ‘) modulo n. 
Let A&. = ((0, 1, . . . . N- 1). A, ., 0) be the automaton defined by 
q.a=q+ 1 mod N, 
q.c=q for every letter c # a. 
Thus, intuitively, JS’~ counts modulo N the number of occurrences of a. 
Now we have 
Thus ( a,;a,) = k mod n if and only if there exist an integer s such that 
0~s~ N and integers rO, . . . . r,,-, <N such that 
(a) s- )ul,mod N, 
(b) k=C,.,,.(r)(N+s-y)rymodn, and 
(c) For O<q<N, Ip(u)J,,b)=rymodn. 
It follows by Proposition 6.2 that L(a’ba’, k, n) is a boolean combination 
of languages of the form L(a, s, N) and L(d,,, (q, a), rq, n). But 
h(L(a, s, N)) < 1 by Theorem 3.4 and h(L(&,,, (q, a), r4, n)) < 1 by 
Proposition 6.7. Thus h( L(a’ba’, k, n)) < 1. 1 
The next theorem is probably the most important result of this article. 
It shows in particular that the language L(abc, 0,2), which was considered 
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as a possible candidate for star-height 2 for the past ten years (Brzozowski, 
1980), is in fact of star-height one. 
Recall that a number n is square-free if it admits no square as a divisor. 
THEOREM 7.5. Let a, b, and c be letters of A. If n is a square-free 
number, then h(L(abc, k, n)) < 1 for every k such that 0 <k <n. 
Proof: If a = c, b = c, or a = b, the result follows from Theorem 7.4. 
Suppose now that a, b, and c are three distinct letters and let n =p, . ..p. 
be the decomposition of n into prime numbers. Let, for 1 < i 6 s, ki be a 
number such that 0 < ki <pi and kirk mod p,. Then by the Chinese 
Remainder Theorem, x z k mod n if and only if x = ki mod pi for 1~ i < s, 
so that 
L(abc, k, n) = n L(abc, kj, pi). 
I<!<., 
Thus we may assume that n =p is a prime number. The proof now 
mimics for the most part the proof of Theorem 7.4. Every factorization 
u = xby defines 1x1, Jyl, occurrences of the subword abc. Furthermore, we 
observe that Ivlc= (#I,- /xl,.. 
Let d= (Q, A, ., go) be the automaton defined by Q= (Z/PZ)~, 
q0 = (0,O) and 
(ql, q2) .a = (4, + 1, q2), 
(41?92).c=(9l,92+1)? 
(4,) 92) .d= (q1,q2) if d is a letter different from a and c. 
Thus, intuitively, XZ’ counts simultaneously modulo p the number of a’s and 
c’s Then we have 
Thus (u, abc) = k mod p if and only if there exists an integer s such that 
0 < s <p and integers ry < n (for q E Q) such that 
(a) SE JuI,. mod p, 
lb) k=CqEQq,(s+p-q2)r, mod P, 
(cl For every qE Q, Ip(u)lc,,b, = rq mod P. 
It follows that L(abc, k, n) is a boolean combination of languages 
of the form L(c, s,p) and L(sz’, (q, b), r,,p). But h(L, c, s,p)< 1 by 
Theorem 3.4 and h(L(d, (q, b), ry, p)) < 1 by Proposition 6.8. Thus 
h(L(abc, k, n)) < 1. b 
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We conclude this section with two results on the varieties of the form 
v*w. 
THEOREM 7.6. Every language recognized by a monoid of the variety 
Gcom * (Z/22) is of star-height < 1. 
Proof: By definition, the variety Gcom * (Z/22) is generated by the 
wreath products of the form G 0 (Z/22)‘, where G is a commutative group. 
Thus by Proposition 7.2, it suffices to show that every language recognized 
by such a wreath product is of star-height < 1. 
Thus, let q : A * -+ G o (Z/22)’ be a morphism recognizing a language L. 
We denote by n: GO (Z/2Z)r -+ (Z/22)’ the natural projection and we put 
cp = ‘17~ and B= (2/2Z)‘x A. By the wreath product principle, L is a 
boolean combination of languages of the form X n Ya ~ ’ where XC A* is 
recognized by (Z/22)‘, Yc B* is recognized by G, and CJ: A* -+ B* is the 
sequential function defined by 
Since (Z/22)’ is a commutative group, h(X) d 1 by Theorem 3.4 and it 
suffices to show that h( Yo-i) < 1. Since Y is recognized by a commutative 
group, Theorem 2.1 shows that Y is a boolean combination of languages 
of the form L(b, k, n) (where b E B, and 0 <k < n). Since g - ’ commutes 
with boolean operations, it is sufficient to prove that h(L) < 1 where 
L = (U E A* 1 (uc~~ = k mod n]. As we observed in Section 5, it is sufficient 
to show, for every s such that 0 d s < n, that h(L(,eZ, (q, a), s, n)) < 1, where 
(q,a) is an arbitrary edge in the automaton d associated with (T. But 
d = ((2/2Z)‘,A, ., 1), where the transition function is defined by 
q . a = q + (acp). Thus h(L) < 1 by Proposition 6.10. 1 
COROLLARY 7.7. Every language recognized by a group of order less that 
12 is qf star-height d 1. 
Proof: Let G be a finite group of order n < 12. If n =p or n =p*, where 
p is prime, then G is commutative, and if n =p3, G is nilpotent of class 2. 
Thus, if n is different from 6 and 10, we may apply Theorem 3.4 or 
Theorem 7.3. If n = 2m, G is either cyclic (and thus commutative) or equal 
to the dihedral group D,. But D, can be decomposed as a semidirect 
product of the form Z/mZ * Z/22, and thus Theorem 7.6 can be 
applied. 1 
THEOREM 7.8. Every language recognized by a monoid qf the variety) 
A * Gcom * A is of star-height d 1. 
Proof: By Theorem 7.1, it suffices to show that every language 
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recognized by a monoid of the variety Gcom * A is of star height d 1. By 
definition, Gcom * A is generated by the wreath products of the form 
Go M, where G is a commutative group and M is an aperiodic monoid. 
Thus by Proposition 7.2, it suffices to show that every language recognized 
by such a wreath product G 0 M is of star-height < 1. 
Thus, let cp: A* + G 0 M be a morphism recognizing a language L. We 
denote by E: G 0 M + M the natural projection and we put cp = qn and 
B = M x A. By the wreath product principle, L is a boolean combination of 
languages of the form Xn Ya ‘, where XC A * is recognized by M, Y c B* 
is recognized by G, and a : A * -+ B* is the sequential function defined by 
Proof: Since M is aperiodic, h(X) = 0 by Theorem 3.1 and it suffices to 
show that h( Ya-‘) < 1. Since Y is recognized by a commutative group, 
Theorem 2.1 shows that Y is a boolean combination of languages of the 
form L(b, k, n) (where b E B and 0 <k < n). Since a-’ commutes with 
boolean operations, it is sufficient to prove that h(L) d 1 where 
L= (u~A*l lua),k mod n}. As we observed in Section 5, it is sufficient 
to show, for every s such that 0 d s < n, that h(L(d, (q, a), s, n)) d 1 where 
(q, a) is an arbitrary edge in the automaton d associated with a. But 
d=((M,A,~, 1 ), where the transition function is defined by q. a = q(ucp), 
so that the transition monoid of d is M, an aperiodic monoid. Therefore 
we can apply Proposition 6.7 to conclude the proof. 1 
8. FURTHER RESULTS 
Unfortunately, it is even not known whether there exist languages of 
star-height greater than or equal to 2! A possible candidate is 
L = (ab*u v bu*b(ub*u)* bu*b)*. 
Note that if d is the automaton represented in Fig. 6, then L= 
(u~A*lO.u=0 and Ip(~)l,~ ,,=O mod 2). 
More generally, good candidates can be found among the languages the 
atb 
b a 
FIGURE 6 
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syntactic monoid of which is a “sufficently complicated” finite group. The 
previous theorems suggest that languages of star-height < n can be charac- 
terized through a property of their syntactic monoid. This hypothesis is 
explicity stated in Henneman (1971) but is very unlikely, unless every 
language is of star-height 0 or 1, according to the following result: 
THEOREM 8.1. For every rational language L of A*, there exist a 
rnorphisrn cp: A* -+ B* and a rational language KC B* of restricted star- 
height < 1 such that L = KC ‘. 
ProoJ Let r&/ = (Q, A, ., 1, -F) be the minimal automaton of L, and let 
Q={l,2 ,..., n}. Let B=Au{c}, w h ere c is a letter not in A. Finally, let 
T: N + N be the function defined by 
(in fact the proof works with every function r such that, for every a, h, c, 
din N, az+bz=cz+dzimplies {a,b)={c,d}). Set 
p= {ciracn’~(i’o’rla~A, iEQ>, 
S= {c”(i~F} and R = P*S. 
Let cp : A* --f B* be the morphism defined by acp = ac”’ for every a E A. R is, 
by construction, a language of restricted star-height 1 and furthermore 
R@=L. 1 
In fact, Theorem 8.1 shows that languages of star-height <n cannot 
even be characterized through a property of their pointed syntactic monoid 
(if q : A* -+ A4 is the syntactic morphism of L, the pair (M, Lv) is called the 
pointed monoid of L), unless every language is of star-height 0 or 1. 
ACKNOWLEDGMENTS 
A number of difftcult computations on rational languages and semigroups were realized 
thanks to the remarkable C programs written by J. M. Champarnaud and G. Hansel. The 
authors also thank the anonymous referees for several useful suggestions. 
RECEIVED March 14, 1990; FINAL MANUSCRIPT RECEIVED December 18, 1990 
REFERENCES 
BRZOZOWSKI, J. A. (1980) Open problems about regular languages, in “Formal Language 
Theory, Perspectives and Open Problems” (R. V. Book, Ed.), pp. 2347, Academic Press, 
New York. 
250 PIN, STRAUBING, AND THBRIEN 
CHAMPARNAUD, J. M., AND HANSEL, G. (1991), A computing package for automata and finite 
semigroups, Journal of Symbolic Computation 12, 197-220. 
EILENBERG, S. (1974, 1976), “Automata. Languages and Machines.” Vol. A, Vol. B, Academic 
Press, New York. 
HASHIGUCHI, K. (1983), Representation theorems on regular languages, J. Comput. @stem 
Sci. 27, 101-115. 
HENNEMAN, W. H. (1971), “Algebraic Theory of Automata,” Ph.D. Dissertation, MIT. 
LALLEMENT, G. (1979). “Semigroups and Combinatorial Applications,” Wiley, New York. 
MCNAUGHTON, R.. AND PAPERT, S. (1971). “Counter-Free Automata.” MIT Press, 
Cambridge, MA. 
PIN, J. E. (1986). “Varieties of Formal Languages.” North Oxford Academic, London, and 
Plenum, New York. 
PIN, J. E., STRAUBING. H.. AND T&RIEN. D. (1989), New results on the generalized 
star-height problem, in “STACS 89,” pp. 458467, Lecture Notes in Computer Science, 
Vol. 349, Springer, Berlin/New York. 
SCH~~TZENBERGER. M. P. (1965). On finite monoids having only trivial subgroups, Inform. 
Contr. 8, 19G194. 
STERN, J. (1985), Complexity of some problems from the theory of automata, Inform. Compuf. 
66, 163-176. 
STRAUBING, H. (1979). Aperiodic homomorphisms and the concatenation product of 
recognizable sets, J. Pure Appl. Algebra 15, 319-327. 
T~RIEN, D. (1980), “Classification of Regular Languages by Congruences.” Ph.D. Thesis, 
Waterloo. 
TH~RIEN, D. (1983), Subwords counting and nilpotent groups, in “Combinatorics on Words, 
Progress and Perspectives” (L. Cummings, Ed.), pp. 293-306, Academic Press, New York. 
THOMAS, W. (1981). Remark on the star-height problem, Theoref. Compui. Sci. 13, 231-237. 
