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Abstract 
This paper is a tutorial introduction to univariate polynomial factorization over finite fields. 
We recall the classical methods that induced most factorization algorithms (Berlekamp’s and the 
Cantor-Zassenhaus ones) and some refinements which can be applied to these methods. Explicit 
algorithms are presented in a form suitable for almost immediate implementation. We give a 
detailed description of an efficient implementation of the Cantor-Zassenhaus algorithm used in 
the release 2 of the Axiom computer algebra system. 
0. Overview 
Our aim in this paper is to present some well-known methods for factoring a uni- 
variate polynomial over a finite field, and a precise implementation of one of them, 
the Cantor-Zassenhaus method. We have attempted to separate the various phases of 
a factorization algorithm in order to make them independent of the basic algorithm 
actually used. 
After having presented the classical methods and some of their improvements, we 
give a precise description of all the algorithms involved in a particular implementation 
of the Cantor-Zassenhaus algorithm that we realized for the Axiom computer algebra 
system. This implementation makes use of the trace function to eliminate most of 
the exponentiations needed by the algorithm, and this is achieved by using tables 
allowing an efficient computation of Frobenius maps. This improvement, whose first 
goal was to speed up each iteration of the final equal-degree factorization step of the 
Cantor-Zassenhaus algorithm, leads also to a more efficient version of the distinct- 
degree factorization step when all the irreducible factors of the original polynomial are 
not of very small degree (say 1 or 2). As far as empirical tests are concerned, this 
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new implementation is often at least ten times faster than a classical one; in fact, our 
implementation in Axiom is a little bit slower than the previous one when the time to 
factor is comparatively small, and is faster when this time is long. However, the order 
of complexity of the two different implementations can hardly be compared. 
Although we give an estimate of the complexity of the algorithms presented in 
this paper, our main concern in this paper is not the establishment of the lowest 
complexity bounds on a factorization algorithm (see the note before the bibliography 
list) since the best theoretical algorithms are often (but not always) bad practical 
methods. Unfortunately, even when dealing with concrete implementations, it is not 
obvious to decide whether to use a method or another; the answer often relies on long 
test sequences and is often only indicative. 
This paper is organized as follows. In Section 2 we give some hints about factoring in 
a unique factorization domain, with some applications to elementary algebra problems. 
In Section 3 we expose some parts of a polynomial factorization algorithm that do not 
depend on the nature (deterministic or probabilistic) of the final algorithm to be used. 
In Section 4 we quickly present Berlekamp’s algorithm. Sections 5 and 6 are devoted 
to the first probabilistic algorithms, namely those of Cantor-Zassenhaus and Camion. 
Then after some recalls from finite field theory (Section 7) and a presentation of our 
choices of implementation (Section 8), we give in Section 9 all the algorithms we 
implemented in our factorizer, and in Section 10, another improvement of the equal- 
degree factorization step. 
1. Introduction 
Roughly speaking, polynomial factorization algorithms can be divided into two 
classes: deterministic ones, and probabilistic ones. Berlekamp’s algorithm belongs to 
the first class while the Cantor-Zassenhaus one belongs to the later. It must be noticed 
that, recently, Niederreiter [ 1171 discovered a new algorithm (involving differential 
equations) whose filiation with either Berlekamp’s or the Cantor-Zassenhaus method 
cannot be established. 
It is not easy to separately describe deterministic algorithms and probabilistic ones 
since they may share some common primitive methods. Take, for example, a proba- 
bilistic algorithm based upon the Cantor-Zassenhaus method: it generally involves, as 
its first steps, some strongly deterministic algorithms, ’ the probabilistic method acting 
in the final steps. And a method following Berlekamp’s ideas can (but does not need 
to) make use of the same deterministic steps, but in the final stage needs some steps 
which, while being deterministic, rely on running through a set (which may be large) 
knowing that some elements of the set have the desired factoring property, but being 
unable to a priori identify these elements. 
’ By “strongly deterministic” algorithm we mean an algorithm in which no step is useless, as opposed to 
“weakly deterministic” in which some steps - which, with a supplementary information, could be avoided 
_ are useless. This is not a conventional view of algorithms. 
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Before entering into the details of factorization algorithms, we want to exhibit an 
elementary principle that can be seen as a kind of universal (not only for polynomials) 
factorization principle, and show some of its applications. 
2. The zero-divisors/GCD principle 
We recall a general principle which is worth knowing when one wants to factor an 
element of a unique factorization domain. Let 9 be a unique factorization domain and 
a an element of 9. If a factors, i.e. a is not an irreducible element of 9, then the 
quotient ring algebra d = a/(a) is not an integral domain and possesses zero-divisors 
(the converse also holds). Suppose we have found two non-zero elements X and J in 
d such that XJ = 0, then gcd(x, a) and gcd(y, a) are two proper factors of a in 9. 
Furthermore, if x and y are relatively prime then these two proper factors are in fact 
cofactors of a. 
So, if we have a gcd algorithm in the ring 9, factorization using this principle can 
be reduced to the production of zero-divisors in the ring JX!, often by means of an 
identity of the kind xix2 . . .x,, = 0 reflecting the structure of d. 
If, however, we obtain a zero-identity involving more than two non-zero elements, 
0=x,.,.x,, we cannot a priori determine the zero-divisors among the x~‘s. That is to 
say, we know there are at least two zero-divisors amongst the Xi’s but we do not know 
which and, without any supplementary information, we must range over all of them to 
have a chance of finding one (suppose, for instance, that x,_ixn = 0); informally, this 
uncertainty characterizes what we have called “weakly deterministic” algorithm. 
2.1. Primes sum of two squares 
Everybody knows that an odd prime number p is the sum of two squares if and 
only if p = 1 (mod 4). Fermat asserted this theorem by 1654 (without proof, as usual), 
and it was Euler who proved it a century later; see [48, p. 1721 or [42, Ch. 11. 
In fact, given an odd prime p, -1 is a quadratic residue modulo p if and only if 
p = 1 (mod 4), and we can then assert that Z[i]/(p) N lFJX]/(X* + 1) P FP x FPp, so the 
identity x(x(~-‘)/* - l)(~(p-‘)/~ + 1) = 0 holds in Z[i]/(p). The probability of finding 
x E Z[i]/(p) such that this identity is not a trivial one gives a way of decomposing p 
into the sum of two squares. 
We can notice that this problem is in fact that of factoring the polynomial X2 + 1 
over the prime field Epp; so it is not that far from the subject of this paper. 
Instead of relying on a proved theorem, we can also give a constructive proof of 
it. Consider p z 1 (mod4) and write p - 1 = 2”r with r odd. Denote by Hj the set 
{XElFi Ix’*‘=1 }sothatHjCHj+i, H,=$ and#Hj=r2j for O<jds. Let j>,2 (note 
that s>2 since pel(mod4)) andxEHj-H,_i; for such anx, y=x 
r*i-2 
is a square 
root of -1 in [F P ; hence if a+ ib = gcd( y + i, p) in Z[i] then p = a2 + b*. The algorithm 
for decomposing p as a sum of two squares consists of two steps: we first compute 
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a square root of -1 in EP by a probabilist algorithm (with failure probability l/2-‘) 
and then compute a gcd in Z[i]. 
Algorithm 1. Decomposition of p E 1 mod 4 as a sum of two squares 
Input: p a prime number 
Assume: p E 1 (mod 4) 
Output: a and b, integers such that p = a* + b* 
loop (COMPUTE A SQUARE-ROOT 0~ - 1 IN FP) 
Take at random an element x E F;, 
y +- x’; z + y*; 
exit when z # 1; (x $ Ht WITH PROBABILITY l/2’-‘) 
end loop; 
while z # - 1 loop 
2. ycz;ztz, 
end loop 
Compute a + ib = gcd(y + i, p); (y IS A SQUARE ROOT OF - 1) 
return (a, b); 
This method can also be applied in a principal quadratic ring Z[0] in the following 
way. Let P = X2 - sX + q be the minimal polynomial of 0 over Z; denote by A the 
discriminant of P, then Z[0] is the ring of integers of Q(a). Consider a prime p such 
that A is a non-zero quadratic residue modulo p. Then we have Z[Q]/(p) cv Fp x F*p; 
once having found a zero divisor x + y8 in this algebra, if we denote by a + b0 a 
pgcd of p and x + ~8, we get an expression of p in the form p = f (a* + sab + qb*). 
Of course, we need to know a gcd algorithm in Z[0] (see, e.g., [78, 1641). 
Here the hypothesis of Z[Q] being principal is fundamental. But, in fact, a more 
powerful method based upon the representation of prime numbers by quadratic forms 
over the integers [145] gives this same result (and others) without the hypothesis 
that Z[tI] is principal. For more references, see [42, 145, 139, Section 5.21 and [51] 
(Section 1.7 on the sum of two squares, Ch. 8 for the representation of prime numbers 
by quadratic forms). 
2.2. Primes sum of four squares 
A consequence of a theorem from Lagrange (1621) is that every prime number (in 
fact, every positive integer) is the sum of four squares; [139, Section 5.7; 421 or [51]. 
The zero-divisors principle will enable us to effectively decompose any prime number 
as the sum of four squares. For this purpose, consider the non-commutative ring of the 
integer Hamilton’s quaternions, denoted by W(Z). This ring is a free algebra of rank 4 
over the integers (with basis 1, i, j, k), and there exists a norm function defined by 
N(a+bi+cj+dk)=a2+b2+c2+d2. By a Chevalley’s theorem [139, p. 301, we know 
that the quadratic form a2 + b2 +c2 represents zero over EfP, whence W(Z)/(p) N H(5~) 
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has zero divisors. Once having found a zero divisor in W(E,,), it then remains to 
compute a gcd in W(Z). Unfortunately, W(Z) is not a principal ring (either left or 
right) so we plunge it into the set K c W(Q) of Hurwitz’ quatemions defined by 
which is left euclidean for the norm; we have again W/(p) 21 W(lFp), so W/(p) has 
zero divisors. 
The algorithm for decomposing a prime number as a sum of four squares then 
proceeds as follows: 
(1) Probabilistically find a and b in Ep such that a2 + b* + 1 = 0 (the probability of 
-1 -a* being a square is roughly 4, when a is chosen at random [98, Theorem 5.18, 
pp. lSO-1811). 
(2) Compute a left gcd of p and a + bi + j giving z; then z is a Hurwitz quaternion 
and N(z) = p. 
(3) Compute an integer quatemion z’ such that N(z) =N(z’) (it is always possible); 
at this point the four components of z’ give the four integer which when squared 
and summed give p. 
This algorithm has been implemented and enabled us to quickly decompose the 
prime number p = 300 425 020 000 000 000 000 000 000 000 041878 143 as the sum 
p = 6 711408 976 630 386 437* + 6 429 914 997 599 998 745* 
+13 141323974230385 182* + 6429914997599998745*. 
2.3. Factoring k an algebraic separable extension 
We will now study the application of the zero-divisors principle to the factorization 
of polynomial over a separable field extension, when we have a factorization algorithm 
in the base field (this method is due to Trager [159]). 
Firstly, consider a ring, A which is a unique factorization domain, and a free exten- 
sion B of A of finite rank which is an UFD too. In this situation, there exists a norm 
function from B to A, and given an element b of B, if N(b) = ala2 then ala2 = 0 in 
B/(b), since bjN(b) in B. So we have our generic identity with zero divisors. Suppose 
now that we want to decompose an element b of B; first, decompose N(b) = al . . . a,,, 
with the ai’s relatively prime to each other, and compute bi = gcd(ai, b) then - with a 
little proof - the decomposition of b is b = .zbl . . . b, (with cl; - N(bi)). 
This general method can then be applied in the case where A = K[X] and B = E[X], 
with E = K(B) a finite algebraic extension of K. If we want to factor a separable 
polynomial P E E[X] - assuming we can factor in K[X] - we first calculate N(P), and 
we factor it over K: N(P) = Ql . . . Qn where the Qi’s are relatively prime to each other. 
Then, each Q; is lifted (using gcd) to f: dividing P; furthermore, if Qi is irreducible, 
then fi is itself irreducible. 
So, to achieve the factorization, we are left with the 4:;‘s which may be not irre- 
ducible but are separable for P itself is separable. We make a variable substitution, 
R;(X) =&(X - to) with t E K, and we recursively apply the previous algorithm. 
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This process will eventually terminate if E is a separable extension of K of infinite 
cardinality. As a matter of fact, under this assumption, there exist but a finite number 
of scalars t E K such that, for a separable polynomial P E E[X], the norm of P(X - to) 
is not separable. 
2.4. Square root algorithms 
The problem of finding a square root of an element in a finite field of odd character- 
istic 2 can also be classified into the adherence of the factorization algorithms; in fact, 
computing a square root of a in Eq (q odd) is equivalent to factoring the polynomial 
X2 - a over lFq. First of all, it must be remarked that a E Ff is a square if and only if 
a(4-‘)/2 = 1, and we can further note that if q = 3 (mod 4), then the following identity 
holds: x = (x(q+1)/4)2, for x a square. 
The first methods seems to have been first discovered by Adleman et al. [3], but 
the algorithms due to Peralta [124] (see also [9]) proceed almost directly by factoring 
the polynomial X2 - a (Peralta also found a method whose principle is to factor the 
polynomial X2 + a when q = 1 (mod 4), where the elements a and -a have the same 
quadratic character). 
But, surprisingly, the best method known is the Shanks’ [145] one, which is essen- 
tially deterministic and works only for fields of cardinality q = 1 (mod 4). The heart 
of Shanks’ algorithm is the computation of a discrete logarithm in a cyclic group of 
order a power of 2. 
In the case of an arbitrary group, the discrete logarithm problem is a very difficult 
one (used in public key cryptosystems, 3 see, e.g. [49,133] [143]), but in a cyclic 
group whose order is a power of two, it is a very simple one. 
Given a E F: and provided q F 1 (mod 4), we can write q - 1 = r2$, with Y odd, 
and a = (a(r+t)/= 2 ) (a’)-‘; this identity proves that a is a square if and only if a’ is 
a square, and computing a square root of a is equivalent to computing a square root 
of a’ which lives in the 2-Sylow subgroup of E:. 
Isolated from any specific context, the Shanks’ algorithm involves a probabilistic 
step, namely finding a generator of the 2-Sylow subgroup of FT. But we are lucky 
since there are 2’-’ generators of this subgroup (if we write q - 1 = r2’ with r odd); 
so an element x E F: chosen at random and raised to the rth power will give a generator 
of this subgroup with probability i. Given x E 5:, x (q-‘)12 is either - 1 (in which case, 
x’ is the searched for generator of the 2-Sylow subgroup) or 1 (we must pick up 
another x). Note that this probabilistic step is far simpler than the problem of finding 
a primitive root of unity in t$! and raising it to the rth power. 
2 Recall that in a field Fs of characteristic 2, the mapping x ++ x2 is an automorphism, hence each element 
of the field is a square, and .x4/* = &. 
3 In fact, cryptosystems of type “knapsack”. The first such systems (e.g. [102]) were rapidly broken 
[l, 121, 1441, but one of them, discovered by Chor and Rivest [38] and using discrete logarithms (however, 
not based on the intractability of the discrete logarithm problem) is considered as a robust cryptosystem 
[93], and is a beautiful application of polynomial factorization over finite fields. 
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2.5. Implementation of Shanks’ square root algorithm 
Actually the main part of Shanks’ algorithm is to compute a square root of an 
element a of E: whose order is a power of 2 (i.e. a already lives in the 2-Sylow 
subgroup of LF;.) Moreover, from time to time, we may have more information on the 
element a whose square root is to be taken. For example, we may know a better upper 
bound on its multiplicative order than 2’; thus, we can take advantage of this fact. 
All the computations needed to perform the square root operation by Shanks’ algo- 
rithm only involve the basic laws of Fq and therefore are many times more efficient 
than any operation in a quadratic extension of Eq. 
The principle of the algorithm is as follows: we denote by < a generator of the 
subgroup of order 2’ of E; (if the square root operation is to be repeated, this generator 
can be computed once and for all by the probabilistic algorithm sketched above), and 
we want to compute y such that a = 5’ (giving fi = tY12) knowing that a is of order 
at most 2$-j - this knowledge can help in computing a generator of the subgroup in 
which a lives. Write y = CsIj yl2’ and raise a to the 2”-j-‘th power giving a’; if a’ 
is of multiplicative order 1 then yj = 0, else a’ is of order 2 and yj = 1. Then divide 
a by 9)‘,2’ and iterate the previous step to determine yj+t, etc. 
Algorithm 2. Square root operation in the 2-Sylow LF:’ of Et 
Input: a E F: satisfying a*‘-’ = 1 (i.e. a is a square). 
Assume: 5 is a generator of lF:r. 
Output: b = J;; E lFq. 
b+ 1; a’ta; 
loop 
Compute 1 such that 2’-’ is the order of a’; (USING REPEATED SQUARINCS) 
exit when 1= s; (THIS OCCURS WHEN a’ = 1) 
b t b x t2’-‘; a’ + a’ x tP2’; 
end loop; 
Some remarks on this algorithm: 
(1) The following assertion is the invariant relation of the loop: b2a’ = a. 
(2) In fact, we can replace E:’ with any cyclic multiplicative group of order a power 
of two, the square root algorithm remains the same. 
(3) While the case is handled by the algorithm, we can avoid computing &. 
(4) Since a’ is in the 2-sylow subgroup, its order is a power of two (this justifies the 
repeated squarings to compute the order of a’). 
(5) The terms t2’-’ and tP2’ can be computed in an incremental way. 
(6) a is of order at most 2’-j, hence this algorithm will execute at most s-j iterations; 
one iteration needs at most (s - j) products in Fq to determine the order of a’ (in 
fact, iteration i needs s - j - i + 1 products) so the total time-complexity of this 
algorithm (which does not include the determination of a generator of the 2-Sylow) 
can be bounded by S(s2) operations in tFq. 
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2.6. Polynomial factorization in jinite jelds 
This same concept (using zero divisors) underlies the Berlekamp’s algorithm [ 13-151 
and the equal-degree factorization method (final stage of the Cantor-Zassenhaus algo- 
rithm [31]). Note also that the idempotents studied for this purpose by Camion [24-281 
are zero divisors too. 
For polynomial factorization we consider the algebra K[X]/(P) which has zero di- 
visors if P factors in K[X]. Each factorization algorithm, more or less, exhibits zero 
divisors in this algebra and proceeds by computing gcd’s to split the polynomial P. 
These methods are exposed later in this paper. 
3. Preliminary steps for polynomial factorization 
Before entering the specificities of Berlekamp’s or Cantor-Zassenhaus’ flavours of 
polynomial factorization algorithms, we can isolate two strongly deterministic methods 
that can be used in both algorithms. The first one is the square-free decomposition of 
the polynomial, which is always the first step of a factorization algorithm - it is an 
efficient step, and without it many problems arise - and the distinct degree factorization, 
used mainly in the Cantor-Zassenhaus method (but it can be used either in Berlekamp’s 
algorithm). 
From now on, P will denote a polynomial of degree m, with coefficients in a finite 
field K = Fq which is a finite algebraic extension of the prime field EPp, with q = p”. 
For each algorithm, we will give an estimate of its running time under the following 
assumptions: 
(1) The field operations in EP have a constant cost (this is realistic only if p is not 
too great, e.g. not greater than a machine word). 
(2) The finite field Lrq is implemented as a quotient of EP[T] by an irreducible poly- 
nomial of degree n. 
(3) Multiplying two polynomials of degree less than m has a cost of 0(m2) products 
of coefficients, and this too is the cost of dividing two polynomials or computing 
a gtd. 
(4) The running time will be expressed as a number of EP operations. 
3.1. Square-free factorization 
The square-free factorization (which, in fact, is meaningful in any unique factor- 
ization domain, not only in polynomial rings) is the decomposition of an arbitrary 
polynomial P into the product of powers of square-free polynomials, 9, relatively 
prime to each other: P = PlPz . . . PL. 
The Musser’s algorithm [ 1131 or the Yun’s one [ 1701, when designed to work in 
finite fields (see [SS]), will eventually produce the list of pairs, (q,i). Once having 
factored the 9’s one can then reconstruct the complete factorization of the original 
polynomial P. 
If m is the degree of the polynomial P to be decomposed and if we denote by A!‘(n) 
the cost of computing the product of two polynomials of degree n, then the Yun’s 
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algorithm for square-free decomposition is known to run in U( A?(m) log m) operations 
of the base field, the most expensive step of the algorithm being the initial computation 
of gcd(P,P’). In the case of the Musser’s algorithm, the complexity is higher, namely 
O(mJZ(m)logm). In these estimations - as is the case for all complexity estimations 
in this paper - we assume constant cost for field operations. 
The square-free algorithms mentioned above will work in any effective perfect field 
(i.e. a field of characteristic zero, or a field K of positive characteristic, p, such that 
KP = K, and where there exists a pth root algorithm). An algorithm which works in 
more general fields of characteristic p > 0, based on the Musser’s principle, is presented 
in [60]; it requires only that the field satisfies the 9-condition of Seidenberg [142]. 
We will not enter into the details of square-free factorization algorithms in finite 
fields; these are classical algorithms found in almost every book about computer algebra 
(e.g. [85, 59, 174, 391 or [lo]). 
3.2. Distinct-degree factorization 
The distinct-degree factorization decomposes a square-free polynomial P into a 
product of polynomials each of them being the product of irreducible polynomials of 
the same degree. If P is a manic square-free polynomial, the algorithm produces a list 
of pair (4, i) such that P = fl Pi and 9 is the product of manic irreducible polynomials 
of degree i. The following property, while very simple, is fundamental in this process: 
Proposition. Let Fq be a finite field; then for each positive integer n the polynomial 
X@ -X is the product without repetition of all the manic irreducible polynomials of 
Fq[X] whose degrees divide n. 
Here is now the algorithm: beginning with S =X4 - X, we compute the gcd of P 
and S, obtaining the product of manic irreducible polynomials of degree 1 dividing P; 
then we shift these factors from P, and continue with X4’ -X, etc. 
Algorithm 3. Distinct-degree factorization 
Input: P in Fq[X] of degree m, square-free. 
Output:L={(fl,i)IP= nfi} h w ere each Fj is a product of manic irreducible poly- 
nomials of degree i. 
StXqmodP; L-0; itl; 
100p (HERE S =X4' mod P and P = n Qi with deg Qi > i) 
R + gcd(S - X, P); 
if degR = degP then L +- L U {(P, i)}; exit; end if; (EXIT I) 
if degR > 0 then L +- L U {(R, i)}; P c P/R; end if; 
i+-i+l; 
if 2i > degP then L + L U {(P,degP)}; exit; end if, (EXIT 2) 
S +- Sq mod P; 
end loop; 
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Some remarks 1 on this algorithm: 
(1) This algorithm seems to have been first exposed [61]. 
(\7-\, The~‘pvam., two exits from the main loop; the first one corresponds to the case where 
P is a product of manic irreducible polynomials of degree i, and the second one 
is used when we know that P itself is irreducible. 
(3) The previous point shows that this algorithm is very similar, in its control, to 
Eratosthenes’ sieve. 
(4) In the general case (if we do not have any information about the polynomial P), 
this algorithm consumes most of the time needed to factor a polynomial. 
(5) We will see, later on, how we can improve the efficiency of this step, using a 
tabulated Frobenius map. 
(6) Each iteration of this algorithm has a time complexity of 0(m2 logq) operations 
in Fq, and there are at most e = max(d, [m/2] ) iterations (where d is the degree 
of the irreducible factors of P of greatest degree); assuming constant time for the 
operations in the prime field FP of IFS, this gives Lo(m2n2elogq) operations in EP. 
It must be noticed that, recently, Shoup [153] proposed an improved version of this 
algorithm, using a baby-step/giant-step technique. 
4. Berlekamp’s algorithm 
The first algorithm for factoring polynomial over finite fields was discovered by 
Berlekamp in the late sixties [13]; it is, in our terminology, a weakly deterministic 
algorithm well-suited in a field of small cardinality. It is a very simple algorithm using 
almost only linear algebra techniques. 
Surprisingly, ten years before Berlekamp’s paper, Butler [22] and Schwarz [141], 
published papers focusing on irreducibility test for polynomials over finite fields, but 
containing almost all the material needed to establish a factoring algorithm. They just 
missed a little spark . . . or, maybe, the time had not yet come. 
4.1. The principle of Berlekump’s algorithm 
We take a square-free polynomial P (this is the only requirement) with coefficients in 
K = Fq of characteristic p, and we consider the K-algebra &’ = K[X]/(P) (it contains 
zero-divisors if P is not irreducible). This algebra has a subalgebra, 99, called the 
Berlekamp subalgebra, that is the subset of d consisting of all elements fixed by the 
Frobenius map x I-+ x4. 
The purpose of Berlekamp’s algorithm is to compute a basis of 979, considered as a 
K-vector space, or, equivalently, to find a basis of the kernel of the K-endomorphism 
of &, $0:x-x4 - x. This is done by row-echelon the matrix of this endomorphism. 
Incidentally, if ker(cp) is of dimension 1, this proves that P is irreducible over Fq. 
Otherwise, the rank of &? (or ker(q)) is the number of irreducible factors of P (that 
was the main concern of the papers written by Butler and Schwarz). 
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We can write x4 --n = flaEFq (x-a), and if x is in 9- Fq we then have a zero identity 
in which no factor is null. So there are zero divisors, and the algorithm proceeds by 
an almost extensive computation of gcd(x - a,P), for a ranging over Fq and x ranging 
over the basis of ker(cp) (obviously, we do not consider the element 1, which is in 
this basis). Then, we can remark that 
for x E .GF P= n gcd(P,x - a). 
LlER 
It can be proved that considering in turn each element of the basis suffices to separate 
all the factors of P. But it may be that some elements of the basis are useless for the 
purpose of factoring P; and, it may be too that some elements of the base field are also 
useless. The reader should now understand why this algorithm is applicable only if the 
cardinality of the base field is small. Its efficiency can be increased by considering the 
prime field Fp c LFq, and the map x H xp; we will come back to this distinction later in 
this paper when dealing with the Cantor-Zassenhaus algorithm. 
So the Berlekamp’s algorithm involves three steps: compute the matrix of the endo- 
morphism cp :x I+ x4 in Fq, determine a basis of the null space of cp - Id, and split P by 
computing gcd’s. Although Berlekamp’s algorithm was established for factoring over 
prime fields, it is not difficult to extend it to work in any finite field; the only point 
to take care of is ranging over a finite field which is not prime. 
We now give an estimate for the complexity of Berlekamp’s algorithm, and we 
assume for this purpose, that q is small (this algorithm is not well-suited for large 
fields, because of the number of gcd computations in the last step). In order to compute 
the matrix of cp we need to compute X iq for 0 <i < m = deg P, and this can be done 
by successively multiplying by X and reducing modulo P (such a product has a cost 
of m additions and m products in Fq), so this first step amounts to Co(m2q) operations 
in Fq. The second step, computing the kernel of qr, requires o(m3) operations in ffq, and 
the third step needs at most kq gcd computations (where k is the number of irreducible 
factors of P) giving O(kqm*) operations in Fq. 
Converting back to operations in Fpp, in which we assume constant time for the field 
operations, the complexity of Berlekamp’s algorithm is in 0(m3n2 + kqm2n2). 
4.2. Separating sets 
Now, when dealing with Berlekamp’s algorithm, the next question is: is it possible 
to reduce the number of gcd computations ? A first answer was given by Camion, 
e.g. [28], who first introduced the notion of separating set. Informally, given a poly- 
nomial P, a separating set for P is a subset of the algebra g whose elements can 
be solely considered if we want to compute the whole factorization of P. The first 
example of a separating set is the basis of the algebra 3. 
Definition. Given a K-algebra g’, such that 
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(98 is equal, or isomorphic, to the product of k equal fields), a separating set is 
defined as a set S of elements of B such that, given 1 <i # j < k, there exists at least 
one element in S whose ith and jth projections on the product are different. 
When we want to factor a polynomial P having a separating subset S of 29, we may 
apply the same algorithm as Berlekamp’s did, using the elements of the separating 
set in place of the elements of the basis of 6?. Of course, it is worthwhile only if 
the separating set is smaller than the basis, and if it does not take too much time to 
compute this separating set (less time than to compute a basis of a). We will come 
back later to separating sets. 
4.3. Other variations 
We will now sketch two variations on Berlekamp’s algorithm. The first is from 
Berlekamp himself [ 151 while the other is from Zassenhaus [ 1711. These variations 
also attempt to reduce the number of gcd computations by determining which gcd’s 
have a chance to split P and, for that purpose, they proceed by a root-finding method. 
For any separating element x living in the subalgebra LJ~‘, we know that - since 
the elements x -a are pairwise relatively prime for a ranging over Eq - at most k 
(the number of irreducible factors of P) gcd computations are needed. Is it possible 
to determine those a E Fq for which the gcd’s will be non-trivial? Yes! Of course, 
gcd(P,x - a) is non-trivial if and only if the resultant of P and R - a is zero, where 
x = R mod P (incidentally, this resultant is the norm of x - a in &). If we can compute 
all roots of the polynomial Resx(P(X), R(X) - Y) (which is a polynomial4 in the 
indeterminate Y) in lFq4’ then we know which a E 5q must be considered. Hence, the 
problem of factoring P is reduced to that of finding the roots of a polynomial of degree 
not greater than that of P. Many people (including Berlekamp [ 151) have proposed 
algorithms for solving this second problem which is conceptually simpler than that 
of factoring, though being equivalent from a computability point of view. We will 
not develop root-finding algorithms; there is a considerable literature on this subject. 
However, we notice that the resultant may be computed using interpolation techniques. 
Another point of view [171] uses the concept of minimal polynomial. Consider a 
separating element x E 2’; its minimal polynomial Q - i.e. the unique manic polynomial 
of least degree over lFq such that Q(x) = 0 - is exactly fl (Y - a) for u ranging over 
the set of elements of Eq that give a non-trivial gcd(P, R - a). So we take 1, x, 
x2, . . . until an Eq-linear dependence is found amongst the first terms of this sequence; 
we eventually find such a linear dependence among the first k terms, the number of 
irreducible factors of P (the dimension of the null space of cp gives this information). 
The coefficient of the linear relation between the powers of x are the coefficients of the 
minimal polynomial, and it remains to compute the roots of this polynomial to decide 
which gcd’s are mandatory. 
4 In fact, Resx(P(X), Y - R(X)) is the characteristic polynomial of x = R mod P in &. 
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We go no further in this matter - but note however that Berlekamp’s method amounts 
to computing the characteristic polynomial of x over the algebra ~4, while that of 
Zassenhaus computes the minimal polynomial of x over K = lFq - and forward the 
reader to the bibliography [15,171,11,132,97,98]. 
5. The Cantor-Zassenhaus algorithm 
Up to the 1980s Berlekamp’s method (with variants) was the unique computational 
factorization’s method (although it is not well suited in the case of large finite fields). 
Then, almost at the same time, Camion [24-281, on the one hand, and Cantor- 
Zassenhaus [31] published methods applicable even if the base field is of great cardi- 
nality. They have almost identical approaches to the problem of polynomial factoriza- 
tion, and in fact both use probabilistic steps. Camion’s idea is to use the underlying 
semi-simple algebra structure of d and to exhibit primitive idempotents in ~4, these 
special elements giving almost immediately the irreducible factors of P. The Cantor- 
Zassenhaus’ algorithm proceeds by reducing the problem of factoring a given polyno- 
mial to that of factoring a polynomial which is the product of distinct manic irreducible 
polynomials of the same degree. In this latter case, the peculiar structure of the algebra 
involved gives an efficient way of splitting the polynomial into its irreducible factors. 
We first present the Cantor-Zassenhaus method which forms the basis of most fac- 
torization algorithms used nowadays, then we will explain factorization from the point 
of view of idempotents. 
5. I. The principle of the Cantor-Zassenhaus algorithm 
This algorithm for poiynomial factorization over finite fields consists of three steps: 
square-free factorization, distinct-degree factorization (Algorithm 3), and equal-degree 
factorization, this last step being a probabilistic one. The first two steps have already 
been described, so we concentrate now on the last step. 
The fundamental hypothesis is that we have to decompose a polynomial P = P, . . . Pk 
with coefficients over K = Fq4’ which is a product of k distinct manic irreducible poly- 
nomials of the same degree d, into its irreducible factors; of course, at the beginning 
of this step, we know k and d (they are output by Algorithm 3). 
The method strongly relies on a careful study of the structure of the quotient algebra 
K&Y]/(P) in this case. First, by the Chinese isomorphism we have 
Consequently, every element x of d satisfies x 4” - x = 0 (consider the Chinese com- 
ponents of x) and we can decompose this identity, in the case of odd characteristic, 
as: 
X4d -xx+$?d-t)/z _ l)(&-‘)P + l)=O, 
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If we find an t element x in d such that none of the above factors is zero, we obtain an 
identity invol\ ring zero divisors, and we can apply the general principle of Section 2. 
%~se_that.~,ve have such an x, and denote by (xi , . . . ,xk ) its image under the Chinese 
isomorphism; xqd - x = 0 is equivalent to x$ -xi=O, for each i~{l,..., k}. But, xi 
lives in the field K[X]/(fi) 21 E, hence this means that either xi = 0 or x)~“-‘)‘~ = 51. 
This last property gives the quadratic character of xi, and thus x will be a good element 
for separating P if and only if its Chinese components do not have the same quadratic 
character. 
5.2. The algorithm 
In that case, we can then split P by computing gcd(x, P) or gcd(x(qd-*)/2 f l,P), 
all three gcd’s being cofactors of P: if xi = 0 the gcd of P and x is a multiple of fl. 
Algorithm 4 is an implementation of the Cantor-Zassenhaus method; we can make the 
following remarks on this algorithm: 
(1) If we want to have a chance that G, computed at the beginning of the loop, be 
non-trivial, we must choose Q at random of degree not less than d (for otherwise, 
Q is a unit of the algebra LX?‘). 
(2) In this algorithm, we can see that the algebra d is in constant evolution (since we 
may change the value of P between successive iterations, even during the same 
iteration). 
Algorithm 4. Equal-degree factorization 
Input: P E Fq[X] product of k distinct manic irreducible polynomials of degree d, 
q odd 
Output: L the set of proper factors of P. 
L + {PI; 
loop 
Remove P of degree greater than d from L; if this is not possible, exit the loop. 
Take a random non-constant polynomial Q in Fq[X] of degree < deg P; 
G +- gcd(P, Q>; 
if deg G > 0 then 
L c L u {G, P/G}; 
else (Q IS NOT A ZERO DIVISOR, SO THAT Q@-’ = 1) 
R c Q(qd-*)/2 modP; H t gcd(P,R - 1); L +- L U {H,P/H}\{ 1); 
end if; 
end loop; 
(3) If Q is not a zero divisor, it has a multiplicative inverse modulo P, and H and 
P/H are (maybe trivial) cofactors of P. 
(4) The polynomials G and R cannot be equal to P (since they are of degree less 
than P), but they can be constant (and, thus, H may be equal to P). 
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(5) The assignment “L +- L U {H,P/H}\{l} ” is a shortcut notation for simplifying 
the statement of the algorithm; for example, in the case where R = 1, then H = P 
as we have said in the previous point, and this assignment just put back P into L. 
(6) It is possible to improve this algorithm to fully exploit the fact that Q(R - 1) 
(R + 1) = 0 mod P - this is the identity x qd - x = 0 in the algebra d rewritten 
with the notations of Algorithm 4 - which implies P = gcd(Q, P) gcd(R - 1, P) 
gcd(R + 1, P) (since Q, R - 1, and R + 1 are pairwise relatively prime); it may 
happen that we get three non-trivial cofactors of P in this way. 
(7) The probability that Q chosen at random in d is a zero divisor is 1 - (1 - q-d)k, 
a very small quantity when q or d are large and k is small; so the computation 
of gcd(Q, P) may not be worth the cost. 
(8) It is not difficult to show that the probability of an element of d - Fq to be 
unlucky (i.e. having Chinese components all non-zero and of the same quadratic 
character) is 21ek < 4; so the algorithm is statistically a good one. 
(9) We can hardly give an estimate of the running time of this algorithm, since all 
the parameters may change from one iteration to the next. But we can give an 
estimate of the cost of one iteration; the main operations are: taking gcd’s, and 
exponentiating. The gcd’s can be computed in 0(m2) (using Euclid’s algorithm) 
and the exponentiation in C?(m2d logq) operations in Fq, if we denote by m the 
degree of P, and d the degree of its irreducible factors. That gives a cost of 
CO(n3m2d log p) operations in FP, if q = pn. 
(10) This algorithm does not work over a field of characteristic 2. 
One of the main drawbacks of this algorithm is that it cannot be easily transformed 
to work in any field of even cardinality. In this case, the zero-divisors identity can be 
written: +/--I - 1) = 0, and thus it will give a non-trivial divisor of P if and only 
if x is a zero divisor in Fq[X]/(P), this event occurring with very small probability (as 
we have shown in point (2) above). 
6. Using idempotents 
The explicit use of idempotents to factor a polynomial appears in [26], and was 
subsequently improved by Lazard [89]. The principle is very analogous to that of the 
Cantor-Zassenhaus method, but gives another insight on the structure of K[X]/(P), 
when P is a square-free polynomial (but not necessarily product of irreducible poly- 
nomials of the same degree). So let us consider again the algebra d =&Y]/(P) N 
R[JMPl) x . . . x K[X]/(Pk); this algebra is a product of fields, and thus has only 
finitely many ideals (in fact, it contains 2k ideals, of which 2k - 2 are proper). 
Under the Chinese isomorphism, it is easy to see that elements which are in corre- 
spondence with (~1, . . . , &k) with Ei = 0,l are idempotents of d. Amongst these idem- 
potents, k are special: the ones for which only one ci is 1, the others being 0. These 
are called primitive idempotents, characterized by the fact that if e is one of them, 
then e cannot be obtained as the sum of two orthogonal idempotents. The primitive 
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idempotents are mutually orthogonal (i.e. ef = 0 for e # f), and generate the minimal 
ideals of ~2. Given an idempotent e in &‘, we have d = &‘e @ &( 1 -e), and e is 
primitive if and only if the first ideal, &‘e, is minimal while the second, &( 1 - e) is 
a maximal. 
If we can compute a primitive idempotent of ~2, say e, then gcd(P, 1 -e) is an 
irreducible factor of P. So, the factorization of P is a problem equivalent to that of 
computing the primitive idempotents of d. 
Let us give now an algorithm for computing the primitive idempotents of d (this 
algorithm is from Lazard [SS]). 
Algorithm 5. Factoring with idempotents 
Input: P E F&Y] (q is an odd prime) product of k distinct manic irreducible poly- 
nomials, 
&I the algebra of fixed points of JZZ = Fq[X]/(P) under the Frobenius auto- 
morphism x H x4. 
Output: E the set of primitive idempotents of d (or, equivalently, of a) 
E +- (1) ; 
loop 
exit when #E = k; 
Take a random element x in g*; compute y=~(q-‘)/~; 
f +y(y+1)/2; E’+E; E+-0 
for e in E’ loop 
E c {fe,(l - f)e)\{ok 
end loop; 
end loop; 
Some remarks on this algorithm: 
(1) The invariant assertion at the beginning of the main loop is that E is a set of 
non-zero orthogonal idempotents of 8 (or, equivalently, of &) whose sum is 1; 
so when we have k of such idempotents, then we are finished. 
(2) The special element f computed in the body of the main loop is indeed an 
idempotent; consider each component xi of x under the Chinese isomorphism, 
xiE Eq so y.=x!q-')'2 . 1 I IS either 0 or fl, and it is not difficult to see that (yi(yi + 
1)/2)2 is equal to yj. 
(3) We must explicitly know the subalgebra g since we must take random elements 
in it; this can be achieved in different ways: 
l for example, we may apply the beginning of Berlekamp’s algorithm until we 
have computed a basis of g’, then take random coefficients in Eq giving an 
lFq-linear combination of the elements of the basis, 
l another possibility is to first apply a distinct-degree factorization, and take for g 
the algebra JZZ itself, since it is the set of fixed points of & under the Frobenius 
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Once we have computed all the primitive idempotents of d, we terminate by 
computing all gcd( 1 - e,P) for e E E. 
The element f computed in the main loop will be a non-trivial idempotent if the 
components of x under the Chinese isomorphism do not have the same quadratic 
character (i.e. the components yi of y are not all 0, 1, or - 1). 
If we apply this algorithm in the same situation (after the distinct-degree factor- 
ization) as for the Cantor-Zassenhaus one, the complexity is almost the same, the 
difference essentially lying in the gcd computations: in Lazard’s algorithm, gcd’s 
are computed only when they give non-trivial divisors. 
7. Recalls of finite field theory 
Let us recall some results from the field theory, in the case of finite fields. Let F 
be a finite field of cardinality q, and K a finite extension of F of degree n. Then the 
Galois group of K as an extension of F is a cyclic group of order n, generated by the 
Frobenius automorphism, 0, i.e. the map x1-+x4 in K. The field F is the subfield of K 
whose elements are invariant under this map, and one can define two more maps: the 
norm and the trace functions of K over F 
n-1 n-1 
Tr(x)= c c?(x) and N(x)= n a’(x). 
i=O i=O 
It is easy to see that Tr(x) and N(x) are invariant under the Frobenius map and thus 
are elements of the base field F. Furthermore, if we introduce another field E which is 
a finite extension of K then E is a finite extension of F, and we have the transitivity 
property: 
TrK/F O TrE/K = TrE/F. NK/F~%/K = NE/F. 
In the sequel, we will denote by cq the Frobenius map defined for any finite extension 
of a finite field of cardinality q; the context will make clear the source field of this 
map. 
If we consider, for example, the field extension K > F, the norm is a multiplicative 
morphism, and the trace is an F-linear form of the vector space K. So, and this is 
of paramount importance in the algorithms, the image of K* under the norm function 
is F* (zero having zero as image); this means that the inverse images of any two 
elements of F* have the same cardinality. In the same vein, the image of K under 
the trace function is F, the inverse images of all the elements of F being of the same 
cardinality. 
7.1. The algebras szl, B, 23’ 
We return now to the equal-degree factorization problem, with P being the prod- 
uct of k distinct manic irreducible polynomials of degree d, and & = ffq[X]/(P). We 
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assume that q = p”, with p a prime number (the characteristic of lFq), and denote by 
F = Epb, K = Eq4’ E = [F4d. We know that, under the Chinese isomorphism, d is the direct 
product of k fields isomorphic to E, and the Berlekamp’s subalgebra, S8, is the direct 
product of k fields K. 
Let us introduce a new F-subalgebra, namely the set of all elements x of ~2 such 
that xp =x. It is easy to see that in fact this new algebra, a’, which we call the 
Berlekamp’s prime (or absolute) subalgebra of &, is isomorphic, under the Chinese 
isomorphism, to the direct product of k fields F. 
Elementary algebra theory says that 28 is a free SY-algebra of rank N, & is a free 
g-algebra of rank d and also a free a’-algebra of rank nd. In this case (free algebra’s 
extensions) there exist trace and norm functions which satisfy the transitivity property. 
Our situation is even nicer since our algebras have the interesting following property: 
d is Galois over S? in the sense of [90,33,47], and the same property holds for the 
two other algebra’s extensions, S? over g’, and S? over @. In this case the trace and 
norm functions from an algebra d onto a subalgebra 58 can be efficiently computed 
by means of the .?#-automorphisms of d (instead of using the formal definitions of 
trace and norm). 
With the previous notations, we have 
In this study the actual situation is even simpler: each algebra is a direct product 
of fields, in which we have a Frobenius map, so the trace and norm functions are 
the extensions componentwise to the algebra of the trace and norm functions on the 
underlying fields. 
7.2. Back to separating sets 
We suppose that P E Fq[X] is the product of k distinct manic irreducible polynomials 
of degree d. Denote by (ej)i Q i< k the family of primitive idempotents of d = K[X] /(P) 
(which also live in 28). Then we have 
The first equality means that &, as a ring, is the direct sum of its minimal ideals 
(which are K-vector spaces of dimension d). The second has an analogous meaning 
for 9, which is also a K-vector space of dimension k with basis (ei,. . . , ek). 
If we take an idempotent e in any ring %‘, then 
%?=%?e@%Y(l -e) and %?e-%‘/V(I -e). 
Now, consider two primitive idempotents, ei and ej, in SZ’, and denote by 6 and 6 
their complements (i.e. respectively 1 - ei and 1 - ej), then the following diagram is 
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commutative: 
a=@gzl 2Ye, - 
canonical projection 
The trace function from d onto 9J induces a mapping between the quotients of d 
and 2, since Tr(d G 6) = 99 G 6 (remember that d G 6 = @mfi,j de,,,). 
We have seen (Section 4.2) that a set of generators of the algebra g (considered 
as a K-vector space) is a separating set for P. Keeping in mind that the horizontal 
arrows in the previous commutative diagram are in fact morphisms of K-algebra, we 
deduce that the subset {1,X,X2,. . . ,X2d-1} of JZ? maps onto a generating set of the K- 
vector space &ei @ ,oZej. Since the trace function is onto, we can conclude that the set 
{ 1, Tr(X), Tr(X2), . . . Tr(X2d-‘)} is a generating set for the K-vector space gei @ aej, 
and thus, {Tr(X),Tr(X2), . . . Tr(X2d-‘)} is a separating set for the product PiPi, for 
each i, j, hence for P. 
This first example of a separating set was found by Camion [28] - who exhibits 
a smaller separating set in characteristic 2 - but, recently, Thiong Ly [ 1571, then 
von zur Gathen and Shoup [58] have exhibited better (smaller) separating sets. 
7.3. Using separating sets 
We have already shown how one can use, with brute force, separating sets: once 
having computed a separating set, S c 98, one can iterate computing gcd(x - a, P) for 
(x, a) ranging over S x Fq. But there is another point of view, namely that of factoring 
subset, also introduced by Camion (e.g. [28]). 
Assume that we have performed a distinct degree factorization of P, and for purposes 
of simplicity, suppose that q is odd. 
Then, we say that H C Fq is a factoring subset if for any two distinct elements, 
y and z, in Fq4’ there exists a E H such that (y + a)(z + a) is either zero or a non- 
square. How could we use a factoring subset, and why this terminology? 
Suppose that we have already computed a separating set S; then we know that 
there exists x E S C 93 such that the ith and jth components of x, under the Chinese 
isomorphism, are different. Since H is a factoring subset, we can find a E H such that 
(xi + a)(xj + a) is either zero or a non-square; this means that xi + a and xj + a do 
not have the same quadratic character, thus (x + a) (q--1)/2 if a non-trivial zero divisor 
which will separate P into two proper factors. 
Camion gives some reasonable bounds on the size of a factoring subset, showing 
the existence of a factoring subset of size not greater than 2 log, q; but his approach 
seems somewhat non-effective, as he gives no explicit way of determining the elements 
of this factoring subset. 
20 P. Naudin, C QuittPlTheoretieal Computer Science 191 (1998) 1-36 
We can notice that this principle can be applied taking Fq itself as a factoring subset, 
and choosing at random elements a E Eq in the hope that x + a and y + a do not have 
the same quadratic character. It is easy to show that almost half of the elements of 5q 
suit this goal (for a proof, consider the homography a H (y + a)/(~ + a)); hence, the 
probability of success or failure of an attempt to split P by this method is i. 
It has been subsequently proved by Shparlinski (maybe [155]?, see [58]), that, when 
FP is a prime field, given y # z in FP, the least non-negative integer a such that a + y 
and a + z do not have the same quadratic character is bounded by c?(a). 
Nevertheless, the separating sets actually seem to be used only for establishing de- 
terministic algorithms, which are usable almost only when the base field - or the 
underlying prime field - has a small cardinality. 
8. Implementation of a factoring algorithm 
We now leave this long introduction, and present an algorithm that we have im- 
plemented in the Axiom computer algebra system. This algorithm is now part of the 
Axiom-2 distribution, since it is far more efficient than that in the previous release: 
except in some particular situations, our implementation is at least ten times faster than 
the older one (if P is a product of irreducible factors of small degree, say one or two, 
then our implementation is equivalent, or a little slower). 
8.1. The time to factor a polynomial 
Intensive experiments have shown that most of the factorization time is devoted to 
the many exponentiations involved in the factorization process, either to carry out the 
distinct degree factorization - we have to compute X4’ mod P, for i = 1,. . . until we 
have completed the decomposition - or to achieve the equal-degree factorization - 
where we calculate x(4“-’ )I2 mod P, for x E ~2. 
This is not surprising at all; it must be remembered that the polynomials we ma- 
nipulate are of degree, say m, with coefficients in Fq. Furthermore, when 5q is not a 
prime field (q = p”) then the elements of lFq are themselves often represented as poly- 
nomials of degree less than n over the prime field &, - in which we assume constant 
time operations. Even if we have theoretical complexity bounds on the operations in 
Eq (see [58] or [153], for example), in an actual implementation in a computer algebra 
system (Axiom in our case) we can use many built-in tools that do not realize those 
theoretical bounds. So the product of two elements of LZZ takes C’(m2) operations in 
Fqs, that is 0(m2n2) operations in Fj, if we manipulate a degree m polynomial with 
coefficients in an extension of LrP of degree n. 
8.2. Truce or norm? 
As we have seen in Section 7.1, the trace and norm functions give us a way of 
generating elements in the @ subalgebra. But which one to choose? 
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If we take an element x at random in &, then Tr(x) is a random element in the 
base algebra (a or 99’). If we use the norm function instead of the trace one, we have 
the more restricting property that any regular (i.e. non-zero divisor) element x of d 
will be mapped on a regular element of g (or L&), these elements being uniformly 
distributed in their respective cosets. In characteristic 2, this behavior is dramatic, and 
forces the choice of the trace function. 
Moreover, the trace function is computed by summing the r?(x) (where C-J is the 
Frobenius automorphism) and the norm function by multiplying these same elements; 
this is another good reason to choose the trace function as our generator of elements 
of the chosen subalgebra. Keep in mind the fact that all the computations to be done 
(exponentiations, products, sums) actually involve polynomials, the results having to 
be reduced modulo another polynomial, and that, in the case of a finite field Eq which 
is not a prime field, the coefficients of the polynomials are themselves polynomials of 
degree less than n over FP! 
So our choice is to use the 
8.3. Using the trace function 
trace function. 
We will concentrate now on the operation of the trace function (from ~2 to .% 
or &?I). 
In almost all respects, the subalgebras %J and $?’ play the same role, and all the 
results holding in .B’ hold in 99 too, if we replace p by q. For this reason, we will 
almost never talk again of the B subalgebra and will concentrate on a’. 
The probability for y E 9Y chosen at random (and so for Tr(x), x chosen at random 
in .JZ!) to be a zero divisor is 1-( 1-1,‘~)~. Hence, if k (the number of manic irreducible 
factors of P) is large and p is small, we are given a chance to get immediately a 
zero divisor of g” by choosing at random an element of d and mapping it into the 
subalgebra by means of the trace function. 
Anyway, we know that the element of 9’ we have thus computed satisfies (like 
every element of .9’) the identity xp - x = 0, which can be decomposed in 
xp -_xxz 
x(x - l)=O if p = 2, 
.x(_x(~-“/~ - 1 )(x(P-“I* + 1) if p is odd. 
We have reached our first goal which was to reduce the complexity of the expo- 
nentiations to be computed (from exponent (qd - 1)/2 to (p - 1)/2, if p is odd). 
Needless to say, we must now find an efficient way of computing the trace 
function. 
8.4. Computing the trace function 
The idea of computing the trace function is not a new one. We find it in, e.g. [loll 
or [85] in the case of characteristic 2 where the traditional algorithms fail to produce 
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zero divisors. Indeed, in this case the identity YJ” =x is rewritten x(x4”-’ - 1) = 0, and 
if x is not a zero divisor then x 6-l = 1 and the identity is trivial. 
In a more recent literature the trace function - often under the apparition of the 
Frobenius map - is also introduced (see, for example, [58]). We will now detail the 
implementation of the trace function in our factorization package. 
In our implementation, for efficiency reasons, we have chosen to compute the trace 
function using the transitivity property: Tr,a,sj o Tr.d,a = Trdj.9, (the transitivity prop- 
erty of the trace mapping seems to be first used in an algorithm by Thiong Ly [ 1571). 
Given an element x in d we can compute Tr&&x) =x + x4 + . . . + Yf-’ , using 




The trace function from g to g’ is computed the same way (replacing q by p, and d 
by n). In order to achieve the raising to the pth or 9th power we use the fact that the 
q-Frobenius mapping is a Fq-endomorphism of the vector space &, and the p-Frobenius 
mapping is an additive one in &?. Hence, if x E ~2 is written as ~~~‘xiX’ (the Xi’s 
being in Eq) then 
m-1 m-l 
x4 = C xi(X” modP) and xp = C o~(x~)(X’~ modP). 
i=O i=O 
If we have tabulated the values of the polynomials X@ mod P and Xiq mod P, and if the 
prime-Frobenius isomorphism is implemented efficiently in lFq, then this computation 
can be achieved very quickly. 
9. The algorithms 
We describe now more precisely all the algorithms (but the classical square-free 
decomposition one) involved in the factorization process, and we give rough esti- 
mates of the complexity of these algorithm (we do not give theoretical complexity 
bounds). 
In order to simplify our complexity estimates we shall consider the operations of ff, 
as taking constant time, and the elements of FP as requiring a unit of storage. 
9.1. Tabulating the Frobenius maps on the basis 
The lowest-level function is of course a standard exponentiation function based on 
repeated squarings. But, as we have seen, raising to the pth power requires a more 
subtle algorithm. 
First of all, we must tabulate the polynomials representing X’J’ mod P for i = 0,. . . , 
m - 1 if m is the degree of P. This is the most expensive part of the factorization 
process, and here is how we proceed: 
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Algorithm 6. Tabulate prime Frobenius map 
Input: P E Fq[X] of degree m and p, the characteristic of lFq 
Output: T: an array such that T(i) =XP’ mod P. 
Z’(0) t 1; T(1) t XPmodP; (COMPUTED USING REPEATED SQUARINGS) 
for i in 2.. . m - 1 loop 
T(i) + (T(i - 1) x T(l))modP; 
end loop; 
Remarks: 
(1) This method needs a storage of order 0(m2) elements of Fq4’ that is 0(m2n2) 
elements of lFpp, since q = p”. 
(2) The first step (compute T( 1)) of the previous algorithm requires CO(m2 log p) 
multiplications and divisions in Eq that is 0(m2n2 log p) operations in lFp. 
(3) The loop requires about m products and reductions of polynomials of degree m 
over Fq4; this gives a complexity of Lo(m3n2) operations in Fp. 
(4) The complete tabulation of the Fp-Frobenius map on the canonical basis of B 
thus requires 0(m3n2 + m2n2 log p) operations in Fpp, and this tabulation must be 
done once and for all to factor a given polynomial. 
Once having tabulated the Frobenius map ap, we can tabulate the Frobenius map 
o4 using the fact that Qq = (QJ’)J”‘-’ to compute X4 mod P, then applying this same 
identity to compute the remaining powers of X, or else using an algorithm analogous 
to the one above (these two methods do not have the same time-complexity as the 
degree of Eq over Fp grows). 
9.2. Exponentiation to the pth power 
Once having tabulated the Frobenius map on the basis of the lFq-vector space of the 
polynomials of degree less than m, we can implement an efficient algorithm for the 
exponentiation to the pth power. 
Algorithm 7. Exponentiation to the pth power 
Input: Q = ~~!~’ a$’ with ai E lFq4, and {X’J’ mod P ( i = 0,. . . m - 1) where 
degP <m. 
Output: R = oJ Q) = QJ’ mod P. 
R + 0; 
for all i such that ai # 0 loop 
R +- R + gp(Ui) x (X’pmod P); 
end loop; 
Remarks: 
(1) In order to evaluate the complexity of this step we must know the complexity 
of the prime-Frobenius map, ap, on ffq (the set of coefficients of the polynomials 
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which appear). If it is implemented using the same principle as this algorithm 
does, using tabulation and additivity, we compute a,(a), for a in Eq = l$, with 
0(n2) operations of Ep and space in 0(n2). 
(2) So the complexity of the previous algorithm is @(m2n2) operations in &, (m is 
the degree of P, and n the degree of 5q over &,). 
(3) The algorithm for computing QqmodP is obtained by substituting q for p (with 
og(ai) =ai) in the previous algorithm, and has (indeed) the same running 
time. 
9.3. Computing the trace function 
Using again additivity of the prime-Frobenius function, c+, the algorithm for com- 
puting the trace function from @ to B’ can be established as follows: 
Algorithm 8. Trace from L% to &I’ 
Input: Q= CyzLaiX’Eg, and {X@modP/i=O,...m- 1). 
Assume: t = n 
Output: R = Tr.~,~~ (Q) = EfIi o:(Q). 
for i in 1 . . . t - 1 loop 
R c Q+(RP mod P); (USING ALGORITHM 7) 
end loop; 
Remarks: 
(1) Assuming all the previous estimates, the running time of this algorithm can easily 
be established as #(n3m2) operations in lFp. 
(2) The algorithm for computing the trace function from Oe to .!B is obtained from 
the previous one by setting t = d and substituting aq for ap, ~4 for ~8, and %? for 
8’; the cost is then 0(n2m2d). 
(3) The running time of the computation of Tr.d/d,(x) - using the transitivity property 
can be proved to be in O(m2n2(d + n)). 
9.4. Distinct-degree factorization 
We arrive at an important point of the factorization, and, in the general case (if we 
do not have any information about the polynomial P), it consumes most of the time 
needed to factor P (Algorithm 6 is invoked here). 
Algorithm 9. Distinct-degree decomposition 
Input: P in lFq[X] of degree m, square-free. 
Output: L={(q,i)lP= nfi} h w ere each Pi is a product of manic irreducible 
polynomials of degree i. 
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The algorithm is almost the same as Algorithm 3 except when computing X4 mod P 
at the very beginning, where we now proceed in the following way: 
Compute {X@ mod P ) i = 0,. . . , m - l}; (USING ALGORITHM 6) 
Compute S=Xqmod P; ( USMG 12 - 1 TIMES ALGORITHM 7) 
Compute {Xi” mod P 1 i = 0,. . . , m - 1); (usI~ci ALGORITHM 6,F0~ cq) 
and in computing Sq mod P: 
S t SqmodP; (USING ALGORITHM 7 FOR Cq) 
This step of the factorization process is not obviously improved by using the 
Frobenius maps op and eq, and we must remark that: 
(1) Once having tabulated the pth and qth powers of X modulo P, the running time 
of one iteration of this algorithm can be proved to be in 0(m2n2) (that is, the 
cost of one exponentiation to the qth power using the Frobenius map), giving a 
total of 0(m3n2 + m2n210gp) (tabulation of op and eq) plus Co(em’n’) (for the 
loop) operations in E,,, if e = max(d, [m/2] ) and d is the degree of the irreducible 
factors of P of greatest degree. 
(2) The initial tabulation of the powers of XP is very expensive, and is not worth 
the cost if it happens that P is the product of polynomials of degree 1, even if it 
improves the computation of X4 mod P. 
(3) Then we need to tabulate crq in order to improve the computation of Sq mod P, 
this tabulation is somewhat costly too, and would not be very useful if it happens 
that P has no factor of degree greater than 2. 
(4) The last two remarks do not take into account the fact that Frobenius maps will 
be used in the equal-degree factorization step (if invoked), where the computation 
of the trace from JZZ’ onto 2 will thus be greatly improved. 
(5) If we compare the time complexity of this algorithm (including the tabulations) 
with that of Algorithm 3, the improvement is not obvious, especially if it ap- 
pears that the polynomials output by this routine are irreducible; this situation 
often happens when the polynomial to factor is taken at random but, in practice, 
polynomials are rarely random. 
So this fundamental stage of our factorizer is a very sensible one. 
9.5. Equal-degree factorization 
We establish now the algorithm for splitting the polynomial into its irreducible di- 
visors. We do not show the complete algorithm; instead we show the main iteration 
step whose goal is to split the polynomial into two factors which, if of degree greater 
than d, can then be reinjected into the algorithm. 
Since we have applied Algorithm 9 (hence Algorithm 6) before this step, we will 
assume that we have already tabulated the Frobenius map. Notice that this map has 
been computed modulo the initial polynomial, and that now we may have to factor 
a true divisor of this original polynomial. So before we begin we can reduce the 
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size of the array representing the Frobenius map, and even reduce the degrees of the 
polynomials it contains. 
Algorithm 10. Equal-degree factorization 
Input: P E Fq[X] product of k distinct manic irreducible polynomials of degree d 
Output: L a set of two proper factors of P. 
loop 
Take a random non-constant polynomial Q in Eq[X] of degree < kd; 
R c Trd/g,(Tr.d,.&Q)); (USR‘JG TWICE ALGORITHM 8) 
if R # 0 then 
if p=2 then 
G + gcd(P,R); (G HAS DEGREELESSTHAN de@) 
if deg G > 0 and then L t {G, P/G); exit; end if; 
else 
R t Rq - 1 mod P; G +- gcd(P, R); 




We can make the following remarks on this algorithm: 
(1) As has already been said, at the beginning of the algorithm, the tabulation of 
the Frobenius map might not be done for P (the polynomial appearing in this 
algorithm, which may be a proper factor of the initial polynomial), since it has 
been computed during the distinct-degree factorization; fortunately, this does not 
cause trouble. If we had to reduce the Frobenius map each time we change the 
actual value of P, then we might consume more time than we can save in doing 
so (and this should be done each time we process a non-irreducible factor of the 
initial polynomial). 
(2) The algorithm is designed to work even in characteristic 2. 
(3) We must check to see if 0 < deg G since R may be equal to - 1, and if deg G < 
deg P to avoid the case when R = 1. 
(4) At the end of the loop, if one of the factors we have found is of degree d then 
it is an irreducible factor of P. 
(5) As we have seen in Section 5.2, the probability that an element of LZZ chosen at 
random will split P is almost equal to 1 -21Mk (independent of the characteristic). 
(6) Apart from the computation of the trace function (0(m2n2(d + n)) operations in 
&,), in characteristic 2, all we have to do is to compute a gcd, and maybe a 
polynomial division (each for Lo(n*m*) operations in FP). 
(7) In characteristic p > 2, one iteration of the loop adds an exponentiation to the 
(p - 1)/2th power for an extra cost of Q(m*n* log p); this must be compared to 
the complexity of one iteration of Algorithm 4. 
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When this algorithm is iterated to achieve the factorization of P, we can improve 
it a little bit using a trick of Lazard [89]: from time to time we will eventually get 
a non-empty set of proper factors (not irreducible); when we have computed the final 
value of R then we may use it not only for splitting a proper factor of P but also for 
all the proper factors we have found so far. In doing so we may avoid some costly 
exponentiations but we need to maintain the algebra d, while in our case we reduce 
it all along the factorization process (by reducing P). 
10. Refinement of the method when p s 1 (mod 4) 
Here is another improvement which acts on the equal-degree factorization step and 
gives a means of obtaining splitting elements with greater probability than in the 
classical methods. Unfortunately this improvement can only be implemented when the 
characteristic p of the field satisfies ps 1 (mod 4), or when the cardinal&y q of the 
field is such that q- 1 (mod 4). 
From now on we will assume we can generate elements of the 3’ subalgebra and 
will concentrate our attention to taking advantage of these elements. Nevertheless, what 
will be said can easily be transposed to the g subalgebra by substituting q = p” in 
place of p. 
If p E 1 (mod 4) we can decompose p- 1 in the form of a product of an odd number 
and a power of two: p - 1 = 2’~, with r odd and s > 1. Suppose x is an element of 
@; we can compute x’ and we are faced with two situations: 
(1) Unfortunately x’ is in EPb; we lost! this event occurs with probability 2s(‘-k). 
(2) We are lucky and x’ is in g’ - E,. 
In this latter case we then proceed by computing the sequence (xi) defined by x0 =xr 
and Xi+1 =xF until xi+1 is in FP (it will eventually occur since xp-’ = 1). At this time, 
we consider the element Xi+1 of EP which is the square of an element, xi, of @. But 
in our case xi+] is also a square in Fp (this can be proved by considering the Chinese 
isomorphism). So we can use a square root algorithm in FP to obtain an element z of 
Ej, such that z* =xi+l =xf ; then z f xi are zero-divisors in & and a gcd calculation 
will eventually split P into two factors. 
We further note that xi+1 is in the 2-Sylow subgroup of Q+, so the Shanks’ square 
root algorithm [145] (exposed in Section 2.5), using a technique of discrete logarithm in 
a group of order a power of two, will give in a efficient way a square root of xi+1 in FP. 
Hereafter is the implementation of the equal-degree factorization algorithm when 
p = 1 (mod4). This algorithm is very much longer than Algorithms 4 and 10 since 
we have incorporated in it all that can be done once having chosen a random element 
in d (for Algorithm 4) or in 3Y’ (for Algorithm 10, via the trace function). See the 
comments after the algorithm. 
Algorithm 11. Equal-degree factorization when p E 1 mod 4 
Input: P E [F&C] product of k distinct manic irreducible polynomials of degree d 
Assume: p - 1 =r2S with r odd and s>2. 
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Output: L a set of at least two proper factors of P, initialized to 0. 
Main-Loop: loop 
Take a random non-constant polynomial Q in tFq[X] of degree < kd; 
R + Tr.~/.~l(Tr,~/.~(Q>>; (USING TWICE ALGORITHM 8) 
if R # 0 then (COMMENT (3)) 
G t gcd(R, P); 
if deg G > 0 then (COMMENT (4)) 
L+Lu{G}; P-P/G; 
if degP=d then 
L +- L U {P}; exit Main_Loop; 
end if; 
end if; (NOW, R HAS A MULTIPLICATIVE TNVERSE MODULO P, COMMENT (5)) 
i+O; RtR’modP; (USING REPEATED SQUARINGS) 
if R $ Fp then (COMMENT (6)) 
loop (COMMENTS (7) AND (8)) 
RI tR2modP; 
exit when RI E Fpp; 
R+--RI; i+i+l; 
end loop; 
a + (vR)b; (USING ALGORITHM 2 WITH ARGUMENT R, ) 
H +- gcd(R - a, P); 
L c L U {H, P/H}; exit Main-Loop; 
end if; 
end if; 
end loop MainLoop; 
Comments: 
(1) The purpose of this algorithm is to compute at least two proper factors of P; it 
must be enclosed in an outer loop in order to completely split P. 
(2) This algorithm begins by computing the trace of a random element, and then fully 
exploits this first costly computation: check if the trace is a zero divisor (which 
is unlikely as soon as p is large or k is small, but see also comment 9 below), 
and then use the identity xp-t = 1 in the group of units of B’. 
(3) Once having computed the trace function, R is a random element in B’ and may 
possibly be zero; in this case R will not allow to split P. 
(4) Since deg R < degP, we know that G cannot be equal to P, hence it gives two 
true factors (G and P/G) of P if and only if deg G > 0; the polynomial G cannot 
be split further by R, but P/G might be (except in the case where deg P/G = d). 
(5) We know that R has a multiplicative inverse modulo P/gcd(R,P) (because P is 
square-free), and thus RJ’-’ = l(mod P/gcd(R, P)). 
(6) As soon as R is not a zero-divisor and R’ is not an element of F_ then we can 
be confident: the loop will eventually split P into two proper factors. 
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(7) If we except the square-root operation, the second part of this algorithm (from 
“if R $! F,“. . . on) is just an expansion, step by step, of Algorithm 10: instead 
of directly computing R(p-‘)/* we proceed by computing the sequence R’, R”, 
R4r, etc. so this algorithm is not more expensive than the previous one for this 
computation, and when we apply the extra square-root operation, we know that 
we will further split P. 
(8) This algorithm would work as well when p E 3 (mod 4), for in that case, the 
first squaring of R will give 1, the square root operation will compute a square 
root of 1, and gcd(R f 1, P) will give two proper factors of P, as was the case 
in previous algorithms. 
(9) However, in contrast with previous algorithms, we must notice that, since the ter- 
mination of the inner loop is based upon the fact that a power of R belongs to &,, 
it is essential for R not to be a zero divisor, as soon as we enter this inner loop. 
(10) As we have said at the beginning of the section, the probability that a random 
element of 2’ raised to the rth power falls in EP is 2s(1-k), so by comparison 
with Algorithm 10 we have divided the density of unlucky elements by a factor 
2(s-l)U--1) 
(11) The extra-cost for the square-root operation is Co(?) operations in EPp, and this 
cost is constant and depends only on p (actually on s), not on the degree m of P 
neither on d or n. 
(12) If the finite field factorizer is the first stage of an integer factorization process us- 
ing Hensel’s lifting, we can choose any prime p (provided that it does not divide 
the discriminant of the integer polynomial, nor its leading coefficient), thus we 
can take p such that p - 1 = r2$ with s large. In this situation, it is sometimes 
required that p be a prime number less than a machine word: p = 3 A23o + 1 or 
p = 3-5-227 + 1 fit this requirement. 
11. Conclusion 
We have implemented in the Axiom system the method described before (and includ- 
ing) Section 9, and in almost all cases, the implementation using traces and Frobenius 
maps is the best one, increasing the efficiency of the factoring algorithm by a factor at 
least 10 by comparison to a classical implementation of the Cantor-Zassenhaus method. 
The exceptions to this gain regards the case where the original square-free polynomial 
has factors of degree at most 1, in which case our method is a little slower, and 
when this degree is at most 2 where the two methods seem to be equivalent (see the 
comments on Algorithm 9): our method needs to pay off the tabulation of the two 
Frobenius maps. All the methods described in this paper have not yet been imple- 
mented and tested because, as anybody knows, programming is a very time-consuming 
activity (and, furthermore, in the case of Axiom, it also leads to bad surprises). 
The choice of Axiom for our implementations may be justified by the high-level 
concepts of this computer algebra system: strong typing, genericity, inheritance, poly- 
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morphism, all these characteristics leading the programmer to reusability, software com- 
ponents, hence layers of software built one over another: this is precisely how the 
mathematician works. Unfortunately, Axiom suffers from its old-fashioned language 
and its very weak compiler. 
Since the writing of this paper, our implementation of polynomial factorization has 
been chosen by the development team of Axiom and is now available in the version 2 of 
this computer algebra system. The bottleneck of our implementation is, for the moment 
being, the tabulation of the Frobenius maps and the residual exponentiations (to the 
(p - 1)/2th power). But we still need to experiment, for example, with deterministic 
algorithms which work fine in the case of small fields (or of small characteristic, by 
tracing down to the prime field). 
Obtaining sources and documentation: All the methods we have implemented in Axiom 
_ including the classical one-are available at the URL f tp : Nmarie . polytechnique . 
f r/pub/publications/{naudin,quitte)/*. Together with the factorization pack- 
ages is an implementation of the Yun’s and Musser’s algorithms for square-free de- 
composition in finite fields, or fields of characteristic 0. Each Axiom package comes 
together with a programming documentation designed in a literate programming style. 
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