Introduction
Let ( ; A; P ) be a probability space. That is, is a set, A is an algebra of subsets of , and P is a probability measure on A. Elements of A are events, and P is a map A ! [0; 1]. Ordered pairs (a; b) of elements of A, called conditional events and denoted (ajb), naturally arise in probabilistic considerations, and P induces a map from the set of those pairs by P (ajb) = P (a \ b)=P (b). (P (0j0) = 1:) Whereas in the set of events, various operations such as union, intersection, and complementation are available, a priori there are no such operations on the set of conditional events. Thus such statements as "the probability of a and b;" or "the probability of a or b" make sense and can be calculated in terms of the probabilities of a and b, while this is not the case for conditional events. What is lacking here are appropriate connectives between, or operations on, the set of conditional events. There has been some interest in providing such operations. A detailed review and extensive bibliography of such e¤orts is in Goodman, Nguyen, and Walker [2] . There are several interesting aspects to the problem. Just exactly what are "conditional events"? That is, how should they be modeled mathematically? What criteria should be used in de…ning operations on them? What should be demanded of the resulting algebraic structure? How should probabilities behave with respect to these operations? One particularly interesting and surprising aspect is a strong connection with three-valued logic. In this regard, [4] , [5] , and [6] are of particular interest. Monteiro ([6] , page 199) gives an analysis of the three-valued interpretation of our space of conditional events, using the representation C 2 of Section 3.
The purpose of this paper is twofold:
to provide a quick and straightforward development of the basic mathematical properties of one particular model of conditional events, and to list and to discuss brie ‡y all the models of conditional events in which the operations of union and intersection are commutative and idempotent.
The particular model we choose to develop has several equivalent versions. The version presented here is one whose relation to three-valued logic is analogous to that of Boolean algebras to classical two-valued logic, and has the added advantage that its operations are simple and intuitive, making the various properties of the model particularly easy to derive. This model has obvious extensions corresponding to higher order logics, but as yet these extensions are not developed.
There are only nine ways to extend the de…nition of union and nine ways to extend the de…nition of intersection from the set of events to the set of conditional events so that these operations are Boolean polynomials of their arguments and are commutative and idempotent. There is only one way to do this so that the resulting algebraic structure is a bounded lattice extension, and that is the one whose properties we will develop in some detail.
Boolean Algebras and Lattices
The basic mathematical structures with which we will deal are Boolean algebras, and lattices of various kinds. We begin with some de…nitions and terminology.
De…nition 1 Let A be a set with two binary operations _ and^; and a unary operation 0 . Consider the following conditions, for all a; b; c 2 A :
1. a _ a = a and a^a = a; (_ and^are idempotent.)
2. a _ b = b _ a and a^b = b^a; (_ and^are commutative.)
4. a _ (a^b) = a and a^(a _ b) = a; (These are the absorption identities.)
5. There are elements 0 and 1 in A such that 0 _ a = a and 1^a = a; (_ andĥ ave identities.)
6. For each element a in A, a^a 0 = 0 and a _ a 0 = 1; (Each element in A has a complement, or A is complemented.)
istribute over each other.)
If A satis…es conditions 1 through 4, then A is a lattice. If in addition 5 is satis…ed, then A is a bounded lattice. A bounded lattice satisfying 6 is a complemented lattice. A lattice satisfying 7 is a distributive lattice. If all the conditions 1 -7 are satis…ed, then A is a Boolean lattice, or Boolean algebra.
If A is a lattice, then de…ned by a b if ab = a is a partial order, and any two elements have a sup and an inf. Conversely, a partially ordered set such that any two elements have a sup and an inf satis…es conditions 1 -4 above if _ and^are de…ned by a _ b = sup(a; b) and a^b = inf(a; b). Thus a lattice may be speci…ed in two equivalent ways: as a set satisfying 1 -4, or as a partially ordered set in which any two elements have a sup and an inf.
The element a^b will usually be written simply as ab. The identities are unique, and each element a has only one complement a 0 . Also, a Boolean algebra satis…es DeMorgan's laws:
The generic example of a Boolean algebra is the set of all subsets of a given set, with _ and^de…ned to be union and intersection, respectively, and 0 to be ordinary set complement. Stone's representation theorem says that a Boolean algebra is a subalgebra of the algebra of all subsets of some set.
A Boolean algebra can be made into a ring by de…ning multiplication to be^and de…ning + by a+b = (a^b 0 )_(a 0^b ). The resulting ring is called a Boolean ring, and from it the original Boolean algebra is recovered by the equality a _ b = a + b + ab, making the study of Boolean algebras and Boolean rings equivalent. Boolean rings will make only a ‡eeting, though relevant appearance.
The Space of Conditional Events
Let A be a Boolean algebra, viewed for the moment as the set of events of a probability space. The …rst consideration is that of an appropriate representation of the set of conditional events ajb, where a, b 2 A. By now, it is generally agreed that one such representation is as equivalence classes of pairs (a; b) with (a; b) equivalent to (c; d) if ab = cd and b = d. That is, (ajb) = (cjd) if ab = cd and b = d. This is totally in line with intuition, and can be argued on several grounds. Since each equivalence class has exactly one representative (a; b) with a b, these equivalence classes are in one-to-one correspondence with the set of such pairs. There are several other such representations of the set of "conditional events". No matter which speci…c set C(A) is chosen to represent them, there must be a natural embedding of A into it, and then the goal is to extend the operations of A to C(A) so that the resulting structure is of mathematical interest and an e¤ective model of important physical situations. We begin by listing several such possible representations for the set of conditional events, together with an embedding of A into that representation. In each case, it is completely straightforward to verify that the mapping of A into the representation is one-to-one. Also listed is the probability of the event being represented. 
A ! C 4 (A) : a ! a + A0:
A ! C 6 (A) : a ! (a; a 0 ; 0):
Note that C 5 (A) and C 6 (A) are clearly in one-to-one correspondence, the third component of an element (a; b; c) in C 6 (A) being simply (a _ b) 0 . Our preferred representation is C 6 (A), or somewhat simpler notationally, C 5 (A). The representation C 6 (A) has the advantage, however, that it emphasizes the point that a conditional event is being represented by an ordered partition of 1 into three parts. The conditional event 0j0 is represented by the element (0; 0) in C 5 (A), and by the element (0; 0; 1) in C 6 (A). Perhaps this latter representation will dissuade one from envisioning 0j0 as some sort of mysterious "indeterminate form", to be treated much the same as the non-existent quotient 0=0. It is a concrete partition of A.
Below we list a one-to-one correspondence of C 5 (A) with each of the other representations. Each of these correspondences preserves the embeddings of A given above.
A theory of conditional events is developed in Goodman, Nguyen, and Walker [2] using the representation C 4 (A). That is, conditional events were modeled as cosets of principal ideals in the Boolean ring A. The operations introduced in C 4 (A) extending those of A were motivated by the facts that if a + I and b + J are cosets of the ideals I and J of A, with A being viewed as a Boolean ring, then the set unions and intersections
are again cosets. These are non-trivial and somewhat surprising. For principal ideals, the results are
Using the notation ajb for a + Ab 0 , these operations become
There are two distinct disadvantages to this representation. First, thinking of a conditional event as a coset of a principal ideal of a Boolean ring is not the most natural thing to do. Second, the operations on these cosets are a bit involved, even though they turn out to be "correct" ones. For example, verifying such elementary properties as the associative and distributive laws is tedious. There are other representations, for example, C 5 (A) (or C 6 (A)) which simultaneously are simpler conceptually, for which the corresponding operations are quite trivial, and which suggest immediate generalizations. The representation C 1 (A) has been examined in [Walker] , mainly from a point of view of motivating the extensions of the operations on A to it. From a probabilistic point of view, it is perhaps the most conceptually pleasing representation. In it, a conditional event is a pair ajb with a b. Starting from a probability space ( , A, P ), for b 2 A and P (b) 6 = 0, one has the probability space (b, Ab, P b ). Here b is a subset of the set , Ab = fab : a 2 Ag, and P b (ab) = P (ab)=P (b). In this probability space, an event is an element of the algebra Ab, and it makes sense to think of the conditional event ajb as the event ab in this latter probability space. Thus a conditional event is an event, but one must keep track of what probability space it is an event of. But this representation has the disadvantage that the operations on it are still complicated, while in other representations, the corresponding operations are quite simple, making the manipulation of conditional events quite easy.
In all our deliberations, we will use C 6 (A) to represent the set of conditional events, and we will develop the principal mathematical properties of conditional events using the operations corresponding to those in [2] and [8] . This set of operations will be motivated here by lattice theoretic considerations.
De…nition 2 Let A be a Boolean algebra. The space of conditional events is the set
Thus a conditional event is an ordered partition of 1 into three parts. The algebra A can be regarded as the set of ordered partitions of 1 into two parts, with the element a corresponding to the pair (a; a 0 ). We will abbreviate the element (a; b; c) of C(A) as (a; b) since each uniquely determines the other. As indicated above, A is embedded in C(A) as the set of elements (a; a 0 ; 0). There are many ways to extend the operations on A to ones on C(A). We begin by examining the simplest case, that is, the case where A is the Boolean algebra V = f0; 1g with two elements. Then The upshot is this. If we require that the extensions to C(V ) of the operations _ and^of V make it into a bounded lattice, and in addition that the identities of V coincide with those of C(V ), then there is exactly one way to make those extensions. Thus there is only one way to extend the operations _ and^on V to C(V ) so that C(V ) is a bounded lattice and the embedding of V into C(V ) is as a bounded lattice, (that is, the embedding respects _;^and the identities).
There are eight other ways to extend _ to C(V ), and eight other ways to extendt o C(V ); and we can just write them down. These will be elaborated on in Section 5:
We can view C(V ) as the truth space for a three-valued logic, and an extension of _ and of^then gives the truth tables for "or" and "and" for such a logic. There are a number of well known three-valued logics, and a good reference is Rescher [7] . One should note that _ and^on V gives truth tables for "or" and "and" for two valued logic, and these will be embedded in every extension of _ and^to C(V ). The truth tables for "or"and "and"for every well known three-valued have the two-valued truth table embedded in them. This means, for example, that the truth table for _ for every well-known three valued logic looks like x _ y 0 1 u 0 0 1 * 1 1 1 * u * * * with the usual interpretation of 0 for "false", 1 for "true", and u for "undecided". (They also all require that u _ u = u^u = u:) The extensions that correspond to "or" and "and" of well known three valued logics should be the most interesting ones. The extensions of _ and^to C(V ) that make C(V ) into a bounded lattice correspond to the truth tables for "or" and "and" of Heyting, Kleene, and Lukasiewicz [7] , correspond to the operations in [2] which were motivated by ring theoretic considerations, and correspond to the operations in [8] , which were argued on a combination of algebraic and probabilistic grounds.
Now to the general case, that is to the problem of extending _ and^to C(A). Whatever the de…nition (e; f ) of (a; b) _ (c; d) is, e and f are functions p and q of 
Thus _ on C(A) is given by the formula
Similarly,^on C(A) is given by the formula
There is something quite general going on here. Every Boolean algebra A contains V as a subalgebra, so C(A) contains C(V ). For any binary operation on C(V ), there is exactly one way to extend it to all of C(A) under the requirement that for Boolean polynomials p and q. In particular, every binary operation on C(V ) is given by a pair of such polynomials. All this will be elaborated on further in Section 5. A still more general discussion may be found in Section 3.4 of [2] .
Under the operations
and
it is very easy to check that C(A) is a bounded lattice. This representation with these operations corresponds to the representation via cosets and the operations on them given in [2] , and to the representation and operations given in [8] . The advantage of the present representation is that the operations are much simpler, making veri…ca-tions and manipulations rather trivial. Mathematically, the three are equivalent. In any case, we have the following theorem.
Theorem 3 Let A be a Boolean algebra and let C(A) = f(a; b) : ab = 0g. Then there is exactly one way to de…ne operations _ and^on C(A) which make it into a bounded lattice so that with p, q, r, and s Boolean polynomials, and so that
is a bounded lattice homomorphism. The operations on C(A) are
In the next section, we will discuss in some detail the structure of this bounded lattice.
The Lattice of Conditional Events
The bounded lattice C(A) with the operations just given is also distributive, which is routine to check. If it had a complement, it would be a Boolean algebra, but it doesn't. The 0 and 1 of C(A) are (0; 1) and (1; 0), respectively. If (a; b) were the complement of (0; 0), then (a; b)_(0; 0) = (a; 0) = (1; 0) and (a; b)^(0; 0) = (0; b) = (0; 1), whence a = b = 1, an impossibility since ab = 0. But C(A), though falling short of being a Boolean algebra, is much more that a bounded distributive lattice. There is a lattice theoretic notion of pseudocomplement. In a bounded lattice, b is a pseudocomplement of a if a^b = 0, and whenever a^c = 0, then c b. In other words, every element has a unique biggest element disjoint from it. If every element has a pseudocomplement, then the lattice is pseudocomplemented. There is a stronger notion, that of a relative pseudocomplement. An element b is a relative pseudocomplement of a with respect to c if a^b c, and whenever a^x c, then x b. If for every pair a and c, there is a relative pseudocomplement, then the lattice is said to be relatively pseudcomplemented. If a lattice is relatively pseudocomplemented, then it is pseudocomplemented. The relative pseudocomplement of a with respect to 0 is the pseudocomplement of a. We will denote the pseudocomplement of a relative to b by a b, and the pseudocomplement of a by a . If a distributive lattice is pseudocomplemented and a _ a = 1, then that lattice is a Stone algebra.
Theorem 4 (Goodman) Let A be a Boolean algebra. Then C(A) is a relatively pseudocomplemented Stone algebra.
Proof. We have already that C(A) is a distributive bounded lattice. For (a; b),
If 
, and the pseudocomplement of (a; b) with respect to
Letting c = 0 and d = 1, we get that the pseudocomplement of
Thus C(A) is a relatively pseudocomplemented Stone algebra.
Stone algebras are mathematical objects of considerable interest and have a nice theory. Gratzer [3] is a good reference for its lattice theoretic aspects. The Stone algebras C(A) are a very special kind, and now we are going to characterize them among all Stone algebras. It is not totally obvious that the original Boolean algebra A is recoverable from C(A): But it is, and these Stone algebras will become rather transparent via our characterization theorem. Some terminology is needed.
De…nition 5 Let S be a Stone algebra and its pseudocomplementation operator. The skeleton of S is S = fs 2 S : s 2 Sg; that is, the image of S under : The dense subset D(S) of S is the kernel of ; that is, D(S) = fs 2 S : s = 0g:
The pseudocomplementation operator, S ; and D(S) have a number of relevant properties. These properties are fairly easy to prove, and are in [3] . It is in terms of skeletons and dense sets that C(A) will be characterized.
Theorem 6 Let A be a Boolean algebra. Then
2. D(C(A)) = f(a; 0) : a 2 Ag: One consequence, of course is that D(C(A)) is a Boolean algebra, and we have an explicit isomorphism ' : (C(A)) ! D(C(A)): The isomorphism ' simply is the conjunction of an element of (C(A)) with the 0 of D(C(A)); which is the element (0; 0): This isomorphism is the characterizing feature of Stone algebras in order to be the space of conditional events of Boolean algebras. is an isomorphism.
Proof. That preserves the various operations is routine in every respect. If (s _ ; s _ ) = (t _ ; t _ ); then s _ = t _ ; and s _ = t _ ; and we need s = t: Now s = t since ' is an isomorphism. Since (s _ s ) = 0; s _ s is in D(S); and thus s _ s = s _ s _ = t _ t _ , from which it follows that s _ s = t _ t = t _ s : Multiplying through by s gives s = st: By symmetry, t = st; so s = t; and is one-to-one.
Let (x; y) 2 C(D(S)); let s _ = x; and t _ = y: Then
Now s _ t _ = s _ : Since xy = ; the complement of x in the Boolean algebra D(S) comes from the element s 2 S : That is, '(s ) = s _ is the complement in D(S) of x: Therefore s _ y = t _ : We have s t _ = (s _ )(t _ ) = t _ : Thus is onto and hence an isomorphism.
The upshot of this theorem is that any Stone algebra S satisfying the condition about the isomorphism between S and D(S) is the conditional event algebra of its dense subset (or of its skeleton). Those Stone algebras that are conditional event algebras of a Boolean algebra are thus determined in the class of all Stone algebras via a condition on their skeleton and dense subsets.
Of course, if the Boolean algebra A is isomorphic to B; then C(A) is isomorphic to C(B): Any isomorphism ' : A ! B induces the isomorphism : C(A) ! C(B) : (x; y) ! ('(x); '(y)): The following corollary is worth noting. Proof. Let : C(A) ! C(B) be an isomorphism. Then (x; x 0 ) = (y; y 0 ); since : (C(A)) ! (C(B)) must be an isomorphism. This gives an isomorphism ' : A ! B : x ! y: We will show that ' induces ; and for this we need that (x; y) = ('(x); '(y)) for all pairs (x; y) with x; y 2 A and xy = 0: We have (x; x 0 ) = ('(x); '(x 0 )); and note also that (0; 0) = ('(0); '(0)) since (0; 0) is the identity for the dense set of C(A): Now
Of course, the fact that A and B are isomorphic if their conditional algebras are follows also from the fact that A and B are isomorphic to the skeletons of these algebras.
Other Operations on the Space of Conditional Events
As we know, there are many ways to extend the operations on a Boolean algebra A to operations on C(A): We are going to write down all these ways, subject to the conditions that they be commutative and idempotent and that they be polynomial functions of their arguments. We begin by discussing all possible binary operations on C(A) that are such polynomials. Suppose that we have a binary operation
We require only that The result is this. A binary operation on C(A) for any Boolean algebra A; which is given by polynomials as just described, is uniquely determined by a binary operation on C(V ); that is by …lling out the table above. It should be noted that a pair of Boolean polynomials does indeed give a binary operation on C(V ), since Boolean polynomials at tuples of 0's and 1's give a 0 or a 1: In any case, there is a one-toone correspondence between binary operations on C(A) and these pairs of Boolean polynomials. There are 3 9 of them. But we are only interested in extending the operations of _ and^from V to A: As noted in Section 3, for _ this means …lling in the table a _ b Simpli…cations are made when possible. For example, the third one is the one we studied earlier.
Corresponding formulas for^may be gotten in the same way, or more simply, by dualizing. Let 0 : C(A) ! C(A ) be de…ned by (a; b) 0 = (b; a): Then for a particular _, de…ne^by the formula
Then^is idempotent, commutative, associative, and has an identity whenever _ has the corresponding property. Further, the two operations satisfy DeMorgan's laws with respect to the operation 0 : The following property, which is easily veri…ed, is worth noting. In any case, the nine ways to extend^so that they are idempotent and commutative are listed below, and the i-th^corresponds in the dualization (a; b) 0 = (b; a) to the i-th _ in the list above. These formulas below are for (a; b)^(c; d), and again, are simpli…ed whenever possible.
Below we list in pairs the tables for C(V ); the i-th pair corresponding to the i-th _ and the i-th^in the lists above. This is not meant to suggest that this is the only reasonable way to pair o¤ these operations to obtain an extension of A to C(A). It is a reasonable way, but only nine of the possible 81 pairings. We note the following properties of these pairs.
In each pair, (0; 1) is an identity for _ if and only if (1; 0) is an identity for^. The pairs for which these elements are identities are 1, 3, and 6.
In each pair, _ is associative if and only if^is associative. The pairs 1, 3, 4, and 9, are the associative ones.
None of the nine pairs listed is a lattice except the third pair, which gives a bounded lattice. (There are other pairs that form lattices, but no others of these particular 9.)
Since the only 3-element lattice is a chain, and since the operations on f0; 1g must be preserved in its embedding into C(A); the only lattices that can arise are the three given by the picture
The …rst is given by the _ and^of 3. The second is given by the _ of 1 and the^of 9: The third is given by the _ of 9 and the^of 1: They are of course all Stone algebras, and the operations on C(A) given by the formulas indicated make C(A) into a Stone algebra. For example, the operations given by
make C(A) into a Stone algebra. But the identities of this Stone algebra are (0; 1) and (0; 0); so the embedding of A into C(A) is not a bounded lattice embedding. It is true, however, that this Stone algebra and the one given by the operations of 3 are isomorphic.
The _ and^of pair 1 give the "or" and "and" of the three valued logic of Bochvar.
The _ and^of pair 3 give the "or" and "and" of the three valued logics of Heyting, Kleene, and Lukasiewicz.
The _ and^of pair 9 give the "or" and "and" of the three valued logic of Sobocinski. This is the system studied extensively by Calabrese [1] .
DeMorgan's laws hold with respect to the "duality" (a; b) 0 = (b; a) for any of the i-th pairs. That is, if (a; b) 0 = (b; a), then for the i-th pair of formulas for _ and^, (x _ y) 0 = x 0^y0 and (x^y) 0 = x 0 _ y 0 : The result of this last property is that if we require that DeMorgan's laws hold for this "duality" 0 ; then there are only nine ways to extend the pair _ and^from any Boolean algebra A to C(A); and these are the nine pairs above. Further, there is only one such way that gives rise to a lattice, and that lattice is a relatively pseudocomplemented Stone algebra. That extension is the third pair above, and the one we studied in earlier sections.
There may well be other interesting algebraic systems formed using various combinations of these operations on C(A). But in any case, the nine listed for _ and the nine listed for^are the only extensions of these operations from A to C(A) that are given by Boolean polynomials and are associative, commutative, and idempotent.
Probability on the Space of Conditional Events
Given a probability P on the Boolean algebra A; the function extends to one on the space of conditional events C(A) by taking conditional probability. In our representation of conditional events, this means that P (a; b) = P (a)=P (a _ b). We take P (0; 0) = 1 for convenience. With respect to our operations _ and^on conditionals, does P behave properly? First, C(A) is not a Boolean algebra, so P cannot be expected to behave as a probability function. However, it does have some fundamental intuitively appealing properties. These are easy to verify. For the …rst, P ((a; b) _ (c; d)) = P (a _ c; bd) = P (a _ c)=P (a _ c _ bd) = (P (a) + P (c) P (ac))=(P (a) + P (c) P (ac) + P (bd) P (a)=(P (a) + P (bd)) P (a)=(P (a _ bd)) P (a)=P (a _ b) = P (a; b):
The second follows similarly. For the third, P (a; b) = P ((a; b)(c; d)) P (c; d) by the second.
The most frequently pointed out pecularity of P on C(A) is that if bd = 0; then P ((a; b) _ (c; d)) = P (a _ c)=P (a _ c _ bd) = P (a _ c)=P (a _ c) = 1:
Considering conditional events as entities xjy with the usual interpretation, this translates to P ((ajb) _ (cjd)) = 1 whenever bd a _ c, and in particular whenever bd = 0:
In arriving at operations on C(A); one could make demands initially on the behavior of P with respect to the operations. This was done in [8] , where the same operations were arrived at via a combination of algebraic and probabilistic justi…ca-tions.
There are many ways to model conditional events. The ultimate worth of any such model will be its mathematical interest coupled with its usefulness in real world applications. The …nal word is not yet out.
