This paper compares the performance of the maximum-simulated likelihood (MSL) approach with the composite marginal likelihood (CML) approach in multivariate ordered-response situations. The ability of the two approaches to recover model parameters in simulated data sets is examined, as is the efficiency of estimated parameters and computational cost. Overall, the simulation results demonstrate the ability of the Composite Marginal Likelihood (CML) approach to recover the parameters very well in a 5-6 dimensional ordered-response choice model context. In addition, the CML recovers parameters as well as the MSL estimation approach in the simulation contexts used in the current study, while also doing so at a substantially reduced computational cost. Further, any reduction in the efficiency of the CML approach relative to the MSL approach is in the range of non-existent to small. When taken together with its conceptual and implementation simplicity, the CML approach appears to be a promising approach for the estimation of not only the multivariate ordered-response model considered here, but also for other analytically-intractable econometric models.
INTRODUCTION
Ordered response model systems are used when analyzing ordinal discrete outcome data that may be considered as manifestations of an underlying scale that is endowed with a natural ordering. Examples include ratings data (of consumer products, bonds, credit evaluation, movies, etc.), or likert-scale type attitudinal/opinion data (of air pollution levels, traffic congestion levels, school academic curriculum satisfaction levels, teacher evaluations, etc.), or grouped data (such as bracketed income data in surveys or discretized rainfall data), or count data (such as the number of trips made by a household, the number of episodes of physical activity pursued by an individual, and the number of cars owned by a household). In all of these situations, the observed outcome data may be considered as censored (or coarse) measurements of an underlying latent continuous random variable. The censoring mechanism is usually characterized as a partitioning or thresholding of the latent continuous variable into mutually exclusive (non-overlapping) intervals. The reader is referred to McKelvey and Zavoina (1971) and Winship and Mare (1984) for some early expositions of the ordered-response model formulation, and Liu and Agresti (2005) for a survey of recent developments. The reader is also referred to a forthcoming book by Greene and Hensher (2010) for a comprehensive history and treatment of the ordered-response model structure. These recent reviews indicate the abundance of applications of the orderedresponse model in the sociological, biological, marketing, and transportation sciences, and the list of applications only continues to grow rapidly.
While the applications of the ordered response model are quite widespread, much of these are confined to the analysis of a single outcome, with a sprinkling of applications associated with two and three correlated ordered-response outcomes. Some very recent studies of two correlated ordered-response outcomes include Scotti (2006) , Mitchell and Weale (2007) , Scott and Axhausen (2006) , and LaMondia and Bhat (2009) . 1 The study by Scott and Kanaroglou (2002) represents an example of three correlated ordered-response outcomes. But the examination of more than two to three correlated outcomes is rare, mainly because the extension to an arbitrary number of correlated ordered-response outcomes entails, in the usual likelihood function approach, integration of dimensionality equal to the number of outcomes. On the other hand, there are many instances when interest may be centered around analyzing several orderedresponse outcomes simultaneously, such as in the case of the number of episodes of each of several activities, or satisfaction levels associated with a related set of products/services, or multiple ratings measures regarding the state of health of an individual/organization (we will refer to such outcomes as cross-sectional multivariate ordered-response outcomes). There are also instances when the analyst may want to analyze time-series or panel data of orderedresponse outcomes over time, and allow flexible forms of error correlations over these outcomes.
For example, the focus of analysis may be to examine rainfall levels (measured in grouped categories) over time in each of several spatial regions, or individual stop-making behavior over multiple days in a week, or individual headache severity levels at different points in time (we will refer to such outcomes as panel multivariate ordered-response outcomes).
In the analysis of cross-sectional and panel ordered-response systems with more than three outcomes, the norm until very recently has been to apply numerical simulation techniques based on a maximum simulated likelihood (MSL) approach or a Bayesian inference approach.
However, such simulation-based approaches become impractical in terms of computational time, or even infeasible, as the number of ordered-response outcomes increases. Even if feasible, the numerical simulation methods do get imprecise as the number of outcomes increase, leading to convergence problems during estimation. As a consequence, another approach that has seen some (though very limited) use recently is the composite marginal likelihood (CML) approach.
This is an estimation technique that is gaining substantial attention in the statistics field, though there has relatively little coverage of this method in econometrics and other fields. The CML method, which belongs to the more general class of composite likelihood function approaches, is based on forming a surrogate likelihood function that compounds much easier-to-compute, lower-dimensional, marginal likelihoods. The CML method is easy to implement and has the advantage of reproducibility of results. Under usual regularity assumptions, the CML estimator is consistent and asymptotically normal distributed. The maximum CML estimator should lose some efficiency from a theoretical perspective relative to a full likelihood estimator, but this efficiency loss appears to be empirically minimal (see Zhao and Joe, 2005; Lele, 2006; Joe and Lee, 2009) . 2 Besides, the simulation estimation methods for evaluating the analytically intractable likelihood function also leads to a loss in estimator efficiency.
The objective of this paper is on introducing the CML inference approach to estimate general panel models of ordered-response. We also compare the performance of the maximumsimulated likelihood (MSL) approach with the composite marginal likelihood (CML) approach in ordered-response situations when the MSL approach is feasible. We use simulated data sets with known underlying model parameters to evaluate the two estimation approaches. The ability of the two approaches to recover model parameters is examined, as is the sampling variance and the simulation variance of parameters in the MSL approach relative to the sampling variance in the CML approach. The computational costs of the two approaches are also presented.
The rest of this paper is structured as follows. In the next section, we present the structures of the cross-sectional and panel multivariate ordered-response systems. Section 3 discusses the simulation estimation methods (with an emphasis on the MSL approach) and the CML estimation approach. Section 4 presents the experimental design for the simulation experiments, while Section 5 discusses the results. Section 6 concludes the paper by highlighting the important findings.
THE MULTIVARIATE ORDERED RESPONSE SYSTEM

The Cross-Sectional Multivariate Ordered-Response Probit (CMOP) Formulation
Let q be an index for individuals (q = 1, 2, …, Q, where Q denotes the total number of individuals in the data set), and let i be an index for the ordered-response variable (i = 1, 2, …, I,
where I denotes the total number of ordered-response variables for each individual). Let the observed discrete (ordinal) level for individual q and variable i be m qi (m qi may take one of K i values; i.e., m qi ∈{1, 2, …, K i } for variable i). In the usual ordered response framework notation, we write the latent propensity ( * qi y ) for each ordered-response variable as a function of relevant covariates and relate this latent propensity to the observed discrete level m qi through threshold bounds (see McKelvey and Zavoina, 1975) : 
where qi x is a (L×1) vector of exogenous variables (not including a constant), i β is a corresponding (L×1) vector of coefficients to be estimated, qi ε is a standard normal error term, and qi m i θ is the upper bound threshold for discrete level m qi of variable i
The off-diagonal terms of Σ capture the error covariance across the underlying latent continuous variables; that is, they capture the effects of common unobserved factors influencing the underlying latent propensities. These are the so-called polychoric correlations between pairs of observed ordered-response variables. Of course, if all the correlation parameters (i.e., offdiagonal elements of Σ), which we will stack into a vertical vector Ω, are identically zero, the model system in Equation (1) collapses to independent ordered response probit models for each variable. Note that the diagonal elements of Σ are normalized to one for identification purposes.
The parameter vector (to be estimated) of the cross-sectional multivariate probit model is 
). The term q u represents an individualspecific random term, assumed to be normally distributed with mean zero and variance .
The net result of the specification above is that the joint 3 In this paper, we assume that the number of panel observations is the same across individuals. Extension to the case of different numbers of panel observations across individuals does not pose any substantial challenges. However, the efficiency of the composite marginal likelihood (CML) approach depends on the weights used for each individual in the case of varying number of observations across individuals (see Kuk and Nott, 2000; Joe and Lee, 2009 provide a recent discussion and propose new weighting techniques). But one can simply put a weight of one without any loss of generality for each individual in the case of equal number of panel observations for each individual. In our paper, the focus is on comparing the performance of the maximum simulated likelihood approach with the CML approach, so we steer clear of issues related to optimal weights for the CML approach by considering the "equal observations across individuals" case. The standard random-effects ordered-response model of Equation (4) allows easy estimation, since one can write the probability of the sequence of observed ordinal responses across the multiple observations on the same individual, conditional on q u , as the product of standard ordered-response model probabilities, and then integrate the resulting probability over the range of normally distributed q u values for each individual. This results in only a onedimensional integral for each individual, which can be easily computed using numerical quadrature methods. However, the assumption of equal correlation across the multiple observations on the same individual is questionable, especially for medium-to-long individualspecific series. An alternative would be to allow serial correlation within each subject-specific series of observations, as proposed by Varin and Czado (2010 4 Note that one can also use more complicated autoregressive structures of order p for the error terms, or use more general structures for the error correlation. For instance, while we focus on a time series context, in spatial contexts related to ordered-response modeling, Bhat et al. (2010) developed a specification where the correlation in physical activity between two individuals may be a function of several measures of spatial proximity and adjacency. 
OVERVIEW OF ESTIMATION APPROACHES
As indicated in Section 1, models that require integration of more than three dimensions in a multivariate ordered-response model are typically estimated using simulation approaches, though some recent studies have considered a composite marginal likelihood approach. Sections 3.1 and 3.2 provide an overview of each of these two approaches in turn.
Simulation Approaches
Two broad simulation approaches may be identified in the literature for multivariate ordered response modeling. One is based on a frequentist approach, while the other is based on a Bayesian approach. We provide an overview of these two approaches in the next two sections (Section 3.1.1 and Section 3.1.2), and then (in Section 3.1.3) discuss the specific simulation approaches used in the current paper for estimation of the multivariate ordered-response model systems.
The Frequentist Approach
In the context of a frequentist approach, Bhat and Srinivasan (2005) suggested a maximum simulated likelihood (MSL) method for evaluating the multi-dimensional integral in a crosssectional multivariate ordered response model system, using quasi-Monte Carlo simulation methods proposed by Bhat (2001; . In their approach, Bhat and Srinivasan (BS) partition the overall error term into one component that is independent across dimensions and another mixing component that generates the correlation across dimensions. The estimation proceeds by conditioning on the error components that cause correlation effects, writing the resulting conditional joint probability of the observed ordinal levels across the many dimensions for each individual, and then integrating out the mixing correlated error components. An important issue is to ensure that the covariance matrix of the mixing error terms remains in a correlation form (for identification reasons) and is positive definite, which BS maintain by writing the likelihood function in terms of the elements of the Cholesky decomposed-matrix of the correlation matrix of the mixing normally distributed elements and parameterizing the diagonal elements of the Cholesky matrix to guarantee unit values along the diagonal. Another alternative and related MSL method would be to consider the correlation across error terms directly without partitioning the error terms into two components. This corresponds to the formulation in Equations (1) and (2) of the current paper. Balia and Jones (2008) adopt such a formulation in their eightdimensional multivariate probit model of lifestyles, morbidity, and mortality. They estimate their model using a Geweke-Hajivassiliou-Keane (GHK) simulator (the GHK simulator is discussed in more detail later in this paper). However, it is not clear how they accommodated the identification sufficiency condition that the covariance matrix be a correlation matrix and be positive definite. But one can use the GHK simulator combined with BS's approach to ensure unit elements along the diagonal of the covariance matrix. Yet another MSL method to approximate the multivariate rectangular (i.e., truncated) normal probabilities in the likelihood functions of Equation (3) and (5) is based on the Genz-Bretz (GB) algorithm (also discussed in more detail later). In concept, all these MSL methods can be extended to any number of correlated ordered-response outcomes, but numerical stability, convergence, and precision problems start surfacing as the number of dimensions increase.
The Bayesian Approach
Chen and Dey (2000), Herriges et al. (2008) , Jeliazkov et al. (2008) , and Hasegawa (2010) have considered an alternate estimation approach for the multivariate ordered response system based on the posterior mode in an objective Bayesian approach. As in the frequentist case, a particular challenge in the Bayesian approach is to ensure that the covariance matrix of the parameters is in a correlation form, which is a sufficient condition for identification. Chen and Dey proposed a reparametization technique that involves a rescaling of the latent variables for each orderedresponse variable by the reciprocal of the largest unknown threshold. Such an approach leads to an unrestricted covariance matrix of the re-scaled latent variables, allowing for the use of standard Markov Chain Monte Carlo (MCMC) techniques for estimation. In particular, the Bayesian approach is based on assuming prior distributions on the non-threshold parameters, reparameterizing the threshold parameters, imposing a standard conjugate prior on the reparameterized version of the error covariance matrix and a flat prior on the transformed threshold, obtaining an augmented posterior density using Baye's Theorem for the reparameterized model, and fitting the model using a Markov Chain Monte Carlo (MCMC) method. Unfortunately, the method remains cumbersome, requires extensive simulation, and is time-consuming. Further, convergence assessment becomes difficult as the number of dimensions increase. For example, Muller and Czado (2005) used a Bayesian approach for their panel multivariate ordered-response model, and found that the standard MCMC method exhibits bad convergence properties. They proposed a more sophisticated group move multigrid MCMC technique, but this only adds to the already cumbersome nature of the simulation approach. In this regard, both the MSL and the Bayesian approach are "brute force" simulation techniques that are not very straightforward to implement and can create convergence assessment problems.
Simulators Used in the Current Paper
In the current paper, we use the frequentist approach to compare simulation approaches with the composite marginal likelihood (CML) approach. Frequentist approaches are widely used in the literature, and are included in several software programs that are readily available. Within the frequentist approach, we test two MSL methods with the CML approach, just to have a comparison of more than one MSL method with the CML approach. The two MSL methods we select are among the most effective simulators for evaluating multivariate normal probabilities.
Specifically, we consider the Geweke-Hajivassiliou-Keane (GHK) simulator for the CMOP model estimation in Equation (3), and the Genz-Bretz (GB) simulator for the PMOP model estimation in Equation (5).
The Geweke-Hajivassiliou-Keane Probability Simulator for the CMOP Model
The GHK is perhaps the most widely used probability simulator for integration of the multivariate normal density function, and is particularly well known in the context of the estimation of the multivariate unordered probit model. It is named after Geweke (1991) , Hajivassiliou (Hajivassiliou and McFadden, 1998) , and Keane (1990 Keane ( , 1994 . Train (2003) provides an excellent and concise description of the GHK simulator in the context of the multivariate unordered probit model. In the current paper, we adapt the GHK simulator to the case of the multivariate ordered-response probit model. The GHK simulator is based on directly approximating the probability of a multivariate rectangular region of the multivariate normal density distribution. To apply the simulator, we first write the likelihood function in Equation (3) as follows: 
Also, write the error terms in Equation (2) as:
where L is the lower triangular Cholesky decomposition of the correlation matrix Σ, and v q terms are independent and identically distributed standard normal deviates (i.e., v q ~ N[0,I I ]). Each (unconditional/conditional) probability term in Equation (7) can be written as follows: An unbiased estimator of the likelihood function for individual q is obtained as:
is an estimate of Equation (6) 
The covariance matrix of parameters is estimated using the inverse of the sandwich information matrix (i.e., using the robust asymptotic covariance matrix estimator associated with quasi-maximum likelihood; see McFadden and Train, 2000) .
The likelihood function (and hence, the log-likelihood function) mentioned above is parameterized with respect to the parameters of the Cholesky decomposition matrix L rather than the parameters of the original covariance parameter Σ. This ensures the positive definiteness of Σ, but also raises two new issues: (1) the parameters of the Cholesky matrix L should be such that Σ should be a correlation matrix, and (2) the estimated parameter values (and asymptotic covariance matrix) do not correspond to Σ, but to L. The first issue is overcome by parameterizing the diagonal terms of L as shown below (see Bhat and Srinivasan, 2005) : 
The second issue is easily resolved by estimating Σ from the convergent values of the Cholesky decomposition parameters (Σ=LL'), and then running the parameter estimation procedure one more time with the likelihood function parameterized with the terms of Σ.
The GB Simulator for the PMOP Model
An alternative simulation-based approximation of multivariate normal probabilities is provided by the Genz-Bretz algorithm (Genz and Bretz, 1999) . At the first step, this method transforms the original hyper-rectangle integral region to an integral over a unit hypercube, as described in Genz (1992) . The transformed integral region is filled in by randomized lattice rules using a number of points depending on the integral dimension and the desired precision. Robust integration error bounds are then derived by means of additional shifts of the integration nodes in random directions (this is similar to the generation of randomized Halton sequences, as described in Bhat, 2003 , but with randomized lattice points rather than Halton points). The additional random shifts are employed to compute simulation errors using 10 sets of randomized lattice points for each individual. The interested reader is referred to Genz (2003) for details.
More recently, Genz's algorithm has been further developed by Genz and Bretz (2002) . The GB approach implemented in the R routine is based on a check to ensure these conditions hold. If they do not hold (that is, the BHHH algorithm implemented in the R routine is trying to go outside the allowed parameter space), the algorithm reduces the "Newton-Raphson step" by half size to return the search direction within the parameter space.
The Composite Marginal Likelihood Technique -The Pairwise Marginal Likelihood
Inference Approach
The composite marginal likelihood (CML) estimation approach is a relatively simple approach that can be used when the full likelihood function is near impossible or plain infeasible to evaluate due to the underlying complex dependencies. For instance, in a recent application, Varin and Czado (2010) examined the headache pain intensity of patients over several consecutive days. In this study, a full information likelihood estimator would have entailed as many as 815 dimensions of integration to obtain individual-specific likelihood contributions, an infeasible proposition using the computer-intensive simulation techniques. As importantly, the accuracy of simulation techniques is known to degrade rapidly at medium-to-high dimensions, and the simulation noise increases substantially. This leads to convergence problems during estimation.
In contrast, the CML method, which belongs to the more general class of composite likelihood function approaches (see Lindsay, 1988) , is based on forming a surrogate likelihood function that compounds much easier-to-compute, lower-dimensional, marginal likelihoods. The CML approach can be applied using simple optimization software for likelihood estimation. It also represents a conceptually and pedagogically simpler simulation-free procedure relative to simulation techniques, and has the advantage of reproducibility of the results. Finally, as indicated by Varin and Vidoni (2009) , it is possible that the "maximum CML estimator can be consistent when the ordinary full likelihood estimator is not". This is because the CML procedures are typically more robust and can represent the underlying low-dimensional process of interest more accurately than the low dimensional process implied by an assumed (and imperfect) high-dimensional multivariate model. (2007) . Alternatively, the analyst can also consider larger subsets of observations, such as triplets or quadruplets or even higher dimensional subsets (see Engler et al., 2006 and Caragea and Smith, 2007) . In general, the issue of whether to use pairwise likelihoods or higher-dimensional
likelihoods remains an open, and under-researched, area of research. However, it is generally agreed that the pairwise approach is a good balance between statistical and computation efficiency.
The properties of the CML estimator may be derived using the theory of estimating equations (see Cox and Reid, 2004) . Specifically, under usual regularity assumptions (Molenberghs and Verbeke, 2005, page 191) , the CML estimator is consistent and asymptotically normal distributed (this is because of the unbiasedness of the CML score function, which is a linear combination of proper score functions associated with the marginal event probabilities forming the composite likelihood). 5 Of course, the maximum CML estimator loses some asymptotic efficiency from a theoretical perspective relative to a full likelihood estimator (Lindsay, 1988; Zhao and Joe, 2005) . On the other hand, there is also a loss in 5 Intuitively, in the pairwise CML approach used in the current paper, the surrogate likelihood function represented by the CML function is the product of the marginal likelihood functions formed by each pair of ordinal variables. In general, maximization of the original likelihood function will result in parameters that tend to maximize each pairwise likelihood function. Since the CML is the product of pairwise likelihood contributions, it will therefore provide consistent estimates. Another equivalent way to see this is to assume we are discarding all but two randomly selected ordinal variables in the original likelihood function. Of course, we will not be able to estimate all the model parameters from two random ordinal variables, but if we could, the resulting parameters would be consistent because information (captured by other ordinal variables) is being discarded in a purely random fashion. The CML estimation procedure works similarly, but combines all ordinal variables observed two at a time, while ignoring the full joint distribution of the ordinal variables.
asymptotic efficiency in the maximum simulated likelihood (MSL) estimator relative to a full likelihood estimator (see McFadden and Train, 2000) . Given the full likelihood estimator has to be approximated using simulation techniques in a multivariate ordered-response system of dimensionality more than 3, it is of interest to compare the MSL and CML estimators in terms of asymptotic efficiency.
Earlier applications of the CML approach (and specifically the pairwise likelihood approach) to multivariate ordered-response systems include de Leon (2005) and Ferdous et al. (2010) in the context of cross-sectional multivariate ordered-response probit (CMOP) systems, and Varin and Vidoni (2006) and Varin and Czado (2010) in the context of panel multivariate ordered-response probit (PMOP) systems. Bhat et al. (2010) also use a CML approach to estimate their multivariate ordered-response probit system in the context of a spatially dependent ordered response outcome variable. In this study, we do not use the high multivariate dimensionality of most of these earlier studies. Rather, we consider relatively lower multivariate dimensionality simulation situations, so that we are able to estimate the models using MSL techniques too.
Pairwise Likelihood Approach for the CMOP Model
The pairwise marginal likelihood function for individual q may be written for the CMOP model as follows: 
The pairwise estimator ˆC ML δ obtained by maximizing the logarithm of the pairwise marginal likelihood function with respect to the vector δ is consistent and asymptotically normal distributed with asymptotic mean δ and covariance matrix given by the inverse of Godambe's (1960) sandwich information matrix ) (δ G (see Zhao and Joe, 2005) :
can be estimated in a straightforward manner at the CML estimate (ˆC ML δ ): 
In general, and as confirmed later in the simulation study, we expect that the ability to recover and pin down the parameters will be a little more difficult for the correlation parameters in Σ (when the correlations are low) than for the slope and threshold parameters, because the correlation parameters enter more non-linearly in the likelihood function.
Pairwise Likelihood Approach for the PMOP Model
The pairwise marginal likelihood function for individual q may be written for the PMOP model As in the CMOP case, we expect that the ability to recover and pin down the parameters will be a little more difficult for the correlation parameter ρ (when ρ is low) than for the slope and threshold parameters.
Positive-Definiteness of the Implied Multivariate Correlation Matrix
A point that we have not discussed thus far in the CML approach is how to ensure the positivedefiniteness of the symmetric correlation matrix Σ (in the CMOP model) and q R (in the PMOP model). This is particularly an issue for Σ in the CMOP model, so we will discuss this mainly in the context of the CMOP model. Maintaining a positive-definite matrix for q R in the PMOP model is relatively easy, so we only briefly discuss the PMOP case toward the end of this section.
There are three ways that one can ensure the positive-definiteness of the Σ matrix. The first technique is to use Bhat and Srinivasan's technique of reparameterizing Σ through the Cholesky matrix, and then using these Cholesky-decomposed parameters as the ones to be estimated. Within the optimization procedure, one would then reconstruct the Σ matrix, and then In the CMOP CML analysis of the current paper, we used an unconstrained optimization routine and ensured that the implied multivariate correlation matrix at convergence was positivedefinite. In the PMOP CML analysis of the current paper, we again employed an unconstrained 
The CMOP Model
To compare and evaluate the performance of the GHK and the CML estimation techniques, we undertake a simulation exercise for a multivariate ordered response system with five ordinal variables. Further, to examine the potential impact of different correlation structures, we undertake the simulation exercise for a correlation structure with low correlations and another with high correlations. For each correlation structure, the experiment is carried out for 20 independent data sets with 1000 data points. Pre-specified values for the δ vector are used to generate samples in each data set.
In the set-up, we use three exogenous variables in the latent equation for the first, third, and fifth ordered-response variables, and four exogenous variables for the second and fourth with predefined positive-definite low error correlation structure ( low Σ ) and high error correlation structure ( high Σ ) as follows: As mentioned earlier, the above data generation process is undertaken 20 times with different realizations of the random error term to generate 20 different data sets. The CML estimation procedure is applied to each data set to estimate data-specific values of the δ vector.
The GHK simulator is applied to each dataset using 100 draws per individual of the randomized Halton sequence. 6 In addition, to assess and to quantify simulation variance, the GHK simulator is applied to each dataset 10 times with different (independent) randomized Halton draw sequences. This allows us to estimate simulation error by computing the standard deviation of estimated parameters among the 10 different GHK estimates on the same data set.
A few notes are in order here. We chose to use a setting with five ordinal variables so as to keep the computation time manageable for the maximum simulated likelihood estimations (going to, for example, 10 ordinal variables will increase computation time substantially, especially since more number of draws per individual may have to be used; note also that we have a total of 400 MSL estimation runs just for the five ordinal variable case in our experimental design). At the same time, a system of five ordinal variables leads to a large enough dimensionality of integration in the likelihood function where simulation estimation has to be used. Of course, one can examine the effect of varying the number of ordinal variables on the performance of the MSL and CML estimation approaches. In this paper, we have chosen to focus on five dimensions, and examine the effects of varying correlation patterns and different model formulations (corresponding to cross-sectional and panel settings). A comparison with higher numbers of ordinal variables is left as a future exercise. However, in general, it is well known that MSL estimation gets more imprecise as the dimensionality of integration increases. On the other hand, our experience with CML estimation is that the performance does not degrade very much as the number of ordinal variables increases (see Ferdous et al., 2010) . Similarly, one can examine the effect of varying numbers of draws for MSL estimation. Our choice of 100 draws per individual was based on experimentation with different numbers of draws for the first data 6 Bhat (2001) used Halton sequence to estimate mixed logit models, and found that the simulation error in estimated parameters is lower with 100 Halton draws than with 1000 random draws (per individual). In our study, we carried out the GHK analysis of the multivariate ordered-response model with 100 randomized Halton draws as well as 500 random draws per individual, and found the 100 randomized Halton draws case to be much more accurate/efficient as well as much less time-consuming. So, we present only the results of the 100 randomized Halton draws case here.
set. We found little improvement in ability to recover parameters or simulation variance beyond 100 draws per individual for this data set, and thus settled for 100 draws per individual for all data sets (as will be noted in the results section, the CMOP MSL estimation with 100 draws per individual indeed leads to negligible simulation variance). Finally, we chose to use three to four exogenous variables in our experimental design (rather than use a single exogenous variable) so that the resulting simulation data sets would be closer to realistic ones where multiple exogenous variables are employed.
The PMOP Model
For the panel case, we consider six observations (J = 6) per individual, leading to a six- . To examine the impact of different magnitudes of the autoregressive correlation parameter, we undertake the simulation exercise for two different values of ρ : 0.3 and 0.7. For each correlation parameter, the experiment is carried out for 100 independent data sets with 200 data points (i.e., individuals). 7 Note that we use more independent data sets for the panel case than the cross-sectional case, because the number of individuals in the panel case is fewer than the number of individuals in the cross-sectional case. Essentially, the intent is to retain the same order of sampling variability in the two cases across individuals and data sets (the product of the number of observations per data set and the number of data sets is 20,000 in the cross-sectional and the panel cases). Further, the lower number of data sets in the cross-sectional case is helpful because maximum simulated likelihood is more expensive relative to the panel case, given that the number of parameters to be estimated is substantially more than in the panel case. Note also that the dimensionality of the correlation matrices is about the same in the cross-sectional and panel cases. We use T = 6 in the panel case because the serial correlation gets manifested in the last five of the six observations for each individual. The first observation error term ε q1 for each individual q is randomly drawn from the normal distribution with variance σ 2 . The above data generation process is undertaken 100 times with different realizations of the random error terms q u and qj ε to generate 100 different data sets. The CML estimation procedure is applied to each data set to estimate data-specific values of the δ vector. The GB simulator is applied to each data set 10 times with different (independent) random draw sequences. This allows us to estimate simulation error by computing the standard deviation of estimated parameters among the 10 different GB estimates on the same data set. The algorithm is tuned with an absolute error tolerance of 0.001 for each six-dimensional integral forming the likelihood. The algorithm is adaptive in that it starts with few points and then increases the number of points per individual until the desired precision is obtained, but with the constraint that the maximal number of draws is 25,000.
PERFORMANCE COMPARISON BETWEEN THE MSL AND CML APPROACHES
In this section, we first identify a number of performance measures and discuss how these are computed for the MSL approach (GHK for CMOP and GB for PMOP) and the CML approach.
The subsequent sections present the simulation and computational results.
Performance Measures
The steps discussed below for computing performance measures are for a specific correlation matrix pattern. For the CMOP model, we consider two correlation matrix patterns, one with low correlations and another with high correlations. For the PMOP model, we consider two correlation patterns, corresponding to the autoregressive correlation parameter values of 0.3 and 0.7.
MSL Approach
(1) Estimate the MSL parameters for each data set s (s = 1, 2, …, 20 for CMOP and s = 1, 2, …, 100 for PMOP; i.e., S = 20 for CMOP and S = 100 for PMOP) and for each of 10 independent draws, and obtain the time to get the convergent values and the standard errors. Note combinations for which convergence is not achieved. Everything below refers to cases when convergence is achieved. Obtain the mean time for convergence (TMSL) and standard deviation of convergence time across the converged runs and across all data sets (the time to convergence includes the time to compute the covariance matrix of parameters and the corresponding parameter standard errors).
(2) For each data set s and draw combination, estimate the standard errors (s.e.) of parameters (using the sandwich estimator). (5) For each data set s, compute the median s.e. for each model parameter across the draws. Call this MSED, and then take the mean of the MSED values across the R data sets and label this as the asymptotic standard error (essentially this is the standard error of the distribution of the estimator as the sample size gets large). Note that we compute the median s.e. for each model parameter across the draws and label it as MSED rather than computing the mean s.e. for each model parameter across the draws. This is because, for some draws, the estimated standard errors turned out to be rather large relative to other independent standard error estimates for the same dataset. On closer inspection, this could be traced to the unreliability of the numeric Hessian used in the sandwich estimator computation. This is another bothersome issue with MSL --it is important to compute the covariance matrix using the sandwich estimator rather than using the inverse of the crossproduct of the first derivatives (due to the simulation noise introduced when using a finite number of draws per individual in the MSL procedure; see McFadden and Train, 2000) .
Specifically, using the inverse of the cross-product of the first derivatives can substantially underestimate the covariance matrix. But coding the analytic Hessian (as part of computing the sandwich estimator) is extremely difficult, while using the numeric Hessian is very unreliable. Craig (2008) also alludes to this problem when he states that "(...) the randomness that is inherent in such methods [referring here to the GB algorithm, but applicable in general to MSL methods] is sometimes more than a minor nuisance." In particular, even when the log-likelihood function is computed with good precision so that the simulation error in estimated parameters is very small, this is not always adequate to reliably compute the numerical Hessian. To do so, one will generally need to compute the log-likelihood with a substantial level of precision, which, however, would imply very high computational times even in low dimensionality situations. Finally, note that the mean asymptotic standard error is a theoretical approximation to the finite sample standard error, since, in practice, one would estimate a model on only one data set from the field. (4) Compute the standard deviation of the CML parameter estimates across the data sets and label this as the finite sample standard error (essentially, this is the empirical standard error). "parameter estimates"). In the low correlation case, the absolute percentage bias (APB) ranges from 0.03% to 15.95% (overall mean value of 2.21% -see last row of table under the column titled "absolute percentage bias") across parameters for the MSL approach, and from 0.00% to 12.34% (overall mean value of 1.92%) across parameters for the CML approach. In the high correlation case, the APB ranges from 0.02% to 5.72% (overall mean value of 1.22% -see last row of table under the column titled "absolute percentage bias") across parameters for the MSL approach, and from 0.00% to 6.34% (overall mean value of 1.28%) across parameters for the CML approach. These are incredibly good measures for the ability to recover parameter estimates, and indicate that both the MSL and CML perform about evenly in the context of bias.
Simulation Results
THE CMOP Model
Further, the ability to recover parameters does not seem to be affected at all by whether there is low correlation or high correlation (in fact, the overall APB reduces from the low correlation case to the high correlation case). Interestingly, the absolute percentage bias values are generally much higher for the correlation ) (ρ parameters than for the slope ) (β and threshold ) (θ parameters in the low correlation case, but the situation is exactly reversed in the high correlation case where the absolute percentage bias values are generally higher for the slope ) (β and threshold ) (θ parameters compared to the correlation ) (ρ parameters (for both the MSL and CML approaches). This is perhaps because the correlation parameters enter more non-linearly in the likelihood function than the slope and threshold parameters, and need to be particularly strong before they start having any substantial effects on the log-likelihood function value.
Essentially, the log-likelihood function tends to be relatively flat at low correlations, leading to more difficulty in accurately recovering the low correlation parameters. But, at high correlations, the log-likelihood function shifts considerably in value with small shifts in the correlation values, allowing them to be recovered accurately.
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The standard error measures provide several important insights. First, the finite sample standard error and asymptotic standard error values are quite close to one another, with very little difference in the overall mean values of these two columns (see last row). This holds for both the MSL and CML estimation approaches, and for both the low and high correlation cases, and confirms that the inverses of the sandwich information estimator (in the case of the MSL approach) and the Godambe information matrix estimator (in the case of the CML approach) recover the finite sample covariance matrices remarkably well. Second, the empirical and asymptotic standard errors for the threshold parameters are higher than for the slope and correlation parameters (for both the MSL and CML cases, and for both the low and high correlation cases). This is perhaps because the threshold parameters play a critical role in the partitioning of the underlying latent variable into ordinal outcomes (more so than the slope and correlation parameters), and so are somewhat more difficult to pin down. Third, a comparison of the standard errors across the low and high correlation cases reveals that the empirical and asymptotic standard errors are much lower for the correlation parameters in the latter case than in the former case. This reinforces the finding earlier that the correlation parameters are much easier to recover at high values because of the considerable influence they have on the loglikelihood function at high values; consequently, not only are they recovered accurately, but they are also recovered more precisely at high correlation values. Fourth, across all parameters, there is a reduction in the empirical and asymptotic standard errors for both the MSL and CML cases 9 One could argue that the higher absolute percentage bias values for the correlation parameters in the low correlation case compared to the high correlation case is simply an artifact of taking percentage differences from smaller base correlation values in the former case. However, the sum of the absolute values of the deviations between the mean estimate and the true value is 0.0722 for the low correlation case and 0.0488 for the high correlation case. Thus, the correlation values are indeed being recovered more accurately in the high correlation case compared to the low correlation case.
between the low and high correlation cases (though the reduction is much more for the correlation parameters than for the non-correlation parameters). Fifth, the simulation error in the MSL approach is negligible to small. On average, based on the mean values in the last row of the table, the simulation error is about 3.9% of the sampling error for the low correlation case and 10.3% of the sampling error for the high correlation case. The higher simulation error for the high correlation case is not surprising, since we use the same number of Halton draws per individual in both the low and high correlation cases, and the multivariate integration is more involved with a high correlation matrix structure. Thus, as the levels of correlations increase, the evaluation of the multivariate normal integrals can be expected to become less precise at a given number of Halton draws per individual. However, overall, the results suggest that our MSL simulation procedure is well tuned, and that we are using adequate numbers of Halton draws per individual for the accurate evaluation of the log-likelihood function and the accurate estimation of the model parameters (this is also reflected in the negligible difference in the simulationadjusted standard error and the mean asymptotic standard error of parameters in the MSL approach).
The final two columns of each of Tables 1a and 1b provide a relative efficiency factor between the MSL and CML approaches. The first of these columns provides the ratio of the asymptotic standard error of parameters from the MSL approach and the asymptotic standard error of the corresponding parameters from the CML approach. The second of these columns provides the ratio of the simulation-adjusted standard error of parameters from the MSL approach and the asymptotic standard error of parameters from the CML approach. As expected, the second column provides slightly higher values of efficiency, indicating that CML efficiency increases when one also considers the presence of simulation standard error in the MSL estimates. However, this efficiency increase is negligible in the current context because of very small MSL simulation error. The more important and interesting point though is that the relative efficiency of the CML approach is as good as the MSL approach in the low correlation case. This is different from the relative efficiency results obtained in Renard et al. (2004) , Zhao and Joe (2005) , and Kuk and Nott (2000) in other model contexts, where the CML has been shown to lose efficiency relative to a maximum likelihood approach. However, note that all these other earlier studies focus on a comparison of a CML approach vis-à-vis a maximum likelihood (ML) approach, while, in our setting, we must resort to MSL to approximate the likelihood function.
To our knowledge, this is the first comparison of the CML approach to an MSL approach, applicable to situations when the full information maximum likelihood estimator cannot be evaluated analytically. In this regard, it is not clear that the earlier theoretical result that the difference between the asymptotic covariance matrix of the CML estimator (obtained as the inverse of the Godambe matrix) and of the ML estimator (obtained as the inverse of the crossproduct matrix of derivatives) should be positive semi-definite would extend to our case because the asymptotic covariance of MSL is computed as the inverse of the sandwich information matrix.
10 Basically, the presence of simulation noise, even if very small in the estimates of the parameters as in our case, can lead to a significant drop in the amount of information available in the sandwich matrix, resulting in increased standard errors of parameters when using MSL. Our results regarding the efficiency of individual parameters suggests that any reduction in efficiency of the CML (because of using only pairwise likelihoods rather than the full likelihood) is balanced by the reduction in efficiency because of using MSL rather than ML, so that there is effectively no loss in asymptotic efficiency in using the CML approach (relative to the MSL approach) in the CMOP case for low correlation. However, for the high correlation case, the MSL does provide slightly better efficiency than the CML. However, even in this case, the relative efficiency of parameters in the CML approach ranges between 90%-99% (mean of 95%) of the efficiency of the MSL approach, without considering simulation standard error. When considering simulation error, the relative efficiency of the CML approach is even better at about 96% of the MSL efficiency (on average across all parameters). Overall, there is little to no drop in efficiency because of the use of the CML approach in the CMOP simulation context.
The PMOP Model
Most of the observations made from the CMOP model results also hold for the PMOP model results presented in Table 2 . Both the MSL and CML approaches recover the parameters extremely well. In the low correlation case, the absolute percentage bias (APB) ranges from 10 McFadden and Train (2000) indicate, in their use of independent number of random draws across observations, that the difference between the asymptotic covariance matrix of the MSL estimator obtained as the inverse of the sandwich information matrix and the asymptotic covariance matrix of the MSL estimator obtained as the inverse of the cross-product of first derivatives should be positive definite for finite number of draws per observation. Consequently, for the case of independent random draws across observations, the relationship between the MSL sandwich covariance matrix estimator and the CML Godambe covariance matrix is unclear. The situation gets even more unclear in our case because of the use of Halton or Lattice point draws that are not based on independent random draws across observations. 0.26% to 4.29% (overall mean value of 1.29%) across parameters for the MSL approach, and from 0.65% to 5.33% (overall mean value of 1.84%) across parameters for the CML approach.
In the high correlation case, the APB ranges from 0.45% to 6.14% (overall mean value of 2.06%) across parameters for the MSL approach, and from 0.41% to 5.71% (overall mean value of 2.40%) across parameters for the CML approach. Further, the ability to recover parameters does not seem to be affected too much in an absolute sense by whether there is low correlation or high correlation. The CML approach shows a mean value of absolute percentage bias that increases about 1.3 times (from 1.84% to 2.40%) between the low and high ρ values compared to an increase of about 1.6 times (from 1.29% to 2.06%) for the MSL approach. It in indeed interesting that the PMOP results indicate a relative increase in the APB values from the low to high correlation case, while there was actually a corresponding relative decrease in the CMOP case.
Another result is that the APB increases from the low to the high correlation case for the threshold ) (θ and variance ) ( 2 σ parameters in both the MSL and CML approaches. On the other hand, the APB decreases from the low to the high correlation case for the correlation ) (ρ parameter, and remains relatively stable between the low and high correlation cases for the slope ) (β parameters. That is, the recovery of the slope parameters appears to be less sensitive to the level of correlation than is the recovery of other parameters.
The finite sample standard error and asymptotic standard error values are close to one another, with very little difference in the overall mean values of these two columns (see last row). This holds for both the MSL and CML approaches. Also, as in the CMOP case, the empirical and asymptotic standard errors for the threshold parameters are generally higher than for the other parameters. The simulation error in the MSL approach is negligible, at about 0.1% or less than the sampling error for both the low and high correlation cases. Note that, unlike in the CMOP case, the PMOP MSL estimation did not involve the same number of draws per individual for the low and high correlation cases; rather, the number of draws varied to ensure an absolute error tolerance of 0.001 for each six-dimensional integral forming the likelihood. Thus, it is no surprise that the simulation error does not increase much between the low and high correlation cases as it did in the CMOP case. A significant difference with the CMOP case is that the empirical standard errors and asymptotic standard errors are consistently larger for the high correlation case than for the low correlation case, with a particularly substantial increase in the standard error of .
σ
The final two columns provide a relative efficiency factor between the MSL and CML approaches. The values in these two columns are identical because of the very low simulation error. As in the CMOP case, the estimated efficiency of the CML approach is as good as the MSL approach in the low correlation case (the relative efficiency ranges between 90%-103%, with a mean of 97%). For the high correlation case, the relative efficiency of parameters in the CML approach ranges between 82%-96% (mean of 91%) of the efficiency of the MSL approach, indicating a reduction in efficiency as the dependence level goes up (again, consistent with the CMOP case). Overall, however, the efficiency of the CML approach remains high for all the parameters.
Non-Convergence and Computational Time
The simulation estimation of multivariate ordered response model can involve numerical instability because of possible unstable operations such as large matrix inversions and imprecision in the computation of the Hessian. This can lead to convergence problems. On the other hand, the CML approach is a straightforward approach that should be easy to implement and should not have any convergence-related problems. In the current empirical study, we classified any estimation run that had not converged in 5 hours as having non-converged.
We computed non-convergence rates in two ways for the MSL approach. For the CMOP model, we computed the non-convergence rates in terms of the starting seeds that led to failure in a complete estimation of 10 simulation runs (using different randomized Halton sequences) for each data set. If a particular starting seed led to failure in convergence for any of the 10 simulation runs, that seed was classified as a failed seed. Otherwise, the seed was classified as a successful seed. This procedure was applied for each of the 20 data sets generated for each of the low and high correlation matrix structures until we had a successful seed. 11 The non-convergence rate was then computed as the number of failed seeds divided by the total number of seeds 11 Note that we use the terminology "successful seed" to simply denote if the starting seed led to success in a complete estimation of the 10 simulation runs. In MSL estimation, it is not uncommon to obtain non-convergence (because of a number of reasons) for some sets of random sequences. There is, however, nothing specific to be learned here in terms of what starting seeds are likely to be successful and what starting seeds are likely to be unsuccessful. The intent is to use the terminology "successful seed" simply as a measure of non-convergence rates.
considered. Note that this would be a good reflection of non-convergence rates if the analyst ran the simulation multiple times on a single data set to recognize simulation noise in statistical inferences. But, in many cases, the analyst may run the MSL procedure only once on a single data set, based on using a high level of accuracy in computing the multivariate integrals in the likelihood function. For the PMOP model, which was estimated based on as many draws as needed to obtain an absolute error tolerance of 0.001 for each six-dimensional integral forming the likelihood, we therefore consider another way of computing non-convergence. This is based on the number of unsuccessful runs out of the 1000 simulated estimation runs considered (100 data sets times 10 simulated estimation runs). The results indicated a non-convergence rate of 28.5% for the low correlation case and 35.5% for the high correlation case in the CMOP model, and a non-convergence rate of 4.2% for the low correlation case and 2.4% for the high correlation case in the PMOP model (note, however, that the rates cannot be compared between the CMOP and PMOP models because of very different ways of computing the rates, as discussed above). For both the CMOP and PMOP models, and both the low and high correlation cases, we always obtained convergence with the CML approach.
Next, we examined the time to convergence per converged estimation run for the MSL and CML procedures (the time to convergence included the time to compute the standard error of parameters). For the CMOP model, we had a very well-tuned and efficient MSL procedure with an analytic gradient (written in Gauss matrix programming language). We used naïve independent probit starting values for the MSL as well as the CML in the CMOP case (the CML is very easy to code relative to the MSL, and was also undertaken in the GAUSS language for the CMOP model). The estimations were run on a desktop machine. But, for the PMOP model, we used an MSL code written in the R language without an analytic gradient, and a CML code written using a combination of C and R languages. However, we used the CML convergent values (which are pretty good) as the MSL start values in the PMOP model to compensate for the lack of analytic MSL gradients. The estimations were run on a powerful server machine. As a consequence of all these differences, one needs to be careful in the computational time 
CONCLUSIONS
This paper compared the performance of the maximum-simulated likelihood (MSL) approach with the composite marginal likelihood (CML) approach in multivariate ordered-response situations. We used simulated data sets with known underlying model parameters to evaluate the two estimation approaches in the context of a cross-sectional ordered-response setting as well as a panel ordered-response setting. The ability of the two approaches to recover model parameters was examined, as was the sampling variance and the simulation variance of parameters in the MSL approach relative to the sampling variance in the CML approach. The computational costs of the two approaches were also presented.
Overall, the simulation results demonstrate the ability of the Composite Marginal Likelihood (CML) approach to recover the parameters in a multivariate ordered-response choice model context, independent of the correlation structure. In addition, the CML approach recovers parameters as well as the MSL estimation approach in the simulation contexts used in the current study, while also doing so at a substantially reduced computational cost and improved computational stability. Further, any reduction in the efficiency of the CML approach relative to the MSL approach is in the range of non-existent to small. All these factors, combined with the conceptual and implementation simplicity of the CML approach, makes it a promising and simple approach not only for the multivariate ordered-response model considered here but also for other analytically-intractable econometric models. Also, as the dimensionality of the model explodes, the CML approach remains practical and feasible, while the MSL approach becomes impractical and/or infeasible. Additional comparisons of the CML approach with the MSL approach for high dimensional model contexts and alternative covariance patterns are directions for further research. Table 1a Evaluation of Ability to Recover "True" Parameters by the MSL and CML Approaches -With Low Error Correlation Structure Table 1b Evaluation of Ability to Recover "True" Parameters by the MSL and CML Approaches -With High Error Correlation Structure Table 2 Evaluation of Ability to Recover "True" Parameters by the MSL and CML Approaches -The Panel Case 
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