Abstract-Discrete nonorthogonal wavelet transforms play an important role in signal processing by offering finer resolution in time and scale than their orthogonal counterparts. The standard inversion procedure for such transforms is a finite expansion in terms of the analyzing wavelet. While this approximation works quite well for many signals, it fails to achieve good accuracy or requires an excessive number of scales for others. This paper proposes several algorithms that provide more adequate inversion and compares them in the case of Morlet wavelets. In the process, both practical and theoretical issues for the inversion of nonorthogonal wavelet transforms are discussed.
I. INTRODUCTION
ONORTHOGONAL wavelet transforms play an important role in signal processing by offering much greater flexibility in the choice of waveform than their orthogonal counterparts. In particular, they allow adjustment of the relative resolution in time and scale. For example, decreasing the parameter / J in the Morlet wavelet $ ( t ) = e J T t e P o z t 2 / ' increases frequency resolution while decreasing time resolution [ 3 ] , [lo] , [ll] . We are concerned with discrete transforms, however, and increased resolution does little good unless it is accompanied by a sufficiently fine output grid. Such output requires an undecimated transform and the addition of voices (i.e., suboctave sampling), which is generally inconsistent with orthogonality. Moreover, many applications require this finer sampling even when the shape of a relatively broadband mother wavelet provides an adequate signal model.
The standard inversion procedure for discrete nonorthogonal transforms is a finite expansion in terms of the analyzing wavelet [3]- [5] . Formally, it is based on the theory of frames and can be thought of as a discretization of the corresponding continuous inversion formula. From this point of view, several approximations are involved: the wavelet coefficients themselves, the partial sum, and the use of the analyzing wavelets rather than their duals. While a partial expansion works quite well for many (sufficiently oscillatory) signals, it fails to achieve good accuracy or requires an excessive number of scales for others. Unfortunately, the analyses found in the literature focus on frame bounds rather than the quality of finite discrete implementations, and generally only treat relatively broadband wavelets (i.e., /3 about 2/3). In short, there is a Manuscript received July 7, 1994; revised September 14, 1995 . This work was supported by Office of Naval Research and the NCCOSC IR program. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Truong Q. Nguyen.
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Fig. 1. A wavelet filter bank structure implementing the decimated discrete wavelet transform. The down arrow indicates decimation. The output of the transform is the family of vectors w,, forming the two parameter transform 7 r . , ,
in the scale-time plane.
clear need for a more careful examination of the invertibility of these transforms. This paper provides several alternative algorithms for inversion of the discrete wavelet transform and compares them in the case of Morlet wavelets. In the process, both practical and theoretical issues for the inversion of nonorthogonal discrete wavelet transforms are discussed. The reader is warned, however, that this is not intended to be a theoretical treatise; much of the discussion is heuristic. Rather, our goal is to provide a practical guide/solution for those signal processors who are using Morlet type wavelets and wish to know how to invert them, or have an inadequate or unnecessarily cumbersome inverse, or are employing an ad-hoc technique and would like to know how it fits into the general scheme.
Before proceeding with this introduction, we briefly describe our notation. The continuous wavelet transformation of a signal s ( t ) is defined to be A 1
t -b w(a;b) = -fi /~( t ) $ (~) d t ~( t )
denotes the mother wavelet and is assumed to lie in L2 (C) and satisfy the admissibility condition where q(w) e J $ ( t ) e -j w t is the Fourier transform of $ (t) and L2 (C) is the space of square integrable complex functions. It is the generator of a family of decimated wavelets and a family of undecimated wavelets stage of DWT-I is determined by 5" = s M . The filter DZf is obtained from f by inserting Z 1 -1 zeros between its elements.
One stage of (a) the undecimated discrete wavelet transform, and (h) the inverse discrete wavelet transform. so is the input signal and the "initial"
The sampled continuous wavelet transform of a signal s ( t ) is given by W,,n = s ( t ) $%,+(t) d t with the undecimated version W; defined analogously. Lower case letters w % ,~ and wk denote their discrete counterparts, the discrete wavelet transform or DWT. They are easily implemented by filter banks as illustrated in Figs. 1 and 2(a) which, for the purposes of the present paper, may be considered to be their definitions.' In particular, [soln = s ( n ) is the discrete signal, and f and g are discrete filters. One should visualize gn = 4( -n) as the sampled wavelet and f as a somewhat arbitrary interpolation filter 1101. If one starts with $, this may be considered a definition of g and the resulting DWT will approximate the sampled continuous wavelet transform. Alternatively, although less in keeping with the spirit of this paper, one may start with a given filter g and the continuous wavelet corresponding to the resulting DWT may be constructed. For details, the reader is referred to the literature 131, [51, 191, [lo] .
Ultimately, our inverses shall be based on the undecimated discrete wavelet transform illustrated in Fig. 2(a) . It corresponds to W(2',n) and satisfies wiZn = w , ,~ [lo].
Outputting every sample point is more appropriate to most applications of nonorthogonal wavelets since, as we have mentioned, output resolution is usually an issue. Moreover, as we shall see, the undecimated transform typically provides a better foundation for recovering the signal s ( n ) . Additional resolution in scale is obtained by splitting octaves into voices, [5] , [ll] , as follows:
where Re indicates the real part. Setting a = 2i and b = 22n in (5), we obtain (cf. (16)) the following: 2 I n 2 1 goes to zero as M goes to 00. However, in order for the transformation to be nonsingular for finite M , one must include the smoothed signal sM in addition to the wavelet coefficients w,. This transformation is clearly linear (although not time invariant in the decimated case) and may be represented by a matrix A. If the DWT filters f and g are finite, the transformation is locally finite (each row is zero except for a section of fixed length), but the matrix itself is infinite because the convolution acts on arbitrarily long signals. Also, the image of the transformation is a proper subset of C"+' (Z) so that a true inverse does not exist. On the other hand, the
DWT is injective so that one may "invert" objects in the range space C' +l (Z) by specifying a left inverse satisfying PA = I. One of the most popular of these left inverses is the pseudoinverse 
is also a left inverse. The pseudoinverse is unique inasmuch as it is an orthogonal projection of C"+'(Z) onto the image of the DWT [4], [ l l ] . Unless otherwise specified, the Euclidean metric is usually assumed (the case above); however, these definitions and comments also hold for non-Euclidean metrics on C'"+' (Z) provided At is replaced by the adjoint transformation relative to a (Hilbertian) metric. In fact, in the undecimated case an appropriate metric is the energy which weights octave i by 2' (cf. Eq. (24), also [ll] ).
Although the pseudoinverse is a natural choice, other issues are involved. Often the error criterion is not a metric an Cnn+l(Z), or computational complexity is an important consideration. An altemative approach is to invert a single stage of the DWT, thereby inverting the entire tr_ansform. For the undecimated DWT, it suffices to find filters f and g such that f * f + g * g = S
( 1 1 
Thus, under (I l), the inverse filterbank of Fig. 2(b) is a left inverse for the DWT, that is, for Fig. 2(a) . These three points of view (dual expansions, left or pseudoinverses, and filter banks) begin to merge if one considers a more general class of filters than those satisfying (11). Common inversion procedure for nonorthogonal wavelets is to approximate (7) with
The approximations involved in the traditional frame inverse may then be reinterpreted from a filter bank perspective. The finite sum (i.e., M < oc) is equivalent to ignoring s M , while the use of the wavelets instead of their duals is tantamount to setting AtA = I in (9). Furthermore, if we choose f and g to be = f P n and ,& = g d n , then the inverse filter bank of Fig. 2(b) computes the adjoint transformation At (cf. Section 11.). Thus, the inverse filterbank provides a unifying framework from which to study the various inverses. In fact, we shall adopt the terminology inverse discrete wavelet transform or DWT-l [ 111 to refer to any inverse filter bank whether or not the filters satisfy (1 1). To be useful, the filters should be chosen to provide an approximate left inverse to the DWT; however, in general, an exact left inverse will only be achieved with iteration.
There are, of course, tradeoffs that accompany the various approximations. Some of the negative aspects are (a) filters satisfying (1 1) are usually prohibitively long (e.g., for Morlet wavelets); (b) these filters generally provide inverses which are not the pseudoinverse; and (c) although Atw is readily computed, (AiA)-lAtw is not. We find, however, in the context of inverse filter banks, that these problems may be successfully evaded. First, let us note that if a true left inverse is desired, it may be computed at a very moderate computational cost simply by iterating (so-called Neumann inverse) the forward and reverse transforms of Fig. 2 . In fact, computationally, this technique seems much more effective that than using long filters to achieve comparable accuracy. Secondly, a number of good approximate inverses exist that are sufficient for many applications without the above iteration. For example, a substantial improvement over (13) is obtained, at very little cost, by including s M . Also, just as the inclusion of voices provides redundancy creating a tighter frame and therefore a better inverse [5] , the use of undecimated wavelets enables us to find inverses that perform better than (13) with considerably less computation.
How do we go about finding these inverses? One very effective method that lends considerable insight is to mimic the continuous case. Two such inverses shall be considered in this paper, the double integral formula [5] , and the single integral formula [6] where
(There is a slight abuse of notation since is not the same as $h.) Strictly speaking, for (15) to be valid one must have s ( t ) real and either $ ( t ) analytic or G(w) real 1111. Note that this condition is weaker than analyticity and is satisfied by Mnrlet wavelets, which are only approximately analytic. When the scales are output by octaves, a takes on the values a = 2% for integer z. Thus,
In the undecimated case db M Ab = 1. Discretizing (14) and (15) yields ~ and where WA = W(2',n) and W ( t ) = W(2')t). Note that the decimated version of (16), s ( t ) M Re c E,,, Wz,n$i,n(t) with c = 2 In 2/C+ is essentially the frame approximation (13).
In all, we shall treat four inverses: (i) the standard frame approximation (Fr) given by (13); (ii) the adjoint DWT (Ad) obtained by using the filters f t and gt in the inverse filter bank DWT-l; (iii) the discrete analogue of the double integral (DI); and (iv) the analogue of the single integral (SI). The last three are implemented by utilizing appropriate filters in the DWT-l. In addition, we shall examine the performance of these (approximate) inverses under iteration; more specifically, under the Neumann formula (cf., Appendix B and 121, [51).
DISCRETE INVERSES
As indicated, one of our major goals is to develop and redefine previous concepts, such as energy and the inverse wavelet transform, entirely in discrete terms. We shall find this tantamount to a specification of filterbank implementations and a description of their properties. In keeping with this spirit, we reserve the term discrete inverse wavelet transform DWT-l to mean precisely the family of transformations computed by the filter bank of Fig. 2(b) . As the notation indicates, we consider DWT-l to be the generic undecimated inverse discrete wavelet transform, with different left injerses corresponding to different filters f and g. 'The notation f , g is intended to be suggestive, but these filters are not, even in a discrete sense, dual vectors. Also, it should be emphasized that DWT-l o DWT M S is an approximation, and that only for exceptional cases of the forward transform do there exist finite inverse filters that provide a true left inverse. A wide variety of approximate inverses, several of which are variations on the standard frame approximation (13), are obtained simply by varying these filters. We shall find that the 1DWT-l can achieve better results than (13) with comparable or even less computation. (A price is paid, however, in the forward transformation, since we require the undecimated transform.) Moreover, unlike (13), all such inverses are translation invariant. That is, the composition DWT-l o DWT commutes with translations.
An explicit representation of the output of the D7NT-l is, as follows, from 
t)12dt
We examine the undecimated DWT of Fig. 2 Although an appropriate expression for the energy of the discrete nonorthogonal transform is somewhat arbitrary, we take one that is consistent with energy preservation in the biorthogonal case, and which mirrors the above discussion.
First, we require the existence of C E > 0 satisfying (cf. (22)) We then define the energy by (21) as follows:
Applying the operator Dj to f inserts 23 -1 zeros between the elements of the filter f . When g is complex, s corresponds to the real part of S, that is, s M Re G. Note, also, that the last term contains the low frequency (DC) information. We consider three filter pair-in this paper: the adjoint filters, f t / 2 and c g t ; the pair f = 6/&, g = cgt; and the pair f = S / d , g = cb. As shall be seen, the last two are motivated by the continuous inverses (14) and (15) and giving a value to c corresponds to choosing an energy metric. For a full discussion of the normalizations and the treatment of voices, the reader is referred to [ll]. This is to be interpreted to mean that (JcEwi, s M ) is an energy density for the DWT and the total energy is given by applying the metric given by the ( M + 1)-dimensional diagonal matrix with elements { c~2 -~, a-"}. These normalizations are much less trivial in the case of voices. The reader should consult Appendix A for a summary, and [ l l ] for a more complete discussion. = wZ(T-,s) and w Z ( m ) = w2(T-,s) to be wavelet transforms obtained by first translating the signal by m points. The idea is that these transforms are computed at (i.e., centered about) time m. In this context, the frame approximation (13) Let us now show that the filters f = f t and g == gt yield the 
C. Filter Bank Analysis
In this subsection, the reader should be careful to distinguish between undecimated quantities (superscript i) and decimated quantities (subscript i ) where, for example, [wtIn = [ w ' ]~~~. Although, throughout this paper, the algorithms DWT and DWT-l are always undecimated, distinctions between the various inverses are more properly made by an appeal to the decimated case. For notational simplicity we present our derivations using only a single voice and replace the constants 2 In 2/C$ and 2 In 2/C1$ of (16) and (17) by the more general parameter c. As described in Section 11-A, giving a value to c corresponds to the choice of a metric. Space does not permit a full exposition (cf.
[ 111) so that we shall only derive expressions for DI. The others, SI and Ad shall merely be presented and discussed. Let f = S / f i and g = c g t . Abbreviating the last term of (18) by DC, we have
This coincides with (13) at time t = 0.
On the other hand, since the undec&ated transform and its inverse are time invariant, s", = [T-,s]o. Substituting this into (27) yields
Both (28) and (29) represent discrete approximations to the double integral formula (14). This is obvious in the case of (28) (29)). In addition to the DC term, we would expect (29) to be a better approximation since it does not extrapolate.
Similarly, the adjoint, which may be computed by the DWT-' with f = f t / 2 and g = cgt, satisfies [11] . (30) is simply an average of these extrapolations for r = 0 ; . . 2' -1. Since the longer the extrapolation, the less likely we are to have a good approximation, the quality of this result should lie somewhere in between that of (28) and (29). However, inasmuch as the double-integral type (29) not ' We use the word extrapolate to emphasize that the contribution of a single w~. ,~ is extrapolated via U),,,,. On the other hand, since in a sense we are spanning the gap of 2' points between ~1 %~~ and W I~,~+~, which in turn depend on the entire signal s , we are interpolating. This, of course, is a much more stable operation than strict extrapolation. We remark that the single integration formula for decimated wavelets is essentially the same, that is, (3 1) with WC replaced by However, since not all octaves are available at each time m, the integral approximation is particularly coarse. If, furthermore, one omits the DC term, the decimated version will certainly provide very poor results, since at those times for which very few octaves are available up to one-half the energy may be omitted. This explains, perhaps, the reticence of many people to use the single integration approximation. Table I summarizes the three DWT-l inverses presented. For completeness, we have included the normalizations for voices. The filter g" for voice w is given by g: = p( -n) = 
DWT-'

SI
~-~/~q ( -n /~~) .
Reasonable choices for e2 and c1 are e2 = 
COMPARISON OF INVERSES
In this section, we very briefly compare the three DWT-l filter banks featured in Table I . To this we add the standard frame approximation (13). Our purpose here is to provide some perspective on performance and to point out the relative merits of the inverses under consideration. There is no pretense of presenting an exhaustive or even conclusive study. In fact, the task is considerably more complex than might at first appear. The performance of these algorithms is bound to be both wavelet (including bandwidth, number of octaves, and number of voices L ) and signal dependent. In addition, there are variations on the algorithms that one would like to investigate, such as the choice of c1 and e2 or the inclusion of the DC term. Finally, one may iterate these DWT-l's (cf. Neumann formula (3.6)) to obtain a true left inverse. The quality of the particular DWT-l then becomes a question of the speed of convergence of the iterations. Moreover, a very important aspect, that of the relative behavior of these inverses after filtering in the wavelet domain, is beyond the scope of this paper.
In order to put some reasonable bounds on what will be an essentially empirical study, we restrict ourselves to Morlet wavelets of the form is concentrated in the last octave. Other sinusoids yield similar results; however, it should be mentioned that the placement of the sinusoid frequency relative to the centers of the voices g" does make a difference. Also, to avoid the effects of the onset and termination of the input (which resemble impulses and thus are broadband), the sinusoidal signal is generated from 0 to T , but only data in the interval [T/4, 3T/4] are used for comparing the signal to the wavelet inverse.
To provide a visual context, we begin, in Fig. 3 , with plots of three typical inverses. All three reproduce the impulse, but with noticeable side lobes. The large dip at zero for the frame approximation (Fr) is due to the lack of a DC term. The only other obvious qualitative difference is the smaller support of the single integration (SI) formula. A great deal more may be said from an examination of Table 11 . We are immediately struck by the high quality of the inverses for narrowband signals. Perhaps this accounts for the success of the standard approximation in many applications. On the other hand, their behavior for an impulsive signal is often inadequate. This implies that iteration may well be necessary and consequently should be an important consideration in evaluating the various inverses. The four inverses appearing in Table I1 are presented in approximate order of quality. The SI inverse has the smallest error and is by far the most efficient to implement. Although only a few parameter values are presented here, these inverses seem to exhibit a similar relative behavior over a large range of values of , O and of L. an impulse. Inasmuch as the energy rarely increased under DWT o DWT-l and never by more than a factor of two, the iteration parameter 1-1 was nominally set to 0.5. In the absence of other criteria, SI seems to be by far the best choice. The incredibly slow convergence for Fr is due to the lack of a DC term. (Optimizing 1-1 made little difference. The iterations of Fr do not converge much faster for larger 1-1 and diverge in the region of p = 3.) In fact, the same difficulties occur with the other inverses if the DC term is omitted. Without it, one must include a sufficient number of octaves to encompass all of the signal's energy, whether or not a fine scale analysis of the lower frequency energy is of interest. For an impulse, whose energy covers the entire spectrum, an inverse without the DC term is particularly poor. Note that a DC term may be added to the Fr inverse by constructing the scale function a(t) and including the term in (28) . In view of the other inverses available, this does not seem to be worth the effort. It should be mentioned, however, that the frame expansion does provide a continuous interpolation of the signal (i.e., replace m by t), a property not shared by the DWTpl. Finally, we remark that various schemes for choosing c and seem to make little difference.
The number of voices L, which is really a parameter of the However, ultimately, convergence hinges on the specific eigenvalues of the functional iteration, which, in turn, depend on the filter f and on p as well as the number of voices. The value used, p = 0.5, is well below the point of instability, which for the above range of parameters occurs between p = 1.0 and p = 3.0. The best convergence seems to occur near instability (although it starts to slow down just before it goes unstable). Further study would be needed to fully explain the situation.
IV. CONCLUSION
The standard inversion procedure for discrete nonorthogonal transforms is a finite expansion in terms of the analyzing wavelet. While this so-called wavelet series or frame approximation works quite well for many signals, it fails to achieve good accuracy or requires an excessive number of scales for others. To remedy the situation, we have proposed an inverse filter bank DWT-l as a prototype inverse discrete wavelet transform. It provides a unifying framework under which the various (approximate) left inverses are obtained by varying the filters. For example, it was shown that the adjoint transformation of the undecimated discrete wavelet transform is computed by using the adjoints of the filters from the forward transform. More generally, within this context we have commented on the properties and iinterrelationships of dual wavelets, metrics, pseudoinverses, and discretizations of continuous inverses. In particular, the absence of decimation results in dual wavelets that are time invariant (cf. Appendix B), and we have found that the standard frame approximation may be interpreted as an interpolation of a DWT-l. Finally, in addition to the adjoint, we have proposed two other discrete left inverses, which use filters based on continuous integral formulae.
Two major differences stand out between the standard frame approximation and the inverses presented in this paper. They are the use of the undecimated wavelet transform as input to the DWT-l and the inclusion of a DC (low-frequency) term which is lacking in the frame approximation. Avoiding decimation provides redundancy and, hence, a potentially better approximation. However, our preference for not decimating actually stems from the forward transform. A desire to achieve finer output resolution coupled with time invariance makes the undecimated DWT the natural setting for nonorthogonal wavelets. Given this situation, it makes sense to use an inverse that exploits all the numeric information available. The lack of a DC term in the frame approximation is a more serious issue.
It leads to poor accuracy in the case of broadband signals and even implies that the composition of the forward and inverse transforms is singular so that iteration need not converge to a true left inverse.
The best among the inverses studied seems to be the singleintegral inverse. This inverse is equivalent to simply summing the weighted wavelet coefficients across scale. It is by far the most efficient computationally, is generally the most accurate, converges much more rapidly than others under iteration, and does not increase the support of the DWT. The latter property is quite useful, inasmuch as it implies that filtering in the wavelet domain is, approximately, a local operation in time. That is, the value of the DWT-l at a given time only depends on the wavelet coefficients at that time.3 A potential drawback is that the single-integral inverse does not represent an orthogonal projection under the energy metric. However, to date the author has been unable distinguish any negative impact.
APPENDIX A NOTES ON VOICES
Ignoring voices, we obtained, in (4), a discrete family of wavelets 4; by setting a = 22 and b = n in the continuous with a similar expression,
for decimated wavelets. Voices for the discrete transform are usually computed by replicating the filter bank and employing a different mother wavelet (A.4) for each voice. Although in the undecimated case this remains equivalent to (A.3), in the decimated case it implements a DWT corresponding to the hybrid family of wavelets Decimated voices are rarely implemented, but when they are, one invariably uses q!~?,~ rather than
The equivalent of (16) is derived by discretizing a in units of AV = 1. Note that a change of v by L is equivalent to an octave; i.e., to Ai = 1. Definition (A.l) yields d(1na) M We say"approximate1y" because it does not remain true under a Neumann iteration. That is, the corresponding exact left inverse is not really a local operator. 
APPENDIX B PSEUDOINVERSES
A. Properties of the Duals
We define the dual wavelets, relate them to the pseudoinverse, and describe their properties under translation and scaling. It is found that, unlike the duals of the decimated wavelets (cf. 
-_ -
In [5] it is shown that the duals of&e decimatecwavelets are scale invariant in the sense that = 2-Z/21,/I~,n(t/2'), but that they are not invariant under translation, i.e., $t,n # (t -n). For undecimated wavelets, the reverse is true. That is, their duals are translation invariant but not scale invariant. This is of theoretical interest and also has a certain degree of practical impact. It implies that the undecimated duals may be all computed by determining one function for each octave and then translating. Since there are generally many more time points than there are octaves, this property appears to be more useful than scale invariance. We have the following proposition. 
i(t -n ) ; E(t) # 2 -i / 2 8 ( t / 2 i ) . (B.3)
(ii) Under any scale invariant metric, the family of dual wavelets for the decimated discrete wavelet transform is scale invariant but not time invariant; i.e.,
'/2 --$t,n(t) = 2-'$0,~@/2') . &z(t) # $<(t -71); 03.4)
We remark that, in I", a translation invariant metric (x, Y )~ = xkgzmy$ is one for which gzm = gn+k,m+k. Scale invariance is defined analogously.
LJ
B. The Neumann Inverse
Often, given a discrete wavelet transform, A and an approximate inverse B (for example, an inverse filter bank DWT-l), we would like to compute an exact left inverse, in particular that of (10). This may be done by using the Neumann inverse for linear operators Because of the w-dependent clipping, this inverse is actually nonlinear. Of course, one could always create a similar, but linear, operator by restricting oneself to a family of signals with fixed support.
