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Abstract
We study the properties of a D6-brane probe in the ABJM background with smeared
massless dynamical quarks in the Veneziano limit. Working at zero temperature and
non-vanishing charge density, we show that the system undergoes a quantum phase
transition in which the topology of the brane embedding changes from a black hole
to a Minkowski embedding. In the unflavored background the phase transition is of
second order and takes place when the charge density vanishes. We determine the
corresponding critical exponents and show that the scaling behavior near the quan-
tum critical point has multiplicative logarithmic corrections. In the background with
dynamical quarks the phase transition is of first order and occurs at non-zero charge
density. In this case we compute the discontinuity of several physical quantities as
functions of the number Nf of unquenched quarks of the background.
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1 Introduction
Quantum phase transitions are transitions that happen at zero temperature and that are
induced by quantum fluctuations. They occur when some control parameters are varied and
tuned to critical values, at which the ground state of the system undergoes a macroscopic
rearrangement and the energy levels develop a non-analytic behavior on these parameters.
Although, the quantum phase transitions occur at zero temperature, they determine the
behavior of the system at low temperature in the so-called quantum critical regime, which
is a region of the phase diagram surrounding the quantum critical point (see, e.g., [1, 2] for
reviews).
Strong coupling is a natal environment, where one expects quantum phase transitions.
Therefore, a natural question is whether holography could be useful to search and character-
ize new types of quantum critical matter. Indeed, it is extremely important to develop new
theoretical models which could shed light on the nature of quantum criticality and could
2
serve to establish new paradigms to describe these phenomena.
In the recent years different holographic models displaying quantum phase transitions
have been studied in the literature (see, for example [3–10]). We are especially interested in
top-down models, for which the field theory dual is clearly identified. In particular, we will
deal with probe flavor D-branes in a gravitational background, that corresponds, in the field
theory side, to adding fields on the fundamental representation of the gauge group which act
as charge carriers. When Nf flavor D-branes are added to a geometry generated by Nc color
branes with Nf  Nc, we can use the probe approximation and neglect the backreaction of
the flavor branes on the geometry. This precludes the fundamentals being dynamical and
they are treated as quenched in the field theory.
The worldvolume dynamics of the flavor branes is governed by an action which has two
pieces. The first one is the standard Dirac-Born-Infeld (DBI) action, which contains a
gauge field. The other one is the Wess-Zumino (WZ) action which couples the brane to the
Ramond-Ramond potentials of the background. The effects from the latter typically lead
to far reaching consequences. In this probe brane setup it is rather simple to generate a
configuration dual to a compressible state with non-zero charge density [11–15]. Indeed, the
charge density is dual to a radial electric field on the worldvolume. When the density is
non-vanishing all consistent embeddings reach the horizon, i.e., are black hole embeddings,
whereas at zero density there could also be Minkowski embeddings which always stay outside
the horizon.1 It was shown in [3] for the D3-D7 and D3-D5 systems that a quantum phase
transition takes place at zero temperature at the point where the charge density vanishes,
which corresponds to the chemical potential being equal to the quark mass. This phase
transition is of second order and is realized in the holographic dual as a topology change
of the embedding (from the black hole to Minkowski). In [18] the critical exponents of the
transition were found, corresponding to a non-relativistic scale invariant field theory with
hyperscaling violation. These results were generalized in [19] to generic Dp-D(p + 4) and
Dp-D(p+ 2) intersections.
Our aim is to study the quantum phase transitions of brane probes in the gravity dual of
the ABJM Chern-Simons matter theory, especially in the Veneziano limit. This is an U(N)×
U(N) Chern-Simons gauge theory in 2+1 dimensions with levels (k,−k) and bifundamental
fields transforming in the (N, N¯) and (N¯ ,N) representations of the gauge group. This
theory was proposed in [20] as the low energy theory of N coincident M2-branes at a C4/Zk
singularity. When N and k are large the theory admits a supergravity description in the
ten-dimensional type IIA theory. The corresponding geometry is of the form AdS4 × CP3
with fluxes (see [21–24] for reviews of several aspects of the ABJM model).
The flavors in the ABJM theory are fields transforming in the fundamental representations
(N, 1) and (1, N) of the gauge group. In the holographic dual these flavors are introduced
1Suitable WZ terms would allow regular Minkowski embeddings even at non-zero charge density [16,17].
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by means of D6-branes extended in AdS4 and wrapping an RP3 cycle inside the CP3 internal
manifold [25, 26]. In the probe approximation these holographic quarks have been studied
in [27–31]. Moreover, by using the smearing technique when Nf is large, one can obtain
simple analytic geometries encoding the effects of dynamical quarks in holography (see [32]
for a review of this general method).
In general, in order to obtain the gravity dual of a field theory with unquenched flavor,
one has to solve the equations of motion of supergravity with brane sources. If the flavor
branes are localized the sources have Dirac δ-funcions and the problem of solving the equa-
tions of motion is extremely difficult. In the smearing approach this difficulty is overcome
by considering a continuous distribution of flavor branes in the internal space. In many
cases this simplification allows to find simple solutions of the equations of motion of the
gravity-plus-branes system. The price one has to pay for this simplification is the modifi-
cation of the field theory dual. First of all, the amount of supersymmetry preserved by the
smearing background is less than the one preserved by the localized setup. Moreover, the
smeared flavor branes are not coincident and, therefore, the flavor symmetry for Nf flavors is
U(1)Nf rather than U(Nf ). Finally, the fact that we are superimposing branes with different
orientations implies that we are modifying the R-symmetry of the theory.
The geometry generated by the backreaction of massless flavors in ABJM has been ob-
tained in [33] at zero temperature and generalized in [34] to non-vanishing temperature.
The backreaction affects the ABJM geometry rather mildly since the metric differs from
the unflavored one by constant squashing factors which depend on Nf . For massive quarks
this construction was carried out in [35] (see also [36]), leading to bigger modifications of the
background geometry. In the case of the ABJM model with massless flavors, the backreacted
geometry is of the form AdS4×M6, whereM6 is a squashed deformation of CP3. Since the
massless flavored metric continues to have an Anti-de-Sitter factor, it is straightforward to
find its finite temperature deformation by simply including a blackening factor in the Anti-
de-Sitter part, without modifying the internal metric. This is a particular simplification of
the ABJM model which does not occur it other theories (see [37] for the analysis of the
D3-D7 black hole background). In [34] it was checked that the non-zero temperature fla-
vored ABJM background gives rise to a consistent thermodynamics and passes some highly
non-trivial consistency tests.
In this paper we probe the ABJM background (with and without massless dynamical
quarks included) with a flavor D6-brane corresponding to a massive quark. We study the
dynamics of this probe at zero temperature and non-vanishing charge density. This dynamics
is governed by the DBI action, with the WZ term playing a fundamental role. We are inter-
ested in the phase structure of the system as the charge density is varied and, in particular,
in analyzing the phase transition that occurs when the charge density is small.
We first study the probe in the unflavored ABJM background. Working at zero tempera-
ture, we find a continuous quantum phase transition at the point where the charge density
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vanishes. This transition is similar to the one that happens in the Dp-Dq systems in [18,19]
and corresponds to passing from a black hole to a Minkowski embedding. However, the
scaling behavior of the probe near the critical point differs from the ones found in [18, 19].
Indeed, we find that the corresponding critical exponents are different and, in addition, our
system displays multiplicative logarithmic corrections to the scaling behavior.
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Minkowski Phase
2nd order
1st order
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Figure 1: The phase diagram of the unquenched ABJM model at zero temperature separates
two different domains. At high enough chemical potential to quark mass ratios, the system
is in the so-called black hole phase, which corresponds to a metallic behavior. The lower
domain stands for Minkowski phase, where the system is gapped to charged excitations and
resembles an insulating phase. The two domains are separated by a curve of first order phase
transitions, whose location depends on the amount of flavor in the background ˆ ∝ Nf (see
(2.5)) for a given chemical potential. The curve ends at the second order critical point in the
quenched limit Nf → 0. Interestingly, the corresponding critical exponents characterizing
the continuous phase transition exhibit multiplicative logarithmic corrections.
We also study the effects due to the presence of unquenched dynamical quarks in the
background. In general, the inclusion of the flavor backreaction in holography is quite
challenging. However, in the ABJM model the deformation of the geometry due to massless
flavors seems quite mild and this gives us a unique opportunity to explore the different flavor
effects. What we found below is that the influence on the phase transition of the unquenched
case is not so moderate as their effects of the geometry could suggest. Indeed, we show below
that the flavored black hole to Minkowski phase transition occurs at non-zero density and,
moreover, it is of first order. The phase diagram at zero temperature is summarized in
Fig. 1. We have been able to compute several quantities characterizing this discontinuous
transition, such as its latent heat and the speed of sound close to the transition point.
The rest of this paper is organized as follows. In section 2 we review the ABJM background
with unquenched flavor. In section 3 we study the embeddings of flavor D6-branes, both at
5
zero and non-zero temperature. Section 4 is devoted to the analysis of the zero temperature
thermodynamics and to explore the quantum phase transitions in the unflavored and flavored
cases. In section 5 we determine the charge susceptibility and diffusion constants at non-
zero temperature. In section 6 we analyze the fluctuations of the probe and, in particular,
we calculate the speed of its zero sound mode. In section 7 we summarize our results and
discuss possible future research directions. The paper is completed with two appendices. In
appendix A we give further details of the flavored background and of the embeddings of the
probes. Finally, in appendix B we carry out in detail the analysis of the fluctuations of the
D6-brane.
2 The flavored ABJM background
Let us review the geometry of the ABJM model with smeared massless flavors at non-zero
temperature [33,34]. Further details are provided in appendix A. The ten-dimensional metric,
in string frame, has the form:
ds2 = L2 ds2BH4 + ds
2
6 , (2.1)
where L is constant (the radius of curvature), ds2BH4 is the metric of a black hole in four-
dimensional Anti-de Sitter, given by:
ds2BH4 = −r2h(r)dt2 +
dr2
r2h(r)
+ r2
[
dx2 + dy2
]
, (2.2)
and ds26 is the metric of the compact six-dimensional manifold. In (2.2) the function h(r) is
the blackening factor:
h(r) = 1 − r
3
h
r3
, (2.3)
where rh is the horizon radius, which is proportional to the temperature as T = 3rh/4pi.
The six-dimensional internal metric ds26 in (2.1) can be written as an S2-bundle over S4. If
ds2S4 is the standard metric of the unit round S
4 and zi (i = 1, 2, 3), with
∑
i(z
i)2 = 1, are
the components of a unit three-vector which parameterize a unit two-sphere, then the line
element ds26 is:
ds26 =
L2
b2
[
q ds2S4 +
(
dzi + ijk Aj zk
)2 ]
. (2.4)
Here Ai are the components of the non-abelian one-form connection corresponding to an
SU(2) instanton in S4, b and q are constant squashing factors which depend on the numbers
of flavors and colors (Nf and N) and on the Chern-Simons level k through the combination:
ˆ ≡ 3Nf
4k
=
3
4
Nf
N
λ . (2.5)
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The factor 3/4 is introduced for convenience. In the last step we have introduced the ’t
Hooft coupling λ = N/k. In terms of the deformation parameter ˆ, the squashing factors q
and b are:
q = 3 +
3
2
ˆ− 2
√
1 + ˆ+
9
16
ˆ2
b =
2q
q + 1
. (2.6)
Notice that in the unflavored ABJM background ˆ = 0 and b = q = 1. In this case the
internal metric (2.4) becomes the canonical Fubini-Study metric of CP3 with radius 2L in
the so-called twistor representation, and (2.1) is the line element of the ABJM model at
non-zero temperature without flavors. The backreaction of the delocalized D6-brane sources
deforms the internal metric by squashing the CP3 relative to the AdS4, and deforms internally
the CP3, preserving the S4 − S2 split. These flavor deformations are encoded in the q and
b parameters. As functions of ˆ, q and b are monotonically increasing functions, which
approach the values q → 5/3 and b → 5/4 as ˆ → ∞. Moreover, the AdS4 radius L also
depends on ˆ as:
L2 = pi
√
2λ
√
(4− 3b)(2− b)b3
2(b− 1)(1 + ˆ) + b . (2.7)
Notice that L2 = pi
√
2λ in the unflavored geometry, which means that the flavor effects
on L are contained in the second square root in (2.7). The complete solution of type IIA
supergravity with sources is endowed with RR two- and four-forms F2 and F4, as well as
with a constant dilaton φ (whose value depends on N , Nf , and k). Their explicit expressions
are given in appendix A.
3 Probes on the flavored ABJM
We are interested in analyzing the behavior of a flavor D6-brane probe in the background
described in section 2. This flavor brane is extended along the AdS4 coordinates (x
µ, r)
and wraps a compact three-dimensional submanifold of the internal space. The precise
embedding of this submanifold in the flavored squashed CP3 can be found in appendix A.
The induced metric on the worldvolume of the flavor D6-brane is:
ds27
L2
= r2
[−h(r) dt2 + dx2 + dy2]+ 1
r2
(
1
h(r)
+
r2 θ′ 2
b2
)
dr2
+
1
b2
[
q dα2 + q sin2 α dβ2 + sin2 θ ( dψ + cosα dβ )2
]
, (3.1)
where α, β, and ψ are angles taking values in the range 0 ≤ α < pi, 0 ≤ β, ψ < 2pi, and
θ = θ(r) is an angle which determines the profile of the probe brane. We want to deal with
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a system with non-zero baryonic charge density. Therefore, we should have a non-zero value
of the tr component of the worldvolume gauge field strength F = dA. Accordingly, we will
adopt the following ansatz:
θ = θ(r) , A = L2At(r) dt . (3.2)
The D6-brane probe is governed by the standard DBI+WZ action:
S = SDBI + SWZ , (3.3)
where SDBI and SWZ are given by:
SDBI = −TD6
∫
M7
d7ζ e−φ
√
− det(g + F )
SWZ = TD6
∫
M7
(
Cˆ7 + Cˆ5 ∧ F + 1
2
Cˆ3 ∧ F ∧ F + 1
6
Cˆ1 ∧ F ∧ F ∧ F
)
. (3.4)
In (3.4) g is the induced metric on the worldvolume and the Cˆp’s are the pullbacks of the
different RR potentials of the background. In the flavored ABJM background dF2 6= 0 and,
therefore, the RR potential C1 is not well-defined. In this unquenched case one should work
directly with the equations of motion of the probe derived from S, which contain the RR
field strengths Fp (and do not contain the potentials) (see [36]). Nevertheless, to determine
the embedding corresponding to the ansatz (3.2), only the term with C7 in (3.4) is relevant
(the explicit expression of C7 can be found in [33,34]).
We will use the following system of worldvolume coordinates ζa = (xµ, r, α, β, ψ). After
integrating over the internal coordinates, we can write the action in the form:
S =
∫
d3x drL , (3.5)
where L is the Lagrangian density of the probe, given by:
L = −N r2 sin θ
[√
b2(1− A′ 2t ) + r2 h θ′ 2 − b sin θ − r cos θ θ′
]
. (3.6)
Here and in the following, the prime denotes differentiation with respect to r. In (3.6) N is
a constant given by:
N = 8pi
2 L7 TD6 e
−φ
b4
q . (3.7)
In the Lagrangian (3.6) the variable At is cyclic and its equation of motion can be integrated
once as:
r2 sin θ
A′t√
1− A′ 2t + r2b2 h θ′ 2
= d , (3.8)
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where d is a constant, which is proportional to the charge density. This equation can be
inverted to give:
A′t =
d
b
√
b2 + r2 h θ′ 2√
d2 + r4 sin2 θ
. (3.9)
According to the standard AdS/CFT dictionary the chemical potential µ is identified with
the value of At at the UV:
µ = At(r →∞) . (3.10)
For a black hole embedding one can write an expression for At as an integral over the radial
variable r. Indeed, in this case we integrate (3.9) with the condition At(r = rh) = 0, namely:
At(r) =
d
b
∫ r
rh
√
b2 + r˜2 h θ′ 2√
d2 + r˜4 sin2 θ
dr˜ . (3.11)
Then, it follows that the chemical potential µ for a black hole embedding is:
µ =
d
b
∫ ∞
rh
√
b2 + r2 h θ′ 2√
d2 + r4 sin2 θ
dr . (3.12)
Let us now write the equation of motion for θ(r):
∂r
[
r4 h sin θ√
1− A′ 2t + r2b2 h θ′ 2
θ′
]
− b r2 cos θ
[
(3− 2b) sin θ + b
√
1− A′ 2t +
r2
b2
h θ′ 2
]
= 0 .
(3.13)
Using (3.9) to eliminate A′t, we can rewrite (3.13) as:
∂r
[
r2 h
√
d2 + r4 sin2 θ√
b2 + r2 h θ′ 2
θ′
]
− r2 cos θ sin θ
[
3− 2b+ r
2
√
b2 + r2 h θ′ 2√
d2 + r4 sin2 θ
]
= 0 . (3.14)
Eq. (3.14) must be solved numerically, except in the case of vanishing temperature and
density, where an analytic supersymmetric solution is available [33]. All solutions of (3.14)
reach the UV with an angle which approaches asymptotically the value θ = pi/2. Actually,
for large r the deviation of θ with respect to this asymptotic value can be represented as:
pi
2
− θ(r) ∼ m
rb
+
c
r3−b
+ · · · , (3.15)
where b is the constant (depending of the flavor deformation parameter ˆ) defined in (2.6)
and m and c are constants related to the quark mass and the condensate, respectively. The
precise holographic dictionary for our probes has been worked out in [34]. For our purposes
it is sufficient to recall that the physical quark mass mq is proportional to m
1
b . This non-
trivial exponent is related to the anomalous mass dimension γm = b− 1, which enters in the
(holographic) Callan-Zymanzik equation [38].
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Figure 2: We sketch the three possible embeddings available in the model at non-zero chem-
ical potentials at non-vanishing mass parameter at zero temperature. The left-most profile
corresponds to Minkowski embeddings, where the D6-brane does not enter the Poincare´
horizon, displayed as the black dot. The middle profile corresponds to that of a black hole
embedding penetrating the horizon, while the right-most profile stands for D6-anti-D6-brane
embeddings. This figure is adapted from the one in [3], in the context of a D3-D7 model,
where a clean flat space interpretation can be given.
The different solutions of (3.14) are obtained by imposing suitable boundary conditions
at the IR. We will study them in the next two subsections, starting with the embeddings at
zero temperature. There are three different kinds of embeddings, sketched in Fig. 2. They
are introduced one-by-one in the following subsection.
3.1 Embeddings at zero temperature
Let us now consider eq. (3.14) for T = 0 (i.e., for h = 1). One can verify by numerical
integration that (3.14) admits a family of solutions in which the embeddings reach the origin
r = 0 at any given value of θ0 = θ(r = 0), quantities which we shall denote as initial angles.
These solutions are called black hole embeddings as they are continuously connected with
their T 6= 0 counterparts. Actually, one can solve (3.14) for h = 1 in a power series expansion
near r = 0 as:
θ(r) = θ0 + b(3− 2b) sin θ0 cos θ0
6d
r2 + · · · . (3.16)
These solutions can be found numerically by imposing the initial conditions θ(r = 0) = θ0
and θ′(r = 0) = 0. The mass parameter m of the embedding (determined by the value of
rb cos θ at r → ∞) is related to the initial angle θ0. Given the embedding, the chemical
potential can be obtained by evaluating the integral (3.12). When θ0 → pi/2 the mass
approaches zero. In fact, the whole embedding becomes trivial with constant angle. When
θ0 → 0, on the other hand, the embedding becomes increasingly spiky and the corresponding
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chemical potential approaches the value:
lim
θ0→0
µ = m
1
b , (3.17)
where the mass parameter is kept fixed.
0.5 1.0 1.5 2.0d
1.0
1.5
2.0
2.5
μ
Figure 3: We plot the chemical potential µ as a function of the density d for fixed quark
mass. The continuous black curve corresponds to the unflavored case (b = 1), the dashed
curve is for b = 1.1, while the dotted curve is for b = 1.25 (corresponding to ˆ → ∞). All
curves are for m = 1. The continuous red curve corresponds to the conformal D3-D5 system
with massless quarks, for which µ = γ d
1
2 , with γ = 1
4
√
pi
Γ(1/4)2.
We have verified the limit in (3.17) numerically. This result can also be easily demonstrated
analytically as follows. Let us first introduce the Cartesian-like coordinates (ρ,R), related
to (θ, r) as:
R = rb cos θ , ρ = rb sin θ . (3.18)
In these coordinates the black hole embeddings start in the IR at the origin R = ρ = 0
with a certain angle θ0 with respect to the R-axis and they end at the UV at R = m with
ρ → ∞ (see Fig. 4). If the initial angle θ0 is very small, the embeddings are very spiky
and approach the maximal value R = m very fast for very small values of the coordinate ρ.
Instead of parameterizing the embedding as θ = θ(r), it is more convenient in this situation
to represent it as ρ = ρ(R). It is then straightforward to demonstrate that µ is given by the
integral:
µ =
d
b
∫ m
0
√
1 + ( dρ
dR
)2√
d2(ρ2 +R2)1−
1
b + ρ2(ρ2 +R2)
1
b
dR . (3.19)
For θ0 → 0 the coordinate ρ is very close to zero except when R ≈ m and we can approximate
the integral (3.19) by taking ρ ≈ 0 in the integrand. We get:
µ ≈ 1
b
∫ m
0
R
1
b
−1 dR = m
1
b , (3.20)
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in agreement with (3.17). For a fixed value of the mass parameter m, the limiting value
(3.17) corresponds to sending d → 0. Actually, the dependence of µ on d for fixed m can
be obtained numerically by performing the integral (3.12). The result is shown in Fig. 3,
where we notice an important difference between the unflavored and flavored cases. Indeed,
when Nf = 0 the chemical potential µ grows monotonically with d, starting from its minimal
value µ = m at d = 0. When d is large the chemical potential grows as µ ∝ d 12 , which is
the behavior expected in a conformal theory in 2+1 dimensions. On the contrary, when
the backreaction of the flavors is added, µ decreases for small values of d until it reaches
a minimum at a non-zero value of d and then it grows and converges eventually to the
unflavored case. The presence of minimum in the µ = µ(d) curve means that the charge
susceptibility χ = ∂d/∂µ diverges at d 6= 0, signaling a discontinuous phase transition at a
non-zero density. We will confirm this fact below.
0 1 2 3 4 5 6 ρ0.00.5
1.0
1.5
2.0
2.5
R
Figure 4: We depict the profiles of the three possible types of embeddings in the (ρ,R)
coordinates defined in (3.18) at zero temperature. The top-most curve corresponds to the
Minkowski embedding, while the middle curve entering in the Poincare´ horizon corresponds
to the black hole embedding. The bottom curve stands for one of the branches of the
brane-antibrane embeddings.
The black hole embeddings considered above are not the only possible ones. Indeed, there
are also two other configurations in which the brane does not reach the r = 0 origin. The
so-called brane-antibrane embeddings are characterized by the initial boundary conditions:
θ(r0) =
pi
2
, θ′(r0) = ∞ , (3.21)
where r0 is the minimal value of r. In terms of the (ρ,R) variables the brane is orthogonal to
the ρ-axis in the IR (at ρ = ρ0 = r
b
0, R = 0) and becomes parallel to the ρ-axis as ρ becomes
large (see Fig. 4). Notice that dR/dρ diverges at ρ = ρ0, which indicates that the brane has
a turn-around point where the brane jumps to a second branch.
A third class of configurations are the so-called Minkowski embeddings, in which the
brane reaches the R-axis at some non-zero value of R, as shown in Fig. 4. Due to charge
conservation these embeddings are only consistent if the density d is zero. When this is the
12
case there are analytic solutions which preserve some amount of supersymmetry [33]. In
terms of the (r, θ) variables, these embedding are:
cos θ(r) =
m
rb
, (d = 0) . (3.22)
Equivalently R = m. Notice that in this case the minimal value of r is r0 = m
1
b . Moreover,
when d vanishes it follows from (3.9) that A′t = 0 and, therefore, the gauge field At is an
arbitrary constant, which equals the chemical potential µ. Thus, the SUSY embeddings
(3.22) correspond to d = 0, with µ being a free parameter.
Notice that, in this zero temperature case, the mass parameter m can be scaled out by a
suitable change of the radial variable followed by some redefinitions. Indeed, from (3.15) we
conclude that m can be taken to be one if one changes variables from r to r˜ = r/m
1
b . Then,
it follows from (3.12) that m can be eliminated from this last equation if d and µ are written
in terms of the rescaled quantities d˜ and µ˜, defined as d˜ = d/m
2
b and µ˜ = µ/m
1
b .
In section 4 we will determine which of these three types of embeddings at zero tem-
perature is thermodynamically favored. We will carry out this analysis by comparing their
thermodynamic potentials Ω in the grand canonical ensemble.
3.2 Embeddings at finite temperature
As will become clear later, we need to extend some of our analysis to small and non-zero
temperature. All three types of embeddings, as discussed in the preceding section, extend
continuously to T 6= 0. However, as our main motivation in this work are the quantum
critical phenomena, we will restrict our attention in the black hole phase. Let us thus only
consider the black hole embeddings at non-zero temperature. These embeddings reach the
horizon r = rh with some angle θ = θ0. Near r = rh we can solve (3.14) in powers of r − rh.
The first two terms in this expansion are:
θ(r) = θ0 + θ1 (r − rh) + · · · , (3.23)
where the constant θ1 is given by:
θ1 = b
cos θ0 sin θ0
[
b r2h + (3− 2b)
√
d2 + r4h sin
2 θ0
]
3(d2 + r4h sin
2 θ0)
rh . (3.24)
To get the full θ(r) function we need to integrate numerically (3.14) with the initial condition
at r = rh given by (3.24). Notice that (3.14) depends explicitly on rh through the blackening
factor h. It turns out that the horizon radius rh can be scaled out by an appropriate change
of variables followed by a redefinition of the density d. Indeed, let us define the reduced
variable rˆ and density dˆ as:
rˆ =
r
rh
, dˆ =
d
r2h
. (3.25)
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Then, it is readily verified that the embedding equation in terms of rˆ is just (3.14) with
rh = 1 and d substituted by dˆ. Other quantities can be similarly rescaled. Indeed, let us
define µˆ and mˆ as:
µˆ =
µ
rh
, mˆ =
m
rbh
. (3.26)
It is straightforward to find an expression of µˆ in terms of the rescaled quantities:
µˆ =
dˆ
b
∫ ∞
1
√
b2 + rˆ2 h(rˆ)
(
dθ
drˆ
) 2√
dˆ2 + rˆ4 sin2 θ
drˆ . (3.27)
Notice also that the ratio mˆ
1
b /µˆ does not depend on rh:
mˆ
1
b
µˆ
=
m
1
b
µ
. (3.28)
4 Zero temperature thermodynamics
The zero-temperature grand canonical potential Ω is given by minus the on-shell action of
the probe brane:
Ω = −Son−shell . (4.1)
Notice that, as pointed out in [34], the on-shell action of our ABJM system is finite and does
not need to be regulated. Indeed, the WZ term of the action serves as a regulator of the
DBI term, giving rise to consistent thermodynamics. The explicit expression of Ω at zero
temperature is given by:
Ω = N
∫ ∞
r0
r2 sin θ
[
r2 sin θ
√
b2 + r2 θ′2√
d2 + r4 sin2 θ
− b sin θ − r cos θ θ′
]
dr . (4.2)
Other thermodynamic properties at T = 0 can be obtained from (4.2). For example, the
pressure P is just:
P = −Ω . (4.3)
Moreover, we can evaluate Ω for the different embeddings and determine the one that is
favored at different values of the chemical potential. One can verify by plugging (3.22) in
(4.2) that Ω = 0 for the SUSY embeddings (3.22) which have zero density d and arbitrary µ.
In the case of the black hole embeddings the situation varies greatly when the backreaction is
included. Indeed, for the unflavored background with b = 1 the grand canonical potential of
the black hole embeddings is always negative and grows monotonically as µ decreases towards
its minimal value µ↘ m, where Ω = 0 and d = 0 (see Fig. 5, left). On the contrary, in the
flavored backgrounds with b > 1, the grand canonical potential is negative for large values of
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µ and vanishes for some µ = µc which corresponds to a non-zero density d = dc (see Fig. 5,
right). From this point on, Ω ≥ 0, reaching a maximum positive value, which corersponds
to the minimum value of the chemical potential µ. It is at this point where the black hole
embedding ceases to exist as it annihilates with another (unstable) black hole embedding.
This latter black hole branch is the one which connects with the Minkowski embeddings at
larger mu, i.e., until the grand potential reaches the value Ω = 0 when µ = m
1
b and d = 0.
The grand canonical potential for the brane-antibrane embeddings is always non-negative
and decreases monotonically as µ grows (µ ≤ m 1b for these embeddings). This structure in
the (µ,Ω) plane is the well-known swallow-tail shape, typical of first-order phase transitions.
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Figure 5: We plot the grand canonical potential Ω as a function of the chemical potential µ
for the unflavored (left) and flavored (right) models. The black (red) curve corresponds to
the black hole (brane-antibrane) embedding. The supersymmetric Minkowski embeddings
Ω(µ) = 0 we have represented with a blue curve on the horizontal axis. The curves for the
flavored model on the right have been obtained for b = 1.25. All curves are with m = 1.
From the numerical results displayed in Fig. 5 it is clear that the black hole embeddings
are thermodynamically preferred for values of µ such that their grand canonical potential
Ωbh is negative. Moreover, when µ is such that Ωbh > 0, the Minkowski embeddings (with
d = Ω = 0) are preferred. Notice also that the brane-antibrane configurations are always
thermodynamically disfavored. Therefore, at µ = µc such that Ωbh(µc) = 0 there is a black
hole-Minkowski embedding phase transition. In Fig. 5 we see that the nature of this quantum
phase transition for the unflavored model is very different from that of the backreacted
background. Indeed, in the quenched unflavored case we have a continuous second order
phase transition in which the density d vanishes in both phases at the transition point
µc = m. In section 4.1 we will study in detail this quantum critical point and we will
characterize the scaling of the different physical quantities near the transition.
In the unquenched flavored model the phase transition at µ = µc is discontinuous since
d jumps from a non-zero value in the black hole phase to d = 0 in the Minkowski phase.
Therefore, we have a first-order phase transition, for which we will determine the latent heat
and other quantities in section 4.2.
Once the grand canonical potential Ω is known, we can determine other thermodynamic
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Figure 6: We depict the internal energy  as a function of the chemical potential µ for the
unflavored model (continuous curve) and for the flavored model with b = 1.1 (dashed curve)
and b = 1.25 (dotted curve). In all the cases we have used m = 1.
functions. Indeed, the charge density ρch is given by:
ρch = −∂Ω
∂µ
. (4.4)
By computing numerically the derivative in (4.4) at fixed mass m, we have checked that ρch
is related to d as:
ρch = N b d , (4.5)
where N is the normalization constant (3.7). Eq. (4.5) confirms our identification of the
constant d. The energy density  can be obtained as:
 = Ω + µ ρch . (4.6)
More explicitly, after using (4.2), (3.12), and (4.5), we have the following integral expression
for ,
 = N
∫ ∞
r0
[√
b2 + r2 θ′2
√
d2 + r4 sin2 θ − b r2 sin2 θ − r3 sin θ cos θ θ′
]
dr , (4.7)
where r0 is the minimal value of r for the embedding. In Fig. 6 we plot  for black hole
embeddings as a function of µ, both for the quenched and unquenched model. We notice
that the energy density in the quenched theory grows monotonically with the chemical
potential, starting from the value  = 0 at the transition point at µ = m. On the contrary,
when dynamical quarks are added to the background, the function bh is not monotonic and
becomes double-valued, with a point where ∂/∂µ = µ∂ρch/∂µ blows up. This is, of course,
consistent with the results plotted in Fig. 3.
The speed of the first sound is defined as:
u2s =
∂P
∂
. (4.8)
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We evaluated numerically the derivative in (4.8) for black hole embeddings by using (4.3)
and (4.2). The results are represented in Fig. 7, both for the quenched and unquenched
cases. Again, they are very different in these two cases. In the quenched model u2s is always
non-negative and decreases monotonically when m/µ varies in the physical interval [0, 1]. In
Fig. 7 (left) we compare u2s for our quenched system with the corresponding values for the
D3-D5 model [18,19]. In the unquenched case u2s is not monotonic and becomes negative for
small µ, which again signals a discontinuous phase transition.
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Figure 7: Left: We plot u2s as a function of m/µ for the unflavored background (blue curve).
We compare with the same quantity for the D3-D5 model (black curve). Right: We plot
u2s for different numbers of flavors: b = 1 (blue), b = 1.1 (red), and b = 1.25 (purple). In
both plots the points are the values of the square of the speed of zero sound obtained by
integrating the fluctuation equations of section 6; we conclude that the speeds of first and
zero sounds agree in this model.
4.1 The unflavored transition
We have shown above that the unflavored system experiences a continuous phase transition
at µ = m and T = 0. In this section we look in more detail the behavior of the system near
this quantum critical point. Accordingly, let us define µ¯ as:
µ¯ = µ − m . (4.9)
Clearly µ¯ = 0 is the location of the phase transition. Therefore, we expect that the grand
canonical potential Ω behaves in a non-analytic form near µ¯ = 0. We assume that the system
displays a scaling behavior near the critical point. The goal of this section is to characterize
this behavior in terms of a set of critical exponents.
Let us consider a system with hyperscaling violation exponent θ and dynamical exponent z
in n spatial dimensions (n = 2 in our case). Recall that in such a system n−θ is the effective
number of spatial dimensions near the critical point and z is the effective dimension of the
energy. Therefore [µ¯] = z and the energy densities (such as our grand canonical potential
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Ω) should have a dimension equal to n − θ + z. These dimension assignments allow us to
write Ω near µ¯ = 0 as:
Ω ≈ −C µ¯n+z−θz
(∣∣ log µ¯
m
∣∣)−ζ , (4.10)
where C > 0 is a constant. Eq. (4.10) is a generalization of the expression written in [18]
by including a logarithmic multiplicative term with some new exponent ζ. We show below
that ζ cannot be zero in our ABJM case. This is to be compared with the Dp-Dq systems
studied in [18,19], where ζ = 0. Similar multiplicative logarithmic corrections to the scaling
has been studied in general in [39] for thermal phase transitions.
The charge density ρch = N d is obtained by computing the derivative of Ω with respect
to µ¯. We get:
N d ≈ C µ¯n−θz
(∣∣ log µ¯
m
∣∣)−ζ [1 + n− θ
z
+
ζ∣∣ log µ¯
m
∣∣] . (4.11)
Let us next consider, following [18], the non-relativistic energy density e, defined as:
e =  − ρchm = Ω + ρch µ¯ . (4.12)
Near the critical point, e behaves as:
e ≈ C µ¯n+z−θz
(∣∣ log µ¯
m
∣∣)−ζ [n− θ
z
+
ζ∣∣ log µ¯
m
∣∣] , (4.13)
and it is very convenient to consider the ratio e/P , which is given by:
e
P
≈ n− θ
z
+
ζ∣∣ log µ¯
m
∣∣ . (4.14)
If θ 6= n the ratio e/P reaches a constant non-vanishing value as µ¯→ 0. This is clearly not
the case for our system, as illustrated in Fig. 8. Therefore, our system should have θ = 2.
Moreover, the logarithmic exponent ζ should be non-zero and positive.2 Therefore we get
the following leading behavior for our system:
ρch = N d ≈ C(∣∣ log µ¯
m
∣∣)ζ , eP ≈ ζ∣∣ log µ¯m ∣∣ . (4.15)
We can also compute the speed of sound us near the critical point by using (4.8), with the
result:
u2s ≈
1
ζ
µ¯
∣∣ log µ¯
m
∣∣
m+ µ¯
[
1− 1
1 + ζ +
∣∣ log µ¯
m
∣∣ ] , (4.16)
which, at leading order for µ¯→ 0 becomes simply:
u2s ≈
1
ζ
µ¯
m
∣∣ log µ¯
m
∣∣ . (4.17)
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Figure 8: On the left we plot the numerical values of the ratio e/P as a function of µ¯. The
continuous line is a fit to the expression written in (4.15). The value of ζ obtained in this fit
is ζ = 0.65575. On the right we plot the values of u2s, together with the scaling expression
(4.17) for ζ = 0.74689.
To determine the value of the exponent ζ we can fit the numerical values of e/P and u2s
near µ¯ = 0 to our scaling expressions (4.15) and (4.17). Due to the logarithmic behavior of
these quantities we must explore very small values of µ¯. The results of these fits is shown in
Fig. 8. The values of ζ obtained are in the range ζ = 0.65− 0.75.
Let us determine, following the reasoning in [18], the dynamical critical exponent z by
dimensional analysis of the dispersion relation of the sound mode, which is of the form
ω = us k, where us is given by (4.17) near the critical point µ¯ = 0. Actually, we will see that
the speed of the zero sound, obtained by numerical integration of the fluctuation equations
of the probe brane, is exactly the same as the one determined by (4.8). Near µ¯ = 0 eq.
(4.17) tells us that us ∼ √µ¯ (times a logarithmic correction) and, since [ω] = [µ¯] = z and
[k] = 1, the dimensional consistency of the dispersion relation ω = us k implies that z = 2.
Therefore, the values of θ and z for our system are:
θ = 2 , z = 2 . (4.18)
Notice that the value of θ just found differs from the value θ = 1 obtained in [18] for the
conformal systems D3-D7 and D3-D5.
Let us now consider the system at small non-zero temperature T  µ¯. We can evaluate
the free energy f at first order in T by using the results of [40]. Notice that at T = 0, f = .
Indeed, according to the analysis of [40], when T is small the free energy density can be
approximated as:
f(µ,m, T ) = f(µ,m, T = 0) + pi ρch T + O(T 2) . (4.19)
2Indeed, if we had θ = 2 and ζ = 0 the charge density d in (4.11) would be non-zero at the critical point,
which is not the case for our ABJM system.
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Then, the non-relativistic free energy density is given by:
fnon−rel(µ,m, T ) = f(µ,m, T ) − ρchm = e + pi ρch T + O(T 2) . (4.20)
Evaluating the right-hand side of (4.20) for our system, we get the following expression of
fnon−rel for small µ¯ and T/µ¯:
fnon−rel(µ,m, T ) = C
µ¯(∣∣ log µ¯
m
∣∣)ζ+1
[
ζ + pi
∣∣ log µ¯
m
∣∣ T
µ¯
+ · · ·
]
. (4.21)
On general grounds, near a quantum phase transition the free energy density should behave
as a homogeneous function when the control parameter µ¯ and the temperature T are scaled
as µ¯ → Λ 1ν µ¯, T → Λz T , where ν is the critical exponent that characterizes the divergence
of the correlation length ξ ∼ (T − 0)−ν [2]. Eq. (4.21) is the first order term of a Taylor
expansion of the scaling function of fnon−rel. If we disregard the logarithmic terms in (4.21)
(which give rise to subleading terms when µ¯→ 0), it follows that T and µ¯ should be scaled
by the same power of the scale factor Λ. Since z = 2 for our system, we must have ν = 1/2.
Eq. (4.21) also determines the value of the exponent α which characterizes the scaling of
the heat capacity cV ∼ (T − 0)−α. Indeed, according to the analysis of [18] the global power
of µ¯ in fnon−rel(µ,m, T ) should be 2− α. If we ignore again the logarithmic correction, this
prescription gives α = 1. Therefore, we have obtained that the critical exponents α and ν
are given by
α = 1 , ν =
1
2
. (4.22)
Notice that the values of θ, z, α, and ν listed in (4.18) and (4.22) satisfy the hyperscaling
relation
(n+ z − θ) ν = 2− α , (4.23)
with n = 2.
4.2 The flavored transition
We already pointed out above that the black hole-Minkowski phase transition with dynamical
quarks in the background is of first order. At the transition point the density jumps from
being d = dc 6= 0 in the black hole phase to d = 0 in the Minkowski phase. We have
investigated numerically the dependence of dc on ˆ and m and we found that, with big
accuracy, this dependence can be written as:
dc(ˆ, m) = d˜c(ˆ) m
2
b = d˜c(ˆ) m
2
q , (4.24)
where mq = m
1
b is proportional to the physical mass of the quarks. Notice that the depen-
dence on m written in (4.24) is the one expected by the rescaling argument given at the end
of section 3.1.
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The flavor dependent coefficient of the quadratic law (4.24) grows monotonically with ˆ,
as shown in Fig. 9 (left). For small ˆ this growth is very fast and saturates very quickly for
larger values of the deformation parameter.
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Figure 9: Left: We plot the function d˜c(ˆ) introduced in (4.24) at m = 1. Right: We depict
the latent heat ∆ for m = 1 as a function of ˆ.
The phase transition occurs at a critical chemical potential µc < m
1
b = mq. Actually,
the ratio µc/mq is a decreasing function of ˆ which approaches the value µc/mq ≈ 0.9 when
ˆ → ∞. It is also interesting to point out that the value of µ where the speed of sound
vanishes (see Fig. 7)) corresponds to the turning point of Ω as a function of µ for a black
hole embedding, i.e., to the minimum value of µ for such embeddings. The phase transition
occurs for a value of µ close to its lowest value where u2s is still positive. Moreover, it follows
from the above discussion that µc ∼ d
1
2
c .
We also studied the latent heat of the phase transition, i.e., the difference ∆ of the
internal energy of the two phases. Notice that, as Ω = 0 in both phases at the transition
point and ρch = 0 in the Minkowski phase, ∆ is simply obtained by evaluating µ ρch at the
black hole side of the transition:
∆ = (µ ρch)bh . (4.25)
The behavior of this quantity with the number of flavors when m = 1 is displayed in Fig. 9
(right). We notice that the latent heat resembles the behavior of the critical density. We
have also verified that ∆ grows with the quark mass as ∆ ∼ m3q = m
3
b .
Most of the figures that we have presented above have been produced using m = 1. It
is however simple to obtain the results for any value of m by using the rescaling argument
presented above. Indeed, one can readily show that the different quantities scale with mq =
m
1
b as:
 ∼ Ω ∼ m3q , µ ∼ mq , d ∼ m2q . (4.26)
We have checked that this behavior is confirmed by our numerical results.
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5 Charge susceptibility and diffusion constant
Let us now consider the system at non-zero temperature and compute the charge suscepti-
bility, which is defined as:
χ =
∂ρch
∂µ
. (5.1)
Taking into account that the charge density ρch is related to d as ρch = N b d (4.5), we can
rewrite this last expression as:
χ−1 =
1
N b
∂µ
∂d
. (5.2)
We now evaluate explicitly the derivative in (5.2) as:
∂µ
∂d
=
∫ ∞
rh
∂A′t
∂d
dr . (5.3)
The derivative inside the integral in (5.3) can be computed directly. We get:
∂A′t
∂d
=
√
∆
b
r2 sin θ
d2 + r4 sin2 θ
[
1 − d
(
cot θ
∂θ
∂d
− r
2 h θ′
∆
∂θ′
∂d
)]
. (5.4)
where ∆ is defined as:
∆ ≡ b2(1− A′ 2t ) + r2 h θ′ 2 =
r4 sin2 θ(b2 + r2 h θ′ 2)
d2 + r4 sin2 θ
. (5.5)
Thus, the charge susceptibility can be written in the form:
χ−1 =
1
N
∫ ∞
rh
dr
√
∆
b2
r2 sin θ
d2 + r4 sin2 θ
[
1 − d
(
cot θ
∂θ
∂d
− r
2 h θ′
∆
∂θ′
∂d
)]
. (5.6)
The charge diffusion constant D can be related to the charge susceptibility and to the DC
conductivity σ by the Einstein relation:
D = σ χ−1 . (5.7)
The value of σ can be obtained from the two-point correlators of the transverse currents.
This calculation is performed in detail in appendix B. Alternatively, σ can be computed by
employing the Karch-O’Bannon method [41], as was done for the ABJM model in [36]. The
result obtained by these two methods agree and is given by:
σ = N b
r2h
√
d2 + r4h sin
2 θh . (5.8)
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Figure 10: We plot the rescaled diffusion constant Dˆ = rhD as a function of the ratio
of the mass and the chemical potential. Left: We plot the values of Dˆ for the unflavored
theory for different values of the rescaled density dˆ = d/r2h. The values of dˆ in this plot
are dˆ = 1, 10, 100, 1000 (bottom-up). Right: We plot the values of Dˆ for dˆ = 10 and for
different number of flavors: b = 1 (blue), b = 1.1 (red), and b = 1.25 (purple), inside-out.
The continuous curves are obtained by the Einstein relation and the points correspond to
the diffusive fluctuation modes of the probe.
We can now plug (5.6) and (5.8) into the right-hand side of (5.7) to get the diffusion constant
D. The final result is:
D =
√
d2 + r4h sin
2 θh
b r2h
∫ ∞
rh
dr
r2 sin θ
√
∆
d2 + r4 sin2 θ
[
1 − d
(
cot θ
∂θ
∂d
− r
2 h θ′
∆
∂θ′
∂d
)]
. (5.9)
In the case of massless quarks, the embedding is just θ = constant = pi/2 and the integral
(5.9) can be evaluated in analytic form. We get:
Dm=0 =
√
d2 + r4h
r3h
F
(3
2
,
1
2
;
5
4
;−d
2
r4h
)
. (5.10)
In the general case of massive quarks we have evaluated (5.9) numerically for the unflavored
and flavored backgrounds as a function of the chemical potential. The results of these
calculations are displayed in Fig. 10. In the unflavored background D is always non-negative
and vanishes when µ = m (see Fig. 10, left). On the contrary, when Nf 6= 0 the diffusion
constant is maximal for large chemical potential (and given by the massless value (5.10)) and
becomes negative after µ reaches its minimal value, which means that the system becomes
unstable and that the first-order phase transition at T = 0 survives at non-zero temperature.
In the next section we obtain the diffusion constant by looking at the fluctuation modes of
the probe in the hydrodynamical regime. The corresponding values of D are also plotted
in Fig. 10, where we notice that they agree perfectly with the values found above by using
Einstein relation.
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6 Fluctuations
We now want to carry out a dynamic (i.e., time-dependent) study of our system, to com-
plement the static analysis performed so far. Accordingly, let us consider the generic T 6= 0
background and let us allow the probe brane to fluctuate around the black hole embeddings
described in section 3. In general, the equations of motion of these fluctuations are very com-
plicated since the different fluctuation modes are coupled. However, there are certain modes
that can be decoupled from the rest and, therefore, they constitute a consistent truncation
of the general system of equations. In this section we will study one of these restricted sets
of fluctuations, which involves the gauge field A and the transverse scalar θ. These fields
take the form:
A = L2
[
At(r) dt+ at(t, x, r) dt+ax(t, x, r) dx+ar(t, x, r) dr] , θ = θ(r)+λ(t, x, r) , (6.1)
where at, ax, ar, and λ are the first-order perturbations. One can check that the ansatz (6.1)
is indeed a consistent truncation of the equations of motion. These truncated equations
can be derived from a second order Lagrangian density L(2), which is derived in detail in
appendix B. The expression for L(2) is:
L(2) = −N r2 sin θ
√
∆
[
1
4
Gnm Gpq fmq fnp + L
2
2b2
(
1 − r
2 h θ′ 2
∆
)
Gmn∂mλ ∂nλ
+
((
b− 3
2
) sin θ√
∆
+
r2 h θ′ 2 −∆
2 sin2 θ∆
)
λ2 − d
2θ′ 2
2 b2 r4 sin2 θ∆
(∂tλ)
2
+
dθ′
br2 sin θ
√
∆
Gmn∂mλ fnt + b d cot θ
L2r2 sin θ
√
∆
λftr
]
, (6.2)
where Gmn is the open string metric defined in (B.3), fmn is the field strength for am (f =
L2da) and ∆ is given by (5.5). Let us now write the different equations of motion which can
be derived from the total Lagrangian (6.2). The non-zero values of Gmn are written in (B.5).
First of all, we write the equation of motion for ar (in the ar = 0 gauge):
b2 + r2 h θ′ 2
h∆
∂t a
′
t − ∂x a′x −
d
b sin θ
√
∆
(
θ′ ∂t λ′ − ∆
r2 h
cot θ ∂tλ
)
= 0 . (6.3)
The equation of motion for at is:
∂r
[
b2 r2 sin θ
∆
3
2
(b2 + r2 h θ′2) a′t + d b
(
cot θ λ − r
2 h θ′
∆
λ′
)]
+
sin θ(b2 + r2 h θ′ 2)
r2 h
√
∆
∂x(∂xat − ∂tax) − d θ
′
b r2
∂2x λ = 0 , (6.4)
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while the equation of motion for ax becomes:
∂r
(b2 r2 h sin θ√
∆
a′x
)
+
sin θ(b2 + r2 h θ′2)
r2 h
√
∆
∂t(∂x at − ∂tax) − d θ
′
b r2
∂t∂xλ = 0 . (6.5)
Finally, the equation of motion for the scalar λ is:
∂r
[
r2 sin θh√
∆
[
r2
(
1 − r
2 h θ′ 2
∆
)
λ′ +
b d θ′
sin θ
√
∆
a′t
]]
(6.6)
+b d cot θ a′t +
dθ′
b r2
∂x(∂xat − ∂tax) + r2 sin θ
√
∆
[(
3− 2b)sin θ√
∆
+
∆− r2 h θ′2
sin2 θ∆
]
λ
+
sin θ
b2
√
∆
[(b2 + r2 h θ′2)(r2 h θ′ 2 −∆)
h∆
− d
2 θ′ 2
r2 sin2 θ
]
∂2t λ+
sin θ
√
∆
b2
(
1 − r
2 h θ′ 2
∆
)
∂2xλ = 0 .
Let us next Fourier transform the gauge field and the scalar to momentum space as:
aν(r, t, x) =
∫
dω dk
(2pi)2
aν(r, ω, k) e
−iω t+ ikx
λ(r, t, x) =
∫
dω dk
(2pi)2
λ(r, ω, k) e−iω t+ ikx , (6.7)
and define the electric field E as the following gauge-invariant combination:
E = k at + ω ax . (6.8)
Then, the equation of motion for ar in momentum space is:
b2 + r2 h θ′ 2
h∆
ω a′t + k a
′
x −
ω d
b sin θ
√
∆
(
θ′ λ′ − ∆
r2 h
cot θ λ
)
= 0 . (6.9)
We now combine this last equation with the definition of E. We get a′t and a
′
x as functions
of E and λ:
a′t =
k h∆
∆hk2 − (b2 + r2hθ′2)ω2 E
′ − ω
2 h d
√
∆
b
[
∆hk2 − (b2 + r2hθ′2)ω2] sin θ (θ′λ′ − ∆r2h cot θλ)
a′x =
−(b2 + r2hθ′2)ω
∆hk2 − (b2 + r2hθ′2)ω2 E
′ +
ω k h d
√
∆
b
[
∆hk2 − (b2 + r2hθ′2)ω2] sin θ(θ′λ′ − ∆r2h cot θλ) .
(6.10)
After using these equations, it is easy to check that (6.4) and (6.5) become equivalent and
equal to the following differential equation for the electric field E:
∂r
[
b2 r2 h
(b2 + r2 h θ′ 2)ω2 −∆h k2
(
sin θ√
∆
(b2 + r2 h θ′2)E ′ − k d h
b
(
θ′ λ′ − ∆
r2 h
cot θλ
))]
+
sin θ(b2 + r2 h θ′ 2)
r2 h
√
∆
E − dθ
′
b r2
k λ = 0 . (6.11)
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Let us now write the equation of motion for the scalar field λ in momentum space as:
0 = ∂r
[
r2 sin θh√
∆
[
r2
(
1 − r
2 h θ′ 2
∆
)
λ′ +
b d θ′
sin θ
√
∆
a′t
]]
(6.12)
+b d cot θ a′t − k
dθ′
b r2
E + r2 sin θ
√
∆
[(
3− 2b)sin θ√
∆
+
∆− r2 h θ′2
sin2 θ∆
]
λ
−ω2 sin θ
b2
√
∆
[(b2 + r2 h θ′2)(r2 h θ′ 2 −∆)
h∆
− d
2 θ′ 2
r2 sin2 θ
]
λ− k2 sin θ
√
∆
b2
(
1− r
2 h θ′ 2
∆
)
λ ,
where it should be understood that a′t is given by the first equation in (6.10). The fluctuation
equations (6.11) and (6.12) depend explicitly on the horizon radius rh through the blackening
factor h. This dependence can be eliminated by performing the familiar rescaling of the
radial variable and of the different quantities appearing in the equations. Indeed, let us
rescale the radial variable r and the density d as in (3.25). Moreover, we also define the
rescaled frequency and momentum as:
ωˆ =
ω
rh
, kˆ =
k
rh
. (6.13)
Then, one can easily verify that the resulting equations of motion are independent of rh if
the fields E and λ are rescaled appropriately. Actually, since only the relative power of rh
in these two fields matters, we can decide not to rescale the electric field E. The rescaling
of the scalar λ that allows to eliminate rh is:
λˆ = r2h λ . (6.14)
The resulting equations of motion are just (6.11) and (6.12) with rh = 1 and with all
quantities replaced by their hatted counterparts.
The collective excitations of the brane system are dual to the quasinormal modes of the
probe. The latter can be obtained by solving (6.11) and (6.12) for low ω and k by imposing
infalling boundary conditions at the horizon and the vanishing of the source terms at the UV.
At low temperature, in the so-called collisionless quantum regime, the dominant excitation
is the holographic zero sound [42–44] (see also [45–50]), whose dispersion relation has the
form:
ωˆ = ±cs kˆ − iΓ(kˆ, dˆ) . (6.15)
In (6.15) cs is the speed of zero sound and Γ is the attenuation. We have integrated numeri-
cally the fluctuation equations when dˆ is large (i.e., at low temperature) and we have found
the value of cs, both for the unflavored and the flavored backgrounds. The main conclusion
from this calculation is that cs is equal to the speed of the first sound us (given by (4.8)).
As shown in Fig. 7, cs reaches its maximal value (c2 = 1/
√
2) when m/µ = 0, where the
system is conformally invariant. In the unflavored case cs is always positive and vanishes at
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the quantum critical point at µ = m (see Fig. 7, left). When dynamical quarks are included
cs becomes imaginary when µ reaches its minimal value, which occurs when the Minkowski
embeddings are thermodynamically favored.
At higher temperature (i.e., with small dˆ) the system enters into the hydrodynamic diffu-
sive regime. The dominant mode in this case has purely imaginary frequency and a spectrum
of the form:
ωˆ = −iDˆ kˆ2 , (6.16)
where Dˆ is the rescaled diffusion constant,
Dˆ = rhD . (6.17)
As in the zero sound case, this dynamic calculation of the diffusion constant yields the same
result as the static one. Indeed, the results obtained by numerical integration of (6.11) and
(6.12) coincide with the ones obtained from the Einstein relation (5.9), as shown in Fig. 10.
Let us finish this section with the following observation. A careful reader would had
expected some discussion on the possible instability as the WZ action has a term C1∧F∧F∧F
which is the source of striping via a generic mechanism introduced in [51]. Indeed, the
occurrence of tachyonic fluctuations have been confirmed in similar brane models [44, 50],
with the subsequent construction of the striped ground state [52]. In the current work, we
analyzed the fluctuations of the transverse gauge field, where such an instability is expected.
In this sector, one needs to analyze the coupled fluctuations of the internal gauge field a and
the transverse Minkowski gauge field ay at non-vanishing momentum. The corresponding
equations of motion are presented in appendix B.1. While we did see the precursor of the
instability, a purely imaginary mode first ascending towards the upper half of the complex
ω plane and then descending as a function of k, we were unsuccessful to finding parameter
values for which case the mode would had actually become unstable. We expect that in the
case in which an internal flux is turned on at the unperturbed level, where the contribution
of the pullback of Cˆ1 at the background level is non-vanishing, the relevant WZ term can
become sizable and thus implies striping in some range of parameters.
7 Summary and outlook
In this paper we studied the phase diagram of a D6-brane probe with non-vanishing charge
density in a background dual to the ABJM Chern-Simons matter theory with dynamical
massless flavors at zero temperature. We analyzed the phase transition between black hole
and Minkowski embeddings at zero temperature and non-vanishing chemical potential. This
transition is a holographic model of a conductor-insulator phase transition between a gapless
(black hole) phase and a gapped (Minkowski) phase.
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In the unflavored background we found that this transition occurs when the charge density
vanishes and is of second order. Moreover, we were able to characterize the scaling behav-
ior of the probe near the critical point. Interestingly, we found logarithmic multiplicative
corrections. In the background with dynamical quarks the transition of the probe is of first
order and takes place when the density is non-zero. Therefore, we have shown that, even if
the change of the metric due to the backreaction to the flavor is seemingly mild, the physical
effects are very important.
It is interesting to compare our results with the one corresponding to the (2+1)-dimensional
D3-D5 intersection [3,18]. When the mass m of the quarks is zero, the gravitational descrip-
tions of both systems are equivalent and have the same thermodynamic quantities. However,
for non-conformal embeddings with m 6= 0, the ABJM probe action gets a non-trivial con-
tribution from the Wess-Zumino term. This term is responsible for the different critical
behaviors of the systems even in the absence of backreaction.
Let us now discuss some possible extensions of our work. First of all, it would be interesting
to extend our study of the Minkowski-black hole embedding phase transition to non-zero
temperature, in order to completely determine the phase diagram of the model. In the
absence of the chemical potential µ = 0, this analysis was performed in [34]. Another
possible generalization would be to consider the case of massive dynamical quarks. The
supergravity solution of ABJM with massive unquenched quarks at zero temperature was
constructed in [35]. This solution contains a scale (the mass of the sea quarks) and it would
be very interesting to explore how it affects the results found here.
Turning on a suitable NSNS flat B field in the ABJM supergravity solution we get the
so-called ABJ background, which is dual to a Chern-Simons matter theory with gauge group
U(N + M) × U(N) [53]. The B field breaks parity in 2+1 dimensions. The embedding of
flavor brane probes in the ABJ background has been analyzed in [36] and the relation to
the quantum Hall effect was doped out. It would be interesting to analyze possible quantum
phase transitions in this ABJ system.
One of the main motivations of our work was the analysis of the effects of the dynamical
quarks in the phase diagram of holographic compressible matter. We achieved this objective
only partially since our backreacted background did not include the effect of the charge
density on the flavor brane. It is tempting to speculate that the smeared background at
non-zero charge density would undergo a quantum phase transition similar to the one we
found here. On general grounds, one would expect having a Lifshitz geometry in the IR of
such a background. Indeed, this is precisely what happens in the geometry recently found
in [54], corresponding to an intersection of color D2-branes and flavor D6-branes. The study
of the quantum phase transitions, as well as the collective excitations of the flavor brane, in
this background is of great interest.
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A More on the background
In this appendix we write in detail, following [33, 34], the solution of type IIA supergravity
with sources that corresponds to the ABJM theory with smeared flavor branes. Let us begin
by introducing three SU(2) left-invariant one-forms ωi (i = 1, 2, 3) which satisfy dωi =
1
2
ijk ωi ωk. We will use the ωi’s, together with a new angular coordinate α, to parameterize
the line element of the four-sphere S4 in (2.4). We have:
ds2S4 = dα
2 +
sin2 α
4
[
(ω1)2 + (ω2)2 + (ω3)2
]
, (A.1)
where 0 ≤ α < pi. The SU(2) instanton one-forms Ai which fiber the S2 over the S4 in (2.4)
can be written in these coordinates as:
Ai = − sin2
(α
2
)
ωi . (A.2)
Let us next parametrize the zi coordinates of the S2 in (2.4) by means of two angles θ and
ϕ (0 ≤ θ < pi, 0 ≤ ϕ < 2pi), namely:
z1 = sin θ cosϕ , z2 = sin θ sinϕ , z3 = cos θ . (A.3)
Then, one can easily prove that the S2 part of the metric (2.4) can be written as:(
dxi + ijk Aj zk
)2
= (E1)2 + (E2)2 , (A.4)
where E1 and E2 are the following one-forms:
E1 = dθ + sin2
(α
2
) [
sinϕω1 − cosϕω2]
E2 = sin θ
[
dϕ− sin2 (α
2
)
ω3
]
+ sin2
(α
2
)
cos θ
[
cosϕω1 + sinϕω2
]
. (A.5)
Thus, the internal metric (2.4) can be written as:
ds26 =
L2
b2
[
q2 dα2 +
q2 sin2 α
4
[
(ω1)2 + (ω2)2 + (ω3)2
]
+ (E1)2 + (E2)2
]
. (A.6)
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The flavored ABJM background also has non-vanishing values of the RR two-forms F2 and
F4. In order to write down their expressions, let us first rotate the ω
i’s by the two S2 angles
(θ, ϕ). We define three new one-forms Si (i = 1, 2, 3) as:
S1 = sinϕω1 − cosϕω2
S2 = sin θ ω3 − cos θ (cosϕω1 + sinϕω2)
S3 = − cos θ ω3 − sin θ (cosϕω1 + sinϕω2) . (A.7)
Next, we define the one-forms Sα and S i as:
Sα = dα , S i = sinα
2
Si , (i = 1, 2, 3) , (A.8)
in terms of which the metric of the four-sphere is just ds2S4 = (Sα)2 +
∑
i(S i)2. With these
definitions, we can write the RR two-form F2 for the flavored background as:
F2 =
k
2
[
E1 ∧ E2 − (1 + ˆ) (Sα ∧ S3 + S1 ∧ S2) ] , (A.9)
where k is the Chern-Simons level. It is important to notice that the two-form F2 in (A.9)
is not closed. Indeed, one can check that dF2 = 2pi Ω, where Ω is the following three-form
Ω = ˆ
k
4pi
[
E1 ∧ (Sξ ∧ S2 − S1 ∧ S3) + E2 ∧ (Sξ ∧ S1 + S2 ∧ S3) ] , (A.10)
which does not vanish unless ˆ = 0, i.e., when Nf = 0. This violation of the Bianchi identity
for F2 is due to the presence of delocalized flavor D6-branes (Ω is the so-called smearing
form). The solution is completed by a constant dilaton φ given by
e−φ =
b
4
1 + ˆ+ q
2− q
k
L
, (A.11)
and a RR four-fom F4 whose expression is:
F4 =
3k
4
(1 + ˆ+ q)b
2− q L
2 ΩBH4 , (A.12)
where Ω4 is the volume form of the four-dimensional black hole (2.2).
The flavor D6-branes are extended along the four directions of AdS4 and wrap a compact
three-cycle inside the internal manifold. In order to parameterize this internal cycle, let us
represent the forms ωi in terms of three angular coordinates (θˆ, ϕˆ, ψˆ) as:
ω1 = cos ψˆ dθˆ + sin ψˆ sin θˆ dϕˆ
ω2 = sin ψˆ dθˆ − cos ψˆ sin θˆ dϕˆ
ω3 = dψˆ + cos θˆ dϕˆ , (A.13)
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with 0 ≤ θˆ ≤ pi, 0 ≤ ϕˆ < 2pi, 0 ≤ ψˆ ≤ 4pi. The three-cycle we are looking for is topologically
RP3 = S3/Z2. It was shown in [33] that it can be characterized by the conditions:
θˆ , ϕˆ = constant , (A.14)
with the coordinate θ defined in (A.3) being a function of the radial coordinate r. The
induced metric on the worldvolume of the D6-brane can be written as in (3.1), where α
is the same angle as in (A.1). The relation of the two other angles β and ψ with those
introduced in (A.3) and (A.13) is the following:
β =
ψˆ
2
, ψ = ϕ − ψˆ
2
. (A.15)
B Fluctuation analysis
Let us consider fluctuations of the gauge field A and the embedding function θ as in (6.1).
We expand the induced metric g and the gauge field strength as:
g = g(0) + g(1) + g(2) , F = F (0) + f , (B.1)
where g(0) is the metric written in (3.1) and F (0) is the field strength of the unperturbed
gauge connection (3.2), while f = L2da and the first and second order induced metrics g(1)
and g(2) are given by:
g
(1)
ij dζ
i dζj =
L2
b2
[
2 θ′ (λ′ dr + ∂tλ dt+ ∂xλ dx)dr + λ sin(2θ) (dψ + cosα dβ)2
]
g
(2)
ij dζ
i dζj =
L2
b2
[
(λ′ dr + ∂tλ dt+ ∂xλ dx)2 + λ2 cos(2θ) (dψ + cosα dβ)2
]
. (B.2)
Let us next write the inverse of the zeroth-order DBI matrix g(0) + F (0) as:(
g(0) + F (0)
)−1
= G−1 + J , (B.3)
where G−1 is the symmetric part (the inverse open string metric) and J is the antisymmetric
part. In order to write the different elements of G and J it is quite convenient to introduce
the quantity ∆ defined in (5.5). In terms of ∆, the equation for the embedding takes the
form:
∂r
[r4 h sin θ√
∆
θ′
]
− r2 sin θ cos θ
[
3− 2b+
√
∆
sin θ
]
= 0 . (B.4)
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Then, the non-vanishing components of the open string metric are:
Gtt = −b
2 + r2 h θ′ 2
L2 r2 h∆
, Gxx = Gyy = 1
L2 r2
,
Grr = b
2 r2 h
L2∆
, Gαα = b
2
L2 q
, Gββ = b
2
L2 q sin2 α
,
Gβψ = − b
2 cosα
L2 q sin2 α
, Gψψ = b
2
L2q
(
cot2 α +
q
sin2 θ
)
. (B.5)
The only non-vanishing components of the antisymmetric tensor are:
J tr = −J rt = − d b
L2 r2 sin θ
√
∆
. (B.6)
At second order in the fluctuations, the DBI action is:
S
(2)
DBI = −TD6
∫
d7ζe−φ
√
− det(g(0) + F (0))
[
1
2
Tr
(G−1g(2))+ 1
8
(
Tr
(G−1g(1))+ Tr(J f))2
−1
4
Tr
[
(G−1 g(1))2 + (J g(1))2 + 4G−1 g(1) J f + (G−1 f)2 + (J f)2]] . (B.7)
To evaluate this expression we use:
Tr
(G−1 g(2)) = L2
b2
Gmn∂mλ ∂nλ +
(
cot2 θ − 1)λ2
Tr
(G−1 g(1)) = 2L2
b2
θ′ Grr λ′ + 2 cot θ λ
Tr
[(G−1 g(1))2] = 4L4
b4
θ′ 2 (Grr)2 (λ′)2 + 4 cot2 θ λ2 + 2L
4
b4
θ′ 2 Grr Gmn ∂mλ∂nλ , (B.8)
where the indices n and m run over the Minkowski and radial directions. After integrating
over the internal angles, we get the following second-order DBI Lagrangian:
L(2)DBI = −N r2 sin θ
√
∆
[
1
4
GnmGpqfmqfnp + L
2
2b2
(
1− L
2
b2
θ′2Grr
)
Gmn∂mλ∂nλ− 1
2
λ2 (B.9)
+
L2
b2
θ′ cot θGrrλ∂rλ− 1
2
(A′tθ′
∆
)2
(∂tλ)
2 +
A′tθ
′
∆
Gmn∂mλfnt + b
2
L2
A′t
∆
cot θλftr
]
.
The WZ term at second order yields the following Lagrangian density:
L(2)WZ = N r2 b
[r
b
cos(2θ)λ∂rλ +
(
cos(2θ)− r
b
sin(2θ) θ′
)
λ2
]
. (B.10)
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Let us now simplify these expressions. First of all, we should eliminate A′t. With this purpose
we notice that:
A′t
∆
=
d
b r2 sin θ
√
∆
. (B.11)
Secondly, we rewrite the terms with λ∂rλ by integrating by parts and neglecting the total
derivative generated in this process. In the WZ Lagrangian we use
r3
b
cos(2θ)λ∂rλ =
(r3
b
sin(2θ) θ′ − 3
2
r2
b
cos(2θ)
)
λ2 + ∂r
[1
2
r3
b
cos(2θ)λ2
]
. (B.12)
The resulting WZ Lagrangian takes the form:
L(2)WZ = N r2 b
(
1− 3
2b
)
cos(2θ)λ2 . (B.13)
In the DBI part, we first write:
r4 sin θh√
∆
θ′ cot θ λ∂rλ = −1
2
∂r
(r4 sin θh√
∆
θ′ cot θ
)
λ2 + ∂r
(r4 sin θh
2
√
∆
θ′ cot θ λ2
)
. (B.14)
It follows that we can make the following substitution in LDBI :
r4 sin θh√
∆
θ′ cot θ λ∂rλ→ −∂r
(r4 sin θh
2
√
∆
θ′ cot θ
)
λ2 = −∂r
(r4 sin θh
2
√
∆
θ′
)
cot θλ2 +
r4hθ′ 2
2 sin θ
√
∆
λ2 ,
(B.15)
which, after using eq. (3.13) for θ(r), can be written as:
r4 sin θh√
∆
θ′ cot θ λ∂rλ→
((
b− 3
2
)
r2 cos2 θ + r2
r2hθ′ 2 − cos2 θ∆
2 sin θ
√
∆
)
λ2 . (B.16)
Taking these results into account, it is straightforward to verify that the total Lagrangian
density L(2) = L(2)DBI + L(2)WZ can be written as in (6.2).
B.1 Transverse fluctuations
We now consider fluctuations of the gauge field along the transverse direction y. It turns
out that these fluctuations are coupled to those along the internal directions. Actually, we
can write the following consistent ansatz:
A = L2
[
At(r) dt + e
−iωt+ikx ay(r) dy + e−iωt+ikx a(r)
(
cosα dβ + dψ
)]
, (B.17)
where ay and a are first-order fluctuations. The equation of motion for ay is given by:
∂r
(b2 r2 h sin θ√
∆
a′y
)
+
sin θ
r2 h
√
∆
[
ω2(b2 + r2 hθ′2)− k2 h∆
]
ay
+
2i k d cot θ
r2
b2(2− q)η
q(q + η)
√
∆ a = 0 , (B.18)
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whereas that for a is:
∂r
( b q r4 h
sin θ
√
∆
a′
)
+ 3b r2 a − b
q
r2 sin θ
√
∆ a + ω2
q
b
b2 + r2 h θ′2
sin θ h
√
∆
a
−k2 q
b
√
∆
sin θ
a − 2ikd cot θ
r2
(2− q)η
(q + η) b
√
∆ ay = 0 . (B.19)
For our purposes, it is enough to consider the fluctuations at zero momentum (k = 0). In
this case the equation for ay is decoupled from the internal fluctuation a and becomes:
∂r
(b2 r2 h sin θ√
∆
a′y
)
+
sin θ
r2 h
√
∆
ω2(b2 + r2 h θ′2) ay = 0 . (B.20)
Explicitly, this equation for ay can be written as:
a′′y + ∂r log
[√
d2 + r4 sin2 θ√
b2 + r2 h θ′ 2
h
]
a′y + ω
2 b
2 + r2 h θ′ 2
b2 r4 h2
ay = 0 . (B.21)
Let us expand this equation near r = rh. First, we expand the embedding as in (3.23):
θ(r) = θh + θ
′
h (r − rh) + · · · , (B.22)
where θ′h is given by (see (3.24)):
θ′h =
b rh
3
sin θh cos θh
d2 + r4h sin
2 θh
[
b r2h + (3− 2b)
√
d2 + r4h sin
2 θh
]
. (B.23)
The coefficients of (B.21) will be expanded as:
∂r log
[√
d2 + r4 sin2 θ√
b2 + r2 h θ′ 2
h
]
=
1
r − rh + d1 · · ·
ω2
b2 + r2 h θ′ 2
b2 r4 h2
=
A
(r − rh)2 +
c2
r − rh + · · · , (B.24)
where A, d1, and c2 are:
A =
ω2
9 r2h
d1 = − 2
rh
d2
d2 + r4h sin
2 θh
+
r4h sin θh cos θh
d2 + r4h sin
2 θh
θ′h −
3rh
2b2
(
θ′h)
2
c2 =
(
θ′h)
2
3 b2 rh
ω2 . (B.25)
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We now solve the equation of motion for ay in a Frobenius series around r = rh as:
ay(r) = (r − rh)α
(
1 + β(r − rh) + · · ·
)
, (B.26)
where, for infalling boundary conditions, the exponent α is given by:
α = − iω
3rh
. (B.27)
We will also perform a low frequency expansion by considering k ∼ O() and ω ∼ O(2).
Then one can show that β ∼ O(2) and is given by:
β ≈ −α d1 . (B.28)
Let us now take the limits in opposite order. First, we consider the low frequency limit. At
leading order, we can neglect the last term in (B.20) and write the equation for ay as:
∂r
(b2 r2 h sin θ√
∆
a′y
)
= 0 . (B.29)
This equation can be immediately integrated:
a′y = C
√
∆
b2 r2 h sin θ
≡ C
G(r)
, (B.30)
where C is a constant of integration and, in the last step, we have defined the function G(r).
This solution can be expanded near the horizon r = rh as:
a′y = C
rh
3b
√
d2 + r4h sin
2 θh
1
r − rh + · · · . (B.31)
Let us now compare this near-horizon expansion with the one written in (B.26) for low
frequency. First, we compute a′y by direct differentiation of the expansion (B.26):
a′y = α(r − rh)α−1
(
1 + β(r − rh) + · · ·
)
+ (r − rh)α(β + · · · ) . (B.32)
Taking into account that α ∼ O(2) and β ∼ O(2), we get, at leading order in , that:
a′y =
α
r − rh + · · · . (B.33)
Thus, matching (B.33) and (B.31), we get that the constant C is given by:
C = 3b
rh
√
d2 + r4h sin
2 θh α = −i b
r2h
√
d2 + r4h sin
2 θh ω . (B.34)
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Therefore, we can write
a′y = −
i
G(r)
b
r2h
√
d2 + r4h sin
2 θh ω . (B.35)
Let us now obtain the 〈Jy Jy〉 correlator from these results. The term in the Lagrangian
density depending on ay is given by:
L(ay) = −N r2 sin θ
√
∆Gyy Grr (fyr)2 . (B.36)
Taking into account that fry = L
2 a′y and that:
r2 sin θ
√
∆Gyy Grr = G(r)
L4
, (B.37)
we arrive at:
L(ay) = −F
(
a′y
)2
, (B.38)
where F is given by:
F = −N G(r) . (B.39)
Therefore, the on-shell boundary action of ay is:
Son−shell(ay) =
∫
d3 x
(
F ay a′y
)
r→∞
. (B.40)
The two-point function of the transverse currents, at zero momentum, is given by:
〈Jy(k) Jy(−k)〉
∣∣∣
k=0
=
(
F a′y
)
r→∞
≡ N Γω i ω , (B.41)
where we have defined the quantity Γω. From the explicit expressions of F and ay, we get:
F a′y = N
b
r2h
√
d2 + r4h sin
2 θh iω . (B.42)
Thus Γω is given by:
Γω =
b
r2h
√
d2 + r4h sin
2 θh . (B.43)
From this result we get the DC conductivity, namely:
σ = N Γω = N b
r2h
√
d2 + r4h sin
2 θh , (B.44)
which is just the result written in (5.8).
36
References
[1] S. Sachdev, “Quantum Phase Transitions,” Cambridge University Press, Cambridge
(2011).
[2] M. Vojta, “Quantum Phase Transitions,” Report on Progress in Physics 66 (2003)
2069-2100 [cond-mat/0309604].
[3] A. Karch and A. O’Bannon, “Holographic thermodynamics at finite baryon density:
Some exact results,” JHEP 0711 (2007) 074 [arXiv:0709.0570 [hep-th]].
[4] K. Jensen, A. Karch and E. G. Thompson, “A Holographic Quantum Criti-
cal Point at Finite Magnetic Field and Finite Density,” JHEP 1005 (2010) 015
doi:10.1007/JHEP05(2010)015 [arXiv:1002.2447 [hep-th]].
[5] K. Jensen, A. Karch, D. T. Son and E. G. Thompson, “Holographic
Berezinskii-Kosterlitz-Thouless Transitions,” Phys. Rev. Lett. 105 (2010) 041601
doi:10.1103/PhysRevLett.105.041601 [arXiv:1002.3159 [hep-th]].
[6] N. Evans, A. Gebauer, K. Y. Kim and M. Magou, “Holographic Description of the
Phase Diagram of a Chiral Symmetry Breaking Gauge Theory,” JHEP 1003, 132 (2010)
doi:10.1007/JHEP03(2010)132 [arXiv:1002.1885 [hep-th]].
[7] N. Iqbal, H. Liu, M. Mezei and Q. Si, “Quantum phase transitions in holo-
graphic models of magnetism and superconductors,” Phys. Rev. D 82 (2010) 045002
doi:10.1103/PhysRevD.82.045002 [arXiv:1003.0010 [hep-th]].
[8] N. Iqbal, H. Liu and M. Mezei, “Quantum phase transitions in semilocal quan-
tum liquids,” Phys. Rev. D 91 (2015) no.2, 025024 doi:10.1103/PhysRevD.91.025024
[arXiv:1108.0425 [hep-th]].
[9] E. D’Hoker and P. Kraus, “Quantum Criticality via Magnetic Branes,” Lect. Notes
Phys. 871 (2013) 469 doi:10.1007/978-3-642-37305-3-18 [arXiv:1208.1925 [hep-th]].
[10] V. G. Filev, “A Quantum Critical Point from Flavours on a Compact Space,” JHEP
1408, 105 (2014) doi:10.1007/JHEP08(2014)105 [arXiv:1406.5498 [hep-th]].
[11] R. Apreda, J. Erdmenger, N. Evans and Z. Guralnik, “Strong coupling effective Higgs
potential and a first order thermal phase transition from AdS/CFT duality,” Phys. Rev.
D 71, 126002 (2005) doi:10.1103/PhysRevD.71.126002 [hep-th/0504151].
[12] K. Y. Kim, S. J. Sin and I. Zahed, “Dense hadronic matter in holographic QCD,” J.
Korean Phys. Soc. 63, 1515 (2013) doi:10.3938/jkps.63.1515 [hep-th/0608046].
37
[13] N. Horigome and Y. Tanii, “Holographic chiral phase transition with chemical poten-
tial,” JHEP 0701 (2007) 072 doi:10.1088/1126-6708/2007/01/072 [hep-th/0608198].
[14] A. Parnachev and D. A. Sahakyan, “Photoemission with Chemical Potential from QCD
Gravity Dual,” Nucl. Phys. B 768 (2007) 177 doi:10.1016/j.nuclphysb.2007.01.015 [hep-
th/0610247].
[15] S. Kobayashi, D. Mateos, S. Matsuura, R. C. Myers and R. M. Thomson, “Holographic
phase transitions at finite baryon density,” JHEP 0702 (2007) 016 doi:10.1088/1126-
6708/2007/02/016 [hep-th/0611099].
[16] O. Bergman, N. Jokela, G. Lifschytz and M. Lippert, “Quantum Hall Effect
in a Holographic Model,” JHEP 1010 (2010) 063 doi:10.1007/JHEP10(2010)063
[arXiv:1003.4965 [hep-th]].
[17] N. Jokela, M. Ja¨rvinen and M. Lippert, “A holographic quantum Hall model at integer
filling,” JHEP 1105 (2011) 101 doi:10.1007/JHEP05(2011)101 [arXiv:1101.3329 [hep-
th]].
[18] M. Ammon, M. Kaminski and A. Karch, “Hyperscaling-Violation on Probe D-Branes,”
JHEP 1211 (2012) 028 [arXiv:1207.1726 [hep-th]].
[19] G. Itsios, N. Jokela and A. V. Ramallo, “Collective excitations of massive flavor branes,”
arXiv:1602.06106 [hep-th].
[20] O. Aharony, O. Bergman, D. L. Jafferis and J. Maldacena, JHEP 0810 (2008) 091
doi:10.1088/1126-6708/2008/10/091 [arXiv:0806.1218 [hep-th]].
[21] I. R. Klebanov and G. Torri, “M2-branes and AdS/CFT,” Int. J. Mod. Phys. A 25, 332
(2010) [arXiv:0909.1580 [hep-th]].
[22] T. Klose, “Review of AdS/CFT Integrability, Chapter IV.3: N=6 Chern-Simons and
Strings on AdS4xCP3,” Lett. Math. Phys. 99, 401 (2012) [arXiv:1012.3999 [hep-th]].
[23] M. Marin˜o, “Lectures on localization and matrix models in supersymmetric Chern-
Simons-matter theories,” J. Phys. A 44, 463001 (2011) [arXiv:1104.0783 [hep-th]].
[24] J. Bagger, N. Lambert, S. Mukhi and C. Papageorgakis, “Multiple Membranes in M-
theory,” Phys. Rept. 527 (2013) 1 doi:10.1016/j.physrep.2013.01.006 [arXiv:1203.3546
[hep-th]].
[25] D. Gaiotto and D. L. Jafferis, “Notes on adding D6 branes wrapping RP**3 in AdS(4) x
CP**3,” JHEP 1211 (2012) 015 doi:10.1007/JHEP11(2012)015 [arXiv:0903.2175 [hep-
th]].
38
[26] S. Hohenegger, I. Kirsch, “A Note on the holography of Chern-Simons matter theories
with flavour,” JHEP 0904, 129 (2009). [arXiv:0903.1730 [hep-th]].
[27] Y. Hikida, W. Li, T. Takayanagi, “ABJM with Flavors and FQHE,” JHEP 0907, 065
(2009). [arXiv:0903.2194 [hep-th]].
[28] K. Jensen, “More Holographic Berezinskii-Kosterlitz-Thouless Transitions,” Phys. Rev.
D82, 046005 (2010). [arXiv:1006.3066 [hep-th]].
[29] M. Ammon, J. Erdmenger, R. Meyer et al., “Adding Flavor to AdS(4)/CFT(3),” JHEP
0911, 125 (2009). [arXiv:0909.3845 [hep-th]].
[30] J. Alanen, E. Keski-Vakkuri, P. Kraus and V. Suur-Uski, “AC Transport at Holographic
Quantum Hall Transitions,” JHEP 0911 (2009) 014 [arXiv:0905.4538 [hep-th]].
[31] G. Zafrir, “Embedding massive flavor in ABJM,” JHEP 1210 (2012) 056
[arXiv:1202.4295 [hep-th]].
[32] C. Nunez, A. Paredes and A. V. Ramallo, “Unquenched Flavor in the
Gauge/Gravity Correspondence,” Adv. High Energy Phys. 2010 (2010) 196714
doi:10.1155/2010/196714 [arXiv:1002.1088 [hep-th]].
[33] E. Conde and A. V. Ramallo, “On the gravity dual of Chern-Simons-matter theo-
ries with unquenched flavor,” JHEP 1107, 099 (2011) doi:10.1007/JHEP07(2011)099
[arXiv:1105.6045 [hep-th]].
[34] N. Jokela, J. Mas, A. V. Ramallo and D. Zoakos, “Thermodynamics of the
brane in Chern-Simons matter theories with flavor,” JHEP 1302 (2013) 144
doi:10.1007/JHEP02(2013)144 [arXiv:1211.0630 [hep-th]].
[35] Y. Bea, E. Conde, N. Jokela and A. V. Ramallo, “Unquenched massive fla-
vors and flows in Chern-Simons matter theories,” JHEP 1312 (2013) 033
doi:10.1007/JHEP12(2013)033 [arXiv:1309.4453 [hep-th]].
[36] Y. Bea, N. Jokela, M. Lippert, A. V. Ramallo and D. Zoakos, “Flux and Hall states in
ABJM with dynamical flavors,” JHEP 1503, 009 (2015) doi:10.1007/JHEP03(2015)009
[arXiv:1411.3335 [hep-th]].
[37] F. Bigazzi, A. L. Cotrone, J. Mas, A. Paredes, A. V. Ramallo and J. Tarrio, “D3-D7
Quark-Gluon Plasmas,” JHEP 0911 (2009) 117 doi:10.1088/1126-6708/2009/11/117
[arXiv:0909.2865 [hep-th]].
[38] N. Jokela, A. V. Ramallo and D. Zoakos, “Magnetic catalysis in flavored ABJM,” JHEP
1402 (2014) 021 doi:10.1007/JHEP02(2014)021 [arXiv:1311.6265 [hep-th]].
39
[39] R. Kenna, D. A. Johnston and W. Janke, “Scaling relations for logarithmic correc-
tions,” Phys. Rev. Lett. 96 (2006) 115701 doi:10.1103/PhysRevLett.96.115701 [cond-
mat/0605162]; “Self-consistent scaling theory for logarithmic correction exponents,”
Phys. Rev. Lett. 97, 155702 (2006) Erratum: [Phys. Rev. Lett. 97, 169901 (2006)]
doi:10.1103/PhysRevLett.97.155702 [cond-mat/0608127].
[40] A. Karch, M. Kulaxizi and A. Parnachev, “Notes on Properties of Holographic Matter,”
JHEP 0911 (2009) 017 [arXiv:0908.3493 [hep-th]].
[41] A. Karch and A. O’Bannon, “Metallic AdS/CFT,” JHEP 0709 (2007) 024
doi:10.1088/1126-6708/2007/09/024 [arXiv:0705.3870 [hep-th]].
[42] A. Karch, D. T. Son and A. O. Starinets, “Zero Sound from Holography,”
arXiv:0806.3796 [hep-th].
[43] A. Karch, D. T. Son and A. O. Starinets, “Holographic Quantum Liquid,” Phys. Rev.
Lett. 102 (2009) 051602.
[44] O. Bergman, N. Jokela, G. Lifschytz and M. Lippert, “Striped instability of a
holographic Fermi-like liquid,” JHEP 1110 (2011) 034 doi:10.1007/JHEP10(2011)034
[arXiv:1106.3883 [hep-th]].
[45] M. Kulaxizi and A. Parnachev, “Comments on Fermi Liquid from Holography,” Phys.
Rev. D 78 (2008) 086004 [arXiv:0808.3953 [hep-th]].
[46] M. Kulaxizi and A. Parnachev, “Holographic Responses of Fermion Matter,” Nucl.
Phys. B 815, 125 (2009) [arXiv:0811.2262 [hep-th]].
[47] R. A. Davison and A. O. Starinets, “Holographic zero sound at finite temperature,”
Phys. Rev. D 85 (2012) 026004 [arXiv:1109.6343 [hep-th]].
[48] N. Jokela, G. Lifschytz and M. Lippert, “Magnetic effects in a holographic Fermi-like
liquid,” JHEP 1205 (2012) 105 doi:10.1007/JHEP05(2012)105 [arXiv:1204.3914 [hep-
th]].
[49] D. K. Brattan, R. A. Davison, S. A. Gentle and A. O’Bannon, “Collective Excita-
tions of Holographic Quantum Liquids in a Magnetic Field,” JHEP 1211 (2012) 084
[arXiv:1209.0009 [hep-th]].
[50] N. Jokela, M. Ja¨rvinen and M. Lippert, “Fluctuations and instabilities of a holographic
metal,” JHEP 1302 (2013) 007 doi:10.1007/JHEP02(2013)007 [arXiv:1211.1381 [hep-
th]].
40
[51] S. Nakamura, H. Ooguri and C. S. Park, “Gravity Dual of Spatially Modulated Phase,”
Phys. Rev. D 81 (2010) 044018 doi:10.1103/PhysRevD.81.044018 [arXiv:0911.0679 [hep-
th]].
[52] N. Jokela, M. Ja¨rvinen and M. Lippert, “Gravity dual of spin and charge density waves,”
JHEP 1412 (2014) 083 doi:10.1007/JHEP12(2014)083 [arXiv:1408.1397 [hep-th]].
[53] O. Aharony, O. Bergman and D. L. Jafferis, “Fractional M2-branes,” JHEP 0811 (2008)
043 [arXiv:0807.4924 [hep-th]].
[54] A. F. Faedo, A. Kundu, D. Mateos, C. Pantelidou and J. Tarr´ıo, “Three-
dimensional super Yang-Mills with compressible quark matter,” JHEP 1603 (2016)
154 doi:10.1007/JHEP03(2016)154 [arXiv:1511.05484 [hep-th]].
41
