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The many-body Green’s function theory with the random-phase approximation is applied to the
study of easy-plane spin-1/2 ferromagnets in an in-plane magnetic field. We demonstrate that the
usual procedure, in which only the three Green’s functions 〈〈Sµi ;S
−
j 〉〉 (µ = +,−, z) are used, yields
unreasonable results in this case. Then the problem is discussed in more detail by considering all
combinations of Green’s functions. We can derive one more equation, which cannot be obtained
by using only the set of the above three Green’s functions, and point out that the two equations
contradict each other if one demands that the identities of the spin operators are exactly satisfied.
We discuss the cause of the contradiction and attempt to improve the method in a self consistent
way. In our procedure, the effect of the anisotropy can be appropriately taken into account, and the
results are in good agreement with the quantum Monte Carlo calculations.
PACS numbers: 75.10.Jm, 75.70.Ak, 75.30.Gw, 75.40.Mg.
I. INTRODUCTION
Many-body Green’s function theory is a powerful tool
for theoretical studies of spin systems. In this formalism,
a certain decoupling approximation is generally required
to terminate the infinite hierarchy of equations of mo-
tion for higher-order Green’s functions. The first (low-
est) order decoupling scheme introduced by Tyablikov,1
which is called the random-phase approximation (RPA)
or “Tyablikov decoupling,” is a very simple yet effective
way to perform this operation. Many previous authors
have attempted to go beyond Tyablikov’s method and
generated a variety of decoupling procedures such as the
Callen decoupling,2 Tahir-Kheli’s theory,3 the modified
versions of the Callen decoupling,4,5 and Oguchi’s varia-
tional theory.6 Nevertheless, it is known that the RPA de-
coupling is still the simplest and most reliable first order
approximation [see, for example, the comparison between
the RPA, the Callen decoupling, and the quantum Monte
Carlo (QMC) calculations in Ref. 7]. More quantitative
results may be obtained by applying the second-order
Green’s function theory originally proposed by Kondo
and Yamaji8 for the one-dimensional isotropic Heisen-
berg model. In this theory, the hierarchy of equations
of motion is terminated at the second step with intro-
ducing vertex parameters. Shimahara and Takada9 ap-
plied this theory to the two-dimensional case, and Junger
et al.10 and Antsygina et al.11 extended it to the case
where a uniform external field is applied. Several other
methods7,12,13 have also been attempted. However, some
problems, e.g., how to determine the vertex parameters,
are still under discussion, and thus these formalisms have
not been fully established yet. Therefore, the simple RPA
decoupling scheme is still often used for analytical studies
of complicated systems.
Field-induced phenomena in spin systems have been
the focus of both theoretical and experimental studies.
For example, in uniaxially anisotropic Heisenberg anti-
ferromagnets, the magnetic field applied along the easy-
axis induces multicritical behavior at the triple point
of the antiferromagnetic, spin-flop, and paramagnetic
phases.14,15,16,17,18 The spin reorientation transition in-
duced by a transverse magnetic field has also attracted
considerable interest for both ferromagnetic and an-
tiferromagnetic cases.7,13,19,20,21,22,23,24,25,26,27,28,29,30,31
Some of them were studied by using Green’s function
formalism with the RPA decoupling. However, in this
paper, we point out that one should pay careful attention
in applying the RPA decoupling scheme to such a compli-
cated system, which has an anisotropy in the plane per-
pendicular to the direction of the magnetization. As an
example of such systems, we consider spin-1/2 ferromag-
nets with an easy-plane exchange anisotropy. This sys-
tem can be described by a comparatively simple model,
and thus we can clarify the issues.
This paper is organized as follows. First, in Sec. II,
we introduce the model Hamiltonian considered in this
paper. In Sec. III, we demonstrate the application of the
usual procedure, in which only a restricted set of Green’s
functions is used. In Sec. IV, we show that one more
equation, which cannot be obtained by the above pro-
cedure, can be derived by considering all combinations
of Green’s functions. Moreover, we point out that the
two equations contradict each other if one demands that
the identities of the spin operators are exactly satisfied.
In Sec. V, the cause of the problems found in the pre-
vious section are discussed, and we attempt to improve
the method in a self consistent way. The obtained results
are compared with the QMC data. Finally, a summary
is presented in Sec. VI.
II. MODEL HAMILTONIAN
The many-body Green’s function theory for spin sys-
tems, which is briefly reviewed in the Appendix, has been
2developed by many authors.1,2,3,4,5,6,7 We consider the
application of this theory to the study of easy-plane ferro-
magnets in an in-plane magnetic field. The Hamiltonian
of this system is given by
H = −
1
2
∑
i,j
Jij
(
Sxi S
x
j +S
y
i S
y
j +∆S
z
i S
z
j
)
−h
∑
i
Sxi , (1)
and
[Sµi , S
ν
j ] = iǫµνλS
λ
i δij , (2)
where Si = (S
x
i , S
y
i , S
z
i ) is the usual spin operator at
site i and Jij is the exchange interaction strength be-
tween site i and site j. We take into account only the
nearest-neighbour coupling, i.e., Jij = J > 0 if i and j
are nearest-neighbour sites and Jij = 0 otherwise. In
the spin-1/2 case, the single-ion anisotropy energy, e.g.,
−
∑
iK2,i(S
z
i )
2, is constant and does not affect our re-
sults. The behavior of the system depends strongly on
the value of the anisotropy parameter ∆: for 0 ≤ ∆ < 1,
the spins prefer to lie in the xy plane (easy plane) while
for ∆ > 1, the spins tend to align along the z axis (easy
axis). In this paper, we focus on the easy-plane case.
The magnetic field h in Eq. (1) is applied perpendicular
to the hard (z) axis.
Let us calculate the magnetic properties of the model
given by Eq. (1). Since the model is expressed in terms of
spin operators Si, we have many choices of the operators
A and B in Eq. (A1). First, the calculations with the
usual set of Green’s functions are shown in the next sec-
tion. Then, considering all choices of Green’s functions,
we discuss the problem in more detail in the subsequent
section.
III. USUAL CHOICE OF GREEN’S FUNCTIONS
In the case of easy-plane anisotropy (0 ≤ ∆ < 1), only
the component of the magnetization parallel to the in-
plane magnetic field has nonzero value, i.e, 〈Sxi 〉 = m
and 〈Syi 〉 = 〈S
z
i 〉 = 0. In order to study the magnetic
properties of spin-S systems, the set of Green’s functions
G+−,mnij,η , G
−−,mn
ij,η , and G
z−,mn
ij,η has been often used in
many previous studies. Here we denote
Gµ−,mnij,η = 〈〈S
µ
i ; (S
z
j )
m(S−j )
n〉〉η, (3)
where m ≥ 0 and n ≥ 1 are positive integers. S±i =
Sxi ± iS
y
i are the usual spin raising and lowering opera-
tors, and η = −1 (η = +1) denotes the retarded commu-
tator (anticommutator) Green’s function (see Appendix
for the detailed definition of Green’s function). The latter
two (G−−,mnij,η and G
z−,mn
ij,η ) are used for relatively com-
plicated systems, as needed.7,21,22,23,24,25 In this section,
according to the previous works, we employ this usual
set of Green’s functions.
To avoid extra complexity, we consider the case of
S = 1/2, where the above usual set is reduced to only
three Green’s functions G+−ij,η = 〈〈S
+
i ;S
−
j 〉〉η, G
−−
ij,η =
〈〈S−i ;S
−
j 〉〉η, and G
z−
ij,η = 〈〈S
z
i ;S
−
j 〉〉η. The equations
of motion for these Green’s functions are given by
ωGµ−ij,η(ω) = 〈[S
µ
i , S
−
j ]η〉+ 〈〈[S
µ
i , H ];S
−
j 〉〉η,ω , (4)
with
[S±i , H ] = ∓
∑
k
Jik(S
z
i S
±
k −∆S
±
i S
z
k)∓ hS
z
i , (5)
and
[Szi , H ] = −
1
2
∑
k
Jik(S
+
i S
−
k − S
−
i S
+
k )−
h
2
(S+i −S
−
i ). (6)
The right-hand sides of the above equations include
higher-order Green’s functions, e.g., 〈〈Szi S
+
k ;S
−
j 〉〉η,ω . In
order to close the system of equations, we adopt the
generalized version of the so-called RPA or Tyablikov
decoupling,1
〈〈Sµi S
ν
k ;S
λ
j 〉〉η,ω ≈ 〈S
µ
i 〉〈〈S
ν
k ;S
λ
j 〉〉η,ω+〈S
ν
k 〉〈〈S
µ
i ;S
λ
j 〉〉η,ω
−〈〈〈Sµi 〉〈S
ν
k 〉;S
λ
j 〉〉η,ω . (7)
Performing the Fourier transformations given by
Gµνq,η =
1
N
∑
i,j
Gµνij,ηe
−iq·(Ri−Rj), (8)
and
Λµνq,η =
1
N
∑
i,j
〈[Sµi , S
ν
j ]η〉e
−iq·(Ri−Rj), (9)
where N is the number of lattice sites, we now rewrite
Eq. (4) in a matrix form:

ω1−

 0 0 −Γ˜q0 0 Γ˜q
−Γq/2 Γq/2 0





G
+−
q,η
G−−q,η
Gz−q,η

=

Λ
+−
q,η
Λ−−q,η
Λz−q,η

(10)
with Γ˜q = h+zJm(1−∆γq) and Γq = h+zJm(1−γq),
where z = 2 (z = 4) is the number of nearest neighbors
and γq = cos qx [γq =
1
2 (cos qx + cos qy)] is the Fourier
factor for a chain (for a square lattice). Here we set the
lattice constant to be unity. By solving Eq. (10), one
derives the commutator Green’s functions
G±−q,−1 =
±mΓ˜q
ω2 − ω2q
, Gz−q,−1 =
−mω
ω2 − ω2q
(11)
with ω2q = Γ˜qΓq. The anticommutator Green’s functions
G±−q,+1 have a pole at ω = 0 and one obtains
C±−q,+1 = lim
ω→0
ωG±−q,+1 =
Λ+−q,+1 + Λ
−−
q,+1
2
. (12)
Then the spectral theorem [Eq. (A6)] gives
Λ+−q,+1 − Λ
−−
q,+1
2
=
mΓ˜q
ωq
coth
βωq
2
, (13)
3and
Λz−q,+1 = 0. (14)
Note that the applications of the spectral theorem to
G+−q,η and G
−−
q,η yield the same equation [Eq. (13)]. More-
over, the following expression is derived from Eq. (13):
〈{S+i , S
−
i }〉
2
− 〈(S−i )
2〉 =
1
N
∑
q
mΓ˜q
ωq
coth
βωq
2
. (15)
Here the sum runs over the first Brillouin zone. In addi-
tion to the relation for general spins S,
{S+i , S
−
i } = 2
[
S(S + 1)− (Szi )
2
]
, (16)
the spin-1/2 operators have the following properties:
(S+i )
2 = (S−i )
2 = 0, (Szi )
2 =
1
4
. (17)
If, as usual, we demand that the conditions given by
Eqs. (16) and (17) are satisfied even within the RPA,
Eq. (15) becomes
1
2
=
1
N
∑
q
mΓ˜q
ωq
coth
βωq
2
. (18)
One can now calculate the magnetization m from this
self-consistent equation.
The above procedure has been often used in the case
of systems with an easy-axis anisotropy (∆ > 1) and
a transverse magnetic field.32 Despite this, the obtained
results are in poor agreement with the numerical results
as we shall discuss later.
IV. CONTRADICTION BETWEEN TWO
EQUATIONS
In the previous section, according to some pre-
vious studies, we use the set of Green’s functions
{G+−ij,η, G
−−
ij,η, G
z−
ij,η} and adopt the conditions described
by Eqs. (16) and (17). However, this choice of Green’s
functions is not enough to take care of all directions in
spin space. In this section, we consider all combinations
of spin operators on the choice of the operators A and B
in Eq. (A1):
Gµνij,η = 〈〈S
µ
i ;S
ν
j 〉〉η (µ, ν = x, y, z). (19)
The equations of motion are given by
ωGµνij,η(ω) = 〈[S
µ
i , S
ν
j ]η〉+ 〈〈[S
µ
i , H ];S
ν
j 〉〉η,ω , (20)
with
[Sxi , H ] = −i
∑
k
Jik(S
z
i S
y
k −∆S
y
i S
z
k), (21)
[Syi , H ] = −i
∑
k
Jik(∆S
x
i S
z
k − S
z
i S
x
k ) + ihS
z
i , (22)
and
[Szi , H ] = −i
∑
k
Jik(S
y
i S
x
k − S
x
i S
y
k )− ihS
y
i . (23)
Applying the RPA decoupling expressed by Eq. (7), and
performing the Fourier transformations given by Eqs. (8)
and (9), one derives the following matrix equation instead
of Eq. (10):

ω1−

 0 0 00 0 iΓ˜q
0 −iΓq 0





 G
xν
q,η
Gyνq,η
Gzνq,η

=

 Λ
xν
q,η
Λyνq,η
Λzνq,η

 . (24)
By solving Eq. (24), one obtains the commutator Green’s
functions
Gxνq,−1 = 0, (25)
Gyνq,−1 =
ωΛyν
−1 + iΓ˜qΛ
zν
−1
ω2 − ω2q
, (26)
and
Gzνq,−1 =
ωΛzν−1 − iΓqΛ
yν
−1
ω2 − ω2q
. (27)
Since the commutator of spin operators is local in site
indices, Λµνq,−1 are independent of q and thus we drop the
subscript q from Λµνq,−1. Here we use the fact Λ
xν
−1 = 0,
which is valid for any ν. Additionally, one obtains
Cxνq,+1 = Λ
xν
q,+1, C
yν
q,+1 = C
zν
q,+1 = 0 (28)
from the anticommutator Green’s functions. Then the
spectral theorem [Eq. (A6)] gives
Λyνq,+1 =
iΓ˜qΛ
zν
−1
ωq
coth
βωq
2
, (29)
and
Λzνq,+1 =
−iΓqΛ
yν
−1
ωq
coth
βωq
2
. (30)
Incidentally, the application of the spectral theorem to
Gxνq,η gives the trivial equation Λ
xν
q,+1 = Λ
xν
q,+1. Then
Eqs. (29) and (30) become, for ν = y and ν = z, respec-
tively,
〈(Syi )
2〉 =
1
N
∑
q
mΓ˜q
2ωq
coth
βωq
2
, (31)
and
〈(Szi )
2〉 =
1
N
∑
q
mΓq
2ωq
coth
βωq
2
. (32)
If we demand that the property specific to the spin-1/2
operators, (Syi )
2 = 1/4, is satisfied even within the RPA,
4Eq. (18) is derived again from Eq. (31). Additionally,
from Eq. (32) with (Szi )
2 = 1/4, one more equation
1
2
=
1
N
∑
q
mΓq
ωq
coth
βωq
2
(33)
is derived, which cannot be obtained by using only
{G+−ij,η, G
−−
ij,η, G
z−
ij,η}. However, the two Eqs. (18) and (33)
obviously contradict each other, except in the isotropic
(∆ = 1) case. In other words, the different values of the
magnetization m are obtained from each equation. This
fact means that the above procedure with the setting
(Syi )
2 = (Szi )
2 = 1/4, which is known as a good approxi-
mation for isotropic models, is not valid for a system with
an easy-plane exchange anisotropy. The same problem
should arise whenever there is an anisotropy in the plane
perpendicular to the direction of the magnetization (i.e.,
whenever the system is not rotationally invariant around
the direction of the magnetization).
This problem may be avoided by assuming that a cer-
tain restriction has to be imposed on the choice of Sνj
in Eq. (19). This idea was introduced by Brown20 for
the easy-axis case. If the choice of Sνj is restricted to
be perpendicular to the anisotropy axis, i.e., Sνj = S
y
j ,
only Eq. (18) is obtained from Eq. (29) while Eq. (30)
yields the identity 0 = 0. In contrast, under the re-
striction that Sνj = S
z
j , only Eq. (33) is obtained from
Eq. (30). In Fig. 1, the results for the temperature depen-
dence of m obtained from each case are compared with
the QMC results. In the QMC calculations, where we use
the continuous-time loop algorithm,33,34,35 z direction is
taken as the quantization axis. The transverse magneti-
zation in x direction is measured by using the improved
estimator technique.36 For each temperature, measure-
ment is performed for 6.6× 105 Monte Carlo steps after
discarding 8 × 103 steps for thermalization. The system
sizes are 128 and 32 × 32 for the chain and the square
lattice, respectively, which are large enough to produce
the data in the thermodynamic limit in the resolution of
Fig. 1.
We can see at once that the results obtained from
Eq. (32), which are shown in Fig. 1(b), violates the in-
equality |〈Si〉| ≤ S. Thus the assumption that the choice
of Sνj is restricted to be S
z
j is obviously not correct. On
the other hand, as seen in Fig. 1(a), the choice Sνj = S
y
j
(or the procedure of the previous section) yields more
reasonable results in the sense that |〈Si〉| ≤ S is satis-
fied. However, in comparison with the QMC results, the
approximation gets worse as the temperature increases.
In particular, the intersections of the lines for the differ-
ent anisotropy parameters are found in the QMC results,
whereas the lines in Fig. 1(a) do not cross each other.
After all, the results obtained from either choice of Sνj
do not agree with the QMC calculations. In the first
place, the reason that a restriction on the choice of Sνj is
present is unclear. The result of the comparison between
Figs. 1(a) and 1(c) indicates that the procedure of the
previous section is inappropriate to treat anisotropic spin
FIG. 1: The temperature dependence of the magnetization
of an easy-plane ferromagnet at h/J = 0.1 for ∆ = 1 (the
isotropic Heisenberg model), ∆ = 0.7, ∆ = 0.4, and ∆ = 0
(the XY model). Comparison between the results obtained
from (a) Eq. (18), (b) Eq. (33), and (c) the QMC calculations.
The error bar of the QMC results are smaller than the line
width.
systems, although it has been often used for the case
of systems with an easy-axis anisotropy (∆ > 1) and a
transverse magnetic field.7,21,22,23,24,25
V. DISCUSSION AND ATTEMPT TO
IMPROVE THE METHOD
We now discuss why the contradiction between
Eqs. (18) and (33) occurs, and attempt to improve the
method. The exact values of 〈(Syi )
2〉 and 〈(Szi )
2〉 are
equivalent (= 1/4) from the properties of the spin-1/2
5operators. However, since we adopt the decoupling ap-
proximation, of course, 〈(Syi )
2〉 and 〈(Szi )
2〉 have errors
from the exact values, respectively. As seen from Eq. (1),
the parameter ∆ induces the anisotropy in yz plane,
and the model is not symmetric under the exchange
Sy ↔ Sz. Thus, within the RPA [Eq. (7)], the errors
of 〈(Syi )
2〉 and 〈(Szi )
2〉 should also be “asymmetric”, i.e.,
|〈(Syi )
2〉RPA − 1/4| 6= |〈(S
z
i )
2〉RPA − 1/4|, which causes
the contradiction between Eqs. (31) and (32) with the
setting 〈(Syi )
2〉 = 〈(Szi )
2〉 = 1/4, namely Eqs. (18) and
(33). Here the subscript “RPA” expressly denotes the
approximate values obtained within the RPA.
For general spin S, in addition to the constraint
S2i = (S
x
i )
2 + (Syi )
2 + (Szi )
2 = S(S + 1), (34)
we have the operator identities
S∏
p=−S
(Sxi − p) = 0, (35a)
S∏
p=−S
(Syi − p) = 0, (35b)
and
S∏
p=−S
(Szi − p) = 0. (35c)
As is mentioned above, within Green’s function theory
with the RPA, these severe conditions cause the contra-
diction between Eqs. (18) and (33). Therefore we have
to think about relaxing the local restrictions on the spin
operators. As is clear from Eq. (24), the calculation of
Gxνij,η is not necessary to derive Eqs. (29) and (30). Thus
the decoupling approximation to the time evolution of
Sxi [Eq. (21)] is not actually required. Meanwhile, as
for the time evolutions of Syi and S
z
i [Eqs. (22) and (23)],
one needs to employ the decoupling approximation to the
higher-order terms. This implies that it is inappropriate
to use Eqs. (35b) or (35c) as a conditional equation. Ac-
tually, the obtained results are unreasonable as shown in
Figs. 1(a) and (b). Thus, in our method, we demand that
the operator identity in the direction of the magnetiza-
tion [Eq. (35a)] is satisfied. From Eqs. (34) and (35a),
we obtain the following conditional equation:
〈(Syi )
2〉RPA + 〈(S
z
i )
2〉RPA =
1
2
. (36)
The same condition was used by Aoki in his “self-
consistent spin-wave approach.”37 Then, from Eqs. (31)
and (32) with the condition given by Eq. (36), the self-
consistent equation
1
2
=
1
N
∑
q
m(Γ˜q + Γq)
2ωq
coth
βωq
2
(37)
FIG. 2: (a) The temperature dependence of the magnetiza-
tion obtained from Eq. (37) at h/J = 0.1. (b) Comparison
between the results obtained from Eq. (37), the QMC calcu-
lations, and the MFT (at h/J = 0.1 for ∆ = 0.7).
is obtained. Obviously, when ∆ = 1, this equation re-
produces the result obtained by the conventional RPA
theory for the isotropic Heisenberg model as expected.
As seen in Fig. 2(a), the results from Eq. (37) are in
good accord with the QMC results shown in Fig. 1(c).
Especially, the intersections of the lines for the differ-
ent anisotropy parameters are found as expected. In
Fig. 2(b), we show the comparison between the results
obtained from Eq. (37), the QMC calculations, and the
mean-field theory (MFT). In the MFT, since the terms
Syi S
y
j + ∆S
z
i S
z
j in Eq. (1) are neglected, the obtained
magnetization curve does not depend on the anisotropy
parameter:
m(MFT) =
1
2
tanh
β(h+ zJm(MFT))
2
. (38)
Meanwhile in our procedure (and in the QMC calcula-
tions), the effect of the anisotropy can be appropriately
taken into account. At low temperatures (even at T = 0),
the magnetization is suppressed by the quantum fluc-
tuations induced by ∆. In contrast, at high tempera-
tures, the parameter ∆ plays an opposite role: since the
easy-plane anisotropy energetically favors the spin align-
ment in the easy plane, whereas the quantum fluctua-
tions have an insignificant effect, the magnetization is
6enhanced as ∆ decreases. As a result, the intersections
of the lines for the different anisotropy parameters are
found in Figs. 1(c) and 2(a).
The application of Green’s function theory to Heisen-
berg ferromagnets with an easy-plane anisotropy was in-
vestigated also in Refs. 38 and 39. In particular, recently
Hu et al.39 calculated the magnetization, susceptibility,
and transverse correlation functions of the system de-
scribed by
H = −
1
2
∑
i,j
Jij
(
Sxi S
x
j +∆S
y
i S
y
j +S
z
i S
z
j
)
−h
∑
i
Szi . (39)
Obviously, this model is exactly equivalent to Eq. (1) un-
der the rotation of the coordinate system. Using Green’s
functions G+−ij,η and G
−−
ij,η, they obtained the same results
as those shown in Fig. 2(a) from the condition
〈S−i S
+
i 〉 =
1
2
− 〈Szi 〉. (40)
Just in the case of the coordinate system described by
Eq. (39), where the magnetization appears along z axis,
the condition given by Eq. (40) produced the same effect
as Eq. (36) of our procedure, and they obtained the same
results even though they use only G+−ij,η and G
−−
ij,η. How-
ever, this fact does not mean that this choice of Green’s
functions and condition always yields reasonable results
for any system. In fact, for the model in the coordi-
nate system described by Eq. (1), the adoption of the
severe conditions Eqs. (16) and (17) with the usual set
{G+−ij,η, G
−−
ij,η, G
z−
ij,η} yields the unreasonable results, as we
showed.
VI. SUMMARY
In this paper, we have investigated the application of
the many-body Green’s function theory with the random-
phase approximation to the study of easy-plane ferro-
magnets in an in-plane magnetic field. If there is an
anisotropy in the plane perpendicular to the direction of
the magnetization, then special attention is required for
the choices of Green’s functions and the conditions to
determine the magnetization. First, we calculated the
temperature dependence of the magnetization for vari-
ous values of the anisotropy parameter ∆ by using the
usual set of Green’s functions {G+−ij,η, G
−−
ij,η, G
z−
ij,η} and
the conditions {S+i , S
−
i } = 1 and (S
−
i )
2 = 0. The ob-
tained results did not agree with the QMC calculations
on the point that no intersections of the lines for the dif-
ferent anisotropy parameters were found [see Figs. 1(a)
and 1(c)], which means that this procedure cannot ap-
propriately take into account the effect of the anisotropy.
Next, by considering all combinations of two spin op-
erators, Gµ,νij,η (µ, ν = x, y, z), we derived the additional
equation, which is not obtained by using the previous
procedure. Then we showed that the two equations con-
tradict each other under the conditions (Syi )
2 = (Szi )
2 =
1/4. The same problem should also arise for higher spins,
as long as the system does not have rotational symme-
try around the direction of the magnetization. To avoid
this contradiction within the RPA, we relaxed the restric-
tions; we demanded that only the operator identity in the
direction of the magnetization is satisfied. For example,
in the case that the magnetization appears along the x
axis, the condition 〈(Syi )
2〉RPA + 〈(S
z
i )
2〉RPA = 1/2 was
adopted. The results obtained by this procedure were in
good agreement with the QMC calculations. This means
that our method can appropriately take into account the
effect of the anisotropy.
In this paper, we focused on the spin-1/2 case. Here,
the extension to higher spins S ≥ 1 will be presented.
For example, according to our procedure, we have the
relations S2i = 2 and (S
x
i + 1)S
x
i (S
x
i − 1) = 0 for the
spin-1 case. There is one more unknown, 〈(Sxi )
3〉, than
S = 1/2, and thus an additional equation is required to
close the system of equations. To this end, one can adopt
the following relation:
〈{Syi , S
x
i S
y
i }〉+ 〈{S
z
i , S
x
i S
z
i }〉 = 3〈S
x
i 〉 − 2〈(S
x
i )
3〉. (41)
The expression for the left-hand side is obtained from
Green’s functions 〈〈Syi ;S
x
j S
ν
j 〉〉 and 〈〈S
z
i ;S
x
j S
ν
j 〉〉 after
some algebra similar to the one given in Sec. IV. In
the same way, for general spin S, the system of self-
consistent equations is obtained from the expressions for
〈{Syi , (S
x
i )
nSyi }〉+ 〈{S
z
i , (S
x
i )
nSzi }〉 (n = 0, 1, · · · , 2S−1)
and the conditions given by Eqs. (34) and (35a).
Finally, the case of easy-axis anisotropy (∆ >
1) is also addressed. In this case, it is well
known that the transverse magnetic field h in-
duces the spin reorientation transition for both
the ferromagnetic (J > 0) and antiferromagnetic
(J < 0) cases.7,13,19,20,21,22,23,24,25,26,27,28,29,30,31 In or-
der to calculate the magnetic properties, many pre-
vious authors7,21,22,23,24,25 have employed the Green’s
function theory with the set of Green’s functions
{G+−,mnij,η , G
−−,mn
ij,η , G
z−,mn
ij,η } and the severe conditions
such as Eqs. (16) and (17) in the RPA. In other words,
they have employed the method presented in Sec. III or
its extended versions for higher spins. However, accord-
ing to the results we showed for the easy-plane case, this
choice of Green’s functions and the conditions is not al-
ways appropriate. Actually, unacceptable results, espe-
cially the violation of the property of spin-S systems,
|〈Si〉| ≤ S, were found in some previous works (for ex-
ample, see Ref. 23; although it is not explicitly stated,
the same problem is found also in some other works).
The theoretical treatment of these systems is generally
more complicated than the easy-plane cases since the
transverse magnetic field causes changes in the direction
of the magnetization. Nevertheless, the results reported
here will be helpful for investigating these problems.
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APPENDIX A: GREEN’S FUNCTION THEORY
We briefly review the many-body Green’s function the-
ory. The retarded commutator (η = −1) or anticommu-
tator (η = +1) Green’s function is defined by
GABη (t− t
′) = 〈〈A(t− t′);B〉〉η
= −iθ(t− t′)〈[A(t), B(t′)]η〉, (A1)
where θ(t − t′) denotes the step function and 〈· · · 〉 =
Tr(e−βH · · · )/Tr(e−βH) is an average over the ensemble
with the inverse temperature β = 1/T . [A,B]−1 = [A,B]
and [A,B]+1 = {A,B} denote the commutator and anti-
commutator of operators A and B, respectively. Green’s
function satisfies the following equation of motion in en-
ergy space:
ωGABη (ω) = 〈[A,B]η〉+ 〈〈[A,H ];B〉〉η,ω . (A2)
To obtain the solution of GABη (ω), a certain decoupling
approximation of higher-order Green’s functions in the
right-hand side of the above equation is usually adopted.
Then the expectation values and correlation functions
can be calculated from the spectral theorem1,7
〈AB〉 =
i
2π
lim
δ→0
∫ ∞
−∞
dω
GAB−1 (ω + iδ)−G
AB
−1 (ω − iδ)
1− e−βω
+
CAB+1
2
, (A3)
and
〈BA〉 =
i
2π
lim
δ→0
∫ ∞
−∞
dω
GAB−1 (ω + iδ)−G
AB
−1 (ω − iδ)
eβω − 1
+
CAB+1
2
, (A4)
where
CABη = lim
ω→0
ωGABη . (A5)
If the anticommutator Green’s function has a first-order
pole at ω = 0, the terms CAB+1 /2 in Eqs. (A3) and (A4)
are required. Meanwhile, it is well known that the com-
mutator Green’s function has no pole at ω = 0 in any
case. Incidentally, Eqs. (A3) and (A4) can be rewritten
in the following more convenient form:
〈{A,B}〉 =
i
2π
lim
δ→0
∫ ∞
−∞
dω
[
GAB−1 (ω + iδ)
−GAB−1 (ω − iδ)
]
coth
βω
2
+ CAB+1 , (A6)
and
〈[A,B]〉 =
i
2π
lim
δ→0
∫ ∞
−∞
dω
×
[
GAB−1 (ω + iδ)−G
AB
−1 (ω − iδ)
]
. (A7)
In calculations of spin systems, Eq. (A6) generally plays
the role of the self-consistent equation, whereas Eq. (A7)
is trivial and gives no informations.
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