To improve the understanding of how static mixers work and how to better utilize them in environmental engineering ͑or, specifically, drinking water treatment͒, a numerical model for simulating turbulent flows in helical static mixers is developed. The model solves the three-dimensional, Reynolds-averaged Navier-Stokes equations, closed with the k-turbulence model, using a second-orderaccurate finite-volume numerical method. Numerical simulations are carried out for a two-element helical static mixer, and the computed results are analyzed to elucidate the complex, three-dimensional features of the flow. The results show that the flow field within the mixer is characterized by the presence of pockets of reversed flow and the growth and interaction of strong longitudinal vortices. As an example of the kind of practical insights that can be gained from such detailed three-dimensional computations, the simulated flow field is used to investigate two quantities that are often used to characterize mixing within a static mixer and to discuss the merits of these quantities for coagulant mixing in drinking water treatment.
Introduction
Static mixers consist of mixing elements placed on the inside of a pipe or channel. The elements are fixed and do not move. Chemicals, which are added just upstream of the elements, mix with the bulk fluid because of the complex, three-dimensional fluid motion that is generated by the elements. The shape of the elements determines the character of this fluid motion and thus determines the effectiveness of the mixer. One typical static mixer, the helical static mixer, consists of left-and right-twisting helical elements placed at an angle of 90°to each other. Each element twists through an angle of 180°.
Understanding how static mixers mix chemicals is relevant to water treatment because, among other reasons, many existing treatment plants already use static mixers. A survey of 700 surface water treatment plants indicated that 5-10% of the plants used static mixers ͑Schulgen et al. 1996͒. Moreover, static mixers are likely to be used more widely in the future. Static mixers require only the space occupied by a pipe so they are especially attractive for plant expansions where space for new concrete mixing tanks may be limited. Other advantages of static mixers make them attractive for new plants as well. A textbook on water treatment plant design ͑Kawamura 1991͒ lists these advantages as • no moving parts and, thus, low maintenance, • no external energy required, and • few clogging problems compared to some other mixers. With no need for external energy and few maintenance requirements ͑that is, with no motor-driven impellers͒, static mixers are an attractive choice for plants that lack reliable electricity or the operator expertise to maintain mechanical equipment. As developing nations seek to improve their water supplies, the use of static mixers will likely increase.
In addition to their advantages and ease of use, existing experimental evidence suggests that static mixers may offer a performance advantage over some of the mixers that are more traditionally used in water treatment. In particular, the evidence suggests that using static mixers may reduce the amount of chemicals required in coagulation and disinfection. In a series of pilot-scale tests of rapid mixing, Clark et al. ͑1994͒ found that the static mixer and other in-line mixers needed significantly less alum than traditional stirred tank reactors. In a series of benchscale studies of rapid mixing ͑Amirtharajah and Jones 1996; Burke 1996͒, the static mixer performed significantly better than the traditional jar test for enhanced coagulation. In a subsequent pilot study, Latimer and Amirtharajah ͑1998͒ operated two trains of a pilot plant in parallel. One train used a static mixer for rapid mixing; the other used an agitated tank. The train with the static mixer had consistently lower filtered-water turbidity. For disinfection or oxidation using ozone, Martin and Galey ͑1994͒ reported improved mass transfer and other performance advantages using a static mixer to mix ozone in a pilot plant. In a bench-scale study, Heindel et al. ͑1999͒ showed encouraging results for the inactivation of Cryptosporidium parvum oocysts using static mixers for the initial mixing of chlorine. And at full scale, a wastewater treatment plant in Colorado reported that using a static mixer at the point of chlorine injection reduced the required chlorine dose by 30% for equivalent inactivation of bacteria and viruses ͑McK-enna et al. 1986͒.
None of the studies mentioned above is conclusive, but together they suggest that the static mixer is a viable choice for coagulant and disinfectant mixing and may offer some benefit over more traditional mixing devices. At present, process and design engineers have limited information regarding the use and effectiveness of particular brands of static mixers. A fundamental understanding of how static mixers improve the mixing of coagulants and disinfectants should be useful in the future application of these mixers.
As a step toward developing such an understanding, this paper reports on the development and application of an advanced computational fluid dynamics ͑CFD͒ model capable of simulating turbulent flows in helical static mixers ͑Jones 1999͒. To the best of our knowledge, the present work is the first attempt to apply state-of-the-art CFD methods to the study of coagulant mixing in water treatment. The model developed for this paper solves the equations describing three-dimensional turbulent flows-the Reynolds-averaged Navier-Stokes ͑RANS͒ equations-in generalized curvilinear coordinates. The only simplifying assumptions invoked in the formulation of the model equations are those necessary for turbulence closure. Because of the focus on water treatment applications, which involve fully turbulent flows, the results presented in this paper are for a two-element helical static mixer at a Reynolds number ͑R͒ of 100,000 where RϭUd/ and U ϭbulk velocity in the pipe, dϭdiameter of the pipe containing the static mixer, and ϭkinematic viscosity of the water.
There have been several previous efforts to model the flow in static mixers using CFD ͑Byrde 1997; Hobbs 1998; Rauline et al. 1998͒. Hobbs and co-workers ͑Hobbs et al. 1998; Hobbs and Muzzio 1998͒ and Byrde and Sawley ͑1999͒ studied the helical static mixer for both the creeping flow and the laminar flow regimes ͑that is, 10 Ϫ5 рRр1,000͒. Rauline et al. ͑1998͒ used a commercial CFD package to model the creeping flow (RϷ5 ϫ10 Ϫ4 ) in six existing static mixer designs. All of these studies were limited to low R; however, and as mentioned above, the flow regime in water treatment plants is turbulent and thus these studies have limited direct application to the water treatment industry. Lang et al. ͑1995͒ used a commercial CFD code to predict the turbulent flow in a Sulzer SMV mixer that was used in a process stream for the denitrification of emissions from a power plant. However, to solve the problem given their available computer resources, they assumed that the static mixer was infinitely tall and wide by using periodic boundary conditions in the crossstream directions. In the present study, we improve on their approach by avoiding any such major simplifying assumptions.
The results of the CFD model-the predicted flow field-are presented in terms of mean velocity contours, cross-flow velocity vectors, and longitudinal vorticity contours to illustrate the complicated flow patterns that drive the mixing process in helical static mixers. The computed results are also used to evaluate two methods of quantifying the amount of mixing that occurs within a mixing device. The CFD model presented in this paper is a part of a larger study on the use of static mixers for coagulation and disinfection ͑Amirtharajah et al. 2001͒.
Numerical Model
The CFD model solves the three-dimensional, steady Reynoldsaveraged Navier-Stokes equations. In compact Cartesian-tensor notation ͑where repeated indices imply summation͒, the continuity equation is
where u i ϭmean velocity components in Cartesian coordinates x i (iϭ1,2,3). The momentum equations are
where pϭmean pressure divided by the fluid density ; R ϭReynolds number based on the bulk velocity and the mixer diameter; and u i Јu j Јϭcomponents of the Reynolds ͑turbulence͒ stresses. The equations are closed using the Boussinesq assumption, which approximates u i Јu j Ј as
where kϭturbulence kinetic energy; ␦ i j ϭKronecker delta; t ϭeddy ͑turbulent͒ viscosity; and S i j ϭmean strain-rate tensor
The eddy viscosity is calculated as
where ϭspecific rate of dissipation of k, that is, the rate of dissipation of k per unit of k or ϰ⑀/k where ⑀ϭrate of dissipation of k. The turbulence quantities k and are obtained by solving the following transport equations:
where P d ϭproduction of turbulence kinetic energy by mean shear, which is defined as
The terms ␣, ␣*, , *, ␤, and ␤* are constants of the turbulence model. The values of these constants can be found elsewhere ͑Wilcox 1994; Jones 1999͒. The k-turbulence model was selected for two reasons. First, this model is valid all the way to the wall, which eliminates the need for the so-called wall-function approach that bridges the gap between the fully turbulent region and the viscous sublayer. Sotiropoulos and Patel ͑1995͒ demonstrated that turbulence models that rely on the wall-function approach, although expedient from the computational standpoint, are not suitable for quantitatively accurate predictions of complex, three-dimensional flows with strong vortices. As shown in the ''Results and Discussions'' section below, the flows in static mixers are dominated by strong vortices, and thus, turbulence models that resolve the near-wall flow are essential for their accurate prediction. Second, the kmodel has been validated extensively in complex, threedimensional shear flows ͑Lin and Sotiropoulos 1997b; Sotiropoulos and Ventikos 1998͒ and has been shown to be superior to k-⑀ type models ͑Sotiropoulos and Ventikos 1998͒.
The governing equations-the continuity, momentum, and turbulence closure equations-are formulated in strong conservation form and coupled together using the artificial compressibility method ͑Chorin 1967͒. Note that even though Eqs. ͑1͒-͑8͒ are presented above in Cartesian coordinates for the sake of brevity, generalized, body-fitted curvilinear coordinates are employed in the model formulation. Such a coordinate system is essential to accurately describe the complex geometry of a helical static mixer. The governing equations in generalized curvilinear coordinates ͓see Jones ͑1999͒ or Lin and Sotiropoulos ͑1997b͒ for details͔ are discretized on a nonstaggered grid using a finite-volume approach. The viscous terms in the momentum and turbulenceclosure equations and the production terms in the turbulenceclosure equations are discretized using second-order-accurate central differencing. The convective terms are discretized using fluxdifference-splitting upwind differencing ͑Lin and Sotiropoulos 1997a͒. The spatially discretized governing equations comprise a large system of ordinary differential equations, which is integrated in time using a point-implicit, four-stage Runge-Kutta time-marching algorithm enhanced with local time stepping, implicit residual smoothing, and multigrid acceleration ͑Jones 1999͒. This iterative, time-marching procedure is declared converged ͑that is, a steady-state solution has been reached͒ when the residuals for all variables have decayed by four orders of magnitude. The computer code used for this research is an in-house research code. Typical computer requirements for the simulations described here are approximately one gigabyte of memory and two weeks on a single processor of a Silicon Graphics Origin 2000 computer.
Computational Details and Boundary Conditions
For static mixers that are used in water treatment plants, the range for the Reynolds number typically spans several orders of magnitude from 10 3 to 10 6 . Due to limitations in available computer resources, this paper presents results for only one Reynolds number in the middle of this range (Rϭ100,000). Note that the total number of grid nodes required for the accurate resolution of wallbounded turbulent flows, and thus the cost of such computations, increases considerably with increasing Reynolds number. It is important to emphasize, however, that this numerical model is readily applicable to higher Reynolds numbers as well.
The static mixer modeled in this work contains two helical elements, arranged one after the other, and twisting in opposite directions. The computational domain further consists of an inlet section and an outlet section of pipe. These two sections are included to ensure that the inlet and outlet boundary conditions required for the solution of the governing equations ͑see subsequent discussion͒ do not contaminate the computed flow fields in the vicinity of the elements. The computational domain is discretized using a three-dimensional, body-fitted, curvilinear grid. Fig. 1 shows two cross-sectional views of the grid that highlight the clustering of the grid nodes near the edges and sides of the mixer elements. Fig. 1 also emphasizes the relative lengths of the inlet and outlet sections of pipe in the computational domain ͑6d and 20d, respectively͒ compared to the length of the mixer elements ͑1.5d per element͒. Fig. 2 shows a three-dimensional view of one-half of the computational grid ͓Fig. 2͑a͔͒ and an enlarged picture of the grid that defines mixer elements themselves ͓Fig. 2͑b͔͒. The number of grid nodes generally depends on the number of mixer elements and the Reynolds number of the flow. For the simulations presented in this paper, the number of nodes was 1,035,125 or 245ϫ65ϫ65 in the longitudinal direction (x 1 ) and cross-sectional directions (x 2 ,x 3 ). The nodes nearest the pipe walls and element surfaces were located at a normal distance of model-this distance was selected to ensure that at least three grid nodes were placed within the near-wall viscous sublayer almost everywhere within the mixer ͑Menter 1994͒. All of the grid parameters including the length of the inlet and outlet pipe sections and the number of grid nodes were chosen after careful numerical experiments. For example, to determine the appropriate length of the inlet section, the code was run with longer and longer inlet lengths. The inlet length was chosen such that longer lengths did not change the predicted flow field as measured by axial profiles of the skin-friction coefficient. See Jones ͑1999͒ for further details. The complete three-dimensional mixer geometry is modeled, that is, no symmetry planes or periodic boundary conditions were used. As the results presented below show, the complexity of the flow field within the mixer confirms the necessity of this fully three-dimensional approach. At the inlet of the domain, the velocity and the turbulence quantities ͑k and ͒ were specified from a separate calculation for fully developed, turbulent flow in a pipe at Rϭ100,000. The pressure was extrapolated from the interior of the domain using linear extrapolation. On the pipe walls and the mixer elements, the velocity and turbulence kinetic energy were set to zero, the pressure was linearly extrapolated from adjacent interior nodes, and the specific rate of dissipation was computed using the boundary condition proposed by Menter ͑1994͒. At the outlet section, all flow quantities were extrapolated from inside the domain using linear extrapolation. The level of the pressure was fixed by setting it to zero at one grid node in the outlet plane.
Model Validation
Validating three-dimensional numerical models like the one developed here requires very detailed experimental data. Unfortunately, no such experimental measurements exist, or at least none have been reported in the literature, for turbulent flows through helical static mixers. For this reason, a surrogate was used to The flow in a pipe bend is a reasonable substitute for the flow in a static mixer because both flows are complex, three-dimensional, internal shear flows that are dominated by strong transverse ͑sec-ondary͒ motions. The experiments were performed in a 90°pipe bend at Rϭ60,000. Fig. 3 shows the predicted ͑lines͒ and measured ͑circles͒ mean pressure coefficient (C p ) along the axis of the pipe (s/d). The agreement between the predicted and measured pressure coefficients is excellent. In particular, the CFD predictions capture both the magnitude and location of the longitudinal and transverse pressure gradients that form within the bend. The ability of the numerical model to predict the pressure drop across a static mixer is important since this quantity is directly proportional to the total operating cost of the mixer. Detailed comparisons of the measured and predicted mean velocity fields have also been made ͑Jones 1999͒, and these comparisons show that the model captures the growth and evolution of the secondary motion and its subsequent distortion of the mean flow. The model also predicts a slower than measured recovery of the flow downstream of the bend to the fully developed turbulent pipe flow.
Results and Discussion
The calculated flow field in the static mixer is presented in terms of mean flow quantities. Figs. 4 -6 show cross sections through the computational domain at various locations along the x 1 axis. Fig. 4 shows cross sections upstream of and within the first element; Fig. 5 shows cross sections within the second element; and Fig. 6 shows cross sections in the downstream section. Each row in these figures corresponds to a different flow variable: the top row shows contours of the mean axial velocity u 1 ; the middle row shows vectors of the transverse velocity components u 2 and u 3 ; and the bottom row shows contours of the mean axial vorticity ⍀ x 1 . The mean axial vorticity ͑hereafter shortened to axial vorticity͒ is calculated from the velocity field as
and is a measure of the strength of the transverse flow. Positive vorticity indicates counterclockwise rotation, while negative vorticity indicates clockwise rotation. In Figs. 4 -6, the flow is directed out of the page. The first element twists in the counterclockwise direction; the second element twists in the clockwise direction. Several other notes should also be made about these plots:
• All velocity components are normalized by the mean bulk velocity (UϭQ/A) in the inlet section of the pipe where Q ϭmass flow rate and Aϭcross-sectional area of the pipe; • The vectors are drawn relative to the fixed Cartesian coordinate axes (x 2 ,x 3 ). The fact that the elements also twist relative to these axes means that the vector plots should be interpreted with care. That is, transverse velocity vectors appear for two Fig. 4͑a͒ , which is located 0.3d upstream of the first element, shows that the first element skews the originally axisymmetric velocity profile in the direction that the first element twists-note that the first element extends horizontally across the center of the pipe in Figs. 4͑a and b͒. This upstream effect of the elements is consistent with the elliptical nature of the incompressible NavierStokes equations ͓Eqs. ͑1͒ and ͑2͔͒ and demonstrates clearly the previously discussed need for including a sufficiently long section of upstream pipe in the computational domain. The velocity contours in Fig. 4͑a͒ show, for instance, that trying to impose an axisymmetric pipe flow profile too close to the first element would result in nonphysical distortions of the computed flow field near the element. In fact, it was also found during the course of this work that insufficient upstream pipe length could lead to spurious numerical oscillations and even numerical instability.
Discussion of Flow Field within Mixer
Figs. 4͑b and c͒ show how the first element splits the flow into two regions of high momentum fluid with the peak of the mean axial velocity in each region being 25% higher than the maximum axial velocity in the initial approach flow. The first element extends from x 1 ϭ0 to x 1 ϭ1.5d. At the intersection of the element with the pipe wall, these plots also reveal small pockets of flow in the negative x 1 direction ͑that is, reverse flow͒. These reverseflow pockets disappear within the first element ͓Fig. 4͑d͔͒. The axial vorticity plots reveal that both positive and negative longitudinal vorticity is produced on the element surface and at the intersection of the element with the pipe wall ͓Fig. 4͑b͔͒. Initially the vorticity is concentrated within a thin layer around the element. The thickness of this layer of vorticity grows considerably, however, with axial distance, and at the end of the element a large region of positive ͑counterclockwise͒ vorticity has developed near the element surface. Note that this element-generated vorticity rotates in the same direction as the element. It is important to point out that the growth of mean axial vorticity through the first element implies the growth of a strong transverse motion, and this transverse motion is clearly visible in the vector plots shown in Fig. 4 . In fact, near the end of the element, the transverse velocity components are comparable to or even larger than the axial velocity components. Fig. 5 shows the details of the flow field within the second element whose x 1 coordinate is from x 1 ϭ1.5d to x 1 ϭ3.0d. Note that the leading edge of the second element extends vertically across the center of the pipe in Fig. 5͑a͒ , and the trailing edge of the first element extends horizontally across the pipe. In Fig. 5͑a͒ , the second element splits the flow into four regions of high momentum fluid. At the same location, a region of reverse flow is again created, and it persists for 0.3d into the second element. Although masked by the twisting of the elements, the vector plot in Fig. 5͑b͒ shows that a very complex secondary flow with several pairs of counter-rotating vortices exists just downstream of the element intersection. The positive vorticity that was created in the first element is convected away from the center of the pipe by this secondary flow ͓Figs. 5͑a and b͔͒. A layer of negative vorticity forms on the surface of the element, and this layer thickens slightly from the middle ͓Fig. 5͑c͔͒ to the end of the element ͓Fig. 5͑d͔͒. Fig. 6 shows the details of the flow field in the outlet section of pipe from just downstream of the second element at x 1 ϭ3.0d to approximately 9d downstream of the element ͑that is, to x 1 ϭ12.1d͒. The flow downstream of the static mixer should eventually recover to the axisymmetric profile of a fully developed turbulent pipe flow. The region of high momentum fluid that leaves the mixer is still clearly visible at 0.3d downstream of the element ͑that is, at x 1 ϭ3.3d͒. The wake of the second element shown in the axial vorticity plot of Fig. 6͑b͒ is still present but significantly diminished at x 1 ϭ11d as shown in Fig. 6͑c͒ . The vorticity plots also show that a thin boundary layer exists on the pipe walls consistent with a high Reynolds number pipe flow ͓Fig. 6͑d͔͒. The vector plots indicate that the fluid in the outlet section rotates en masse in the clockwise direction and this rotation still has significant momentum even as far as 9d downstream of the elements ͑that is, x 1 ϭ12.1d͒. Although not shown here, the flow does not regain the fully developed turbulent pipe flow within the 20d of the outlet section of the computational domain.
Figs. 4 -6 reveal several previously undemonstrated features of the flow field in a static mixer: the effect of the elements on the upstream flow, the creation and transport of vorticity, the growth of a very strong transverse flow within the elements, the presence of recirculation regions, and the very slow and complicated recovery of the flow downstream of the mixer. However, the relative importance of these flow structures to the mixing of coagulants or disinfectants in a static mixer is not yet clear.
At the moment, it is not entirely clear how the results of steady RANS simulations can be used to predict mixing, either macroscale mixing ͑bulk mixing or stirring͒ or microscale mixing due to turbulent motions. It should be recognized that the flow fields shown in Figs. 4 -6 correspond to the mean flow, which in the laboratory can be extracted after sampling the flow for sufficiently long time intervals and time-averaging the results of these individual measurements. However, mixing occurs because of the instantaneous flow field which has both unsteady, large-scale motions and unsteady, small-scale turbulent motions. Yet numerical predictions of these large-and small-scale unsteady motions in static mixers at Reynolds numbers within the range encountered in water treatment applications, using either direct or large-eddy simulation approaches, are well beyond the reach of even the fastest supercomputers available today. Steady RANS simulations could possibly be used to extract first-order estimates of the largescale stirring due to the organized flow structures within the mixer and even to estimate the contribution of small-scale turbulent mixing from the calculated distributions of the turbulence kinetic energy and its rate of dissipation. Such an undertaking is beyond the scope of this paper and will be left as a subject for future research. Within the context of mixing for drinking water treatment, however, the present simulations can be readily used to study how mixing is typically quantified in the environmental engineering literature-namely, the G-value-and to highlight some inadequacies of this practice.
Calculating G-Value
Camp and Stein ͑1943͒ developed the root-mean-squared G-value to quantify mixing in turbulent flocculation basins by analogy with the shear rate in a simple, one-dimensional, laminar shear flow ͑that is, Couette flow͒. In the following decades, the G-value came to represent a universal measure of mixing. In the environmental engineering literature, it has been used to characterize mixing intensity in many types of mixers and in a wide variety of applications ͓see Graber ͑1994͒ for an extensive list͔. Although such a universal expression of mixing is highly desirable, unfortunately the G-value is not appropriate for this purpose. Clark ͑1985͒ and Graber ͑1994͒ demonstrated that the original derivation of the G-value was flawed for three-dimensional flows, and for that reason alone the G-value cannot be universally applied to different types of mixers or different size mixers. In other words, there is no reason to expect that a G-value of 1,000 s Ϫ1 will provide the same mixing in a stirred tank and in a static mixer. Moreover, there is no reason to expect that a G-value of 1,000 s Ϫ1 will provide the same mixing in a 50-mm-diameter static mixer and in a 500-mm-diameter static mixer. Ducoste and Clark ͑1998a,b͒ have demonstrated the inability of the G-value to correctly scale up flocculation results from stirred tanks.
Nonetheless, the G-value remains entrenched in the environmental engineering literature and continues to be used. For this reason and because the G-value can easily be calculated from the numerical model, it seems worthwhile to use the results of the numerical model to further explore the G-value concept for static mixers.
For a static mixer or any in-line mixer, the G-value is calculated based on the energy losses that occur in the mixer as
where Pϭpower dissipated in the mixer; ϭdynamic viscosity of water; Vϭmixer volume; Qϭvolumetric flow rate; and ⌬p ϭpressure drop across the mixer. Alternatively, the G-value in Eq. ͑10͒ can be calculated using the head loss across the mixer by substituting ⌬pϭ␥⌬h where ␥ϭspecific weight of water and ⌬hϭhead loss. The pressure predicted by the numerical model for the two-element helical static mixer is shown in Fig. 7 , where the average over each cross section of the nondimensional pressure ( p/U 2 ) is plotted versus x 1 /d. The curve in Fig. 7 together with Eq. ͑10͒ reveal that the G-value depends on the relatively arbitrary choice of the volume of the mixer. Both the numerator and the denominator in Eq. ͑10͒ vary with the definition of the volume. In contrast in a stirred tank, which is often used to mix coagulants, the volume is unambiguously fixed by the geometry of the mixer.
To make the rest of this discussion more useful and concrete, dimensions are assigned to the numerical predictions. All quantities in the numerical model are nondimensional and uniquely determined by the Reynolds number of the simulation. A pipe diameter dϭ50 mm and a bulk velocity Uϭ1.8 m/s are chosen. This pipe diameter suggests a medium-size pilot plant, and this veloc-ity falls within the recommended range of velocities for raw water pipelines ͑Kawamura 1991, p. 61͒. These two values together with a viscosity at a water temperature of 25°C give a Reynolds number Rϭ100,000. These values also correspond to a flow rate Qϭ3.5 L/s ͑55 gpm͒. The numerical model gives a pressure drop ⌬pϭ4.7 kPa, and a head loss ⌬hϭ0.5 m, where ⌬p and ⌬h are measured across the two mixer elements only, that is, over 0 рx 1 /dр3.
To further illustrate the ambiguity associated with the G-value in static mixers, the G-value is calculated as a function of the length of the mixer for two volumes: in the first, the volume (V 1 ) begins at the start of the computational domain (x 1 ϭϪ6d); and in the second, the volume (V 2 ) begins at the leading edge of the first element (x 1 ϭ0). Both of these G-values are plotted versus x 1 in Fig. 8 . To be clear, these two G-values are functions of x 1 and are defined as
where the equation is simplified by recognizing that QϭAU and VϭAL where Aϭcross-sectional area of the pipe and Lϭlength of the volume. That is, V 1 begins at x 1o ϭϪ6d, and V 2 begins at x 1o ϭ0. As Fig. 8 shows, these two definitions of the volume yield significantly different G-values and this is especially true around the mixer elements. For example at the trailing edge of the last element (x 1 ϭ3d), Gϭ4,800 s Ϫ1 when defined using V 1 and G ϭ8,000 s Ϫ1 when defined using V 2 . The volume term dominates the calculation of the G-value at the locations very near the first element where V 2 Ӷ1 and this is responsible for the extremely large G-values shown in the dotted curve. As the end of the computational domain is approached, the two G-values asymptotically approach the same number. At these larger volumes, the volume term again dominates the definition of the G-value in Eq. ͑10͒. Incidentally, the G-values in both of these curves are large compared to the range of 3,000ϽGϽ5,000 s Ϫ1 , which is often considered to represent intense coagulant mixing ͑Amirtharajah 1978͒.
Alternative Measures of Mixing
In addition to the arbitrariness of the G-value, the nature of turbulent flows makes the very concept of a global G-value-that is, a single number that can represent the mixing processes in a flow field that varies widely over multiple length scales and multiple time scales-''simplistic and totally inadequate'' ͑Amirtharajah 1978͒. Instead of using the G-value to investigate the spatial variability of the mixing potential of a static mixer, another quantity is used: the turbulence energy dissipation ͑⑀͒. The turbulence energy dissipation represents the energy dissipated to heat by viscous forces at the smallest scales in a turbulent flow. It can easily be calculated from the turbulence closure used in the numerical model, that is, ⑀ϭ␤*k.
The turbulence energy dissipation is an important quantity in several existing models of initial mixing in coagulation. Both theories are motivated in part by the experimental observation ͑Amirtharajah and Mills 1982͒ that for some combinations of chemical dose and pH, the extent of coagulation ͑as measured by settled water turbidity͒ improved as the mixing intensity increased. That is, the ability of a given dose of chemical to destabilize particles improved as the intensity of the mixing increased ͑for a limited pH range͒. The turbulence energy appears in the phenomenological model of coagulant mixing by Amirtharajah and Trusler ͑1986͒ where the mixing of coagulants is considered in terms of collisions between stable, turbidity-causing particles and small-scale turbulent eddies that contain the destabilizing coagulant species. This theory is an obvious analogy to the theory for the collisions of primary particles from flocculation where the rate of particle collisions is a function of the turbulence energy dissipation ͑Saffman and Turner 1956; Delichatsios and Probstein 1975͒. The turbulence energy dissipation also appears in a theory of the coagulation reactions first proposed by Clark ͑1987͒ and developed further by Clark et al. ͑1993͒ . This theory proposes that the chemical reactions that occur with metal salt coagulants are fast, competitive, and consecutive chemical reactions. In these types of reaction, the time scale of the chemical reactions that produce the highly charged destabilizing species is of the same order as the molecular mixing process. Incidentally, an extensive body of theory has been developed to predict the effect of turbulent mixing on this class of reactions ͑Bałdyga and Bourne 1984 . And this theory has been applied to experiments with static mixers for these types of fast chemical reaction ͑Bourne and Maire 1990; Bourne et al. 1992; Bałdyga et al. 1997͒ .
With the previous discussion as motivation, Fig. 9 presents ⑀ at three cross sections in the mixer: at the leading edge of the first element ͓Fig. 9͑a͔͒, at the intersection of the two elements ͓Fig. 9͑b͔͒, and at the trailing edge of the second element ͓Fig. 9͑c͔͒. Fig. 9 clearly shows that ⑀ varies widely throughout the mixer. In particular, ⑀ reaches particularly high values near the intersection of the two elements. Assuming that high ⑀ values are important for the production of the highly charged coagulant species, this suggests the intersection of the two elements as an effective place to introduce chemicals into the flow. Similar dosing locations have been investigated for some chemical reactions ͑Bałdyga et al. 1997͒, but to the authors' knowledge these locations have not been investigated for coagulant mixing.
Conclusions
A CFD model was developed to predict the turbulent flow in a helical static mixer. The predicted flow field is extremely complex and contains regions of reversed mean flow and a transverse flow that is dominated by the interaction of longitudinal vortices produced by the mixer elements. The predicted flow field was used to compute globally averaged G-values that showed that the G-value for static mixers depends heavily on the rather arbitrary of choice of the mixer volume. This paper was motivated by interest in using static mixers in drinking water treatment plants; however, the method and results presented here are applicable to any of the variety of environmental engineering applications where static mixers are used.
