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Abstract. The Pin-Reutenauer algorithm gives a method, that can be
viewed as a descriptive procedure, to compute the closure in the free
group of a regular language with respect to the Hall topology.
A similar descriptive procedure is shown to hold for the pseudova-
riety A of aperiodic semigroups, where the closure is taken in the free
aperiodic ω-semigroup. It is inherited by a subpseudovariety of a given
pseudovariety if both of them enjoy the property of being full. The
pseudovariety A, as well as some of its subpseudovarieties are shown to
be full.
The interest in such descriptions stems from the fact that, for each of
the main pseudovarieties V in our examples, the closures of two regular
languages are disjoint if and only if the languages can be separated by
a language whose syntactic semigroup lies in V. In the cases of A and
of the pseudovariety DA of semigroups in which all regular elements are
idempotents, this is a new result.
1. Introduction
One of the motivations of this paper can be formulated as the following
separation problem: for a fixed variety of regular languages [30], is it de-
cidable whether two given regular languages can be separated by one from
the chosen variety? A classical example of such a variety is that of star-free
languages. We approach this question using algebraic and topological tools:
Eilenberg’s correspondence associates to any variety of regular languages a
pseudovariety of semigroups. For instance, the pseudovariety corresponding
to the variety of all star-free languages is that of aperiodic semigroups. In
turn, to each pseudovariety V, one can associate a topological semigroup
ΩXV. It is generated by the alphabet X, in the sense that every element of
ΩXV is the limit of a sequence of words. Furthermore, there is a canonical
mapping X+ → ΩXV, so that we can view any L ⊆ X+ as a subset of ΩXV.
The connection with the separation problem is the following: for a given
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pseudovariety V of semigroups, two regular languages of X+ can be sepa-
rated by a language recognized by V if and only if the intersection of their
topological closures in ΩXV is empty [1, Corollary 3.6.5]. This perspective
was first addressed in [3] with the aim of computing joins of pseudovarieties.
A similar approach was also carried out with a broader scope of applications
in [35, 36].
The difficulty lies in computing inside ΩXV, which may be an uncountable
semigroup whose structure depends on V. This motivates the definition
of reducibility of a pseudovariety V, introduced by Steinberg and the first
author [12], that we use under a restricted form. Informally, it means that
testing emptiness of such an intersection of closures in ΩXV can be done
in a smaller and more manageable subsemigroup of ΩXV, whose elements
can be represented by finite terms over a suitable signature. Therefore, to
answer the separation problem, it is relevant to compute closures of regular
languages in this subsemigroup. The main contribution of this paper is an
algorithm to compute a finite representation for such closures.
To compute the closure of a regular language in the free group, Pin and
Reutenauer [32] proposed an iterative descriptive procedure: namely, they
conjectured that the closure operator commutes with finite unions and prod-
ucts, while the closure of L∗, for some regular language L, is the subgroup
of the free group generated by L. In view of classical results on rational sub-
sets of the free group, this yields an algorithm for computing the closure of
a regular language. The conjecture has been established by Ash [17], whose
inevitability theorem entails the stronger conjecture of Pin and Reutenauer
that any finite product of finitely generated subgroups of the free group is
closed. In an equivalent form [10, 11], Ash’s theorem was rediscovered by
Herwig and Lascar [25]. The stronger conjecture, equivalent to the Rhodes
type II conjecture [23], was also proved by Ribes and Zalesski˘ı [34]. An
elementary and constructive proof was obtained recently by Auinger [18]
(see also [19]). It is worth noting that Ash’s inevitability theorem, as well
as the Ribes and Zalesski˘ı theorem also imply that two regular languages
can be separated by a group language if and only if their closures in the free
group are disjoint. Thus the Pin-Reutenauer procedure solves the separation
problem with respect to the pseudovariety G of finite groups.
In this paper, we establish that the Pin-Reutenauer iterative descriptive
procedure also holds for the pseudovarieties A of finite aperiodic semigroups,
DA of finite semigroups in which all regular elements are idempotents, J of
finite J-trivial semigroups, LSl of finite local semilattices, and R of finite
R-trivial semigroups. For each of these pseudovarieties V, the semigroup
in which the closures of regular languages are computed is the smallest
subsemigroup of ΩXV containing X and closed under ω-power. Since A is
reducible in the restricted form mentioned above [22, 24], and J, R and LSl
are reducible (even in a more general sense [4, 7, 21]), the results of this paper
reduce the separation problem for each of these pseudovarieties to testing
emptiness of intersections of closures of regular languages as described by
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the Pin-Reutenauer iterative descriptive procedure. Reducibility of DA will
be established in a forthcoming paper [6].
The paper is organized as follows: we recall the definition and basic prop-
erties of profinite semigroups in Section 2. We formulate the main results in
Section 3. The behavior of the closure operator with respect to the language
operations of concatenation and Kleene plus, which are the key ingredients
in the Pin-Reutenauer descriptive procedure, are analyzed in Section 4 for
an arbitrary pseudovariety. The relationship of the concatenation case with
factoriality properties is investigated in Section 5. The necessary previous
results on the pseudovariety A are recalled in Section 6, leading to Proposi-
tion 6.5, which states that, for a regular language L, the closure of L+ is the
subsemigroup closed under ω-power generated by L. In Section 7, several
pseudovarieties, including A, are shown to have a key property known as
ω-fullness, which relates the desired closure with the closure in the profinite
semigroup ΩXV.
2. Background and notation
We refer the reader to [5] for an introduction to the theory of profinite
semigroups, or to [1, 33] for more comprehensive treatments.
Recall that a semigroup pseudovariety is a class of finite semigroups closed
under taking finite direct products, subsemigroups and quotients. We write
S for the pseudovariety of all finite semigroups and A for that of all finite
aperiodic (that is, group-free) semigroups. Throughout the paper, we fix
a finite alphabet X. For a pseudovariety V, we denote by ΩXV the pro-V
semigroup freely generated by X. We shall freely use the fact that ΩXV
is a metric space. Elements of ΩXV are called pseudowords over V. Each
u ∈ ΩXV can be naturally interpreted in a pro-V-semigroup T , by the map-
ping uT : T
X → T which associates to each function ϕ : X → T the element
ϕˆ(u) ∈ T , where ϕˆ is the unique extension of ϕ to a continuous homomor-
phism from ΩXV to T . For instance, if X = {a, b}, the interpretation of
u = ab is the semigroup multiplication in T . For an element u of a pro-V
semigroup, uω denotes the unique idempotent in the closed subsemigroup
generated by u.
An implicit signature is a set σ of pseudowords containing the semigroup
multiplication. A pro-V semigroup T has a natural structure of σ-semigroup,
that is, a structure of σ-algebra in which each operation in σ is naturally
interpreted in T . Given an implicit signature σ, we denote by ΩσXV the V-free
σ-semigroup generated by X, whose elements are called σ-words (over V).
Each σ-word has a representation by a formal term overX in the signature σ.
These terms are called σ-terms. Sometimes, it will be convenient to use the
following notation: given a σ-term t, denote by [t]V the σ-word over V,
belonging to ΩσXV, defined by t.
For example, for the canonical signature ω consisting of the multiplication
and the ω-power, ω-terms are obtained from letters of X using multiplication
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and ω-power. Since our multiplication is associative, we identify terms that
only differ by the order in which multiplications are to be carried out.
3. The Pin-Reutenauer procedure
Given a pseudovariety V, an implicit signature σ, and a subset L of ΩσXV,
we denote
• by L the topological closure of L in ΩσXV, and
• by 〈L〉 the σ-subsemigroup of ΩσXV generated by L.
We say that the Pin-Reutenauer procedure holds for a pseudovariety V in
the implicit signature σ if, for all regular languages K,L ⊆ X+, the following
equations hold:
KL = K L,(3.1)
L+ = 〈L〉.(3.2)
This terminology is justified by the fact that the above formulas hold for
the pseudovariety G of all finite groups, where the closures are computed in
the free group [31, 32, 34].
The situation for groups turns out to be somewhat simpler, since the right
side of formula (3.2) reduces to 〈L〉. To prove this, it suffices to observe that
L+ is contained in 〈L〉, and that 〈L〉 is finitely generated by a theorem of
Anissimow and Seifert [16] (see also [20, Thm. III.2.7]) and therefore it is
closed by a theorem of M. Hall (see [32] for details). Since the Anissimow-
Seifert Theorem applies to an arbitrary group, a similar argument holds for
every group pseudovariety H such that every finitely generated subgroup of
the relatively free group over the pseudovariety H is closed.
We proceed with the statement of the main theorems, whose proofs are
presented in the remainder of the paper. Our main contribution is to es-
tablish the Pin-Reutenauer procedure for certain pseudovarieties of finite
aperiodic semigroups. The key step in this direction is to prove this prop-
erty for the pseudovariety A, whose proof appears in Section 6, based on
general results of Sections 4 and 5.
Theorem 3.1. The Pin-Reutenauer procedure holds for the pseudovariety
A with respect to the signature ω.
We also prove that the Pin-Reutenauer procedure can be transferred from
a pseudovariety to a subpseudovariety, provided both of them enjoy the prop-
erty, introduced in [12, 13], of being σ-full. We shall show in Proposition 4.3
that a pseudovariety V is σ-full if and only if for every regular language
L ⊆ X+, the closure of L in ΩσXV is the projection in ΩσXV of its closure
in ΩσXS.
Proposition 3.2. Let V and W be σ-full pseudovarieties such that V ⊆W.
If the Pin-Reutenauer procedure holds for W with respect to σ, then it also
holds for V.
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An immediate consequence of Proposition 3.2 is that if the Pin-Reutenauer
procedure holds for the pseudovariety S of all finite semigroups with respect
to the implicit signature σ then it also holds for every σ-full pseudovariety.
Indeed, S is trivially σ-full for every implicit signature σ.
Examples of application of Proposition 3.2 are derived from the following
theorem, whose proof is the subject of Section 7.
Theorem 3.3. The pseudovarieties A, DA, J, and R are ω-full.
It has also been shown by Nogueira [28] that the ω-fullness of the pseu-
dovariety LSl follows immediately from the results in [21]. Combining The-
orem 3.1, Proposition 3.2 and Theorem 3.3, we deduce the following result.
Corollary 3.4. The Pin-Reutenauer procedure holds for the pseudovarieties
DA, J, LSl and R with respect to the signature ω.
4. Basic properties of closures
This section presents general results concerning closures of regular lan-
guages. It shows in particular that the Pin-Reutenauer procedure can be
transferred from a pseudovariety to a subpseudovariety, provided both pseu-
dovarieties are σ-full.
For a subset L of a topological semigroup T , denote by clT (L) the closure
of L in T . We consider on ΩσXV the induced topology as a subspace of
ΩXV. For convenience, we write cl(L) instead of clΩXS(L), clσ(L) instead of
clΩσXS(L), and clσ,V(L) (or again L when σ and V are understood) instead
of clΩσXV(L). Note that, for every L ⊆ ΩσXS,
(4.1) clσ(L) = cl(L) ∩ ΩσXS.
Let pV : ΩXS → ΩXV be the only continuous homomorphism sending each
free generator to itself. Slightly abusing notation, for L ⊆ X+, we write
clσ,V(L) to denote clσ,V(pV(L)). This is harmless, since, for all pseudova-
rieties considered in this paper, the natural homomorphism from X+ into
ΩXV is injective.
For a σ-semigroup T and a subset L of T , we denote by 〈L〉σ the σ-
subsemigroup of T generated by L. Finally, for L ⊆ X+, we let 〈L〉σ,V =
〈pV(L)〉σ (or again 〈L〉 when σ and V are understood), which is a subset
of ΩσXV.
Lemma 4.1. The following hold for a regular language L of X+:
(1) L+ is a σ-subsemigroup of ΩσXS;
(2) L+ = 〈L〉;
(3) 〈L〉 ⊆ L+.
Proof. Since L is regular, so is L+ and by [1, Thm. 3.6.1], cl(L+) is a clopen
subset of ΩXS. Since the syntactic congruence of a clopen set is of finite
index [29], there is a continuous homomorphism ϕ : ΩXS→ T onto a finite
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semigroup such that ϕ−1ϕ(cl(L+)) = cl(L+). Let ψ be the restriction of ϕ
to ΩσXS. Then,
L+ = cl(L+) ∩ ΩσXS = ϕ−1ϕ(cl(L+)) ∩ ΩσXS
= ψ−1ϕ(cl(L+)) = ψ−1ϕ(L+) = ψ−1ϕ(〈L〉),
where the next to last equality follows from the continuity of ϕ and finiteness
of T , and the last equality is a consequence of the fact that both ϕ(L+)
and ϕ(〈L〉) coincide with the subsemigroup of T generated by ϕ(L), since
ϕ is a homomorphism of σ-semigroups. We deduce that clσ(L
+) is a σ-
subsemigroup of ΩσXS, which proves (1).
For (2), note that the inclusion L+ ⊆ 〈L〉 implies L+ ⊆ 〈L〉. For the
reverse inclusion, from L ⊆ L+, taking into account (1), we deduce that
〈L〉 ⊆ L+, and then that 〈L〉 ⊆ L+ since L+ is closed.
Since L ⊆ L+, the inclusion in (3) follows from (1). 
Let V be a pseudovariety. Given a finite X-generated semigroup T and
an onto continuous homomorphism ϕ : ΩXS → T , we denote by µV the
relational morphism T → ΩXV given by µV = pV ◦ ϕ−1, by µσV the rela-
tional morphism T → ΩσXV given by µσV = pV ◦ (ϕ|ΩσXS)−1, and by µ¯σV the
relational morphism given by µ¯σV = µV ∩ (T × ΩσXV), which is therefore the
topological closure of µσV in T × ΩσXV. The following diagram summarizes
the relationships between these homomorphisms and relational morphisms.
ΩXS
ϕvv
pV // ΩXV
T
µV
''
µσV
77
ΩσXS
?
OO
gg
// ΩσXV
?
OO
Following [12, 13], we say that V is σ-full if µ¯σV = µ
σ
V. Observe that, by def-
inition, the pseudovariety S is trivially σ-full for every implicit signature σ.
See [12, Table 2] and Section 7 for other examples of full pseudovarieties.
Lemma 4.2. Let V be a pseudovariety and σ be an implicit signature. Then,
for every language L ⊆ X+, we have:
(4.2) clσ,V(L) = pV(cl(L)) ∩ ΩσXV.
Proof. To prove the inclusion from left to right, we observe that pV(L) is
contained in the right side of equality (4.2) because L ⊆ cl(L) ∩X+. Since
cl(L) is a closed subset of the compact space ΩXS and pV : ΩXS→ ΩXV is
continuous, it follows that pV(cl(L))∩ΩσXV is a closed subset of ΩσXV. Since
it contains pV(L), it also contains its closure clσ,V(L).
For the reverse inclusion, let w ∈ cl(L) be such that pV(w) ∈ ΩσXV. Since
w ∈ cl(L), there exists a sequence (wn)n in L converging to w. Since pV is
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continuous, we know that pV(w) = limn pV(wn) and so pV(w) ∈ cl(pV(L)) ∩
ΩσXV = clσ,V(L) by (4.1), which proves the statement. 
We can now give several alternative characterizations of σ-fullness.
Proposition 4.3. The following are equivalent for a pseudovariety V and
an implicit signature σ:
(a) V is σ-full;
(b) for every regular language L ⊆ X+, pV(clσ(L)) = pV(cl(L)) ∩ ΩσXV;
(c) for every regular language L ⊆ X+, pV(clσ(L)) = clσ,V(L);
(d) for every regular language L ⊆ X+, pV(clσ(L)) is closed in ΩσXV.
Proof. The equivalence (b)⇔ (c) follows immediately from Lemma 4.2.
Next, we note that the inclusion pV(clσ(L)) ⊆ clσ,V(L) is always true since
pV(clσ(L)) is certainly contained in the intersection pV(cl(L))∩ΩσXV, which
in turn coincides with clσ,V(L) by Lemma 4.2. This yields (c)⇔ (d).
It remains to prove (c) ⇔ (a). Recall that (a) means that, for every X-
generated finite semigroup T , the two associated relational morphisms into
ΩσXV coincide: µ¯
σ
V = µ
σ
V. Let ϕ : X
+ → T be the homomorphism determined
by the choice of generators and let ϕˆ : ΩXS → T be its unique continuous
extension. Consider an arbitrary subset P of T , and let L = ϕ−1(P ). Note
that ϕˆ−1(P ) = cl(L) where the left to right inclusion is justified as follows:
given w ∈ ϕˆ−1(P ), and a sequence (wn)n in X+ converging to w, by continu-
ity of ϕˆ and the fact that T is discrete, we deduce that all but finitely many
of the wn’s are in ϕ
−1(P ). Therefore, by definition of µσV and Lemma 4.2,
we have:
µσV(P ) = pV(cl(L) ∩ ΩσXS) = pV(clσ(L)),(4.3)
and, by definition of µ¯σV and Lemma 4.2,
µ¯σV(P ) = pV(cl(L)) ∩ ΩσXV = clσ,V(L)(4.4)
This yields the equivalence between (c) and (a). 
We show that the condition that L is regular of items (b)–(d) of Propo-
sition 4.3 cannot be dropped. Suppose that a ∈ X. Let C = {a2α : α ∈
Nˆ} ⊆ ΩXS, where Nˆ denotes the profinite completion of N. We claim that
C is closed. Indeed, the equality Nˆ \ {2α : α ∈ Nˆ} = ⋃p pNˆ holds, where
the union runs over all odd primes; moreover, pNˆ is the preimage of 0 un-
der the unique continuous homomorphism Nˆ → Z/pZ that sends 1 to 1
and, therefore pNˆ is open, whence C is closed. On the other hand, we have
C∩ΩωXS = C∩X+ = {a2
n | n ∈ N} and pA(C)∩ΩωXA = pA(C∩ΩωXS)∪{aω}.
Since A is ω-full, as shown later, the regularity assumption of items (b)–(d)
of Proposition 4.3 cannot therefore be dropped. This also shows that the
mapping pA : Ω
ω
XS→ ΩωXA is not closed.
The following reformulation of Proposition 3.2 allows us to transfer prop-
erties (3.1) and (3.2) to subpseudovarieties, assuming fullness.
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Proposition 4.4. Let V, W be two σ-full pseudovarieties such that V ⊆W.
Let K,L ⊆ X+ be regular languages.
(i) If clσ,W(KL) = clσ,W(K) clσ,W(L) then clσ,V(KL) = clσ,V(K) clσ,V(L).
(ii) If clσ,W(L
+) = 〈clσ,W(L)〉σ then clσ,V(L+) = 〈clσ,V(L)〉σ.
Proof. Denote by p the canonical projection from ΩXW to ΩXV. In the
following calculations, we use freely the equivalence between properties (c)
and (a) of Proposition 4.3. Statement (i) is obtained as follows:
clσ,V(KL) = pV(clσ(KL)) since V is σ-full
= p[pW(clσ(KL))]
= p[clσ,W(KL)] since W is σ-full
= p[clσ,W(K) clσ,W(L)] by hypothesis
= p[clσ,W(K)] p[clσ,W(L)]
= p[pW(clσ(K))] p[pW(clσ(L))] since W is σ-full
= pV[clσ(K)] pV[clσ(L)]
= clσ,V(K) clσ,V(L) since V is σ-full
Statement (ii) is obtained similarly, taking additionally into account that
pV is a homomorphism of σ-semigroups. 
We conclude this section by observing that the topological closure on the
right side of (3.2) cannot in general be dropped. Note that, since ΩσXV is
a Hausdorff space, every finite subset of ΩσXV is certainly closed. Hence, if
formula (3.2) holds, then every finitely generated σ-subsemigroup of ΩσXV is
closed.
Consider the regular language L = a+b+ and its closure L in ΩωXS. We
claim that 〈L〉 is not closed. Indeed, since L+ ⊆ 〈L〉, if 〈L〉 were closed then
we would have L+ ⊆ 〈L〉. Since 〈L〉 ⊆ 〈L〉 ⊆ L+ by Lemma 4.1, it would
follow that 〈L〉 = 〈L〉 ⊇ L. Now, clearly aωb ∈ L, while for every element
of 〈L〉 there is a bound on the exponents of its factors of the form an. Hence
〈L〉 is not closed in ΩωXS.
5. Closure vs. concatenation
Proposition 3.2 motivates the problem of determining for which implicit
signatures the Pin-Reutenauer procedure holds for S. In view of the above
and later results in this paper, it would be particularly interesting to consider
this problem for the signature ω. In this section, we present a simple rela-
tionship between the behavior of the σ-closure operator with respect to the
concatenation product of languages and an algebraic property of σ-words.
We say that a pseudovariety V is σ-factorial for an implicit signature σ
if, for every (u, v) ∈ ΩσXV × ΩXV, if v is a factor of u, then v ∈ ΩσXV. We
next show that, for σ-factorial pseudovarieties, the topological closure and
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product commute for arbitrary languages (and not only for regular ones as
is assumed for the Pin-Reutenauer procedure).
Proposition 5.1. Let σ be an implicit signature, and let V be a σ-factorial
pseudovariety. Then the following property holds:
(5.1) for arbitrary K,L ⊆ X+, we have KL = K L.
Proof. Note that, for subsets K,L ⊆ ΩσXV, the inclusion K L ⊆ KL is al-
ways true: it follows directly from the continuity of the multiplication. For
the reverse inclusion, let u ∈ KL and consider a sequence (un)n from KL
converging to u. Let un = vnwn with vn ∈ K and wn ∈ L. Since ΩXV is
compact, we may as well assume that the sequences (vn)n and (wn)n con-
verge respectively to v and w, whence u = limun = vw. By the assumption
that V is σ-factorial, it follows that v, w ∈ ΩσXV, so v ∈ K and w ∈ L. Hence
u ∈ K L. 
The pseudovariety V is said to have infinite period if it satisfies no pseu-
doidentity of the form xω+r = xω with r a positive integer.
The following is a partial converse to Proposition 5.1.
Proposition 5.2. Let V be a pseudovariety satisfying the following condi-
tions:
(a) property (5.1) holds;
(b) if V satisfies the pseudoidentity x = y where x is a word, then the
pseudoidentity is trivial;
(c) V has infinite period.
Then V is σ-factorial.
Proof. Let u ∈ ΩσXV and v, w ∈ ΩXV be such that u = vw. We need to
show that v, w ∈ ΩσXV. By (b), if u is a word from X+, then so are v and
w. We therefore assume that u /∈ X+.
Let (vn)n and (wn)n be sequences of words converging in ΩXV to v and
w, respectively. In case v (respectively w) does not belong to X+, we may
choose the corresponding sequence so that it consists of words of strictly
increasing length. For n ≥ 0, we set Kn = {v` : ` ≥ n} and Ln = {w` : ` ≥
n}. Observe that Kn ⊆ Kn∪{v} and Ln ⊆ Ln∪{w}. Since u = vw ∈ KnLn,
by condition (a) we deduce that u ∈ Kn Ln. Hence, there is a factorization
u = v′nw′n in σ-words with v′n ∈ Kn ⊆ Kn ∪ {v} and w′n ∈ Ln ⊆ Ln ∪ {w}.
So, if v′n = v and w′n = w for some n, then we are done. Otherwise,
by symmetry and since u /∈ X+, we may assume that v′n ∈ Kn \ {v} and
w′n = w for infinitely many values of n. We may further assume that v /∈ X+
for, otherwise, nothing remains to be proved. In particular, there are indices
m and n such that m < n, v′m, v′n ∈ X+, and u = v′mw = v′nw. Since the
lengths of the words v′m and v′n are not equal, there is some letter a ∈ X
which occurs a different number of times in them. Substituting aω for every
other letter in v′mw = v′nw, we obtain an equality of the form aα+k = aα+`
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for some α ∈ Nˆ and some distinct positive integers k and `. This is in
contradiction with condition (c). Hence, both v and w belong to ΩσXV. 
Note that S cannot be σ-factorial if σ is countable and contains some
pseudoword which is not a word. Indeed, the infinite powers of a letter
in ΩXS form an uncountable group, while Ω
σ
XS is countable. Since properties
(b) and (c) of Proposition 5.2 hold for S, it follows that (5.1) fails for V = S
and such a signature σ. This is the case in particular for σ = ω.
6. The aperiodic case
The aim of this section is to introduce the required tools and results on
ω-words over A for the proof of Theorem 3.1.
The rank of an ω-term is the maximum number of nested applications of
the ω-power. By the rank of an ω-word w we mean the smallest rank of
ω-term u representing w.
If the ω-term u is a word, define En(u) = {u}. For u = v0uω1 v1 · · ·uωr vr,
where all the uj have the same rank i and all the vj have rank at most i, we let
En(u) = {v0un11 v1 · · ·unrr vr : n1, . . . , nr ≥ n}. Then, for an ω-term u, we let
Ln(u) = (En)
rank (u)(u), that is, we iterate rank (u) times the operator En.
For instance, for u = (aωb)ω, of rank 2, we have Ln(u) = (a
na∗b)n(ana∗b)∗.
McCammond [26] has shown that the word problem is effectively solvable
in ΩωXA by finding a rewriting system reducing any ω-term to a normal
form and showing that distinct ω-terms in normal form cannot represent
the same element of ΩωXA. An alternative proof of uniqueness of the normal
form representative was obtained by the authors [8]. The main ingredient
is the property stated in the following theorem. This property also plays a
key role in the proof of the results of this section. The exact definition of
the normal form is not relevant for our present purposes and so we refer the
interested reader to [26].
Theorem 6.1 ([8, Theorem 5.1]). Let u be an ω-term in normal form.
Then, for n large enough, the language Ln(u) is star-free.
The following two corollaries are simple consequences of Theorem 6.1.
Corollary 6.2 ([8, Corollary 7.2]). If u is an arbitrary ω-term, then
pA
(⋂
n
cl(Ln(u))
)
=
{
[u]A
}
=
⋂
n
pA(cl(Ln(u))).
Corollary 6.3 ([8, Theorem 7.3]). Let u be an ω-term in normal form.
Then p−1A ([u]A) =
⋂
n cl(Ln(u)).
Another key property of the pseudovariety A is given by the following
theorem.
Theorem 6.4 ([8, Theorem 7.4]). The pseudovariety A is ω-factorial.
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In view of Proposition 5.1, it follows from Theorem 6.4 that the operator
clω,A( ) behaves well with respect to concatenation of arbitrary languages.
To complete the proof of Theorem 3.1, it remains to treat the case of
the closure of regular languages of the form L+, as done in Proposition 6.5
below. The rest of the section is devoted to the proof of this result.
Proposition 6.5. If L ⊆ X+ is a regular language then clω,A(L+) ⊆
〈clω,A(L)〉ω.
Proof. Let w be an ω-term in normal form such that [w]A ∈ clω,A(L+). By
Theorem 6.1, for n large enough, the set pA(cl(Ln(w))) is clopen in ΩXA.
Since it contains [w]A by Corollary 6.3, the hypothesis that [w]A ∈ clω,A(L+)
implies that there exists wn ∈ L+ ∩ Ln(w). Note that (wn)n converges
to [w]A in ΩXA by Corollary 6.2. We write
(6.1) wn = wn,1 · · ·wn,rn ,
where each wn,i is a word in L.
Let α0β
ω
1 α1 · · ·βωk αk be the normal form factorization of w, in which the
factors βωi αiβ
ω
i+1 are crucial portions and the factors α0β
ω
1 and β
ω
k αk are
respectively initial and final portions in the sense of [26]. Thus, we have
rank (αi) ≤ rank (βj) = rank (w) − 1. The proof proceeds by induction
on the pair of parameters (rank (w), k), ordered lexicographically, where we
postpone for now the treatment of the case k = 1. Note that the case where
rank (w) = 0 is trivial, since then w ∈ L+ ⊆ 〈clω,A(L)〉ω.
The condition wn ∈ Ln(w) means that there is a factorization
(6.2) wn = α0,nβ1,nα1,n · · ·βk,nαk,n
where each αi,n ∈ Ln(αi) and each βi,n ∈ Ln(βωi ). In particular, each
βi,n = βi,n,1 · · ·βi,n,si,n is a product of si,n ≥ n factors βi,n,` from Ln(βi).
Note that limαi,n = [αi]A and limβi,n,j = [βi]A by Corollary 6.2.
Comparing the two factorizations (6.1) and (6.2) of wn, each index i with
1 ≤ i ≤ rn − 1 determines a factorization
(6.3) wn = wn,1 · · ·wn,i · wn,i+1 · · ·wn,rn
and thus also a cut in the product on the right side of (6.2) into two factors.
Such a cut takes place either within one of the factors βj,n or outside all of
them. Moreover, a cut which falls in a factor βj,n will in turn determine a
cut of some factor βj,n,`.
Consider first the case where there is an infinite sequence n1 < n2 < · · ·
for which at least one of the indices ip ∈ {1, . . . , rnp − 1} determines a cut
of the form (6.3), with n = np and i = ip, leaving intact a positive number
of factors of the form βj,np on both sides of the cut. By the pigeonhole
principle, we may assume that the cut always falls in the factors αj,np for
a fixed index j ∈ {1, . . . , k − 1}, or in some βj,np,`p , also with a fixed index
j ∈ {2, . . . , k− 1}, but where `p may depend on p. In the first case, we have
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the equalities
wnp,1 · · ·wnp,ip = α0,npβ1,npα1,np · · ·βj,npxp(6.4)
wnp,ip+1 · · ·wnp,rnp = ypβj+1,npαj+1,np · · ·βk,npαk,np(6.5)
xpyp = αj,np .
By compactness, we may assume that the sequences (xp)p and (yp)p con-
verge, respectively, to x and y. By Theorem 6.4, the pseudowords x and
y satisfy x = [x¯]A and y = [y¯]A for some ω-terms x¯ and y¯. We thus obtain
the following factorization:
(6.6) [w]A = [α0β1α1 · · ·βj x¯]A · [y¯βj+1αj+1 · · ·βkαk]A.
From [9, Lemma 4.1], we deduce that rank (x) and rank (y) are at most
rank (αj), which in turn is less than rank (w). By McCammond’s normal
form algorithm, it follows that the normal forms of the two factors on the
right side of (6.6) have the same rank as w and fewer ω-factors of maximum
rank, and so the induction hypothesis and equations (6.4) and (6.5) imply
that those two factors belong to 〈clω,A(L)〉ω, whence so does [w]A.
The case where, for all p, all the cuts for some ip fall in some βj,np,`p
can be handled similarly and we leave the details to the reader. We may
therefore consider only the case where, for each sufficiently large n, there is
an index in ∈ {1, . . . , rn − 1} such that the factorizations (6.3), with i = in
and i = in + 1 determine cuts respectively in α0,nβ1,n and βk,nαk,n while
the factor between those two cuts belongs to clω,A(L). This achieves the
announced reduction to the case where the parameter k is 1.
Hence, it suffices to consider the case where w is of the form w = αβωγ
with max{rank (α), rank (γ)} ≤ rank (β) = rank (w)− 1. We then have two
factorizations
(6.7) wn = wn,1 · · ·wn,rn = αnβn,1 · · ·βn,mnγn
of wn ∈ Ln(w), with the wn,i ∈ L, αn ∈ Ln(α), βn,i ∈ Ln(β), γn ∈ Ln(γ),
mn ≥ n, and (rn)n unbounded. By the previous induction scheme, we may
further assume that αn is a prefix of wn,1 and γn a suffix of wn,rn .
Since L is a regular language, there is a homomorphism ϕ : X∗ →M onto
a finite monoid M such that ϕ−1(1) = {1} and ϕ−1ϕ(L) = L. We construct
for each n a finite directed graph Γn. The set of vertices is
Vn = {(s, t) ∈M ×M : Ln(β) ∩ ϕ−1(s)L∗ϕ−1(t) 6= ∅} ∪ {ˆ, $}
where the two symbols ˆ and $ do not belong to M and there is
• an edge (s1, t1)→ (s2, t2) if
(6.8) L ∩ ϕ−1(t1)Ln(β)∗ϕ−1(s2) 6= ∅,
• an edge ˆ → (s, t) if
(6.9) L ∩ Ln(α)Ln(β)∗ϕ−1(s) 6= ∅,
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• an edge (s, t)→ $ if
(6.10) L ∩ ϕ−1(t)Ln(β)∗Ln(γ) 6= ∅.
Note that, for each n, the factorizations (6.7) determine a path pin from
vertex ˆ to vertex $. Figure 1 shows how these factorizations can overlap,
where the factors mapped to values s1, t1, s2, t2, . . . in M have been empha-
sized.
αn βn,1 βn,2 βn,3 βn,4 βn,mn γn
wn,1 wn,2 wn,3 wn,4 wn,rn−2 wn,rn−1 wn,rn
· · ·
· · ·s1 t1 s2 t2 sp tp
Figure 1. Overlapping factorizations and implied path
ˆ→ (s1, t1)→ (s2, t2)→ · · · → (sp, tp)→ $ in Γn from (6.7)
Since Vn is contained in the finite set (M×M)∪{ˆ, $}, there is only a finite
number of possibilities for the set c(pin) of the edges used in the path pin.
Hence there is a subsequence of (wn)n for which the corresponding c(pin) is
constant. By replacing each term in the sequence which does not appear in
the subsequence by the first term in the subsequence that comes after it, we
may as well assume that c(pin) is constant. We let Γ be the subgraph of (all)
Γn whose vertices and edges are those that appear in c(pin).
We color each edge (s1, t1) → (s2, t2) in the graph Γ with one of two
colors:
• the edge is green whenever there is an unbounded sequence (en)n
such that ϕ−1(t1)
(
Ln(β)
)enϕ−1(s2) ∩ L 6= ∅;
• otherwise, the edge is red.
To conclude the proof, consider two cases: (a) there is some green edge or
(b) all edges are red.
In Case (a), we choose a path from the vertex ˆ to the vertex $ which
includes some green edge, say the vertical edge in the following diagram (the
cases where the green edge is the first or the last of the path are analogous):
(6.11)
ˆ → (s1, s2)→ · · · → (s2k−1, s2k)
↓
(s2k+1, s2k+2)→ · · · → (s2`−1, s2`)→ $.
By definition of the vertices of Γ, for each n and each i ∈ {1, . . . , `}, there
exists yn,i ∈ L∗ such that
(6.12) Ln(β) ∩ ϕ−1(s2i−1) yn,i ϕ−1(s2i) 6= ∅.
Let un,1, . . . , un,2` be words such that
(6.13)
{
ϕ(un,i) = si,
un,2i−1 yn,i un,2i ∈ Ln(β).
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By definition of the edges of Γ, there exist integers en,i such that all sets
L ∩ ϕ−1(s2i)
(
Ln(β)
)en,iϕ−1(s2i+1)
are nonempty for i = 1, . . . , ` − 1 and every n. Note that (en,k)n can be
chosen unbounded, since the edge (s2k−1, s2k) → (s2k+1, s2k+2) is green.
As ϕ recognizes the language L and as un,i ∈ ϕ−1(si), one can choose words
(6.14) xn,i ∈ L ∩ un,2i
(
Ln(β)
)en,iun,2i+1, for i ∈ {1, . . . , `− 1}.
Similarly, there exist integers en,0 and en,k and words xn,0 and xn,` such that
xn,0 ∈ L ∩ Ln(α)Ln(β)en,0un,1(6.15)
xn,` ∈ L ∩ un,2`Ln(β)en,`Ln(γ).(6.16)
Consider the word
(6.17) zn = xn,0 yn,1 xn,1 · · · yn,` xn,`.
In view of (6.14), (6.15) and (6.16), we note that
zn ∈ Ln(α)Ln(β)en,0un,1yn,1un,2Ln(β)en,1un,3 · · · yn,`un,2`Ln(β)en,`Ln(γ).
Taking into account (6.13), we conclude that zn ∈ Lmin{n,en,k}(w). Hence
lim zn = [w]A by Corollary 6.2. By compactness of ΩXA, there is an infinite
sequence n1 < n2 < · · · and there exist xi, yj ∈ ΩXA such that
(6.18) lim
h→∞
xnh,i = xi, lim
h→∞
ynh,j = yj ,
By continuity of multiplication, we have
(6.19) [w]A = x0y1x1 · · · y`x`.
In view of Theorem 6.4, we deduce that each xi belongs to clω,A(L), while
each yj ∈ clω,A(L∗). Hence, it suffices to show that each yj belongs to the
set 〈clω,A(L)〉ω. Since yj is a factor of [β]A by (6.12) and Corollary 6.2, by
[9, Lemma 4.1] we have rank (yj) ≤ rank (β) < rank (w). By the induction
hypothesis, namely on the rank component, it follows that indeed yj ∈
〈clω,A(L)〉ω, which completes the proof of Case (a).
In Case (b), we claim that there is some cycle in the graph Γ. Otherwise,
the graph Γ is linear, which means that the paths pin are all equal. We retain
the notation (6.11) for their common value, but now of course all edges are
red and so the edge represented vertically in (6.11) has no special meaning.
As above, we choose xn,i, yn,j , un,j satisfying (6.13) and (6.14)–(6.16) with
(en,i)n bounded. Note that zn given by (6.17) is actually equal to wn. As
above, there exist an infinite sequence n1 < n2 < · · · and xi, yj ∈ ΩXA
such that (6.18) and (6.19) hold. Since each factor xi, yj belongs to Ω
ω
XA
by Theorem 6.4 and it has rank at most rank (w) − 1, we conclude that so
does w, which is absurd. This establishes the claim that Γ contains a cycle.
Recycling once again the above notation, we may assume that there is
a path (6.11) and there are indices p, q ∈ {1, . . . , `} such that p < q and
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(s2p−1, s2p) = (s2q−1, s2q). We also choose xn,i, yn,j , un,j satisfying (6.12)–
(6.16). Moreover, we choose an additional word
x′n,q−1 ∈ L ∩ un,2q−2
(
Ln(β)
)∗
un,2p−1.
Note that the above intersection is nonempty, since ϕ(un,2p−1) = ϕ(un,2q−1).
We now choose
zn = xn,0 yn,1 xn,1 · · · yn,p−1 xn,p−1
(
yn,p xn,p · · · yn,q−1 x′n,q−1
)n!
yn,p xn,p · · · yn,q−1 xn,q−1yn,q xn,q · · · yn,` xn,`.
We check that zn ∈ Ln(w), so that lim zn = [w]A by Corollary 6.2. As
above, there exist an infinite sequence n1 < n2 < · · · and xi, yj , x′q−1 ∈
ΩXA such that (6.18) holds and limh→∞ x′nh,q−1 = x
′
q−1. By continuity of
multiplication and of the ω-power, we have
[w]A = x0 y1 x1 · · · yp−1 xp−1
(
yp xp · · · yq−1 x′q−1
)ω
yp xp · · · yq−1 xq−1yq xq · · · y` x`.
By the argument in the previous case, all factors xi, yj , x
′
q−1 belong to
〈clω,A(L)〉ω. Hence so does [w]A. 
7. ω-fullness of some aperiodic pseudovarieties
A key property for a pseudovariety in our results is that of σ-fullness,
where σ is an implicit signature. It was introduced in [12], where it is
shown that, if σ is a recursively enumerable implicit signature consisting
of computable operations then, for a σ-full pseudovariety V, the closure of
a regular language in the V-free σ-algebra is computable, provided the σ-
identity problem is solvable for V. It turns out that this result applies to
all the specific pseudovarieties mentioned above for the implicit signature ω,
consisting of multiplication and the ω-power. However, the resulting algo-
rithms are by brute force, involving the enumeration of possible proofs of
membership/non-membership in the closure, and are therefore unusable in
practice. Combined with the result that all pseudovarieties in question are
ω-reducible for the pointlike problem, this justifies the interest in establish-
ing that the Pin-Reutenauer descriptive procedure holds for these pseudova-
rieties, even though the resulting description for the closure of a regular
language does not by itself provide an algorithm for testing membership in
the closure.
To apply Proposition 3.2 to establish that the Pin-Reutenauer procedure
holds in certain pseudovarieties we need to establish that they are σ-full.
We begin with some general considerations concerning this property.
Note that every locally finite pseudovariety is σ-full for every implicit
signature σ. More generally, we have the following result.
Proposition 7.1. Let U be a locally finite pseudovariety and let V be a
σ-full pseudovariety. Then U ∨ V is σ-full.
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Proof. Denote the join U ∨ V by W. Let ϕ : ΩXS → S be a continuous
homomorphism into a finite semigroup S and suppose that w ∈ ΩXS is
such that pW(w) ∈ ΩσXW. Consider the product mapping ψ = ϕ × pU
defined by ψ(w) = (ϕ(w), pU(w)), which is a continuous homomorphism
from ΩXS into the finite semigroup S × ΩXU. From pW(w) ∈ ΩσXW, we
deduce that pV(w) ∈ ΩσXV. Since V is σ-full, there is some v ∈ ΩσXS such
that ψ(v) = ψ(w) and pV(v) = pV(w). It follows that ϕ(v) = ϕ(w) and
pU(v) = pU(w). As the product mapping pU × pV factors as pW followed by
an embedding ΩXW ↪→ ΩXU× ΩXV, we deduce that pW(v) = pW(w). 
We now prove ω-fullness for several aperiodic pseudovarieties of semi-
groups.
Theorem 7.2. The pseudovariety A is ω-full.
Proof. Let ϕ : ΩXS → S be a continuous homomorphism onto a finite
semigroup and let w ∈ ΩXS. Suppose that pA(w) ∈ ΩωXA. We claim that
there exists v ∈ ΩωXS such that ϕ(v) = ϕ(w) and pA(v) = pA(w). We proceed
by induction on rank (pA(w)). The case where rank (pA(w)) = 0 is obvious
since then w ∈ X+. We may therefore assume that rank (pA(w)) > 0 and
that the claim holds for all elements w′ of ΩXS such that rank (pA(w′)) <
rank (pA(w)).
Let w¯ = x0y
ω
1 x1 · · · yωr xr be a term in normal form such that [w¯]A =
pA(w). By Corollary 6.3, w ∈ cl(Ln(w¯)) for every n while it is easy to see
that Ln(w¯) = Ln(x0)Ln(y
ω
1 )Ln(x1) · · · Ln(yωr )Ln(xr) (cf. [8, Lemma 3.2]).
Therefore, the following equality holds:
cl(Ln(w¯)) = cl(Ln(x0)) cl(Ln(y
ω
1 )) cl(Ln(x1)) · · · cl(Ln(yωr )) cl(Ln(xr)).
Hence, for every n there is a factorization
w = tn,0zn,1tn,1 · · · zn,rtn,r,
where each tn,i ∈ cl(Ln(xi)) and each zn,j ∈ cl(Ln(yωj )). By taking subse-
quences and since, for an ω-term t, the sets Ln(t) form a decreasing sequence,
we may as well assume that each of the sequences (tn,i)n and (zn,j)n con-
verges, say respectively to ti and zj in ΩXS. By Corollary 6.3, pA(ti) = [xi]A
and pA(zj) = [y
ω
j ]A. Since the xi are ω-terms of smaller rank than that
of w, the induction hypothesis yields the existence of ui ∈ ΩωXS such that
ϕ(ui) = ϕ([xi]S) and pA(ui) = [xi]A. Hence it suffices to consider the case
where w is such that pA(w) = [y
ω]A for some ω-term y
ω in normal form.
Since w belongs to cl(Ln(y
ω)) for each n, there exists a sequence of the
form (yn,1 · · · yn,mn)n which converges to w in ΩXS and such that, for each
n, we have yn,i ∈ Ln(y) and mn ≥ n. For each n ≥ |S|, we consider
the Cayley graph of the subsemigroup of S generated by Xn = {ϕ(yn,i) :
i = 1, . . . ,mn} with respect to this generating set, and the path γn from
the vertex ϕ(yn,1 · · · yn,|S|) to ϕ(yn,1 · · · yn,mn) determined by the successive
multiplication by ϕ(yn,|S|+1) through ϕ(yn,mn). Since S is finite we may
assume that the set of generators Xn (and therefore the associated Cayley
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graph), as well as the set of edges used in the path γn and its start and end
vertices are constant. We may then choose a path γ using some of those
edges from ϕ(yn,1 · · · yn,|S|) to ϕ(yn,1 · · · yn,mn) of length ` ≤ |S|. For each n,
we choose in,1, . . . , in,` ∈ {|S|+ 1, . . . ,mn} such that the path γ corresponds
to successive multiplication by ϕ(yn,in,1), . . . , ϕ(yn,in,`).
By compactness, we may assume that each of the sequences (yn,j)n (with
j = 1, . . . , |S|) and (yn,in,k)n (with k = 1, . . . , `) converges, say respectively
to z1, . . . , zm ∈ ΩXS, where m = |S| + `. Note that, by construction,
ϕ(z1 · · · zm) = ϕ(w). Since m ≥ |S|, there exist indices i and j such that
ϕ(w) = ϕ(z1 · · · zi−1(zi · · · zj−1)ωzj · · · zm). On the other hand, since, for
every n, we have yn,k ∈ Ln(y), Corollary 6.3 implies that pA(zk) = [y]A for
every k ∈ {1, . . . ,m}. Since rank (y) < rank (w), by the induction hypothesis
there exists a vk ∈ ΩωXS such that ϕ(vk) = ϕ(zk) and pA(vk) = [y]A (k =
1, . . . ,m). Finally, it suffices to take v = v1 · · · vi−1(vi · · · vj−1)ωvj · · · vm. 
The remainder of the section is dedicated to proving that several familiar
aperiodic pseudovarieties are ω-full.
By the content c(w) of a pseudoword w we mean the set of all its factors
of the form a, where a is a letter.
Theorem 7.3. Every subpseudovariety of J is ω-full.
Proof. Let V be a subpseudovariety of J. We have to show that, given a
pseudoword w ∈ ΩXS such that pV(w) ∈ ΩωXV, and a continuous homomor-
phism ϕ : ΩXS → S onto a finite semigroup S, there exists v ∈ ΩωXS such
that
(7.1) ϕ(v) = ϕ(w) and pV(v) = pV(w).
By [1, Thm. 8.1.11], one can factorize w as a finite product of elements of
ΩXS, each of them having the following property: either it is a word, or for
all u ∈ X+, it contains as a subword either all or none of the words of u+.
Therefore, one may assume that w itself has this property.
If w is a word, then w ∈ ΩωXS and there is nothing to prove. Otherwise,
let u be a word with the same content as w, so that uk is a subword of w
for all k > 0. Consider, for each k > 0, a factorization w = w1 · · ·wkw′k,
where u is a subword of wi. Since S is finite, there exist integers n, p > 0
such that ϕ(w1 · · ·wn) = ϕ(w1 · · ·wnwn+1 · · ·wn+p). Let us also choose, for
1 ≤ i ≤ n + p, a word vi of content c(u) such that ϕ(vi) = ϕ(wi), and
similarly a word v′n of content c(u) such that ϕ(v′n) = ϕ(w′n); this is possible
since it is well known that the content function is continuous and X+ is
dense in ΩXS. We put v = v1 · · · vn(vn+1 · · · vn+p)ωv′n. Then J satisfies
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v = uω = w, whence so does V, and the following equalities hold
ϕ(v) = ϕ(v1 · · · vn(vn+1 · · · vn+p)ωv′n)
= ϕ(w1 · · ·wn(wn+1 · · ·wn+p)ωw′n) by the choice of vi and v′n.
= ϕ(w1 · · ·wnw′n) by the choice of n, p.
= ϕ(w).
Therefore, this choice of v fulfills condition (7.1). 
In turn, the following is an application of well-developed techniques con-
cerning the pseudovariety R of all finite R-trivial semigroups.
Theorem 7.4. The pseudovariety R is ω-full.
Proof. Let w be an element of the free profinite monoid (ΩXS)
1 and ϕ :
(ΩXS)
1 → S be a continuous homomorphism into a finite monoid S, and
assume that pR(w) ∈ ΩωXR. Since R is generated by monoids, it suffices to
show that there exists v ∈ (ΩωXS)1 such that
(7.2) ϕ(v) = ϕ(w) and pR(v) = pR(w).
To prove this, we proceed by induction on |c(w)|. For the case |c(w)| = 0,
that is w = 1, there is nothing to be done, so we assume that |c(w)| > 0.
Consider the following factorization of w, which is obtained by iterating
the left basic factorization on the right [14]:
w = w1a1w2a2 · · ·wkakw′k
where, for each i, c(w) = c(wi) unionmulti {ai}, and k is either the largest possible,
that is c(w′k) $ c(w), or there is no upper bound on the values of k for
which there is such a factorization, which is equivalent to pR(w) being idem-
potent. The factorization is unique in the following sense: the sequences
a1, a2, . . . and pR(w1), pR(w2), . . . are completely determined by w, and so
is each pR(w
′
k). In particular, pR(w
′
k) completely determines ak+1, ak+2, . . .
and pR(wk+1), pR(wk+2), . . .. Since pR(w) is an ω-word, by [15, Theorem 4.4]
there is only a finite number of possible values for the remainders pR(w
′
k).
Hence, in case pR(w) is idempotent, there are integers p and q such that
p < q and R satisfies w′q = w′p = wp+1ap+1 · · ·wqaqw′q. We then replace our
choice of k by k = p+ (|S|+ 1)(q − p).
By the induction hypothesis, since each wi has smaller content than w
and pR(wi) ∈ ΩωXR by [15, Lemma 2.2], there exists vi ∈ ΩωXS such that
ϕ(vi) = ϕ(wi) and the pseudoidentity vi = wi holds in R.
In case pR(w) is not idempotent, the induction hypothesis also yields the
existence of v′k ∈ ΩωXS such that ϕ(v′k) = ϕ(w′k) and R satisfies v′k = w′k.
Then we simply take v = v1a1 · · · vkakv′k and observe that (7.2) holds for
this choice of v.
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Consider next the case where pR(w) is idempotent. Let
x0 = v1a1 · · · vpap
xi = vp+(q−p)(i−1)+1ap+(q−p)(i−1)+1 · · · vq+(q−p)(i−1)aq+(q−p)(i−1)
(i = 1, . . . , |S|+ 1).
There exist indices r and s such that 1 ≤ r < s ≤ |S|+ 1 and ϕ(x1 · · ·xr) =
ϕ(x1 · · ·xs). As in the proof of Theorem 7.3, we may choose a word y with
the same content as w such that ϕ(y) = ϕ(w′q+(q−p)(s−1)). We let v =
x0x1 · · ·xr(xr+1 · · ·xs)ωy. It is then easy to verify that v satisfies (7.2). 
By Propositions 5.2 and 4.4(i), since A is ω-factorial and both A and R are
ω-full, we deduce that property (5.1) holds for V = R and σ = ω. Note that
R is not ω-factorial. For instance, over the two-letter alphabet X = {a, b},
we have (ab)ωu = (ab)ω for every u ∈ ΩXR, while ΩXR is uncountable. It
follows that condition (c) cannot be omitted from the hypothesis of Propo-
sition 5.2.
Theorem 7.5. The pseudovariety DA is ω-full.
Proof. The proof follows the same lines as that of Theorem 7.4 using central
basic factorizations [2] instead of left basic factorizations. Let w be an
element of (ΩXS)
1 and ϕ : (ΩXS)
1 → S be a continuous homomorphism
onto a finite monoid S, and suppose that pDA(w) ∈ (ΩωXDA)1. We claim
that there exists v ∈ (ΩωXS)1 such that
(7.3) ϕ(v) = ϕ(w) and pDA(v) = pDA(w).
We proceed by induction on |c(w)|. The case |c(w)| = 0 being trivial, we
assume that |c(w)| > 0.
By iterating the central basic factorization of w, we obtain a sequence of
factorizations of the form
w = w1a1w2a2 · · ·wkak w′k bkw′′k · · · b2w′′2b1w′′1
where, for each i, c(wi)unionmulti{ai} = c(w) = c(w′′i )unionmulti{bi}, and one of the following
conditions holds:
(i) k is the largest possible, that is c(w′k) $ c(w) or there is a factorization
of one of the forms w′k = z1d1z2 or w
′
k = z1d1z2d2z3 with di ∈ X and
c(zi) $ c(w) for all i;
(ii) there is no upper bound on the values of k for which there is such a
factorization, which is equivalent to pDA(w) being idempotent.
The factorization is unique in the sense that each of the (possibly finite)
sequences (pDA(wi))i, (ai)i, (pDA(w
′
i))i, (bi)i, and (pDA(w
′′
i ))i is completely
determined by w. Since pDA(w) is an ω-word, by [27, Theorem 4.3] there is
only a finite number of possible values for the central remainders pDA(w
′
k).
Hence, in case pDA(w) is idempotent, there are integers p and q such that
p < q and DA satisfies w′q = w′p = wp+1ap+1 · · ·wqaq w′q bqw′′q · · · bp+1w′′p+1.
We then choose k = q.
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Since each of the factors wi and w
′′
i has smaller content than w, the
induction hypothesis yields the existence of vi, v
′′
i ∈ ΩωXS such that ϕ(vi) =
ϕ(wi), ϕ(v
′′
i ) = ϕ(w
′′
i ), pDA(vi) = pDA(wi) and pDA(v
′′
i ) = pDA(w
′′
i ) (i =
1, . . . , k).
In Case (i), w′k has a finite factorization w
′
k = y1 · · · yr such that c(yi) $
c(w) (i = 1, . . . , r), where r is 3 or 5. We may apply the induction hypothesis
to each yi to obtain ti ∈ ΩωXS such that ϕ(ti) = ϕ(yi) and pDA(ti) = pDA(yi)
(i = 1, . . . , r); in this case, we let v′k = t1 · · · tr. We may now take
v = v1a1 · · · vkak v′k bkv′′k · · · b1v′′1
and check that (7.3) holds for this choice of v.
It remains to treat the case where pDA(w) is idempotent. Letm = q−p and
x0 = v1a1 · · · vpap
x′′0 = bpv
′′
p · · · b1v′′1
xi+1 = vp+mi+1ap+mi+1 · · · vq+miaq+mi
x′′i+1 = bq+miv
′′
q+mi · · · bp+mi+1v′′p+mi+1,
for i = 0, . . . , |S|. By the pigeonhole principle, there exist indices r, s, r′′,
and s′′ such that 1 ≤ r < s ≤ |S|+ 1, 1 ≤ r′′ < s′′ ≤ |S|+ 1, ϕ(x1 · · ·xr) =
ϕ(x1 · · ·xs), and ϕ(x′′r′′ · · ·x′′1) = ϕ(x′′s′′ · · ·x′′1). Let n be an index such that
n > max{s, s′′} and choose any word y with the same content as w such that
ϕ(y) = ϕ(w′q+mn); this is possible since it is well known that the content
function is continuous and X+ is dense in ΩXS. We let
v = x0x1 · · ·xr(xr+1 · · ·xs)ωxs+1 · · ·xn
· y x′′n · · ·x′′s′′+1(x′′s′′ · · ·x′′r′′+1)ωx′′r′′ · · ·x′′1x′′0.
One can then verify that v satisfies (7.3). 
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