We introduce Christoffel deformations of discrete orthogonal polynomial ensembles by considering the Christoffel deformations of the measure of orthogonality, and prove that this construction extends to more general point processes describing distribution on partitions : the poissonized Plancherel measure and the z-measures. The extension to the Plancherel measure is obtained via a limit transition from the Charlier ensemble, while the extension to the z-measures follows from an analytic continuation argument. A limit procedure starting from the non-degenrate z-measures leads to a deformation of the Borodin-Olshanski's Gamma process.
Introduction
1.1. Random partitions. The aim of this article is to study deformations of discrete determinantal point processes describing distributions or limit distributions on partitions, namely the poissonized Plancherel measure, the z-measures and its limiting Gamma-process (see e.g. [4] , [14] , [19] , [5] , [6] and [8] ). Recall that a partition λ = (λ 1 ≥ λ 2 ≥ ...) is a finite non-increasing sequence of non-negative integers, and that it can be identified with a Young diagram ( [18] ). The set of all partitions will be denoted by Y. As it is usual, for a partition λ ∈ Y, we define its length l(λ) as being its last non-zero entry : l(λ) := max{λ i , λ i = 0, i = 1, 2, ...}, and denote its size by |λ| :
A Young diagram λ ∈ Y can be seen as a subset of Z via the map λ → {λ i − i, i = 1, 2, ...} or some shifted version of it (see the references cited above). Thus, a probability measure on Y can be seen as a point process on Z, which in the cases we deal with below, namely the poissonized Plancherel measure, the z-measures and its limiting Gamma process, turn out to be determinantal (see definition 2.3.2 below).
Point processes and Christoffel deformations.
A specific and important class of determinantal point processes are the so called polynomial orthogonal ensembles, see e.g. the survey [16] and references therein. They are N -points random configurations (for some fixed deterministic N ) governed by the kernel of the orthogonal projection onto the first N polynomials in the Hilbert space L 2 (R d , µ) for some weight µ with finite moments of all orders. This kernel is namely the N -th Christoffel-Darboux kernel of the polynomials orthogonal with respect to µ. For exemple, the classical G.U.E. ensemble from random matrix theory is the orthogonal polynomial ensemble with the gaussian weight on R, and is thus described by the Hermite polynomials, see e.g. [16] and references therein.
. Multiplying the weight µ by a positive polynomial leads to the so-called Christoffel deformation of the system and an explicit description of the new family of orthogonal polynomials as well as the corresponding deformed point process.
1.3. Background and motivations. Such deformations have been considered e.g. in [11] in order to describe the ergodic decomposition of inifinite Hua-Pickrell measures, and also in [2] in connection with averages of characteristic polynomials of random matrices, the study of the latter being important in number theory, see for exemple the seminal work [15] . While there are lots of studies of averages (or more generally moments) of characteristic polynomials in the contiuous setting, there are few studies in the discrete one.
Meixner ensemble) and prove that a similar determinantal formula also holds for the other series, see theorem 4.1.3. This allows us to pass to the limit towards the deformed Gamma process in the case of the one point deformation, see theorem 4.2.1.
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Christoffel deformations of polynomial ensembles
2.1. Notations. The set of non-negative integers is denoted by N. For n ∈ N and a ∈ C, (a) n is the Pochhammer symbol :
(a) 0 = 1 ; (a) n := a(a + 1)...(a + n − 1) = Γ(a + n) Γ(a) , n = 1, 2, ...
where Γ is the Euler Gamma function.
. For a 1 , a 2 , ...,
provided the series converges. The Gauss hypergeometric function 2 F 1 will be simply denoted by F .
. If λ = (λ 1 ≥ λ 2 ≥ ...) ∈ Y is a partition and a ∈ C is a complex number, we define the generelized Pochhammer symbol (a) λ by :
where we write :
Christoffel deformations of discrete orthogonal polynomials.
Let ω be a discrete measure on R with infinite support and finite moments of all orders : R x n ω(dx) < +∞ for all n ∈ N.
We denote by {P n } n∈N a family of orthogonal polynomials with respect to ω. The number c n stands for the leading coefficient of P n , and its squared norm will be denoted by h n : P n (x) = c n x n + terms of degree less than n R P n (x)P m (x)ω(dx) = 0 if n = m, = h n if n = m.
Let k be a non-negative integer and let u 1 ,...,u k be real numbers which lie outside the support of ω. 3 Definition 2.2.1. The Christoffel deformation ω k of ω of order k at points u 1 ,...,u k is the discrete measure on R defined by :
Remarks. The presence of squares ensures that ω k is a positive measure, but is not always necessary. If one wants to consider complex rather than real u i 's, one can delete the squares in the formula above and one has to take both the u i 's and their complex conjugates. By definition, ω k and ω have the same support, and since ω has finite moments of all orders, so does ω k .
Let {p k n } n∈N be the family of monic orthogonal polynomials with respect to ω k . We have the following : Proposition 2.2.2. The following explicit formula holds :
where :
.
Its squared l 2 (ω k )-norm is given by :
δ k n .c n+2k .c n Proof : See e.g. [22] , [12] or [2] for the explicit expression. The squared norm h n is computed in [11] , proposition 4.2.
2.3. Discrete orthogonal polynomial ensembles and determinantal point processes. Let E be an infinite countable discrete subset of R. We first recall the definition of an orthogonal polynomial ensemble in our setting. Let ω be a discrete weight as in the previous subsection. We assume that its support lies inside E. Let N be a positive integer. Definition 2.3.1. An N -orthogonal polynomial ensemble is a probability measure P N on E N given by the following formula :
where C N is the normalization constant :
We now recall the definition of a determinantal point process on E. We denote by Conf(E) the space of configuration in E which is in this context simply the set of all subsets of E :
A point process is a probability measure P on Conf(E). It is said to be determinantal if there exists a function :
such that for any n ∈ N and any {a 1 , ..., a n } ⊂ E, one has :
The function K is called the correlation kernel of the determinantal point process.
The correlation kernel of a given determinantal point process is not unique. Indeed, if one has a determinantal point process with kernel K, for any non-vanishing function f : E → R the function :
can also serve as a kernel for the same determinantal point process.
As a matter of fact, any orthogonal polynomial ensemble gives rise to a determinantal point process, what we resume in the following proposition (see e.g. [16] and references therein). Note that since the measure (2) does not charge N -tuples which contain two equal coordinates, it can and it will be identified with a measure on the space of configurations. Proposition 2.3.4. An orthogonal polynomial ensemble given by (2) is a determinantal point process on E. Its correlation kernel is given by the formula :
The second equality is just the Christoffel-Darboux formula, while the last one follows from L'Hospital rule.
Remarks. Observe that K N is the kernel of the orthogonal projection from l 2 (E) (where E is equipped with the counting measure) onto
The main object of our study is given by the following definition.
Definition 2.3.5 (Christoffel deformations of orthogonal polynomial ensembles). Let k ∈ N be a nonnegative integer. Given an orthogonal polynomial ensemble P N with weight ω, its Christoffel deformation of order k, denoted by P k N , is the orthogonal polynomial ensemble with weight ω k . The next proposition gives a compact formula for the kernel of the Christoffel deformation which will be suitable for asymptotic analysis. Proposition 2.3.6. The Christoffel deformation of order k, P k N , is a determinantal point process with kernel K k N given by :
Proof : This is a straightforward computation, using propositions 2.3.4 and 2.2.2. 5 3. The Charlier ensemble and a deformation of the Plancherel measure 3.1. A reminder on the Plancherel measure on partitions. The Plancherel measure is a probability measure Pl n on the set of Young diagrams of fixed size n, Y n = {λ ∈ Y, |λ| = n}. It is given by :
where dim(λ) is the dimension of the irreducible representation of the n-th symmetric group parametrized by λ, or equivalentely, the number of stantard Young tableaux of shape λ (see [18] or [20] ). It is well known that the poissonization of the Plancherel measure is a determinantal point process. More precisely, let α > 0 be a positive parameter and form the poissonized Plancherel measure P α on Y by imposing n to have the Poisson distribution with parameter α:
For λ ∈ Y, we set :
Then the pushforward of P α under the map S is a determinantal point process with the discrete Bessel kernel :
This definition leads to an expression for the Bessel functions that can be analytically continuated for all values of the indices x. We can thus introduce the derivatives of the Bessel functions with respect to their index :
Christoffel deformations of the Charlier ensemble and main result. We now define the Christoffel deformation of the Charlier ensemble. We know from [14] that it approximates the poissonized Plancherel measure, and the aim of this section is to generalize this fact by proving that Christoffel-Uvarov deformations of this ensemble admit a limit that is expressed through Bessel functions. Our discrete measure is :
where a > 0 is a parameter, and the N -th orthogonal polynomial ensemble that it defines is denoted by P N,a . The corresponding orthonormal polynomials are the Charlier polynomials ( [12] , [1] ) :
As in the previous section, we define the Christoffel deformations of the Charlier ensemble. Let k ∈ N be a non-negative integer, andũ i ∈ R\N be non-integer numbers. Let α > 0 be a positive real number, and for each N ∈ N, consider the Christoffel deformation of the N -th Charlier ensemble at points u 1 = u 1 + N, ..., u k =ũ k + N , with parameter a = α/N , according to definition 2.3.5. It is denoted by P k N,α/N , and its correlation kernel is denoted by K α/N,k N . The main result of this section is the following theorem : Theorem 3.2.1. In the regime described above, we have that, for all x, y ∈ R, x = y :
, p = 0, 1 ,
. When x = y, L'Hospital rule entails :
This implies that the Christoffel deformation of the Charlier ensemble P k N,α/N , shifted by −N , weakly converges, as a probability measure on Conf(Z), to a determinantal point process governed by the limit correlation kernel of the theorem. In particular, if we take k = 0, one recovers Johansson's result ( [14] , theorem 1.2).
3.3. Proof of theorem 3.2.1. We will use the following lemma, which we prove at the end of this section. It gives simple asymptotic results on the Charlier polynomials involving Bessel functions and their derivatives. 
The proof of theorem 3.2.1 goes as follows. We use the formula from proposition 2.3.6 for the kernel K α/N,k N and proceed to the analysis of each factor. First, a straightforward computation shows that :
when N → +∞. We now analyse the ratio :
To this end, we multiply both sides of this ratio by : Let us denote byδ k N the matrix such that det δk N = δ k N with changed rows as described above and use the same notation for the other determinants. We have :
and each term of this matrix is precisely of the type we can analyse by lemma 3.3.1. In the same fashion, if we denote by M z the (2k + 1) × (2k + 1) matrix :
we have that :
and again, we know the asymptotics for the components of each matrix thanks to lemma 3.3.1. Using the continuity of the determinant, we have established that, for all x = y :
. The case x = y goes as follows. For a (2k + 1) × (2k + 1) determinant A, and for i = 0, ..., 2k we denote by [A] i its ((i + 1), (2k + 1)) cofactor, i.e. the same determinant with the (i + 1)th column and the last line removed, multiplied by (−1) i+1+2k+1 = (−1) i . We have :
where we developed both products of sums and then performed the suitable factorization. Remark that the analysis of the cofactors has been done, and observe now that we have nice symmetries in what remains in this expression. Indeed, for any i, j = 0, ..., 2k, second part of lemma 3.3.1 entails :
We see that the term involving the factor log(N/ √ α) vanishes. Multiplying (5) by ω α/N (x+N ) and applying the first part of lemma 3.3.1, we are left with :
This sum can be factorized back, and we obtain that :
as N tends to +∞, which is the desired result. Recalling (4), the theorem is proved.
Proof of the lemma : Following [14] , we will use the integral representation for Charlier polynomials. Since the generating series for the normalized Charlier polynomials is :
we have by Cauchy's formula, for r > 1 :
Performing the changes of variables w = N z/ √ α, u = N s/ √ α, one obtains, for r > √ α/N :
This expression can be suitably factorized :
Take m = N + l and denote by I l N (x) the sum of the integrals :
for any l ∈ Z, and define :
ω α/N (x). 9 We have :
Recall the integral representation for the Bessel function, which follows from (3) :
We first show that the integrals (7) converges to the integrals (9), with a speed of order at least 1/N , showing that the integrands converge. For the first integrand, we have by definition :
Factorizing inside the logarithms leads to :
where the last line follows from straightforward simplifications and first order expansions of the logarithms near 1. In the same way, we have for the second integrand :
We have shown that there exists a constant K = K(α, x, r, l) such that :
for all involved z and s. This implies :
as announced. Since as N → +∞, we have that :
A N α (x + N ) → 1, and recalling (8), we have established the first part of the lemma.
. We now move to the proof of the second statement of the lemma. Since the techniques are very similar, we will give less details in our computations. Differentating expression (6), we obtain :
We thus only need to proof that the derivative of the integrals converges to the derivative of the Bessel function. Derivations under the sign of the integrals give :
and : Analogous computations lead to :
This completes the proof of the lemma.
4.
The z-measures and a deformation of the gamma process 4.1. Christoffel deformations of the z-measures. The z-measures on partitions were introduced and extensively studied by Borodin and Olshanski in a series of papers, see e.g. [5] , [6] , [7] and [8] and references therein. Their interest stems mainly from the fact that they can describe the harmonic analysis of the infinite symmetric group. We first briefly explain their construcion. The z-measures are defined on the set Y of all partitions by :
They depend on three complex parameters, z, z ′ and ξ and they are in general complex measures. The following choices ensure that it is a probability measure (see e.g. [5] , [7] or [8] for a proof). First of all, the parameter ξ is real and lies in the open unit interval (0, 1). Next, we distinguish three cases :
• [Principal series] The parameters z and z ′ are conjugate to each other.
• [Complementary series] The parameters z and z ′ are both real and belong to the same interval (m, m + 1) where m ∈ Z. • [Degenerate series] One of the parameter, say z, is a non-zero integer, while the other has the same sign and satisfy |z ′ | > |z| − 1. If z and z ′ satisfy one of these three conditions, we say that they are admissible parameters. The Christoffel defomations of the z-measure are then defined as follows : 
for any x ∈ Z. We define the Christoffel deformation of M z,z ′ ,ξ by :
where C is the normalisation constant chosen such that M k z,z ′ ,ξ is a probability measure. We first have to focus on the degenerate case. For simplicity, we assume that z = N is a positive integer and z ′ > z − 1. The z-measure M z,z ′ ξ is then supported on the subset of Young diagrams of length less than or equal to N , and we map Y on Conf(N) ⊂ Conf(Z) via :
The pushforward of the z-measure M z,z ′ ξ under S N is then the N -th Meixner ensemble (see e.g. [7] or [8] ), i.e. the N -th orthogonal ensemble with weight :
The corresponding orthogonal polynomials are the Meixner polynomials defined by :
Their leading coefficient c n and their squared norm h n are given by :
We now choose k real numbers u 1 , ..., u k ∈ R \ N which are not integers, and set v i = u i + β − 1. We thus have :
from which we deduce that the pushforward of M k z,z ′ ,ξ under S N is the Christoffel deformation of the N -th Meixner ensemble at points u 1 , ..., u k as defined in definition 2.3.5. As a consequence, it defines a determinantal point process with an explicit kernel given by proposition 2.3.6. We now prepare a similar statement for other choices of admissible parameters z and z ′ . For this aim, we will reproduce and improve the analytic continuation argument developed in [7] and [8] . We will note : Z ′ = Z + 1/2 the set of proper half integers. For a ∈ Z ′ , x ∈ Z ′ and z and z ′ admissible parameters that are not in the degenerate case, we define :
Recall the following integral representation, which is due to Borodin-Olshanski :
The following proposition, also from Borodin and Olshanski, will be needed. It relates the function ψ to Meixner polynomials. x := x + N − 1/2 ∈ N, n := N − a − 1/2 ∈ N are non-negative integers. Then, ψ a (x; z, z ′ , ξ) is well defined and we have :
In what follows, we will sometimes omit the dependance on the parameters z, z ′ and ξ when the context is clear. The first theorem of this section states that, for any pair of admissible parameters (z, z ′ ), the modified z-measure given by formula (10) gives rise to a determinantal point process with an explicit kernel expressed through the functions ψ a and their derivatives. 
is a determinantal point process on Z ′ . Its correlation kernel is given by :
with :
Proof : The proof requires some steps.
Step 1. We first assume, unlike the assumptions of the theorem, that z = N ∈ N and z ′ = N + β − 1, and :
Then, by means of propositions 2.3.6 and 4.1.2, and computations similar to those performed at the beginning of the proof of theorem 3.2.1, formula (13) makes sense and holds with :
Indeed, the factor C z,z ′ ,k comes from the ratio cN−1 c N +2k appearing in proposition 2.3.6, while the expressions for A k , B k and D k are obtained from proposition 2.3.6 after performing operations similar to those in the proof of theorem 3.2.1 : the polynomials M n are replaced by the functions ψ a thanks to homogeneity, and their derivatives M ′ n are replaced by ψ ′ a by operations on rows. We resume this fact in the following lemma : Lemma 4.1.4. Suppose that z = N ∈ N is a positive integer, β > 0 is a positive number and that z ′ = N + β − 1. Letũ 1 , ...,ũ k ∈ R \ N be k real and non-integer numbers, and set :
Let M k z,z ′ ,ξ be the Christoffel deformation of the z-measure M z,z ′ ,ξ defined by (10), with u i (resp. v i ) replaced byũ i (resp.ṽ i ). We then have, for every n ∈ N and every {x 1 , ...,x n } ⊂ N :
But using (15) and (17), we see that D k can also be expressed in the following way : Thus, writing the determinants D k in D 2 k in these two different ways leads to : The same trick almost works for the products B k,0 (x)B k,1 (y) and B k,1 (x)B k,0 (y), but we have to take care of the "boundary factors", i.e. the factors that are not shared by both determinants. For instance, we have : which stand for large negative values of w and directly follow from definition (1) for the Gauss hypergeometric function, we obtain the desired asymptotics.
These estimates imply the following lemma :
