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Algorithms of Phase Space Reduction
and Asymptotics of Hitting Times for
Perturbed Semi-Markov Processes
Dmitrii Silvestrov1
Abstract. The paper presents new asymptotic recurrent algorithms of
phase space reduction for regularly and singularly perturbed semi-Markov
processes. These algorithms give effective conditions of weak convergence
for distributions and convergence of expectations for hitting times as well as
recurrent formulas for computing the corresponding normalisation functions,
Laplace transforms for limiting distributions and limits for expectations.
1. Introduction
The main goals of this paper are: to present new asymptotic recurrent
algorithms of phase space reduction for regularly and singularly perturbed
finite semi-Markov processes, to give effective conditions for weak conver-
gence of distributions and convergence of expectations for hitting times for
regularly and singularly perturbed finite semi-Markov processes, and to con-
struct effective recurrent algorithms for funding the corresponding normali-
sation functions, Laplace transforms for limiting distributions and limits for
expectations of hitting times.
Random functionals similar with hitting times are known under different
names such as first passage times, absorption times, and first-rare-event times
in theoretical studies, and as lifetimes, first failure times, extinction times,
etc., in applications. Limit theorems for such functionals for Markov type
processes are objects of long term research studies.
The cases of Markov chains and semi-Markov processes with finite phase
spaces are the most deeply investigated. We refer here to selected works,
which contain related results, [1 - 7, 13, 16 - 34, 36, 38, 39, 41 - 43, 47 - 51,
53 - 55, 57, 58, 60, 62, 66 - 71, 73 - 89].
There exists also a huge bibliography of works, which contain limit the-
orems for hitting times and related functionals for Markov chains and semi-
Markov processes with countable and arbitrary phase spaces.
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Here, we would like only to mention books, where one can find materials
on perturbed Markov chains, semi-Markov processes with finite, countable
and arbitrary phase spaces and related problems. These are, [5, 6, 9, 10, 12,
14, 15, 31, 35 - 37, 39, 40, 44 - 46, 48, 49, 51, 53, 59, 61, 64, 65, 70, 71, 79,
82 - 84, 86, 87].
The aggregation/disaggregation is one of the most effective and widely
used approaches in studies of asymptotics for hitting times and related func-
tionals, especially for singularly perturbed models of Markov chains and semi-
Markov processes. Works [3 - 5, 11, 17, 26, 32, 33, 44 - 48, 54, 63, 75, 78, 79,
80, 82 - 84, 85 - 89] represent related asymptotic results.
We refer to books [31, 53, 72, 79] and papers [52, 63, 78], where one can
find comprehensive bibliographies of works in the area, supplemented by the
corresponding bibliographical remarks.
In the present paper, the above mentioned approach is used for con-
structing new asymptotic recurrent algorithms of phase space reduction and
applying them to study of asymptotics of hitting times for regularly and
singularly perturbed ergodic type finite semi-Markov processes.
We consider semi-Markov processes ηε(t) with a finite phase space X and
assume that transition characteristics of these processes (transition probabil-
ities pε,ij of the corresponding embedded Markov chains ηε,n and distribution
functions Fε,ij(·) of transition times) depend on some perturbation parameter
ε ∈ (0, 1] and converge in some natural sense to the corresponding charac-
teristics of the limiting (unperturbed) semi-Markov process η0(t), as ε→ 0.
The singular character of perturbation model means that:
(a) the transition probabilities pε,ij converge to the corresponding limiting
transition probabilities p0,ij , as ε→ 0,
(b) the phase space X split in one or several closed classes of communica-
tive states and possibly a class of transient states, for the limiting Markov
chain η0,n.
The regular perturbation model is the particular case, where the phase
space X consists from one class of communicative states, for the Markov
chain η0,n.
The ergodic type of the perturbation model means that, together with
condition (a), the following perturbation conditions hold:
(c) the distribution functions Fε,ij(· vε,i) of transition times, normalised by
some “local” normalisation functions vε,i ∈ [1,∞), weakly converge, as ε→ 0,
to some limiting distribution functions F0,ij(·), which are not concentrated
2
at zero,
(d) the first moments eε,ij =
∫∞
0
tFε,ij(dt), are finite for ε ∈ (0, 1] and,
being normalised by the same normalisation functions vε,i, converge, as ε→
0, to the first moments of the corresponding limiting distribution functions
e0,ij =
∫∞
0
tF0,ij(dt), also assumed to be finite.
The normalisation functions vε,i realise some kind of initial “space-depen-
dent” asymptotic compression of time. Due to convergence condition (c), this
compression of time prevents to normalised transition times of semi-Markov
processes ηε(t) be asymptotically stochastically unbounded or vanishing to
zero random variables.
The object of our interest are the first hitting times τε,D to some domain
D ⊂ X, for the semi-Markov processes ηε(t). It is assumed that:
(e) Pi{τε,D <∞} = 1, i ∈ X, for ε ∈ (0, 1].
While, it is possible that τε,D
P
−→∞ as ε→ 0.
We are interested to describe asymptotics for distributions Gε,D,ij(·) =
Pi{τε,D ≤ ·, ηε(τε,D) = j} and expectations Eε,D,ij = Eiτε,DI(ηε(τε,D) = j) that
is to find appropriate normalisation functions vˇε,i ∈ [1,∞) and v¯ε,i ∈ [1,∞),
which provide weak convergence of normalised distributions Gε,D,ij(· vˇε,i) and
convergence of normalised expectations v¯−1ε,iEε,D,ij, as ε→ 0.
We especially are interested to find conditions, under which one can
choose the normalisation functions v¯ε,i = vˇε,i and get convergence of nor-
malised expectations to the first moments of the corresponding limiting dis-
tributions for hitting times. The interest to such conditions is caused by our
intention to apply results concerned asymptotics of hitting times for getting
ergodic and quasi-ergodic theorems for singularly perturbed semi-Markov
type processes.
We present effective asymptotic recurrent algorithms, which let us find
appropriate normalisation functions, get convergence relations for distribu-
tions and expectations of hitting time, compute limiting Laplace transforms
for distributions and limits for expectations of hitting times.
The first two algorithms let one solve the above asymptotic problems
for the main case, where an initial state of the semi-Markov processes ηε(t)
belongs to domain D. In this case, distributions Gε,D,ij(·), i ∈ D, j ∈ D
are completely determined by transition characteristics pε,ij and Fε,ij(·) of
the semi-Markov process ηε(t), for i ∈ D, j ∈ X. This makes it possible to
weaken perturbation conditions (a), (c), (d), and to assume that they hold
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only for i ∈ D, j ∈ X.
The first algorithm is based on recurrent alternating application of pro-
cedures of two types. The first one is the procedure of removing virtual
transitions from trajectories of perturbed semi-Markov processes. The sec-
ond one is the procedure of one-state reduction of phase space for perturbed
semi-Markov processes.
Let us shortly describe the first cycle of application for these procedures.
The 1st type procedure removes virtual transitions (of the form i → i,
for states i ∈ D) from trajectories of the semi-Markov process ηε(t). It re-
places process ηε(t) by the new semi-Markov process η˜ε(t), which has the
same phase space X, but new transition probabilities p˜ε,ij and new distri-
bution functions F˜ε,ij(·) and expectations e˜ε,ij of transition times. These
transition probabilities, Laplace transforms φ˜ε,ij(s) =
∫∞
0
e−stF˜ε,ij(dt) and
expectations of transition times are expressed as simple rational transfor-
mations of analogous characteristics for the semi-Markov process ηε(t). The
important property of this procedure is that the distribution Gε,D,ij(·) is in-
variant with respect to it (i.e., this distribution coincides with the analogous
distribution G˜ε,D,ij(·) for process η˜ε(t)), in the case where the initial state
i ∈ D.
In order to compensate the aggregation of transition times provided by
this procedure, the initial local normalisation functions for transition times
vε,i (used in the convergence conditions of type (c)) are replaced by new
ones, v˜ε,i = (1− pε,ii)
−1vε,i, for i ∈ D.
We find some effective conditions of asymptotic comparability for the
initial transition probabilities pε,ij and normalisation functions vε,i, which
provide holding of the basic convergence conditions of types (a) – (e) for
semi-Markov processes η˜ε(t) and give explicit rational formulas for comput-
ing the limiting transition probabilities p˜0,ij and expectations e˜0,ij of tran-
sition times and rational formulas combined with scaling of argument for
the limiting Laplace transforms φ˜0,ij(s), via analogous characteristics for the
semi-Markov process η0(t).
The 2nd type procedure realises exclusion of specially chosen state k
from domain D. It replaces process η˜ε(t) by the new semi-Markov process
kηε(t), which has the new reduced phase space kX = X \ {k}, new transition
probabilities kpε,ij and new distribution functions kFε,ij(·) and expectations
keε,ij of transition times. These transition probabilities, Laplace transforms
kφε,ij(s) =
∫∞
0
e−st kFε,ij(dt) and expectations of transition times are ex-
pressed as simple rational transformations of analogous characteristics for
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the semi-Markov process η˜ε(t). The important property of this procedure
is that the distribution G˜ε,D,ij(·) is invariant with respect to it (i.e., this
distribution coincides with the analogous distribution kGε,D,ij(·) for process
kηε(t)), in the case where the initial state i ∈ Dk = D \ {k}.
The local normalisation functions kvε,i = v˜ε,i, i ∈ kD (used in the con-
vergence conditions of type (c)) are the same for the semi-Markov processes
kηε(t) and η˜ε(t). In order to preserve the property of non-concentration the
limiting distributions for transition times at zero, state k is chosen among
the least absorbing states in domain D, for which:
(f) quotients v˜ε,k/v˜ε,i → w˜0,ki ∈ [0,∞) as ε→ 0, for i ∈ D.
We find some effective conditions of asymptotic comparability for the
initial transition probabilities pε,ij and normalisation functions vε,i, which
provide holding of the basic convergence conditions of types (a) – (f) for
semi-Markov processes kηε(t) and give explicit rational formulas for com-
puting the limiting transition probabilities kp0,ij and expectations ke0,ij of
transition times and rational formulas combined with scaling of argument
for the limiting Laplace transforms kφ0,ij(s), via analogous characteristics
for the semi-Markov process η˜0(t).
The procedures of removing virtual transitions and one-state reduction
of phase space are repeated recurrently according alternating sequence of
types 〈1, 2, . . . , 1, 2, 1〉, with sequential exclusion of states k1, k2, . . ., km¯−1
(chosen at every step according the corresponding variant of condition (f))
from domain D = {k1, . . . , km¯} (m¯ is the number of states in domain D),
until this domain will be reduced to the one-state set {km¯}.
The state km¯ is, in some sense, the most absorbing state in domain D. The
above recurrent algorithm let us construct the semi-Markov process, which
we denote as k¯m¯−1 η˜ε(t) (it depends on sequence of removed states k¯m¯−1 =
〈k1, k2, . . . , km¯−1〉), with the phase space k¯m¯−1X = D ∪ {km¯}, compute the
corresponding normalisation function vˇε,km¯, transition probabilities k¯m¯−1 p˜ε,ij
of the embedded Markov chain, Laplace transforms for distribution functions
k¯m¯−1F˜ε,ij(·) and expectations k¯m¯−1 e˜ε,ij of transition times, for ε ∈ (0, 1] and
for the limiting case ε = 0, as well as to prove the corresponding convergence
relations given in conditions of type (a), (c), and (d).
The semi-Markov process k¯m¯−1 η˜ε(t) does not makes virtual transitions. If
the initial state ηε(0) = k¯m¯−1 η˜ε(0) = km¯, process k¯m¯−1 η˜ε(t) hits domain D just
after the first jump. Therefore, distribution k¯m¯−1Gε,D,km¯j(·) = k¯m¯−1F˜ε,km¯j(·)
× k¯m¯−1 p˜ε,km¯j . At the same time, the mentioned above invariance properties
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of distributions Gε,D,ij(·) with respect to the procedures of removing virtual
transitions and phase space reduction imply that distribution Gε,D,km¯j(·) =
k¯m¯−1Gε,D,km¯j(·) and expectation Eε,D,km¯j = k¯m¯−1Eε,D,km¯j.
Using the above mentioned asymptotic recurrent relations for distribu-
tions of transition times for semi-Markov processes with reduced phase spaces
and the above remarks concerned invariance properties for these distribu-
tions, we find the normalisation functions vˇε,km¯, prove weak convergence of
distributions Gε,D,km¯j(· vˇε,km¯) and convergence of expectations vˇ
−1
ε,km¯
Eε,D,km¯j ,
respectively, to the corresponding limiting distributions G0,D,km¯j(·) and their
first moments E0,D,km¯j .
The second algorithm is based on backward recurrent relations, which ex-
press Laplace transforms for distributions Gε,D,knj(·) and expectations Eε,D,knj
as linear expressions, respectively, of Laplace transforms for distributions
Gε,D,krj(·), r = m¯, . . . , n + 1 and expectations Eε,D,krj , r = m¯, . . . , n + 1, for
n = m¯− 1, . . . , 1. These relations make it possible to find the corresponding
normalisation functions, to get convergence relations for distributions and
expectations of hitting times, and to compute Laplace transforms for the
corresponding limiting distributions and limits for expectations, for initial
states kn, n = m¯− 1, . . . , 1.
The third algorithm is based on relations, which express Laplace trans-
forms for distributions Gε,D,ij(·) and expectations Eε,D,ij, for i ∈ D, as linear
expressions of, respectively, Laplace transforms for distributions Gε,D,krj(·), kr
∈ D and expectations Eε,D,krj, kr ∈ D. These relations make it possible to
find the corresponding normalisation functions, to get convergence relations
for distributions and expectations of hitting times, and to compute Laplace
transforms for the corresponding limiting distributions and limits for expec-
tations, for initial states i ∈ D. Here, perturbation conditions mentioned in
(a), (c), and (d) are involved also for states i ∈ D, j ∈ X.
It is useful to note that, the corresponding limiting distributions G0,D,ij(·)
are not concentrated at zero, for i ∈ X, j ∈ D such that the corresponding
limiting hitting probabilities P0,D,ij = G0,D,ij(∞) > 0. These distributions
and the corresponding normalisation functions depend on the sequence of
states k¯m¯−1 = 〈k1, k2, . . . , km¯−1〉 chosen for sequential exclusion from domain
D, but only up to some computable scaling factors.
It worth also to mention some interesting phenomena, which take place
for singularly perturbed models and make the difference between singularly
and simpler regularly perturbed models.
First, it is possible that the normalisation functions vˇε,i for hitting times
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can tend to ∞ as ε → 0 with different rates, for initial states with different
asymptotic absorbing grades.
Second, it is possible that the normalisation functions vˇε,i, used in the
weak convergence relations for hitting times, guarantee convergence of nor-
malised expectations of hitting times to the first moment of the corresponding
limiting distribution G0,D,ij(·), only in the case, where the initial state i = km¯
is the most absorbing state in domain D. However, it may be that, for some
other less absorbing initial states, different normalisation functions v¯ε,i should
be used for expectations of hitting times, in order they would converge to
some finite limits E¯0,D,ij. Some additional conditions should be required, in
order expectations of hitting times normalised by functions vˇε,i would con-
verge to the first moments of the corresponding limiting distributions for
hitting times.
It worth also to additionally comment the question about mentioned
above asymptotic comparability conditions for the initial transition prob-
abilities pε,ij and the initial normalisation functions vε,i, which should be
imposed on them, in order for the described above asymptotic recurrent al-
gorithms to work properly.
The most effective variant of such conditions is based on the notion of a
complete family of asymptotically comparable functions. Some family H =
{h(·)} of positive functions defined on interval (0, 1] is a complete family of
asymptotically comparable functions if it possesses two properties: (1) H is
closed with respect to summation, multiplication and division operations, (2)
there exists limit limε→0 h(ε) = a[h(·)] ∈ [0,∞], for any function h(·) ∈ H.
The simplest example is the family H1 = {h(·)}, for which there exist,
for any function h(·) ∈ H1, constants ah > 0, bh ∈ (−∞,∞) such that
h(ε)/ahε
bh → 1 as ε→ 0.
Other examples of complete families of asymptotically comparable func-
tions, based on natural combinations of polynomial, exponential and loga-
rithmic functions, are given in Appendix A.
The asymptotic comparability condition mentioned above is based on the
assumptions that:
(g) there exist sets Yi ⊆ X, i ∈ X such that the transition probabili-
ties p·,ij, j ∈ Yi, i ∈ X belong to some complete family of asymptotically
comparable functions H, while pε,ij = 0, ε ∈ (0, 1], for j ∈ Yi, i ∈ X,
(h) the initial normalisation functions v·,i, j ∈ X also belong to the
family H.
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The described above asymptotic recurrent algorithms, based on condi-
tions of types (a) – (h), provide existence of all intermediate limits involved
in the asymptotic recurrent relations used for computing limiting Laplace
transforms for distributions and limits for expectation of hitting times. Com-
puting of the corresponding normalisation functions do require only recurrent
application of some rational formulas to the initial normalisation functions
vε,i and the initial transition probabilities pε,ij.
The above algorithms became more effective in the cases, where the
asymptotic comparability conditions (g) and (h) are based on some con-
crete complete family of asymptotically comparable functions H admitting
effective computation of limits related to summation, multiplication and di-
vision operations. For example, this relates to the above mentioned family
H1, and families H2 and H3 described in Appendix A.
In this case, computing of the limiting Laplace transforms for distribu-
tions and limits for expectations of hitting times requires only recurrent ap-
plication of some rational transformations to limiting transition probabilities
and expectations and rational transformations combined with scaling of argu-
ment to limiting Laplace transforms used in the described above asymptotic
recurrent algorithms. Coefficients of these rational transformations and scal-
ing parameters can be computed with the use of recurrent formulas based on
operational rules (for computing limits for sums, products and quotients) for
functions from the corresponding complete family of asymptotically compa-
rable functions.
This paper includes ten sections. In Section 2, we formulate the basic per-
turbation conditions. In Section 3, we describe the procedure of removing
virtual transitions for regularly and singularly perturbed semi-Markov pro-
cesses and describe weak asymptotics for distributions of hitting times for
the simplest case, where an initial state for the corresponding semi-Markov
processes belongs to a one-state domain D (Theorem 1). In Section 4, we
describe the procedure of one-state reduction of phase space for regularly
and singularly perturbed semi-Markov processes. In Section 5, we shortly
repeat the description of procedure of removing virtual transitions for regu-
larly and singularly perturbed semi-Markov processes resulted by one-state
reduction of phase space and describe weak asymptotics for distributions
of hitting times for the case, where an initial state belongs to a two-states
domain D (Theorems 2 and 3). In Section 6, we describe the multi-step algo-
rithm of recurrent removing virtual transitions and reduction of phase space
for regularly and singularly perturbed semi-Markov processes. In Section
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7, we present weak limit theorems for hitting times and recurrent formulas
for computing normalisation functions and Laplace transforms for limiting
distributions of hitting times, for the general case, where an initial state be-
longs to a multi-states domain D (Theorems 4 – 7). In Section 8, we present
weak limit theorems for hitting times and recurrent formulas for computing
normalisation functions, and Laplace transforms for limiting distributions
of hitting times, for the case where an initial state belongs to domain D
(Theorem 8). In Section 9, we present the corresponding limit theorems for
expectations of hitting times (Theorems 9 – 12). In Section 10, we discuss
some generalisations of results presented in previous sections, in particular,
those connected with conditions of non-concentration of distributions of tran-
sition and hitting times at zero, reward interpretations of hitting times and
related multivariate and real-valued reward functionals of hitting type. Also,
numerical examples illustrating the asymptotic recurrent algorithms of phase
space reduction and asymptotic results presented in the paper are given in
this section. In Appendix A, a definition and some basic properties of com-
plete families of asymptotically comparable functions and examples of such
families are given, and their connection with asymptotic recurrent algorithms
for perturbed semi-Markov processes is described.
2. Perturbed Semi-Markov Processes and Hitting Times
In this section, we define perturbed semi-Markov processes and formulate
basic perturbation and convergence conditions. We also define random func-
tionals known as hitting times, which are the main objects of our interest.
We shall see that asymptotic analysis of hitting times to some domain D is
essentially different for the cases, where an initial state belongs to domain D
or to domain D. In Sections 2 – 7 we consider the main first case, where an
initial state belongs to domain D.
2.1 Perturbed semi-Markov processes and hitting times. Let
X = {1, . . . ,M} be a finite set.
Let also, (ηε,n, κε,n), n = 0, 1, . . . be, for every ε ∈ (0, 1] a Markov renewal
process, i.e., a homogeneous Markov chain, with a phase space X × [0,∞)
and transition probabilities, for (i, s), (j, t) ∈ X× [0,∞),
Qε,ij(t) = P{ηε,1 = j, κε,1 ≤ t/ηε,0 = i, κε,0 = s}. (1)
The first component of the Markov renewal process ηε,n, n = 0, 1, . . . is
itself a homogeneous, so-called embedded, Markov chain, with the phase
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space X and transition probabilities, for i, j ∈ X,
pε,ij = Qε,ij(∞) = P{ηε,1 = j, /ηε,0 = i}. (2)
The above Markov renewal process is used to define a semi-Markov pro-
cess,
ηε(t) = ηε,νε(t), t ≥ 0, (3)
where ζε,n = κε,1 + · · · + κε,n, n = 1, 2, . . . , ζε,0 = 0, are the corresponding
instantss of jumps, and νε(t) = max(n ≥ 1 : ζε,n ≤ t) is the number of jumps
in an interval [0, t], t ≥ 0, for the above semi-Markov process.
Let us introduce distributions functions of sojourn times for the semi-
Markov process ηε(t) that are, for i ∈ X,
Fε,i(t) = Pi{κε,1 ≤ t} =
∑
j∈X
Qε,ij(t), t ≥ 0. (4)
Here and henceforth, notations Pi and Ei are used for conditional proba-
bilities and expectations, under condition ηε(0) = i.
We assume that the following regularity condition holds:
A: Fε,i(0) < 1, i ∈ X, for ε ∈ (0, 1].
Condition A excludes a.s. instant sequential jumps and guarantees that
Pi{limn→∞ ζε,n = ∞} = 1, for any i ∈ X and ε ∈ (0, 1]. Therefore, process
ηε(t), t ≥ 0 is well defined at the interval [0,∞), for every ε ∈ (0, 1].
Let D be a nonempty subset of X.
The object of our interest are random functionals, which are known as
hitting times,
τε,D =
νε,D∑
n=1
κε,n, where νε,D = min(n ≥ 1 : ηε,n ∈ D). (5)
Let us assume that the following condition holds:
B: (a) pε,ij > 0, ε ∈ (0, 1] or pε,ij = 0, ε ∈ (0, 1], for every i ∈ D, j ∈ X, (b)
or any i ∈ D, there exists a chain of states i = j0, j1 ∈ D, . . . , jni−1 ∈
D, jni ∈ D such that
∏
1≤l≤ni
p1,jl−1jl > 0.
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Due to condition B (a), product
∏
1≤l≤nij
pε,jl−1jl is a positive number or
equals zero simultaneously for all ε ∈ (0, 1].
Condition B (b) implies that, for ε = 1, and, due the above remark, for
any ε ∈ (0, 1] and i ∈ D,
Pi{νε,D <∞} = Pi{τε,D <∞} = 1. (6)
Moreover, in this case relation (6) also holds for any ε ∈ (0, 1] and i ∈ D.
Indeed, in this case,
Pi{νε,D <∞} = Pi{τε,D <∞}
= Pi{ηε,1 ∈ D}+
∑
k∈D
Pk{νε,D <∞}pε,ik
=
∑
r∈D
pε,ir +
∑
k∈D
pε,ik = 1. (7)
Let us introduce, for i ∈ X, j ∈ D and ε ∈ (0, 1], distribution functions,
Gε,D,ij(t) = P{τε,D ≤ t, ηε(τε,D) = j}, t ≥ 0, (8)
Laplace transforms,
Ψε.D,ij(s) =
∫ ∞
0
e−stGε,D,ij(dt), s ≥ 0, (9)
expectations,
Eε,D,ij = Eτε,DI(ηε(τε,D) = j), (10)
and hitting probabilities,
Pε,D,ij = P{ηε(τε,D) = j} = Gε,D,ij(∞). (11)
We are interested to find conditions, which would imply that there exist
normalisation functions vˇε,i > 0, i ∈ X such that the following weak conver-
gence relation holds, for i ∈ X, j ∈ D,
Gε,D,ij(· vˇε,i)⇒ G0,D,ij(·) = F0,D,ij(·)P0,D,ij as ε→ 0, (12)
where: (a) F0,D,ij(·) are proper distribution functions such that F0,D,ij(0) < 1,
for i ∈ X, j ∈ D, (b) P0,D,ij, j ∈ D is a discrete distribution, i.e., P0,D,ij ≥
0, j ∈ D and
∑
j∈D P0,D,ij = 1, for i ∈ X.
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We also would like to find conditions, which would imply that there exist
normalisation functions v¯ε,i > 0, i ∈ X such that the following convergence
relation holds, for i ∈ X, j ∈ D,
v¯−1ε,iEε,D,ij → E¯0,D,ij asε→ 0, (13)
where limits E¯0,D,ij ∈ (0,∞), if P0,D,ij > 0.
We are also interested to find additional conditions, which would make it
possible to take the normalisation functions v¯ε,i = vˇε,i and get, for i ∈ X, j ∈
D, limits for expectations,
E¯0,D,ij = E0,D,ij =
∫ ∞
0
tG0,D,ij(dt). (14)
We are going to present such conditions and to construct effective recur-
rent algorithms, which would let us compute the above normalisation func-
tions, Laplace transforms Ψ0.D,ij(s) =
∫∞
0
e−stG0,D,ij(dt), s ≥ 0, limits for
expectations E¯0,D,ij and E0,D,ij, and the limting hitting probabilities P0,D,ij,
for i ∈ X, j ∈ D.
The case, where D = X is trivial, since νε,X = 1 and τε,X = κε,1. In this
case, the asymptotic relations given in conditions C – E formulated below
solve the asymptotic problems formulated above,
We, therefore, assume that the number of states in the phase spaceM ≥ 2
and domain D ⊂ X, i.e., the number of states in this domain m < M .
Respectively, the number of states m¯ = M −m in domain D is at least 1.
It is obvious that distributions Gε,D,ij(t), t ≥ 0, j ∈ D, i ∈ D are com-
pletely determined by transition probabilities Qε,kr(t), t ≥ 0, r ∈ X, k ∈ D.
This means that distributions Gε,D,ij(t), t ≥ 0, j ∈ D, i ∈ D coincide for semi-
Markov processes with any form of transition probabilities Qε,kr(t), t ≥ 0, r ∈
X, k ∈ D.
This makes it possible to essentially simplify the model in the case, where
we are interested to investigate asymptotics of hitting times for some fixed
domain D and only for initial states i ∈ D. This case in considered in
Sections 2 – 7. For example, we can assume that the transition probabilities
of semi-Markov processes ηε(t) satisfy the following condition:
Bˆ: Qε,kr(t) =
1
m
I(r ∈ D)I(t ≥ 1), for t ≥ 0, r ∈ X, k ∈ D and ε ∈ (0, 1].
Note that, in this case, relation Fε,i(0) < 1, given in condition A, remains
to hold, for i ∈ D and ε ∈ (0, 1]. Also, condition B (a) remains to hold, for
i ∈ D. Condition B (b) is not influenced by condition Bˆ.
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2.2. Perturbation conditions. We assume that the following condition
holds:
C: pε,ij → p0,ij as ε→ 0, for i ∈ D, j ∈ X.
Here and henceforth, symbol ε→ 0 means that 0 < ε→ 0.
In the case, where condition Bˆ is assumed to hold, the convergence rela-
tion given in condition C also holds, for i ∈ D, j ∈ X.
Since matrix Pε = ‖pε,ij‖ is stochastic, conditions Bˆ and C imply that
matrix P0 = ‖p0,ij‖ is also stochastic. Let η0,n, n = 0, 1, . . . be a Markov
chain with the phase space X and the matrix of transition probabilities P0.
Condition C makes it possible to interpret the Markov chains ηε,n, for ε ∈
(0, 1], as a perturbed version of the Markov chain η0,n.
In the case, where condition Bˆ is assumed to hold, conditions B and
C also imply that domain D is a closed class of communicative states, while
domain D is, either, a class of transient states or a closed class of states, which
can possess an arbitrary communicative structure, for the limiting Markov
chain η0,n.
The case, where domain D is one class of communicative states relates to
the model with regular perturbations. The case, where some states in domain
D do not communicates, relates to the model with singular perturbations.
Let us introduce, for i ∈ X and ε ∈ [0, 1], sets,
Yε,i = {j ∈ X : pε,ij > 0}. (15)
Condition B implies that, for i ∈ D and ε ∈ (0, 1],
Yε,i = Y1,i. (16)
If, also, condition C holds, then, for i ∈ D,
Y0,i ⊆ Y1,i. (17)
In the case, where condition Bˆ is assumed to hold, sets Yε,i = Y1,i =
D, ε ∈ [0, 1], for i ∈ D.
The transition probabilities Qε,ij(t) can, for every ε ∈ (0, 1], be repre-
sented in the following form, for t ≥ 0, i, j ∈ X,
Qε,ij(t) = Fε,ij(t)pε,ij, (18)
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where
Fε,ij(t) = P{κε,1 ≤ t/ηε,0 = i, ηε,1 = j}. (19)
If j ∈ Y1,i, i ∈ X, then,
Fε,ij(t) = p
−1
ε,ijQε,ij(t), t ≥ 0. (20)
Let us recall the distribution function of the sojourn time in state i ∈ X
for the semi-Markov process ηε(t),
Fε,i(t) = P{κε,1 ≤ t/ηε,0 = i}
=
∑
j∈X
Qε,ij(t) =
∑
j∈Y1,i
Qε,ij(t) =
∑
j∈Y1,i
Fε,ij(t)pε,ij. (21)
If j ∈ Y1,i, i ∈ X, an arbitrary distribution function concentrated on
[0,∞) can play the role of Fε,ij(t). We use the standard variant and choose,
Fε,ij(t) = Fε,i(t), t ≥ 0. (22)
Let vε,i, ε ∈ (0, 1] be, for every i ∈ D, a function taking values in interval
[1,∞). We shall refer to functions vε,i as to “initial local” normalisation
functions.
We assume that the following condition holds:
D: (a) Fε,ij(· vε,i) = P{κε,1/vε,i ≤ ·/ηε,0 = i, ηε,1 = j} ⇒ F0,ij(·) as ε → 0,
for j ∈ Y1,i, i ∈ D, (b) F0,ij(·), j ∈ Y1,i, i ∈ D are proper distributions
functions such that F0,ij(0) < 1, j ∈ Y1,i, i ∈ D, (c) vε,i → v0,i ∈ [1,∞]
as ε→ 0, for i ∈ D.
Here and henceforth, symbol ⇒ is used to denote weak convergence of
distribution functions.
Condition B, C and D imply that the following relation of weak conver-
gence holds, for i ∈ D,
Fε,i(·vε,i) =
∑
j∈Y1,i
Fε,ij(·vε,i)pε,ij
⇒
∑
j∈Y1,i
F0,ij(·)p0,ij
=
∑
j∈Y0,i
F0,ij(·)p0,ij = F0,i(·) as ε→ 0. (23)
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Obviously, F0,i(t) is a proper distribution function such that F0,i(0) < 1,
for i ∈ D.
Condition D (b) guarantees that the initial local normalisation functions
vε,i do not deliver excessive levels of local normalisation.
Let us introduce Laplace transforms, for i, j ∈ X and ε ∈ [0, 1],
φε,ij(s) =
∫ ∞
0
e−stFε,ij(dt), s ≥ 0. (24)
Condition D can be also re-formulated in the following equivalent form:
D′: (a) φε,ij(s/vε,i) → φ0,ij(s) as ε → 0, for s ≥ 0 and j ∈ Y1,i, i ∈ X, (b)
φ0,ij(s) =
∫∞
0
e−stF0,ij(dt), s ≥ 0, j ∈ Y1,i, i ∈ D are Laplace transforms
of proper distributions functions such that F0,ij(0) < 1, j ∈ Y1,i, i ∈ D,
(c) vε,i → v0,i ∈ [0,∞] as ε→ 0, for i ∈ D.
It is useful to note that relation F0,ij(0) < 1 holds if and only if φ0,ij(s) <
1, s > 0. Note, also, that these inequalities hold if φ0,ij(s0) < 1, for some
s0 > 0.
Note also that, if condition Bˆ is assumed to hold, the asymptotic relations
given in conditions D and D′ also hold for i ∈ D. In this case, the initial
normalisation functions vε,i = 1, ε ∈ [0, 1], the limiting distribution functions
F0,ij(t) = F0,i(t) = I(t ≥ 1), t ≥ 0, and the limiting Laplace transforms
φ0,ij(s) = φ0,i(s) = e
−s, s ≥ 0, for i, j ∈ D.
Let now introduce the semi-Markov transition probabilities, for t ≥ 0,
i, j ∈ X,
Q0,ij(t) = F0,ij(t)p0,ij . (25)
Probabilities Q0,ij(t), t ≥ 0, i, j ∈ X can serve as transition probabili-
ties for a Markov renewal process (η0,n, κ0,n), n = 0, 1, . . ., with the phase
space X × [0,∞). We also can define the corresponding semi-Markov pro-
cess, η0(t) = η0,ν0(t), t ≥ 0, where ζ0,n = κ0,1+ · · ·+κ0,n, n = 1, 2, . . . , ζ0,0 = 0,
are the corresponding instants of jumps, and ν0(t) = max(n ≥ 1 : ζ0,n ≤ t)
is the number of jumps in an interval [0, t], t ≥ 0 for the above semi-Markov
process.
According condition D, probabilities F0,i(0) < 1, i ∈ X. This implies that
Pi{limn→∞ ζ0,n = ∞} = 1, for i ∈ X. Thus, the process η0(t) is well defined
on the time interval [0,∞).
ConditionsC andDmake it possible to interpret the semi-Markov process
ηε(t), for ε ∈ (0, 1], as a perturbed version of the semi-Markov process η0(t).
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Let us also introduce expectations of inter-jump times, for i, j ∈ X and
ε ∈ [0, 1],
eε,ij =
∫ ∞
0
tFε,ij(dt) (26)
and
eε,i =
∫ ∞
0
tFε,i(dt) =
∑
j∈Yε,i
eε,ijpε,ij. (27)
Finally, we assume that the following condition holds:
E: (a) eε,ij <∞, j ∈ Y1,i, i ∈ X, for every ε ∈ (0, 1], (b) eε,ij/vε,i → e0,ij <
∞ as ε→ 0, for j ∈ Y1,i, i ∈ X.
Thus, it is assumed not only weak convergence of distribution functions
Fε,ij(·vε,i) to distribution functions F0,ij(·), as ε→ 0, but also convergence of
their first moments eε,0,ij/vε,i as ε → 0 to the corresponding first moments
e0,ij of the distribution function F0,ij(·), for j ∈ Y1,i, i ∈ X.
Note also that conditions D and E imply that e0,ij ∈ (0,∞), for j ∈
Y1,i, i ∈ X.
Conditions B, C, D, and E also imply the following asymptotic relation
holds, for i ∈ X,
eε,i
vε,i
=
∑
j∈Y1,i
eε,ij
vε,i
pε,ij
→
∑
j∈Y1,i
e0,ijp0,ij =
∑
j∈Y0,i
e0,ijp0,ij
= e0,i as ε→ 0. (28)
It is useful to note that expectation e0,i ∈ (0,∞), for i ∈ D.
Note also that, if Bˆ is assumed to hold, the asymptotic relations given
in condition E also hold for i ∈ D. In this case, the limiting expectations
e0,ij = e0,i = 1, for i, j ∈ D.
3. Removing of Virtual Transitions for Perturbed
Semi-Markov Processes
In this section, we describe the procedure of removing virtual transitions
of the form i → i from trajectories of perturbed semi-Markov processes.
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We show that hitting times are asymptotically invariant with respect to this
procedure. We also formulate conditions which guarantee that basic pertur-
bation conditions imposed on the initial semi-Markov processes also hold for
the semi-Markov processes with removed virtual transitions. Also, we give
explicit formulas for re-calculating normalisation functions, limiting distribu-
tions and expectations in the corresponding perturbation conditions for the
semi-Markov processes with removed virtual transitions.
3.1 Procedure of removing virtual transitions for perturbed semi-
Markov processes. Let us assume that ε ∈ (0, 1] and conditions A and B
hold.
Let us define stopping times for Markov chain ηε,n that are, for r =
0, 1, . . .,
θε[r] = I(ηε,r ∈ D)min(n > r : ηε,n 6= ηε,r) + I(ηε,r ∈ D)(r + 1). (29)
By the definition, θε[r] is, either the first after r moment of change of
state ηε,r by the Markov chain ηε,n, if ηε,r ∈ D, or r + 1, if ηε,r ∈ D.
Let us also define sequential stopping times,
µε,n = θε[µε,n−1], n = 1, 2, . . . , where µε,0 = 0. (30)
Let us now construct a new Markov renewal process (η˜ε,n, κ˜ε,n), n =
0, 1, . . . with the phase space X × [0,∞) using the following recurrent re-
lations,
(η˜ε,n, κ˜ε,n) =
{
(ηε,0, 0), for n = 0,
(ηε,µε,n,
∑µε,n
l=µε,n−1+1
κε,l), for n = 1, 2, . . . .
(31)
We also can define the corresponding semi-Markov process,
η˜ε(t) = η˜ε,ν˜ε(t), t ≥ 0, (32)
where ζ˜ε,n = κ˜ε,1 + · · · + κ˜ε,n, n = 1, 2, . . . , ζ˜ε,0 = 0, are the corresponding
instants of jumps, and ν˜ε(t) = max(n ≥ 1 : ζ˜ε,n ≤ t) is the number of jumps
in an interval [0, t], t ≥ 0 for the above semi-Markov process.
Below, we use symbols ∗ and the upper index (∗n) to indicate the corre-
sponding convolution operation and n times self convolution for proper or
improper distribution functions.
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The definition of stopping times µε,n implies that the transition probabil-
ities for the above Markov renewal processes are determined by the following
relation,
Q˜ε,ij(t) = P{η˜ε,1 = j, κ˜ε,1 ≤ t/η˜ε,0 = i}
=


Qε,ij(t) for t ≥ 0, j ∈ X, i ∈ D,
0 for t ≥ 0, j = i, i ∈ D,∑∞
n=0Q
(∗n)
ε,ii (t) ∗Qε,ij(t), for t ≥ 0, j 6= i, i ∈ D,
(33)
where, as usual, Q
(∗0)
ε,ii (t) = I(t ≥ 0), t ≥ 0.
Respectively, the transition probabilities for the embedded Markov chain
η˜ε,n are given by the following relation,
p˜ε,ij = P{η˜ε,1 = j/η˜ε,0 = i} =


pε,ij for j ∈ X, i ∈ D,
0 for j = i, i ∈ D,
pε,ij
1−pε,ii
for j 6= i, i ∈ D.
(34)
Note that condition B implies that probabilities pε,ii < 1, i ∈ D, for every
ε ∈ (0, 1].
We are going to describe assumptions, under which basic conditions A
– E hold for the semi-Markov processes η˜ε(t) constructed with the use of
the described above procedure of removing virtual transitions for the semi-
Markov processes ηε(t).
3.2 Condition A. Condition A and B, assumed to hold for the Markov
processes ηε(t), imply that this condition A holds for the Markov processes
η˜ε(t).
Let us introduce, for i ∈ X and ε ∈ (0, 1], distributions functions of
sojourn times for the semi-Markov process η˜ε(t),
F˜ε,i(t) = Pi{κ˜ε,i ≤ t}
=
∑
j∈X
Q˜ε,ij(t), t ≥ 0. (35)
Since F˜ε,i(t) = Fε,i(t), t ≥ 0, for i ∈ D, probabilities F˜ε,i(0) < 1, i ∈ D, for
ε ∈ (0, 1].
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Conditions A and B, for the semi-Markov processes ηε(t), and relation
(33) implies that, for i ∈ D and ε ∈ (0, 1],
F˜ε,i(0) =
∞∑
n=0
Qnε,ii(0)
∑
j 6=i
Qε,ij(0) =
Fε,i(0)−Qε,ii(0)
1−Qε,ii(0)
< 1. (36)
Relation (33) obviously implies that inequality F˜ε,i(0) < 1 also holds, for
i ∈ D.
Thus, the regularity condition A holds for the semi-Markov processes
η˜ε(t).
Therefore, process η˜ε(t) is well defined on the interval [0,∞), for every
ε ∈ (0, 1].
In what follows, we denote by A˜ condition A for the semi-Markov pro-
cesses η˜ε(t).
3.3 Conditions B and Bˆ. Condition B, assumed to hold for the Markov
processes ηε(t), implies that condition B holds for the semi-Markov processes
η˜ε(t).
It is obviously follows from relation (34), for condition B (a).
As far as conditionB (b) is concerned, one can always assume that a chain
of states j0, . . . , jni , appearing in condition B (b), satisfies an additional
assumption that jl−1 6= jl, l = 1, . . . , ni. For any such chain,
∏ni
l=1 p˜ε,jl−1jl ≥∏ni
l=1 pε,jl−1jl > 0. Therefore, condition B (b) also holds for the semi-Markov
processes η˜ε,k¯0(t).
In what follows, we denote by B˜ condition B for the semi-Markov pro-
cesses η˜ε(t).
Note also that, if condition Bˆ is assumed to hold for the semi-Markov pro-
cesses ηε(t), it also holds for the semi-Markov processes η˜ε(t), since, accord-
ing relation (33), the transition probabilities Q˜ε,kr(t) = Qε,kr(t) =
1
m
I(r ∈
D)I(t ≥ 1), for t ≥ 0, r ∈ X, k ∈ D and ε ∈ (0, 1].
3.4 Condition C. Let us introduce the set,
Z0 = {i ∈ X : p0,ii = 1}. (37)
According to condition C, we can interpret states i ∈ X \ Z0 and states
j ∈ Z0, respectively, as asymptotically non-absorbing and absorbing states.
Respectively, the cases, where set Z0 = ∅ or Z0 6= ∅ relate, respectively, to
the models of regularly and singularly perturbed semi-Markov processes.
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The following condition, additional to the basic perturbation conditions
A, B, and C, plays an important role in the procedure of removing of virtual
transitions for the semi-Markov processes ηε(t):
C˜: p˜ε,ij = I(j 6= i)
pε,ij
1−pε,ii
→ p˜0,ij ∈ [0, 1] as ε→ 0, for j ∈ X, i ∈ D.
Recall that condition B implies that probabilities pε,ii < 1, i ∈ D, for
every ε ∈ (0, 1].
Note also that probabilities pε,ij = 0, ε ∈ (0, 1], and, thus, probabilities
p˜0,ij = 0, for j ∈ Y1,i, i ∈ D.
Condition C˜ plays the role of condition C for semi-Markov processes
η˜ε(t).
If condition Bˆ is assumed to hold, the asymptotic relation given in condi-
tion C˜ also holds, for j ∈ X, i ∈ D. In this case, probabilities p˜ε,ij =
1
m
I(j ∈
D), j ∈ X, i ∈ D, for all ε ∈ (0, 1], and, thus, the above asymptotic relation
holds and the corresponding limiting probabilities p˜0,ij =
1
m
I(j ∈ D), for
j ∈ X, i ∈ D.
Since, in this case, matrix P˜ε = ‖p˜ε,ij‖ is stochastic, for ε ∈ (0, 1], condi-
tions Bˆ and C˜ imply that matrix P˜0 = ‖p˜0,ij‖ is also stochastic.
Let η˜0,n, n = 0, 1, . . . be a Markov chain with the phase space X and
the matrix of transition probabilities P˜0. Condition C˜ makes it possible to
interpret the Markov chains η˜ε,n, for ε ∈ (0, 1], as perturbed version of the
Markov chain η˜0,n.
Note that condition C implies that, for i ∈ X \ Z0, j ∈ D,
p˜ε,ij = I(j 6= i)
pε,ij
1− pε,ii
→ p˜0,ij = I(j 6= i)
p0,ij
1− p0,ii
as ε→ 0. (38)
If the set of asymptotically absorbing states Z0 = ∅, then relation (38)
implies that condition C˜ holds.
If set Z0 6= ∅, condition C˜ is partly a new one. Indeed, pε,ij, 1− pε,ii → 0
as ε→ 0, for i ∈ Z0, j ∈ X and, thus, condition C does not imply holding of
the convergence relation given in condition C˜, for i ∈ Z0, j ∈ X.
Since, probabilities p˜ε,ii = 0, for i ∈ D and ε ∈ [0, 1], condition C˜ is, in
fact, equivalent to the following condition:
C˜′:
p˜ε,ij
1−p˜ε,ii
= p˜ε,ij →
p˜0,ij
1−p˜0,ii
= p˜0,ij as ε→ 0, for j ∈ X, i ∈ D.
Condition C˜′ plays the role of condition C˜ for the semi-Markov processes
η˜ε(t).
Let us introduce the following condition:
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C0: qε[ii
′i′′] =
pε,ii′
pε,ii′′
→ q0[ii
′i′′] ∈ [0,∞] as ε→ 0, for i′ ∈ X, i′′ ∈ Y1,i, i ∈ D.
Note that probabilities pε,ii′ = 0, ε ∈ (0, 1], for i
′ ∈ Y1,i, i ∈ D, and, thus,
the asymptotic relation given in conditionC0 automatically holds, with limits
q0,ii′i′′ = 0, for i
′ ∈ Y1,i, i
′′ ∈ Y1,i, i ∈ D.
Lemma 1. Condition C0 is sufficient for holding of condition C.
Proof. Condition C0 implies that, for j ∈ Y1,i, i ∈ D,
pε,ij =
pε,ij∑
r∈X pε,ir
=
(∑
r∈X
pε,ir
pε,ij
)−1
→
(∑
r∈X
q0[irj]
)−1
= p0,ij as ε→ 0. (39)
Note that limits in relation (39) satisfy relations, p0,ij ≥ 0, j ∈ Y1,i,∑
j∈Y1,i
p0,ij = 1, for i ∈ D. 
Lemma 2. Condition C0 is sufficient for holding of conditions C˜ and
C˜′.
Proof. Condition C0 implies that, for j 6= i, j ∈ Y1,i, i ∈ D,
p˜ε,ij =
pε,ij
1− pε,ii
=
pε,ij∑
r 6=i pε,ir
=
(∑
r 6=i
pε,ir
pε,ij
)−1
→
(∑
r 6=i
q0[irj]
)−1
= p˜0,ij as ε→ 0. (40)
Note that limits in relation (40) satisfy relations p˜0,ij ≥ 0, j 6= i, j ∈ Y1,i,∑
j 6=i,j∈Y1,i
p˜0,ij = 1, for i ∈ X. 
If condition Bˆ is assumed to hold, the asymptotic relation given in con-
dition C0 also holds, for i
′ ∈ X, i′′ ∈ Y1,i, i ∈ D. In this case, probabilities
p˜ε,ij =
1
m
I(j ∈ D), j ∈ X, i ∈ D, for ε ∈ [0, 1], and sets Y1,i = D, i ∈ D.
Thus, the above asymptotic relation holds and the corresponding limiting
quantities q0[ii
′i′′] = I(i′ ∈ D), for i′′, i ∈ D.
Let us define sets, for i ∈ D and ε ∈ [0, 1],
Y˜ε,i = {j ∈ X : p˜ε,ij > 0}. (41)
Condition B implies that condition B˜ holds, and, thus, for i ∈ D and
ε ∈ (0, 1],
Y˜ε,i = Y˜1,i. (42)
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Also, conditions B and C imply that conditions B˜ and C˜ hold, and, thus,
for i ∈ D,
Y˜0,i ⊆ Y˜1,i. (43)
It is readily seen that sets Y1,i and Y˜1,i are connected by the following
relation, for i ∈ D,
Y˜1,i = Y1,i \ {i}. (44)
Note also that, under condition Bˆ, sets Y˜ε,i = D, ε ∈ [0, 1], for i ∈ D.
3.5 Condition D. The corresponding distribution function F˜ε,ij(t), t ≥ 0
is defined, for ε ∈ (0, 1] by the following relation, for j ∈ Y˜1,i, i ∈ D,
F˜ε,ij(t) = P{κ˜ε,1 ≤ t/η˜ε,0 = i, η˜ε,1 = j}
=
1
p˜ε,ij
∞∑
n=0
F
(∗n)
ε,ii (t) ∗ Fε,ij(t)p
n
ε,iipε,ij, t ≥ 0, (45)
and, for j /∈ Y˜1,i, i ∈ D,
F˜ε,ij(t) = F˜ε,i(t), t ≥ 0, (46)
where, for i ∈ D,
F˜ε,i(t) = P{κ˜ε,1 ≤ t/η˜ε,0 = i}
=
∑
j∈X
Q˜ε,ij(t) =
∑
j∈Y˜1,i
F˜ε,ij(t)p˜ε,ij, t ≥ 0, (47)
The corresponding Laplace transform φ˜ε,ij(s) takes, for ε ∈ (0, 1], the
following form, for j ∈ Y˜1,i, i ∈ D,
φ˜ε,ij(s) = E{e
−sκ˜ε,1/η˜ε,0 = i, η˜ε,1 = j} =
∫ ∞
0
e−stF˜ε,ij(dt)
=
1
p˜ε,ij
·
φε,ij(s)pε,ij
1− φε,ii(s)pε,ii
=
φε,ij(s)(1− pε,ii)
1− φε,ii(s)pε,ii
=
φε,ij(s)
1 + pε,ii(1− pε,ii)−1(1− φε,ii(s))
, s ≥ 0. (48)
and, for j /∈ Y˜1,i, i ∈ D,
φ˜ε,ij(s) = φ˜ε,i(s), s ≥ 0, (49)
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where
φ˜ε,i(s) = E{e
−sκ˜ε,1/η˜ε,0 = i} =
∑
j∈Y˜1,i
φ˜ε,ij(s)p˜ε,ij, s ≥ 0. (50)
Let us now assume that, additionally to A – C, conditions D (or, equiv-
alently, D′) and E hold.
In order to compensate aggregation of inter-jump times used in relation
(31), let us introduce new local normalisation functions v˜ε,i ∈ [1,∞), ε ∈
(0, 1], defined by the following relation, for i ∈ D,
v˜ε,i = (1− pε,ii)
−1vε,i. (51)
Note that, according condition B (b), probability 1 − pε,ii ∈ (0, 1], ε ∈
(0, 1], for i ∈ D.
Conditions C and D imply that, for i ∈ D,
v˜ε,i → v˜0,i as ε→ 0, (52)
where
v˜0,i =
{
(1− p0,ii)
−1v0,i if p0,ii < 1 and v0,i <∞,
∞ if p0,ii = 1 or v0,i =∞.
(53)
Using conditions C, D′ and relation (48), we get the following relation,
for j ∈ Y˜1,i, i ∈ D \ Z0,
φ˜ε,ij(s/v˜ε,i) =
{
φε,ij((1−pε,ii)s/vε,i)(1−pε,ii)
1−pε,iiφε,ii((1−pε,ii)s/vε,i))
if i ∈ Y1,i
φε,ij(s/vε,i) if i /∈ Y1,i
→ φ˜0,ij(s) as ε→ 0, for s ≥ 0, (54)
where
φ˜0,ij(s) =
{
φ0,ij((1−p0,ii)s)(1−p0,ii)
1−p0,iiφ0,ii((1−p0,ii)s))
if i ∈ Y1,i,
φ0,ij(s) if i /∈ Y1,i.
(55)
Obviously, φ˜0,ij(s) =
∫∞
0
e−stF˜0,ij(dt) = Ee
−sκ˜0,ij , s ≥ 0, is the Laplace
transform for the distribution function F˜0,ij(·) of some non-negative random
variable κ˜0,ij. If i ∈ Y1,i, i.e., p0,ii > 0, the random variable κ˜0,ij is a geo-
metric type sum of random variables, i.e., κ˜0,ij =
∑µ0,i−1
n=1 (1 − p0,ii)κ0,ii,n +
(1 − p0,ii)κ0,ij , where: (a) random variables µ0,i, κ0,ij, κ0,ii,n, n = 1, 2, . . . are
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independent; (b) µ0,i is a geometrically distributed random variable with pa-
rameter 1 − p0,ii (which takes value n with probability (1 − p0,ii)p
n−1
0,ii , for
n = 1, 2, . . .); (c) κ0,ii,n, n = 1, 2, . . . are i.i.d. random variables with the
Laplace transform φ0,ii(s); (d) κ0,ij is a random variable with the Laplace
transform φ0,ij(s). If i /∈ Y1,i, i.e., p0,ii = 0, the random variable κ˜0,ij = κ0,ij .
Obviously, F˜0,ij(0) < 1, for j ∈ Y˜1,i, i ∈ D \ Z0.
Let κˆε,ij,n, n = 1, 2, . . . be, for every j ∈ Y1,i, i ∈ D and ε ∈ (0, 1], i.i.d.
random variables with distribution function Fˆε,ij(·) = Fε,ij(· vε,i). Let, also,
κˆ0,ij be, for every j ∈ Y1,i, i ∈ D, a random variable with the distribution
function Fˆ0,ij(·) = F0,ij(·). Let also eˆε,ij =
∫∞
0
tFˆε,ij(dt), for j ∈ Y1,i, i ∈ D
and ε ∈ [0, 1].
By the central criterium of convergence for sums of independent random
variables (see, for example, [56]) conditions D and E imply that the following
relation of weak LLN (law of large numbers) type holds, for any 0 < uε →∞
as ε→ 0 and j ∈ Y1,i, i ∈ D,∑
n≤uε
κˆε,ij,n
uε
d
−→ eˆ0,ij as ε→ 0. (56)
Indeed, the above conditions imply that (a) Fˆε,ij(·) ⇒ Fˆ0,ij(·) as ε → 0,
and (b) eˆε,ij → eˆ0,ij <∞ as ε→ 0, for every j ∈ Y1,i, i ∈ D.
Let 0 < sk → ∞ as k → ∞ be a sequence of continuity points for the
distribution function Fˆ0,ij(·). The above asymptotic relations (a) and (b)
obviously imply that, for any t > 0,
lim
ε→0
∫ ∞
tuε
sFˆε,ij(ds) ≤ lim
ε→0
∫ ∞
sk
sFˆε,ij(ds)
= lim
ε→0
(eˆε,ij −
∫ sk
0
sFˆε,ij(ds))
= eˆ0,ij −
∫ sk
0
sFˆ0,ij(ds)→ 0 as k →∞, (57)
and, thus, the following relation holds, for any t > 0,
lim
ε→0
∫ ∞
tuε
sFˆε,ij(ds) = 0. (58)
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Relation (58) implies that, for any t > 0,
uεP1{u
−1
ε κˆε,ij,1 > t} = uε(1− Fˆε,ij(tuε))
≤ t−1
∫ ∞
tuε
sFˆε,ij(ds)→ 0 as ε→ 0. (59)
Also, relation (58) implies that, for any t > 0,
uεE1u
−1
ε κˆε,ij,1I(u
−1
ε κˆε,ij,1 ≤ t) =
∫ tuε
0
sFˆε,ij(ds)→ eˆ0,ij as ε→ 0. (60)
Relations (59) and (60) imply, by the criterion of central convergence (see,
for example, [56]), that relation (56) holds.
Let us introduce Laplace transforms, for j ∈ Y1,i, i ∈ D and ε ∈ [0, 1],
φˆε,ij(s) =
∫ ∞
0
e−stFˆε,ij(dt)
= φε,ij(s/vε,i), s ≥ 0. (61)
As well known, relation (56) is equivalent to the following relation,
uε(1− φˆε,ij(s/uε)) = uε(1− φε,ij(s/uεvε,i))
→ e0,ijs as ε→ 0, for s ≥ 0. (62)
Since, pε,ii → 1 as ε → 0, for i ∈ D ∩ Z0, we can, in this case, choose
uε = (1− pε,ii)
−1.
Note also that state i ∈ Y1,i, for i ∈ D ∩ Z0.
Conditions C, D′, E and relations (48) and (62) imply that the following
relation holds, for j ∈ Y˜1,i, i ∈ D ∩ Z0,
φ˜ε,ij(s/v˜ε,i) =
φε,ij(s/(1− pε,ii)
−1vε,i)
1 + pε,ii(1− pε,ii)−1(1− φε,ii(s/(1− pε,ii)−1vε,i))
→
1
1 + e0,iis
= φ˜0,ij(s) as ε→ 0, for s ≥ 0. (63)
In this case, φ˜0,ij(s) = φ˜0,i(s) =
∫∞
0
e−stF˜0,i(dt) is the Laplace transform
of a exponentially distributed random variable κ˜0,ij = κ0,i, with parameter
e−10,ii.
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Also, condition C˜ and relations (50), (54) and (63) imply that the follow-
ing relation takes place, for i ∈ D,
φ˜ε,i(s) =
∑
j∈Y˜1,i
φ˜ε,ij(s)p˜ε,ij
→
∑
j∈Y˜1,i
φ˜0,ij(s)p˜0,ij =
∑
j∈Y˜0,i
φ˜0,ij(s)p˜0,ij
= φ˜0,i(s) as ε→ 0, for s ≥ 0. (64)
Relations (54) and (63) imply that condition D′ and, thus, also condition
D, hold for semi-Markov processes η˜ε(t), with the Laplace transforms of the
corresponding limiting distribution functions given in the above relations,
and the new normalisation functions v˜ε,i, i ∈ D.
In what follows, we can also denote by D˜ and D˜′, respectively, conditions
D and D′ for the semi-Markov processes η˜ε(t) (expressed, for condition D
′,
in the form of relations (54) and (63)).
Note also that, if condition Bˆ is assumed to hold, the asymptotic relations
given in conditions D˜ and D˜′ also hold for i ∈ D. In this case, the normali-
sation functions v˜ε,i = vε,i = 1, ε ∈ (0, 1], the limiting distribution functions
F˜0,ij(t) = F˜0,i(t) = I(t ≥ 1), t ≥ 0, and the limiting Laplace transforms
φ˜0,ij(s) = φ˜0,i(s) = e
−s, s ≥ 0, for i, j ∈ D.
3.6 Condition E. Let us assume that conditions A – E hold.
Expectation e˜ε,ij takes the following form, for j ∈ Y˜1,i, i ∈ D,
e˜ε,ij = E{κ˜ε,1/η˜ε,0 = i, η˜ε,1 = j}
= eε,ij + pε,ii(1− pε,ii)
−1eε,ii. (65)
Also, for i ∈ D,
e˜ε,i = E{κ˜ε,1/η˜ε,0 = i} =
∑
j∈Y˜1,i
e˜ε,ij p˜ε,ij. (66)
and, for j /∈ Y˜1,i, i ∈ X,
e˜ε,ij = e˜ε,i. (67)
Conditions B – E and relation (65) imply that, for j ∈ Y˜1,i, i ∈ D,
e˜ε,ij
v˜ε,i
=
{
(1− pε,ii)
eε,ij
vε,i
+ pε,ii
eε,ii
vε,i
if i ∈ Y1,i
eε,ij
vε,i
if i /∈ Y1,i
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→ e˜0,ij =
∫ ∞
0
tF˜0,ij(dt) as ε→ 0, (68)
where
e˜0,ij =
{
(1− p0,ii)e0,ij + p0,iie0,ii if i ∈ Y1,i,
e0,ij if i /∈ Y1,i.
(69)
Note that the above formula works for both cases, where j ∈ Y˜1,i, i ∈
D \ Z0 and j ∈ Y˜1,i, i ∈ D ∩ Z0.
Also, the following relation takes place, for i ∈ D,
e˜ε,i
v˜ε,i
=
∑
j∈Y˜1,i
e˜ε,ij
vε,i
p˜ε,ij
→
∑
j∈Y˜1,i
e˜0,ij p˜0,ij =
∑
j∈Y˜0,i
e˜0,ij p˜0,ij
= e˜0,i =
∫ ∞
0
tF˜0,i(dt) as ε→ 0. (70)
Relation (70) implies that condition E holds for the semi-Markov pro-
cesses η˜ε(t), with the first moments for the corresponding limiting distri-
bution functions given in the above relation, and the local normalisation
functions vε,i, i ∈ D.
In what follows, we can also denote by E˜ conditions E for the semi-Markov
processes η˜ε(t) (expressed in the form of relation (68)).
Note also that, if Bˆ is assumed to hold, the asymptotic relations given
in condition E˜ also hold for i ∈ D. In this case, the limiting expectations
e˜0,ij = e˜0,i = 1, for i, j ∈ D.
3.7 Summary. The following lemma summarise the above remarks made
in Subsections 3.2 – 3.6.
Lemma 3. Let conditions A – E and C˜ hold for the semi-Markov pro-
cesses ηε(t). Then, conditions A – E and C˜ also hold for the semi-Markov
processes η˜ε(t), respectively, in the form of conditions A˜ – E˜ and C˜
′.
Remark 1. Condition C˜ plays the role of condition C and condition
C˜′, which is equivalent to condition C˜, plays the role of condition C˜, for the
semi-Markov processes η˜ε(t).
Remark 2. Condition C0 is sufficient for holding of conditions C, C˜ and
C˜′.
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3.8 Hitting times for semi-Markov processes with removed vir-
tual transitions. Let us introduce hitting times for semi-Markov processes
η˜ε(t),
τ˜ε,D =
ν˜ε,D∑
n=1
κε,n, where ν˜ε,D = min(n ≥ 1 : η˜ε,n ∈ D). (71)
The following lemma present an important invariance property of hitting
times τε,D.
Lemma 4, Let condition A and B hold, and, in sequel, conditions A˜ and
B˜ hold. Then, the following relation takes place, for ε ∈ (0, 1],
Pi{τε,D = τ˜ε,D, ηε(τε,D) = η˜ε(τ˜ε,D)} = 1, i ∈ X. (72)
Proof. The following obvious relation connects semi-Markov processes
ηε(t), t ≥ 0 and η˜ε(t), t ≥ 0, for i ∈ X and ε ∈ (0, 1],
Pi{ηε(t) = η˜ε(t), t ≥ 0} = 1. (73)
Let us define the following variant of hitting time, for s ≥ 0,
τε[s] = inf(t ≥ s : ηε(t) ∈ D), (74)
and
τ˜ε[s] = inf(t ≥ s : η˜ε(t) ∈ D). (75)
Relation (73) obviously implies that, for s ≥ 0, i ∈ D and ε ∈ (0, 1],
Pi{τε[s] = τ˜ε[s], ηε(τε[s]) = η˜ε(τ˜ε[s])} = 1. (76)
Also, relations (73) and (76) imply that, for i ∈ D and ε ∈ (0, 1],
Pi{τε,D = τε[0] = τ˜ε[0] = τ˜ε,D,
ηε(τε,D) = ηε(τε[0]) = η˜ε(τ˜ε[0]) = η˜ε(τ˜ε,D)} = 1. (77)
Relations (29) – (31) imply that: (a) if ηε,0 = i ∈ D and ηε,1 ∈ D, then
the random functional θε[0] = νε,D = ν˜ε,D = 1, and, thus, τε,D = τ˜ε,D = κε,1,
and ηε(τε,D) = η˜ε(τ˜ε,D) = ηε,1; (b) if ηε,0 = i ∈ D and ηε,1 ∈ D, then τε,D =
κε,1 + τε[κε,1] and τ˜ε,D = κε,1 + τ˜ε[κε,1].
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Using the above remarks and the Markov property of the Markov renewal
process (ηε,n, κε,n) and relations (76), (77) we get, for i ∈ D, and ε ∈ (0, 1],
Pi{τε,D = τ˜ε,D, ηε(τε,D) = η˜ε(τ˜ε,D)}
= Pi{τε,D = τ˜ε,D, ηε(τε,D) = η˜ε(τ˜ε,D), ηε,1 ∈ D}
+ Pi{τε,D = τ˜ε,D, ηε(τε,D) = η˜ε(τ˜ε,D), ηε,1 ∈ D}
= Pi{ηε,1 ∈ D}
+
∑
k∈D
∫ ∞
0
Pk{s+ τε[s] = s+ τ˜ε[s], ηε(τε[s]) = η˜ε(τ˜ε[s])}Qε,ik(ds)
=
∑
r∈D
pε,ir +
∑
k∈D
∫ ∞
0
Qε,ik(ds) = 1. (78)
The prof is completed. 
Let us also introduce distributions, for i ∈ X and ε ∈ (0, 1],
G˜ε,D,ij(t) = Pi{τ˜ε,D ≤ t, η˜ε(τ˜ε,D) = j)}, t ≥ 0, j ∈ D. (79)
The following lemma is an obvious corollary of Lemma 4.
Lemma 5. Let condition A and B hold, and, in sequel, conditions A˜
and B˜ hold. Then, the following relation takes place, for ε ∈ (0, 1],
Gε,D,ij(t) = G˜ε,D,ij(t), t ≥ 0, j ∈ D, i ∈ X. (80)
Let us also introduce Laplace transforms, for i ∈ X and ε ∈ (0, 1],
Ψε,D,ij(s) = Ei exp{−sτε,D}I(ηε(τε,D) = j), s ≥ 0, j ∈ D. (81)
and
Ψ˜ε,D,ij(s) = Ei exp{−sτ˜ε,D}I(η˜ε(τ˜ε,D) = j)}, s ≥ 0, j ∈ D. (82)
The following lemma re-formulates propositions of Lemma 5 in the equiv-
alent form, in terms of Laplace transforms for hitting times.
Lemma 6. Let condition A and B hold, and, in sequel, conditions A˜
and B˜ hold. Then, the following relation takes place, for ε ∈ (0, 1],
Ψε,D,ij(s) = Ψ˜ε,ij(s), s ≥ 0, j ∈ D, i ∈ X. (83)
Lemmas 4 – 6 let us reduce study of asymptotics for distributions of
hitting times for semi-Markov processes ηε(t) to the case of more simple
semi-Markov processes η˜ε(t).
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The distributions G˜ε,D,ij(t), t ≥ 0, j ∈ D, i ∈ D are determined by transi-
tion probabilities Q˜ε,kr(t), t ≥ 0, r ∈ X, k ∈ D, which themselves are deter-
mined by transition probabilities Qε,kr(t), t ≥ 0, r ∈ X, k ∈ D.
This makes it possible to essentially simplify the model in the case, where
we are interested to investigate asymptotics of hitting times for some fixed
domain D and only for initial states i ∈ D. This case in considered in Sections
2 – 7. For example, we can assume in what follows in these sections that
the transition probabilities of semi-Markov processes ηε(t) and, in sequel, the
transition probabilities of semi-Markov processes η˜ε(t), satisfy condition Bˆ.
3.9 Weak asymptotics of hitting times for the case of one-state
domain D. The above remarks and Lemmas 4 – 6 let us describe asymptotics
for distributions of hitting times for the simplest case, where domain D = {i}
is a one-state set.
In this case, the hitting time τε,D = τ˜ε,D = κ˜ε,1 and ηε(τε,D) = η˜ε(τ˜ε,D) =
η˜ε,1, if ηε(0) = i.
Thus, the following relation takes place,
Gε,D,ij(t) = F˜ε,ij(t)p˜ε,ij, t ≥ 0, j ∈ D. (84)
According to this relation, one can expect that the corresponding limiting
distribution should take the form G0,D,ij(·) = F˜0,ij(·)p˜0,ij, where the limiting
probabilities p˜0,ij and Laplace transforms of distribution functions F˜0,ij(·)
are given: (a) by relations (38), (54) and (55), if p0,ii < 1, or (b) by relation
given in condition C˜ and relation (63), if p0,ii = 1, while (c) the normalising
function v˜ε,i is given by relation (51).
The hitting time is in the case of one-state domain D is a geometric
random sum. The following simple theorem is, in fact, a slight modification
of the well known weak convergence limit theorem for geometric random
sums. We refer to books [36, 72], where the related comments and references
can be found.
Theorem 1. Let domain D = {i} be a one-state set and conditions A – E
and C˜ hold for semi-Markov processes ηε(t). Then, the following asymptotic
relation takes place, for j ∈ D,
Gε,D,ij(· v˜ε,i)⇒ G0,D,ij(·) = F˜0,ij(·)p˜0,ij as ε→ 0. (85)
Remark 3. The distribution functions F˜0,ij(·), j ∈ D are not concen-
trated in 0, i.e., F˜0,ij(0) < 1, for j ∈ D.
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Remark 4. Conditions C and C˜ can be replaced in Lemma 3 and The-
orem 1 by condition C0.
Remark 5. Conditions E and C˜ can be omitted in Theorem 1, for the
case (a) p0,ii < 1.
4. One-State Reduction of Phase Space for Perturbed
Semi-Markov Processes
In this section, we describe an asymptotic one-state phase space reduc-
tion procedure for perturbed semi-Markov processes. We show that hitting
times are asymptotically invariant with respect to this procedure. We also
formulate conditions, which guarantees that basic perturbation conditions
imposed on the initial semi-Markov processes also holds for the semi-Markov
processes with reduced phase space. Also, we give explicit formulas for re-
calculating normalisation functions, limiting distributions and expectations
in the corresponding perturbation conditions for the semi-Markov processes
with reduced phase space.
4.1 An asymptotic one-step procedure of phase space reduction
for perturbed semi-Markov processes. We assume now that the number
of states m¯ in the domain D is larger than 1.
We also assume that ε ∈ (0, 1] and conditions A and B hold for the
semi-Markov processes ηε(t) and, in sequel, for the semi-Markov processes
η˜ε(t).
Let us chose some state k ∈ D and introduce the reduced phase space
kX = X \ {k} and the reduced domain kD = D \ {k}.
Let us define the stopping times for the Markov chain η˜ε,n that are, for
r = 0, 1, . . .,
kαε[r] = min(n > r : η˜ε,n ∈ kX). (86)
By the definition, kαε[r] is the first after r time of hitting into the reduced
phase space kX by the Markov chain η˜ε,n.
Since the Markov chain η˜ε,n does not make virtual transitions in domain
D, the following relation takes place, for r = 0, 1, . . .,
kαε[r] =
{
r + 1 if η˜ε,r+1 ∈ kX,
r + 2 if η˜ε,r+1 = k.
(87)
Let us also define sequential stopping times,
kβε,n = kαε[kβε,n−1], n = 1, 2, . . . , where kβε,0 = I(η˜ε,0 = k). (88)
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Let us now construct a new Markov renewal process (kηε,n, kκε,n), n =
0, 1, . . ., with the phase space kX× [0,∞) using the following recurrent rela-
tions,
(kηε,n, kκε,n) =
{
(η˜ε, kβε,0 , 0) for n = 0,
(η˜ε, kβε,n,
∑
kβε,n
l= kβε,n−1+1
κ˜ε,l) for n = 1, 2, . . . .
(89)
We also can define the corresponding reduced semi-Markov process,
kηε(t) = ηε, kνε(t), t ≥ 0, (90)
where kζε,n = kκε,1+· · ·+ kκε,n, n = 1, 2, . . . , kζε,0 = 0, are the corresponding
instants of jumps, and kνε(t) = max(n ≥ 1 : kζε,n ≤ t) is the number of jumps
in an interval [0, t], t ≥ 0 for the above semi-Markov process.
The definition of stopping times kβε,n implies that the transition probabil-
ities for the above Markov renewal processes are determined by the following
relation, for t ≥ 0, i, j ∈ kX,
kQε,ij(t) = P{kηε,1 = j, kκε,1 ≤ t/ kηε,0 = i}
=


Qε,ij(t) +Qε,ik(t) ∗ Q˜ε,kj(t) for j ∈ kX, i ∈ D,
Q˜ε,ij(t) + Q˜ε,ik(t) ∗ Q˜ε,kj(t) for j 6= i, j ∈ kX, i ∈ kD,
Q˜ε,ik(t) ∗ Q˜ε,ki(t) for j = i, i ∈ kD.
(91)
Respectively, the transition probabilities for the embedded Markov chain
kηε,n are given by the following relation, for i, j ∈ kX,
kpε,ij = P{kηε,1 = j/ kηε,0 = i}
=


pε,ij + pε,ik p˜ε,kj for j ∈ kX, i ∈ D,
p˜ε,ij + p˜ε,ik p˜ε,kj for j 6= i, j ∈ kX, i ∈ kD,
p˜ε,ik p˜ε,ki for j = i, i ∈ kD.
(92)
It is worth to note that the semi-Markov process kηε(t) can be considered
as result of the two-stages procedure applied to the initial semi-Markov pro-
cess ηε(t). At the first stage, the semi-Markov process ηε(t) is transformed
in the semi-Markov process η˜ε(t), with the use of the procedure of removing
virtual transitions. At the second stage, the semi-Markov process η˜ε(t) is
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transformed in the semi-Markov process kηε(t), with the use of the described
above procedure of the phase space reduction.
We are going to describe assumptions, under which basic conditions A
–E and condition C˜ hold for the semi-Markov processes kηε(t), constructed
with the use of the described above procedure for the semi-Markov processes
ηε(t). Note that the phase space for the semi-Markov processes kηε(t) is kX
and domain kD plays the role of domain D.
4.2 Condition A. Let conditions A and B hold, and, in sequel, condi-
tions A˜ and B˜ hold.
Let us introduce distribution functions of sojourn times, for t ≥ 0, i ∈ kX
and ε ∈ (0, 1],
kFε,i(t) = P{kκε,1 ≤ t/ kηε,0 = i} =
∑
j∈ kX
kQε,ij(t). (93)
Relations (91) and (93) imply that, for t ≥ 0, i ∈ D and ε ∈ (0, 1],
kFε,i(t) =
∑
j 6=k
Qε,ij(t) +Qε,ik(t) ∗ F˜ε,k(t), (94)
and, thus, for i ∈ D and ε ∈ (0, 1],
kFε,i(0) =
∑
j 6=k
Qε,ij(0) +Qε,ik(0)F˜ε,k(0)
≤
∑
j 6=k
Qε,ij(0) +Qε,ik(0) = Fε,i(0) < 1. (95)
Also, the above relations imply that, for t ≥ 0, i ∈ kD and ε ∈ (0, 1],
kFε,i(t) =
∑
j 6=i,k
Q˜ε,ij(t) + Q˜ε,ik(t) ∗ F˜ε,k(t), (96)
and, thus, for i ∈ kD and ε ∈ (0, 1],
kFε,i(0) =
∑
j 6=i,k
Q˜ε,ij(0) + Q˜ε,ik(0)F˜ε,k(0)
≤
∑
j 6=i,k
Q˜ε,ij(0) + Q˜ε,ik(0) = F˜ε,i(0) < 1. (97)
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Thus, the regularity condition A holds for the semi-Markov processes
kηε(t).
Therefore, the semi-Markov process kηε(t) is well defined on the interval
[0,∞), for every ε ∈ (0, 1].
In what follows, we denote by kA condition A for the semi-Markov pro-
cesses kηε(t) (expressed in the form of relations (94) and (97)).
4.3 Conditions B and Bˆ. Condition B assumed to hold for semi-
Markov processes ηε(t) and, in sequel, for semi-Markov processes η˜ε(t), imply
that condition B holds for semi-Markov processes kηε(t).
Relation (92) obviously implies this for condition B (a).
Condition B for the semi-Markov processes η˜ε(t), is, under condition B
(a), equivalent to the assumption that, for any state i ∈ D, there exist an
integer number n = ni and a chain of states i = j0, j1 ∈ D, . . . , jni−1 ∈
D, jni ∈ D such that jl−1 6= jl, l = 1, . . . , ni and
∏ni
l=1 p˜1,jl−1il > 0. Let us
assume that states j0, jni ∈ kX. If states jl−1, jl ∈ kX, for some 1 ≤ l ≤ ni,
then probability kp1,jl−1jl ≥ p˜1,jl−1jl > 0. If state jl = k, for some 1 ≤ l ≤ n,
then states jl−1, jl+1 ∈ kX and probability kp1,jl−1jl+1 ≥ p˜1,jl−1kp˜ε,kjl+1 > 0.
Let us now i = j0 = j
′
0, j
′
1, . . . , j
′
n′i
= jni be a new chain of states constructing
by exclusion from the chain i = j0, j1, . . . , jni all states jl, 1 ≤ l ≤ ni − 1
such that jl = k. The above inequalities imply that for this new chain∏n′i
l=1 kp1,j′l−1j′l > 0. Therefore, condition B (b) also holds for the semi-
Markov processes kηε(t).
In what follows, we denote by kB condition B for the semi-Markov pro-
cesses kηε(t).
Condition Bˆ, assumed to hold for semi-Markov processes ηε(t) and, in
sequel, for semi-Markov processes η˜ε(t), implies that condition Bˆ also holds
for semi-Markov processes kηε(t). It follows from relation (91) that, in this
case, the transition probabilities Qε,ij(t) = Q˜ε,ij(t) = kQε,ij(t) =
1
m
I(r ∈
D)I(t ≥ 1), t ≥ 0, i ∈ D, j ∈ kX.
4.4 Conditions C and C˜. Let us assume that conditions A – C, and
C˜ hold, and, in sequel, conditions A˜ – B˜ hold.
Condition C˜ implies the following condition holds:
kC: kpε,ij = p˜ε,ij + p˜ε,ikp˜ε,kj → kp0,ij = p˜0,ij + p˜0,ikp˜0,kj as ε → 0, for
j ∈ kX, i ∈ kD.
Condition kC, in fact, plays the role of condition C for the semi-Markov
processes kηε(t).
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If also condition Bˆ is assumed to hold for the semi-Markov processes
ηε(t), and, in sequel, for the semi-Markov processes η˜ε(t), then transition
probabilities kpε,ij = pε,ij =
1
m
I(j ∈ D), j ∈ kX, i ∈ D, for ε ∈ [0, 1]. Thus,
the asymptotic relations given in condition kC also hold, for j ∈ kX, i ∈ D.
Since, matrix kPε = ‖ kpε,ij‖ is stochastic, for ε ∈ (0, 1], conditions Bˆ and
kC imply that matrix kP0 = ‖ kp0,ij‖ is also stochastic.
Let kη0,n, n = 0, 1, . . . be a Markov chain with the phase space kX and the
matrix of transition probabilities kP0. Conditions conditions Bˆ and kC make
it possible to interpret the Markov chains kηε,n, for ε ∈ (0, 1], as perturbed
version of the Markov chain kη0,n.
Also, let us consider the following condition for the semi-Markov processes
ηε(t):
kC˜: kp˜ε,ij = I(j 6= i)
kpε,ij
1− kpε,ii
→ kp˜0,ij ∈ [0, 1] as ε→ 0, for j ∈ kX, i ∈ kD.
Note that conditions B holds for the semi-Markov processes kηε(t), and,
thus, probabilities kpε,ii < 1, ε ∈ (0, 1], for i ∈ kD.
Probabilities kp˜ε,ii = 0, ε ∈ (0, 1], and, thus, probabilities kp˜0,ii = 0, for
i ∈ kD. Also, probabilities kp˜ε,ij = 0, ε ∈ (0, 1], and, thus, probabilities
kp˜0,ij = 0, for j /∈ kY1,i, i ∈ kD.
Condition kC˜ plays the role of condition C˜ for semi-Markov processes
kηε(t).
Let us also define, sets, for i ∈ X and ε ∈ [0, 1],
kYε,i = {j ∈ kX : kpε,ij > 0}. (98)
ConditionB implies that conditions B˜ and kB hold, and, thus, for i, k ∈ D
and ε ∈ (0, 1],
kYε,i = kY1,i. (99)
Also, conditions B, C and C˜ imply that conditions kB and kC hold, and,
thus, for i, k ∈ D,
kY0,i ⊆ kY1,i. (100)
Sets Y˜1,i and kY1,i, are connected by the following relations, for i, k ∈ D,
kY1,i =
{
(Y˜1,i ∪ Y˜1,k) \ {k} if k ∈ Y˜1,i,
Y˜1,i if k /∈ Y˜1,i.
(101)
Note also that, under condition Bˆ, sets kYε,i = D, ε ∈ [0, 1], for i ∈ D.
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4.5 Conditions of asymptotic comparability for transition prob-
abilities of reduced embedded Markov chains. It is natural to try to
find condition which would imply holding of conditions kC and kC˜, for any
k ∈ D, and would be expressed more explicitly in terms of initial transition
probabilities pε,ij.
Let us introduce the following condition:
kC0: kqε[ii
′i′′] = k
pε,ii′
kpε,ii′′
→ kq0[ii
′i′′] ∈ [0,∞] as ε→ 0, for i′ ∈ kX, i
′′ ∈ kY1,i,
i ∈ kD.
Note that probabilities kpε,ii′ = 0, ε ∈ (0, 1], for i
′ ∈ kY1,i, i ∈ kD, and,
thus, the asymptotic relation given in condition kC0 automatically holds,
with limits kq0[ii
′i′′] = 0, for i′ ∈ kY1,i, i
′′ ∈ kY1,i, i ∈ kD.
Lemma 7. Condition kC0 is sufficient for holding of condition kC.
Proof. Lemma 7 is a corollary of Lemma 1, which, just, should be
applied to the semi-Markov processes kηε(t) instead of the semi-Markov pro-
cesses ηε(t). In particular, the corresponding analogue of relation (39), which
express limiting probabilities p0,ij as functions of quantities q0,irj takes the
following form, j ∈ kY1,i, i ∈ kD,
kpε,ij =
kpε,ij∑
r∈ kX k
pε,ir
=
( ∑
r∈ kX
kpε,ir
kpε,ij
)−1
→
( ∑
r∈ kX
kq0[irj]
)−1
= kp0,ij as ε→ 0. (102)
Note that limits in relation (102) satisfy relations, kp0,ij ≥ 0, j ∈ kY1,i,∑
j∈ kY1,i k
p0,ij = 1, for i ∈ kD. 
Lemma 8. Condition kC0 is sufficient for holding of condition kC˜.
Proof. Lemma 8 is a corollary of Lemma 2, which, just, should be
applied to the semi-Markov processes kηε(t) instead of the semi-Markov pro-
cesses ηε(t). In particular, the corresponding analogue of relation (40), which
express limiting probabilities p˜0,ij as functions of quantities q0,irj takes the
following form, j 6= i, j ∈ kY1,i, i ∈ kD,
kp˜ε,ij =
kpε,ij
1− kpε,ii
=
kpε,ij∑
r 6=i kpε,ir
=
( ∑
r 6=i,k
kpε,ir
kpε,ij
)−1
→
( ∑
r 6=i,k
kq0[irj]
)−1
= kp˜0,ij as ε→ 0. (103)
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Note that limits in relation (40) satisfy relations kp˜0,ij ≥ 0, j 6= i, j ∈
kY1,i,
∑
j 6=i,j∈ kY1,i k
p˜0,ij = 1, for i ∈ kD. 
Let us introduce the following condition:
C1: qε[ii
′i′′, jj′j′′] =
pε,ii′pε,jj′
pε,ii′′pε,jj′′
→ q0[ii
′i′′, jj′j′′] ∈ [0,∞] as ε→ 0, for i′, j′ ∈
X, i′′ ∈ Y1,i, j
′′ ∈ Y1,j, i, j ∈ D.
Note that product pε,ii′pε,jj′ = 0, ε ∈ (0, 1], if i
′ ∈ Y1,i or j
′ ∈ Y1,j ,
for any i, j ∈ D. In such cases, asymptotic relation given in condition C2
automatically holds and the corresponding limits q0[ii
′i′′, jj′j′′] = 0.
Condition C1 is stronger than condition C0. Indeed, if to choose j
′ = j′′
in the asymptotic relations given in condition C1, then these relations reduce
to the corresponding asymptotic relations given in condition C0.
However, it is possible that condition C0 holds, while condition C1 does
not.
Lemma 9. Condition C1 is sufficient for holding of condition kC0, and,
thus, conditions kC and kC˜, for any k ∈ D.
Proof. Condition B holds for the semi-Markov processes ηε(t), η˜ε(t),
and kηε(t), and, thus, probabilities kpε,ii′′, 1 − pε,ii =
∑
l 6=i pε,il, 1 − pε,kk =∑
r 6=k pε,kr ∈ (0, 1], ε ∈ (0, 1], and, thus,
∑
r 6=k pε,ii′′pε,kr + pε,ikpε,ki′′ > 0, for
i′′ ∈ kY1,i, i ∈ kD, k ∈ D. Therefore, the following relation takes place, for
i′ ∈ kX, i
′′ ∈ kY1,i, i ∈ kD, k ∈ D,
kqε[ii
′i′′] =
kpε,ii′
kpε,ii′′
=
p˜ε,ii′ + p˜ε,ikp˜ε,ki′
p˜ε,ii′′ + p˜ε,ikp˜ε,ki′′
=
∑
l 6=k pε,ii′pε,kl + pε,ikpε,ki′∑
r 6=k pε,ii′′pε,kr + pε,ikpε,ki′′
. (104)
Also, since condition B holds for the semi-Markov processes ηε(t), η˜ε(t)
and kηε(t), probabilities kpε,ii′ > 0, ε ∈ (0, 1], and, thus,
∑
l 6=k pε,ii′pε,kl +
pε,ikpε,ki′ > 0, ε ∈ (0, 1], for i
′ ∈ kY1,i, i ∈ kD, k ∈ D. Also, every product
pε,ii′pε,kl, l 6= k and product pε,ikpε,ki′, either take positive value, for every
ε ∈ (0, 1], or equals 0, for every ε ∈ (0, 1]. Let us introduce indicators Iii′kl =
I(p1,ii′p1,kl > 0), l 6= k and Iikki′ = I(p1,ikp1,ki′ > 0). By the above remarks, at
least one of these indicators take value 1, for every i′ ∈ kY1,i, i ∈ kD, k ∈ D.
Using the above remarks, conditions C0 and C1, and relation (104), we
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get the following relation, for i′, i′′ ∈ kY1,i, i ∈ kD, k ∈ D,
kqε[ii
′i′′] =
∑
l 6=k
Iii′kl
(∑
r 6=k
pε,ii′′pε,kr
pε,ii′pε,kl
+
pε,ikpε,ki′′
pε,ii′pε,kl
)
)−1
+ Iikki′
(∑
r 6=k
pε,irpε,ki′′
pε,ikpε,ki′
+
pε,ki′′
pε,ki′
)
)−1
→
∑
l 6=k
Iii′kl
(∑
r 6=k
q0[ii
′′i′, krl] + q0[iki
′, ki′′l])
)−1
+ Iikkj
(∑
r 6=k
q0[irk, ki
′′i′] + q0[ki
′′i′])
)−1
= kq0[ii
′i′′] ∈ [0,∞] as ε→ 0, (105)
where every product of the form I·(·)
−1 in the above sums should be counted
as 0 if the corresponding indicator equals 0. 
In what follows, the following condition will also be used in computa-
tions of the corresponding limiting Laplace transforms for transition times
of perturbed reduced semi-Markov processes kηε(t):
kCˆ: kqˆε[ij] =
p˜ε,ij
kpε,ij
→ kqˆ0[ij] ∈ [0, 1] as ε→ 0, for j ∈ kY1,i, i ∈ kD.
Probabilities p˜ε,ij = I(j 6= i)
pε,ij
1−pε,ii
= 0, ε ∈ (0, 1], for j ∈ Y1,i ∪ {i}, and,
thus, limits kqˆ0[ij] = 0, for j ∈ (Y1,i ∪ {i}) ∩ kY1,i, i ∈ kD.
Lemma 10. Condition C1 is sufficient for holding of condition kCˆ, for
any k ∈ D.
Proof. Condition B holds for the semi-Markov processes ηε(t), η˜ε(t), and
kηε(t), and, thus, probabilities 1 − pε,ii =
∑
l 6=i pε,il, 1 − pε,kk =
∑
r 6=k pε,kr ∈
(0, 1], ε ∈ (0, 1], and, thus,
∑
r 6=k pε,ijpε,kr + pε,ikpε,kj > 0, for j 6= i, j ∈
kY1,i, i ∈ kD, k ∈ D. Therefore, the following relation takes place, for j 6=
i, j ∈ kY1,i, i ∈ kD, k ∈ D,
kqˆε[ij] =
p˜ε,ij
p˜ε,ij + p˜ε,ikp˜ε,kj
=
∑
l 6=k pε,ijpε,kl∑
r 6=k pε,ijpε,kr + pε,ikpε,kj
. (106)
Also, since condition B holds for the semi-Markov processes ηε(t), η˜ε(t)
and kηε(t), probabilities p˜ε,ij > 0, ε ∈ (0, 1], and, thus,
∑
l 6=k pε,ijpε,kl >
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0, ε ∈ (0, 1], for j 6= i, j ∈ kY1,i, i ∈ kD, k ∈ D. Also, every product
pε,ijpε,kl, l 6= k, either take positive value, for every ε ∈ (0, 1], or equals 0, for
every ε ∈ (0, 1]. Let us introduce indicators Iijkl = I(p1,ijp1,kl > 0), l 6= k.
By the above remarks, at least one of these indicators take value 1, for every
j 6= i, j ∈ kY1,i, i ∈ kD, k ∈ D.
Using the above remarks, conditions C0 and C1, and relation (106), we
get the following relation, for j 6= i, j ∈ kY1,i, i ∈ kD, k ∈ D,
kqˆε[ij] =
∑
l 6=k
Iijkl
(∑
r 6=k
pε,kr
pε,kl
+
pε,ikpε,kj
pε,ijpε,kl
)−1
→
∑
l 6=k
Iijkl
(∑
r 6=k
q0[krl] + q0[ikj, kjl]
)−1
= kq0,ij as ε→ 0. (107)
Since, kqˆε[ij] ∈ [0, 1], ε ∈ (0, 1], then kqˆ0[ij] ∈ [0, 1], for j 6= 1, j ∈
kY1,i, i ∈ kD, k ∈ D. 
If condition Bˆ is assumed to hold, the asymptotic relation given in con-
dition C1 also holds, for i
′, j′ ∈ X, i′′ ∈ Y1,i, j
′′ ∈ Y1,j, i ∈ X, j ∈ D and
i ∈ D, j ∈ X. In this case, probabilities p˜ε,ij =
1
m
I(j ∈ D), j ∈ X, i ∈ D, for
ε ∈ [0, 1], and sets Y1,i = D, i ∈ D. Thus, the above asymptotic relation holds
and the corresponding limiting quantities q0[ii
′i′′, jj′j′′] = I(i′ ∈ D)I(j′ ∈ D),
for i′′, j′′, i, j ∈ D, q0[ii
′i′′, jj′j′′] = q0[ii
′i′′]I(j′ ∈ D), for i′′ ∈ Y1,i, i ∈ Dj
′′, j ∈
D, and q0[ii
′i′′, jj′j′′] = I(i′ ∈ D)q0[jj
′j′′], for i, i′′,D, j′ ∈ Y1,j, j ∈ D. 
4.6 Conditions of asymptotic comparability for normalising func-
tions for transition times of reduced semi-Markov processes. Let us
introduce the following condition of asymptotic comparability for normalising
functions:
F˜: w˜ε,ji =
v˜ε,j
v˜ε,i
=
(1−pε,jj )
−1vε,j
(1−pε,ii)−1vε,i
→ w˜0,ji ∈ [0,∞] as ε→ 0, for j, i ∈ D.
Also let us introduce condition:
kFˆ: w˜ε,ki =
v˜ε,k
v˜ε,i
=
(1−pε,kk)
−1vε,k
(1−pε,ii)−1vε,i
→ w˜0,ki ∈ [0,∞) as ε→ 0, for i ∈ D.
Note that w˜ε,jj = 1, ε ∈ [0, 1], for j ∈ D.
In some sense, condition kFˆ means that it is assumed that state k is one
of the least absorbing states in domain D.
Let denote by D
∗
the set of states k ∈ D, for which condition kFˆ holds.
Condition F˜ obviously imply that set D
∗
6= ∅.
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Obviously, w˜0,ki ∈ (0,∞), for k, i ∈ D
∗
, while w˜0,ki = 0, for k ∈ D
∗
,
i ∈ D \ D
∗
.
Also, D
∗
= D, if w˜0,ki ∈ (0,∞), for any k, i ∈ D.
Set D
∗
can be found with the use of the following simple algorithm. Let
us order by an arbitrary way states in domain D, i.e., represent this domain
in the form D = {i1, . . . , im¯}. Let us now define states i
∗
n, n = 1, . . . , m¯ using
the following recurrent procedure,
i∗1 = i1,
i∗2 = i
∗
1I(w˜0,i2i∗1 =∞) + i2I(w˜0,i2i∗1 ∈ [0,∞)),
. . .
i∗m¯ = i
∗
m¯−1I(w˜0,im¯i∗m¯−1 =∞) + im¯I(w˜0,im¯i∗m¯−1 ∈ [0,∞)). (108)
The following obvious proposition takes place.
Lemma 11. Let condition F˜ holds. Then, state i∗m¯ ∈ D
∗
and set D
∗
=
{in ∈ D : w˜0,in,i∗m¯ ∈ (0,∞)}.
It is also natural to try to find condition which would imply holding
of conditions F˜ and would be expressed more explicitly in terms of initial
transition probabilities pε,ij.
Let us introduce condition:
F0: uε[ii
′, jj′′] =
pε,ii′v
−1
ε,i
pε,jj′′v
−1
ε,j
→ u0[ii
′, jj′′] ∈ [0,∞] as ε → 0, for i′ ∈ X, j′′ ∈
Y1,j, i, j ∈ D.
Probabilities pε,ii′ = 0, ε ∈ (0, 1], for i
′ ∈ Y1,i, i ∈ D and, thus, limits
uε,ii′,jj′′ = 0, for i
′ ∈ Y1,i, j
′′ ∈ Y1,j, i, j ∈ D.
Lemma 12. Condition F0 is sufficient for holding of condition F˜.
Proof. Condition B holds for the semi-Markov processes ηε(t) and η˜ε(t),
and, thus, probabilities 1−pε,ii =
∑
r 6=i pε,ir, 1−pε,jj =
∑
s 6=j pε,js ∈ (0, 1], ε ∈
(0, 1], for for i, j ∈ D. Thus, the following relation takes place, for i, j ∈ D,
w˜ε,ji =
(1− pε,jj)
−1vε,j
(1− pε,ii)−1vε,i
=
(1− pε,ii)v
−1
ε,i
(1− pε,jj)v
−1
ε,j
=
∑
r 6=i pε,irv
−1
ε,i∑
s 6=j pε,jsv
−1
ε,j
. (109)
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Also, since condition B holds for the semi-Markov processes ηε(t) and
η˜ε(t), probabilities 1− p˜ε,ii > 0, ε ∈ (0, 1], and, thus,
∑
r 6=i pε,ir > 0, ε ∈ (0, 1],
for i ∈ D. Also, every product pε,ir, r 6= i, either take positive value, for
every ε ∈ (0, 1], or equals 0, for every ε ∈ (0, 1]. Let us introduce indicators
Iir = I(p1,ir > 0), r 6= i. By the above remarks, at least one of these indicators
take value 1, for every j, i ∈ D,
w˜ε,ji =
∑
r 6=i
Iir
(∑
s 6=j
pε,jsv
−1
ε,j
pε,irv
−1
ε,i
)−1
→
∑
r 6=i
Iir
(∑
s 6=j
u0[js, ir]
)−1
= w˜0,ji ∈ [0,∞] as ε→ 0, (110)
where every product of the form I·(·)
−1 in the above sums should be counted
as 0 if the corresponding indicator equals 0. 
The comparability condition F0 is expressed in a more explicit form via
transition probabilities pε,ij and normalising functions vε,i, than condition F˜.
4.7 Condition D. Let us assume that conditions A – C, D (and, thus,
D′), E, and C˜ hold. In this case, conditions A˜ – B˜, D˜ (and, thus, D˜′), E˜,
and kA – kC hold. Let us additionally assume that conditions kC˜, kCˆ, and
kFˆ hold.
Relations (91) and (92) imply that the corresponding distribution func-
tions kFε,ij(t), t ≥ 0 are defined by the following relation, for j ∈ kY1,i, i ∈
kX,
kFε,ij(t) = P{kηε,1 = j, kκε,1 ≤ t/ kηε,0 = i, kηε,1 = j} (111)
=


Fε,ij(t)
pε,ij
pε,ij+pεikp˜ε,kj
+Fε,ik(t) ∗ F˜ε,kj(t)
pεikp˜ε,kj
pε,ij+pεikp˜ε,kj
for j ∈ kX, i ∈ D,
F˜ε,ij(t)
p˜ε,ij
p˜ε,ij+p˜ε,ikp˜ε,kj
+F˜ε,ik(t) ∗ F˜ε,kj(t)
p˜ε,ikp˜ε,kj
p˜ε,ij+p˜ε,ikp˜ε,kj
for j 6= i, j ∈ kX, i ∈ kD,
F˜ε,ik(t) ∗ F˜ε,ki(t) for j = i, i ∈ kD.
Also, let us define, distribution functions kFε,i(t), t ≥ 0, for i ∈ kX,
kFε,i(t) = P{kκε,1 ≤ t/ kηε,0 = i}
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=
∑
j∈ kY1,i
kQε,ij(t) =
∑
j∈ kY1,i
kFε,ij(t) kpε,ij. (112)
Relations (111) and (112) imply that the corresponding Laplace trans-
forms kφε,ij(s), s ≥ 0 take the following form, for j ∈ kY1,i, i ∈ kD,
kφε,ij(s) = E{e
−s kκε,1/ kηε,0 = i, kηε,1 = j} (113)
=


φ˜ε,ij(s)
p˜ε,ij
p˜ε,ij+p˜ε,ikp˜ε,kj
+φ˜ε,ik(s)φ˜ε,kj(s)
p˜ε,ikp˜ε,kj
p˜ε,ij+p˜ε,ikp˜ε,kj
for j 6= i, j ∈ kY1,i, i ∈ kD,
φ˜ε,ik(s)φ˜ε,ki(s) for j = i ∈ kY1,i, i ∈ kD,
and the corresponding Laplace transforms kφε,i(s), s ≥ 0 take the following
form, for i ∈ kD,
kφε,i(s) = E{e
−s kκε,1/ kηε,0 = i}
=
∑
j∈ kY1,i
kφε,ij(s) kpε,ij, s ≥ 0. (114)
Relation (113) gives a hint to try to use the local normalisation functions
kvε,i, i ∈ kD (for getting the asymptotic relations appearing in condition D
for the semi-Markov processes kηε(t)) defined by the following relation,
kvε,i = v˜ε,i, i ∈ kD. (115)
Relations (54) and (63) play the role of asymptotic relation given in con-
dition D′ for semi-Markov processes η˜ε(t). Using these relations, relations
(113), (115) and conditions kCˆ and kGˆ, we get the following relation, for
j ∈ kY1,i \ {i}, i ∈ kD,
kφε,ij(s/ kvε,i)
=


φ˜ε,ij(s/v˜ε,i)
p˜ε,ij
kpε,ij
+φ˜ε,ik(s/v˜ε,i)φ˜ε,kj(
v˜ε,k
v˜ε,i
s/v˜ε,k)
p˜ε,ikp˜ε,kj
kpε,ij
if j, k ∈ Y˜1,i, j ∈ Y˜1,k
φ˜ε,ij(s/v˜ε,i) if k /∈ Y˜1,i or j /∈ Y˜1,k
φ˜ε,ik(s/v˜ε,i)φ˜ε,kj(
v˜ε,k
v˜ε,i
s/v˜ε,k) if j /∈ Y˜1,i
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→ kφ0,ij(s) as ε→ 0, for s ≥ 0, (116)
where
kφ0,ij(s)
=


φ˜0,ij(s) kq0[ij]
+ φ˜0,ik(s)φ˜0,kj(w˜0,kis)(1− kq0[ij]) if j, k ∈ Y˜1,i, j ∈ Y˜1,k,
φ˜0,ij(s) if k /∈ Y˜1,i or j /∈ Y˜1,k,
φ˜0,ik(s)φ˜0,kj(w˜0,kis) if j /∈ Y˜1,i,
(117)
Since, i /∈ Y˜1,i, then j ∈ kY1,i ∩ {i} if and only if k ∈ Y˜1,i, j ∈ Y˜1,k. This
holds for any i ∈ kD.
That is why, for j ∈ kY1,i ∩ {i}, i ∈ kD,
kφε,ii(s/ kvε,i) = φ˜ε,ik(s/v˜ε,i)φ˜ε,kj(
v˜ε,k
v˜ε,i
s/v˜ε,k)
→ kφ0,ii(s) as ε→ 0, for s ≥ 0, (118)
where
kφ0,ii(s) = φ˜0,ik(s)φ˜0,ki(w˜0,kis). (119)
Note that, under condition Bˆ, the asymptotic relations (116) also holds
for j ∈ Y˜1,i = D, i ∈ D, with limiting distribution functions kF0,ij(t) = I(t ≥
1), t ≥ 0, j, i ∈ D, the limiting Laplace transforms kφ0,ij(s) = e
−s, s ≥
0, j, i ∈ D, and the local normalising functions kvε,i = v˜ε,i = vε,i ≡ 1, i ∈ D.
Also, the following relation holds, for i ∈ kD,
kφε,i(s/ kvε,i)→
∑
j∈ kY1,i
kφ0,ij(s) kp0,ij
=
∑
j∈ kY0,i
kφ0,ij(s) kp0,ij
= kφ0,i(s) as ε→ 0, for s ≥ 0. (120)
In the case, where j ∈ kY1,i \ {i}, i ∈ kD, the corresponding limiting
random variable kκ0,ij, with the Laplace transform kf0,ij(s) = Ee
−s kκ0,ij =∫∞
0
e−st kF0,ij(dt), s ≥ 0, can be represented in the form, kκ0,ij = κ˜0,ij kχ0,ij
+(κ˜0,ik + w˜0,kiκ˜0,kj)(1 − kχ0,ij), where: (a) κ˜0,ij, κ˜0,ik, and κ˜0,kj are random
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variables with Laplace transforms, respectively, φ˜0,ij(s), φ˜0,ik(s), and φ˜0,kj(s),
(b) kχ0,ij is a random variable taking two values 1 and 0 with probabilities,
respectively, kq0[ij] and 1 − kq0[ij], if j, k ∈ Y˜1,i, j ∈ Y˜1,k, or 1 and 0,
if k /∈ Y˜1,i or j /∈ Y˜1,k, or 0 and 1, if j /∈ Y˜1,i, (c) the random variables
κ˜0,ij, κ˜0,ik, κ˜0,kj and kχ0,ij are independent.
In the case, where j ∈ kY1,i ∩ {i}, i ∈ kD, the corresponding limiting
random variable kκ0,ii, with the Laplace transform kφ0,ii(s) = Ee
−s kκ0,ii =∫∞
0
e−st kF0,ii(dt), s ≥ 0, can be represented in the following form, kκ0,ii
= κ˜0,ik + w˜0,kiκ˜0,ki, where (d) κ˜0,ik and κ˜0,kj are random variables with
Laplace transforms, respectively, φ˜0,ik(s) and φ˜0,ki(s), (e) random variables
κ˜0,ik and κ˜0,ki are independent.
Condition D˜ holds for semi-Markov processes η˜ε(t), and, thus, F˜0,ij(0)
< 1, for j ∈ Y1,i, i ∈ D. This and relations (116) and (118), obviously, imply
that kF0,ij(0) < 1, for i ∈ kY1,i, i ∈ kD.
Thus, relations (116) and (118) imply that condition D′ and, thus, also
condition D, holds for semi-Markov processes kηε(t), with the Laplace trans-
forms of the corresponding limiting distribution functions given in the above
relations, and the normalisation functions kvε,i, i ∈ kD.
In what follows, we can also denote by kD and kD˜
′, respectively, condi-
tionsD andD′ for the semi-Markov processes kηε(t) (expressed, for condition
D′, in the form of relations (116) and (118)).
Note also that, if condition Bˆ is assumed to hold, the asymptotic relations
given in conditions kD and kD
′ also hold for i ∈ D. In this case, the nor-
malisation functions kvε,i = 1, ε ∈ (0, 1], the limiting distribution functions
kF0,ij(t) = kF0,i(t) = I(t ≥ 1), t ≥ 0, and the limiting Laplace transforms
kφ0,ij(s) = kφ0,i(s) = e
−s, s ≥ 0, for i, j ∈ D.
4.8 Condition E. Let us assume that conditions A – C, D (and, thus,
D′), E, and C˜. In this case, conditions A˜ – C˜, D˜ (and, thus, D˜′), E˜ and kA
– kC hold. Let us additionally assume that conditions kC˜, kCˆ, and kFˆ hold
and, thus, condition kD also holds.
As follows from relation (111), the corresponding expectation keε,ij takes
the following form, for j ∈ kY1,i, i ∈ kD,
keε,ij = E{ kκε,1/ kηε,0 = i, kηε,1 = j}
=
{
e˜ε,ij
p˜ε,ij
kpε,ij
+ (e˜ε,ik + e˜ε,kj)
p˜ε,ikp˜ε,kj
kpε,ij
for j 6= i, j ∈ kY1,i, i ∈ kD,
e˜ε,ik + e˜ε,ki for j = i ∈ kY1,i, i ∈ kD.
(121)
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Also, for i ∈ kD,
keε,i = E{kκε,1/ kηε,0 = i}
=
∑
j∈ kY1,i
keε,ij kpε,ij. (122)
and, for j /∈ kY1,i, i ∈ kD
keε,ij = keε,i. (123)
Condition E is represented for semi-Markov processes η˜ε(t) by relation
(68). Using this relation, relation (122) and conditions D′, kCˆ, and kFˆ, we
get the following relation, for j ∈ kY1,i, i ∈ kD,
keε,ij/ kvε,i
=


e˜ε,ij
v˜ε,i
p˜ε,ij
kpε,ij
+
( e˜ε,ik
v˜ε,i
+
e˜ε,kj
v˜ε,k
v˜ε,k
v˜ε,i
) p˜ε,ikp˜ε,kj
kpε,ij
if j, k ∈ Y˜1,i, j ∈ Y˜1,k
e˜ε,ij
v˜ε,i
p˜ε,ij
kpε,ij
if k /∈ Y˜1,i or j /∈ Y˜1,k( e˜ε,ik
v˜ε,i
+
e˜ε,kj
v˜ε,k
v˜ε,k
v˜ε,i
) p˜ε,ikp˜ε,kj
kpε,ij
if j /∈ Y˜1,i
→ ke0,ij =
∫ ∞
0
t kF0,ij(dt) as ε→ 0, (124)
where
ke0,ij =


e˜0,ij kq0,ij
+(e˜0,ik + e˜0,kjw0,ki)(1− kq0,ij) if j, k ∈ Y˜1,i, j ∈ Y˜1,k,
e˜0,ij if k /∈ Y˜1,i or j /∈ Y˜1,k,
e˜0,ik + e˜0,kjw0,ki if j /∈ Y˜1,i.
(125)
Also, for i ∈ kD,
keε,i
kvε,i
→
∑
j∈ kY1,i
ke0,ij kp0,ij
=
∑
j∈ kY0,i
ke0,ij kp0,ij = ke0,i as ε→ 0. (126)
Thus, relation (124) implies that condition E holds for semi-Markov pro-
cesses kηε(t), with the expectations given in the above relation, and the
normalisation functions kvε,i, i ∈ kD.
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In what follows, we can also denote by kE condition E for the semi-Markov
processes kηε(t) (expressed in the form of relations (124)).
Note also that, if condition Bˆ is assumed to hold, the asymptotic relations
given in condition kE also hold for i ∈ D. In this case, the corresponding
limiting expectations ke0,ij = ke0,i = 1, i, j ∈ D.
4.9 Summary. The following lemma summarises the above remarks.
Lemma 13. Let conditions A – E, and C˜, kC˜, kCˆ, kFˆ hold. Then,
conditions A – E and C˜ also hold for the semi-Markov processes kηε(t),
respectively, in the form of conditions kA – kE and kC˜.
Remark 6. Conditions C and C˜ imply holding of condition kC, which
plays the role of condition C for the semi-Markov processes kηε(t). Condition
kC˜ plays the role of condition C˜ for the semi-Markov processes kηε(t).
Remark 7. Condition C2 implies that conditions C, C˜, C˜
′, kC, kC˜. and
kCˆ hold.
Remark 8. Condition F˜ implies that set D
∗
of states k ∈ D, for which
condition kGˆ holds, is not empty. Condition F0 implies holding of condition
F˜.
4.10 Hitting times for semi-Markov processes with reduced phase
space. Let us introduce hitting times for semi-Markov processes kηε(t),
kτε,D =
kνε,D∑
n=1
kκε,n, where kνε,D = min(n ≥ 1 : kηε,n ∈ D). (127)
The definitions of semi-Markov processes ηε(t), η˜ε(t), and kηε(t) imply
that the following lemma takes place.
Lemma 14. Let conditions A, B hold, and, in sequel, conditions A˜, B˜,
kA, kB hold. Then, the following relations takes place, for ε ∈ (0, 1],
Pi{τε,D = τ˜ε,D = kτε,D,
ηε(τεD) = η˜ε(τ˜εD) = kηε(kτε,D)} = 1, i ∈ kX, (128)
and
Pk{τε,D = τ˜ε,D = κ˜ε,1I(η˜ε,1 ∈ D) + (κ˜ε,1 + kτε,D)I(η˜ε,1 ∈ kD),
ηε(τε,D) = η˜ε(τ˜ε,D) = η˜ε,1I(η˜ε,1 ∈ D)
+ kηε(kτε,D)I(η˜ε,1 ∈ kD)} = 1. (129)
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Proof. Recall that state k ∈ D, kD = D\{k}, and kX = X\{k} = D∪ kD.
Relation (72) given in Lemma 4 implies that, for ε ∈ (0, 1],
Pi{τε,D = τ˜ε,D, ηε(τεD) = η˜ε(τ˜εD)} = 1, i ∈ X. (130)
Relations (86) – (89) imply that βε,0 = 0, if η˜ε,0 = i ∈ kX. In this case,
the hitting times ν˜ε,D and kνε,D are connected by the following relation, for
ε ∈ (0, 1],
Pi{ν˜ε,D = kβε, kνε,D} = 1, i ∈ kX. (131)
Thus, the hitting times τ˜ε,D and kτε,D are connected by the following
relation, for ε ∈ (0, 1],
Pi{τ˜ε,D =
ν˜ε,D∑
n=1
κ˜ε,n =
kβε, kνε,D∑
n=1
κ˜ε,n
=
kνε,D∑
n=1
kκε,n = kτε,D} = 1, i ∈ kX, (132)
and the random variables η˜ε(τ˜ε,D) and kηε(kτε,D) are connected by the follow-
ing relation, for ε ∈ (0, 1],
Pi{η˜ε(τ˜ε,D) = η˜ε,ν˜ε,D = η˜ε,kβε, kνε,D
= kηε, kνε,D = kηε(kτε,D)} = 1, i ∈ kX. (133)
Relations (130), (132), and (133) imply that relation (128) holds.
Relations (86) – (89) also imply that βε,0 = 1 and η˜ε,1 ∈ kX, if η˜ε,0 = k. In
this case, relation, analogous to (131), takes the following form, for ε ∈ (0, 1],
Pk{ν˜ε,D = I(η˜ε,1 ∈ D) + kβε, kνε,DI(η˜ε,1 ∈ kD)} = 1. (134)
Thus, the hitting times τ˜ε,D and kτε,D are connected by the following
relation, for ε ∈ (0, 1],
Pk{τ˜ε,D =
ν˜ε,D∑
n=1
κ˜ε,n
= κ˜ε,1I(η˜ε,1 ∈ D) + (κ˜ε,1 +
kβε, kνε,D∑
n=2
κ˜ε,n)I(η˜ε,1 ∈ kD)
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= κ˜ε,1I(η˜ε,1 ∈ D) + (κ˜ε,1 +
kνε,D∑
n=1
kκε,n)I(η˜ε,1 ∈ kD)
= κ˜ε,1I(η˜ε,1 ∈ D) + (κ˜ε,1 + kτε,D)I(η˜ε,1 ∈ kD)} = 1, (135)
and the random variables η˜ε(τ˜ε,D) and kηε(kτε,D) are connected by the follow-
ing relation, for ε ∈ (0, 1],
Pk{η˜ε(τ˜ε,D) = η˜ε,1I(η˜ε,1 ∈ D) + kηε(kτε,D)I(η˜ε,1 ∈ kD)} = 1. (136)
Relations (130), (135), and (136) imply that relation (129) holds. 
Let us also introduce distributions, for i ∈ kX, k ∈ D and ε ∈ (0, 1],
kGε,D,ij(t) = Pi{kτε,D ≤ t, kηε(kτεD) = j}, t ≥ 0, j ∈ D. (137)
The following lemma is a corollary of Lemma 4.
Lemma 15. Let conditions A, B hold, and, in sequel, conditions A˜, B˜,
kA, kB hold. Then, the following relation takes place, for ε ∈ (0, 1]:
Gε,D,ij(t) = G˜ε,D,ij(t) = kGε,D,ij(t), t ≥ 0, j ∈ D, i ∈ kX, (138)
and
Gε,D,kj(t) = G˜ε,D,kj(t)
= F˜ε,kj(t)p˜ε,kj +
∑
r∈ kD
(F˜ε,kr(t) ∗ kGε,D,rj(t)p˜ε,kr
= F˜ε,kj(t)p˜ε,kj +
∑
r∈ kD
(F˜ε,kr(t) ∗Gε,D,rj(t)p˜ε,kr, t ≥ 0, j ∈ D. (139)
Proof. Equalities given in relations (138) are obvious corollaries of rela-
tion (128).
The first equality given in relations (139) is follows from relation (129).
Relations (86) – (89) imply that, in the case where η˜ε,0 = k the random
variable βε,0 = 1 and, thus, the random functional (kτε,D, kηε(kτε,D)) is deter-
mined by trajectory of the Markov renewal process (η˜ε,n, κ˜ε,n) for n ≥ 1. This
makes it possible to use relation (129) and the Markov property of Markov
renewal process (η˜ε,n, κ˜ε,n), and to get the following relation, for t ≥ 0, j ∈ D
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and ε ∈ (0, 1],
G˜ε,D,kj(t) = Pk{κ˜ε,1 ≤ t, η˜ε,1 = j}
+
∑
r∈ kD
Pk{κ˜ε,1 + kτε,D ≤ t, kηε(kτε,D) = j, η˜ε,1 = r}
= F˜ε,kj(t)p˜ε,kj +
∑
r∈ kD
(F˜ε,kr(t) ∗ kGε,D,rj(t)p˜ε,kr (140)
Thus, the second equality given in relation (139) holds.
The third equality given in relation (139) follows from the second equality
given in this relation and relation (138). 
Let us also introduce Laplace transforms, for i ∈ kX and ε ∈ (0, 1],
kΨε,D,ij(s) = Ei exp{−s kτε,D}I(kηε(kτε,D) = j)}, s ≥ 0, j ∈ D. (141)
The following lemma re-formulates propositions of Lemma 15 in the
equivalent form of asymptotic relations for Laplace transforms of hitting
times.
Lemma 16. Let conditions A, B hold, and, in sequel, conditions A˜, B˜,
kA, kB hold. Then, the following relation takes place, for ε ∈ (0, 1],
Ψε,D,ij(s) = Ψ˜ε,D,ij(s) = kΨε,D,ij(s), s ≥ 0, j ∈ D, i ∈ kX (142)
and
Ψε,D,kj(s) = Ψ˜ε,D,kj(s)
= φ˜ε,kj(s)p˜ε,kj +
∑
r∈ kD
kΨε,D,rj(s)φ˜ε,kr(s)p˜ε,kr
= φ˜ε,kj(s)p˜ε,kj +
∑
r∈ kD
Ψε,D,rj(s)φ˜ε,kr(s)p˜ε,kr, s ≥ 0, j ∈ D. (143)
Lemmas 4 – 6 and 14 – 16 let one reduce study of asymptotics for dis-
tributions of hitting times for semi-Markov processes ηε(t) and η˜ε(t) to the
case of more simple semi-Markov processes kηε(t).
The distributions kGε,D,ij(t), t ≥ 0, j ∈ D, i ∈ kD are determined by
transition probabilities kQε,D,lr(t), t ≥ 0, r ∈ kX, l ∈ kD, which itself are de-
termined by transition probabilities Q˜ε,D,lr(t), t ≥ 0, r ∈ X, l ∈ D. The latter
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transition probabilities are determined by transition probabilities Qε,lr(t), t ≥
0, r ∈ X, l ∈ D.
This makes it possible to essentially simplify the model in the case, where
we are interested to investigate asymptotics of hitting times for some fixed
domain D and only for initial states i ∈ D. This case in considered in Sections
2 – 7. For example, we can assume in what follows in these sections that
the transition probabilities of semi-Markov processes ηε(t) and, in sequel,
the transition probabilities of semi-Markov processes η˜ε(t) and kηε(t), satisfy
condition Bˆ.
The above remarks and Theorem 1 let us describe asymptotics for distri-
butions of hitting times for another simplest case, where domain D = {i, k}
is a two-states set.
Let us assume that condition kF holds, i.e., state k is less or equally
absorbing with state i.
According Lemma 15, the following relation takes place,
Gε,D,ij(t) = kGε,D,ij(t), t ≥ 0, j ∈ D. (144)
It is obvious that, in this case, domain kD = {i} is a one-state set.
This makes it possible to apply Theorem 1 to the semi-Markov processes
kηε(t) and, due to relation (144), to describe asymptotics for distributions
Gε,D,ij(t).
However, to do this, we first should apply the procedure of removing
virtual transitions to the semi-Markov processes kηε(t) and to construct the
corresponding semi-Markov processes kη˜ε(t).
5. Removing of Virtual Transitions for Perturbed
Reduced Semi-Markov Processes
In this section, we shortly describe the procedure of removing virtual
transitions of the form i → i from trajectories of perturbed reduced semi-
Markov processes kηε(t). This procedure is analogous to the of removing
virtual transitions for the semi-Markov processes ηε(t) described in Section
3. The difference is only that the semi-Markov processes ηε(t) should be
replaced by the semi-Markov processes kηε(t). This let us to shorten this
description, just, by replacing computations and proofs by references to the
corresponding computations and proofs given in Section 3.
5.1 Removing of virtual transition for perturbed reduced semi-
Markov processes. Let us assume that ε ∈ (0, 1] and conditions A and
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B hold for the semi-Markov processes ηε(t) and, thus, for the semi-Markov
processes η˜ε(t) and kηε(t).
Let us define stopping times for Markov chain kηε,n that are, for r =
0, 1, . . .,
kθε[r] = I(kηε,r ∈ kD)min(n > r : kηε,n 6= kηε,r)+I(kηε,r ∈ kD)(r+1). (145)
By the definition, kθε[r] is, either the first after r moment of change of
state kηε,r by the Markov chain kηε,n, if kηε,r ∈ kD, or r + 1, if kηε,r ∈ kD.
One can refer to kθε[r] as to the conditional first after r moment of change
the state kηε,r by the Markov chain kηε,n.
Let us also define sequential stopping times,
kµε,n = kθε[kµε,n−1], n = 1, 2, . . . , where kµε,0 = 0. (146)
Let us now construct a new Markov renewal process (kη˜ε,n, kκ˜ε,n), n =
0, 1, . . . with the phase space kX× [0,∞) using the following recurrent rela-
tions,
(kη˜ε,n, kκ˜ε,n) =
{
(kηε,0, 0) for n = 0,
(kηε, kµε,n ,
∑
kµε,n
l= kµε,n−1+1 k
κε,l) for n = 1, 2, . . . .
(147)
We also can define the corresponding semi-Markov process,
kη˜ε(t) = kη˜ε, kν˜ε(t), t ≥ 0, (148)
where kζ˜ε,n = kκ˜ε,1+· · ·+ kκ˜ε,n, n = 1, 2, . . . , kζ˜ε,0 = 0, are the corresponding
instants of jumps, and kν˜ε(t) = max(n ≥ 1 : kζ˜ε,n ≤ t) is the number of jumps
in an interval [0, t], t ≥ 0 for the above semi-Markov process.
The transition probabilities for the above Markov renewal processes are
determined by the following relation analogous to relation (33),
kQ˜ε,ij(t) = P{kη˜ε,1 = j, kκ˜ε,1 ≤ t/ kη˜ε,0 = i}
=


kQε,ij(t) for t ≥ 0, j ∈ kX, i ∈ kD,
0 for t ≥ 0, j = i, i ∈ kD,∑∞
n=0 kQ
(∗n)
ε,ii (t) ∗ kQε,ij(t), for t ≥ 0, j 6= i, i ∈ kD,
(149)
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Respectively, the transition probabilities for the embedded Markov chain
kη˜ε,n are given by the following relation,
kp˜ε,ij = P{kη˜ε,1 = j/ kη˜ε,0 = i} =


kpε,ij if j ∈ kX, i ∈ kD,
0 if j = i, i ∈ kD,
kpε,ij
1− kpε,ii
if j 6= i, i ∈ kD.
(150)
Note that condition B implies that probabilities kpε,ii < 1, i ∈ D, for
every ε ∈ (0, 1].
5.2 Conditions A, B and Bˆ. Let conditions A and B hold. In this
case, conditions A˜, B˜, kA, and kB also hold. Thus, by remarks made in
Subsections 3.2 and 3.3, which should be applied to the semi-Markov pro-
cesses kηε(t) and kη˜ε(t) instead of the semi-Markov processes ηε(t) and η˜ε(t),
conditions A and B also holds for the semi-Markov processes kη˜ε(t).
Therefore, process kη˜ε(t) is well defined on the interval [0,∞), for every
ε ∈ (0, 1].
In what follows, we can also denote by kA˜ and kB˜, respectively, conditions
A and B for the semi-Markov processes kη˜ε(t).
It is also useful to note that condition Bˆ assumed to hold for the semi-
Markov processes ηε(t), and, thus, for the semi-Markov processes η˜ε(t) and
kηε(t), also holds for the semi-Markov processes kη˜ε(t). It follows from re-
lation (149) according to which, the transition probabilities kQε,ij(t), t ≥ 0
and kQ˜ε,ij(t), t ≥ 0 coincide for i ∈ D, j ∈ kX.
5.3 Conditions C and C˜. Let us assume that conditions A – C, and
C˜, kC˜ hold. In this case condition A˜, B˜, kA, kB, and kC hold.
Condition kC˜ plays the role of condition C˜, for the semi-Markov processes
kη˜ε(t), and, also, the role of condition C for the semi-Markov processes kη˜ε(t).
Since, probabilities kp˜ε,ii = 0, for i ∈ kD and ε ∈ [0, 1], condition kC˜ is,
in fact, equivalent to the following condition:
kC˜
′: k
p˜ε,ij
1− kp˜ε,ii
= kp˜ε,ij →
k p˜0,ij
1− k p˜0,ii
= kp˜0,ij as ε→ 0, for j 6= i, j ∈ kX, i ∈ kD.
Condition kC˜
′ plays the role of condition C˜ for the semi-Markov processes
kη˜ε(t).
Let us also define sets, kY˜ε,i = {j ∈ X : kp˜ε,ij > 0}, for i ∈ kD and
ε ∈ [0, 1]. Condition B implies that conditions B˜, kB and kB˜ holds and,
thus, kY˜ε,i = kY˜1,i, for i ∈ kD and ε ∈ (0, 1]. Also, conditions B and C imply
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that conditions B˜, C˜, kB, kC, kB˜ and kC˜ hold, and, thus, kY˜0,i ⊆ kY˜1,i for
i ∈ kD. The sets kY1,i and kY˜1,i are connected by relation, kY˜1,i = kY1,i\{i},
for i ∈ kD.
Note also that, under condition Bˆ, sets kY˜ε,i = D, ε ∈ [0, 1], for i ∈ kD.
5.4 Conditions D and E. Let us assume that conditions A – C, D (or,
equivalently D′), E and C˜ (and, thus, C˜′), kC˜, kCˆ, kF hold. In this case,
conditions A˜, B˜, D˜ (or, equivalently D˜′), E˜ hold, and, moreover, conditions
kA – kC, kD (or, equivalently kD
′), kE and kA˜ – kC˜, kC˜
′ also hold.
Therefore, conditionsD (or, equivalentlyD′) andE also hold for the semi-
Markov processes kη˜ε(t). The corresponding proof repeats the proof given in
Subsections 4.9 and 4.10, where the semi-Markov processes ηε(t) and η˜ε(t)
should be replaced, respectively, by the semi-Markov processes kηε(t) and
kη˜ε(t).
The local normalising functions v˜ε,i = (1− pε,ii)
−1vε,i, i ∈ D for the semi-
Markov processes η˜ε(t), are defined by relation (51). The analogue of this
relation or the semi-Markov processes kη˜ε(t) defining the corresponding local
normalising functions takes the following form, for i ∈ kD,
kv˜ε,i = (1− kpε,ii)
−1
kvε,i = (1− kpε,ii)
−1(1− pε,ii)
−1vε,i. (151)
Let kZ0 = {i ∈ kX : kp0,ii = 1} be the set of asymptotically absorbing
states i ∈ kD for the semi-Markov processes kηε(t).
Analogues of relations (45) and (48) take the following form, for j ∈
kY˜1,i, i ∈ kD,
kF˜ε,ij(t) =
1
kp˜ε,ij
∞∑
n=0
kF
(∗n)
ε,ii (t) ∗ kFε,ij(t) kp
n
ε,ii kpε,ij, t ≥ 0, (152)
and
kφ˜ε,ij(s) =
1
kp˜ε,ij
·
kφε,ij(s) kpε,ij
1− kφε,ii(s) kpε,ii
=
kφε,ij(s)(1− kpε,ii)
1− kφε,ii(s) kpε,ii
=
kφε,ij(s)
1 + kpε,ii(1− kpε,ii)−1(1− kφε,ii(s))
, s ≥ 0. (153)
Also, for j /∈ kY˜1,i, i ∈ kD,
kφ˜ε,ij(s) = kφ˜ε,i(s), s ≥ 0, (154)
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where
kφ˜ε,i(s) =
∑
j∈ kY˜1,i
kφ˜ε,ij(s) kp˜ε,ij, s ≥ 0. (155)
Analogues of asymptotic relations (54) and (158), which play the role of
asymptotic relations appearing in conditionD′ for the semi-Markov processes
η˜ε(t)), take the following forms for the semi-Markov processes kη˜ε(t).
If j ∈ kY˜1,i, i ∈ kD \ kZ0, then,
kφ˜ε,ij(s/ kv˜ε,i)
=
{
kφε,ij((1− kpε,ii)s/ kvε,i)(1− kpε,ii)
1− kpε,ii kφε,ii((1− kpε,ii)s/ kvε,i)
if i ∈ kY1,i
kφε,ij(s/ kvε,i) if i ∈ kX \ kY1,i
→ kφ˜0,ij(s) as ε→ 0, for s ≥ 0, (156)
where
kφ˜0,ij(s) =
{
kφ0,ij((1− kp0,ii)s)(1− kp0,ii)
1− kp0,ii kφ0,ii((1− kp0,ii)s)
if i ∈ kY1,i,
kφ0,ij(s) if i /∈ kX \ kY1,i.
(157)
If j ∈ kY˜1,i, i ∈k D ∩ kZ0, then,
kφ˜ε,ij(s/ kv˜ε,i)
=
kφε,ij(s/(1− kpε,ii)
−1
kvε,i)
1 + kpε,ii(1− kpε,ii)−1(1− kφε,ii(s/(1− kpε,ii)−1 kvε,i))
→
1
1 + ke0,iis
= kφ˜0,ij(s) as ε→ 0, for s ≥ 0. (158)
Analogues of asymptotic relation (64) takes the following form, for j ∈
kX \k Y˜1,i, i ∈ kD,
kφ˜ε,i(s) =
∑
j∈ kY˜1,i
kφ˜ε,ij(s) kp˜ε,ij
→
∑
j∈ kY˜1,i
kφ˜0,ij(s) kp˜0,ij =
∑
j∈ kY˜0,i
kφ˜0,ij(s) kp˜0,ij
= kφ˜0,i(s) as ε→ 0, for s ≥ 0. (159)
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The corresponding proofs repeat the proofs given in Subsections 3.5,
where the semi-Markov processes ηε(t) and η˜ε(t) should be replaced, respec-
tively, by the semi-Markov processes kηε(t) and kη˜ε(t). The role of asymptotic
relations appearing in condition D′, for the semi-Markov processes ηε(t), is
played for the semi-Markov processes kηε(t), by the asymptotic relations
(156) and (158).
Thus, relations (156) and (158) imply that condition D′ and, thus, also
condition D, holds for semi-Markov processes kη˜ε(t), with the Laplace trans-
forms of the corresponding limiting distribution functions given in the above
relations, and the normalisation functions kv˜ε,i, i ∈ kD.
An analogue of relation (68) take the following form, for j ∈ kY˜1,i, i ∈ kD,
ke˜ε,ij
kv˜ε,i
=
{
(1− kpε,ii)
keε,ij
kvε,i
+ kpε,ii
keε,ii
kvε,i
if i ∈ kY1,i
keε,ij
kvε,i
if i ∈ Xk \ kY1,i
→ ke˜0,ij =
∫ ∞
0
t kF˜0,ij(dt) as ε→ 0, (160)
where
ke˜0,ij =
{
(1− kp0,ii) ke0,ij + kp0,ii ke0,ii if i ∈ kY1,i,
ke0,ij if i ∈ Xk \ kY1,i.
(161)
Also, the following relation takes place, for j ∈ kX \ kY˜1,i, i ∈ kD,
ke˜ε,i
kv˜ε,i
=
∑
j∈ kY˜1,i
ke˜ε,ij
kvε,i
kp˜ε,ij
→
∑
j∈ kY˜1,i
ke˜0,ij kp˜0,ij
=
∑
j∈ kY˜0,i
ke˜0,ij kp˜0,ij
= ke˜0,i =
∫ ∞
0
t kF˜0,i(dt) as ε→ 0. (162)
Relation (160) plays the role of asymptotic relations appearing in condi-
tion E for the semi-Markov processes kη˜ε(t). The corresponding proof repeats
the proof given in Subsections 3.6, where the semi-Markov processes ηε(t) and
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η˜ε(t) should be replaced, respectively, by the semi-Markov processes kηε(t)
and kη˜ε(t). The role of asymptotic relations appearing in condition E, for the
semi-Markov processes ηε(t), is played for the semi-Markov processes kηε(t)
by the asymptotic relation (124).
Thus, relation (160) implies that condition E holds for semi-Markov pro-
cesses kη˜ε(t), with the corresponding limiting expectations given in the above
relation, and the normalisation functions kv˜ε,i, i ∈ kD.
In what follows, we can also denote by kD˜, kD˜
′, and kE˜, respectively,
conditions D, D′, and E for the semi-Markov processes kηε(t) (expressed, for
condition kD˜
′, in the form of relations (156) and (158), and, for condition
kE˜, in the form of relation (160).
5.5 Summary. The following lemma summarises the above remarks.
Lemma 17. Let conditions A – E, and C˜, kC˜, kCˆ, kFˆ hold. Then, con-
ditions A – E and C˜ hold for the semi-Markov processes kη˜ε(t), respectively,
in the form of conditions kA˜ – kE˜ and kC˜
′.
Remark 9. Conditions kC˜ and kC˜
′, which is equivalent to condition
kC˜, play, respectively, the roles of conditions C and kC˜ for the semi-Markov
processes kη˜ε(t).
Remark 10. Condition C1 is sufficient for holding onditions C, C˜, C˜
′,
kC˜, kC˜
′, and kCˆ.
5.6 Hitting times for reduced semi-Markov processes with re-
moved virtual transitions. Let us introduce hitting times for semi-Markov
processes kη˜ε(t),
kτ˜ε,D =
kν˜ε,D∑
n=1
kκε,n, where kν˜ε,D = min(n ≥ 1 : kη˜ε,n ∈ D). (163)
The following three lemmas are corollaries of Lemma 4 – 6 and 14 –16.
Their proofs can be obtained, first, by application of Lemmas 4 – 6 to the
semi-Markov processes ηε(t) and η˜ε(t), second, by application of Lemmas 14
– 16 to the semi-Markov processes η˜ε(t) and kηε(t), and, third, by application
of Lemmas 4 – 6 to the semi-Markov processes kηε(t) and kη˜ε(t).
Lemma 18. Let condition A and B hold, and, in sequel, conditions
A˜, B˜, kA, kB, kA˜, kB˜ hold. Then, the following relation takes place, for
ε ∈ (0, 1],
Pi{τε,D = kτε,D = kτ˜ε,D,
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ηε(τε,D) = kηε(kτε,D) = kη˜ε(kτ˜ε,D)} = 1, i ∈ kX. (164)
Let us also introduce distributions, for i ∈ kX and ε ∈ (0, 1],
kG˜ε,D,ij(t) = Pi{kτ˜ε,D ≤ t, kη˜ε(kτ˜ε,D) = j)}, t ≥ 0, j ∈ D. (165)
Lemma 19. Let condition A and B hold, and, in sequel, conditions
A˜, B˜, kA, kB, kA˜, kB˜ hold. Then, the following relation takes place, for
ε ∈ (0, 1],
Gε,D,ij(t) = kGε,D,ij(t) = kG˜ε,D,ij(t), t ≥ 0, j ∈ D, i ∈ kX. (166)
Let us also introduce Laplace transforms, for i ∈ X and ε ∈ (0, 1],
kΨ˜ε,D,ij(s) = Ei exp{−s kτ˜ε,D}I(kη˜ε(kτ˜ε,D) = j)}, s ≥ 0, j ∈ D. (167)
Lemma 20. Let condition A and B hold, and, in sequel, conditions
A˜, B˜, kA, kB, kA˜, kB˜ hold. Then, the following relation takes place, for
ε ∈ (0, 1],
Ψε,D,ij(s) = kΨε,D,ij(s) = kΨ˜ε,D,ij(s), s ≥ 0, j ∈ D, i ∈ kX. (168)
Lemmas 4 – 6, 14 – 16, and 18 – 20 let one reduce study of asymptotics
for distributions of hitting times for semi-Markov processes ηε(t), η˜ε(t), and
kηε(t) to the case of more simple semi-Markov processes kη˜ε(t).
The distributions kG˜ε,D,ij(t), t ≥ 0, j ∈ D, i ∈ D are determined by
transition probabilities kQ˜ε,kr(t), t ≥ 0, r ∈ kX, k ∈ kD, which themselves
are determined by transition probabilities kQε,kr(t), t ≥ 0, r ∈ X, k ∈ kD.
The latter transition probabilities are determined by transition probabilities
Q˜ε,D,lr(t), t ≥ 0, r ∈ X, l ∈ D, which themselves are determined by transition
probabilities Qε,lr(t), t ≥ 0, r ∈ X, l ∈ D.
This makes it possible to essentially simplify the model in the case, where
we are interested to investigate asymptotics of hitting times for some fixed
domain D and only for initial states i ∈ D. This case in considered in Sections
2 – 7. For example, we can assume in what follows in these sections that
the transition probabilities of semi-Markov processes ηε(t) and, in sequel,
the transition probabilities of semi-Markov processes η˜ε(t), kηε(t), kη˜ε(t) and
satisfy condition Bˆ.
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5.7 Weak asymptotics of hitting times for the case of two-states
domain D. The above remarks, Lemmas 5, 6, 15, 16, 18, and 19 and
Theorem 1 let us describe asymptotics for distributions of hitting times for
another simplest case, where domain D = {i, k} is a two-states set.
We assume that condition kFˆ holds, i.e., state k is less or equally absorbing
with state i. According Lemma 18, the following relation takes place,
Gε,D,ij(t) = kGε,D,ij(t) = kG˜ε,ij(t), for t ≥ 0, j ∈ D. (169)
It is obvious that, in this case, domain kD = {i} is a one-state set and,
thus, the above relation let us apply Theorem 1 to the semi-Markov processes
kη˜ε(t) instead of the semi-Markov processes ηε(t).
Relation (84) takes the following form,
kG˜ε,D,ij(t) = kF˜ε,ij(·) kp˜ε,ij, for t ≥ 0, j ∈ D. (170)
Henceforth, we always use notation kvˇε,i for the final normalising func-
tions. In the above case,
kvˇε,i = kv˜ε,i. (171)
The following theorem takes place.
Theorem 2. Let domain D = {i, k} be a two-states set and conditions A
– E, and C˜, kC˜, kCˆ, kFˆ hold. Then, the following asymptotic relation takes
place, for j ∈ D,
Gε,D,ij(· kvˇε,i)⇒ G0,D,ij(·) = kF˜0,ij(·) kp˜0,ij as ε→ 0. (172)
Remark 11. The distribution functions kF˜0,ij(·), j ∈ D are not concen-
trated in 0, i.e., kF˜0,ij(0) < 1, for j ∈ D.
The question about asymptotics of distributions Gε,D,kj(t) is more com-
plex.
We can use, in this case, relation (143) given in Lemma 16. This relation
takes, in this case, the following form, for s ≥ 0, j ∈ D,
Ψε,D,kj(s) = φ˜ε,kj(s)p˜ε,kj +Ψε,D,ij(s)φ˜ε,ki(s)p˜ε,ki. (173)
If the limiting probability p˜0,ki > 0, relation (173) and relation (85) given
in Theorem 2 imply that the following relation takes place, for s ≥ 0, j ∈ D,
Ψε,D,kj(s/ kv˜ε,i) = φ˜ε,kj(((1− kpε,ii)
v˜ε,k
v˜ε,i
s/v˜ε,k)p˜ε,kj
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+Ψε,D,ij(s/ kv˜ε,i)φ˜ε,ki((1− kpε,ii)
v˜ε,k
v˜ε,i
s/v˜ε,k)p˜ε,ki
→ φ˜0,kj((1− kp0,ii)w˜0,kis))p˜0,kj
+Ψ0,D,ij(s)φ˜0,ki((1− kp0,ii)w˜0,kis)p˜0,ki
= Ψ0,D,kj(s) as ε→ 0. (174)
If the limiting probability p˜0,ki = 0, relation (173) and relation (85) given
in Theorem 2 imply that the following relation takes place, for s ≥ 0, j ∈ D,
Ψε,D,kj(s/v˜ε,k) = φ˜ε,kj(s/v˜ε,k)p˜ε,kj
+ φ˜ε,ki(s/v˜ε,k)Ψε,D,ij(s/v˜ε,k)p˜ε,ki
→ Ψ0,D,kj(s) = φ˜0,kj(s)p˜0,kj as ε→ 0. (175)
Thus, the corresponding limiting distribution G0,D,kj(·) has the Laplace
transform Ψ0,D,kj(s) =
∫∞
0
e−stG0,D,kj(dt), s ≥ 0 given by relation (174) and
the normalising function is kvˇε,i = kv˜ε,i, if the limiting probability p˜0,ki > 0.
However, the corresponding limiting distributionG0,D,kj(·) has the Laplace
transform Ψ0,D,kj(·) given by relation (175) and the normalising function is
kvˇε,k = v˜ε,k, if the limiting probability p˜0,ki = 0.
The following theorem takes place.
Theorem 3. Let domain D = {i, k} be a two-states set and conditions
A – E and C˜, kC˜, kCˆ, kFˆ. Then, the following asymptotic relation takes
place, for j ∈ D,
Gε,D,kj(· kvˇε,k)⇒ G0,D,kj(·) as ε→ 0. (176)
It is worth to note that in the case, where kp0,ii = 1, the normalising
function v˜ε,i = o(kv˜ε,i) as ε → 0 and, thus, due to condition kF, also, the
normalising function v˜ε,k = o(kv˜ε,i) as ε → 0. Thus, in the case, where
kp0,ii = 1, p˜0,ki = 0, essentially different normalising functions should be
used for distributions Gε,D,ij(·) and Gε,D,kj(·) (namely, kv˜ε,i and v˜ε,k) in the
corresponding weak convergence relations given, respectively, in Theorems 2
and 3. Note that it is possible that the pre-limiting probability p˜ε,ik, p˜ε,ki > 0,
i.e., domain D is a communicative class of states.
Remark 12. Conditions C, C˜, kC˜, and kCˆ can be replaced by condition
C1 in Theorems 2 and 3.
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6. Algorithm of Multi-Step Reduction of Phase Space for
Perturbed Semi-Markov Processes
This section plays the key role in the paper. Here, we describe an asymp-
totic multi-step phase space reduction procedure for perturbed semi-Markov
processes. What is important that hitting times are asymptotically invariant
with respect to this procedure. We also formulate conditions which guaran-
tee that basic perturbation conditions imposed on the initial semi-Markov
processes also holds for the semi-Markov processes with reduced phase space
resulted by the above multi-step phase space reduction procedure. Also,
we describe a recurrent algorithm for re-calculating normalisation functions,
limiting distributions and expectations in the corresponding perturbation
conditions for the semi-Markov processes with reduced phase space. The
above multi-step phase space reduction procedure let us give a detailed de-
scription of weak convergence asymptotics for hitting times for perturbed
semi-Markov processes.
6.1 Sequential excluding of states from the phase space X. An
important element of the phase space reduction algorithm presented in the
paper is the procedure of sequential excluding some sequence of states k¯m¯−1 =
〈k1, k2, . . . , km¯−1〉 from domain D resulting reduction of this domain to a
one-state set. We denote by k¯nηε(t) the semi-Markov process resulted by
sequential exclusion from the phase space X of semi-Markov processes ηε(t)
the subsequence of states k¯n = 〈k1, . . . , kn〉, and denote by k¯n η˜ε(t) the semi-
Markov process resulted by exclusion virtual transitions from trajectories
of the semi-Markov process k¯nηε(t). These semi-Markov processes have the
phase space k¯nX = X \ {k1, k2, . . . , kn}, while set kD = D \ {k1, k2, . . . , kn}
plays the role of domain D for these processes.
In particular, we change notation from k1ηε(t) and k1 η˜ε(t), respectively,
to k¯1ηε(t) and k¯1 η˜ε(t), for the semi-Markov process k1ηε(t), resulted by the
procedure of exclusion from the initial phase space X state k = k1 and the
semi-Markov process k1 η˜ε(t) resulted by removing virtual transitions from
trajectories of the semi-Markov process k1ηε(t).
In the similar way, we index random variables, in particular hitting times,
phase spaces and other related sets, conditions, probabilities, expectations
and other quantities and objects related to the semi-Markov processes k¯nηε(t)
and k¯n η˜ε(t) by the left lower index k¯n (in the way such as k¯nf), in order to
distingue these random variables, phase spaces and other sets, probabilities,
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expectations and other quantities and objects, for n = 1, . . . , m¯− 1.
In order to get the similar forms for recurrent relations connecting the
above random variables, probabilities and expectations and other quantities
and objects, resulted by exclusion from the phase space of the subsequences of
states k¯n−1 and k¯n we use also the left lower index k¯0 (referring to the “empty”
subsequence k¯0 = 〈〉), for n = 1. Thus, we change notations for the initial
semi-Markov process ηε(t) and the semi-Markov process η˜ε(t), respectively,
to k¯0ηε(t) and k¯0 η˜ε(t) and make the similar indexation for the phase space
k¯0X = X domain k¯0D = D and other related sets, conditions, probabilities,
expectations and other quantities and objects related to the semi-Markov
processes k¯0ηε(t) = ηε(t) and k¯0 η˜ε(t) = η˜ε(t).
Let describe in more details the above recurrent algorithm.
6.2 Step 0. At the initial step 0, the semi-Markov process k¯0 η˜ε(t) = η˜ε(t)
is constructed with the use of the procedure of removing virtual transitions
from trajectories of the semi-Markov process k¯0ηε(t) = ηε(t). This procedure
is described in Section 3.
Conditions k¯0A = A – k¯0E = E, and k¯0C˜ = C˜ should be assumed to hold
for the semi-Markov processes k¯0ηε(t) = ηε(t).
According the above remarks about notations, probabilities, k¯0pε,ij =
pε,ij, k¯0 p˜ε,ij = p˜ε,ij, distribution functions k¯0Fε,ij(·) = Fε,ij(·), k¯0F˜ε,ij(·) =
F˜ε,ij(·), Laplace transforms k¯0φε,ij(·) = φε,ij(·), k¯0φ˜ε,ij(·) = φ˜ε,ij(·), and ex-
pectations k¯0eε,ij = eε,ij, k¯0 e˜ε,ij = e˜ε,ij, for i, j ∈ k¯0X. The roles of relations
which express the above quantities for the semi-Markov processes k¯0 η˜ε(t) via
the corresponding quantities for the semi-Markov processes k¯0ηε(t) are played
by relations (34), (45), (48), and (65).
According Lemma 3, conditions k¯0A˜ = A˜ – k¯0E˜ = E˜ and k¯0C˜
′ = C˜′
(which is equivalent to conditions k¯0C˜ and plays the role of condition C˜ for
the the semi-Markov processes k¯0 η˜ε(t)) hold.
Functions k¯0vε,i = vε,i, i ∈ k¯0D = D play the roles of the local normalisa-
tion functions in the above conditions k¯0D and k¯0E.
Functions k¯0 v˜ε,i = v˜ε,i = (1 − k¯0pε,ii)
−1vε,i = (1 − pε,ii)
−1vε,i, i ∈ k¯0D play
the roles of the local normalising functions in the above conditions k¯0D˜ and
k¯0E˜.
The roles of the corresponding asymptotic relations appearing in condi-
tions k¯0D˜ and k¯0E˜ are played by asymptotic relations (54), (63), and (68).
Also, Lemmas 4 – 6 can be reformulated in terms of random variables
k¯0τε,D = τε,D, k¯0ηε(k¯0τε,D) = ηε(τε,D), k¯0 τ˜ε,D = τ˜ε,D, k¯0 η˜ε(k¯0 τ˜ε,D) = η˜ε(τ˜ε,D),
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distributions k¯0Gε,D,ij(·) = Gε,D,ij(·), k¯0G˜ε,D,ij(·) = G˜ε,D,ij(·), and Laplace
transforms k¯0Ψε,D,ij(·) = Ψε,D,ij(·), k¯0Ψ˜ε,D,ij(·) = Ψ˜ε,D,ij(·), for i ∈ X, j ∈ D.
Also, it is useful to note that, according Lemmas 1 and 2, condition
k¯0C1 = C1 implies that conditions k¯0C, k¯0C˜, and k¯0C˜
′ hold.
6.3 Step 1. At step 1, the semi-Markov process k¯1ηε(t) = k1ηε(t) is
constructed, with the use of the procedure of the use of the procedure of
exclusion of a specially chosen state k1 ∈ k¯0D = D from the phase space
k¯0X = X of the semi-Markov process k¯0 η˜ε(t). Then, the semi-Markov process
k¯1 η˜ε(t) = k1 η˜ε(t) is constructed, with the use of the procedure of removing
virtual transitions from trajectories of the semi-Markov process k¯1ηε(t) =
k1ηε(t). The above procedures are described, respectively, in Sections 4 and
5. The semi-Markov processes k¯1ηε(t) and k¯1 η˜ε(t) have the phase space k¯1X =
k¯0X \ {k1}, while domain k¯1D = k¯0D \ {k1} replaces domain k¯0D.
At step 1, conditions k¯0A – k¯0E, and k¯0C˜ are assumed to hold. Also,
condition k¯0C˜
′ (equivalent to condition k¯0C˜) holds.
Also, condition k¯0F˜ = F˜ should be additionally assumed to hold.
Condition k¯0F˜ let us choose one of the least absorbing states, k1 ∈ k¯0D
∗
=
D
∗
, with the use of the algorithm described in Lemma 11. In fact, the choice
of state k1 ∈ k¯0D
∗
means that it is assumed that condition k¯1Fˆ = k1Fˆ holds.
At the following sub-steps 1.1 and 1.2, conditions k¯1C˜ = k1C˜, and k¯1Cˆ =
k1Cˆ should also be assumed to hold. Also, condition k¯1C = k1C holds, since
it is implied by condition k¯1C˜.
At sub-step 1.1, the semi-Markov process k¯1ηε(t) = k1ηε(t) is constructed
with the use of the procedure of exclusion state k1 ∈ k¯0D = D from the
phase space k¯0X = X of the semi-Markov process k¯0 η˜ε(t). This procedure is
described in Section 4.
At sub-step 1.2, the semi-Markov process k¯1 η˜ε(t) = k1 η˜ε(t) is constructed
with the use of the procedure of removing virtual transitions from trajectories
of the semi-Markov process k¯1ηε(t). This procedure is described in Section 5.
According the above remarks about notations, probabilities, k¯1pε,ij =
k1pε,ij, k¯1 p˜ε,ij = k1 p˜ε,ij, distribution functions k¯1Fε,ij(·) = k1Fε,ij(·), k¯1F˜ε,ij(·) =
k1F˜ε,ij(·), Laplace transforms k¯1φε,ij(·) = k1φε,ij(·), k¯1φ˜ε,ij(·) = k1φ˜ε,ij(·), and
expectations k¯1eε,ij = k1eε,ij, k¯1 e˜ε,ij = k1 e˜ε,ij, for i, j ∈ k¯1X. The roles of
relations which express the above quantities for the semi-Markov processes
k¯1ηε(t) and k¯1 η˜ε(t) via the corresponding quantities for the semi-Markov pro-
cesses k¯0ηε(t) and k¯0 η˜ε(t) are played by relations (92), (111), (113), and (121),
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for the semi-Markov processes k¯1ηε(t), and by relations (150), (152), (153),
and (124), for the semi-Markov processes k¯1 η˜ε(t).
According Lemmas 13 and 17, conditions k¯1A – k¯1E and k¯1A˜ – k¯1E˜ and
k¯1C˜
′ = k1C˜
′ (which is equivalent to condition k¯1C˜ and plays the role of
condition C˜ for the the semi-Markov processes k¯1 η˜ε(t)) hold, respectively, for
the semi-Markov processes k¯1ηε(t) and k¯1 η˜ε(t).
Functions k¯1vε,i = k¯0 v˜ε,i = (1− k¯0pε,ii)
−1vε,i = (1 − pε,ii)
−1vε,i, i ∈ k¯1D =
k1D play the role of the local normalising functions in conditions k¯1D and
k¯1E.
The roles of the corresponding asymptotic relations appearing in con-
ditions k¯1D and k¯1E are played by asymptotic relations (116), (118), and
(160).
Functions k¯1 v˜ε,i = (1− k¯1pε,ii)
−1
k¯1vε,i = (1− k¯1pε,ii)
−1(1− k¯0pε,ii)
−1vε,i =
(1 − k1pε,ii)
−1(1 − pε,ii)
−1vε,i, i ∈ k¯1D play the role of the local normalising
functions in conditions k¯1D˜ and k¯1E˜.
The roles of the corresponding asymptotic relations appearing in con-
ditions k¯1D˜ and k¯1E˜ are played by asymptotic relations (156), (158), and
(160).
Lemmas 14 – 16 can be reformulated in terms of random variables k¯0τε,D,
k¯0ηε(k¯0τε,D), k¯0 τ˜ε,D, k¯0 η˜ε(k¯0 τ˜ε,D), k¯1τε,D = k1τε,D, k¯1ηε(k¯1τε,D) = k1ηε(k1τε,D),
distributions k¯0Gε,D,ij(·), k¯0G˜ε,D,ij(·), k¯1Gε,D,ij(·) = k1Gε,D,ij(·) and Laplace
transforms k¯0Ψε,D,ij(·), k¯0Ψ˜ε,D,ij(·), k¯1Ψε,D,ij(·) = k1Ψε,D,ij(·), for i ∈ k¯1X =
k1X, j ∈ D.
Lemmas 18 – 20 can be reformulated in terms of random variables k¯0τε,D,
k¯0ηε(k¯0τε,D), k¯1τε,D, k¯1ηε(k¯1τε,D), k¯1 τ˜ε,D = k1 τ˜ε,D, k¯1 η˜ε(k¯1 τ˜ε,D) = k1 η˜ε(k¯1 τ˜ε,D),
distributions k¯0Gε,D,ij(·), k¯1Gε,D,ij(·), k¯1G˜ε,D,ij(·) = k1G˜ε,D,ij(·), and Laplace
transforms k¯0Ψε,D,ij(·), k¯1Ψε,D,ij(·), k¯1Ψ˜ε,D,ij(·) = k1Ψ˜ε,D,ij(·), for i ∈ k¯1X =
k1X, j ∈ D.
Also, it is useful to note that, according Lemmas 7 – 10, condition k¯0C1 =
C1 implies that conditions k¯1C = k1C, k¯1C˜, k¯1C˜
′, k¯1Cˆ = k1Cˆ hold. Moreover,
condition C1 is stronger than condition C0. That is why, condition C1 is also
sufficient for holding of conditions k¯0C, k¯0C˜, k¯0C˜
′.
Also, according Lemma 12, condition k¯0F0 = F0 implies that condition
k¯0F˜ = F˜ holds.
6.4 Step 2. The above recurrent procedure could be repeated. In order
to clarify better the recurrent structure of the algorithm, let us also describe
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its next step 2.
At step 2, the semi-Markov process k¯2ηε(t) is constructed, with the use
of procedure of exclusion of a specially chosen state k2 ∈ k¯1D from the phase
space k¯1X of the semi-Markov process k¯1 η˜ε(t). Then, the semi-Markov process
k¯2 η˜ε(t) is constructed, with the use of procedure of removing virtual transi-
tions from trajectories of the semi-Markov process k¯2ηε(t). The above proce-
dures are described, respectively, in Sections 4 and 5. Now, these procedures
should be applied to the semi-Markov processes k¯1ηε(t) and k¯1 η˜ε(t), instead
of the semi-Markov processes k¯0ηε(t) and k¯0 η˜ε(t) used at step 1. The semi-
Markov processes k¯2ηε(t) and k¯2 η˜ε(t) have the phase space k¯2X = X \{k1, k2},
while domain k¯2D = D \ {k1, k2} replaces domain k¯1D.
As at step 1, conditions k¯0A – k¯0E and k¯0C˜ (and, thus, condition k¯0C˜
′
equivalent to condition k¯0C˜) are assumed to hold. Also, it is assumed that
condition k¯0F˜ = F˜ holds, state k1 ∈ k¯0D
∗
= D
∗
is chosen, and, thus, condition
k¯1Fˆ = k1Fˆ holds. Finally, conditions k¯1C˜ = k1C˜ (and, thus, condition k¯1C˜
′
equivalent to condition k¯1C˜), and k¯1Cˆ = k1Cˆ should also be assumed to hold.
Also, condition k¯1C = k1C holds, since it is implied by condition k¯0C˜.
Also, as it was pointed out at step 1, condition k¯0C1 = C1 implies that
conditions k¯0C, k¯0C˜, k¯0C˜
′ and k¯1C, k¯1C˜, k¯1C˜
′, k¯1Cˆ = k1Cˆ hold, and condition
k¯0F0 implies that condition k¯0F˜ = F˜ holds.
Let us denote by k¯1F˜ and k¯2Fˆ, respectively, conditions k¯0F˜ and k¯1Fˆ, in
which the characteristics of semi-Markov processes k¯0ηε(t) and k¯0 η˜ε(t) are re-
placed by the corresponding characteristics of semi-Markov processes k¯1ηε(t)
and k¯1 η˜ε(t).
At step 2, condition k¯1F˜ should be additionally assumed to hold.
Condition k¯1F˜ let us choose one of the least absorbing state states k2 ∈
k¯1D
∗
for the semi-Markov processes k¯1ηε(t), with the use of the algorithm
described in Lemma 11. In fact, the choice of state k2 ∈ k¯1D
∗
means that it
is assumed that condition k¯2Fˆ holds for the semi-Markov processes k¯1ηε(t).
Let us denote by k¯2C, k¯2C˜, k¯2C˜
′, k¯2Cˆ, respectively, conditions k¯1C, k¯1C˜,
k¯1C˜
′, k¯1Cˆ, in which the characteristics of semi-Markov processes k¯0ηε(t) and
k¯0 η˜ε(t) are replaced by the corresponding characteristics of semi-Markov pro-
cesses k¯1ηε(t) and k¯1 η˜ε(t).
At the following sub-steps 2.1 and 2.2, conditions k¯2C˜ and k¯2Cˆ should
also be assumed to hold. Also, condition k¯2C holds, since it is implied by
condition k¯1C˜. Also, condition k¯2C˜
′ (equivalent to condition k¯2C˜) holds.
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At sub-step 2.1, the semi-Markov process k¯2ηε(t) is constructed with the
use of the procedure of exclusion state k2 ∈ k¯1D from the phase space k¯1X
of the semi-Markov process k¯1 η˜ε(t). This procedure is described in Section 4.
Now, it should be applied to semi-Markov processes k¯1 η˜ε(t), instead of the
semi-Markov processes k¯0 η˜ε(t) used at step 1.
At sub-step 2.2, the semi-Markov process k¯2 η˜ε(t) is constructed with the
use of the procedure of removing virtual transitions from trajectories of the
semi-Markov process k¯2ηε(t). This procedure is described in Section 5. Now,
it should be applied to semi-Markov processes k¯2ηε(t), instead of the semi-
Markov processes k¯1ηε(t) used at step 1.
According the above remarks, the following notations are used for the
corresponding characteristics of semi-Markov processes k¯2ηε(t) and k¯2 η˜ε(t),
namely, probabilities, k¯2pε,ij, k¯2 p˜ε,ij, distribution functions k¯2Fε,ij(·), k¯2F˜ε,ij(·),
Laplace transforms k¯2φε,ij(·), k¯2φ˜ε,ij(·), and expectations k¯2eε,ij, k¯2 e˜ε,ij, for
i, j ∈ k¯2X. The roles of relations, which express the above quantities for
the semi-Markov processes k¯2ηε(t) and k¯2 η˜ε(t) via the corresponding quanti-
ties for the semi-Markov processes k¯1ηε(t) and k¯1 η˜ε(t), are played by relations
(92), (111), (113), and (121), for the semi-Markov processes k¯2ηε(t), and by
relations (150), (152), (153), and (160), for the semi-Markov processes k¯2 η˜ε(t).
According Lemmas 13 and 17, conditions k¯2A – k¯2E and k¯2A˜ – k¯2E˜ and
k¯2C˜
′ (which plays the role of condition C˜ for the the semi-Markov processes
k¯2 η˜ε(t)) hold, respectively, for the semi-Markov processes k¯2ηε(t) and k¯2 η˜ε(t).
Functions k¯2vε,i = k¯1 v˜ε,i = (1 − k¯1pε,ii)
−1(1 − k¯0pε,ii)
−1vε,i, i ∈ k¯2D play
the role of the local normalisation functions in the above conditions k¯2D and
k¯2E.
The roles of the corresponding asymptotic relations appearing in condi-
tions k¯2D and k¯2E are played by the asymptotic relations (116), (118), and
(124).
Functions k¯2 v˜ε,i = (1 − k¯2pε,ii)
−1
k¯2vε,i = (1− k¯2pε,ii)
−1(1− k¯1pε,ii)
−1(1 −
k¯0pε,ii)
−1vε,i, i ∈ k¯2D play the role of the local normalisation functions in
conditions k¯2D˜ and k¯2E˜.
The roles of the corresponding asymptotic relations appearing in condi-
tions k¯2D˜ and k¯2E˜ are played by the by asymptotic relations (156), (158),
and (160).
Lemmas 14 –16 can be reformulated for semi-Markov processes k¯0ηε(t),
k¯1 η˜ε(t), and k¯2ηε(t) replacing, respectively, semi-Markov processes k¯0ηε(t),
k¯0 η˜ε(t), and k¯1ηε(t), i.e., in terms of random variables k¯0τε,D, k¯0ηε(k¯0τε,D),
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k¯1 τ˜ε,D, k¯1 η˜ε(k¯1 τ˜ε,D), k¯2τε,D, k¯2ηε(k¯2τε,D), distributions k¯0Gε,D,ij(·), k¯1G˜ε,D,ij(·),
k¯2Gε,D,ij(·), and Laplace transforms k¯0Ψε,D,ij(·), k¯1Ψ˜ε,D,ij(·), k¯2Ψε,D,ij(·), for
i ∈ k¯2X, j ∈ D.
Lemmas 18 – 20 can be reformulated for semi-Markov processes k¯0ηε(t),
k¯2ηε(t), and k¯2 η˜ε(t) replacing, respectively, semi-Markov processes k¯0ηε(t),
k¯1ηε(t), and k¯2 η˜ε(t), i.e., in terms of random variables k¯0τε,D, k¯0ηε(k¯0τε,D),
k¯2τε,D, k¯2ηε(k¯2τε,D), k¯2 τ˜ε,D, k¯2 η˜ε(k¯2 τ˜ε,D), distributions k¯0Gε,D,ij(·), k¯2Gε,D,ij(·),
k¯2G˜ε,D,ij(·), and Laplace transforms k¯0Ψε,D,ij(·), k¯2Ψε,D,ij(·), k¯2Ψ˜ε,D,ij(·), for
i ∈ k¯2X, j ∈ D.
6.5 Conditions of asymptotic comparability for transition prob-
abilities and normalisation functions. Let us denote by k¯1C1 = k1C1
condition k¯0C1 = C1, in which the characteristics of semi-Markov processes
k¯0ηε(t) are replaced by the corresponding characteristics of semi-Markov pro-
cess k¯1ηε(t).
Condition k¯1C1 has the following form:
k¯1C1: k¯1qε[ii
′i′′, jj′j′′] = k¯1
pε,ii′ k¯1
pε,jj′
k¯1
pε,ii′′ k¯1
pε,jj′′
→ k¯1q0[ii
′i′′, jj′j′′] ∈ [0,∞] as ε → 0,
for i′, j′ ∈ k¯1X, i
′′ ∈ k¯1Y1,i = k1Y1,i, j
′′ ∈ k¯1Y1,j = k1Y1,j , i, j ∈ k¯1D.
According Lemmas 7 – 10 (which should be applied to the semi-Markov
processes k¯1ηε(t) instead of the semi-Markov processes k¯0ηε(t)) condition k¯1C1
implies that conditions k¯2C, k¯2C˜, and k¯2Cˆ hold.
Let us introduce condition:
C2: qε[i1i
′
1i
′′
1, . . . , i4i
′
4i
′′
4] =
pε,i1i′1
pε,i2i′2
pε,i3i′3
pε,i4i′4
pε,i1i′′1
pε,i2i′′2
pε,i3i′′3
pε,i4i′′4
→ q0[i1i
′
1i
′′
1, . . . , i4i
′
4i
′′
4] ∈
[0,∞] as ε→ 0, for i′l ∈ X, i
′′
l ∈ Y1,il, il ∈ D, l = 1, . . . , 4.
Lemma 21. Condition C2 is sufficient for holding of condition kC1, for
any k ∈ D.
Proof. Since condition B holds for the semi-Markov processes ηε(t),
and, thus, probabilities 1−pε,ii, 1−pε,jj, 1−pε,kk ∈ (0, 1], ε ∈ (0, 1], for i, j ∈
kD, i 6= j. Thus, the following relation takes place, for i
′, i′′ ∈ kY1,i, j
′, j′′ ∈
kY1,j , i, j ∈ kD,
kqε[ii
′i′′, jj′j′′] =
kpε,ij′ kpε,jj′
kpε,ij′′ kpε,jj′′
=
p˜ε,ii′ + p˜ε,ikp˜ε,ki′
p˜ε,ii′′ + p˜ε,ikp˜ε,ki′′
p˜ε,jj′ + p˜ε,jkp˜ε,kj′
p˜ε,jj′′ + p˜ε,jkp˜ε,kj′′
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=∑
l′ 6=k pε,ii′pε,kl′ + pε,ikpε,ki′∑
l′′ 6=k pε,ii′′pε,kl′′ + pε,ikpε,ki′′
×
∑
m′ 6=k pε,jj′pε,km′ + pε,rkpε,kj′∑
m′′ 6=k pε,jj′′pε,km′′ + pε,jkpε,kj′′
, (177)
Since condition B holds for the semi-Markov processes ηε(t), η˜ε(t) and
kηε(t), probabilities kpε,ii′, kpε,ii′′, kpε,jj′, kpε,jj′′ ∈ (0, 1], ε ∈ (0, 1], for i
′, i′′ ∈
kY1,i, j
′, j′′ ∈ kY1,j, i, j ∈ kD, i 6= j. That is why,
∑
l′ 6=k pε,ii′pε,kl′ + pε,ikpε,ki′,∑
l′′ 6=k pε,ii′′pε,kl′′+pε,ikpε,ki′′,
∑
m′ 6=k pε,jj′pε,km′+pε,jkpε,kj′,
∑
m′′ 6=k pε,rj′′pε,km′′
+pε,jkpε,kj′ > 0, ε ∈ (0, 1], for i
′, i′′ ∈ kY1,i, j
′, j′′ ∈ kY1,j, i, j ∈ kD. Also, ev-
ery product pε,ii′pε,kl′, l
′ 6= k and pε,ikpε,ki′, as well as, every product pε,rj′pε,km′,
m′ 6= k and pε,jkpε,kj′, either takes positive value, for every ε ∈ (0, 1], or equals
0, for every ε ∈ (0, 1]. Let us introduce indicators Iii′kl′ = I(p1,ii′p1,kl′ >
0), l′ 6= k, Iikki′ = I(p1,ikp1,ki′ > 0), Irj′km′ = I(p1,rj′p1,km′ > 0), m
′ 6= k, Irkkj′ =
I(p1,jkp1,kj′ > 0). By the above remarks, at least one of these indicators take
value 1.
Using the above remarks and relation (177), we get the following relation,
for i′, i′′ ∈ kY1,i, j
′, j′′ ∈ kY1,j, i, j ∈ kD,
kqε[ii
′i′′, jj′j′′]
=
(∑
l′ 6=k
Iii′kl′
(∑
l′′ 6=k
pε,ii′′pε,kl′′
pε,ii′pε,kl′
+
pε,kl′′
pε,kl′
)−1
+ Iikki′
(∑
l′′ 6=k
pε,ii′′pε,kl′′
pε,ikpε,ki′
+
pε,kl′′
pε,ki′
)−1)
×
( ∑
m′ 6=k
Irj′km′
( ∑
m′′ 6=k
pε,jj′′pε,km′′
pε,jj′pε,km′
+
pε,km′′
pε,km′
)−1
+ Irkkj′
( ∑
m′′ 6=k
pε,jj′′pε,km′′
pε,jkpε,ks′
+
pε,km′′
pε,ks′
)−1)
=
∑
l′,m′ 6=k
Iii′kl′Ijj′km′
( ∑
l′′,m′′ 6=k
pε,ij′′pε,kl′′pε,jj′′pε,km′′
pε,ii′pε,kl′pε,js′pε,km′
+
∑
l′′ 6=k
pε,ii′′pε,kl′′pε,km′′
pε,ii′pε,kl′pε,km′
+
∑
m′′ 6=k
pε,kl′′pε,js′′pε,km′′
pε,kl′pε,js′pε,km′
+
pε,kl′′pε,km′′
pε,kl′pε,km′
)−1
+
∑
l′ 6=k
Iii′kl′Ijkks′
( ∑
l′′,m′′ 6=k
pε,ii′′pε,kl′′pε,js′′pε,km′′
pε,ii′pε,kl′pε,jkpε,kj′
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+
∑
l′′ 6=k
pε,ii′′pε,kl′′pε,km′′
pε,ii′pε,kl′pε,kj′
+
∑
m′′ 6=k
pε,kl′′pε,js′′pε,km′′
pε,kl′pε,jkpε,km′
+
pε,kl′′pε,km′′
pε,kl′pε,kj′
)−1
+
∑
m′ 6=k
Iikki′Ijj′km′
( ∑
l′′,m′′ 6=k
pε,ii′′pε,kl′′pε,jj′′pε,km′′
pε,ikpε,ki′pε,jj′pε,km′
+
∑
l′′ 6=k
pε,ii′′pε,kl′′pε,km′′
pε,ikpε,ki′pε,km′
+
∑
m′′ 6=k
pε,kl′′pε,jj′′pε,km′′
pε,ki′pε,jj′pε,km′
+
pε,kl′′pε,km′′
pε,ki′pε,km′
)−1
= Iikki′Irkks′
( ∑
l′′,m′′ 6=k
pε,ii′′pε,kl′′pε,jj′′pε,km′′
pε,ikpε,ki′pε,jkpε,kj′
+
∑
l′′ 6=k
pε,ii′′pε,kl′′pε,km′′
pε,ikpε,ki′pε,kj′
+
∑
m′′ 6=k
pε,kl′′pε,jj′′pε,km′′
pε,ki′pε,jkpε,kj′
+
pε,kl′′pε,km′′
pε,ki′pε,kj′
)−1
, (178)
where every product of the form I· I· (·)
−1 should be counted as 0 in the above
sums, if the corresponding product of indicators I· I· = 0.
Relation (178) and condition C2 imply that the following relation holds,
for i′, i′′ ∈ kY1,i, j
′, j′′ ∈ kY1,j, i, j ∈ kD,
kqε[ii
′i′′, jj′j′′]
→
∑
l′,m′ 6=k
Iii′kl′Ijj′km′
( ∑
l′′,m′′ 6=k
q0[ii
′′i′, kl′′l′, jj′′j′, km′′m′]
+
∑
l′′ 6=k
q0[ii
′′j′, kl′′l′, km′′m′] +
∑
m′′ 6=k
q0[kl
′′l′, jj′′j′, km′′m′]
+ q0[kl
′′l′, km′′m′]
)−1
+
∑
l′ 6=k
Iii′kl′Ijkkj′
( ∑
l′′,m′′ 6=k
q0[ii
′′j′, kl′′l′, jj′′k, km′′j′]
+
∑
l′′ 6=k
q0[ii
′′i′, kl′′l′, km′′j′] +
∑
m′′ 6=k
q0[kl
′′l′, jj′′k, km′′m′]
+ q0[kl
′′l′, km′′j′]
)−1
+
∑
m′ 6=k
Iikki′Ijj′km′
( ∑
l′′,m′′ 6=k
q0[ii
′′k, kl′′i′, jj′′j′, km′′m′]
+
∑
l′′ 6=k
q0[ii
′′k, kl′′i′, km′′m′] +
∑
m′′ 6=k
q0[kl
′′i′, jj′′j′, km′′m′]
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+ q0[kl
′′i′, km′′m′]
)−1
+ Iikki′Ijkkj′
( ∑
l′′,m′′ 6=k
q0[ii
′′k, kl′′i′, jj′′k, km′′j′]
+
∑
l′′ 6=k
q0[ii
′′k, kl′′i′, km′′j′] +
∑
m′′ 6=k
q0[kl
′′i′, jj′′k, km′′j′]
+ q0[kl
′′i′, km′′j′]
)−1
= kq0[ii
′i′′, jj′j′′] ∈ [0,∞] as ε→ 0, (179)
where every product of the form I·I·(·)
−1 should be counted as 0 in the above
sums , if the corresponding product of indicators I· I· = 0.
Relation (179) implies that condition C1 is sufficient for holding of con-
dition kC1. 
Lemma 21 and the the above remarks imply that conditionC2 is sufficient
for holding conditions k¯2C, k¯2C˜, and k¯2Cˆ. Moreover, condition C2 is stronger
than conditions C1 and C0. That is why, this condition is also sufficient for
holding of conditions k¯1C, k¯1C˜, k¯1C˜
′, k¯1Cˆ and k¯0C, k¯0C˜, k¯0C˜
′.
Let us denote by k¯1F0 = k1F0 condition k0F0 = F0, in which the char-
acteristics of semi-Markov processes k¯0ηε(t) and k¯0 η˜ε(t) are replaced by the
corresponding characteristics of semi-Markov processes k¯1ηε(t) and k¯1 η˜ε(t).
Condition k¯1F0 has the following form:
k¯1F0: k¯1uε[ii
′, jj′′] = k¯1
pε,ii′ k¯1
v−1ε,i
k¯1
pε,jj′′ k¯1
v−1ε,j
→ k¯1u0[ii
′, jj′′] ∈ [0,∞] as ε → 0, for i′ ∈
k¯1X, j
′′ ∈ k¯1Y1,j, i, j ∈ k¯1D.
According Lemma 12 (which should be applied to the semi-Markov pro-
cesses k¯1ηε(t) and k¯1 η˜ε(t) instead of the semi-Markov processes k¯0ηε(t) and
k¯0 η˜ε(t)) condition k¯1F0 implies that condition k¯1F˜ holds.
Let us introduce condition:
F1: uε[i1i
′
1, i2i
′′
2, i3i
′
3i
′′
3] =
pε,i1i′1
pε,i3i′3
v−1ε,i1
pε,i2i′2
pε,i3i′′3
v−1ε,j
→ u0[i1i
′
1, i2i
′′
2, i3i
′
3i
′′
3] ∈ [0,∞] as
ε→ 0, for i′1, i
′
3 ∈ X, i
′′
2 ∈ Y1,i2, i
′′
3 ∈ Y1,i3, i1, i2, i3 ∈ D.
Lemma 22. Condition F1 = k¯0F1 is sufficient for holding of condition
kF0, for any k ∈ D.
Proof. Since condition B holds for the semi-Markov processes ηε(t),
and, thus, probabilities 1 − pε,ii, 1 − pε,jj, 1 − pε,kk ∈ (0, 1], ε ∈ (0, 1], for
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i, j ∈ kD, i 6= j. Thus, the following relation takes place, for j
′ ∈ kY1,j, i
′ ∈
kY1,i, i, j ∈ kD, i 6= j,
kuε[ii
′, jj′] =
kpε,ii′ kv
−1
ε,i
kpε,jj′′ kv
−1
ε,j
=
(p˜ε,ii′ + p˜ε,ikp˜ε,ki′)(1− pε,ii)v
−1
ε,i
(p˜ε,jj′′ + p˜ε,jkp˜ε,kj′′)(1− pε,jj)v
−1
ε,j
=
(
∑
l′ 6=k pε,ii′pε,kl′ + pε,ikpε,ki′)v
−1
ε,i
(
∑
m′ 6=k pε,jj′′pε,km′ + pε,jkpε,kj′′)v
−1
ε,j
(180)
Since condition B holds for the semi-Markov processes ηε(t), η˜ε(t) and
kηε(t), probabilities kpε,ii′, kpε,jj′′,∈ (0, 1], ε ∈ (0, 1], for i
′ ∈ kY1,i, j
′′,∈ kY1,j ,
i, j ∈ kD, i 6= j. That is why,
∑
l′ 6=k pε,ii′pε,kl′+pε,ikpε,ki′,
∑
m′ 6=k pε,jj′′pε,km′+
pε,jkpε,kj′′ > 0, ε ∈ (0, 1], for i
′ ∈ kY1,i, j
′′ ∈ kY1,j, i, j ∈ kD, i 6= j. Also, ev-
ery product pε,ii′pε,kl′, l
′ 6= k and pε,ikpε,ki′, as well as, every product pε,jj′′pε,km′,
m′ 6= k and pε,jkpε,kj′, either takes positive value, for every ε ∈ (0, 1], or equals
0, for every ε ∈ (0, 1]. Let us introduce indicators Iii′kl′ = I(p1,ii′p1,kl′ >
0), l′ 6= k, Iikki′ = I(p1,ikp1,ki′ > 0). By the above remarks, at least one of
these indicators take value 1.
Using the above remarks and relation (180), we get the following relation,
for i′ ∈ kY1,i, j
′ ∈ kY1,j , i, j ∈ kD,
kuε[ii
′, jj′′] =
∑
l′ 6=k
Iii′kl′
( ∑
m′ 6=k
pε,jj′′pε,km′v
−1
ε,j
pε,ii′pε,kl′v
−1
ε,i
+
pε,jkpε,kj′′v
−1
ε,j
pε,ii′pε,kl′v
−1
ε,i
)−1
+ Iikki′
( ∑
m′ 6=k
pε,jj′′pε,km′v
−1
ε,j
pε,ikpε,ki′v
−1
ε,i
+
pε,jkpε,kj′′′v
−1
ε,j
pε,ikpε,ki′v
−1
ε,i
)−1
, (181)
where every product of the form I· (·)
−1 should be counted as 0 in the above
sums, if the corresponding indicator I· = 0.
Relation (181) and condition F1 imply that the following relation holds,
for i′ ∈ kY1,i, j
′′ ∈ kY1,j, i, j ∈ kD,
kuε[ii
′, jj′′]→
∑
l′ 6=k
Iii′kl′
( ∑
m′ 6=k
u0[jj
′′, ii′, km′l′] + u0[jk, ii
′, kj′′l′]
)−1
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+ Iikki′
( ∑
m′ 6=k
u0[jj
′′, ik, km′i′] + u0[jk, ik, kj
′′i′]
)−1
= ku0[ii
′, jj′′] ∈ [0,∞] as ε→ 0, (182)
where every product of the form I· (·)
−1 should be counted as 0 in the above
sums, if the corresponding indicator I· = 0.
Relation (182) implies that condition F1 is sufficient for holding of con-
dition kF0. 
Lemma 23 and the above remarks imply that condition F1 is sufficient for
holding condition k¯1F˜. Moreover, condition F1 is stronger than conditions
F0. That is why, this condition is also sufficient for holding of condition k¯0F˜.
6.6 A general description of recurrent asymptotic algorithm of
phase space reduction. We are now prepared to describe an arbitrary
n-th step of the phase space reduction algorithm, for 1 ≤ n ≤ m¯− 1. There-
fore, we assume that n − 1 steps of this algorithms have been already re-
alised, i.e., that the initial semi-Markov process k¯0ηε(t) have been transformed
with the use of procedure of removing virtual transitions from trajectories in
this semi-Markov process in the semi-Markov process k¯0 η˜ε(t), and, then, the
above pair of semi-Markov processes k¯0ηε(t), k¯0 η˜ε(t) has been sequentially, for
r = 1, . . . , n− 1, transformed in the pairs of reduced semi-Markov processes
k¯rηε(t), k¯r η˜ε(t), with the use of procedure of removing virtual transitions from
trajectories of the semi-Markov processes k¯rηε(t), then the the exclusion of
state kr from the phase space of the semi-Markov process k¯r η˜ε(t), The above
procedures are described, respectively, in Sections 4 and 5.
Thus, it is assumed that initial basic conditions k¯0A – k¯0E, and k¯0C˜ (and,
thus, condition k¯0C˜
′ equivalent to condition k¯0C˜) hold.
Let us denote, for r = 1, . . . , n − 1, by k¯rC, k¯rC˜, k¯rC˜
′, and k¯rCˆ, re-
spectively, conditions k¯1C, k¯1C˜, k¯1C˜
′, k¯1Cˆ, in which the characteristics of
semi-Markov processes k¯0ηε(t) and k¯0 η˜ε(t) are replaced by the corresponding
characteristics of semi-Markov processes k¯rηε(t) and k¯r η˜ε(t).
The realisation of n − 1 steps for the phase space reduction algorithm
pointed above requires to assume that conditions k¯rC˜, k¯rCˆ, r = 1, . . . , n −
1 are assumed to hold. Also conditions k¯rC, r = 1, . . . , n − 1 hold (since
condition k¯rC is implied by condition k¯r−1C˜, for every r = 1, . . . , n− 1), and
conditions k¯rC˜
′, r = 1, . . . , n − 1 hold (since condition k¯rC˜
′ is equivalent to
condition k¯rC˜ for every r = 1, . . . , n− 1).
Let us also denote, for r = 1, . . . , n, by k¯r−1F˜ condition k¯0F˜, in which
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the characteristics of semi-Markov processes k¯0ηε(t) and k¯0 η˜ε(t) are replaced
by the corresponding characteristics of semi-Markov processes k¯r−1ηε(t) and
k¯r−1 η˜ε(t).
Also conditions k¯r−1F˜, r = 1, . . . , n − 1 are assumed to hold, and states
kr ∈ k¯r−1D
∗
are chosen, for r = 1, . . . , n − 1. This implies that conditions
k¯rFˆ, r = 1, . . . , n− 1 hold.
According Lemmas 13 and 17 (applied sequentially, for r = 1, . . . , n− 1,
to the semi-Markov processes k¯rηε(t) and k¯r η˜ε(t)), conditions k¯rA – k¯rE and
k¯rA˜ – k¯rE˜, and k¯rC˜
′ hold, for r = 1, . . . , n− 1.
At n-th step, condition k¯n−1F˜ should be additionally assumed to hold.
Condition k¯n−1F˜ let us choose one of the least absorbing state states kn ∈
k¯n−1D
∗
for the semi-Markov processes k¯n−1ηε(t), with the use of the algorithm
described in Lemma 11. In fact, the choice of state kn ∈ k¯n−1D
∗
means that it
is assumed that condition k¯nFˆ holds for the semi-Markov processes k¯n−1ηε(t).
Let us denote by k¯nC, k¯nC˜, k¯nC˜
′, k¯nCˆ, respectively, conditions k¯1C, k¯1C˜,
k¯1C˜
′, k¯1Cˆ, in which the characteristics of semi-Markov processes k¯0ηε(t),
k¯0 η˜ε(t), and k¯1ηε(t) are replaced by the corresponding characteristics of semi-
Markov processes k¯n−1ηε(t), k¯n−1 η˜ε(t), and k¯nηε(t).
At the following sub-steps n.1 and n.2, conditions k¯nC˜ and k¯nCˆ should
also be assumed to hold. Also, condition k¯nC holds, since it is implied by
condition k¯n−1C˜, and condition k¯nC˜
′ (equivalent to condition k¯nC˜) holds.
At sub-step n.1, the semi-Markov process k¯nηε(t) is constructed with the
use of the procedure of exclusion state kn ∈ k¯n−1D from the phase space
k¯n−1X = X \ {k1, . . . , kn−1} of the semi-Markov process k¯n−1 η˜ε(t). This pro-
cedure is described in Section 4. Now, it should be applied to semi-Markov
processes k¯n−1 η˜ε(t), instead of the semi-Markov processes k¯0 η˜ε(t) used at sub-
step 1.1.
At sub-step n.2, the semi-Markov process k¯n η˜ε(t) is constructed with the
use of the procedure of removing virtual transitions from trajectories of the
semi-Markov process k¯nηε(t). This procedure is described in Section 5. Now,
it should be applied to semi-Markov processes k¯nηε(t), instead of the semi-
Markov processes k¯1ηε(t) used at sub-step 1.2.
The semi-Markov processes k¯nηε(t) and k¯n η˜ε(t) have the phase space k¯nX =
X \ {k1, . . . , kn}. The role of domain D is played by the domain k¯nD =
D \ {k1, . . . , kn}.
According the above remarks, the following notations are used for the
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corresponding characteristics of semi-Markov processes k¯nηε(t) and k¯n η˜ε(t),
namely, probabilities, k¯npε,ij, k¯n p˜ε,ij, distribution functions k¯nFε,ij(·), k¯nF˜ε,ij(·),
Laplace transforms k¯nφε,ij(·), k¯nφ˜ε,ij(·), and expectations k¯neε,ij, k¯n e˜ε,ij, for
i, j ∈ k¯nX.
The roles of relations, which express the above quantities for the semi-
Markov processes k¯nηε(t) and k¯n η˜ε(t) via the corresponding quantities for
the semi-Markov processes k¯n−1ηε(t) and ’k¯n−1 η˜ε(t), are played by relations
(92), (111), (113), and (121), for the semi-Markov processes k¯nηε(t), and
by relations (150), (152), (153), and (160), for the semi-Markov processes
k¯n η˜ε(t).
According Lemmas 13 and 17, conditions k¯nA – k¯nE and k¯nA˜ – k¯nE˜ and
k¯nC˜
′ (which plays the role of condition C˜ for the the semi-Markov processes
k¯n η˜ε(t)) hold, respectively, for the semi-Markov processes k¯nηε(t) and k¯n η˜ε(t).
Functions k¯nvε,i = k¯n−1 v˜ε,i =
∏n−1
l=0 (1− k¯lpε,ii)
−1vε,i, i ∈ k¯nD play the role
of the local normalising functions in the above conditions k¯nD and k¯nE.
The roles of the corresponding asymptotic relations appearing in condi-
tions k¯nD and k¯nE are played by the asymptotic relations (116), (118), and
(124), where characteristics of the semi-Markov processes k¯0 η˜ε(t) and k¯1ηε(t)
should be replaced by the corresponding characteristics of the semi-Markov
processes k¯n−1 η˜ε(t) and k¯nηε(t).
Functions k¯n v˜ε,i = (1 − k¯npε,ii)
−1
k¯nvε,i =
∏n
l=0(1 − k¯lpε,ii)
−1vε,i, i ∈ k¯nD
play the role of the local normalising functions in conditions k¯nD˜ and k¯nE˜.
The roles of the corresponding asymptotic relations appearing in condi-
tions k¯nD˜ and k¯nE˜ are played by the by asymptotic relations (156), (158), and
(160), where characteristics of the semi-Markov processes k¯1ηε(t) and k¯1 η˜ε(t)
should be replaced by the corresponding characteristics of the semi-Markov
processes k¯nηε(t) and k¯n η˜ε(t).
Lemmas 14 – 16 can be reformulated for semi-Markov processes k¯0ηε(t),
k¯n−1 η˜ε(t), and k¯nηε(t) replacing, respectively, semi-Markov processes k¯0ηε(t),
k¯0 η˜ε(t), and k¯1ηε(t), i..e., in terms of random variables k¯0τε,D, k¯0ηε(k¯0τε,D),
k¯n−1 τ˜ε,D, k¯n−1 η˜ε(k¯n−1 τ˜ε,D), k¯nτε,D, k¯nηε(k¯nτε,D), distributions k¯0Gε,D,ij(·),
k¯n−1G˜ε,D,ij(·), k¯nGε,D,ij(·), and Laplace transforms k¯0Ψε,D,ij(·), k¯n−1Ψ˜ε,D,ij(·),
k¯nΨε,D,ij(·), for i ∈ k¯nX, j ∈ D.
Lemmas 18 – 20 can be reformulated for semi-Markov processes k¯0ηε(t),
k¯nηε(t), and k¯n η˜ε(t) replacing, respectively, semi-Markov processes k¯0ηε(t),
k¯1ηε(t), and k¯2 η˜ε(t), i.e., in terms of random variables k¯0τε,D, k¯0ηε(k¯0τε,D),
k¯nτε,D, k¯nηε(k¯nτε,D), k¯n τ˜ε,D, k¯n η˜ε(k¯n τ˜ε,D), distributions k¯0Gε,D,ij(·), k¯nGε,D,ij(·),
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k¯nG˜ε,D,ij(·), and Laplace transforms k¯0Ψε,D,ij(·), k¯nΨε,D,ij(·), k¯nΨ˜ε,D,ij(·), for
i ∈ k¯nX, j ∈ D.
6.7 Summary. The following lemma summarises the above remarks.
Lemma 23. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , n and
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , n − 1 are chosen in such way
that condition k¯rFˆ holds, for r = 1, . . . , n. Then, conditions A – E and C˜
hold for the semi-Markov processes k¯nηε(t) and k¯n η˜ε(t), respectively, in the
form of conditions k¯nA – k¯nE, k¯nC˜
′ and k¯nA˜ – k¯nE˜, k¯nC˜
′.
6.7 Asymptotic comparability for transition probabilities and
normalising functions. Let us denote by k¯n−1C2 condition k¯0C2, in which
the characteristics of semi-Markov processes k¯0ηε(t) are replaced by the cor-
responding characteristics of semi-Markov process k¯n−1ηε(t).
Let us denote, for i ∈ k¯n−1D,
k¯n−1Yε,i = {r ∈ k¯n−1D : k¯n−1pε,ir > 0} (183)
Condition k¯n−1B implies that sets k¯n−1Yε,i = k¯n−1Y1,i, ε ∈ (0, 1], for i ∈
k¯n−1D.
Condition k¯n−1C1 has the following form:
k¯n−1C1: k¯n−1qε[ii
′i′′, jj′j′′] =
k¯n−1
pε,ii′ k¯n−1
pε,jj′
k¯n−1
pε,ii′′ k¯n−1
pε,jj′′
→ k¯n−1q0[ii
′i′′, jj′j′′] ∈ [0,∞]
as ε→ 0, for i′, j′ ∈ k¯n−1X, i
′′ ∈ k¯n−1Y1,i, j
′′ ∈ k¯n−1Y1,j , i, j ∈ k¯n−1D.
According Lemmas 11–14 (which should be applied to the semi-Markov
processes k¯n−1ηε(t) instead of the semi-Markov processes k¯0ηε(t)) condition
k¯n−1C1 implies that conditions k¯nC, k¯nC˜, k¯nC˜
′, and k¯nCˆ hold.
Let us introduce, for n ≥ 3, condition:
Cn: qε[i1i
′
1, i
′′
1, . . . , i2ni
′
2ni
′′
2n ] =
∏2n
l=0
pε,ili
′
l
pε,ili
′′
l
→ q0[i1i
′
1, i
′′
1, . . . , i2ni
′
2ni
′′
2n ] ∈ [0,∞]
as ε→ 0, for i′l ∈ X, i
′′
l ∈ Y1,il, il ∈ D, l = 1, . . . , 2
n.
Lemma 24. Condition Cn is sufficient for holding of condition k¯n−1C1,
for any k1, . . . , kn−1 ∈ D, k1 6= · · · 6= kn−1.
The proof of Lemma 24 is analogous to the proof of Lemma 21.
Lemma 24 and the above remarks imply that condition Cn is sufficient
for holding of conditions k¯nC, k¯nC˜, k¯nC˜
′, and k¯nCˆ. Moreover, since condition
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Cn is stronger than condition Cr−1, for r = 1, . . . , n, condition Cn is, in fact,
sufficient for holding of all conditions k¯rC, k¯rC˜, k¯rC˜
′, k¯rCˆ, r = 0, . . . , n.
The comparability condition Cn is expressed via transition probabilities
pε,ij in much more explicit form than conditions k¯rC, k¯rC˜, k¯rC˜
′, k¯rCˆ, r =
0, . . . , n.
A disadvantage of condition Cn is that it requires existence of a large
number of limits.
However, some effective sufficient (for holding of condition Cn conditions
based on the notion of a complete family of asymptotically comparable func-
tions can be formulated.
A family of positive functions H = {h(·)} defined on interval (0, 1] is a
complete family of asymptotically comparable functions if: (1) it is closed
with respect to operation of summation, multiplication and devision, and (2)
there exist limε→0 h(ε) = a[h(·)] ∈ [0,∞], for any function h(·) ∈ H.
An example is the family H1 of positive functions such that, for any
h(·) ∈ H1, there exist constants ah > 0 and bh ∈ (−∞,∞) such that,
h(ε)
ahεbh
→ 1 as ε→ 0. (184)
The detailed discussion related to the above notion of complete family of
asymptotically comparable functions and other examples of such families are
given in Appendix A.
This condition automatically hold and limits appearing in it are easily
computable, for example, if condition B holds and transition probabilities
pε,ij, ε ∈ (0, 1], j ∈ Y1,i, i ∈ D satisfy the following condition:
G: Functions p·,ij, j ∈ Y1,i, i ∈ D belong to some complete family of asymp-
totically comparable functions.
Lemma 25. Condition G is sufficient for holding of condition Cm¯−1
and, thus, for holding of conditions k¯rC, k¯rC˜, k¯rC˜
′, k¯rCˆ, r = 0, . . . , m¯ − 1,
for any k1, . . . , km¯−1 ∈ D, k1 6= · · · 6= km¯−1.
The proof of this lemma and the discussion connected additional restric-
tions caused by stochasticity of matrix ‖pε,ij‖ are given in Appendix A.
Here, we also would like to mention that only limits appearing in con-
ditions k¯rC, k¯rC˜, k¯rC˜
′, k¯rCˆ, r = 0, . . . , n are actually used for computing
limiting Laplace transforms in conditions k¯0D˜
′, k¯rD
′, k¯rD˜, r = 1, . . . , n. As
far as limits in condition C2n are concerned, their existence is sufficient for
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existence, but these limits itself are not directly used for computing the above
mentioned limits appearing in conditions k¯rC, k¯rC˜, k¯rC˜
′, k¯rCˆ, r = 0, . . . , n.
Let us denote by k¯n−1F0 condition k¯0F0, in which the characteristics of
semi-Markov processes k¯0ηε(t) and k¯0 η˜ε(t) are replaced by the corresponding
characteristics of semi-Markov processes k¯n−1ηε(t) and k¯n−1 η˜ε(t). Condition
k¯n−1F0 has the following form:
k¯n−1F0: k¯n−1uε[jj
′, ii′] =
k¯n−1
pε,jj′ k¯n−1
v−1ε,j
k¯n−1
pε,ii′ k¯n−1
v−1ε,i
→ k¯n−1u0[jj
′, ii′] ∈ [0,∞] as ε→ 0,
for j′ ∈ k¯n−1X, i
′ ∈ k¯n−1Y1,i, j, i ∈ k¯n−1D.
According Lemma 12 (which should be applied to the semi-Markov pro-
cesses k¯n−1ηε(t) and k¯n−1 η˜ε(t) instead of the semi-Markov processes k¯0ηε(t)
and k¯0 η˜ε(t)) condition k¯n−1F0 implies that condition k¯n−1F˜ holds.
Let us introduce, for n ≥ 3, condition:
Fn−1: uε[i1i
′
1, i2i
′′
2, i3i
′
3i
′′
3, . . . , i2n−1+1i
′
2n−1+1i
′′
2n−1+1] =
pε,i1i′1
pε,i2i′′2
∏2n−1+1
l=3
pε,ili
′
l
pε,ili
′′
l
v−1ε,i1
v−1
ε,i2
→ u0[i1i
′
1, i2i
′′
2, i3i
′
3i
′′
3, . . . , i2n−1+1i
′
2n−1+1i
′′
2n−1+1] ∈ [0,∞] as ε→ 0, for
i′1, i
′
l ∈ X, i
′′
2, i
′′
l ∈ Y1,il, i1, i2, il ∈ D, l = 3, . . . , 2
n−1 + 1.
Lemma 26. Condition Fn−1 is sufficient for holding of condition k¯n−1F1,
for any k1, . . . , kn−1 ∈ D, k1 6= · · · 6= kn−1.
The proof of Lemma 26 is analogous with the proof of Lemma 22.
Lemma 26 and the above remarks imply that condition Fn−1 is sufficient
for holding of conditions condition k¯n−1F˜. Moreover, since condition Fn−1 is
stronger than condition Fr−1, for r = 1, . . . , n− 1, condition Fn−1 is, in fact,
sufficient for holding of all conditions k¯r−1F˜ for r = 1, . . . , n− 1.
The comparability condition Fn−1 is expressed via transition probabilities
pε,ij and normalising functions vε,i in much more explicit form than conditions
k¯r−1F˜ for r = 1, . . . , n.
A disadvantage of condition Fn−1 requires existence of a large number of
limits.
However, this condition automatically hold, if condition B holds, and
transition probabilities pε,ij, ε ∈ (0, 1], j ∈ Y1,i, i ∈ D and the normalisation
functions vε,i, ε ∈ (0, 1], i ∈ D satisfy the following condition:
H: Functions p·,ij, j ∈ Y1,i, i ∈ D and v·,i, i ∈ i ∈ D belong to some com-
plete family of asymptotically comparable functions.
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Lemma 27. Condition H is sufficient for holding of condition Fm¯−2 and,
thus, for holding of conditions k¯r−1F˜, r = 1, . . . , m¯−1, for any k1, . . . , km¯−1 ∈
D, k1 6= · · · 6= km¯−1.
The proof of the lemma is given in Appendix A.
Here, we also would like to mention that only limits appearing in condi-
tions k¯r−1F˜ for r = 1, . . . , n are actually used for computing limiting Laplace
transforms and expectations in conditions k¯0D˜
′, k¯rD
′, k¯rE˜, r = 1, . . . , n. As
far as limits in condition Fn−1 are concerned, their existence is sufficient for
existence, but these limits itself are not directly used for computing the above
mentioned limits appearing in conditions k¯r−1F˜, r = 1, . . . , n.
In conclusion, we would like also to mention that the number of lim-
its, which should be computed in every above conditions k¯0C, k¯rC, k¯rC˜,
k¯rC˜
′, k¯rCˆ, r = 1, . . . , n does not exceed (m + m¯)m¯ (recall that m and m¯
are the numbers of states, respectively, in domain D and domain D). Also,
the number of limits, which should be computed in every above conditions
k¯r−1F˜, r = 1, . . . , n doed not exceed m¯.
Thus, for n = m¯ − 1, the total number of limits in all conditions listed
above do not exceed (m+ m¯+ 1)m¯2.
In the case, where condition H holds, the pre-limiting quantities in con-
ditions k¯0C, k¯rC, k¯rC˜, k¯rC˜
′, k¯rCˆ, r = 1, . . . , n and k¯r−1F˜, r = 1, . . . , n belong
to the complete family of asymptotically comparable functions pointed in
condition H.
The above algorithms became more effective, in the case where the asymp-
totic comparability condition H is based on some concrete complete family
of asymptotically comparable functions admitting effective computation of
limits related to summation, multiplication and division operations. For ex-
ample, this relates to the above mentioned family H1, and families H2 and
H3 described in Appendix A.
In this case, computations of limits in conditions k¯0C, k¯rC, k¯rC˜, k¯rC˜
′,
k¯rCˆ, r = 1, . . . , n and k¯r−1F˜, r = 1, . . . , n do require to perform the finite
number of arithmetic operations. Moreover, due to the recurrent character
of conditions k¯rC, k¯rC˜, k¯rC˜
′, k¯rCˆ and k¯r−1F˜, the numbers of operations is the
same for each of the above conditions, for every r = 1, . . . , n. This implies
that, in the case n = m¯ − 1, the total number of operations required for
computing all limits in conditions k¯0C, k¯rC, k¯rC˜, k¯rC˜
′, k¯rCˆ, r = 1, . . . , m¯− 1
and k¯r−1F˜, r = 1, . . . , m¯− 1 is of the order O(m¯
3).
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7 Weak Asymptotics for Distributions of Hitting Times
In this section, we formulate and prove theorems about weak convergence
of hitting times as well as describe the recurrent algorithm for computing the
corresponding limiting Laplace transforms and normalisation functions.
7.1 Recurrent relations for hitting times, their distributions and
Laplace transforms. Let k¯m¯ = 〈k1, k2, . . . , km¯〉 be an arbitrary sequence of
different states from domain D.
The following Lemmas 28 – 33 are analogs of Lemmas 14 – 16 and 18
– 20. They play the key role in the phase space reduction algorithm and
getting recurrent weak convergence relations for hitting times.
The proofs of Lemmas 28 – 33 can be obtained by recurrent realisation of
the following steps. At step 0, Lemmas 4 – 6 should be applied to the semi-
Markov processes k¯0ηε(t) and k¯0 η˜ε(t). At step 1, Lemmas 14 – 16 should be
applied to the semi-Markov processes k¯0 η˜ε(t) and k¯1ηε(t) and, then, Lemmas
18 – 20 should be applied to the semi-Markov processes k¯1ηε(t) and k¯1 η˜ε(t).
At step 2, Lemmas 14 – 16 should be applied to the semi-Markov processes
k¯1 η˜ε(t) and k¯2ηε(t) and, then, Lemmas 18 – 20 should be applied to the semi-
Markov processes k¯2ηε(t) and k¯2 η˜ε(t), etc. Finally, at step n, Lemmas 14 –
16 should be applied to the semi-Markov processes k¯n−1 η˜ε(t) and k¯nηε(t) and,
then, Lemmas 18 – 20 should be applied to the semi-Markov processes k¯nηε(t)
and k¯n η˜ε(t).
Lemma 28. Let conditions k¯0A, k¯0B hold. Then, for every n = 0, . . . , m¯−
1, conditions k¯nA, k¯nB, k¯nA˜, k¯nB˜ hold, and the following relations take place,
for ε ∈ (0, 1],
Pi{τε,D = k¯nτε,D = k¯n τ˜ε,D,
ηε(τεD) = k¯nηε(k¯nτε,D) = k¯n η˜ε(k¯n τ˜εD)} = 1, i ∈ k¯nX. (185)
Lemma 29. Let conditions k¯0A, k¯0B hold. Then, for every n = 0, . . . , m¯−
1, conditions k¯nA, k¯nB, k¯nA˜, k¯nB˜ hold, and the following relations take place,
for ε ∈ (0, 1],
Gε,D,ij(t) = k¯nGε,D,ij(t) = k¯nG˜ε,D,ij(t), t ≥ 0, j ∈ D, i ∈ k¯nX. (186)
Lemma 30. Let conditions k¯0A, k¯0B hold. Then, for every n = 0, . . . , m¯−
1, conditions k¯nA, k¯nB, k¯nA˜, k¯nB˜ hold, and the following relations take place,
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for ε ∈ (0, 1],
Ψε,D,ij(s) = k¯nΨε,D,ij(s) = k¯nΨ˜ε,D,ij(s), s ≥ 0, j ∈ D, i ∈ k¯nX. (187)
Lemma 31. Let conditions k¯0A, k¯0B hold. Then, for every n = 1, . . . , m¯−
1, conditions k¯n−1A˜, k¯n−1B˜, k¯nA, k¯nB hold, and the following relations take
place, for ε ∈ (0, 1],
Pi{τε,D = k¯n−1 τ˜ε,D = k¯nτε,D,
ηε(τεD) = k¯n−1 η˜ε(k¯n−1 τ˜εD) = k¯nηε(k¯nτε,D)} = 1, j ∈ D, i ∈ k¯nX, (188)
and
Pkn{τε,D = k¯n−1 τ˜ε,D = k¯n−1 κ˜ε,1I(k¯n−1 η˜ε,1 ∈ D)
+ (k¯n−1 κ˜ε,1 + k¯nτε,D)I(k¯n−1 η˜ε,1 ∈ k¯nD),
ηε(τε,D) = k¯n−1 η˜ε(k¯n−1 τ˜ε,D) = k¯n−1 η˜ε,1I(k¯n−1 η˜ε,1 ∈ D)
+ k¯nηε(k¯nτε,D)I(k¯n−1 η˜ε,1 ∈ k¯nD)} = 1, j ∈ D. (189)
Lemma 32. Let conditions k¯0A, k¯0B hold. Then, for every n = 1, . . . , m¯−
1, conditions k¯n−1A˜, k¯n−1B˜, k¯nA, k¯nB hold, and the following relations take
place, for ε ∈ (0, 1],
Gε,D,ij(t) = k¯n−1G˜ε,D,ij(t)
= k¯nGε,D,ij(t), t ≥ 0, j ∈ D, i ∈ k¯nX, (190)
and
Gε,D,knj(t) = k¯n−1G˜ε,D,knj(t) = k¯n−1F˜ε,knj(t) k¯n−1 p˜ε,knj
+
∑
r∈ k¯nD
k¯n−1F˜ε,knr(t) ∗ k¯nGε,D,rj(t) k¯n−1 p˜ε,knr
= k¯n−1F˜ε,knj(t) k¯n−1 p˜ε,knj
+
∑
r∈ k¯nD
k¯n−1F˜ε,knr(t) ∗Gε,D,rj(t) k¯n−1 p˜ε,knr, t ≥ 0, j ∈ D. (191)
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Lemma 33. Let conditions k¯0A, k¯0B hold. Then, for every n = 1, . . . , m¯−
1, conditions k¯n−1A˜, k¯n−1B˜, k¯nA, k¯nB hold, and the following relations take
place, for ε ∈ (0, 1],
Ψε,D,ij(s) = k¯n−1Ψ˜ε,D,ij(s)
= k¯nΨε,D,ij(s), s ≥ 0, j ∈ D, i ∈ k¯nX, (192)
and
Ψε,D,knj(s) = k¯n−1Ψ˜ε,D,knj(s) = k¯n−1φ˜ε,knj(s) k¯n−1 p˜ε,knj
+
∑
r∈ k¯nD
k¯nΨε,D,rj(s) k¯n−1φ˜ε,knr(s) k¯n−1 p˜ε,knr
= k¯n−1φ˜ε,knj(s) k¯n−1 p˜ε,knj
+
∑
r∈ k¯nD
Ψε,D,rj(s) k¯n−1φ˜ε,knr(s) k¯n−1 p˜ε,knr, s ≥ 0, j ∈ D. (193)
In what follows, we assume that the asymptotic recurrent algorithm of
phase space reduction described in Section 6 is realised for n = m¯− 1.
In the following Subsections 7.2 – 7.8, we assume that conditions A
– E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯ − 1 hold, where the states kr ∈
k¯r−1D
∗
, r = 1, . . . , m¯− 1 are chosen in such way that condition k¯rFˆ holds, for
r = 1, . . . , m¯− 1.
In this case, domain k¯m¯−1D = D \ {k1, . . . , km¯−1} = {km¯} is a one-state
set, which can be referred as one of the most absorbing states in domain D.
In what follows, we denote as k¯m = 〈k1, . . . , km〉 the sequence of states
constructed with the use of the above algorithm, and use for the correspond-
ing final normalisation function for hitting times τε,D used for the case, where
an initial state is ki ∈ D, the notation k¯m vˇε,ki.
7.2 Weak asymptotic for distributions of hitting times for the
case with the most absorbing initial state. Let us now consider the
case, where the initial state is km¯.
The reduced semi-Markov processes k¯m¯−1ηε(t) and k¯m¯−1 η˜ε(t) have the phase
space k¯m¯−1X = X \ {k1, . . . , km¯−1} = D ∪ {km¯}.
Obviously, the hitting time k¯m¯−1 τ˜ε,D = k¯m¯−1 κ˜ε,1 and k¯m¯−1 η˜ε(k¯m¯−1 τ˜ε,D) =
k¯m¯−1 η˜ε,1, if ηε(0) = km¯.
Lemma 30 implies the following relation takes place,
Gε,D,km¯j(t) = k¯m¯−1F˜ε,km¯j(t) k¯m¯−1 p˜ε,km¯j , t ≥ 0, j ∈ D. (194)
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The corresponding final normalisation function takes the following form,
k¯m¯ vˇε,km¯ = k¯m¯−1 v˜ε,km¯ =
m¯−1∏
l=0
(1− k¯lpε,km¯km¯)
−1vε,km¯. (195)
The following theorem, which is the direct corollary of Lemma 23 and
relation (194), takes place.
Theorem 4. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯−1
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯− 1 are chosen in such way
that condition k¯rFˆ holds, for r = 1, . . . , m¯−1. Then, the following asymptotic
relation takes place, for j ∈ D,
Gε,D,km¯j(· k¯m¯ vˇε,km¯)⇒ G0,D,km¯j(·)
= k¯m¯−1F˜0,km¯j(·) k¯m¯−1 p˜0,km¯j as ε→ 0. (196)
Note that, in this case, the limiting distribution G0,D,km¯j(·) has, for every
j ∈ D, the Laplace transform,
Ψ0,D,km¯j(s) =
∫ ∞
0
e−stG0,D,km¯j(dt)
= φ˜0,km¯j(s)p˜0,km¯j, s ≥ 0. (197)
7.3 Weak asymptotic for distributions of hitting times for the
case with the second most absorbing initial state. Let us now consider
the case, where the initial state is km¯−1.
The reduced semi-Markov processes k¯m¯−2ηε(t) and k¯m¯−2 η˜ε(t) have the phase
space k¯m¯−2X = X \ {k1, . . . , km¯−2} = D ∪ {km¯−1, km¯}, while domain k¯m¯−2D¯ =
D \ {k1, . . . , km¯−2} = {km¯−1, km¯} is a two-states set.
We can use, in this case, relation (193) given in Lemma 33. This relation
takes, in this case, the following form, for s ≥ 0, j ∈ D,
Ψε,D,km¯−1j(s) = k¯m¯−2φ˜ε,km¯−1j(s) k¯m¯−2 p˜ε,km¯−1j
+Ψε,D,km¯j(s) k¯m¯−2φ˜ε,km¯−1km¯(s) k¯m¯−2 p˜ε,km¯−1km¯ . (198)
If the limiting probability k¯m¯−2 p˜0,km¯−1km¯ > 0, the corresponding final nor-
malisation function take the form,
k¯m¯ vˇε,km¯−1 = k¯m¯−1 v˜ε,km¯ =
m¯−1∏
l=0
(1− k¯lpε,km¯km¯)
−1vε,km¯. (199)
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Relation (196) given in Theorem 4 and relation (198) imply that the
following relation takes place, for s ≥ 0, j ∈ D,
Ψε,D,km¯−1j(s/ k¯m¯−1 v˜ε,km¯)
= k¯m¯−2φ˜ε,km¯−1j((1− k¯m¯−1pε,km¯km¯)
k¯m¯−2 v˜ε,km¯−1
k¯m¯−2 v˜ε,km¯
s/ k¯m¯−2 v˜ε,km¯−1)
× k¯m¯−2 p˜ε,km¯−1j
+Ψε,D, k¯m¯j(s/ k¯m¯−1 v˜ε,km¯)
× k¯m¯−2φ˜ε,km¯−1km¯((1− k¯m¯−1pε,km¯km¯)
k¯m¯−2 v˜ε,km¯−1
k¯m¯−2 v˜ε,km¯
s/ k¯m¯−2 v˜ε,km¯−1)
× k¯m¯−2 p˜ε,km¯−1km¯
→ k¯m¯−2φ˜0,km¯−1j((1− k¯m¯−1p0,km¯km¯) km¯−2w˜0,km¯−1km¯s) k¯m¯−2 p˜0,km¯−1j
+Ψ0,D, k¯m¯ j(s)
× k¯m¯−2φ˜0,km¯−1km¯((1− k¯m¯−1p0,km¯km¯) km¯−2w˜0,km¯−1km¯s)
× k¯m¯−2 p˜0,km¯−1km¯
= Ψ0,D,km¯−1j(s) as ε→ 0. (200)
In this case, the corresponding limiting distribution G0,D,km¯−1j(·) has, for
every j ∈ D, the Laplace transform Ψ0,D,km¯−1j(s) =
∫∞
0
e−stG0,D,km¯−1j(dt), s ≥
0 given by relation (200).
If k¯m¯−2 p˜0,km¯−1km¯ = 0, the corresponding final normalisation function take
the form,
k¯m¯ vˇε,km¯−1 = k¯m¯−2 v˜ε,km¯−1 =
m¯−2∏
l=0
(1− k¯lpε,km¯−1km¯−1)
−1vε,km¯−1 . (201)
Since, probabilities k¯m¯−2 p˜ε,km¯−1km¯ → k¯m¯−2 p˜0,km¯−1km¯ = 0 as ε→ 0, relation
(196) given in Theorem 4 and relation (198) imply that the following relation
takes place, for s ≥ 0, j ∈ D,
Ψε,D,km¯−1j(s/ k¯m¯−2 v˜ε,km¯−1)
= k¯m¯−2φ˜ε,km¯−1j(s/ k¯m¯−2 v˜ε,km¯−1) k¯m¯−2 p˜ε,km¯−1j
+Ψε,D, k¯m¯ j(s/ k¯m¯−2 v˜ε,km¯−1)
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× k¯m¯−2φ˜ε,km¯−1km¯(s/ k¯m¯−2 v˜ε,km¯−1) k¯m¯−2 p˜ε,km¯−1km¯
→ k¯m¯−2φ˜0,km¯−1j(s) k¯m¯−2 p˜0,km¯−1j
= Ψ0,D,km¯−1j(s) as ε→ 0. (202)
In this case, the corresponding limiting distribution G0,D,km¯−1j(·) has, for
every j ∈ D, the Laplace transform Ψ0,D,km¯−1j(s) =
∫∞
0
e−stG0,D,km¯−1j(dt), s ≥
0 given by relation (202).
The following theorem takes place.
Theorem 5. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯−1
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯− 1 are chosen in such way
that condition k¯rFˆ holds, for r = 1, . . . , m¯−1. Then, the following asymptotic
relation takes place, for j ∈ D,
Gε,D,km¯−1j(· k¯m¯ vˇε,km¯−1)⇒ G0,D,km¯−1j(·) as ε→ 0. (203)
According Theorems 4 and 5, the normalisation function for hitting times
τε,D is the same for both cases, where initial state is km¯ or km¯−1, if probability
k¯m¯−2 p˜0,km¯−1km¯ > 0. However, the normalisation functions for hitting times
τε,D can differ for cases, where initial state is km¯ or km¯−1, if probability
k¯m¯−2 p˜0,km¯−1km¯ = 0.
7.4 Weak asymptotics for distributions of hitting times for the
case with an arbitrary initial state from sequence k¯m¯. Asymptotic
relations (196) and (203) given, respectively, in Theorems 4 and 5 can be con-
sidered as the results of first and second steps in some backward asymptotic
recurrent algorithm for computing weak limits for distributions of hitting
times Gε,D,knj(· k¯m¯ vˇε,kn), for n = m¯, . . . , 1.
In what follows, we can assume that m¯ ≥ 3.
Let us assume that, we have already realised m¯−n steps in this backward
algorithm resulted by the following asymptotic relations, for j ∈ D, l =
m¯, . . . , n+ 1,
Gε,D,klj(· k¯m¯ vˇε,kl)⇒ G0,D,klj(·) as ε→ 0. (204)
with some normalisation functions k¯m¯ vˇε,kl, (given by relations (195), for
l = m¯, or by relations (199) and (201), for l = m¯ − 1) and limiting dis-
tributions G0,D,klj(t), t ≥ 0, j ∈ D, which Laplace transforms Ψ0,D,klj(s)
=
∫∞
0
e−stG0,D,klj(dt), s ≥ 0, j ∈ D (given by relation (197), for l = m¯ or
relations (200) and (202), for l = m¯− 1).
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The assumptions given in the form of relations (204) can be also ex-
pressed in the equivalent form of the following relations expressed in terms
of the corresponding Laplace transforms and assumed to hold, for j ∈ D, l =
m¯, . . . , n+ 1,
Ψε,D,klj(s/ k¯m¯ vˇε,kl)⇒ Ψ0,D,klj(s) as ε→ 0, for s ≥ 0. (205)
In what follows, we consider the case, where the initial state is kn, for
some n ≤ m¯− 2.
The reduced semi-Markov processes k¯n−1ηε(t) and k¯n−1 η˜ε(t) have the phase
space k¯n−1X = X \ {k1, . . . , kn−1} = D ∪ {kn, . . . , km¯}, while domain k¯n−1D¯ =
D \ {k1, . . . , kn−1} = {kn, . . . , km¯}.
We can use, in this case, relation (193) given in Lemma 28. This relation
takes, in this case, can be written in the following form, for s ≥ 0, j ∈ D,
Ψε,D,knj(s) = k¯n−1φ˜ε,knj(s) k¯n−1 p˜ε,knj +
∑
r∈ k¯nD
Ψε,D,rj(s)
× k¯n−1φ˜ε,knr(s) k¯n−1 p˜ε,knr
= k¯n−1φ˜ε,knj(s) k¯n−1 p˜ε,knj +
∑
n+1≤l≤m¯
Ψε,D,klj(s)
× k¯n−1φ˜ε,knkl(s) k¯n−1 p˜ε,knkl. (206)
Note that Lemma 23 and the above assumptions imply that probabilities
k¯n−1 p˜ε,knkl → 0 as ε→ 0, if k¯n−1 p˜0,knkl = 0.
The corresponding normalisation functions take the following forms, for
n = m¯, . . . , 1,
k¯m¯ vˇε,kn = k¯n¯(k¯m¯,n)−1
v˜ε,kn¯(k¯m¯,n)
=
n¯(k¯m¯,n)−1∏
q=0
(1− k¯qpε,kn¯(k¯m¯,n)kn¯(k¯m¯,n))
−1vε,kn¯(k¯m¯,n), (207)
where
n¯(k¯m¯, n) =


n¯ if there exists n + 1 ≤ n¯ ≤ m¯ such that
k¯n−1 p˜0,knkl = 0, n¯+ 1 ≤ l ≤ m¯,
and k¯n−1 p˜0,knkn¯ > 0,
n if k¯n−1 p˜0,knkl = 0, n+ 1 ≤ l ≤ m¯.
(208)
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First, let us assume that,
n¯(k¯m¯, n) = n¯, where n + 1 ≤ n¯ ≤ m¯. (209)
An analogue of relation (200) takes the following form, for s ≥ 0, j ∈ D,
Ψε,D,knj(s/k¯m¯ vˇε,kn)
= k¯n−1φ˜ε,knj(
n¯−1∏
q=n
(1− k¯qpε,kn¯kn¯)
k¯n−1 v˜ε,kn
k¯n−1 v˜ε,kn¯
s/k¯n−1 v˜ε,kn) k¯n−1 p˜ε,knj
+
∑
n¯+1≤l≤m¯
Ψε,D,klj(s/ k¯m¯ vˇε,kn) k¯n−1φ˜ε,knkl(s/ k¯m¯ vˇε,kn) k¯n−1 p˜ε,knkl.
+Ψε,D,kn¯j(s/k¯n¯−1 v˜ε,kn¯)
× k¯n−1φ˜ε,knkn¯(
n¯−1∏
q=n
(1− k¯qpε,kn¯kn¯)
k¯n−1 v˜ε,kn
k¯n−1 v˜ε,kn¯
s/k¯n−1 v˜ε,kn) k¯n−1 p˜ε,knkn¯.
+
∑
n+1≤l<n¯
Ψε,D,klj(
n¯−1∏
q=l
(1− k¯qpε,kn¯kn¯)
k¯l−1 v˜ε,kl
k¯l−1 v˜ε,kn¯
s/k¯m¯−l v˜ε,kl)
× k¯n−1φ˜ε,knkl(
n¯−1∏
q=n
(1− k¯qpε,kn¯kn¯)
k¯n−1 v˜ε,kn
k¯n−1 v˜ε,kn¯
s/k¯n−1 v˜ε,kn) k¯n−1 p˜ε,knkl
→ k¯n−1φ˜0,knj(
n¯−1∏
q=n
(1− k¯qp0,kn¯kn¯) k¯n−1w˜kn,kn¯s) k¯n−1 p˜0,knj
+Ψ0,D,kn¯j(s)
× k¯n−1φ˜0,knkn¯(
n¯−1∏
q=n
(1− k¯qp0,kn¯kn¯) k¯n−1w˜kn,kn¯s) k¯n−1 p˜0,knkn¯
+
∑
n+1≤l<n¯
Ψ0,D,klj(
n¯−1∏
q=l
(1− k¯qp0,kn¯kn¯) k¯l−1w˜0,kl,kn¯s)
× k¯n−1φ˜0,knkl(
n¯−1∏
q=n
(1− k¯qp0,kn¯kn¯) k¯n−1w˜kn,kn¯s) k¯n−1 p˜0,knkl
= Ψ0,D,knj(s) as ε→ 0. (210)
In this case, the limiting distribution G0,D,knj(·) has, for every j ∈ D, n =
1, . . . , m¯, the Laplace transform Ψ0,D,knj(s) =
∫∞
0
e−stG0,D,knj(dt), s ≥ 0 given
by relation (210).
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Second, let us assume that
n¯(k¯m¯, n) = n. (211)
In this case, an analogue of relation (202) takes the following form, for
s ≥ 0, j ∈ D,
Ψε,D,knj(s/k¯m¯ vˇε,kn)
= k¯n−1φ˜ε,knj(s/k¯n−1 v˜ε,kn) k¯n−1 p˜ε,knj
+
∑
n+1≤l≤m¯
Ψε,D,klj(s/k¯m¯ vˇε,kn)
× k¯n−1φ˜ε,knkl(s/k¯m¯ vˇε,kn) k¯n−1 p˜ε,knkl
→ k¯n−1φ˜0,knj(s) k¯n−1 p˜0,knj
= Ψ0,D,knj(s) as ε→ 0. (212)
In this case, the corresponding limiting distribution G0,D,knj(·) has, for
every j ∈ D, the Laplace transform Ψ0,D,knj(s) =
∫∞
0
e−stG0,D,knj(dt), s ≥ 0
given by relation (212).
As it was mentioned above, the above asymptotic relations (210) or (212)
hold, due to Theorems 4 and 5, for n = m¯ and n = m¯ − 1. The recurrent
application of asymptotic relations (210) and (212) let one sequentially get
them for n = m¯− 3, . . . , 1.
The formulas for the limiting Laplace transforms Ψ0,D,knj(s), n = 1, . . . , m¯
given by relations (210) and (212) have the recurrent character. In the
case, j ∈ D, n = m¯, the Laplace transform Ψ0,D,km¯j(s) given by relation
(212) coincides with the Laplace transform given, according Theorem 4,
by relation (197). In the case, j ∈ D, n = m¯ − 1, the Laplace transform
Ψ0,D,km¯−1j(s) given by relations (210) and (212) coincide with the Laplace
transform given, according Theorem 5, by relations (200) and (202). The
sequential application of formulas given by relations (210) and (212), for
j ∈ D, n = m¯ − 2, . . . let one compute the limiting Laplace transforms
Ψ0,D,knj(s), for j ∈ D, n = m¯− 2, . . . , 1.
The above remarks imply that the following theorem takes place.
Theorem 6. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯−1
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯− 1 are chosen in such way
that condition k¯rFˆ holds, for r = 1, . . . , m¯−1. Then, the following asymptotic
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relation takes place, for j ∈ D, n = 1, . . . , m¯,
Gε,D,knj(· k¯m¯ vˇε,kn)⇒ G0,D,knj(·) as ε→ 0. (213)
7.5 Weak asymptotics for distributions of hitting times with an
arbitrary initial state in domain D. It is useful to note that, for any
i ∈ D, there exist the unique 1 ≤ Nk¯m,i ≤ m¯ such that,
kNk¯m,i = i. (214)
Note that, Nk¯m,kn = n, and, thus, kNk¯m,kn = kn, for n = 1, . . . , m¯.
Respectively, the corresponding normalising functions take the form, for
i ∈ D and ε ∈ (0, 1],
k¯m¯ vˇε,i = k¯m¯ vˇε,kNk¯m,i
= k¯n¯(k¯m¯,Nk¯m,i)−1
v˜ε,kn¯(k¯m¯,Nk¯m,i)
(215)
where the functions k¯m¯ vˇε,kn, n = 1, . . . , m¯ are given by relations (207) and
(208).
It is useful to note that the normalisation functions k¯m¯ vˇε,i, i ∈ D are
asymptotically comparable, in the sense that the following relation holds, for
every j ∈ D
∗
i , i ∈ D,
k¯m¯ vˇε,j
k¯m¯ vˇε,i
=
k¯n¯(k¯m¯,Nk¯m,j )−1
v˜ε,kn¯(k¯m¯,Nk¯m,j)
k¯n¯(k¯m¯,Nk¯m,i)−1
v˜ε,kn¯(k¯m¯,Nk¯m,i)
=
n¯(k¯m¯,Nk¯m,i)−1∏
q=n¯(k¯m¯,Nk¯m,j)
(1− k¯qpε,kn¯(k¯m¯,Nk¯m,i)
kn¯(k¯m¯,Nk¯m,i)
)
×
k¯n¯(k¯m¯,Nk¯m,j )−1
v˜ε,kn¯(k¯m¯,Nk¯m,j )
k¯n¯(k¯m¯,Nk¯m,j )−1
v˜ε,kn¯(k¯m¯,Nk¯m,i)
→
n¯(k¯m¯,Nk¯m,i)−1∏
q=n¯(k¯m¯,Nk¯m,j)
(1− k¯qp0,kn¯(k¯m¯,Nk¯m,i)
kn¯(k¯m¯,Nk¯m,i)
)
× k¯n¯(k¯m¯,Nk¯m,j)−1
w˜0,kn¯(k¯m¯,Nk¯m,j)
kn¯(k¯m¯,Nk¯m,i)
= k¯m¯wˇ0,ji ∈ [0,∞) as ε→ 0, (216)
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where, for i ∈ D,
D
∗
i = {j ∈ D : n¯(k¯m¯, Nk¯m,j) ≤ n¯(k¯m¯, Nk¯m,i)}. (217)
The above remarks, let us reformulate the weak asymptotic relation (203)
given in Theorem 6 in the following simpler form, for i ∈ D, j ∈ D,
Gε,D,ij(· k¯m¯ vˇε,i)⇒ G0,D,ij(·) as ε→ 0, (218)
where the limiting distributions and their Laplace transforms are given by
the following relations, for i ∈ D, j ∈ D,
G0,D,ij(·) = G0,D,kN
k¯m,i
,j(·), (219)
and
Ψ0,D,ij(·) = Ψ0,D,kN
k¯m,i
,j(·). (220)
7.6 Convergence of hitting probabilities. Let us introduce hitting
probabilities, for i ∈ X, j ∈ D and ε ∈ [0, 1],
Pε,D,ij = Pi{ηε(τε,D) = j} = Gε,D,ij(∞) = Ψε,D,ij(0). (221)
Note that condition B and Theorem 6 imply that, for any i ∈ D and
ε ∈ [0, 1],
Pε,D,ij ≥ 0, j ∈ D,
∑
j∈D
Pε,D,ij = 1. (222)
By taken s = 0 in relations (206), we get, for every j ∈ D and ε ∈ (0, 1],
the following backward recurrent relation for hitting probabilities, for n =
m¯, . . . , 1,
Pε,D,knj = k¯n−1 p˜ε,knj +
∑
n+1≤l≤m¯
Pε,D,klj k¯n−1 p˜ε,knkl. (223)
Let us introduce the following sets, for j ∈ X and ε ∈ [0, 1],
Yε,D,i = {j ∈ D : Pε,D,ij > 0}. (224)
Lemma 34. Let conditions of Theorem 6 hold. Then, sets, Yε,D,i, i ∈ D
do not depend on ε ∈ (0, 1], i.e., for i ∈ D,
Yε,D,i = Y1,D,i, ε ∈ (0, 1]. (225)
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Proof. According condition B and Lemma 23, either k¯n−1 p˜ε,knj = 0,
ε ∈ (0, 1], or k¯n−1 p˜ε,knj > 0, ε ∈ (0, 1], for every n = 1, . . . , m¯ and, either
k¯n−1 p˜ε,knkl = 0, ε ∈ (0, 1], or k¯n−1 p˜ε,knkl > 0, ε ∈ (0, 1], for every l = n +
1, . . . , m¯, n = 1, . . . , m¯.
The above remarks and relation (223) taken for n = m¯, imply that sets
Yε,D,km¯ = Y1,D,km¯, ε ∈ (0, 1]. Then, the above remarks and relation (223)
taken for n = m¯ − 1, imply that sets Yε,D,km¯−1 = Y1,D,km¯−1 , ε ∈ (0, 1]. By
continuing in this way, we get that, Yε,D,kn = Y1,D,kn, for any n = m¯, . . . , 1
and ε ∈ (0, 1].
It remains to note that, for i ∈ D, j ∈ D and ε ∈ (0, 1],
Pε,D,ij = Pε,D,kN
k¯m,i
,j, (226)
and,
Yε,D,i = Yε,D,kN
k¯m,i
. (227)
Relations (218), (221) and (226) imply that the the following lemma takes
place.
Lemma 35. Let conditions of Theorem 6 holds. Then, the following
relation takes place, for i ∈ D, j ∈ D,
Pε,D,ij → P0,D,ij as ε→ 0. (228)
Note that relations (225) and (228) imply that sets Y0,D,i ⊆ Y1,D,i, for
i ∈ D.
It is also useful to note that the sequential application of formulas given by
relations (210) and (212), where one should choose s = 0, let one compute
the limiting probabilities P0,D,knj = Ψ0,D,knj(0), for j ∈ D, n = m¯, . . . , 1.
Then, the following relation let compute the limiting hitting probabilities
P0,D,ij, j ∈ D, i ∈ D,
P0,D,ij = P0,D,kN
k¯m,i
,j. (229)
7.7 Weak asymptotics for conditional distributions of hitting
times. Let us introduce conditional distribution functions, for i ∈ X, j ∈ D
and ε ∈ [0, 1],
Fε,D,ij(t) = Pi{τε,D ≤ t/ηε(τε,D) = j}, t ≥ 0. (230)
If Pε,D,ij > 0, then, obviously,
Fε,D,ij(t) = P
−1
ε,D,ijGε,D,ij(t), t ≥ 0. (231)
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If Pε,D,ij = 0, one can define the distribution function Fε,D,ij(t) in the
standard way, as,
Fε,D,ij(t) = Fε,D,i(t) =
∑
j∈Yε,i
Gε,D,ij(t)
=
∑
j∈Yε,D,i
Fε,D,ij(t)Pε,D,ij, t ≥ 0. (232)
Also, relations (218), (228) and (231) imply that the following asymptotic
relation holds, for j ∈ Y1,D,i, i ∈ D,
Fε,D,ij(· k¯m¯ vˇε,i)⇒ F0,D,ij(·) as ε→ 0. (233)
Relations (228) and (233) imply that, for j /∈ Y1,D,i, i ∈ D,
Fε,D,ij(· k¯m¯ vˇε,i) =
∑
j∈Y1,D,i
Fε,D,ij(·/ k¯m¯ vˇε,i)Pε,D,ij
⇒
∑
j∈Y1,D,i
F0,D,ij(·)P0,D,ij =
∑
j∈Y0,D,i
F0,D,ij(·)P0,D,ij
= F0,D,i(·) = F0,D,ij(·) as ε→ 0. (234)
Let us also introduce Laplace transforms, for i ∈ X, j ∈ D and ε ∈ [0, 1],
Φε,D,ij(s) =
∫ ∞
0
e−stFε,D,ij(dt), s ≥ 0. (235)
If Pε,D,ij > 0, then, obviously,
Φε,D,ij(s) = P
−1
ε,D,ijΨε,D,ij(s), s ≥ 0. (236)
If Pε,D,ij = 0, then,
φε,D,ij(s) = φε,D,i(s)
=
∑
j∈Yε,D,i
Φε,D,ij(s)Pε,D,ij, s ≥ 0. (237)
Relations (233) and (234) can be expressed in the equivalent form in
terms of the above Laplace transforms. It takes the following form, for j ∈
Y1,D,i, i ∈ D,
Φε,D,ij(s/ k¯m¯ vˇε,i)→ Φ0,D,ij(s) as ε→ 0, for s ≥ 0. (238)
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and, for j /∈ Y1,D,i, i ∈ D,
Φε,D,ij(s/ k¯m¯ vˇε,i) =
∑
j∈Y1,i
Φε,D,ij(s/ k¯m¯ vˇε,i)Pε,D,ij
⇒
∑
j∈Y1,i
Φ0,D,ij(s)P0,D,ij =
∑
j∈Y0,i
Φ0,D,ij(s)P0,D,ij
= Φ0,D,i(s) = Φ0,D,ij(s) as ε→ 0, for s ≥ 0. (239)
Let also point out that the distribution functions F0,D,ij(·), i ∈ D, j ∈ D
are not concentrated in 0, i.e., for i ∈ D, j ∈ D,
F0,D,ij(0) < 1, (240)
or, equivalently, for s > 0 and i ∈ D, j ∈ D,
Φ0,D,ij(s) < 1. (241)
Indeed, let us assume that assumption (211) holds.
In this case, relation (212) implies that F0,D,knj(·) = k¯n−1F˜0,knj(·), for
j ∈ D, n = m¯, . . . , 1, and, thus, by Lemma 23, F0,D,knj(0) < 1, for j ∈ D, n =
m¯, . . . , 1.
Let us now assume that, assumption (209) holds, for some 1 ≤ n ≤ m¯,
and F0,D,k¯lj(0) < 1, j ∈ D, n+ 1 ≤ l ≤ m¯.
In this, case, F0,D,k¯nj(0) < 1, j ∈ D. Indeed, relations (210) and (223)
imply that, for every the following inequality holds, for every s > 0, j ∈ D,
Ψ0,D,knj(s) ≤ k¯n−1 p˜0,knj +Ψ0,D,kn¯j(s) k¯n−1 p˜0,knkn¯
+
∑
n+1≤l<n¯
P0,D,klj k¯n−1 p˜0,knkl
< k¯m¯−n p˜0,km¯−n+1j + k¯n−1 p˜0,knkn¯
+
∑
n+1≤l<n¯
P0,D,klj k¯n−1 p˜0,knkl = P0,D,knj . (242)
Relation (242) obviously implies that, for s > 0 and j ∈ Y0,D,kn, n =
m¯, . . . , 1.
Φ0,D,knj(s) = P
−1
0,D,knj
Ψ0,D,knj(s) < 1. (243)
In sequel, for s > 0, j /∈ Y0,D,kn, n = m¯, . . . , 1,
Φ0,D,knj(s) = Φ0,D,kn(s) =
∑
r∈Y0,D,kn
Φ0,D,knr(s)P0,D,knr < 1. (244)
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The above remarks, prove relations (240).
7.8 Summary of weak asymptotics for distributions of hitting
times. The remarks made in Subsections 7.5 – 7.7 let us reformulate Theo-
rem 6 in the following equivalent but more informative final form.
Theorem 7. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯−1
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯− 1 are chosen in such way
that condition k¯rFˆ holds, for r = 1, . . . , m¯−1. Then, the following asymptotic
relation takes place, for i ∈ D, j ∈ D,
Gε,D,ij(· k¯m¯ vˇε,i)⇒ G0,D,ij(·)
= F0,D,ij(·)P0,D,ij as ε→ 0, (245)
where the limiting distribution functions F0,D,ij(·) are not concentrated in
zero, i.e., F0,D,ij(0) < 1, for i ∈ D, j ∈ D.
Remark 13. The normalisation functions k¯m¯ vˇε,i can be found by appli-
cations of recurrent relations (207) and (208), and, then, relations (214), and
(215). The limiting Laplace transforms Ψ0,D,ij(s) =
∫∞
0
e−stG0,D,ij(dt), s ≥ 0,
probabilities P0,D,ij and Laplace transforms Φ0,D,ij(s) =
∫∞
0
e−stF0,D,ij(dt),
s ≥ 0 can be found by the recurrent application of relations (210) and (212),
and, then relations (214), (219), (236), and (237).
Remark 14. Condition Cm¯−1 is sufficient for holding of conditions C˜,
k¯rC˜, k¯rCˆ, r = 1, . . . , m¯− 1, and, thus, can replace them in Theorems 4 – 7.
Remark 15. Condition G is sufficient for holding of condition Cm¯−1.
Remark 16. Condition Fm¯−2 is sufficient for holding of conditions k¯r−1F˜,
r = 1, . . . , m¯− 1, and, thus, can replace them in Theorems 4 – 7.
Remark 17. Condition H are sufficient for holding of conditions Cm¯−1
and Fm¯−2.
8 Weak Convergence of Hitting Times, for the Case Where
an Initial State Belongs to Domain D
In this section, we extend the results presented in Section 7 to the model
of perturbed semi-Markov processes with an initial state that belongs to
domain D.
8.1 Weak asymptotics of distributions of hitting times for the
case with an initial state in domain D. In this subsection, we present
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conditions of weak convergence for distributions Gε,D.ij(·) for the case, where
the initial state i ∈ D.
The key role is played by the following relation, which takes place for
t ≥ 0, r, j ∈ D and ε ∈ (0, 1],
Gε,D,rj(t) = Fε,rj(t)pε,rj +
∑
i∈D
Gε,D,ij(t) ∗ Fε,ri(t)pε,ri
= Fε,rj(t)pε,rj +
∑
i∈D
Fε,D,ij(t) ∗ Fε,ri(t)Pε,D,ijpε,ri. (246)
The above relation can be re-written in terms of the corresponding Laplace
transforms, for s ≥ 0, i, j ∈ D and ε ∈ (0, 1],
Ψε,D,rj(s) = φε,rj(s)pε,rj +
∑
i∈D
Ψε,D,ij(s)φε,ri(s)pε,ri
= φε,rj(s)pε,rj +
∑
i∈D
Φε,D,ij(s)φε,ri(s)Pε,D,ijpε,ri. (247)
These relations hint us that, in this case, analogous of basic conditions B
(a), C – E (for the case where domain D is replaced by domain D) should
be assumed to hold:
B˙: (a) pε,ij > 0, ε ∈ (0, 1], for j ∈ Y1,i, i ∈ D and pε,ij = 0, ε ∈ (0, 1], for
every j ∈ Y1,i, i ∈ D,
where sets Y1,i have been defined in relation (15).
C˙: pε,ij → p0,ij as ε→ 0, for i ∈ D, j ∈ X.
D˙: (a) Fε,ij(· vε,i) = P{κε,1/vε,i ≤ ·/ηε,0 = i, ηε,1 = j} ⇒ F0,ij(·) as ε → 0,
for j ∈ Y1,i, i ∈ D, (b) F0,ij(·), j ∈ Y1,i, i ∈ D are proper distribution
functions such that F0,ij(0) < 1, j ∈ Y1,i, i ∈ D, (c) 1 ≤ vε,i → v0,i ∈
[1,∞] as ε→ 0, for i ∈ D.
and
E˙: eε,ij/vε,i =
∫∞
0
tFε,ij(dt)/vε,i → e0,ij =
∫∞
0
tF0,ij(dt) as ε → 0, for
j ∈ Y1,i, i ∈ D.
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Condition B˙, C˙ and D˙ imply that the following relation of weak conver-
gence holds, for i ∈ D,
Fε,i(·vε,i) =
∑
j∈Y1,i
Fε,ij(·vε,i)pε,ij
⇒
∑
j∈Y1,i
F0,ij(·)p0,ij
=
∑
j∈Y0,i
F0,ij(·)p0,ij = F0,i(·) as ε→ 0. (248)
Obviously, F0,i(t) is a proper distribution function such that F0,i(0) < 1,
for i ∈ D.
Conditions B˙, C˙, D˙ and E˙ also imply the following asymptotic relation
holds, for i ∈ X,
eε,i
vε,i
=
∑
j∈Y1,i
eε,ij
vε,i
pε,ij →
∑
j∈Y1,i
e0,ijp0,ij
=
∑
j∈Y0,i
e0,ijp0,ij = e0,i as ε→ 0. (249)
It is useful to note that expectation e0,i ∈ (0,∞), for i ∈ D.
It is useful to note that condition Dˇ can be formulated in the following
equivalent form:
D˙′: (a) φε,ij(·/vε,i) = E{e
−sκε,1/vε,i/ηε,0 = i, ηε,1 = j} ⇒ φ0,ij(s) as ε → 0,
for j ∈ Y1,i, i ∈ D, (b) φ0,ij(s) =
∫∞
0
e−stF0,ij(dt), s ≥ 0, for j ∈
Y1,i, i ∈ D, where F0,ij(·) are proper distribution functions such that
F0,ij(0) < 1, j ∈ Y1,i, i ∈ D, (c) 1 ≤ vε,i → v0,i ∈ [1,∞] as ε → 0, for
i ∈ D.
In Sections 8.2 and 8.3, we assume that conditions of Theorem 7 hold.
8.2 Convergence of hitting probabilities. Relation (247) implies that
the following relation holds, for i, j ∈ D and ε ∈ (0, 1],
Pε,D,ij = Pi{ηε(τε,D) = j} = Ψε,D,ij(0)
= pε,ij +
∑
l∈D
Pε,D,ljpε,il. (250)
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Note that condition B˙, Lemmas 34 and 35 and relation (250) imply that,
for any i ∈ D and ε ∈ [0, 1],
Pε,D,ij ≥ 0, j ∈ D,
∑
j∈D
Pε,D,ij = 1. (251)
Condition B˙, Lemmas 34 and 35 and relation (250) also imply that sets
Yε,D,i = {j ∈ D : Pε,D,ij > 0}, i ∈ D do not depend on ε ∈ (0, 1], i.e., for
i ∈ D,
Yε,D,i = Y1,D,i, ε ∈ (0, 1]. (252)
Also, condition C˙, Lemma 35 and relation (250) imply that the following
relation holds, for i, j ∈ D,
Pε,D,ij = pε,rj +
∑
l∈D
Pε,D,ljpε,il
→ p0,ij +
∑
l∈D
P0,D,ljp0,il = P0,D,ij as ε→ 0. (253)
8.3 Weak asymptotics for distributions of hitting times. Let us
also assume that the following comparability condition holds:
k¯m¯F˙:
k¯m¯
vˇε,l
vε,i
→ k¯m¯w˙0,li ∈ [0,∞] as ε→ 0, for l ∈ D, i ∈ D.
It is useful to note that condition k¯m¯F˙ holds if condition H holds and,
additionally, the following condition holds:
H˙: Functions p·,ij, j ∈ Y1,j, i ∈ D and v·,i, i ∈ D beong to some complete
family of asymptotically comparable functions.
It turns out that, in this case, a more complex normalising functions
should be used and, moreover, these functions should depend on an entrance
state to domain D. Let us define sets,
Dij = {l ∈ D : P0,D,lj p0,il > 0}. (254)
Relation (253) implies that, in the case, where P0,D,ij > 0, it is impossible
that probability p0,ij = 0 and set Dij = ∅, simultaneously.
Let us define the normalisation functions, for i, j ∈ D such that P0,D,ij > 0,
k¯m¯ v˙ε,ij = vε,iI(p0,ij > 0) +
∑
l∈Dij
k¯m¯ vˇε,l ∈ [1,∞), ε ∈ (0, 1]. (255)
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Condition k¯m¯Fˇ imply that the following relation holds, for r, j ∈ D,
vε,i
k¯m¯ v˙ε,ij
=
(
I(p0,ij > 0) +
∑
l∈Dij
k¯m¯ vˇε,l
vε,i
)−1
→
(
I(p0,ij > 0) +
∑
l∈Dij
k¯m¯w˙0,li
)−1
= k¯m¯u˙0[iij] ∈ [0, 1] as ε→ 0. (256)
Also, relations (216), (217) and condition k¯m¯F˙ imply that the following
relations holds, for l ∈ Dij , i, j ∈ D,
k¯m¯ vˇε,l
k¯m¯ v˙ε,ij
=
( vε,i
k¯m¯ vˇε,l
I(p0,ij > 0) +
∑
l′∈Dij
k¯m¯ vˇε,l′
k¯m¯ vˇε,l
)−1
→
(
k¯m¯w˙
−1
0,liI(p0,ij > 0) +
∑
l′∈Dij∩D
∗
l
k¯m¯wˇ0,l′l +
∑
l′∈Dij\D
∗
l
k¯m¯wˇ
−1
0,ll′
)−1
= k¯m¯ u˙0[lij] ∈ [0, 1] as ε→ 0, (257)
where one should count k¯m¯w˙
−1
0,liI(p0,ij > 0) = 0, if I(p0,ij > 0) = 0.
Remind that sets D
∗
l , l ∈ D have been defined in relation (217).
Obviously, the following relation holds, for i, j ∈ D,
k¯m¯ u˙0,iij +
∑
l∈Dij
k¯m¯u˙0,lij = 1. (258)
In this case, the following asymptotic relation takes place, for s ≥ 0, i, j ∈
D,
Ψε,D,ij(s/ k¯m¯ v˙ε,ij) = φε,ij(s/ k¯m¯ v˙ε,ij)pε,ij
+
∑
l∈Dij
Ψε,D,lj(s/ k¯m¯ v˙ε,ij)φε,il(s/ k¯m¯ v˙ε,ij)pε,il
+
∑
l∈D\Dij
Ψε,D,lj(s/ k¯m¯ v˙ε,ij)φε,il(s/ k¯m¯ v˙ε,ij)pε,il
= φε,ij(s
vε,i
k¯m¯ v˙ε,ij
/vε,i)pε,ij
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+
∑
l∈Dij
Ψε,D,lj(s
k¯m¯ vˇε,l
k¯m¯ v˙ε,ij
/ k¯m¯ vˇε,l)φε,il(s
vε,i
k¯m¯ v˙ε,ij
/vε,i)pε,il
+
∑
l∈D\Dij
Ψε,D,lj(s/ k¯m¯ v˙ε,ij)φε,il(s/ k¯m¯ v˙ε,ij)pε,il
→ φ0,ij(k¯m¯ u˙0[iij]s)p0,ij
+
∑
l∈Dij
Ψ0,lj(k¯m¯ u˙0[lij]s)φ0,il(k¯m¯u˙0[iij]s)p0,il
= Ψ0,D,ij(s) as ε→ 0. (259)
In this case, the corresponding limiting distribution G0,D,ij(·) has, for
every i, j ∈ D, the Laplace transform Ψ0,D,ij(s) =
∫∞
0
e−stG0,D,ij(dt), s ≥ 0
given by relation (259).
Relation (259) implies that, for s ≥ 0 and i, j ∈ D such that P0,D,ij > 0,
Φ0,D,ij(s) = P
−1
0,D,ijΨ0,D,ij(s) = P
−1
0,D,ij
(
φ0,ij(k¯m¯ u˙0[iij]s) p0,ij
+
∑
l∈Dij
Φ0,lj(k¯m¯ u˙0[lij]s)φ0,il(k¯m¯u˙0[iij]s)P0,D,lj p0,il
)
. (260)
Note that φ0,ij(s),Φ0,lj(s), φ0,il(s) < 1, for s > 0, i, j ∈ D, l ∈ D. Also,
the assumption, P0,D,ij > 0, implies that, either (a) p0,ij > 0 and Dij = ∅,
or (b) p0,ij = 0 and Dij 6= ∅, or (c) p0,ij > 0 and Dij 6= ∅. In the case (a),
k¯m¯u˙0[iij] = 1. In the case (b), k¯m¯u˙0[iij] = 0 and there exists l ∈ Dij such
that k¯m¯ u˙0[lij] > 0. In the case (c), either k¯m¯ u˙0[iij] > 0 or there exists l ∈ Dij
such that k¯m¯ u˙0[lij] > 0.
These remarks and relation (260) imply that, for s > 0 and i, j ∈ D such
that P0,D,ij > 0,
Φ0,D,ij(s) < P
−1
0,D,ij
(
p0,ij +
∑
i∈D
P0,D,ljp0,il
)
= 1. (261)
The above remarks imply that the following theorem takes place.
Theorem 8. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯−1
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯− 1 are chosen in such way
that condition k¯rFˆ holds, for r = 1, . . . , m¯− 1. Let also conditions B˙, C˙, D˙
and k¯m¯F˙ hold. Then, the following asymptotic relation takes place, for ij ∈ D
such that P0,D,ij > 0,
Gε,D,ij(· k¯m¯ v˙ε,ij)⇒ G0,D,ij(·) = F0,D,ij(·)P0,D,ij as ε→ 0, (262)
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where the limiting distribution function F0,D,ij(·) is not concentrated in zero,
i.e., F0,D,ij(0) < 1 and has the Laplace transform Φ0,D,ij(s), s ≥ 0, for i, j ∈ D.
Remark 18. Conditions H and H˙ are sufficient for holding of conditions
C, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯− 1, C˙, and k¯m¯F˙.
9. Asymptotics for Expectations of Hitting Times
In this section, we present results concerning convergence of expecta-
tions of hitting times for regularly and singularly perturbed semi-Markov
processes. These results supplement results concerning weak asymptotics of
distributions of hitting times for regularly and singularly perturbed semi-
Markov processes.
9.1 Recurrent relations for expectations for hitting times. Let us
introduce expectations, for i ∈ X, j ∈ D and ε ∈ [0, 1],
Eε,D,ij =
∫ ∞
0
tGε,D,ij(dt), (263)
and, for i ∈ D, j ∈ D, n = 0, . . . , m¯− 1 and ε ∈ [0, 1],
k¯nEε,D,ij =
∫ ∞
0
t k¯n−1Gε,D,ij(dt). (264)
and
k¯nE˜ε,D,ij =
∫ ∞
0
t k¯n−1G˜ε,D,ij(dt). (265)
The following lemmas supplement Lemmas 28 – 33. As in the above
lemmas, let k¯m¯ = 〈k1, k2, . . . , km¯〉 be an arbitrary sequence of different states
from domain D.
Lemma 36. Let conditions k¯0A, k¯0B, and k¯0E (a) hold. Then, for every
n = 0, . . . , m¯ − 1, conditions k¯nA, k¯nB, k¯nA˜, k¯nB˜, k¯nE (a), k¯nE˜ (a) hold,
and the following relations take place, for ε ∈ (0, 1]:
Eε,D,ij = k¯nEε,D,ij = k¯nE˜ε,D,ij <∞, j ∈ D, i ∈ k¯nD. (266)
Lemma 37. Let conditions k¯0A, k¯0B, k¯0E (a) hold. Then, for every n =
1, . . . , m¯ − 1, conditions k¯n−1A˜, k¯n−1B˜, k¯nA, k¯nB, k¯n−1E˜ (a), k¯nE (a) hold,
and the following relations take place, for ε ∈ (0, 1],
Eε,D,ij = k¯n−1E˜ε,D,ij = k¯nEε,D,ij <∞, j ∈ D, i ∈ k¯nD, (267)
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and
Eε,D,knj = k¯n−1E˜ε,D,knj = k¯n−1 e˜ε,knj k¯n−1 p˜ε,knj
+
∑
r∈ k¯nD
(k¯n−1 e˜ε,knr + k¯nEε,D,rj) k¯n−1 p˜ε,knr
= k¯n−1 e˜ε,knj k¯n−1 p˜ε,knj
+
∑
r∈ k¯nD
(k¯n−1 e˜ε,knr + Eε,D,rj) k¯n−1 p˜ε,knr <∞, j ∈ D, i ∈ k¯nD. (268)
Proof. Condition k¯0B implies that probability k¯0pε,ii < 1, for i ∈ D and
ε ∈ (0, 1]. Thus, conditions k¯0A, k¯0B, k¯0E (a) and relations (65), (67) imply
that conditional expectation k¯0 e˜ε,ij <∞, for j ∈ X, i ∈ D and ε ∈ (0, 1].
Also, conditions k¯0A, k¯0B, k¯0E (a) and relations (121), (123) imply that
conditional expectation k¯1eε,ij <∞, for j ∈ X, i ∈ k¯1D, k1 ∈ D and ε ∈ (0, 1].
By repeating recurrent application procedures (described in Sections 3 –
5) of removing virtual transitions and exclusion states belonging to domain D
from the phase space X, we get that conditional expectations k¯n−1 e˜ε,ij <∞,
for j ∈ k¯n−1X, i ∈ k¯n−1D, n = 1, . . . , m¯− 1 and ε ∈ (0, 1].
Relations given in Lemmas 36 and 37 follow from relations given in Lem-
mas 29 and 32, for both cases, where the corresponding expectations Eε,D,km¯j
are finite nite. However, relation (84) and Lemma 24 imply that, for j ∈ D
and ε ∈ (0, 1],
Eε,D,km¯j = k¯m¯−1 e˜ε,km¯j k¯m¯−1 p˜ε,km¯j <∞. (269)
Relation (268), taken for n = m¯−1, implies that, for j ∈ D and ε ∈ (0, 1],
Eε,D,km¯−1j = k¯m¯−2 e˜ε,km¯−1j k¯m¯−2 p˜ε,km¯−1j
+ (k¯m¯−2 e˜ε,km¯−1km¯ + Eε,D,km¯j) k¯m¯−2 p˜ε,km¯−1km¯ <∞. (270)
By continuing the recurrent use of relation (269), for n = m¯− 2, . . . , we
prove that all expectations Eε,D,knj < ∞, j ∈ D, n = m¯, . . . , 1 and ε ∈ (0, 1].

9.2 Asymptotics for expectations of hitting times in the case
with the most absorbing initial state. Let us consider the case, where
the initial state is the most absorbing state km.
In this case, we can use the normalisation function, given in relation (195),
i.e., the same as in the corresponding weak convergence relation for hitting
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times given in Theorem 4,
k¯m¯ v¯ε,km¯ = k¯m¯ vˇε,km¯ = k¯m¯−1 v˜ε,km¯. (271)
The following theorem follows from relation (269) and Lemma 23.
Theorem 9. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯−1
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯− 1 are chosen in such way
that condition k¯rFˆ holds, for r = 1, . . . , m¯−1. Then, the following asymptotic
relation takes place, for j ∈ D,
Eε,D,km¯j/ k¯m¯ v¯ε,km¯ → E¯0,D,km¯j = E0,D,km¯j
= k¯m¯−1 e˜0,km¯j k¯m¯−1 p˜0,km¯j <∞ as ε→ 0. (272)
Note that the limit E0,D,km¯j in the asymptotic relation (272) is the first
moment for the limiting distribution Gε,D,km¯j(·) given in Theorem 4, for j ∈
D. Note also that E0,D,km¯j ∈ (0,∞), for j ∈ D such that k¯m¯−1 p˜0,km¯j > 0.
9.3 Asymptotics for expectations of hitting times in the case of
the second most absorbing initial state. In this section, we assume that
conditions of Theorem 9 hold.
Let us consider the case, where the initial state is the second most ab-
sorbing state km−1.
Let us define the following normalisation function,
k¯m¯ v¯ε,km¯−1 = k¯m¯−2 v˜ε,km¯−1 + k¯m¯ v¯ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯
= k¯m¯−2 v˜ε,km¯−1 + k¯m¯−1 v˜ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯ (273)
Obviously, k¯m¯ v¯ε,km¯−1 ∈ [1,∞), ε ∈ (0, 1].
Let us assume that the following asymptotic comparability condition
holds:
k¯m¯ v¯ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯
k¯m¯ v¯ε,km¯−1
→ k¯m¯ u¯0[km¯−1km¯] ∈ [0, 1] as ε→ 0. (274)
It is useful to note that condition H is sufficient for holding of condition
(274).
Relation (270), (272), and condition (274) imply that the following rela-
tion takes place, for j ∈ D,
Eε,D,km¯−1j
k¯m¯ v¯ε,km¯−1
=
k¯m¯−2 v˜ε,km¯−1
k¯m¯ v¯ε,km¯−1
k¯m¯−2 e˜ε,km¯−1j
k¯m¯−2 v˜ε,km¯−1
k¯m¯−2 p˜ε,km¯−1j
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+
k¯m¯−2 v˜ε,km¯−1
k¯m¯ v¯ε,km¯−1
k¯m¯−2 e˜ε,km¯−1km¯
k¯m¯−2 v˜ε,km¯−1
k¯m¯−2 p˜ε,km¯−1km¯
+
Eε,D,km¯j
k¯m¯ v¯ε,km¯
k¯m¯ v¯ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯
k¯m¯ v¯ε,km¯−1
→ (1− k¯m¯u¯0[km¯−1km¯]) k¯m¯−2 e˜0,km¯−1j k¯m¯−2 p˜0,km¯−1j
+ (1− k¯m¯u¯0[km¯−1km¯]) k¯m¯−2 e˜0,km¯−1km¯ k¯m¯−2 p˜0,km¯−1km¯
+ k¯m¯ u¯0[km¯−1km¯]E¯0,D,km¯j
= E¯0,D,km¯−1j <∞ as ε→ 0. (275)
Note that E¯0,D,km¯−1j ∈ (0,∞) if E¯0,D,km¯j ∈ (0,∞).
In the following theorem, limit E¯0,D,km¯−1j is given by relation (275).
Theorem 10. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯−1
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯− 1 are chosen in such way
that condition k¯rFˆ holds, for r = 1, . . . , m¯ − 1, and the additional condition
(274) holds. Then, the following asymptotic relation takes place, for j ∈ D,
Eε,D,km¯−1j/ k¯m¯ v¯ε,km¯−1 → E¯0,D,km¯−1j <∞ as ε→ 0. (276)
9.4 Conditions of simultaneous weak convergence of distribu-
tions and expectations for hitting times. The question arises about
conditions, under which expectations Eε,D,km¯−1j, normalised by the function
k¯m¯ vˇε,km¯−1 used as the normalisation function in the weak convergence rela-
tion for distributions Gε,D,km¯−1j(·) given in Theorem 5, converge to the first
moment of the corresponding limiting distribution G0,D,km¯−1j(·).
First, let us consider the case, where km¯ ∈ k¯m¯−2Y˜1,km¯−1 and k¯m¯−2 p˜0,km¯−1km¯
> 0, i.e., the following condition holds:
k¯m¯−2 p˜ε,km¯−1km¯ > 0, for ε ∈ [0, 1]. (277)
In this case, condition (274) holds. Indeed,
k¯m¯ v¯ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯
k¯m¯ v¯ε,km¯−1
=
(
1 +
k¯m¯−2 v˜ε,km¯−1
k¯m¯−1 v˜ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯
)−1
=
(
1 +
(1− k¯m¯−1pε,km¯km¯) k¯m¯−2 v˜ε,km¯−1
k¯m¯−2 v˜ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯
)−1
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→
(
1 +
(1− k¯m¯−1p0,km¯km¯) k¯m¯−2w˜0,km¯−1km¯
k¯m¯−2 p˜0,km¯−1km¯
)−1
= k¯m¯ u¯0[km¯−1km¯] ∈ (0, 1] as ε→ 0. (278)
In the case where assumption (277) holds, the normalisation function
k¯m¯ vˇε,km¯−1 = k¯m¯−1 v˜ε,km¯ is used in the weak convergence relation given in The-
orem 5. Obviously,
k¯m¯ v¯ε,km¯−1
k¯m¯ vˇε,km¯−1
= k¯m¯
v¯ε,km¯−1
k¯m¯−1 v˜ε,km¯
=
k¯m¯ v¯ε,km¯−1 k¯m¯−2 p˜ε,km¯−1km¯
k¯m¯−1 v˜ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯
→
k¯m¯−2 p˜0,km¯−1km¯
k¯m¯ u¯0[km¯−1km¯]
as ε→ 0. (279)
Also, relation (278) implies that,
1− k¯m¯ u¯0[km¯−1km¯]
k¯m¯u¯0[km¯−1km¯]
=
(1− k¯m¯−1p0,km¯km¯) k¯m¯−2w˜0,km¯−1km¯
k¯m¯−2 p˜0,km¯−1km¯
. (280)
Finally, relations (272), (275), (279), and (280) imply that, in the case
where assumption (277) holds, the following relation takes place, for j ∈ D,
Eε,D,km¯−1j
k¯m¯ vˇε,km¯−1
=
Eε,D,km¯−1j
k¯m¯ v¯ε,km¯−1
k¯m¯ v¯ε,km¯−1
k¯m¯ vˇε,km¯−1
→ E¯0,D,km¯−1j
k¯m¯−2 p˜0,km¯−1km¯
k¯m¯ u¯0[km¯−1km¯]
= (1− k¯m¯−1p0,km¯km¯) k¯m¯−2w˜0,km¯−1km¯ k¯m¯−2 e˜0,km¯−1j k¯m¯−2 p˜0,km¯−1j
+ (1− k¯m¯−1p0,km¯km¯) k¯m¯−2w˜0,km¯−1km¯ k¯m¯−2 e˜0,km¯−1km¯ k¯m¯−2 p˜0,km¯−1km¯
+ E0,D,km¯j k¯m¯−2 p˜0,km¯−1km¯
= E0,D,km¯−1j as ε→ 0. (281)
Note that E0,D,km¯−1j ∈ (0,∞) if E0,D,km¯j ∈ (0,∞), i.e., if k¯m¯−1 p˜0,km¯j > 0.
Relation (281) means that, in the case where assumption (277) holds,
the expectations Eε,D,km¯−1j normalised by function k¯m¯ vˇε,km¯−1 = k¯m¯−1 v˜ε,km¯
(used as the normalisation function in the weak convergence relation for
distributions Gε,D,km¯−1j(·) given in Theorem 5, in the case where probability
k¯m¯−2 p˜0,km¯−1km¯ > 0), converge to the first moment of distribution G0,D,km¯−1j(·).
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Second, let us assume that state km¯ /∈ k¯m¯−2Y˜1,km¯−1, i.e., the following
condition holds:
k¯m¯−2 p˜ε,km¯−1km¯ = 0, ε ∈ [0, 1]. (282)
In this case, the normalisation function,
k¯m¯ v¯ε,km¯−1 = k¯m¯ vˇε,km¯−1 = k¯m¯−2 v˜ε,km¯−1. (283)
Condition (274) obviously holds, with the limit,
k¯m¯ u¯0[km¯−1km¯] = 0. (284)
The normalisation function k¯m¯ v¯ε,km¯−1 coincides with the normalisation
function k¯m¯ vˇε,km¯−1 used in the corresponding weak convergence relation for
distributions of hitting times given in Theorem 5, in the case where proba-
bility k¯m¯−2 p˜0,km¯−1km¯ = 0. This equality is included in the condition (282).
Relation (275) takes, in this case, the following form, for j ∈ D,
Eε,D,km¯−1j
k¯m¯ vˇε,km¯−1
=
k¯m¯−2 e˜ε,km¯−1j
k¯m¯−2 v˜ε,km¯−1
k¯m¯−2 p˜ε,km¯−1j
→ k¯m¯−2 e˜0,km¯−1j k¯m¯−2 p˜0,km¯−1j
= E¯0,D,km¯−1j = E0,D,km¯−1j <∞ as ε→ 0. (285)
Note that E¯0,D,km¯−1j ∈ (0,∞), for j ∈ D such that k¯m¯−2 p˜0,km¯−1j > 0.
Relation (285) means that, in the case where condition (282) holds,
the expectations Eε,D,km¯−1j normalised by function k¯m¯ vˇε,km¯−1 = k¯m¯−2 v˜ε,km¯−1
(used as the normalisation function in the weak convergence relation for dis-
tributions Gε,D,km¯−1j(·) given in Theorem 5, in the case where probability
k¯m¯−2 p˜0,km¯−1km¯ = 0), converge to the first moment of distribution G0,D,km¯−1j(·).
Third, let us assume that state km¯ ∈ k¯m¯−2Y˜1,km¯−1 and k¯m¯−2 p˜0,km¯−1km¯ = 0,
i.e., the following condition holds,
k¯m¯−2 p˜ε,km¯−1km¯ > 0, ε ∈ (0, 1], while k¯m¯−2 p˜0,km¯−1km¯ = 0. (286)
Note that, in this case,
k¯m¯−2 p˜ε,km¯−1km¯ → 0 as ε→ 0. (287)
In this case, condition (274) should be assumed to hold. Three cases
should be considered, when the limit k¯m¯ u¯0[km¯−1km¯] equals 0, or takes value
in interval (0, 1), or equals 1.
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If limit k¯m¯u¯0[km¯−1km¯] = 0, then the asymptotic relation (275) takes the
following form, for j ∈ D,
Eε,D,km¯−1j
k¯m¯ v¯ε,km¯−1
→ k¯m¯−2 e˜0,km¯−1j k¯m¯−2 p˜0,km¯−1j
= E¯0,D,km¯−1j = E0,D,km¯−1j <∞ as ε→ 0. (288)
In this case,
k¯m¯ v¯ε,km¯−1
k¯m¯−2 v˜ε,km¯−1
→ 1 as ε→ 0. (289)
That is why relation (288) implies that, for j ∈ D,
Eε,D,km¯−1j
k¯m¯−2 v˜ε,km¯−1
→ k¯m¯−2 e˜0,km¯−1j k¯m¯−2 p˜0,km¯−1j
= E¯0,D,km¯−1j = E0,D,km¯−1j <∞ as ε→ 0. (290)
Relation (290) means that, in the case where condition (274) holds,
with the limit k¯m¯ u¯0[km¯−1km¯] = 0, and condition (286) holds, expecta-
tions Eε,D,km¯−1j normalised by function k¯m¯ vˇε,km¯−1 = k¯m¯−2 v˜ε,km¯−1 (used as
the normalisation function in the weak convergence relation for distributions
Gε,D,km¯−1j(·) given in Theorem 5, in the case where probability k¯m¯−2 p˜0,km¯−1km¯ =
0), converge to the first moment of distribution G0,D,km¯−1j(·).
If limit k¯m¯ u¯0[km¯−1km¯] ∈ (0, 1), then the asymptotic relation (275) takes
the following form, for j ∈ D,
Eε,D,km¯−1j
k¯m¯ v¯ε,km¯−1
→ (1− k¯m¯ u¯0[km¯−1km¯]) k¯m¯−2 e˜0,km¯−1j k¯m¯−2 p˜0,km¯−1j
+ k¯m¯u¯0[km¯−1km¯]E¯0,D,km¯j
= E¯0,D,km¯−1j <∞ as ε→ 0. (291)
In this case,
k¯m¯ v¯ε,km¯−1
k¯m¯−2 v˜ε,km¯−1
→ (1− k¯m¯ u¯0[km¯−1km¯])
−1 as ε→ 0. (292)
That is why relation (291) implies that, for j ∈ D,
Eε,D,km¯−1j
k¯m¯−2 v˜ε,km¯−1
→ k¯m¯−2 e˜0,km¯−1j k¯m¯−2 p˜0,km¯−1j
+ k¯m¯
u¯0[km¯−1km¯]
1− k¯m¯u¯0[km¯−1km¯]
E0,D,km¯j as ε→ 0. (293)
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If E0,D,km¯j ∈ (0,∞), i.e., if k¯m¯−1 p˜0,km¯j > 0, then
k¯m¯−2 e˜0,km¯−1j k¯m¯−2 p˜0,km¯−1j +
k¯m¯u¯0[km¯−1km¯]
1− k¯m¯ u¯0[km¯−1km¯]
E0,D,km¯j
> k¯m¯−2 e˜0,km¯−1j k¯m¯−2 p˜0,km¯−1j = E0,D,km¯−1j. (294)
Relation (294) means that, in the case where condition (274) holds, with
the limit k¯m¯ u¯0[km¯−1km¯] ∈ (0, 1), condition (286) holds, and E0,D,km¯j ∈
(0,∞), expectations Eε,D,km¯−1j normalised by function k¯m¯ vˇε,km¯−1 = k¯m¯−2 v˜ε,km¯−1
(used as the normalisation function in the weak convergence relation for dis-
tributions Gε,D,km¯−1j(·) given in Theorem 5, in the case where probability
k¯m¯−2 p˜0,km¯−1km¯ = 0), converge to the limit, which differs of the first moment
of distribution G0,D,km¯−1j(·).
If limit k¯m¯u¯0[km¯−1km¯] = 1, then the asymptotic relation (275) takes the
following form, for j ∈ D,
Eε,D,km¯−1j
k¯m¯ v¯ε,km¯−1
→ E¯0,D,km¯j
= E¯0,D,km¯−1j <∞ as ε→ 0. (295)
In this case,
k¯m¯ v¯ε,km¯−1
k¯m¯−2 v˜ε,km¯−1
→∞ as ε→ 0. (296)
That is why, relation (295) implies that, for j ∈ D such that E¯0,D,km¯−1j ∈
(0,∞),
Eε,D,km¯−1j
k¯m¯−2 v˜ε,km¯−1
→∞ as ε→ 0. (297)
Relation (297) means that, in the case where condition (274) holds, with
the limit k¯m¯ u¯0[km¯−1km¯] = 1, condition (286) holds, and E0,D,km¯j ∈ (0,∞),
the expectations Eε,D,km¯−1j normalised by function k¯m¯ vˇε,km¯−1 = k¯m¯−2 v˜ε,km¯−1
(used as the normalisation function in the weak convergence relation for
distributions Gε,D,km¯−1j(·) given in Theorem 5, in the case where probability
k¯m¯−2 p˜0,km¯−1km¯ = 0), converge to ∞ as ε→ 0.
9.5 Asymptotics for expectations of hitting times in the case
with an arbitrary initial state from domain D\{km}. Let now, consider
the general case, with the initial state is kn, for some n = 1, . . . , m¯− 1.
105
We can use, in this case, relation (268) given in Lemma 37. This relation
takes, in this case, can be written in the following form, for j ∈ D and
n = 1, . . . , m¯− 1,
Eε,D,knj = k¯n−1 e˜ε,knj k¯n−1 p˜ε,knj
+
∑
n+1≤l≤m¯
( k¯n−1 e˜ε,knkl
+ Eε,D,klj) k¯n−1 p˜ε,knkl. (298)
Let us define recurrently the following normalisation function, for n =
1, . . . , m¯,
k¯m¯ v¯ε,kn = k¯n¯−1 v˜ε,kn +
∑
n+1≤l≤m¯
k¯m¯ v¯ε,kl k¯n−1 p˜ε,knkl . (299)
Obviously, k¯m¯ v¯ε,kn ∈ [1,∞), ε ∈ (0, 1], for n = 1, . . . , m¯− 1.
Let us assume that the following condition holds:
k¯m¯F¯:
k¯m¯
v¯ε,kl k¯n−1
p˜ε,knkl
k¯m¯
v¯ε,kn
→ k¯m¯u¯0[kn kl] ∈ [0, 1] as ε → 0, for l = n + 1, . . . , m¯,
n = 1, . . . , m¯− 1.
It is useful to note that condition H is sufficient for holding of condition
k¯m¯F¯.
Condition k¯m¯F¯ obviously implies that, for n = 1, . . . , m¯− 1,
k¯n¯−1 v˜ε,kn
k¯m¯ v¯ε,kn
→ k¯m¯ u¯0[kn kn]
= 1−
m¯∑
l=n+1
k¯m¯ u¯0[kn kl] ∈ [0, 1] as ε→ 0. (300)
The asymptotic relation (272) and (276) given, respectively, in Theo-
rems 9 and 10 can be considered as the results of first step in some back-
ward asymptotic recurrent algorithm for computing limits for expectations
of hitting times, Eε,D,kn,j/ k¯m¯ v¯ε,kn, for n = m¯, . . . , 1, where the corresponding
normalisation functions are given by relations (271) and (273).
Let us assume that, we have already realised m¯−n steps in this backward
algorithm resulted by the following asymptotic relations, for j ∈ D, l =
m¯, . . . , n+ 1, for some 1 ≤ n ≤ m¯− 1,
Eε,D,kl,j/ k¯m¯ v¯ε,kl → E¯0,D,knj <∞ as ε→ 0. (301)
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with some limits E¯0,D,klj <∞, j ∈ D, l = m¯, . . . , n+ 1.
Then, using relation (298), we get the following relations, for j ∈ D,
Eε,D,knj/k¯m¯ v¯ε,kn =
k¯n¯−1 v˜ε,kn
k¯m¯ v¯ε,kn
k¯n−1 e˜ε,knj
k¯n¯−1 v˜ε,kn
k¯n−1 p˜ε,knj
+
∑
n+1≤l≤m¯
k¯n¯−1 v˜ε,kn
k¯m¯ v¯ε,kn
k¯n−1 e˜ε,knl
k¯n¯−1 v˜ε,kn
k¯n−1 p˜ε,knkl
+
∑
n+1≤l≤m¯
k¯m¯ v¯ε,kl k¯n−1 p˜ε,knkl
k¯m¯ v¯ε,kn
Eε,D,klj
k¯m¯ v¯ε,kl
= (1− k¯m¯ u¯0[kn kn]) ( k¯n−1 e˜0,knj k¯n−1 p˜0,knj
+
∑
n+1≤l≤m¯
k¯n−1 e˜0,knl k¯n−1 p˜0,knl)
+
∑
n+1≤l≤m¯
k¯m¯ u¯0[kn kl]E¯0,D,klj
= E¯0,D,knj <∞ as ε→ 0. (302)
By induction, relation (302) holds for any j ∈ D, n = m¯ − 1, . . . , 1.
Moreover, (302) gives the explicit recurrent formulas for computing limits
E¯0,D,knj <∞, j ∈ D, n = m¯− 1, . . . , 1.
The following theorem takes place.
Theorem 11. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯−1
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯ − 1 are chosen in such
way that condition k¯rFˆ holds, for r = 1, . . . , m¯ − 1 hold, and additionally
condition k¯m¯F¯ holds. Then, the following asymptotic relation takes place, for
j ∈ D, n = 1, . . . , m¯− 1,
Eε,D,knj/ k¯m¯ v¯ε,kn → E¯0,D,knj <∞ as ε→ 0. (303)
Remark 19. Conditions H is sufficient for holding of conditions C, C˜,
k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯− 1, and k¯m¯F¯.
The normalisation function k¯m¯ v¯ε,kn can be expressed in terms of normal-
isation functions k¯l−1 v˜ε,kl, l = n, . . . , m¯, for n = 1, . . . , m¯.
In particular, according relations (271) and (273), the normalisation func-
tions k¯m¯ v¯ε,km¯ = k¯m¯−1 v˜ε,km¯ and k¯m¯ v¯ε,km¯−1 = k¯m¯−2 v˜ε,km¯−1+ k¯m¯−1 v˜ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯ .
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By continuing the recurrent substitution in relation (299), we get,
k¯m¯ v¯ε,km¯−2 = k¯m¯−3 v˜ε,km¯−2
+ (k¯m¯−2 v˜ε,km¯−1 + k¯m¯−1 v˜ε,km¯ k¯m¯−2 p˜ε,km¯−1km¯) k¯m¯−3 p˜ε,km¯−2km¯−1
+ k¯m¯−1 v˜ε,km¯ k¯m¯−3 p˜ε,km¯−2km¯
= k¯m¯−3 v˜ε,km¯−2
+ k¯m¯−2 v˜ε,km¯−1 k¯m¯−2 p˜ε,km¯−1km¯
+ k¯m¯−1 v˜ε,km¯(k¯m¯−3 p˜ε,km¯−2km¯−1 k¯m¯−2 p˜ε,km¯−1km¯ + k¯m¯−3 p˜ε,km¯−2km¯). (304)
Analogous relations can be obtained for n = m¯− 3, . . . , 1.
The following analysis (concerned conditions, under which expectations
Eε,D,km¯−1j, normalised by the function k¯m¯ vˇε,km¯−1 used as the normalisation
function in the weak convergence relation for distributions Gε,D,km¯−1j(·) given
in Theorem 6, converge to the first moment of the corresponding limiting
distribution G0,D,km¯−1j(·)) can be performed in the way analogous to those
used in Subsection 9.4. We, leave this for the future publications.
9.6 Asymptotics for expectations of hitting times for the case
with an initial state in domain D. In this subsection we present condi-
tions of convergence for normalised expectations of hitting times for the case,
where the initial state i ∈ D.
We assume that conditions of Theorems 9 and 10 holds and additionally
assume that conditions B˙, C˙, D˙, E˙, and k¯m¯F˙ hold.
The key role is played by the following relation, which takes place, for
i, j ∈ D and ε ∈ (0, 1],
Eε,D,ij = eε,ijpε,ij +
∑
kn∈D
(Eε,D,knj + eε,ikn)pε,ikn
= eε,ijpε,ij +
∑
kn∈D
eε,iknpε,ikn +
∑
kn∈D
Eε,D,knjpε,ikn. (305)
Note, first of all, that the above assumptions and relation (305) imply
that Eε,D,ij <∞, for i, j ∈ D and ε ∈ (0, 1].
Let us introduce the following normalising functions, for i ∈ D,
k¯m¯ v¨ε,i = vε,i +
∑
kn∈D
k¯m¯ v¯ε,kn (306)
Let us also assume that the following comparability condition holds:
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k¯m¯F¨:
k¯m¯
v¯ε,kn
k¯m¯
v¨ε,i
→ k¯m¯ u¨0[kn i] ∈ [0,∞] as ε→ 0, for kn ∈ D, i ∈ D.
Condition k¯m¯F¨ imply that the following relations holds, for r ∈ D,
vε,i
k¯m¯ v¨ε,i
= 1−
∑
kn∈D
k¯m¯ v¯ε,kn
k¯m¯ v¨ε,i
→ 1−
∑
kn∈D
k¯m¯u¨0[kn i] = k¯m¯ u¨0[ii] ∈ [0, 1] as ε→ 0. (307)
Obviously, the following relation, for i ∈ D,
k¯m¯u¨0[ii] +
∑
kn∈D
k¯m¯ u¨0[kn i] = 1. (308)
Theorems 9 and 10, condition k¯m¯F¨ and relations (305) and (307) imply
that the following relation hold, for i, j ∈ D,
Eε,D,ij/ k¯m¯ v¨ε,i =
vε,i
k¯m¯ v¨ε,i
eε,ij
vε,i
pε,ij +
∑
kn∈D
vε,i
k¯m¯ v¨ε,i
eε,ikn
vε,i
pε,ikn
+
∑
kn∈D
k¯m¯ v¯ε,kn
k¯m¯ v¨ε,i
Eε,D,knj
k¯m¯ v¯ε,kn
pε,ikn
→ k¯m¯ u¨0[ii]e0,ij +
∑
kn∈D
k¯m¯u¨0[ii]e0,rkn
+
∑
kn∈D
k¯m¯u¨0[kni]E¯0,D,knj = E¨0,D,ij as ε→ 0. (309)
The following theorem takes place.
Theorem 12. Let conditions A – E, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯−1
hold, where the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯− 1 are chosen in such way
that condition k¯rFˆ holds, for r = 1, . . . , m¯−1 hold, and, also, condition k¯m¯F¯,
B˙ – E˙, k¯m¯F˙, and k¯m¯F¨ hold. Then, the following asymptotic relation takes
place, for i, j ∈ D,
Eε,D,ij/ k¯m¯ v¨ε,i → E¨0,D,ij <∞ as ε→ 0. (310)
Remark 20. Conditions H and H˙ are sufficient for holding of conditions
C, C˜, k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯− 1, and k¯m¯F¯, C˙, k¯m¯F˙, and k¯m¯F¨.
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10. Comments, Generalisations and Examples
In this section, we comment some natural generalisations of asymptotic
results presented in Sections 2 – 9. In particular, we discuss possibilities
of reward interpretation for hitting type functionals as well as consideration
of vector and real-valued rewards. In the last subsection, we also present
numerical examples illustrating the main theoretical results of the paper.
10.1 Hitting rewards and regularity conditions. Let us begin from
the remark that the regularity condition A can be, in fact, omitted. In this
case, condition B still guarantee that relation (6) holds, i.e. the hitting times
νε,D and τε,D are proper random variables.
In this case, it is possible that the random variable νε(t) can be improper
random variables, i.e. take value ∞ with positive probabilities, and, thus,
the semi-Markov process ηε(t) is not well defined.
Despite of this, one can interpret the random variable τε,D as a Markov
reward accumulated at a trajectory of the Markov chain ηε,n up to the first
hitting of domain D by this Markov chain.
The recurrent algorithms presented in Sections 1 – 9 and the asymptotic
results formulated in Theorems 1 – 12 remain to be valid. Condition A can
be omitted in the corresponding algorithms and theorems.
10.2 Atoms at zero for limiting distributions. These generalisa-
tions are concerned condition D (b), which requires that the corresponding
limiting distributions for transition times are not concentrated at zero.
This condition, together with other basic conditions, guarantees that the
corresponding limiting conditional distributions of hitting times F0,D,ij(·) also
are not concentrated at zero.
One possible generalisation is connected with omitting condition D (b).
The asymptotic recurrent algorithms presented in the paper can be realised
without changes. The only difference is that, in this case, one can not guar-
antee that the corresponding limiting distributions k¯nF˜0,ij(·) and k¯nF0,ij(·)
are not concentrated at zero, and, in sequel, that limiting conditional distri-
butions of hitting times F0,D,ij(·) are not concentrated at zero. In this case,
one should compute the limiting Laplace transforms Ψ0,D,ij(·) and the limits
of expectations Eˆ0,D,ij using the same asymptotic recurrent formulas given
in Theorems 1 – 12, and then check that Ψ0,D,ij(s0) < 1, for some s0 > 0 or,
respectively, that Eˆ0,D,ij > 0.
An important example is connected with the functional, which can be
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defined for any domain C ⊆ D,
τε,C,D =
νε,D∑
n=1
κε,nI(ηε,n−1 ∈ C). (311)
The random variable τε,C,D can be interpreted the reward accumulated in
states from domain C at a trajectory of the Markov chain ηε,n up to the first
hitting of domain D by this Markov chain.
In this case, one can consider the new Markov renewal process (ηε,C,n,
κε,C,n, where ηε,C,n = ηε,n and κε,C,n = κε,nI(ηε,n−1 ∈ C). Obviously, the basic
conditionsB – E and C˜ remain to hold for the new Markov renewal processes,
wth the only change that the distribution functions Fε,ij(t) = I(t ≥ 0), t ≥ 0
and expectations eε,ij = 0, for i ∈ C, j ∈ X, ε ∈ (0, 1]. One can choose the
initial normalisation functions vε,i ≡ 1, for i ∈ C . In this case, the limiting
distributions for transition times F0,ij(t) = I(t ≥ 0), t ≥ 0 and expectations
e0,ij = 0, for i ∈ C, j ∈ X.
10.3 Normalisation functions. It also should be mention that, in
fact, the normalisation functions vˇε,i = k¯m¯ vˇε,i, i ∈ X depend on the choice of
sequence k¯m¯ = 〈k1, . . . km¯〉 chosen according the corresponding algorithm of
phase space reduction. However, the property of non-concentration at zero
for the corresponding limiting distributions G0D,ij(·) implies that the above
normalisation functions k¯′m¯ vˇε,i and, k¯′′m¯ vˇε,i for any two admissible sequences
k¯′m¯
and k¯′′m¯ are asymptotically comparable (their quotient k¯′m¯ vˇε,i/ k¯′′m¯ vˇε,i should
converge to some constant w0,i[k¯
′
m¯, k¯
′′
m¯] ∈ (0,∞), as ε → 0). Condition
H (or H and H˙) make it possible recurrent computing of these constants.
The corresponding limiting distributions for hitting times differ only by the
scaling factor w0,i[k¯
′
m¯, k¯
′′
m¯].
It also should be mentioned that the assumption that the initial normal-
isation functions, 1 ≤ vε,i → v0,i ∈ [1,∞] as ε → 0, can be weaken and
replaced by the assumption that 0 < vε,i → v0,i ∈ (0,∞] as ε → 0. All
algorithms described in Sections 1 – 9 and results formulated in Theorems 1
– 12 remain to be valid.
10.4 Limiting distributions for hitting times. The limiting condi-
tional distributions F0,D,ij(·), appearing in Theorem 7 and other weak con-
vergence theorems for hitting times for perturbed semi-Markov processes,
have semi-Markov phase-type, i.e., themselves are conditional distributions
of hitting types for semi-Markov processes, possibly, with a smaller phase
space than the phase space of the initial semi-Markov processes.
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In particular, it is possible that the limiting conditional distributions for
hitting times belong to the well known class of phase-type distributions (con-
ditional distributions of hitting times for continuous time Markov chains).
We refer to woks [8 - 10], where a detailed description of phase-type distri-
butions can be found.
10.5 Weak asymptotics for distributions and expectations of hit-
ting times for an arbitrary domain D. It is readily seen that, in order
to provide holding of conditions of Theorems 1 – 12, for any domain D ⊆ X,
one should, first require holding of the basic conditions B – E and C˜ in the
following “maximal” form:
Bmax: (a) pε,ij > 0, ε ∈ (0, 1] or pε,ij = 0, ε ∈ (0, 1], for every i ∈ D, j ∈ X,
(b) there exists, for every i, j ∈ X, a chain of states i = j0, j1, . . . , jnij−1,
jnij = j such that
∏
1≤l≤nij
p1,jl−1jl > 0.
Cmax: pε,ij → p0,ij as ε→ 0, for i, j ∈ X.
Dmax: (a) Fε,ij(· vε,i) = P{κε,1/vε,i ≤ ·/ηε,0 = i, ηε,1 = j} ⇒ F0,ij(·) as ε→ 0,
for j ∈ Y1,i, i ∈ X, (b) F0,ij(·), j ∈ Y1,i, i ∈ X are proper distribution
functions such that F0,ij(0) < 1, j ∈ Y1,i, i ∈ X, (c) 1 ≤ vε,i → v0,i ∈
[1,∞] as ε→ 0, for i ∈ X.
Emax: eε,ij/vε,i =
∫∞
0
tFε,ij(dt)/vε,i → e0,ij =
∫∞
0
tF0,ij(dt) as ε→ 0, for j ∈
Y1,i, i ∈ X.
and
C˜max: p˜ε,ij = I(j 6= i)
pε,ij
1−pε,ii
→ p˜0,ij ∈ [0, 1] as ε→ 0, for i, j ∈ X.
It is useful to note that, under condition Bmax (a), condition Bmax (b)
is equivalent to the assumption that the phase space X is one class of com-
municative states for the Markov chain ηε,n, for every ε ∈ (0, 1].
In this case, probabilities pε,ii < 1, i ∈ X, for ε ∈ [0, 1].
However, the phase space X can possess an arbitrary communicative
structure for the Markov chain η0,n, i.e. split in one or several closed classes
of communicative states plus possibly a class of transient states.
Condition H should also be replaced by its maximal variant:
Hmax: Functions p·,ij, i, j ∈ X and v·,i, i ∈ X belong to some complete family
of asymptotically comparable functions.
Condition Hmax is sufficient for holding of conditions Cn and Fn, for any
nonempty domain D ⊆ X and n ≥ 0. In sequel, condition Hmax is sufficient
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for holding of conditions k¯rC˜, k¯rCˆ, k¯r−1F˜, r = 1, . . . , m¯ − 1 and k¯m¯F˙ (where
the states kr ∈ k¯r−1D
∗
, r = 1, . . . , m¯−1 are chosen in such way that condition
k¯rFˆ holds, for r = 1, . . . , m¯− 1), for any nonempty domain D ⊆ X.
10.6 Vector hitting rewards. In this case, one consider the Markov
renewal process (ηε,n, κ¯ε,n) = (ηε,n, (κε,1,n, . . . , κε,L,n)), n = 0, 1, . . . with a
phase space X×R+l , where X = {1, . . . ,M} is a finite set and R
+
l = [0,∞)×
· · · × [0,∞) is the l-product of the interval [0,∞).
The corresponding vector hitting reward functional is defined in the fol-
lowing way, for D ⊆ X,
τ¯ε,D =
νε,D∑
n=1
κ¯ε,n = (τε,1,D, . . . , τε,l,D), where τε,l,D =
νε,D∑
n=1
κε,l,n. (312)
In this case, one can reduce the problem to scalar case by using the
method known as the Wold-Crame´r device. Let us introduce the following
scalar hitting reward, for z¯ = (z1, . . . , zl) ∈ R
+
l ,
τ
(z¯)
ε,D =
νε,D∑
n=1
κ(z¯)ε,n, where κ
(z¯)
ε,n =
l∑
r=1
zrκε,r,n, n ≥ 1. (313)
ConditionD (a) takes the form of weak convergence relations for l-dimen-
sional distribution functions, Fε,ij(· vε,i) = P{v
−1
ε,i κ¯ε,1 ≤ ·/ηε,0 = i, ηε,1 = j}.
It is equivalent to the assumption that the weak convergence relations holds
for the corresponding one-dimensional distribution functions, F
(z¯)
ε,ij(· vε,i) =
P{v−1ε,i κ
(z¯)
ε,1 ≤ ·/ηε,0 = i, ηε,1 = j}, for z¯ ∈ R
+
l .
The weak convergence relations for the corresponding distributions of
“scalar” hitting reward functionals, G
(z¯)
ε,D,ij(· vˇε,i), for z¯ ∈ Rl are equivalent to
the weak convergence relations for l-dimensional distributions, Gε,D,ij(· vˇε,i) =
Pi{v
−1
ε,i τ¯ε,D ≤ ·, ηε,νε,D = j}.
10.7 Real-valued hitting rewards. In this case, one consider the
Markov renewal process (ηε,n, κε,n), n = 0, 1, . . . with a phase space X × R,
where X = {1, . . . ,M} is a finite set, and R = (−∞,∞) is a real line.
The corresponding real-valued hitting reward functional can be defined
in the standard way and represented as the difference of two non-negative
hitting reward functionals, for D ⊆ X,
τε,D =
νε,D∑
n=1
κε,n = τ
+
ε,D − τ
−
ε,D, (314)
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where
τ±ε,D =
νε,D∑
n=1
κ±ε,n and κ
±
ε,n = ±κε,nI(±κε,n ≥ 0), n ≥ 1. (315)
One can consider the vector hitting reward functional τ¯ε,D = (τ
+
ε,D, τ
−
ε,D)
and to apply to this vector hitting reward the Wold-Crame´r device as it is
described in Subsection 10.6, for getting weak convergence relations of the
type, Gε,D,ij(· k¯m¯vε,i) = Pi{ k¯m¯v
−1
ε,i τ¯ε,D ≤ ·, ηε,νε,D = j}. Such relations in an
obvious way imply the corresponding weak convergence relations real-valued
hitting reward functionals τε,D = τ
+
ε,D − τ
−
ε,D.
In order to escape some possible side effects, which can be caused by
discontinuity of distribution functions of transition times at point 0, one can
also use a more general splitting procedure for hitting times, which is based
on random variables κ±ε,c,n = ±(κε,n−c)I(±κε,n ≥ ±c), n ≥ 1, for some c ≥ 0.
10.8 Examples. Let us consider an example, which let us illustrate
results presented in the paper.
In what follows, denote Expλ(t) = 1 − e
−λt, t ≥ 0 the exponential dis-
tribution function with parameter λ > 0, Geop(·) a geometrical distribution
function with parameter p ∈ (0, 1) (i.e. the distribution function of a ran-
dom variable taking value n with probability p(1 − p)n−1, for n = 1, 2, . . .),
and Cona(t) = I(t ≥ a) the distribution function with unit jump at a point
a ≥ 0 (the distribution function of a random variable taking value a with
probability 1).
In this example, the phase space X = {1, 2, 3}, and the matrix Pε =
‖pε,ij‖ of transition probabilities for the embedded Markov chain ηε,n has the
following form, for ε ∈ (0, 1],
Pε =
∥∥∥∥∥∥∥
1− 1
2
εα − 1
2
εβ 1
2
εα 1
2
εβ
1
2
ε 1− ε 1
2
ε
0 0 1
∥∥∥∥∥∥∥ . (316)
Here, parameters α, β ∈ [0,∞).
Also, we assume that distributions of transition times take the following
forms, for ε ∈ (0, 1],
Fε,ij(t) =
{
Conε−γ(t), t ≥ 0 for i = 1, j = 1, 2, 3,
Con1(t), t ≥ 0 for i = 2, 3, j = 1, 2, 3,
(317)
where parameter γ ∈ [0,∞).
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This means that the transition times from state 1 take value ε−γ, while
transition times from states 2 and 3 take value 1.
Note that in the case γ = 0, the semi-Markov process ηε(t) is a discrete
time Markov chain embedded in continuous time.
Let us consider the case, where domain D = {3} and, thus, domain
D = {1, 2}, i.e., it is a two-states set.
We shall describe weak convergence asymptotics for distributions of hit-
ting times Gε,i,3(·vˇε,i), i = 1, 2 that is find proper normalisation functions
vˇε,i, i = 1, 2 and the corresponding limiting distributions G0,i,3(·), i = 1, 2,
which are not concentrated at 0, and, also, describe the corresponding asymp-
totics for the expectations of hitting times.
In this case, conditions A and B obviously hold.
Moreover, in this case condition Bˆ also holds.
Since, D is a one-state set, the indicator I(ηε(τε,D = 3) = 1, and, thus, for
i = 1, 2,
Gε,D,i3(t) = P{τε,D ≤ t}, t ≥ 0. (318)
Condition C also holds. The corresponding limiting matrix of transition
probabilities for the embedded Markov chain η0,n takes different forms, for
cases: (1) α = β = 0, (2) α > 0, β = 0, (3) α = 0, β > 0, (4) α = β > 0,
(5) α > β > 0, and (6) β > α > 0. We denote matrix P0 for these three
cases, respectively, as P
(h)
0 , for h = 1, . . . , 6. Obviously,
P
(1)
0 =
∥∥∥∥∥∥∥
0 1
2
1
2
0 1 0
0 0 1
∥∥∥∥∥∥∥ , P
(2)
0 =
∥∥∥∥∥∥∥
1
2
0 1
2
0 1 0
0 0 1
∥∥∥∥∥∥∥ , P
(3)
0 =
∥∥∥∥∥∥∥
1
2
1
2
0
0 1 0
0 0 1
∥∥∥∥∥∥∥ , (319)
and
P
(h)
0 =
∥∥∥∥∥∥∥
1 0 0
0 1 0
0 0 1
∥∥∥∥∥∥∥ , h = 4, 5, 6. (320)
In this model, state 3 is an absorbing state, state 2 is asymptotically
absorbing state, while state 1 is asymptotically non-absorbing state, for cases
h = 1, 2, 3 or asymptotically absorbing state, for cases h = 4, 5, 6.
In this case, it is natural to choose the initial normalisation functions,
vε,1 = ε
−γ, vε,2 = 1, ε ∈ (0, 1]. (321)
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Note, first of all that, in this case, the condition of asymptotic com-
parability H holds for transition probabilities pε,ij, i ∈ D, j ∈ X and the
normalisation functions vε,i, i ∈ D, which belong to the complete family of
asymptotically comparable functions H1 defined by relation (184).
Conditions D obviously holds, with the corresponding limiting distri-
bution functions F0,ij(t) and the corresponding Laplace transforms φ0,ij(s),
given by the following relations, for i = 1, 2, j = 1, 2, 3,
F0,ij(t) = Con1(t), t ≥ 0, (322)
and
φ0,ij(s) = e
−s, s ≥ 0. (323)
Conditions E also holds. The corresponding limiting expectations, take
the following forms, for i = 1, 2, j = 1, 2, 3.
e0,ij = 1. (324)
Since domain D is a two-states set, the only steps 0 and 1 of the asymp-
totic recurrent algorithm described in Sections 3 – 9 should be realised.
At the step 0, the procedure of asymptotic removing virtual transitions
described in Section 3 should be applied to the semi-Markov processes ηε(t).
The Markov chain η˜ε,n has the transition probabilities p˜ε,ij = I(j 6=
i)
pε,ij
1−pε,ii
, i = 1, 2, j = 1, 2, 3, which given by relation (34), and the matrix
of its transition probabilities takes the following form, for ε ∈ (0, 1],
P˜ε =
∥∥∥∥∥∥∥
0 ε
α
εα+eβ
εβ
εα+eβ
1
2
0 1
2
0 0 1
∥∥∥∥∥∥∥ . (325)
According Lemma 3, conditions A˜ and B˜ hold.
Condition C˜ also holds. The corresponding limiting matrix of transition
probabilities P˜0 for the Markov chain η˜0,n takes different forms for cases (1)
– (6) listed above. We denote matrix P˜0 for these cases, respectively, as
P˜
(h)
0 , for h = 1, . . . , 6. Obviously,
P˜
(1)
0 =
∥∥∥∥∥∥∥
0 1
2
1
2
1
2
0 1
2
0 0 1
∥∥∥∥∥∥∥ , P˜
(2)
0 =
∥∥∥∥∥∥∥
0 0 1
1
2
0 1
2
0 0 1
∥∥∥∥∥∥∥ , P˜
(3)
0 =
∥∥∥∥∥∥∥
0 1 0
1
2
0 1
2
0 0 1
∥∥∥∥∥∥∥ , (326)
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and
P˜
(4)
0 =
∥∥∥∥∥∥∥
0 1
2
1
2
1
2
0 1
2
0 0 1
∥∥∥∥∥∥∥ , P˜
(5)
0 =
∥∥∥∥∥∥∥
0 0 1
1
2
0 1
2
0 0 1
∥∥∥∥∥∥∥ , P˜
(6)
0 =
∥∥∥∥∥∥∥
0 1 0
1
2
0 1
2
0 0 1
∥∥∥∥∥∥∥ . (327)
In this case, the normalisation functions, v˜ε,i = (1 − pε,ii)
−1vε,i, i = 1, 2,
take, according relations (51) the following forms,
v˜ε,1 = 2ε
−γ(εα + εβ)−1, v˜ε,2 = ε
−1, ε ∈ (0, 1]. (328)
According Lemma 3, conditions D˜ holds.
Let us define parameter,
δ = min(α, β) + γ. (329)
If δ = 0, then: v˜ε,1 ≡ 1, in the case (1); v˜ε,1 →
1
2
as ε → 0, in the cases
(2) and (3).
If δ > 0 then v˜ε,1 →∞ as ε→ 0.
Also, v˜ε,2 →∞ as ε→ 0.
Probability p0,11 < 1 in the cases (1) – (3), i.e., if α ∧ β = 0, while
p0,11 = 1 in the cases (4) – (6), i.e., if α ∧ β > 0.
The Laplace transform φ˜0,1j(·), j = 1, 2, 3 for corresponding limiting dis-
tribution function F˜0,1j(·) appearing in condition D˜ should be computed with
the use of relation (54) and (64), if p0,11 < 1, or (63) and (64), if p0,11 = 1.
Thus, relations (319) and (323) imply that, for s ≥ 0 and j = 1, 2, 3,
φ˜0,1j(s) =
φ0,1j((1− p0,11)s)(1− p0,11)
1− p0,11φ0,1j((1− p0,11)s))
=
{
e−s if α = β = 0,
1
2
e−
s
2/(1− 1
2
e−
s
2 ) if α > 0, β = 0 or α = 0, β > 0.
(330)
Note that the distribution functions corresponding to the Laplace trans-
forms appearing in relation (330) are, respectively, Con1(t), for the case
α = β = 0, and Geo 1
2
(2t), for the cases α > 0, β = 0 and α = 0, β > 0.
In the case, where α ∧ β > 0, relations (319) and (324) imply that, for
s ≥ 0 and j = 1, 2, 3,
φ˜0,1j(s) = (1 + e0,11s)
−1 = (1 + s)−1. (331)
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Probability p0,22 = 1.
Thus, the Laplace transform φ˜0,2j(s), s ≥ 0 for corresponding limiting
distribution function F˜0,2j(·), j = 1, 2, 3 appearing in condition D˜ should be
computed with the use of relation (63) and (64).
In the case, relations (319) and (324) imply that, for s ≥ 0 and j = 1, 2, 3,
φ˜0,2j(s) = (1 + e0,22s)
−1 = (1 + s)−1. (332)
Note that the distribution function corresponding the Laplace transform
appearing in relations (331) and (332) is Exp1(·).
According Lemma 3, conditions E˜ also holds.
The corresponding limiting expectations take the following forms, for
i = 1, 2, j = 1, 2, 3.
e˜0,ij = 1. (333)
Note also that the distribution function F˜ε,3j(t) = Con1(t), t ≥ 0, for
j = 1, 2, 3 and the corresponding expectation e˜ε,3j = 1, for j = 1, 2, 3 and
ε ∈ [0, 1].
At the sub-step 1.1, the procedure of asymptotic one-state reduction of
phase space, described in Section 4 should be applied to the semi-Markov
processes η˜ε(t).
Relations (328) and (329) imply that,
v˜ε,1 = 2ε
−γ(εα + εβ)−1 ∼
2
1 + I(α = β)
ε−δ as ε→ 0, (334)
Three cases should be considered, where (i) δ ∈ [0, 1), (ii) δ = 1, and
(iii) δ ∈ (1,∞). Obviously,
w˜ε,12 =
v˜ε,1
v˜ε,2
→ w˜0,12 as ε→ 0, (335)
where
w˜0,12 =


0 if δ ∈ [0, 1),
2
1+I(α=β)
if δ = 1,
∞ if δ ∈ (1,∞).
(336)
Let us consider the case (i), where δ ∈ [0, 1).
In this case, conditions F˜ and 1Fˆ holds, i.e., state 1 is asymptotically less
absorbing than state 2.
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That is why, state 1 should be chosen for exclusion it from the phase
space X, according the procedure described in Section 4. In this case, the
reduced phase space is 1X = {2, 3} and domain 1D = {2} is a one-state set.
The Markov chain 1ηε,n has the transition probabilities 1pε,ij = p˜ε,ij +
p˜ε,i1p˜ε,1j, i, j = 2, 3, which given by relation (92), and the matrix of its
transition probabilities takes the following form, for ε ∈ (0, 1],
1Pε =
∥∥∥∥∥
εα
2(εα+εβ)
εα+2εβ
2(εα+εβ)
0 1
∥∥∥∥∥ . (337)
According Lemma 13, conditions 1A and 1B hold.
Condition 1C also holds. The corresponding limiting matrix of transition
probabilities 1P0 for the Markov chain 1η0,n takes three different forms in the
cases: (1), (4), i.e., if α = β; (2), (5), i.e., if α > β; and (3), (6), i.e., if β >
α. We denote matrix 1P0 for these cases, respectively, as 1P
(h), h = 1, . . . , 6.
Obviously,
1P
(1)
0 =
∥∥∥∥ 14 340 1
∥∥∥∥ , 1P(2)0 =
∥∥∥∥ 0 10 1
∥∥∥∥ , 1P(3)0 =
∥∥∥∥ 12 120 1
∥∥∥∥ .
1P
(4)
0 =
∥∥∥∥ 14 340 1
∥∥∥∥ , 1P(5)0 =
∥∥∥∥ 0 10 1
∥∥∥∥ , 1P(6)0 =
∥∥∥∥ 12 120 1
∥∥∥∥ . (338)
In this case, the normalisation function, 1vε,2 takes, according relation
(115), the following form,
1vε,2 = v˜ε,2 = ε
−1, ε ∈ (0, 1]. (339)
By Lemma 9, condition 1C˜ holds and, for j = 2, 3,
1p˜0,2j = I(j 6= 2)
1p0,2j
1− 1p0,22
= I(j 6= 2). (340)
Also, by Lemma 10, condition 1Cˆ holds, and,
1qˆ0[2j] = I(j 6= 2)
p˜0,2j
1p0,2j
=


0 if j = 2,
2
3
if j = 3, α = β,
1
2
if j = 3, α > β,
1 if j = 3, β > α.
(341)
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According Lemma 13, conditions 1D and 1E hold.
The Laplace transform 1φ0,2j(s), s ≥ 0 for corresponding limiting distri-
bution function 1F0,2j(·) appearing in condition 1D should be computed with
the use of relations (116) and (118), for j = 2, 3.
Using relations (116), (118), (332), (335), (336), and (341) we get, taking
into account that w˜0,12 = 0, that, for s ≥ 0 and j = 3,
1φ0,23(s) = φ˜0,23(s) 1q0,23 + φ˜0,21(s)φ˜0,13(w˜0,12s)(1− 1q0,23)
= (1 + s)−1 1q0,23 + (1 + s)
−1(1− 1q0,23) = (1 + s)
−1, (342)
and, for s ≥ 0 and j = 2,
1φ0,22(s) = φ˜0,21(s)φ˜0,12(w˜0,12s) = (1 + s)
−1. (343)
Thus, the distribution functions 1F0,2j(·) = Exp1(·), for j = 2, 3.
Also, the limiting expectation 1e0,2j appearing in condition 1E is the first
moment of the distribution function 1F0,2j(·) and, thus, for j = 2, 3,
1e0,2j = 1. (344)
Note also that the distribution function 1Fε,3j(t) ≡ Con1(t ≥ 1), t ≥ 0,
for j = 2, 3 and the corresponding expectation 1eε,3j ≡ 1, for j = 2, 3 and
ε ∈ [0, 1].
At step 1.2, the procedure of asymptotic removing virtual transitions
described in Section 5 should be applied to the semi-Markov processes 1ηε(t).
The Markov chain 1η˜ε,n has the transition probabilities 1pε,ij, i, j = 2, 3,
which given by relation (150), and the matrix of its transition probabilities
takes the following form, for ε ∈ (0, 1],
1P˜ε =
∥∥∥∥ 0 10 1
∥∥∥∥ . (345)
In this case, the normalisation function, 1v˜ε,2 takes, according relation
(151), (328), (337), and (338) the following form,
1v˜ε,2 = (1− 1pε,22)
−1(1− pε,22)
−1vε,2
= (1−
εα
2(εα + eβ)
)−1ε−1 =
2(εα + εβ)
ε(εα + 2εβ)
∼ 1p
−1
0,23 ε
−1 as ε→ 0, (346)
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where the coefficient 1p
−1
0,23 takes, according relation (338), the following value,
1p
−1
0,23 =
4
3
· I(α = β) + 1 · I(α > β) + 2 · I(β > α). (347)
According Lemma 17, conditions 1A˜ and 1B˜ hold.
As it was mentioned above condition 1C˜ (which plays the role of condition
C for the semi-Markov processes 1η˜ε(t)) holds. Also, as was mentioned in
Subsection 5.6, condition 1C˜
′ (which is equivalent to condition 1C˜ and plays
the role of condition C˜ for the semi-Markov processes 1η˜ε(t)) holds.
According Lemma 17, conditions 1D˜ and 1E˜ hold.
The Laplace transform 1φ˜0,23(s), s ≥ 0 for corresponding limiting distri-
bution function 1F˜0,23(·) appearing in condition 1D˜ should be computed with
the use of relation (156), if probability 1p0,22 < 1, or relation (158), if prob-
ability 1p0,22 = 1. Relation (338) shows that the first variant takes place.
Using relations (158), (338), (342), and (343), we get, for s ≥ 0,
1φ˜0,23(s) =
1φ0,23((1− 1p0,22)s)(1− 1p0,22)
1− 1p0,22 1φ0,23((1− 1p0,22)s))
=
1− 1p0,22
1 + (1− 1p0,22)s
(
1−
1p0,22
1 + (1− 1p0,22)s
)−1
=
1
1 + s
. (348)
Also, according relation (338) and (344),
1e˜0,23 = (1− 1p0,22) 1e0,23 + 1p0,22 1e0,22 = 1. (349)
According, Theorem 2, 1v˜ε,2, given by relation (339) should be taken as
the normalisation function and the limiting Laplace transform Ψ0,D,23(s) =
1φ˜0,23(s), s ≥ 0. Thus, Theorem 2, yields, according relation (348), the
following asymptotic relation,
Gε,D,23(· 1v˜ε,2)⇒ G0,D,23(·) = Exp1(·) as ε→ 0. (350)
Now the backward recurrent algorithm described in Theorems 2 and 3,
which are given in Section 5, should be applied.
According relations (326) and (327), probability p˜0,12 is takes the following
value,
p˜0,12 =
1
2
· I(α = β) + 0 · I(α > β) + 1 · I(β > α). (351)
In the cases α = β and β > α, probability p˜0,12 takes positive values.
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In this case, according Theorem 3, 1v˜ε,2 should be taken as the normal-
isation function. Also, relations (173), (335), (336), and (351) yield, in this
case, that the limiting Laplace transform Ψ0,D,13(s) takes the following form,
for s ≥ 0,
Ψ0,D,13(s) = φ˜0,13((1− 1p0,22)w˜0,12s))p˜0,13
+Ψ0,D,23(s)φ˜0,12((1− 1p0,22)w˜0,12s)p˜0,12
= p˜0,13 +
1
1 + s
p˜0,12 =
{
1
2
+ 1
2
1
1+s
if α = β,
1
1+s
if β > α.
(352)
Thus, Theorem 2, yields, according relation (352), the following asymp-
totic relation,
Gε,D,13(· 1v˜ε,2)⇒ G0,D,13(·) as ε→ 0, (353)
where
G0,D,13(t) =
{
1
2
Con0(t) +
1
2
Exp1(t) if α = β,
Exp1(t) if β > α.
(354)
In the case α > β, probability p˜0,12 = 0.
According to Theorem 3, function v˜ε,1, given by relation (334), should be
taken as the normalisation function. Also, relations (175) yields, in this case,
that the limiting Laplace transform Ψ0,D,13(s) takes the following form, for
s ≥ 0,
Ψ0,D,13(s) = φ˜0,13(s)p˜0,13
=
{
1
2
e−
s
2/(1− 1
2
e−
s
2 ) if α > β = 0,
1
1+s
if α > β > 0.
(355)
Thus, Theorem 3, yields, according relation (355), the following asymp-
totic relation,
Gε,D,13(· v˜ε,1)⇒ G0,D,13(·) as ε→ 0, (356)
where
G0,D,13(·) =
{
Geo 1
2
(2t) if α > β = 0,
Exp1(t) if α > β > 0.
(357)
Remind that we consider the case (i), where δ = min(α, β) + γ ∈ [0, 1).
In this case, the normalisation function 1v˜ε,2, used in the weak convergence
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relations (350), (353), and the normalisation function v˜ε,1, used in the weak
convergence relation (356), are connected by relation,
v˜ε,1 = o(1v˜ε,2) as ε→ 0. (358)
Finally, according to Theorem 9, the following asymptotic relation takes
place for expectations of hitting times,
Eε,D,23/ 1v˜ε,2 → E¯0,D,23 = E0,D,23 = 1 as ε→ 0. (359)
The situation is more complex in the case, where the initial state is 1.
In this case, the normalisation function proposed in relation (273) takes
the following form,
v¯ε,1 = v˜ε,1 + 1v˜ε,2 p˜ε,12 =
2
εγ(εα + εβ)
+
2(εα + εβ)
ε(εα + 2εβ)
εα
εα + eβ
. (360)
The asymptotic comparability condition represented by relation (274)
holds and this relation takes the following form,
1v˜ε,2 p˜ε,12
v¯ε,1
=
(
1 +
ε(εα + 2εβ)
εα+γ(εα + εβ)
)−1
→ u¯α,β,γ as ε→ 0, (361)
where
u¯α,β,γ =


1 if α + γ < 1,
1
3
I(α > β) + 2
5
I(α = β) + 1
2
I(α < β) if α + γ = 1,
0 if α + γ > 1.
(362)
Remind that we consider the case, where parameter δ = min(α, β) + γ ∈
[0, 1).
If α ≤ β, then δ = α + γ < 1, and, thus, u¯α,β,γ = 1. In this case,
probability p˜0,12 =
1
2
I(α = β)+1I(α < β) > 0 and v¯ε,1/ 1v˜ε,2 → p˜0,12 as ε→ 0.
Therefore, according Theorem 10 and the remarks made in Subsection 9.4,
the following equivalent relations take place,
Eε,D,13/ v¯ε,1 → E¯0,D,13 = E¯0,D,23 = 1 as ε→ 0, (363)
and
Eε,D,13/ 1v˜ε,2 → E0,D,13 as ε→ 0. (364)
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where
E0,D,13 =
{
1
2
if α = β,
1 if α < β.
(365)
In the above relations (359) and (364), the expectations of hitting times
Eε,D,13 normalised by function 1v˜ε,2 (used in the corresponding weak conver-
gence relations for distributions of hitting times, for the case where p˜0,12 > 0)
converge to the first moment E0,D,13 for the corresponding limiting distribu-
tion G0,D,13(·).
If α > β, then δ = β + γ < 1, and, thus, u¯α,β,γ = 1I(α + γ < 1) +
1
3
I(α + γ = 1) + 0I(α + γ > 1). In this case, probability p˜0,12 = 0, and
v¯ε,1/v˜ε,1 → (1 − u¯α,β,γ)
−1 as ε → 0. Therefore, according Theorem 10 and
the remarks made in Subsection 9.4, the following relations take place,
Eε,D,13/v¯ε,1 → E¯0,D,13
= (1− u¯α,β,γ)e˜0,13p˜0,13 + u¯α,β,γE¯0,D,23
= (1− u¯α,β,γ) + u¯α,β,γ = 1 as ε→ 0. (366)
while,
Eε,D,13/v˜ε,1 → E¯0,D,13(1− u¯α,β,γ)
−1
= (1− u¯α,β,γ)
−1 as ε→ 0. (367)
If β + γ < 1 < α + γ, then u¯α,β,γ = 0. In this case, E¯0,D,13 = e˜0,13p˜0,13 =
E0,D,13 = 1 and E¯0,D,13(1− u¯α,β,γ)
−1 = E0,D,13 = 1.
Therefore, in the above relation (367), the expectations of hitting times
Eε,D,13 normalised by function v˜ε,1 (used in the corresponding weak conver-
gence relation for distributions of hitting times, for the case where p˜0,12 = 0),
converge to the first moment E0,D,13 for the corresponding limiting distribu-
tion G0,D,13(·).
If β+γ < α+γ = 1, then u¯α,β,γ =
1
3
. In this case, E¯0,D,13 =
2
3
e˜0,13p˜0,13+
1
3
=
2
3
E0,D,13+
1
3
= 1, while E¯0,D,13(1− u¯α,β,γ)
−1 = e˜0,13p˜0,13+
1
2
= E0,D,13+
1
2
= 3
2
.
Therefore, in the above relation (367), the expectations of hitting times
Eε,D,13 normalised by function v˜ε,1 (used in the corresponding weak conver-
gence relation for distributions of hitting times, for the case where p˜0,12 = 0)
converge to the constant, which differs of first moment E0,D,13 for the corre-
sponding limiting distribution G0,D,13(·).
If β + γ < α + γ < 1, then u¯α,β,γ = 1. In this case, E¯0,D,13 = 1, while
E¯0,D,13(1− u¯α,β,γ)
−1 =∞.
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Therefore, in the above relation (367), the expectations of hitting times
Eε,D,13 normalised by function v˜ε,1 (used in the corresponding weak conver-
gence relation for distributions of hitting times for the case where p˜0,12 = 0)
converge to ∞.
It also worth to note that finding of Laplace transforms for the cor-
responding limiting distributions in the weak convergence relations (350),
(353), and (356) as well as the limits for expectations in asymptotic rela-
tions (359), (364), and (366) do require only performing of some recurrent
rational algebraic transformations on the initial transition probabilities of
embedded Markov chains and Laplace transforms of the transition times and
their expectations.
Analogous computations can be made in the cases (ii) δ = 1 and (iii)
δ ∈ (1,∞). In the case δ = 1, states 1 and 2 are asymptotically equivalently
absorbing. Each state 1 or 2 can be used in the procedure of one-state ex-
clusion from phase space at the step 1 of the algorithm described in Section
4. In the case δ ∈ (1,∞), state 2 is asymptotically less absorbing than state
1. Thus, state 2 should be used in the procedure of one-state exclusion from
phase space at the step 1 of the algorithm described in Section 4.
Appendix A: Families of Asymptotically Comparable Functions
In Appendix A, we present results and comments concerning families of
asymptotically comparable functions and discuss connection of these results
with asymptotic recurrent algorithms of phase space reductions presented in
the paper.
A1 Families of asymptotically comparable functions. In Appendix
A, we consider functions h(ε) defined on interval (0, 1] and taking values in
the interval (0,∞).
Let H = {h(ε)} be a non-empty family of such functions.
Definition 1. H = {h(·)} is a complete family of asymptotically com-
parable functions if: (1) it is closed with respect to operations of summa-
tion, multiplication and division and (2) there exists limε→0 h(ε) = a[h(·)] ∈
[0,∞], for any function h(·) ∈ H.
Definition 2. H′ is a family of asymptotically comparable functions
if it is a sub-family of some complete family of asymptotically comparable
functions H.
Let functions hk(ε) ∈ H
′, k = 1, 2, . . ., indices ℓk = ±1, k = 1, 2, . . ..
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Then, obviously, the following limit exists, for any integer n ≥ 0,
lim
ε→0
n∏
k=1
hk(ε)
ℓk = a[h1(·), ℓ1, . . . , hn(·), ℓn] ∈ [0,∞]. (368)
Indeed, according to the obvious induction, functions
∏n
k=1 hk(ε)
ℓk be-
longs to family H.
The asymptotic relation (368) let one give alternative variants of Defini-
tions 1 and 2.
Let H′ be a family of functions defined on interval (0, 1], taking values in
the interval (0,∞), for which the asymptotic relation (368) holds.
Let now define the family [H′] of all functions given by the following
relation,
h(ε) =
∑n′
r′=1
∏n′
r′
k′=1 h
′
r′,k′(ε)
ℓ′
r′,k′∑n′′
r′′=1
∏n′′
r′′
k′′=1 h
′′
r′′,k′′(ε)
ℓ′′
r′′,k′′
, (369)
where: (a) functions h′r′,k′(ε) ∈ H, 1 ≤ k
′ ≤ n′r′ < ∞, 1 ≤ r
′ ≤ n′ < ∞; (b)
functions h′′r′′,k′′(ε) ∈ H, 1 ≤ k
′′ ≤ n′′r′′ < ∞, 1 ≤ r
′′ ≤ n′′ < ∞; (c) indices
ℓ′r′,k′ = ±1, 1 ≤ k
′ ≤ n′r′ < ∞, 1 ≤ r
′ ≤ n′ < ∞, (d) indices ℓ′′r′′,k′′ = ±1, 1 ≤
k′′ ≤ n′′r′′ <∞, 1 ≤ r
′′ ≤ n′′ <∞.
Obviously, H′ ⊆ [H′]. Indeed, any function h(ε) ∈ H′ can be represented
in the form, h(ε) = h(ε)2/h(ε) ∈ [H].
Also constant 1 = 1(ε), ε ∈ (0, 1] belongs to family [H′]. Indeed, 1 = 1(ε)
can be represented in the form, 1(ε) = h(ε)/h(ε) ∈ [H′].
We refer to family [H′] as the closure of the family H′.
The following lemma presents the basic properties of [H′].
Lemma A1. Let H′ be a family of functions, for which the asymptotic
relation (368) holds. Then its closure [H′] is a complete family of asymptot-
ically comparable functions.
Proof. Holding of assumption (a) given in Definition 1 for family [H′]
and the corresponding operational formulas for computing sums, products
and quotients of functions from the family [H′] are obvious.
Holding of assumption (b) given in Definition 1 for family [H′] follows
from the following relation, which holds for any function h(ε) ∈ [H′] given
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by relation (369),
lim
ε→0
h(ε) = lim
ε→0
∑n′
r′=1
∏n′
r′
k′=1 h
′
r′,k′(ε)
ℓ′
r′,k′∑n′′
r′′=1
∏n′′
r′′
k′′=1 h
′′
r′′,k′′(ε)
ℓ′′
r′′,k′′
= lim
ε→0
n′∑
r′=1
( n′′∑
r′′=1
n′′
r′′∏
k′′=1
h′′r′′,k′′(ε)
ℓ′′
r′′,k′′
n′
r′∏
k′=1
h′r′,k′(ε)
−ℓ′
r′,k′
)−1
=
n′∑
r′=1
( n′′∑
r′′=1
a[h′′r′′,k′′(·), ℓ
′′
r′′,k′′, k
′′ = 1, . . . , n′′r′′,
h′r′,k′(·),−ℓ
′
r′,k′, k
′ = 1, . . . , n′r′]
)−1
∈ [0,∞]. (370)
Thus, [H′] is, indeed, a complete family of asymptotically comparable
functions. 
Since, H′ ⊆ [H′], we can say that H′ is a family of asymptotically com-
parable functions if the asymptotic relation (368) holds for family H′.
Moreover, the family of asymptotically comparable functions H′ is com-
plete if H′ = [H′].
A2 Examples. Let us present several examples of complete families of
asymptotically comparable functions.
Example 1. The simplest example of a complete family of asymptotically
comparable functions is the family of functions H1 = {h(·)} such that, for
any function h(·) ∈ H1, there exist constants ah > 0 and bh ∈ (−∞,∞) such
that the following asymptotic relation holds,
h(ε)
ahεbh
→ 1 as ε→ 0. (371)
Let us check that the family of functions H1 satisfies the assumptions
formulated in Definition 1.
Let hi(·), i = 1, 2 be two functions from the family H1, for which the
asymptotic relation (371) holds, i.e., hi(ε)/aiε
bi → 1 as ε → 0, for i = 1, 2,
where ai > 0, bi ∈ (−∞,∞), i = 1, 2.
In this case, relation (371) holds for function h(ε) = h1(ε) + h2(ε), with
parameters a = a1I(b1 < b2)+(a1+a2)I(b1 = b2)+a2I(b1 > b2) and b = b1∧b2.
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First, let us assume that b1 < b2. Then,
h(ε)
aεb
=
h1(ε)
a1εb1
a1
a
εb1−b +
h2(ε)
a2εb2
a2
a
εb2−b
=
h1(ε)
a1εb1
+
h2(ε)
a2εb2
a2
a1
εb2−b1 → 1 as ε→ 0. (372)
Second, let b1 = b2. Then,
h(ε)
aεb
=
h1(ε)
a1εb1
a1
a
εb1−b +
h2(ε)
a2εb2
a2
a
εb2−b
=
h1(ε)
a1εb1
a1
a1 + a2
+
h2(ε)
a2εb2
a2
a1 + a2
→ 1 as ε→ 0. (373)
The third case, where b1 > b2 is analogous to the first one considered
above.
Thus, family H1 is closed with respect to the operation of summation.
Also, relation (371) holds for function hℓ(ε) = h1(ε)h2(ε)
ℓ, with parame-
ters hℓ = a1a
ℓ
2 and bℓ = b1 + b2ℓ, for ℓ = ±1. Indeed,
h(ε)
aℓεbℓ
=
h1(ε)h2(ε)
ℓ
a1a
ℓ
2ε
b1+b2ℓ
=
h1(ε)
a1εb1
(h2(ε)
a2εb2
)ℓ
→ 1 as ε→ 0. (374)
Thus, family H1 is closed with respect to the operations of multiplication
and division.
Finally, relation (371) obviously implies that, for any function h(·) ∈ H1,
for which the asymptotic relation (371) holds, i.e., h(ε)/ahε
bh → 1 as ε→ 0,
for some ah > 0, bh ∈ (−∞,∞), there exist the limit,
lim
ε→0
h(ε) = lim
ε→0
ahε
bh = a[h(·)] =


0 if bh > 0,
ah if bh = 0,
∞ if bh < 0.
(375)
Therefore, H1 is a complete family of asymptotically comparable func-
tions.
Let H′1 b non-empty sub-family of family H1. Then, for any functions
hk(ε) ∈ H
′
1, for which relation (371) holds with parameters ak > 0, bk ∈
(−∞,∞), and indices ℓk = ±1, for k = 1, 2, . . ., there exists the following
limit, for any n ≥ 1,
lim
ε→0
n∏
k=1
hk(ε)
ℓk = lim
ε→0
n∏
k=1
aℓkk limε→0
ε
∑n
k=1 ℓkbk
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=

0 if
∑n
k=1 ℓkbk > 0,∏n
k=1 a
ℓk
k if
∑n
k=1 ℓkbk = 0,
∞ if
∑n
k=1 ℓkbk < 0.
(376)
Example 2. Another example of a complete family of asymptotically
comparable functions is the family of functions H2 = {h(·)} such that, for
any function h(·) ∈ H2, there exists constants ah > 0 and bh, ch ∈ (−∞,∞)
such that the following asymptotic relation holds,
h(ε)
ahεbhe−chε
−1 → 1 as ε→ 0. (377)
Let us check that the family of functions H2 satisfies the assumptions
formulated in Definition 1.
Let hi(·), i = 1, 2 be two functions from the family H1, for which the
asymptotic relation (377) holds, i.e., hi(ε)/aiε
bie−ciε
−1
→ 1 as ε → 0, for
i = 1, 2, where ai > 0, bi, ci ∈ (−∞,∞), i = 1, 2.
In this case, relation (377) holds for function h(ε) = h1(ε) + h2(ε), with
parameters a = a1(I(c1 < c2) + I(c1 = c2, b1 < b2)) + (a1 + a2)I(c1 = c2, b1 =
b2) + a2(I(c1 > c2) + I(c1 = c2, b1 > b2)), b = b1I(c1 < c2) + (b1 ∧ b2)I(c1 =
c2) + b2I(c1 > c2), and c = c1 ∧ c2.
First, let us assume that c1 < c2 or c1 = c2, b1 < b2. Then,
h(ε)
aεbe−cε−1
=
h1(ε)
a1εb1e−c1ε
−1
a1
a
εb1−be−(c1−c)ε
−1
+
h2(ε)
a2εb2e−c2ε
−1
a2
a
εb2−be−(c2−c)ε
−1
=
h1(ε)
a1εb1e−c1ε
−1 +
h2(ε)
a2εb2e−c2ε
−1
a2
a1
εb2−b1e−(c2−c1)ε
−1
→ 1 as ε→ 0. (378)
Second, let c1 = c2, b1 = b2. Then,
h(ε)
aεbe−cε−1
=
h1(ε)
a1εb1e−c1ε
−1
a1
a
εb1−be−(c1−c)ε
−1
+
h2(ε)
a2εb2e−c2ε
−1
a2
a
εb2−be−(c2−c)ε
−1
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=
h1(ε)
a1εb1e−c1ε
−1
a1
a1 + a2
+
h2(ε)
a2εb2e−c2ε
−1
a2
a1 + a2
→ 1 as ε→ 0. (379)
The third case, where c1 > c2 or c1 = c2, b1 > b2. is analogous to the first
one considered above.
Thus, family H2 is closed with respect to the operation of summation.
Also, relation (377) holds for function hℓ(ε) = h1(ε)h2(ε)
ℓ, with parame-
ters hℓ = a1a
ℓ
2, bℓ = b1 + b2ℓ, and cℓ = c1 + c2ℓ for ℓ = ±1. Indeed,
h(ε)
aℓεbℓe−cℓε
−1 =
h1(ε)h2(ε)
ℓ
a1aℓ2ε
b1+b2ℓe−(c1+c2ℓ)ε−1
=
h1(ε)
a1εb1e−c1ε
−1
( h2(ε)
a2εb2e−c2ε
−1
)ℓ
→ 1 as ε→ 0. (380)
Thus, family H2 is closed with respect to the operations of multiplication
and division.
Finally, relation (377) obviously implies that, for any function h(·) ∈ H2,
for which the asymptotic relation (377) holds, i.e., h(ε)/ahε
bhe−chε
−1
→ 1 as
ε→ 0, for some ah > 0, bh, ch ∈ (−∞,∞), there exist the limit,
lim
ε→0
h(ε) = lim
ε→0
ahε
bhe−chε
−1
= a[h(·)] =


0 if ch > 0 or ch = 0, bh > 0,
ah if ch = 0, bh = 0,
∞ if ch < 0 or ch = 0, bh < 0.
(381)
Therefore, H2 is a complete family of asymptotically comparable func-
tions.
Let H′2 be some non-empty sub-family of family H2. Then, for any
functions hk(ε) ∈ H
′
2, for which relation (377) holds with parameters ak >
0, bk, ck ∈ (−∞,∞), and indices ℓk = ±1, for k = 1, 2, . . ., there exists the
following limit, for any n ≥ 1,
lim
ε→0
n∏
k=1
hk(ε)
ℓk =
n∏
k=1
aℓkk limε→0
ε
∑n
k=1 ℓkbke−
∑n
k=1 ℓkckε
−1
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=

0 if
∑n
k=1 ℓkck > 0
or
∑n
k=1 ℓkck = 0,
∑n
k=1 ℓkbk > 0,∏n
k=1 a
ℓk
k if
∑n
k=1 ℓkck = 0,
∑n
k=1 ℓkbk = 0,
∞ if
∑n
k=1 ℓkck < 0
or
∑n
k=1 ℓkck = 0,
∑n
k=1 ℓkbk < 0.
(382)
Example 3. One more example of a complete family of asymptotically
comparable functions is the family of functions H3 = {h(·)} such that, for
any function h(·) ∈ H3, there exists constants ah > 0 and bh, dh ∈ (−∞,∞)
such that the following asymptotic relation holds,
h(ε)
ahεbh(1 + ln ε−1)−dh
→ 1 as ε→ 0. (383)
Let us check that the family of functions H3 satisfies the assumptions
formulated in Definition 1.
Let hi(·), i = 1, 2 be two functions from the family H3, for which the
asymptotic relation (377) holds, i.e., hi(ε)/aiε
bi(1 + ln ε−1)−di → 1 as ε→ 0,
for i = 1, 2, where ai > 0, bi, di ∈ (−∞,∞), i = 1, 2.
In this case, relation (383) holds for function h(ε) = h1(ε) + h2(ε), with
parameters a = a1(I(b1 < b2) + I(b1 = b2, d1 < d2)) + (a1 + a2)I(b1 = b2, d1 =
d2) + a2(I(b1 > b2) + I(b1 = b2, d1 > d2)), b = b1 ∧ b2, and d = d1I(b1 <
b2) + (d1 ∧ d2)I(b1 = b2) + d2I(b1 > b2).
First, let us assume that b1 < b2 or b1 = b2, d1 < d2. Then,
h(ε)
aεb(1 + ln ε−1)−d
=
h1(ε)
a1εb1(1 + ln ε−1)−d1
a1
a
εb1−b(1 + ln ε−1)−(d1−d)
+
h2(ε)
a2εb2(1 + ln ε−1)−d2
a2
a
εb2−b(1 + ln ε−1)−(d2−d)
=
h1(ε)
a1εb1(1 + ln ε−1)−d1
+
h2(ε)
a2εb2(1 + ln ε−1)−d2
a2
a1
εb2−b1(1 + ln ε−1)−(d2−d1)
→ 1 as ε→ 0. (384)
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Second, let b1 = b2, d1 = d2. Then,
h(ε)
aεb(1 + ln ε−1)−d
=
h1(ε)
a1εb1(1 + ln ε−1)−d1
a1
a
εb1−b(1 + ln ε−1)−(d1−d)
+
h2(ε)
a2εb2(1 + ln ε−1)−d2
a2
a
εb2−b(1 + ln ε−1)−(d2−d)
=
h1(ε)
a1εb1(1 + ln ε−1)−d1
a1
a1 + a2
+
h2(ε)
a2εb2(1 + ln ε−1)−d2
a2
a1 + a2
→ 1 as ε→ 0. (385)
Thus, family H3 is closed with respect to the operation of summation.
Also, relation (383) holds for function hℓ(ε) = h1(ε)h2(ε)
ℓ, with parame-
ters hℓ = a1a
ℓ
2, bℓ = b1 + b2ℓ, and dℓ = d1 + d2ℓ for ℓ = ±1. Indeed,
h(ε)
aℓεbℓ(1 + ln ε−1)−dℓ
=
h1(ε)h2(ε)
ℓ
a1aℓ2ε
b1+b2ℓ(1 + ln ε−1)−(d1+d2ℓ)
=
h1(ε)
a1εb1(1 + ln ε−1)−d1
( h2(ε)
a2εb2(1 + ln ε−1)−d2
)ℓ
→ 1 as ε→ 0. (386)
Thus, family H3 is closed with respect to the operations of multiplication
and division.
Finally, relation (383) obviously implies that, for any function h(·) ∈ H3,
for which the asymptotic relation (383) holds, i.e., h(ε)/ahε
bh(1+ln ε−1)−dh →
1 as ε→ 0, for some ah > 0, bh, dh ∈ (−∞,∞), there exist the limit,
lim
ε→0
h(ε) = lim
ε→0
ahε
bh(1 + ln ε−1)−dh
= a[h(·)] =


0 if bh > 0 or bh = 0, dh > 0,
ah if bh = 0, dh = 0,
∞ if bh < 0 or bh = 0, dh < 0.
(387)
Therefore, H3 is a complete family of asymptotically comparable func-
tions.
Let H′3 be some non-empty sub-family of family H3. Then, for any
functions hk(ε) ∈ H
′
3, for which relation (383) holds with parameters ak >
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0, bk, dk ∈ (−∞,∞), and indices ℓk = ±1, for k = 1, 2, . . ., there exists the
following limit, for any n ≥ 1,
lim
ε→0
n∏
k=1
hk(ε)
ℓk
=
n∏
k=1
aℓkk limε→0
ε
∑n
k=1 ℓkbk(1 + ln ε−1)−
∑n
k=1 ℓkdk
=


0 if
∑n
k=1 ℓkbk > 0
or
∑n
k=1 ℓkbk = 0,
∑n
k=1 ℓkdk > 0,∏n
k=1 a
ℓk
k if
∑n
k=1 ℓkbk = 0,
∑n
k=1 ℓkdk = 0,
∞ if
∑n
k=1 ℓkbk < 0
or
∑n
k=1 ℓkbk = 0,
∑n
k=1 ℓkdθk < 0.
(388)
Readers can readily construct other examples based on asymptotic rep-
resentations analogous to (371), (377), and (383), which would involve and
combine power, exponential, logarithmic and other types of functions.
A3 Asymptotic comparability conditions G and H. Let remind
that it is assumed that condition B holds.
Let us first comment condition G, which requires that transition proba-
bilities p·,ij, j ∈ Y1,i, i ∈ D belong to some complete family of asymptotically
comparable functions.
In this case P = {p·,ij, j ∈ Y1,i, i ∈ D} is a family of asymptotically
comparable functions. Thus, asymptotic relation (368) holds for family P.
This implies, in an obvious way, that condition Cn holds for any n ≥ 0, and,
thus, proves Lemma 25.
Let us assume that H1 is the complete family of asymptotically compa-
rable functions appearing in condition G, i.e., it is assumed that, for every
j ∈ Y1,i, i ∈ D, there exist constants aij > 0 and bij ∈ [0,∞) such that the
following asymptotic relation holds,
pε,ij
aijεbij
→ 1 as ε→ 0. (389)
Note, that, in this case, relation (371) takes the form, where parameters
bij ∈ [0,∞), since transition probabilities pε,ij ∈ (0, 1], ε ∈ (0, 1], for j ∈
Y1,i, i ∈ D.
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Relation (389) implies that, for j ∈ Y1,i, i ∈ D,
lim
ε→0
pε,ij = p0,ij =
{
0 if bij > 0,
aij if bij = 0.
(390)
Moreover, since matrix Pε = ‖pε,ij‖ is stochastic, for every ε ∈ (0, 1], the
following relation holds, for i ∈ D,∑
j∈Y1,i: bij=0
aij = 1. (391)
An important role in the algorithms of phase space reduction is played
by probabilities p¯ε,ii = 1 − pε,ii =
∑
j∈Y1,i,j 6=i
pε,ij. Condition B implies that
Y1,i \{i} 6= ∅ and, thus, probabilities p¯ε,ii > 0, ε ∈ (0, 1], for i ∈ D. Moreover,
since H1 is closed with respect to summation operation, functions p¯·,ii, i ∈ D
belong to H1.
Relation (371) takes for the above functions the following form, for i ∈ D
p¯ε,ii
a¯iiεb¯ii
→ 1 as ε→ 0, (392)
where a¯ii =
∑
j∈Y1,i: j 6=i,bij=b¯ii
aij and b¯ii = ∧j∈Y1,i: j 6=i bij . Note that a¯ii >
0, b¯ii ≥ 0, for i ∈ D.
Relation (392) implies that, for i ∈ D,
lim
ε→0
p¯ε,ii = p¯0,ii =
{
0 if b¯ii > 0,
a¯ii if b¯ii = 0.
(393)
It is worth to note that quantities, p¯ε,ii, i ∈ D, p˜ε,ij =
pε,ij
1−pε,ii
, j ∈ Y1,i, j 6=
i, i ∈ D, kpε,ij = p˜ε,ij + p˜ε,ikp˜ε,kj, j ∈ kY1,i, i ∈ kD, qˆε[ij] =
p˜ε,ij
kpε,ij
, j ∈
kY1,i, i ∈ kD, and kp˜ε,ij =
kpε,ij
1− kpε,ii
, j ∈ kY1,i, j 6= i, i ∈ kD, all belong
to H1, since this family of functions is closed with respect to summation,
multiplication and division operations.
The above quantities are involved in the procedures of removing of virtual
transition and one-state reduction of phase space described in Sections 3 –
5.
Therefore, computing of the parameters a and b in the asymptotic relation
(371) for all the above quantities, do require to apply the corresponding
arithmetic operations based or relations (372) – (374).
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The same is related to analogues of the above quantities in the following
recurrent steps of application the above procedures, which are described in
Section 6.
Let us also comment condition H, which requires that transition proba-
bilities p·,ij, j ∈ Y1,i, i ∈ D and the initial normalisation functions v·,i, i ∈ D
belong to some complete family of asymptotically comparable functions.
In this case PV = {p·,ij, v·,i, j ∈ Y1,i, i ∈ D} is a family of asymptotically
comparable functions. Thus, asymptotic relation (368) holds for family PV.
This implies, in an obvious way, that condition Fn holds for any n ≥ 0 and,
thus, proves Lemma 27.
Let us assume that H1 is the complete family of asymptotically compara-
ble functions appearing in conditionH, i.e., it is assumed that the asymptotic
relation (389) holds for transition probabilities p·,ij, j ∈ Y1,i, i ∈ D and, also,
for every i ∈ D, there exist constants ai ≥ 1 and bi ∈ (−∞, 0] such that the
following asymptotic relation holds,
vε,i
aiεbi
→ 1 as ε→ 0, (394)
Note, that, in this case, relation (371) takes the form, where parameters
ai ≥ 1, bi ∈ (−∞, 0], since it was assumed that the initial normalisation
functions vε,i ∈ [1,∞), ε ∈ (0, 1], for i ∈ D.
In this case, the normalisation functions v˜ε,i = (1 − pε,ii)
−1vε,i, i ∈ D,
w˜ε,ji =
v˜ε,j
v˜ε,i
=
(1−pε,jj)
−1vε,j
(1−pε,ii)−1vε,i
, i, j ∈ D and kv˜ε,i = (1 − kpε,ii)
−1
kvε,i = (1 −
kpε,ii)
−1(1−pε,ii)
−1vε,i, i ∈ kD also belong toH1, since this family of functions
is closed with respect to summation, multiplication and division operations.
The above quantities are used for computing the corresponding normali-
sation functions involved in the procedures of removing of virtual transition
and one-state reduction of phase space described in Sections 3 – 5.
Therefore, computing of the parameters a and b in the asymptotic relation
(371) for all the above quantities, do require to apply of the corresponding
arithmetic operations based or relations (372) – (374).
The same is related to analogues of the above quantities in the follow-
ing recurrent steps of application the above procedures, which are described
in Section 6, as well as to the corresponding final normalisation functions
k¯m¯ vˇε,i, i ∈ D, their quotients k¯m¯ vˇε,j/ k¯m¯ vˇε,i, i, j ∈ D, etc., which are involved in
the weak convergence relations for hitting times given in theorems presented
in Sections 7 – 9.
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Analogous comments can be made in the cases, where conditions G and
H are based on the complete families of asymptotically comparable functions
H2 or H3.
In conclusion, we would like to note that, in the case where the compa-
rability condition H is based on one of the families, H1, H2, or H3, comput-
ing of the limiting Laplace transforms and expectations for hitting times do
require only recurrent application of some rational transformations for the
initial limiting transition probabilities p0,ij, Laplace transforms φ0,ij(s) and
expectations e0,ij . Coefficients of these rational transformations can be com-
puted with the use of recurrent rational formulas based on operational rules
(for computing limits for sum, products and quotients) for functions from
the corresponding complete family of asymptotically comparable functions.
The total number of required operations is of the order O(m¯3).
The above estimate could be expected, since, the asymptotic phase space
reduction algorithm presenting on the present paper can be considered as
some kind of asymptotic stochastic variant of the Gauss elimination method.
Conclusion
This paper presents results of the complete asymptotic analysis related
to distributions and expectations of hitting times for singularly perturbed
ergodic type finite semi-Markov processes. As we think, the new asymptotic
recurrent algorithms of phase space reduction presented in the paper have
their own value.
At the same time, we consider the results of this paper as intermediate
ones for getting ergodic and quasi-ergodic theorems for perturbed regener-
ative processes modulated by singularly perturbed semi-Markov processes.
Asymptotics of distributions and expectations of hitting times (in particu-
lar, return times) for modulating semi-Markov processes plays the key role
in such theorems.
That is why we tried and, as we think, succeeded to get conditions of
convergence for hitting times, which are based on minimal convergence con-
ditions for transition characteristics of perturbed semi-Markov processes typ-
ical for ergodic theorems, as well as to effectively compute normalisation
functions, which play the role of asymptotic time compression factors, and
“switching” parameters determining forms of the corresponding stationary
and quasi-stationary distributions in ergodic theorems.
In the recent paper [75], the complete classification of ergodic theorems,
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based on about 20 short, long and super-long time ergodic theorems for per-
turbed alternating regenerative processes modulated by regularly, singularly
and super-singularly perturbed two-states semi-Markov processes, has been
given.
Our conjecture is that the model of perturbed regenerative processes mod-
ulated by regularly and singularly perturbed multi-states semi-Markov pro-
cesses can be reduced to the former one by aggregating regenerative periods.
New regeneration moments can be defined as sequential hitting times into
the special two-states set by the modulating semi-Markov process. This two-
states set should includes two the most asymptotically absorbing states for
the modulating semi-Markov process. In this way, as we hope, the results of
the present paper let us expand ergodic theorems given in paper [75] to the
model of perturbed regenerative processes modulated by singularly perturbed
multi-states semi-Markov processes. We plan to present the corresponding
results in the near future.
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