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Abstract. We propose a new streaming algorithm, called TOUCAN, for the tensor completion
problem of imputing missing entries of a low-tubal-rank tensor using the recently proposed tensor-
tensor product (t-product) and tensor singular value decomposition (t-SVD) algebraic framework.
We also demonstrate TOUCAN’s ability to track changing free submodules from highly incomplete
streaming 2-D data. TOUCAN uses principles from incremental gradient descent on the Grassmann
manifold of subspaces to solve the tensor completion problem with linear complexity and constant
memory in the number of time samples. We compare our results to state-of-the-art tensor completion
algorithms in real applications to recover temporal chemo-sensing data and MRI data under limited
sampling.
Key words. t-SVD, t-product, Grassmannian optimization, online tensor completion, MRI
reconstruction
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1. Introduction. Modern data are increasingly high-dimensional and multiway,
increasing the storage and computational burden of signal processing algorithms.
Many practical applications collect data over multiple modalities, such as chemo-
sensing experiments that record sensor readings from dozens of channels in hundreds
of experiments over thousands of time series, or hyperspectral imaging (HSI), which
captures dozens or even hundreds of images in narrow, adjacent spectral bands for
each frame [38]. Time-sequential HSI, i.e., hyperspectral video (HSV), with hundreds
of spectral bands and megapixel spatial resolution requires images to be recorded at
the order of 10 G pixels per second. It is currently infeasible to process this type of
high-rate data in real time applications [15]. Batch processing of large-scale tensor
data quickly becomes computationally intractable, and even storing these tensors is
problematic as the memory requirements grow rapidly with the number and size of the
tensor modes. Additional challenges include large numbers of missing tensor entries
and streaming multiway data that needs to be processed on the fly.
To address these concerns, there is extensive recent literature studying low-
dimensional tensor decompositions and fast algorithms for computing them. These
decompositions provide a low-memory model approximation to tensor data that can
be used for compression and interpolating missing entries. Several algebraic frame-
works exist for the analysis and decomposition of tensors, each with their own notion
of tensor rank. In this paper, we consider sampling and recovery of 3-way tensors us-
ing the algebraic framework of the t-SVD [11, 21, 30]. Three-way tensors are treated
as linear operators over the space of oriented matrices and group rings of fibers under
the t-product multiplicative operator. Using this framework, one obtains an SVD-like
factorization referred to as the tensor-SVD (t-SVD) with a defined notion of rank
referred to as the tubal-rank. A key property of the t-SVD is the optimality of the
truncated t-SVD for data approximation under the Frobenius norm measure [41].
The t-SVD has been well-studied in exact tensor recovery [41], image and video
inpainting [42, 44, 26], hyperspectral data [13, 14], and solving tensor robust PCA
problems for video foreground/background separation [9, 43]. However, most existing
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t-SVD based methods are batch methods that require all of the data to be stored in
memory at computation time and/or require the computation of multiple SVDs. This
is very time-consuming and inefficient for large-scale data.
We therefore propose a new algorithm called TOUCAN (Tensor Rank-One
Update on the Complex Grassmannian) to recover low-rank tensor data from stream-
ing, highly-incomplete multiway data with incremental gradient descent on the prod-
uct manifold of low-rank matrices in the Fourier domain using the framework of the
t-SVD. Our method is online by nature, avoids the SVD, maintains orthonormality on
the tensor Grassmann manifold, and scales linearly in computation with the number
of samples. We compare our method to batch t-SVD methods and streaming meth-
ods in the CANDECOMP/PARAFAC (CP) algebra. We show our method’s ability
to track dynamically time-varying low-rank free submodules from streaming two-way
data in time-lapse video and undersampled functional magnetic resonance imaging
(fMRI) data. Additionally, our method can be extended to higher-order tensors by
slightly modifying our derivations to the order-p t-SVD [31].
1.1. Organization of this paper.
• Section 3: Since our tensor factorization algorithm is based on the t-product
[11], we cover the background for this decomposition in detail in this section.
At a high level, the t-product is convolutional and so can be performed by a
product in the Fourier domain.
• Section 4 proposes our tensor completion method, summarized in Algorithm
4.1.
• Section 5: Experimental results are given for synthetic data, time-lapse video,
and MRI array data in this section.
2. Related Work. It is well known that low-rank decompositions of highly un-
dersampled matrix data, with certain assumptions of incoherent left and right singular
vectors from the Singular Value Decomposition (SVD) and random sampling patterns,
can be exploited to recover missing data by solving a convex optimization program
[7]. This setting treats matrix data (a 2-way tensor) as a linear operator over a vector
space and defines the rank of the matrix via its minimal decomposition into a sum of
rank-1 matrices [41]. However, multiway data often contains correlations or interac-
tions between modes of the tensor that would otherwise be destroyed if the tensor is
flattened into a matrix [24]. More sophisticated algebraic techniques are required to
analyze these special structures.
The work in [41] solves the exact tensor completion problem under the t-SVD
algebra in a batch way using the tensor nuclear norm, a convex relaxation of tensor
tubal-rank. The algorithm involves solving a convex program on each frontal slice of
the tensor in the Fourier domain, which provably recovers the missing tensor entries
given certain incoherence conditions.The authors of [44] propose a different algorithm
using a tensor factorization model under the t-product for rapid, efficient optimiza-
tion. Both of these algorithms can only complete batch tensor data and cannot handle
streaming multiway data. Little work has been done to extend online matrix comple-
tion methods to the case of multiway tensor data using the t-SVD framework, apart
from the work in [43] which proposed an online tensor robust principal component
analysis algorithm. However, this method cannot predict missing tensor values and
does not estimate an orthonormal factorization. The work in [34] proposed an online
tensor completion algorithm using the tensor nuclear norm for low-tubal-rank tensors,
but it must compute a t-SVD for each update.
One of the most widely used tensor decompositions is the CANDE-
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COMP/PARAFAC (CP) factorization which finds a sum of rank-1 outer products
that best compose the tensor where the minimal number of such factors required is
referred to as the CP rank [22]. CP is powerful for imputing missing tensor data and
also recovering latent factors that describe the tensor along each mode. CP meth-
ods often use alternating least squares to update the factor matrices in a nonconvex
optimization problem. Several varieties of CP algorithms exist for batch tensor com-
pletion such as CP Weighted OPTimization (CP-WOPT) [2, 19] and Tensor Alternat-
ing Least Squares (TenALS) [19], both which have good scalability to large tensors.
Kolda and Hong [23] also proposed using stochastic gradients for efficient generalized
CP decomposition of large-scale tensors. However there are known computational and
ill-posedness issues with the CP model, the foremost issue being that determining the
CP rank of a tensor is an NP-hard problem [10]. Unlike the matrix setting, there does
not exist a best low-rank CP approximation of a tensor in the Frobenius norm sense
[41]. Furthermore, the alternating least squares algorithm is prone to getting stuck
in local minima, and so it may be sensitive to initialization or may require a special
initialization step.
Newer work in tensor completion has seen the development of several streaming
CP tensor completion methods. A prominent streaming version of CP tensor com-
pletion was proposed by Mardani et al. [29] using stochastic gradient descent. Kasai
[20] proposed another streaming CP tensor completion algorithm with a second-order
stochastic gradient descent procedure based on the CP decomposition exploiting re-
cursive least squares for faster convergence than the SGD method in Mardan et al.,
but at a higher computational cost. The main disadvantage to these streaming CP
methods is that they require several hyperparameters that may be difficult to tune or
know beforehand. These include a forgetting factor that varies the algorithm’s track-
ing ability from online mode to purely batch mode, and the regularization parameters
that penalize the Frobenius norm of the factor matrices [35]. Setting the appropri-
ate CP rank of the model may also be challenging. Other streaming CP algorithms
include [28, 18, 27, 36, 32].
The algorithm proposed in this paper differs from all of these methods in that it
can operate in both batch and online modes without a forgetting factor. TOUCAN
seeks the best low-rank approximation of a tensor in the Frobenius norm sense under
the t-SVD, and is empirically robust to initialization. TOUCAN requires only one
hyperparameter–the model rank, which can be more easily determined empirically by
inspecting the tubal singular value decomposition of the t-SVD of small batches of
data or over the entire batch if feasible. Otherwise, no regularization parameters are
needed. This paper builds off the work in [16], giving a full derivation of the algorithm,
adding a new algorithm that completes missing tubes of observations, adding theory
about conjugate gradient iterations needed in each iteration of our algorithm, and
including new and more extensive experiments.
3. Preliminaries. The following notation and preliminaries are adopted from
the work in [11, 9].
3.1. Notation. We denote a three-way tensor as An1×n2×n3 and denote its
(i, j, k)-th entry as Aijk. We use A(i, :, :), A(:, i, :), A(:, :, i) to denote the tensor’s
i-th horizontal, lateral, and frontal slices respectively. Frontal slices are also denoted
as A(i). A∗ denotes the conjugate transpose tensor (defined in Section 2.3). The
complex conjugate of a tensor conj(A) takes the complex conjugate of each entry of
A. We denote the Frobenius norm as ‖A‖F =
√∑
ijk |Aijk|2. Any lateral slice of
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size n1 × 1× n3 is denoted −→X , and any 1× 1× n3 tube along the third-dimension is
denoted as
−→
t .
3.2. Discrete Fourier Transform. Denote the Discrete Fourier Transform
(DFT) matrix for operation on a length-n signal as Fn ∈ Cn×n and the DFT of some
vector v ∈ Rn as v¯ = Fnv ∈ Cn. Note that Fn/
√
n is unitary, i.e. F ∗nFn = FnF
∗
n = nIn
and F−1n = F
∗
n/n. The DFT is commonly computed in O(n log n) time by the fast
Fourier transform (FFT) as v¯ = fft(v).
We denote A¯ ∈ Cn1×n2×n3 as the result of computing the DFT along the 3rd
dimension, i.e. performing the DFT on the tubes ofA. Using the FFT (with indexing
in MATLAB notation) we have A¯ = fft(A, [], 3) and similarly by the inverse DFT,
we have A = ifft(A¯, [], 3).
The block-diagonal matrix A¯ ∈ Cn1n3×n2n3 is the matrix with n3 blocks of size
n1×n2 that are the frontal faces of A¯, denoted A¯(i) ∀i = 1, . . . , n3, along its diagonal:
A¯ = bdiag(A¯) =
A¯
(1)
. . .
A¯(n3)

We define the block-circulant matrix of the frontal slices of A as bcirc(A) where
bcirc(A) =

A(1) A(n3) . . . A(2)
A(2) A(1) . . . A(3)
...
...
. . .
...
A(n3) A(n3−1) . . . A(1)
 ∈ Rn1n3×n2n3
From properties of block-circulant matrices, bcirc(A) can be block-diagonalized by
the DFT
(3.1) A¯ = (Fn3 ⊗ In1) · bcirc(A) · (F−1n3 ⊗ In2)
where ⊗ denotes the Kronecker product, and (F−1n3 ⊗ In2)/
√
n3 is unitary [9].
Using properties of the Fourier Transform, we give Lemma 3.1, which describes
conjugate symmetry of a real-valued signal transformed into the Fourier domain:
Lemma 3.1. [9] Given A ∈ Rn1×n2×n3 ,
A¯(1) ∈ Rn1×n2 and conj(A¯(i)) = A¯(n3−i+2), i = 2, . . . , dn+ 1
2
e.
Lemma 3.1 states the conjugate symmetry property for a real-valued signal in
the frequency domain using properties from the Fourier transform; this will be useful
later for avoiding redundant computations.
3.3. T-Product and T-SVD. ForA ∈ Rn1×n2×n3 we define the fold and unfold
operators [11]:
unfold(A) =

A(1)
A(2)
...
A(n3)
 fold(unfold(A)) = A
where the unfold operator maps A to a matrix of size n1n3 × n2 and fold is its
inverse operator.
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Definition 3.2 (T-product). [11]: Let A ∈ Rn1×n2×n3 and B ∈ Rn2×l×n3 . Then
the t-product A ∗B is defined to be a tensor of size n1 × l × n3,
(3.2) A ∗B = fold(bcirc(A) · unfold(B)).
The t-product can be understood from several perspectives. First, in canonical
domain, a three-way tensor of size n1 × n2 × n3 can be thought of as an n1 × n2
matrix whose entries are a tubes lying in the third dimension. The t-product is then
analogous to matrix-matrix multiplication but where circular convolution replaces
scalar multiplication between the matrix elements. Second, the t-product is equivalent
to matrix-matrix multiplication in the Fourier domain, or C = A ∗B is equivalent to
C¯ = A¯B¯ from eq. 3.1. This is shown as follows:
unfold(C) = bcirc(A) · unfold(B)
(3.3)
= (F−1n3 ⊗ In1) · ((Fn3 ⊗ In1) · bcirc(A) · (F−1n3 ⊗ In2)) · ((Fn3 ⊗ In2) · unfold(B))
(3.4)
= (F−1n3 ⊗ In1) · A¯ · unfold(B¯)
unfold(C¯) = A¯ · unfold(B¯) =⇒ C¯(i) = A¯(i)B¯(i)
Eq. 3.3 and Lemma 3.1 admit an efficient algorithm to compute the t-product
using FFTs, as shown in Alg. 3.1.
Algorithm 3.1 Tensor-Tensor Product [9]
Inputs: A ∈ Rn1×n2×n3 ,B ∈ Rn2×l×n3
Output: C =A ∗B ∈ Rn1×l×n3
1: Compute A¯ = fft(A, [], 3) and B¯ = fft(B, [], 3)
2: Compute each frontal slice of C¯ by
C¯(i) =
{
A¯(i)B¯(i), i = 1, . . . , dn3+12 e
conj(C¯(n3−i+2)), i = dn3+12 e+ 1, . . . , n3
3: Compute C = ifft(C¯ , [], 3)
Like matrix multiplication, the t-product is associative and linear [11]. In the
case where n3 = 1, it is easy to see that the t-product becomes regular matrix multi-
plication. Hence, the t-product is just a generalization of matrix multiplication.
Definition 3.3 (Conjugate transpose). [11] The conjugate tranpose of a tensor
A ∈ Cn1×n2×n3 is the tensor A∗ ∈ Cn2×n1×n3 obtained by conjugate tranposing each
frontal slice of A and then reversing the order of transposed slices 2 through n3.
A∗ = fold


A(1)
∗
A(n3)
∗
...
A(2)
∗


We also denote the conjugate transpose of any matrix or vector as A′ and b′
respectively, and A† as the pseudo-inverse of matrix A.
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Definition 3.4 (Identity tensor). [11] The identity tensor Innn3 ∈ Rn×n×n3
is the tensor whose first frontal slice being the n × n identity matrix, and all other
frontal slices being all zeros. Property: A ∗I = I ∗A =A
Definition 3.5 (Orthogonal tensor). [11] A tensor Q ∈ Rn×n×n3 is orthogonal
if it satisfies Q∗ ∗Q =Q ∗Q∗ = I .
Definition 3.6 (F-diagonal tensor). [11] A tensor is called f-diagonal if each of
its frontal slices is a diagonal matrix.
3.4. T-SVD.
Theorem 3.7 (T-SVD). [11] Let A ∈ Rn1×n2×n3 . Then it can be factorized as
A = U ∗ S ∗ V ∗ where U ∈ Rn1×n1×n3 ,V ∈ Rn2×n2×n3 are orthogonal, and S ∈
Rn1×n2×n3 is an f-diagonal tensor.
We state Theorem 3.7 without proof here and refer the reader to [9] for a detailed
proof. The T-SVD can be computed efficiently by Alg. 3.2.
Definition 3.8 (Tensor tubal-rank). [44] For any A ∈ Rn1×n2×n3 , the tensor
tubal-rank, rankt(A), is defined as the number of nonzero singular tubes of S from
the t-SVD, i.e.,
rankt(A) = #{i : S (i, i, :) = 0}
Algorithm 3.2 T-SVD [9]
Inputs: A ∈ Rn1×n2×n3
Output: T-SVD components U ,S , and V of A.
1: Compute A¯ = fft(A, [], 3)
2: Compute each frontal slice of U¯ , S¯ , V¯ by
3: for i = 1, . . . , dn3+12 e do
4: [U¯ (i), S¯(i), V¯ (i)] = SVD(A¯(i));
5: end for
6: for i = dn3+12 e+ 1, . . . , n3 do
7: U¯ (i) = conj(U¯ (n3−i+2)));
8: S¯(i) = conj(S¯(n3−i+2)));
9: V¯ (i) = conj(V¯ (n3−i+2)));
10: end for
11: Compute U = ifft(U¯ , [], 3), S = ifft(S¯ , [], 3), V = ifft(V¯ , [], 3)
Definition 3.9 (Free Module over the commutative ring). [43] Define Mn1n3 to be
the set of all 2-D lateral slices of size n1×1×n3. Since for any element −→X ∈Mn1n3 and
coefficient tube −→v ∈ R1×1×n3 in the commutative ring R(Gn3), the lateral slice
−→Y =−→X ∗−→v is also an element of Mn1n3 , and Mn1n3 is closed under tubal-scalar multiplication.
Mn1n3 is called a free module of dimension r < n1 over the commutative ring
R(Gn3) [43]. One can construct a spanning basis {
−→U 1,−→U 2, . . . ,−→U r} for this module,
and we can uniquely represent any element
−→X ∈Mn1n3 as a t-linear combination of the
spanning basis with some tubal coefficients −→w i
(3.5)
−→V =
r∑
i=1
−→U i ∗ −→w i = U ∗ −→W ,
and as illustrated in Fig. 1. Above in (3.5), U ∈ Rn1×r×n3 and −→W ∈ Rr×1×n3 .
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Fig. 1: An element of a free module generated by t-linear combination of spanning
basis and coefficients.
4. Proposed Method. Much like in matrix PCA where we wish to recover a
spanning basis of a lower-dimensional subspace that approximates the vector data
samples, we can learn a spanning basis of a lower-dimensional free submodule that
approximates the lateral slices of our tensor, where a free submodule is a subset of
the free module Mn1n3 with a spanning basis of dimension d < n1 [43].
Given n2 2-D data samples
−→X 1, . . . ,−→X n2 of size n1 × n3, we arrange them as
lateral slices to make a 3-D tensor X of size n1×n2×n3 [43]. In most circumstances,
the t-SVD method would be used to compute the spanning orthogonal basis (principal
components) of this free submodule [21]. For the purposes of this work, we consider
the case of 3-D tensor data where each lateral slice arrives sequentially in time and
may contain missing entries. Like the work in [43], we wish to compute the spanning
low-dimensional free submodule of this multiway streaming data in an online way
without computing the t-SVD which may be prohibitive in large data settings.
We can learn the spanning free submodule using stochastic gradient techniques,
similar to what the GROUSE algorithm does for matrices with streaming columns.
Like GROUSE, we aim to track an r-dimensional free submodule of Mn1n3 that may
evolve over time. Let U ∈ Rn1×r×n3 be an orthonormal tensor whose r lateral slices
span the the free submodule of Mn1n3 . At every time t, we observe an incomplete lateral
slice
−→V t ∈ Mn1n3 on the indices Ωt ⊂ {1, . . . , n1} × {1, . . . , n3}. We address two cases
of missing data: (1) arbitrary missing entries at random and (2) missing tubes at
random.
4.1. Arbitrary Missing Tensor Entries. In the scenario where the underlying
free submodule does not change over time, a natural global optimization problem with
squared `2 error loss is given as
Uˆ ,Wˆ = argmin
U∈Rn1×r×n3
W∈Rr×n2×n3
1
2n3
∑
i,j,k∈Ω
(V −U ∗W )2ijk(4.1)
s.t. U ∗ ∗ U = I rrn3
where V = [−→V 1 . . . ,−→V n2 ] is observed on the set of indices Ω ⊂ {1, . . . , n1} ×
{1, . . . , n2} × {1, . . . , n3} and recall that I rrn3 is the r× r× n3 tensor identity. Since
we have stacked the time slices on the second dimension, let n2 = T . We can then
rewrite this cost function in terms of each lateral slice
−→V t at a time for t = 1, 2, . . . , T
using the Frobenius norm:
Uˆ ,Wˆ = argmin
U∈Rn1×r×n3
W∈Rr×T×n3
1
2n3T
T∑
t=1
‖AΩt(
−→V t −U ∗ −→W t)‖2F(4.2)
s.t. U ∗ ∗ U = I rrn3
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where AΩt(·) is the linear operator that extracts the observed samples in the set Ωt.
From Eq. (4.1), we see it is possible to solve this problem incrementally, like described
in [6], in terms of the orthonormal free-submodule U and the weights −→W t ∈ Rn1×1×n3
for all t = 1, . . . , T .
The problem in (4.1) is an optimization problem on the tensor Grassmann man-
ifold, which we define below. [17] gave that the set of 3-D tensors form a smooth
embedded manifoldM of Rn that can be realized as a real product manifold of rank-
r matrices in the Fourier domain.
Lemma 4.1 (Cartesian product of manifolds). [1, 17] Let Mir be the ith smooth
manifold of dimension r. Then the Cartesian product of n smooth manifolds M is
itself a smooth manifold.
(4.3) M =M1r × . . .×Mnr
Theorem 4.2 (Tensor Grassmann Manifold). Let U ∈ Rn1×r×n3 be an orthonor-
mal tensor and U¯ ∈ Cn1×r×n3 be the result of taking the Fourier transform of each
tube in U . Let G(i)r be a Grassmann manifold of dimension r over Cn1 for the frontal
face at index i. Then from Lemma 4.1, U¯ lies on the tensor Grassmann manifold G
that is the set of all free submodules of dimension r in Mn1n3 :
(4.4) U¯ ∈ G = G(1)r × . . .× G(n3)r
We note here that U is one choice of representation for a point on the tensor
Grassmannian where the Fourier transform along its tubes U¯ has as each frontal face
a matrix with orthonormal columns. However, we can equivalently represent this
point using an n1n3 × rn3 block-diagonal matrix in the Fourier domain, with the
frontal faces of U¯ on the diagonal. We will revisit this representation below.
We minimize the cost function in Eq. (4.1) for each slice
−→V t with a stochastic
gradient descent procedure. Let Lt(U ,−→W t) = 12‖AΩt(
−→V t − U ∗ −→W t)‖2F . Then the
objective in Eq. 4.1 is 12T
∑T
t=1 Lt(U ,
−→W t). We will take a gradient step for each Lt
sequentially.
We can rewrite the objective function using the block-circulant matrix definition
of the t-product:
Lt(U ,−→W t) = 1
2
‖PΩt · unfold(
−→V t)− PΩt · (bcirc(U ) · unfold(
−→W t))‖2F
Here PΩt is a subsampled identity matrix of size |Ωt| ×n1n3, unfold(
−→V t) ∈ Rn1n3×1,
bcirc(U ) ∈ Rn1n3×rn3 , and unfold(−→W t) ∈ Rrn3×1. Using block-circulant diagonal-
ization and the fact that n2 = 1 when processing a single slice, we can rewrite the
product PΩt · (bcirc(U ) · unfold(
−→W t)) as
PΩt · (F−1n3 ⊗ In1) · (Fn3 ⊗ In1) · bcirc(U ) · F−1n3 · Fn3 · unfold(
−→W t)
= PΩt · (F−1n3 ⊗ In1) · U¯ · unfold(W¯t).
Here we have used the notation from Eq (3.1):
U¯ = (Fn3 ⊗ In1) · bcirc(U ) · F−1n3 ,
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which is of size n1n3 × rn3 and gives us another representation of U¯ , with the frontal
slices of U¯ on the diagonal, with n3 blocks of size n1× r. This representation requires
an additional constraint, that the elements not on these diagonal blocks must be zero.
We define the convex set K to represent these matrices (without any orthogonality
constraint). We therefore have the following equivalent form for Lt(U ,−→W t):
Lt(U ,−→W t) = 1
2
‖FΩt(v¯ − U¯ w¯)‖22(4.5)
where v¯ = unfold(V¯t) ∈ Cn1n3 and w¯ = unfold(W¯t) ∈ Crn3 for convenient notation.
Finally, FΩt = PΩt · (F−1n3 ⊗ In1) ∈ C|Ωt|×n1n3 is the subsampled inverse Fourier
transform.
This is a nonconvex function because of both the biconvexity between U¯ and w¯
and the orthonormality constraint U¯ ′U¯ = Ir. One can see the function is separable
in each frontal slice in the Fourier domain. Our stochastic gradient procedure will
fix U¯ and then minimize Lt(U ,−→W t) with respect to w¯ (equivalently W¯t); then we fix
w¯ and take a step in the negative gradient direction of Lt(U ,−→W t) with respect to
U¯ (equiv. U ). Note that U¯ (i) ∈ G(r, n1), ∀i = 1, . . . , n3, where G(r, n1) denotes
the complex Grassmannian–the set of all subspaces of dimension r in Cn1 . Updat-
ing the free submodule U¯ involves a projected gradient descent step onto the set of
block-diagonal matrices in the Fourier domain followed by a geodesic step along each
complex Grassmann manifold in the product of manifolds.
4.1.1. Updating the weights
−→W t. First we optimize for w¯ holding U¯ fixed by
solving
w¯ = argmin
a¯∈Crn3
1
2
‖FΩt(v¯ − U¯ a¯)‖22.(4.6)
Solving for the optimal w¯ in a closed form involves forming and inverting a large
matrix of size rn3×rn3. Instead, we use conjugate gradient descent (CGD) to estimate
w¯. This problem is easily and efficiently solved with CGD since the problem in Eq.
(4.6) is convex and quadratic in a¯ with U¯ fixed. Furthermore, we can easily compute
the matrix-vector products U¯ ′F ′ΩtFΩtU¯x for some vector x ∈ Crn3 using fast Fourier
transforms, separable matrix-vector products in each slice (from the block diagonal
structure of U¯), and zero-padding.
As the number of missing entries increases, the matrix FΩtU¯ in the least squares
problem of Eq. (4.6) becomes more poorly conditioned. Because the convergence rate
of conjugate gradient descent is dependent on the condition number of this matrix,
κ(FΩtU¯), the algorithm will require more iterations to solve the problem to within
some  > 0 accuracy. However, as noted above, it is impractical to form and store
this large matrix, much less compute its SVD to find κ, but we do know the sampling
rate. Below we prove the upper bound on the number of CGD iterations as a function
of the number of samples. The following lemma utilizes the notion of coherence of
an m × r subspace basis U , defined as µ(U) = max1≤i≤m ‖PUei‖22, where PU is the
orthogonal projection onto U and ei is the i
th standard basis vector [8].
First we state the result from Lemma 8.3.3 of [3]:
Lemma 4.3. [3] Let U be an m× r matrix with orthonormal columns, and let S
be a random subsampling operator that samples |Ω| ≤ m rows from U uniformly. Let
C be a universal constant, and δ ∈ [0, 1]. Then with probability 1− δ
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(4.7) E{‖Ir − m|Ω|U
′S′SU‖} ≤ C
√
mµ(U) log(|Ω|)/|Ω| := τ, and
(4.8) κ(SU) ≤
√
1 + δ−1τ
1− δ−1τ .
Using the results of Lemma 4.3, we can upper bound on the number of CGD
iterations in terms of µ(FΩtU¯):
Theorem 4.4. Let PΩt sample |Ωt| rows from FΩtU¯ uniformly at random. Let
 > 0, δ > 0 and C1 be a universal constant. Then with probability 1−δ, the maximum
number of conjugate gradient descent iterations, K, required to solve (4.6) to within
-precision is upper bounded as:
K ≤ 1
2
√
1 + δ−1τ
1− δ−1τ log(2/), where τ := C1
√
n1n3µ(FΩtU¯) log(|Ω|)/(|Ω|).(4.9)
Computing the coherence of FΩtU¯ may be burdensome in practice. If we could
bound the coherence of our iterates, we would be able to plug the bound into the
above theorem. However, it is difficult to guarantee bounds of that sort without
strong assumptions on the data. Starting from a random i.i.d. Gaussian initializa-
tion, empirical evidence generally supports the assumption that the coherence of the
subspace doesn’t exceed a constant multiple of the initial coherence. With this as-
sumption, we may refine our upper bound using Lemma 2.2 from [8], given now for
completeness. We show empirically in Section 4 that this bound on the coherence
gives a reasonable upper bound for the number of CGD iterations in practice.
Lemma 4.5. [8] Let U be a subspace of Rm of dimension r, and PU be the or-
thogonal projection onto U . Set r¯ = max{r, log(m)}. Then there exist constants C2
and c such that the coherence of U , denoted µ(U),
(4.10) µ(U) = max
i
‖PUei‖2 ≤ C2r¯/m
with probability 1− cm−3 log(m).
In the above Lemma, the probability is with respect to entries of U here, which
are assumed to be i.i.d. Gaussian. Under this somewhat strong assumption that the
iterates’ coherence remains bounded, τ ≤ C1
√
C2 max{r, log(n1n3)} log(|Ω|)/(|Ω|)
with probability 1 − δc(n1n3)−3 log(n1n3), where C2 and c are constants and we
assume the condition number and coherence bounds are independent.
4.1.2. Updating U . Next we perform a step of projected gradient descent on
the Grassmannian in each slice in the complex domain while holding w¯ fixed. We
compute the gradient of the objective function Lt projected onto the convex set K,
and then follow this gradient along a short geodesic curve on the Grassmannian [4].
First, using matrix derivatives [33], we find the partial derivatives of Lt with respect
to the components of U¯ :
(4.11)
∂Lt
∂U¯
= −F ′ΩtFΩt(v¯ − U¯ w¯)w¯′ = −F ′ΩtFΩt r¯w¯′
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Using the work in [12], the projected gradient on the Grassmannian in Fourier space
is given by
∇Lt = PK
(
(I − U¯ U¯ ′)∂Lt
∂U¯
)
,(4.12)
where PK(·) projects the gradient onto the closest point in the set K which sets the
non-block-diagonal entries of the gradient to zero. The gradient of the objective on
the Grassmannian then has the form
(4.13) ∇Lt =
−ρ¯
(1)w¯(1)
′
0
. . .
0 −ρ¯(n3)w¯(n3)′
 ∈ Cn1n3×rn3
where
ρ¯(i) =
(
I − U¯ (i)U¯ (i)′
)
r¯
(i)
Ωt
(4.14)
r¯Ωt = F ′ΩtFΩt r¯ = unfold(fft(∆Ωt(
−→R ), [], 3)).(4.15)
Here,
−→R = −→V −U ∗ −→W and ∆Ωt(·) imputes zeros on the unobserved tensor entries.
A gradient step along the geodesic with tangent vector −∇Lt is given by Equation
(2.65) in [12] and is a function of the singular values and vectors of ∇Lt [4]. We can
express the SVD of ∇Lt as a product of block-diagonal matrices where each element
on the diagonal of ∇Lt is itself a rank-one SVD:
∇L(i)t =
{
U (i)Σ(i)V (i)
′
, i = 1, . . . , dn3+12 e
conj(∇L(i)t ), i = dn3+12 e+ 1, . . . , n3
(4.16)
U (i) =
[−ρ¯(i)
‖ρ¯(i)‖ , x
(i)
2 , . . . , x
(i)
r
]
Σ(i) = diag{σ¯(i), 0, . . . , 0}
V (i)
′
=
[
w¯(i)
‖w¯(i)‖ , y
(i)
2 , . . . , y
(i)
r
]′
,
where σ¯(i) := 2 · ‖ρ¯(i)‖ · ‖w¯(i)′‖. Above, ρ¯(i)/‖ρ¯(i)‖ and w¯(i)′/‖w¯(i)‖ indicate that each
vector slice in Fourier space is normalized by its `2 norm. The orthonormal set of
vectors x
(i)
2 , . . . , x
(i)
r and y
(i)
2 , . . . , y
(i)
r are orthogonal to ρ¯(i) and w¯(i) respectively.
From [12], a step of length η > 0 in the direction −∇Lt is given by
U¯ t+1 = U¯ t + H¯
(4.17)
H¯(i) =
{(
sin(σ¯(i)η) ρ¯
(i)
‖ρ¯(i)‖ + (cos(σ¯
(i)η)− 1) p¯(i)‖p¯(i)‖
)
w¯(i)
′
‖w¯(i)‖ , i = 1, . . . , dn3+12 e
conj(H¯(i)), i = dn3+12 e+ 1, . . . , n3
where p¯(i) = U¯ (i)w¯(i).
Following from the convergence analysis of GROUSE in [40], we use a greedy step
size η = arctan(‖ρ¯(i)‖/‖w¯(i)‖) above for each slice H¯(i).
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Using Lemma 3.1, we can save significant time by only computing the matrix-
vector multiplications on half of the frontal slices in the Fourier domain and using the
complex conjugate to find the others.
The preceding updates give an efficient algorithm we call TOUCAN (Tensor
rank-One Update on the Complex grassmanniAN) for computing each variable in
the Fourier domain with simple, efficient linear algebra operations and fast Fourier
transforms. TOUCAN is numerically stable by maintaining orthonormality on the
tensor Grassmannian and is constant in memory use, scaling linearly with the num-
ber of observed data samples instead of in polynomial-time like batch t-SVD methods.
TOUCAN is summarized in Algorithm 4.1.
Algorithm 4.1 Tensor rank-One Update on the Complex grassmanniAN (TOU-
CAN): Arbitrary Missing Tensor Entries
Require: A series of lateral slices
−→V t ∈ Rn1×1×n3 , ∀i = 1, . . . , T observed on the
indices in Ωt; Fourier transformed orthonormal tensor U¯ 0 ∈ Cn1×r×n3 .
1: for t = 1 to T do
2: Compute V¯ t = ifft(V t, [], 3)
3: Estimate weights W¯t by solving Eq. (4.6) with CGD.
4: Predict full vector: P¯ = U¯tW¯t
5: Transform:
−→P = ifft(P¯ , [], 3)
6: Compute residual:
−→R = −→V t −−→P
7: Compute gradient terms from Eqs. (4.15) and (4.14).
8: Compute H¯ in Eq. (4.17)
9: Update subspace: U¯ t+1 = U¯ t + H¯
10: Transform: U t+1 = ifft(U¯ t+1, [], 3)
11: Transform:
−→W t = ifft(W¯ t, [], 3)
12: end for
13: return U t+1,−→W t, ∀t = 1, . . . , T
4.1.3. Memory and computational analysis. TOUCAN needs to only store
an orthonormal tensor U t ∈ Rn1×r×n3 , the weights −→W t ∈ Rr×1×n3 at each time
instance t = 1, . . . , T , requiring n1rn3 + rn3 memory elements per time instance.
This is far fewer than storing the entire tensor in memory which would require n1Tn3
memory elements, especially when any of the dimensions is very large.
Implemented efficiently, the main loop of our algorithm requires 4 fast in-
verse Fourier transforms and one fast Fourier Transform. The CGD update takes
O(K(Nn1r + n1n3 log(n3)) flops where N = d(n3 + 1)/2e and K is the number of
CGD iterations. Computing
−→R takes O(Nn1r + n1n3 log(n3) + n1n3) flops. The
update in Eq. 4.15 takes n1n3 log(n3) flops, and Eq. 4.14 takes O(Nn1r) flops.
Computing the subspace update requires O(Nn1r) flops. In total, one iteration of
TOUCAN takes O(Nrn1 + n1n3 +K(Nrn1 + n1n3 log(n3))) flops.
4.2. Missing Tensor Tubes. In real applications, entire tensor tubes may be
missing. For example, in MRI data collection, due to storage and computation require-
ments, it is often efficient to only sample entire rows or columns of spatial-frequency
space. In our framework, recovering an entire tensor tube is actually easier than
imputing individual random missing entries, and it admits an even more efficient
algorithm.
Again, let V = [−→V 1 . . . ,−→V T ] ∈ Rn1×T×n3 be a set of lateral slices for each time
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instance. At every time t, we observe an incomplete lateral slice V t ∈ Mn1n3 on the
indices Ωt ⊂ {1, . . . , n1} where not all tubes of the slice are observed. Denote PΩt ∈
R|Ωt|×n1×n3 as the tensor that selects the coordinate axes of Rn1 indexed by Ωt. PΩt
is a tensor whose first frontal slice is a subsampled identity matrix on the rows indexed
by Ωt; all other frontal slices are zeros. We then observe the lateral slice PΩt ∗
−→V t at
time t. Let UΩt denote the subtensor of U consisting of the tubes indexed by Ωt, and
VΩt = PΩt ∗
−→V t denote a lateral slice in R|Ωt|×1×n3 observed on the tubes indexed by
Ωt. It can be shown that the objective function can be rewritten as
Uˆ ,Wˆ = argmin
U∈Rn1×r×n3 ,W∈Rr×T×n3
1
2n3T
T∑
i=1
‖−→V Ωt −UΩt ∗
−→W t‖2F(4.18)
s.t. U ∗ ∗ U = I rrn3
In the Fourier domain, Lt becomes becomes
Lt(U ,−→W t) = 1
2n3
‖V¯Ωt − U¯ΩtW¯t‖2F(4.19)
The notation U¯Ωt ∈ C|Ωt|n3×rn3 denotes the block-diagonal matrix of U¯ consisting
of the rows indexed by Ωt. Similarly, V¯Ωt is a block-diagonal matrix in R|Ωt|n3×n3
observed on the rows indexed by Ωt. The problem is block-diagonal, and as the work
in [17] showed, it is separable in each frontal slice in the Fourier domain, so each
problem is a Grassmann manifold optimization problem. The algorithm is similar to
that in Alg. 4.1, except
−→W can be solved exactly in closed form using pseudo-inverses
in the Fourier domain, and ρ¯(i) is replaced by r¯(i) in Eq. 4.17. Likewise, our step size
is η = arctan(‖r¯(i)‖/‖w¯(i)‖).
We give the full algorithm in Algorithm 4.2.
Algorithm 4.2 Tensor rank-One Update on the Complex grassmanniAN (TOU-
CAN): Missing Tensor Tubes
Require: A series of lateral slices
−→V t ∈ Rn1×1×n3 , ∀i = 1, . . . , T observed on the
indices in Ωt; Fourier transformed orthonormal tensor U¯ 0 ∈ Cn1×1×n3 .
1: for t = 1 to T do
2: Compute V¯ t = ifft(V t, [], 3)
3: Estimate weights: W¯
(i)
t = U¯
(i)†
Ωt
V¯
(i)
Ωt
4: Predict full vector: P¯ = U¯tW¯t
5: Transform:
−→P = ifft(P¯ , [], 3)
6: Compute residual:
−→R = ∆Ωt(
−→V t −−→P )
7: Compute H¯.
8: Update subspace: U¯ t+1 = U¯ t + H¯
9: Transform: U t+1 = ifft(U¯ t+1, [], 3)
10: Transform:
−→W t = ifft(W¯ t, [], 3)
11: end for
12: return U t+1,−→W t, ∀t = 1, . . . , T
5. Experimental Results.
5.1. Synthetic data experiments.
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5.1.1. Incremental Tensor Completion. We first verify the validity and ef-
ficiency of TOUCAN in recovering large-scale missing tensor data synthetically gen-
erated from isotropic Gaussian distributions with low-tubal-rank. We compute the
t-product of two low-tubal-rank tensors to yield a tensor of size n1 × n2 × n3 with
tubal-rank r = 3. We sample a percentage of tensor entries/tubes randomly according
to a Bernoulli distribution. TOUCAN observes one lateral slice at each time instant,
solves the inner CGD step to within a set tolerance (1e−9), and is allowed to process
over the entire batch more than once until the desired termination tolerance. We
compare against t-SVD batch tensor completion algorithms (with improved compu-
tational efficiency using conjugate symmetry); one uses the tensor nuclear norm and
performs ADMM in its optimization (TNN-ADMM) [41], and the other factorizes
the tensor as the product of two low-tubal-rank tensors under the t-product (TCTF)
[44]. We also compare to standard matrix PCA algorithms by matricizing the ten-
sor and computing batch matrix completion [7] and GROUSE [4] on each column of
the matricized tensor. We plot the normalized root-mean-squared error (NRMSE)
of the recovered tensor to the true tensor by elapsed wall clock time in seconds in
Fig. 2(a) and 2(b), terminating each algorithm if its completed tensor Xˆ satisfies
‖Xˆ − X ‖F /‖X ‖F ≤ 1e − 9. TOUCAN is competitive with state-of-the-art batch
method Tensor Factorization (TCTF) [44] in the case of random entry sampling, and
TOUCAN’s efficient tubal-sampling implementation vastly outperforms the other al-
gorithms while using only 0.6% of the memory compared to storing the entire tensor.
We note that CP completion algorithms fail completely in our experiments on
t-SVD generated data. We conjecture it is because the t-SVD is an oriented operator;
since CP algorithms seek a decomposition independent of tensor orientation, a CP de-
composition might not be obtainable. Thus we omit them from the t-SVD synthetic
experiments results. However, we compared TOUCAN to other tensor completion
methods, including CP methods OLSTEC [20] and TeCPSGD [29], on CP-generated
synthetic data. Because the t-SVD decomposition can be written as a CP decompo-
sition and the fact that the CP rank is equal to the tubal-rank [11], the t-SVD tensor
algorithms should be able to impute missing entries from a low-rank CP model. We
generate three-way CP synthetic data of CP rank r from three factor matrices of sizes
n1 × r, n2 × r, and n3 × r with i.i.d. Gaussian entries. Our results are shown in
Fig. 3. TOUCAN is able to impute missing tensor entries for CP models with very
low rank but begins to fail with any higher choice of rank, in contrast to the batch
t-SVD algorithms which still succeed. Taking the t-SVD of the CP-generated data
and inspecting the first-slice singular values shows a larger singular value gap between
the first and last nonzero singular values, which is likely the reason TOUCAN’s free
submodule tracking ability becomes poor, much like GROUSE’s in poorly conditioned
matrix data.
5.1.2. Dynamic FSM Tracking. We demonstrate TOUCAN’s ability to track
a dynamically changing free submodule (FSM) from streaming multiway data with
missing entries. We generate a random orthonormal basis U for various tubal-ranks
from an i.i.d. Gaussian distribution and draw 2-D lateral slices by t-product with
i.i.d. Gaussian weights. We sample 70% of the entries/tubes at random. At each
iteration, for TOUCAN’s estimate Û , we measure ‖Û ∗Û ∗−U ∗U ∗‖F /‖U ∗U ∗‖F . We
simulate abrupt FSM changes by randomly reinitializing the underlying FSM every
500 slices. The simulation results in Fig. 2(c) show TOUCAN’s ability to reliably
re-estimate each new FSM.
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(a) n1 = 200, n2 = 500, n3 = 20, r = 3. 50% missing t-SVD generated
data. Solid lines are experiments with uniformly random samples,
and dashed lines are experiments with uniformly sampled tubes.
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(b) n1 = 200, n2 = 500, n3 = 25, r = 5. 80% missing t-SVD generated
data. Solid lines are experiments with uniformly random samples, and
dashed lines are experiments with uniformly sampled tubes.
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(c) TOUCAN tracking dynamic FSMs of different tubal-ranks under
random sampling for t-SVD generated data. The low rank model
changes every 500 time steps. Here, n1 = 50 and n3 = 10.
Fig. 2: t-SVD synthetic experiments.
5.1.3. Empirical results for CGD iteration bound. We demonstrate that
TOUCAN empirically obeys our derived upper bound from Theorem 4.4 (or Equation
4.10). We generate a small problem of synthetic data of size n1 = 50, n2 = 200, n3 =
20 with tubal-rank 5 from a synthetic FSM U 0 ∈ Rn1×r×n3 . We construct the full
matrix FΩtU¯0 and compute the average κ(FΩtU¯0)2 for 20 random sampling patterns
for each sampling rate and use this to compute the CGD sample bound. We also plot
our bound derived in Theorem 4.4. We let TOUCAN process the data and record
the average number of CGD iterations per algorithm iteration. We plot the results
in Fig. 4 along with the recovered tensor NRMSE; the horizontal axis is dof/|Ω|
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Fig. 3: CP-generated synthetic experiments. n1 = n2 = n3 = 100.
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Fig. 4: Number of average conjugate gradient iterations per TOUCAN iteration with
varying sampling rates. We compare to the empirical bound based on the computed
condition number and the bound in Theorem 4.4. The right plot shows the recovery
error by sampling rate.
where dof = n3r((n1 + n2) − r) is the degrees of freedom of the set of tubal-rank r
tensors and |Ω| again is the number of observed samples. We do not plot the empirical
number of CGD iterations above 300. We observe two regions of interest–one where
the number of CGD iterations is near-linear as a function of the sampling rate, and
one where the number of iterations exponentially increases as the data becomes highly
undersampled. It is in this transition we see TOUCAN’s completion ability begins
to fail. While our bound is fairly tight in the linear region, it is quite loose in the
highly-undersampled regime.
5.2. Real data experiments.
5.2.1. Application to Gas Measurements Tensor. We demonstrate TOU-
CAN’s ability to track a dynamically changing free submodule from streaming 2-D
lateral slice data with missing entries in chemo-sensing data collected by Vergara et
al. [37]. The dataset consists of measurements as a gas is blown over an array of
conductometric metal-oxide sensors in a wind tunnel [23]. The data is made up of 6
arrays each with 72 sensors, 260 seconds of data points collected at ∼ 100 Hz, and 300
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Fig. 5: The blue curve represents the true signal value for sensor 34 in experiment
100, and orange represents each algorithm’s recovered trace.
experiments for each of 11 gases. The sensor values vary in time as a gas permeates
throughout a wind tunnel and then dissipates [23]. We chose to fix the array and gas,
using the fourth sensor array and Toulene gas for our experiments, downsample to 10
Hz, and remove sensor 33 (out of 72) and time samples 1103 and 2012, which seemed
to have erratic measurements. resulting in a tensor of size 300 × 2600 × 71. Before
running TOUCAN, we demean the columns of each time slice– a column referring to
300 experiment samples per sensor– and normalize each time slice by its Frobenius
norm. After computing one t-SVD over the entire data, we found the data to have
approximate tubal-rank 7, and approximate tubal-rank 1 over small windows of time.
We subsample only 25% of the data and track a 1-dimensional free submodule with
TOUCAN.
The online algorithms process each time slice sequentially, observing a 300 × 71
matrix of experiments versus sensor channels. TOUCAN updates its estimate of U t,
and weights
−→W t. The lateral slice with imputed values is then −→V t = U t ∗ −→W t. For
competing algorithms, we tuned parameters by hand with a grid search to find the
best performance. We set λ = 1e−4 and the initial step size to be 1e4 for TeCPSGD,
and we set λ = 0.9 and µ = 1e−8 for OLSTEC. STC learns subspaces of ranks 20, 20,
and 1 for the three unfoldings. We set TCTF to learn a tubal-rank 7 factorization, and
we set the ADMM algorithm penalty ρ = 1.5 for TNN-ADMM. The batch algorithms
are allowed to compute until the difference NRMSE between iterates is less than
1e − 4. For visualization, we plot the predicted sensor curves of each algorithm in
Fig. 5 for sensor number 34 in experiment 100. We also compare the NRMSE of
each recovered 2D slice to the true data at each time instance for the algorithms and
display the results in Fig. 6, which shows TOUCAN tracking the sensor readings
with comparable error to OLSTEC. We also give the total computation time for
each algorithm in table 1 and show the significant speedup TOUCAN attains over
the baseline algorithms, particularly the batch algorithms that are computationally
prohibitive with large tensor data.
5.2.2. Streaming dynamic MRI reconstruction. Magnetic resonance imag-
ing (MRI) collects a high-dimensional tensor that is often undersampled due to com-
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Fig. 6: NRMSE of each recovered time slice for Toluene gas dataset from 25% samples.
Algorithm Time (s)
TOUCAN 27.77
TeCPSGD 45.29
OLSTEC 382.90
TNN-ADMM 844.26
TCTF 519.53
STC 34.82
Table 1: Total wall clock time of each algorithm.
putational limitations exacerbated by large volumetric and dynamic acquisitions. One
successful solution to image reconstruction from limited sampling is low-rank tensor
completion [5, 29]. A t-SVD factorization of the spatial frequency-by-time (or k-t
space) tensor shows low-tubal-rank structure in the real and complex components [5],
and t-SVD algorithms have been shown to be proficient at completing the k-t space
tensor for image reconstruction. MRI data can also contain significant motion content
and time-varying dynamics such as breathing motion. We employ TOUCAN’s ability
to track streaming time-dynamic multiway day to recover the k-t space tensor.
We test TOUCAN against the batch t-SVD algorithms, the two online CP algo-
rithms, and STC to recover undersampled MRI data. We test the completion abilities
of each algorithm on two datasets with both uniformly random entry sampling and
tube sampling along the ky direction. The first dataset is a 2D resting state fMRI
capturing brain activities due to BOLD signal fluctuations obtained by Amos Cao
in BME at the University of Michigan; it contains 100× 100 spatial frequencies over
300 time points (kx = ky = 100 and kt = 300) to give a tensor in Ckx×kt×ky . The
data is fairly static with subtle visual fluctuations, so its CP and tubal-ranks are
very low. The second is an invivo myocardial perfusion dataset data from [25] where
kx = 190, ky = 90 and kt = 70. This data contains many dynamic motions such as
heartbeats, breathing motion, and image intensity changes.
TOUCAN processes both datasets with the k-space rows oriented along the third
tensor mode (ky = n3). We allow the online methods one pass over each dataset in a
streaming way. TOUCAN learns free submodules of tubal-ranks 1 and 5 respectively,
and we set the ranks r1 = r2 = 25, r3 = 5 for STC. STC cannot handle tube-sampled
data since an entire column of one of the tensor unfoldings will be missing, so we
only test it in the case where arbitrarily random entries are missing. We use the
source code from [20] for our implementations of OLSTEC and TeCPSGD. Each
algorithm learns a rank-50 CP decomposition; for the brain dataset, we set λ = 0.8
and µ = 0.001 for OLSTEC, and λ = 0.001 and the initial step size to be 0.01 for
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NRMSE SSIM Comp. Time (s)
Sample % Random Tube Random Tube Random Tube
Original – 0 0 1 1 – –
Subsampled & Zero-filled 50 0.5956 0.5863 0.4118 0.4635 – –
40 0.6487 0.6481 0.3523 0.3983 – –
20 0.7769 0.7710 0.2265 0.2834 – –
TOUCAN 50 0.0694 0.0728 0.9666 0.9745 12.57 1.444
40 0.0757 0.0787 0.9596 0.9685 17.61 1.427
20 0.1805 0.1363 0.8979 0.9330 20.83 1.372
TNN-ADMM 50 0.0303 0.0842 0.9873 0.9768 20.93 28.55
40 0.0709 0.1639 0.9499 0.9568 29.02 29.80
20 0.3294 0.3990 0.7799 0.8364 29.76 27.93
TCTF 50 0.0307 0.0311 0.9907 0.9906 7.503 13.36
40 0.0311 0.0358 0.9905 0.9901 11.49 20.20
20 0.0651 0.0486 0.9474 0.9871 61.45 62.93
OLSTEC 50 0.1171 0.0573 0.9654 0.9800 46.36 44.75
40 0.1498 0.0630 0.9529 0.9756 45.81 44.58
20 0.2362 0.1937 0.8327 0.8765 44.01 42.17
TeCPSGD 50 0.0942 0.1133 0.9384 0.9307 3.527 2.991
40 0.1035 0.1430 0.9277 0.9059 3.476 2.881
20 0.1799 0.3307 0.8611 0.7394 2.990 2.551
STC 50 0.4389 – 0.6437 – 20.82 –
40 0.4754 – 0.9905 – 25.30 –
20 0.6170 – 0.6663 – 14.05 –
Table 2: Brain fMRI experiment statistics.
TeCPSGD. For the invivo cardiac perfusion dataset, we set λ = 0.5 and µ = 0.0001
for OLSTEC, and λ = 0.0001 and the initial step size to be 1e5 for TeCPSGD. The
batch t-SVD algorithms are allowed to compute over the data until the difference
in NRMSE between iterates is less than 1e − 4 or the algorithm exceeds a specified
maximum number of iterations.
The experiments are conducted for tubal and random sampling. We compute
the NRMSE and mean structural similarity index measures (SSIM) [39] of the recon-
structed images along with the total computation times for each algorithm. We show
a sample of the reconstruction results in Figs. 7, 8, 9, 10, and 12, along with plots
of the NRMSE of each frame of the real k-t space as the online algorithms process
through the data in Figs. 11 and 12.
The results are summarized for the fMRI data in table 2. We note that STC’s
poorer reconstruction shows unfolding the tensor can be nonideal, and choosing three
matrix unfolding ranks can be challenging. Our experiments show TOUCAN achieves
the lowest NRMSE per frame of real k-t space component among the streaming algo-
rithms; recovery of the phase component is similar. TOUCAN achieves reconstruction
in the fewest number of frames, even with only 20% sampling. In the tubal-sampling
case, which is most practical in real fMRI collection, TOUCAN’s efficient version is
competitive with TCTF or TeCPSGD in reconstruction measures, but takes far less
computation time.
When deployed on the highly dynamic invivo cardiac perfusion data, our method
can more rapidly update its subspace estimate during initialization than either OL-
STEC or TeCPSGD. We display our results in table 3. Beginning at frame 41, strong
breathing motion occurs, and the three algorithms are comparable in their subspace
tracking abilities. We display the reconstruction results of frame 53 in Fig. 13 where
TOUCAN visually has superior quality.
6. Discussion & Future Work. In this paper we presented a novel algorithm
for low-tubal-rank tensor completion with stochastic gradient descent on the tensor
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Fig. 7: Reconstructed brain fMRI images from 40% entries.
Fig. 8: Reconstructed brain fMRI images from 40% tubes.
Grassmann manifold under the t-SVD algebraic framework. Our method avoids com-
puting any SVDs, and only needs to update and store a smaller orthonormal tensor
and the lateral slice of weights per iteration, leading to a powerful and efficient online
algorithm that scales linearly in memory use and computation. TOUCAN naturally
extends well-known concepts from matrix algebra to the tensor domain for streaming
data under the t-SVD model, making it practical in big data settings where batch
methods would become intractable.
We intend to implement a robust version of TOUCAN for tensor RPCA problems
like HSV foreground/background separation. This will also avoid the need to manu-
ally remove outliers in the data, as in our chemo-sensing experiments. TOUCAN is
practical in many big data problems where the tensor data is inherently oriented, such
as time series data, and contains modes with periodic data best captured by the FFT
in the t-SVD framework. However, choosing the best tensor orientation is not always
apparent and requires trial and error. While t-SVD algorithms can leverage periodic
ONLINE TENSOR COMPLETION WITH THE T-SVD 21
Fig. 9: Reconstructed brain fMRI images from 20% random entries.
Fig. 10: Reconstructed brain fMRI images from 20% tubes.
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TeCPSGD
(a) From sampling 20% entries uniformly at
random.
0 100 200 300
Frame idx
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100
NRMSE by frame
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TeCPSGD
(b) From sampling 20% tubes.
Fig. 11: NRMSE of recovered real component by frame index for brain fMRI dataset.
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(a) 40% missing entries at frame 39. (b) 40% missing tubes at frame 39.
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NRMSE by frame
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STC
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TeCPSGD
(c) NRMSE of recovered real component by
frame index from 40% entries uniformly at
random.
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(d) NRMSE of recovered real component by
frame index from 40% tubes.
Fig. 12: Reconstructed myocardial perfusion images.
(a) 40% missing entries at frame 53. (b) 40% missing tubes at frame 53.
Fig. 13: Reconstructions of frame 53.
structure in the data, CP models have the advantage of being compatible with any
tensor orientation. CP methods may also be preferable when the CP-rank is much
smaller than either tensor mode dimension; TOUCAN’s memory requirement will
grow multiplicatively between n1, n3, and r to store the orthonormal basis, whereas
CP methods require only storing three small factor matrices of sizes n1 × r, n2 × r,
and n3 × r. Lastly, t-SVD methods are only useful for imputing missing entries or
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NRMSE SSIM Comp. Time (s)
Sample % Random Tube Random Tube Random Tube
Original – 0 0 1 1 – –
Subsampled & Zero-filled 50 0.5755 0.6108 0.4735 0.5678 – –
40 0.6441 0.6750 0.3984 0.5094 – –
20 0.7757 0.8196 0.2508 0.3744 – –
TOUCAN 50 0.2148 0.2475 0.8637 0.8507 1.798 0.8240
40 0.2633 0.3095 0.8102 0.7800 2.110 0.7325
20 0.4954 0.6157 0.5623 0.4913 3.132 0.6613
TNN-ADMM 50 0.1144 0.1560 0.9518 0.9350 31.29 29.22
40 0.1578 0.2334 0.9266 0.8984 32.55 29.06
20 0.3422 0.5208 0.8214 0.7315 29.88 16.49
TCTF 50 0.3378 0.3827 0.7129 0.7118 11.05 10.51
40 0.4077 0.4389 0.6384 0.6665 11.13 10.35
20 0.6245 0.6764 0.4021 0.4316 9.997 10.11
OLSTEC 50 0.3302 0.3632 0.7663 0.7403 14.94 13.75
40 0.3567 0.4318 0.7260 0.6905 14.17 13.56
20 0.5251 0.7190 0.5609 0.4507 14.29 13.10
TeCPSGD 50 0.3035 0.3641 0.7709 0.7171 1.289 1.171
40 0.3425 0.4303 0.7272 0.6547 1.276 1.046
20 0.5002 0.7362 0.5719 0.2817 1.116 0.9145
STC 50 0.5266 – 0.0474 – 7.456 –
40 0.5523 – 0.64122 – 6.928 –
20 0.6755 – 0.5524 – 5.130 –
Table 3: Invivo myocardial perfusion experiment statistics.
identifying gross outliers in the robust setting, but not for recovering interpretable
latent factors that may be useful for data analysis. An interesting line of future work
would be to develop a novel tensor decomposition agnostic to tensor orientation, has
the utility of linear algebra operators in multiway data such as in t-SVD, and enjoys
the low memory footprint and latent factor interpretability of CP decompositions.
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