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ABSTRACT

The United States suffers from a significant disparity in the availability of the medical resources and expertise among different regions of the country. Patients in rural areas may
not have the opportunity to consult with a physician until their disease progresses to later
stages, resulting in a considerable decrease in quality of life. Advances in telemedicine systems that can provide remote communication, medical data acquisition, and medical data
analysis promise a significant improvement to early access to medical care and diagnoses for
disadvantaged individuals.
In this thesis, we make several contributions on topics that contribute to the improvement
of telemedicine systems. First, we propose several synchronization approaches for the acquisition of multimodal medical data. Second, we explore several machine learning techniques
that analyze cardiovascular data and provide feedback about the patient’s health to the
physician. We found that the Random Forest algorithm was the most accurate in predicting
heart disease in a patient.
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CHAPTER 1: INTRODUCTION

1.1 Motivation

According to the Center for Disease Control and Prevention (CDC), approximately 60% of
American adults have at least one chronic disease or condition in which cancer,heart attacks,
and diabetes are among the leading causes for death in the United States [1, 2].Chronic diseases can also reduce the quality of life by affecting finances and relationships [3]. While it is
possible to treat these diseases after someone becomes sick, it is far easier and more beneficial
to take preventative measures against them [4]. These preventative measurements include
primary intervention before a disease occurs, secondary intervention during the early-stage
treatment, and tertiary prevention aiming to slow the disease’s progression. Combinations
of these interventions with lifestyle changes can lead to a reduced probability of chronic
diseases [1]. For a physician to detect an illness, they need to acquire information about
the patient. While they are conducting a medical exam, they will use many techniques and
devices to obtain important information about the patient. For example, while performing
a physical examination, a doctor might listen to the sounds of the heart and lungs using a
stethoscope and palpate the body in order to detect a possible physical condition. Obtaining different types of data about the patient could potentially be critical in early disease
detection. This heterogeneous mixture of data acquired from different sources is known as
multimodal data. Multimodal data gives a physician a complete picture of the patient’s
current health and provides evidence to make a diagnosis.
There are a disparity of medical resources and expertise in the current healthcare environment through different regions, specifically rural areas. Out of the 309 million people living
in the US in 2010, 29.7 million of them lacked access to health care and live more than an
1

hour away from trauma care [5]. Hospitals in rural areas are closing at a more frequent rate
as well [6]. People living in these rural areas need to travel hours away to be seen by a
physician and receive routine care. Due to the distance and lack of resources, patients may
end up not being able to consult with a physician until their disease has progressed through
its later stages. Diabetes, which is one of the leading causes of death in the United States,
is 17% higher in rural areas than urban areas [7]. Early diagnosis is essential in these types
of situations.
This limiting healthcare environment is the motivating factor behind developing an improved and advanced telemedicine system that can provide communication, medical data
acquisition, and medical data analysis for individuals in disadvantaged situations. This increased accessibility would encourage more people to regularly see a physician and check
up on their health, resulting in more encouragement of preventative measures. Overall, this
type of advancement could decrease the healthcare disparity seen in rural and underserved
populations.

1.2 Contributions

This thesis proposes several approaches in developing the patient unit of the advanced
telemedicine system. The patient unit will record and acquire multimodal data about the
patient to be accessed by the physician. It will receive this data from portable medical data
acquisition devices or sensors. Since these devices are independent of one another, they need
to be synchronized to detect a pattern. Several synchronization approaches are also proposed. Furthermore, multiple machine learning models were used to analyze medical data
sets to determine the most effective model for preventative medicine.
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1.3 Outline

This thesis is structured as follows: Chapter 2 gives an overview of digital wearables and
sensors used for healthcare purposes, synchronization approaches, and machine learning
models. Chapter 3 describes the methodology used to analyze medical data with machine
learning models. Chapter 4 describes the results of this experiment, and Chapter 5 provides
the conclusion and future improvements on this research.
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CHAPTER 2: RELATED WORK

2.1 Digital Health Wearables and Sensors

The term wearables refer to items that can be attached to the body and allow continuous
monitoring of human activities and physiological parameters [8]. According to Wu and
Luo [8], these wearables are commonly used to measure heart rate, blood pressure, body
temperature, oxygen saturation, posture, and physical activities. Standard wearable devices
developed for health consumers include wrist activity trackers such as a Fitbit or an Apple
Watch. These devices may contain multiple sensors for different types of sensing, such as
environmental, physical activity, and physiological [9]. These sensors have been used in
clinical applications, such as monitoring vital signs, data collection, and monitoring home
rehabilitation interventions. These systems are divided into three subsystems: 1) hardware
that can collect physiological data, 2) hardware and software communication to transmit
data to off-site storage, 3) data analysis (see Figure 2.1).
Health wearable devices have been designed and developed for cardiovascular monitoring. In
general, heart rate is a vital sign that can be obtained by a Photoplethysmography (PPG)
sensor [11]. This sensor can record the blood volume change in skin tissue. When blood
is pumped throughout the body, the arteries will distend and peak in the PPG signal.
A light-emitting diode then shines through the skin, and a photodiode will measure the
transmitted light. While it usually can measure pulse rate, there is promising research
that the waveform analysis of PPG can be beneficial for blood pressure measurements [12].
However, an electrocardiogram (ECG) is the more popular choice to measure heart rate.
When the heart contracts, it generates an electrical charge, which can be measured on the
surface of the body. With an ECG, electrodes are placed on the body as bipolar leads,
4

Figure 2.1: Remote Health Monitoring System [10]

and the difference in potential is recorded [13]. Winokur et al. [14] designed a low-power
wearable ECG that can record the electrical signal from the heart. This cardiac monitor
consists of ECG buffers and amplifiers and a Texas Instruments MSP430 microcontroller
that can digitize the ECG signal. A potential benefit of this device is that it is discrete with
no long wires, which allows more comfortability for the user. Other wearable devices can
measure the heart rate variability (HRV), such as the wearable patch-style heart activity
monitoring system (HAMS) developed by Yang et al. [15] which is a non-invasive device for
health monitoring.
Another critical vital sign recorded in clinical practices is the respiration rate. Chronic
respiratory diseases (CRD) such as asthma and chronic obstructive pulmonary disease have
affected over 435 million people [16]. Patients with CRD need to be able to control their
disease with constant monitoring and physician visits. The respiration rate can be monitored
through various methods. A common method is respiratory inductive plethysmography
(RIP), which measures the change in circumference around the torso during respiration [17].

5

There has been further research investigating the portability of RIP [18] to actively monitor
the patient’s vitals. These sensors have been further developed to make them small, discrete,
and easy for the patient to wear [19, 10]. Mechanical sensors such as capacitative and strain
have also been investigated into calculating respiration rate by measuring and recording
the patient’s torso [20, 21]. Another method used to develop a health wearable to measure
respiration rate is by using cameras and depth sensors. These devices measure the abdomen’s
movement. For example, optoelectronic plethysmography (OEP) uses reflective 3D markers
on the patient’s abdomen and has cameras monitor them for movement, which is then used
to calculate respiration rate and volume [22, 23]. The depth sensors such as the Xbox
Kinect [24] can also be used to develop a more detailed topographic map.
Throughout the last decade, health wearables have been shifting from exclusively clinical
to personalized usage. For example, the armband SenseWare allows consumers to collect
physiological data using an accelerometer, skin resistance, and heat flux [25]. Researchers
have used this armband to monitor rheumatoid arthritis [26], and energy expenditure from
cystic fibrosis patients compared to patients without cystic fibrosis [27]. Microsoft has also
developed the SenseCam, a pervasive device for the elderly that consists of a camera and
sensors [28]. This device includes sensors that can detect changes in light, an accelerometer,
thermometer, and an infrared sensor. SenseCam has also been used to record a user’s routine
and act as a memory aid [29] and track active and sedentary travel behavior [30]. Recently,
multimodal sensor technology has become accessories for consumer usage and can collect
and process data independently.

6

2.2 Synchronization Methods

The proposed patient unit will be able to acquire data from multiple medical data acquisition
devices. These independent acquisition devices must be synchronized in order for the physician to analyze and determine a pattern from the data accurately. An important element of
the Internet of Things (IoT) networks that consist of autonomous sensors is developing time
synchronization. Every device will have a computer clock running at a certain frequency and
a local time. Researchers have investigated solutions to synchronize sensors, such as Wireless
Body Area Networks (WBANs) [31]. They are primarily used in patient monitoring tasks
with sensors attached to different areas of the human body measuring different parameters [31]. WBANs support real-time medical data acquired from heterogeneous sources with
low power consumption.
Gil et al. [32] developed an integrated system for measuring EEG, ECG, respiration, and
PPG while also producing synchronous signals on a wireless sensor network. This system
consisted of a printed circuit board (PCB) based on an ATmega128L with Bluetooth wireless
communication. The researchers used the Common-mod rejection ratio to reduce the 60-Hz
noise while measuring EEGs and ECGs.The PCB consisted of an analog-to-digital converter,
which could receive the signals and send them to the control unit, was able to synchronize
the data at regular time intervals. Another investigated solution is time synchronization,
which will synchronize a network by allowing the sensor network to reach an equilibrium
time while maintaining a small-time deviation tolerance [33].
Ahmed et al. [34] investigated time synchronization techniques for coughing events to monitor
respiratory diseases. The authors developed a cross-correlation-based time synchronization
algorithm for the alignment of coughing events. This algorithm has the following three steps:
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• Step 1: Pre-processing - reduce the noise of the coughing audio and convert them to
sliding windows of 10 ms.
• Step 2: Matching - implemented a fast normalized cross-correlation-based matching
algorithm to calculate the delay between the two devices.
• Step 3: Adaptive offset - calculate the adjusted synchronization value due to linear
drift in time delay.
While WBAN is the most promising network for consumer products, there has been no widely
accepted standard. This could potentially be an obstacle because the multimodal medical
acquisition devices will need to be tested at clinical trials and potentially use Bluetooth to
stream the data. At times, an offline synchronization needs to occur when the devices are
unable to communicate with each other. Furthermore, time synchronization would not apply
to unidirectional communication channels.
Another synchronization approach is event-based synchronization, in which the same event
is recorded by each sensor [35]. With event-based synchronization, it is assumed that each
data is time-stamped with the local clock of the device it is acquired. After the first synchronization action is localized in all the data streams, the offsets between the local clocks
are computed. After a second event has been located, the differences between the clock
frequencies can be computed. Then, the data is aligned accordingly to these differences. A
few problems that occur with this approach are that each action needs to be spotted separately in each stream, which is difficult when multiple streams of data are acquired from
different sources. The automatic event-based synchronization [35] algorithm spots defined
synchronization actions in the individual sensor data. An online synchronization algorithm
is then implemented to establish which events from two different streams correspond to a
particular physical activity.
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2.3 Machine Learning Algorithms

After the physician receives the multimodal data, they will need to analyze this data and
recognize patterns to assess the patient. At times, the data received could be huge, and
analyzing it could be cumbersome for the physician. Machine learning algorithms can be
used to detect the patterns that the physician might be looking for. There are different types
of learning styles in machine learning algorithms:
• Supervised learning: maps an input to an output based on given input-output pairs
• Unsupervised learning: analyzes and clusters unlabeled data sets and can discover
hidden patterns without human intervention
• Semi-supervised learning: input is a mixture of labeled and unlabelled data
• Reinforcement learning: takes action to maximize the reward
This thesis focuses on supervised learning algorithms such as classification and regression.
Classification algorithms can find the new data class label based on the training data class
label. Regression algorithms can find the relationship between a known variable and a dependent variable; it gives continuous quantitative output rather than the categorical output
that classification algorithms give [36].
Logistic regression is an algorithm used to assign observations to a discrete set of classes.
It can transform its output using the logistic sigmoid function and return a probability
value [37]. Researchers were able to predict patients who would have a liver disorder using
logistic regression [38], which resulted in an accuracy of 95.8%. In this study, the authors preprocessed the data by refining empty and repeated data and structuring the data formats such
that they are unified. They then prepared the dataset with 11 attributes that were considered
for obtaining accurate results and finally went through the classification process. Typically,
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logistic regression analysis is used for binary classifications, but it has many iterations, and
it can take a long time to train large amounts of data. It can be optimized by reducing the
number of iteration or using different solvers [39].
Decision tree is a supervised learning algorithm used to construct a training model in the
form of a tree with a root, branch, and leaf. This is based on previous data to classify the
target variables of new data with the help of decision rules. Decision trees have an Iterative
Dichotomiser 3, the base algorithm for constructing the tree based on entropy, information
gain, and classification. Regression trees algorithm are based on Gini index as the metric [36].
This method implements a greedy search algorithm from top to bottom without backtracking.
The root is the starting point, and the output of the test will produce the branches. The
biggest challenge with this type of classification is selecting the best attribute for the root
note. This algorithm is easy to implement and resembles human decision-making; there is
a higher probability of overfitting the data. Gogi et al. [38] implemented a decision tree
algorithm in a liver prognosis study that resulted in 94.9% accuracy. In another study about
the prediction and detection of breast cancer, the investigators calculated a 98.14% accuracy
while implementing a decision tree [40].
When a single decision tree is not sufficient to produce quality and effect results, the researchers can implement a random forest algorithm, an ensemble of decision trees. This
algorithm builds multiple decision trees and merges them in order to acquire a more accurate prediction. Random forests can be used for classification and regression problems. It
usually entails the same hyperparameters as a decision tree while also adding additional randomness to the model. Researchers had previously studied implementing machine learning
algorithms with predicting diabetes mellitus and found that random forest achieved a 100%
accuracy [41].
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Another supervised classifier algorithm is the k-nearest neighbor (KNN), which can predict
the target label of test data by finding the distance of the nearest training data class labels
with a new test data point in the presence of the k value. It then counts the number of closest
data points using the K value and can determine the new label. KNN uses the k variable
value between 0 to 10 to calculate the number of nearest training data points [36]. The most
challenging part of implementing a KNN algorithm is choosing the correct k value. Lodha
et al. [42] applied various machine learning algorithms on a data set to determine which
patients have Alzheimer’s disease. Their results showed that the KNN algorithm predicted
the disease with a 95.0% accuracy.
The Naive Bayes algorithm is another classification machine learning algorithm. It is a
probabilistic classifier that can predict target data based on the probability of an object [43].
It is most suitable for multi-class prediction problems and categorical input variables. It
implements Bayes Theorem and predicts the membership probability for each class, such as
the probability that given data belongs to a particular class [44]. Thulasi et al. [45] found
that the Naive Bayes algorithm predicted diabetes with 95% accuracy.
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CHAPTER 3: METHODOLOGY

This research implemented multiple machine learning algorithms to analyze a medical data
set to determine the most effective model for detecting patterns and identifying diseases. As
mentioned previously, cardiovascular disease is a chronic disease that affects many American
adults and could be prevented with proper treatment and detection. The data set analyzed is
the UCI Machine Learning Heart Disease Data Set which was donated in 1988 and consisted
of 303 entries [46]. This database contains 76 attributes, but all published experiments
refer to using a subset of 14 of them. In particular, the Cleveland database is the only one
used by machine learning researchers to this date. The “goal” field refers to the presence
of heart disease in the patient. It is integer-valued from 0 (no presence) to 1 (presence
of heart disease). Table 3.2 describes the 14 attributes that were used in this experiment.
Using Python 3.7, any missing value was removed, and preliminary statistical analysis was
Attribute
target
exang
cp
oldpeak
thalach
ca
slope
thal
sex
age
trestbps
restecg
chol
fbs

Correlation
1.000000
0.436757
0.433798
0.430696
0.421741
0.391724
0.345877
0.344029
0.280937
0.225439
0.144931
0.137230
0.085239
0.028046

Table 3.1: Statistical Correlation Matrix
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Attribute
age
sex
cp
trestbps
chol
fbs
restecg
thalach
exang
oldpeak
slope
ca
thal
target

Description
The person’s age in years
The person’s sex (1 = male, 0 = female)
The chest pain experienced (Value 1: typical angina, Value 2: atypical angina,
Value 3: non-anginal pain, Value 4: asymptomatic)
The person’s resting blood pressure (mmHg on admission to the hospital)
The person’s cholesterol measurement in mg/dl
The person’s fasting blood sugar (>120 mg/dl, 1 = true; 0 = false)
Resting electrocardiographic measurement
(0 = normal, 1 = having ST-T wave abnormality, 2 = showing probable
or definite left ventricular hypertrophy by Estes’ criteria)
The person’s maximum heart rate achieved
Exercise induced angina (1 = yes; 0 = no)
ST depression induced by exercise relative to rest
the slope of the peak exercise ST segment (Value 1: upsloping,
Value 2: flat, Value 3: downsloping)
The number of major vessels (0-3)
A hereditary blood disorder called thalassemia
(3 = normal; 6 = fixed defect; 7 = reversable defect)
Heart disease (0 = no, 1 = yes)
Table 3.2: Heat Disease Data Set Attributes

conducted. From statistical analysis, it was determined that most of the attributes were
moderately correlated with the target data, but ‘fbs’ was the weakest (see Table 3.1). Further
analysis of the correlation between the data was done through a correlation matrix (see
Figure 3.1).
After the preliminary data analysis, the data was divided into a training set and test set.
The training set is the subset used to train the model, while the test set was used to test
the trained model. The data had an 80-20 split, 80% was a part of the training set and 20%
was a part of the test set. Five different algorithms were used to assess the data and predict
heart disease:
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Figure 3.1: Correlation Matrix

• Logistic Regression
• Decision Tree
• Random Forest
• Naive Bayes
• K Nearest Neighbors (KNN)
These particular algorithms were used because previous research [47, 48] indicated that they
14

provided the most accurate results in consideration with the prediction of heart disease. As
a further point, these algorithms are the most common and widely used supervised learning
models for categorical data. The logistic regression model was implemented with the default
Limited-memory Broyden-Fletcher-Goldfarb-Shanno (lbfgs) [49]. It approximates the second
derivative matrix updates with gradient evaluations. The decision tree algorithm was initially
implemented with a random state of 0 and a default ‘max depth’ of None, which expanded
all the nodes until the leaves were pure. However, it was noted that this particular tree was
overfitting and not generalizing well to the new data, with a training accuracy of 100% and
testing accuracy of 78.7%. To decrease this overfitting, the max depth was set to 3, which
limited the depth of the tree. The Gini impurity measure is used to build the decision tree
and determine the optimal split from the root node [50]. This method only works with binary
splits, which fits the data set being used. For the random forest classifier, the random state
was initialized to 0, max depth set to 3 based on the decision tree algorithm, and the number
of estimators was set to 100 due to a large number of predictors. The naive Bayes model
implemented the Gaussian naive Bayes algorithm for classification due to its simplicity, and
high functionality [43]. While implementing the k-nearest neighbors algorithm, a range (110) of neighbors was implemented to determine the most optimal number of neighbors, which
was eight [51]. The Euclidean distance equation was used to calculate the distances between
the neighbors.

15

CHAPTER 4: RESULTS

The training and testing accuracy of each model was measured and analyzed. In the confusion matrix, the number of correct and incorrect predictions of each model was also recorded.
The ROC-AUC score (area under the Receiver Operator Characteristics curve) was also
recorded as an alternative single number measurement to evaluate the predictive ability of
each mode [52]. This score measures the area underneath the ROC curve and is a performance measurement for classification. It indicates the model’s capability of differentiating
between classes. The higher the score, the better the model is at predicting if the patient
has heart disease. Finally, the precision, recall, and F1 score were calculated for each model
as well. The precision is the ratio of correctly predicted positive observations to the total
predicted positive observations. The recall (sensitivity) is the ratio of correctly predicted
positive observation to all observations, and the F1 score is the weighted average of the
precision and recall.
After each model was trained and tested with the data set, the accuracy, ROC-AUC, precision, recall, and F1 score were recorded in Table 4.1. The accuracy, ROC-AUC, and F1
scores were the primary results that indicated the success of each model and are further
compared in the bar graphs in Figure 4.1. The confusion matrix of each model was also
Algorithms
Logistic Regression
Random Forest
Naive Bayes
K-Nearest Neighbors
Decision Tree

Accuracy
85.25%
86.9%
85.25%
68.85%
82.0%

ROC AUC
.8486
.8856
.8448
.6900
.8229

Precision
.8571
.9091
.8378
.7419
.8709

Recall
.8824
.8824
.9118
.6765
.7941

Table 4.1: Machine Learning Model Results
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F1 Score
0.8696
0.8955
0.8732
0.7077
0.8308

Normal Accuracy

ROC-AUC

F1 Score

Naive
K-Nearest
Bayes
Neighbors
Algorithms

Decision
Tree

0.8
0.6
0.4
0.2
0.0

Logistic
Random
Regression Forest

Figure 4.1: Bar graph visualization of the accuracy, ROC-AUC, and F1 score for each model.

recorded as shown in Figure 4.2. This figure shows the number of true positives, false positives, false negatives, and true negatives. The confusion matrices indicate that the Random
Forest model correctly predicted the most number of healthy patients and the naive Bayes
model correctly predicted the most number of healthy patients. The KNN model had the
most incorrect predictions.
The overall decision tree is also visualized in Figure 4.3, while the optimized decision tree
with a depth of three is seen in Figure 4.4. Each internal node represents an attribute of the
data set, the branch represents a decision, and each leaf note represents the outcome. The
root node learns to partition the tree recursively based on the attribute value. In the chart,

17

Figure 4.2: Confusion matrix for each model.

it is seen that each internal node has a decision that splits the data. The Gini score is the
metric that can quantify the purity of the node, meaning a score greater than zero assumes
that samples within that note belong to different classes. The root node represents the best
predictor for the decision tree, which is chest pain, and the class value indicated if there was
a prediction of heart disease.
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Figure 4.3: Visualization of decision tree.

Figure 4.4: Visualization of decision tree with a depth of three.

Based on the experimentation, the Random Forest classifier had the most success at predicting heart disease with an 86.9% accuracy, 0.8856 ROC-AUC, and an F1 score of 0.8955.
This greater accuracy indicates a higher classification rate (i.e., the highest prediction rate).
This algorithm adds the additional randomness in the model while growing trees, such that
it searches for the best feature among a random subset of features, which results in an overall
19

better model. This model selected a random sample from the heart disease data set, constructed a decision for that sample, and calculated a prediction accuracy. Then, it performed
a vote for those predictions and selected the result that received the most votes. Random
forests can also avoid biases by averaging all the predictions, resulting in a lower probability
of overfitting.
The model that performed the least successfully was the K Nearest Neighbors (KNN) model
with a 68.85% accuracy, ROC-AUC score of 0.69, and an F1 score of 0.7077. This low accuracy could be a result of the distance equation used. With KNN, the distance equation can
classify new predictions; a different distance equation such as the Manhattan or Minkowski
equation could potentially give a more accurate prediction with this data set. KNN can further improve by optimizing the algorithm through methods such as cross-validation, which
would be able to randomly split up the data set into ‘k’ groups or by scaling the features
so that they are all uniformly evaluated. Another additional method to optimizing the algorithm is by re-scaling the data so that a specific feature does not skew it. This could
be done by subtracting the mean and dividing by the standard deviation. Overall further
optimization of each model would be beneficial in increasing the accuracy score.
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CHAPTER 5: CONCLUSION AND FUTURE WORK

In conclusion, the Random Forest classifier was the most successful at predicting heart
diseases. This algorithm had the best accuracy in classifying heart diseases and would be
advantageous to implement to assist physicians in their evaluations of patients. The KNN
model performed the lowest accuracy, and further optimization of the model’s parameters
would be beneficial towards improving the accuracy of the disease prediction.
Regarding the synchronization method, the proposed synchronization method for this patient
unit should be an event-based synchronization, in which each sensor records the same event.
With this method, each independent device would be synchronized with high precision to
analyze the combined signals. An automated cross-correlated event-based algorithm would
spot events and eliminate shifts in local times and clock drift for better acquisition. The
proposed algorithm would take an array of samples with timestamps and sync them together
while finding the maximum frequency. Then, the array of samples would be re-sampled to the
maximum frequency. This technique can be beneficial to track the movements of multiples
sets of data relative to one another.
Since many individuals in these rural areas cannot see a physician, a possible extended
investigation would be to determine which of the 14 attributes could potentially be measured
at home and then analyze the predictive quality of them using various models. This would
provide insight into how some individuals could detect that they have heart disease and
give them feedback on whether they should visit a physician. Another improvement to this
research would be analyzing the attributes that provide the best predictive capability to heart
disease and analyzing them with different models. Further extension of this investigation
would include building a proof-of-concept of the patient unit using a board such as the
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Raspberry Pi or the Arduino, connecting various medical data acquisition sensors to the
board, synchronizing each stream of data with each other, and analyzing the data for different
patterns.
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Functionalities of Non-Invasive Wrist-Wearable Devices: A Review”. In: Sensors 18.6
(2018), p. 1714. issn: 1424-8220. doi: 10.3390/s18061714. url: http://dx.doi.
org/10.3390/s18061714.
[10] Shyamal Patel, Hyung Park, Paolo Bonato, Leighton Chan, and Mary Rodgers. “A
review of wearable sensors and systems with application in rehabilitation”. In: Journal
of NeuroEngineering and Rehabilitation 9.1 (2012), p. 21. issn: 1743-0003. doi: 10.
1186/1743-0003-9-21. url: https://doi.org/10.1186/1743-0003-9-21.
[11] Mohamed Elgendi, Richard Fletcher, Yongbo Liang, Newton Howard, Nigel H. Lovell,
Derek Abbott, Kenneth Lim, and Rabab Ward. “The use of photoplethysmography for
assessing hypertension”. In: npj Digital Medicine 2.1 (2019), p. 60. issn: 2398-6352.
doi: 10.1038/s41746-019-0136-7. url: https://doi.org/10.1038/s41746-0190136-7.
[12] H. Lee, E. Kim, Y. Lee, H. Kim, J. Lee, M. Kim, H. J. Yoo, and S. Yoo. “Toward allday wearable health monitoring: An ultralow-power, reflective organic pulse oximetry
sensing patch”. In: Sci Adv 4.11 (Nov. 2018), eaas9530.
[13] T. G. Keshavamurthy and M. N. Eshwarappa. “Review paper on denoising of ECG signal”. In: 2017 Second International Conference on Electrical, Computer and Communication Technologies (ICECCT). 2017, pp. 1–4. doi: 10.1109/ICECCT.2017.8117941.
[14] E. S. Winokur, M. K. Delano, and C. G. Sodini. “A wearable cardiac monitor for
long-term data acquisition and analysis”. In: IEEE Trans Biomed Eng 60.1 (2013),
pp. 189–192.
[15] H. K. Yang, J. W. Lee, K. H. Lee, Y. J. Lee, K. S. Kim, H. J. Choi, and D. J.
Kim. “Application for the wearable heart activity monitoring system: analysis of the

24

autonomic function of HRV”. In: Annu Int Conf IEEE Eng Med Biol Soc 2008 (2008),
pp. 1258–1261.
[16] T. Ferkol and D. Schraufnagel. “The global burden of respiratory disease”. In: Ann
Am Thorac Soc 11.3 (2014), pp. 404–406.
[17] S. Katz, N. Arish, A. Rokach, Y. Zaltzman, and E. L. Marcus. “The effect of body
position on pulmonary function: a systematic review”. In: BMC Pulm Med 18.1 (2018),
p. 159.
[18] A. Lymberis and D. Derossi. “Wearable eHealth Systems For Personalised Health Management: State Of The Art and Future Challenges”. In: 2004.
[19] Tuba Yilmaz, Robert Foster, and Yang Hao. “Detecting Vital Signs with Wearable
Wireless Sensors”. In: Sensors 10.12 (2010), pp. 10837–10862. issn: 1424-8220. doi:
10.3390/s101210837. url: https://www.mdpi.com/1424-8220/10/12/10837.
[20] Yan Wang, Li Wang, Tingting Yang, Xiao Li, Xiaobei Zang, Miao Zhu, Kunlin Wang,
Dehai Wu, and Hongwei Zhu. “Wearable and Highly Sensitive Graphene Strain Sensors for Human Motion Monitoring”. In: Advanced Functional Materials 24.29 (2014),
pp. 4666–4670. doi: https://doi.org/10.1002/adfm.201400379. eprint: https:
//onlinelibrary.wiley.com/doi/pdf/10.1002/adfm.201400379. url: https:
//onlinelibrary.wiley.com/doi/abs/10.1002/adfm.201400379.
[21] Yuanqing Li, Yarjan Abdul Samad, and Kin Liao. “From cotton to wearable pressure
sensor”. In: J. Mater. Chem. A 3 (5 2015), pp. 2181–2187. doi: 10.1039/C4TA05810K.
url: http://dx.doi.org/10.1039/C4TA05810K.
[22] C. Massaroni, E. Carraro, A. Vianello, S. Miccinilli, M. Morrone, I. K. Levai, E. Schena,
P. Saccomandi, S. Sterzi, J. W. Dickinson, S. Winter, and S. Silvestri. “Optoelectronic
Plethysmography in Clinical Practice and Research: A Review”. In: Respiration 93.5

25

(2017), pp. 339–354. issn: 0025-7931. doi: 10.1159/000462916. url: https://www.
karger.com/DOI/10.1159/000462916.
[23] Shalaya Kipp, Michael G. Leahy, Jacob A. Hanna, and Andrew William Sheel. “Partitioning the work of breathing during running and cycling using optoelectronic plethysmography”. In: Journal of Applied Physiology (2017). PMID: 33703946, null. doi: 10.
1152/japplphysiol.00945.2020. eprint: https://doi.org/10.1152/japplphysiol.
00945.2020. url: https://doi.org/10.1152/japplphysiol.00945.2020.
[24] V. Soleimani, M. Mirmehdi, D. Damen, M. Camplani, S. Hannuna, C. Sharp, and
J. Dodd. “Depth-Based Whole Body Photoplethysmography in Remote Pulmonary
Function Testing”. In: IEEE Transactions on Biomedical Engineering 65.6 (2018),
pp. 1421–1431. doi: 10.1109/TBME.2017.2778157.
[25] J. M. Jakicic, M. Marcus, K. I. Gallagher, C. Randall, E. Thomas, F. L. Goss, and R. J.
Robertson. “Evaluation of the SenseWear Pro Armband to assess energy expenditure
during exercise”. In: Med Sci Sports Exerc 36.5 (2004), pp. 897–904.
[26] M. Hugo, N. Mehsen-Cetre, A. Pierreisnard, T. Schaeverbeke, H. Gin, and V. Rigalleau. “Energy expenditure and nutritional complications of metabolic syndrome and
rheumatoid cachexia in rheumatoid arthritis: an observational study using calorimetry
and actimetry”. In: Rheumatology (Oxford) 55.7 (July 2016), pp. 1202–1209.
[27] T. J. Dwyer, J. A. Alison, Z. J. McKeough, M. R. Elkins, and P. T. Bye. “Evaluation
of the SenseWear activity monitor during exercise in cystic fibrosis and in health”. In:
Respir Med 103.10 (2009), pp. 1511–1517.
[28] S. McCarthy, P. Mckevitt, M. McTear, and H. M. Sayers. “MemoryLane: An intelligent
mobile companion for elderly users”. In: 2007.

26

[29] Hyowon Lee, Alan F. Smeaton, Noel E. O’Connor, Gareth Jones, Michael Blighe,
Daragh Byrne, Aiden Doherty, and Cathal Gurrin. “Constructing a SenseCam visual
diary as a media process”. In: Multimedia Systems 14.6 (2008), pp. 341–349. issn: 14321882. doi: 10.1007/s00530-008-0129-x. url: https://doi.org/10.1007/s00530008-0129-x.
[30] P. Kelly, A. Doherty, E. Berry, S. Hodges, A. M. Batterham, and C. Foster. “Can we
use digital life-log images to investigate active and sedentary travel behaviour? Results
from a pilot study”. In: Int J Behav Nutr Phys Act 8 (2011), p. 44.
[31] L. Filipe, F. Fdez-Riverola, N. Costa, and A. Pereira. “Wireless Body Area Networks
for Healthcare Applications: Protocol Stack Review”. In: International Journal of Distributed Sensor Networks 11.10 (2015), p. 213705. doi: 10.1155/2015/213705. eprint:
https://doi.org/10.1155/2015/213705. url: https://doi.org/10.1155/2015/
213705.
[32] Y. Gil, W. Wu, and J. Lee. “A Synchronous Multi-Body Sensor Platform in a Wireless Body Sensor Network: Design and Implementation”. In: Sensors 12.8 (2012),
pp. 10381–10394. issn: 1424-8220. doi: 10.3390/s120810381. url: https://www.
mdpi.com/1424-8220/12/8/10381.
[33] W. Su and I. F. Akyildiz. “Time-diffusion synchronization protocol for wireless sensor
networks”. In: IEEE/ACM Transactions on Networking 13.2 (2005), pp. 384–397. doi:
10.1109/TNET.2004.842228.
[34] Tousif Ahmed, Mohsin Y. Ahmed, Md Mahbubur Rahman, Ebrahim Nemati, Bashima
Islam, Korosh Vatanparvar, Viswam Nathan, Daniel McCaffrey, Jilong Kuang, and Jun
Alex Gao. “Automated Time Synchronization of Cough Events from Multimodal Sensors in Mobile Devices”. In: Proceedings of the 2020 International Conference on Multimodal Interaction. ICMI ’20. Virtual Event, Netherlands: Association for Computing
27

Machinery, 2020, 614–619. isbn: 9781450375818. doi: 10 . 1145 / 3382507 . 3418855.
url: https://doi.org/10.1145/3382507.3418855.
[35] David Bannach, Oliver Amft, and Paul Lukowicz. “Automatic Event-Based Synchronization of Multimodal Data Streams from Wearable and Ambient Sensors”. In: Smart
Sensing and Context. Ed. by Payam Barnaghi, Klaus Moessner, Mirko Presser, and
Stefan Meissner. Berlin, Heidelberg: Springer Berlin Heidelberg, 2009, pp. 135–148.
isbn: 978-3-642-04471-7.
[36] O. Obulesu, M. Mahendra, and M. ThrilokReddy. “Machine Learning Techniques and
Tools: A Survey”. In: 2018 International Conference on Inventive Research in Computing Applications (ICIRCA). 2018, pp. 605–611. doi: 10.1109/ICIRCA.2018.8597302.
[37] L. Liu. “Research on Logistic Regression Algorithm of Breast Cancer Diagnose Data
by Machine Learning”. In: 2018 International Conference on Robots Intelligent System
(ICRIS). 2018, pp. 157–160. doi: 10.1109/ICRIS.2018.00049.
[38] V. J. Gogi and V. M.N. “Prognosis of Liver Disease: Using Machine Learning Algorithms”. In: 2018 International Conference on Recent Innovations in Electrical, Electronics Communication Engineering (ICRIEECE). 2018, pp. 875–879. doi: 10.1109/
ICRIEECE44171.2018.9008482.
[39] X. Zou, Y. Hu, Z. Tian, and K. Shen. “Logistic Regression Model Optimization and
Case Analysis”. In: 2019 IEEE 7th International Conference on Computer Science
and Network Technology (ICCSNT). 2019, pp. 135–139. doi: 10.1109/ICCSNT47585.
2019.8962457.
[40] N. M. J. Kumari and K. K. V. Krishna. “Prognosis of Diseases Using Machine Learning
Algorithms: A Survey”. In: 2018 International Conference on Current Trends towards
Converging Technologies (ICCTCT). 2018, pp. 1–9. doi: 10 . 1109 / ICCTCT . 2018 .
8550902.
28

[41] P. S. Kumar and S. Pranavi. “Performance analysis of machine learning algorithms on
diabetes dataset using big data analytics”. In: 2017 International Conference on Infocom Technologies and Unmanned Systems (Trends and Future Directions) (ICTUS).
2017, pp. 508–513. doi: 10.1109/ICTUS.2017.8286062.
[42] P. Lodha, A. Talele, and K. Degaonkar. “Diagnosis of Alzheimer’s Disease Using Machine Learning”. In: 2018 Fourth International Conference on Computing Communication Control and Automation (ICCUBEA). 2018, pp. 1–4. doi: 10.1109/ICCUBEA.
2018.8697386.
[43] F. Yang. “An Implementation of Naive Bayes Classifier”. In: 2018 International Conference on Computational Science and Computational Intelligence (CSCI). 2018, pp. 301–
306. doi: 10.1109/CSCI46756.2018.00065.
[44] I. Rish. An empirical study of the naive bayes classifier. Tech. rep. 2001.
[45] K. S. Thulasi, E. S. Ninu, and K. K. M. Shiva. “Classification of diabetic patients
records using Naı̈ve Bayes classifier”. In: 2017 2nd IEEE International Conference
on Recent Trends in Electronics, Information Communication Technology (RTEICT).
2017, pp. 1194–1198. doi: 10.1109/RTEICT.2017.8256787.
[46] UCI Machine Learning Heart Disease Data Set. url: https://archive.ics.uci.
edu/ml/datasets/Heart+Disease.
[47] D. Swain, S. K. Pani, and D. Swain. “A Metaphoric Investigation on Prediction of
Heart Disease using Machine Learning”. In: 2018 International Conference on Advanced Computation and Telecommunication (ICACAT). 2018, pp. 1–6. doi: 10.1109/
ICACAT.2018.8933603.

29

[48] P. S. Mung and S. Phyu. “Effective Analytics on Healthcare Big Data Using Ensemble
Learning”. In: 2020 IEEE Conference on Computer Applications(ICCA). 2020, pp. 1–
4. doi: 10.1109/ICCA49400.2020.9022853.
[49] X. Liu, S. Liu, J. Sha, J. Yu, Z. Xu, X. Chen, and H. Meng. “Limited-Memory BFGS
Optimization of Recurrent Neural Network Language Models for Speech Recognition”.
In: 2018 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP). 2018, pp. 6114–6118. doi: 10.1109/ICASSP.2018.8461550.
[50] N. Prasad, P. Kumar, and N. Mm. “An Approach to Prediction of Precipitation Using
Gini Index in SLIQ Decision Tree”. In: 2013 4th International Conference on Intelligent
Systems, Modelling and Simulation. 2013, pp. 56–60. doi: 10.1109/ISMS.2013.27.
[51] K. Taunk, S. De, S. Verma, and A. Swetapadma. “A Brief Review of Nearest Neighbor Algorithm for Learning and Classification”. In: 2019 International Conference
on Intelligent Computing and Control Systems (ICCS). 2019, pp. 1255–1260. doi:
10.1109/ICCS45141.2019.9065747.
[52] J. Huang and C. X. Ling. “Using AUC and accuracy in evaluating learning algorithms”.
In: IEEE Transactions on Knowledge and Data Engineering 17.3 (2005), pp. 299–310.
doi: 10.1109/TKDE.2005.50.

30

