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Abstract
A connected graph is called elementary if the union of all perfect matchings forms a connected
subgraph. In this paper we mainly study various properties of plane elementary bipartite graphs
so that many important results previously obtained for hexagonal systems are treated in a unied
way. Firstly, we show that a plane bipartite graph G is elementary if and only if the boundary
of each face (including the innite face) is an alternating cycle with respect to some perfect
matching of G. For a plane bipartite graph G all interior vertices of which are of the same
degree, a stronger result is obtained; namely, G is elementary if and only if the boundary of the
innite face of G is an alternating cycle with respect to some perfect matching of G. Second, the
concept of the Z-transformation graph Z(G) of a hexagonal system G (whose vertices represent
the perfect matchings of G) is extended to a plane bipartite graph G and some results analogous
to those for hexagonal systems are obtained. A peripheral face f of G is called reducible if
the removal of the internal vertices and edges of the path that is the intersection of f and the
exterior face of G results in a plane elementary bipartite graph. Thirdly, we obtain the reducible
face decomposition for plane elementary bipartite graphs. Furthermore, sharp upper and lower
bounds for the number of reducible faces are derived. Conversely, we can construct any plane
elementary bipartite graphs by adding new peripheral faces one by one. As applications of this
approach, we give simple construction methods for several types of plane elementary bipartite
graphs G that contain a forcing edge (which belongs to exactly one perfect matching of G) and
whose Z-transformation graphs Z(G) contain vertices of degree one. ? 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
We take the basic terminology from [18]. Let G be a connected bipartite graph with
p vertices and q edges. A perfect matching (or 1-factor) of G is a set of independent
edges of G covering all vertices of G. An edge of G is termed allowed if it lies in some
perfect matching of G and forbidden otherwise. A graph G is said to be elementary if
all its allowed edges form a connected subgraph of G. The investigation of elementary
bipartite graphs has a long history. As early as in 1915, Konig [16] had employed this
concept in studying the decomposition of a determinant. After nearly half a century,
Hetyei [11] formally used the term \elementary" for this concept and obtained various
properties of elementary bipartite graphs. It is well known that a connected bipartite
graph G is elementary if and only if G is 1-extendable, i.e., each edge of G belongs
to a perfect matching of G. A graph G is said to be n-extendable (n6(p − 2)=2) if
any matching consisting of n edges is contained in a perfect matching [20]. Plummer
showed that an n-extendable graph is (n + 1)-connected (thus an elementary bipartite
graph is 2-connected), and (n− 1)-extendable [19]; a planar graph is not 3-extendable
[20]. Lovasz and Plummer [17] gave some further results by studying minimal elemen-
tary bipartite graphs. For more details on this eld see the excellent book \Matching
Theory" due to Lovasz and Plummer [18] and a survey [21] with the references cited
therein.
On the other hand, for special types of plane bipartite graphs (for instance, hexagonal
systems and polyomino graphs) some problems involving perfect matchings that are of
physico-chemical relevance have been studied extensively and intensively [3,6,7,15,38].
A face of a 2-connected plane bipartite graph G is called resonant if its boundary is
an alternating cycle with respect to some perfect matching of G. A hexagonal system
(or polyhex graph) is a special connected plane bipartite graph without cut vertices
each interior face of which is surrounded by a regular hexagon of side length one
[24]. Some chemists are much interested in characterizing those hexagonal systems
that are normal, i.e. such that each of their unit hexagons is resonant. It turns out that
a hexagonal system is normal if and only if it is elementary, or equivalently, if and
only if its exterior face is resonant [12,13,14,26]. Such concepts originally dened for
hexagonal systems have been extended to generalized hexagonal systems (which may
contain the so-called \holes", interior faces larger than a unit hexagon) [31]. For studies
of a further problem, the so-called \k-resonant problem", see [5,36,37]. This concept
of \resonance" is related to the concept of an aromatic sextet [2]. In connection to
resonant hexagons (or aromatic sextets), Z-transformation graphs of perfect matchings
of hexagonal systems H were dened [27,28]. It was shown that the degree sum of the
Z-transformation graph of a hexagonal system can be used to estimate the resonance
energies of the corresponding benzenoid hydrocarbons [30]. The practicability of a
hexagon-addition construction for normal hexagonal systems was once conjectured [3]
and proved by He and He [10] and Zheng [38].
Because of the variety of molecular structures, we need to consider general plane bi-
partite graphs, which correspond to conjugated alternate compounds. Some applications
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of such graphs to chemistry have been made [4,22,24]. In this paper we study plane ele-
mentary bipartite graphs so that some important results previously obtained for hexago-
nal systems, polyomino graphs and so on, are treated in a unied way. Throughout this
paper all the plane bipartite graphs considered have more than two vertices and the ver-
tices are colored properly black and white such that the two end vertices of each edge
receive dierent colors. Let G be a plane bipartite graph with a perfect matching M .
The sets of vertices and edges of G are denoted by V (G) and E(G), respectively. The
boundary of a nite face of G is called a ring if it is a cycle of G. A cycle C (resp.
a path P) of G is called M -alternating if the edges of C (resp. P) appear alternately
in M and E(G)nM . A face f of G is said to be resonant if G has a perfect matching
M such that the boundary of f is an M -alternating cycle. The symmetric dierence of
two nite sets M1 and M2 is dened by M1M2 := (M1 [M2)n(M1 \M2). This binary
operation is associative and commutative.
First, we show that a plane bipartite graph G is elementary if and only if each
face (including the innite face) is resonant. For a plane bipartite graph G all interior
vertices of which are of the same degree, a stronger result is obtained; namely, G
is elementary if and only if the innite face of G is resonant. Secondly, the concept
of the Z-transformation graph of a hexagonal system is extended to a plane bipartite
graph, and for plane (weakly) elementary bipartite graphs some results are obtained
similar to those for hexagonal systems. By the periphery of G we mean the boundary
of the exterior face of G. By a face of G we always mean a nite face of G unless
specied otherwise. A face f of G is called a peripheral face of G if the peripheries
of f and G have a path of positive length in common. A peripheral face f of G
is called a reducible face of G if the removal of the internal vertices and edges of
the path that is the intersection of f and the exterior face of G results in a plane
elementary bipartite graph. In Section 4 we obtain the reducible face decomposition
for plane elementary bipartite graphs. Furthermore, sharp upper and lower bounds for
the number of reducible faces are derived. Conversely, we can construct any plane
elementary bipartite graph by adding new peripheral faces one by one. By virtue of
the above approach, in Section 5 we can easily construct all plane elementary bipartite
graph whose Z-transformation graphs have vertices of degree one, especially are paths.
An edge of a plane bipartite graph is called a forcing edge if it lies in precisely
one perfect matching. Eventually, we give a characterization for plane bipartite graphs
having a forcing edge. A very simple construction is presented.
2. Resonance of plane graphs
A subgraph H of G is said to be nice if G − V (H) has a perfect matching. Let
G be a bipartite graph with a perfect matching M and a cycle C. If the edges of C
appear alternately in M and E(G)nM , then we say that C is an M -alternating cycle.
It is obvious that a cycle of G is nice if and only if there is a perfect matching M of
G such that C is an M -alternating cycle. If the edges of a cycle C appear alternately
in two matchings M1 and M2, we say that C is an (M1; M2)-alternating cycle. By
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Fig. 1.
the same fashion, we may dene M - and (M1; M2)-alternating paths. If M1 and M2
are two dierent perfect matchings, then the symmetric dierence M1  M2 consists
of mutually disjoint (M1; M2)-alternating cycles. Let G be a plane bipartite graph and
C the boundary of a face f of G. If G has a perfect matching M such that C is
an M -alternating cycle, then C and f will be called an M -resonant cycle and face,
respectively. In other words, a face is resonant if and only if the boundary of it is a
nice cycle.
Lemma 2.1. Let M be a perfect matching of a graph G and C an M -alternating
cycle of G. Then M  C(=M  E(C)) is also a perfect matching of G and C is
an (M  C)-alternating cycle of G. Thus each edge of any M -alternating cycle is
allowed.
Proof. The proof is obvious.
Lemma 2.2. Let G be a connected plane bipartite graph with perfect matchings.
Assume that the cycle C of G lies in the boundary of some face of G. If 12 jV (C)j
independent edges of C are allowed; then C is a nice cycle.
Proof. Without loss of generality, assume that C lies in the boundary of a nite
face (interior face). We label clockwise the vertices of C by v1; v2; : : : ; v2n, where
2n = jV (C)j (see Fig. 1). We make the convention that v1; v3; : : : ; v2n−1 are colored
white and v2; v4; : : : ; v2n black. Let
I = fv1v2; v3v4; : : : ; v2n−1v2ng
consist of n independent edges of C each of which is allowed. Among all perfect
matchings M of G, we choose one containing as many edges of I as possible, M0,
say.
We claim that I M0.
Suppose that I * M0. Set I1 = I \ M0. Without loss of generality assume that
v1v2 62 I1. Since v1v2 is an allowed edge of G;G has a perfect matching M1 such that
v1v2 2 M1. M1  M0 has an (M1; M0)-alternating cycle (say C1) containing v1v2. In
fact,
E(C1) \ I1 = ;:
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Otherwise, assume that v2i−1v2i 2 E(C1) \ I1 for some i. We now traverse the cycle
C1 starting with v1 and then entering into v2 through edge v1v2. From the planarity
of G, from the assumption that C lies in the boundary of a face and from the fact
that an (M0; M1)-alternating cycle cannot intersect itself we immediately deduce that
we rst enter v2i−1 then reach v2i through edge v2i−1v2i. An (M0; M1)-alternating path
P from v2 to v2i−1 must have the property that two end edges of P belong to M0 and
M1 separately. Hence P is a path of even length, and two end vertices should be of
the same color, which contradicts that v2 and v2i−1 are of dierent colors.
Since C1 is an (M0; M1)-alternating cycle, M0C1 is another perfect matching of G
by Lemma 1. Moreover, since E(C1)\I1=; and v1v2 62 M0, then I1[fv1v2gM0C1.
Hence j(M0  C1) \ I j>jM0 \ I j + 1, which contradicts the choice for M0. So our
assertion is veried. Namely, C is an M0-alternating cycle and thus a nice cycle.
As an immediate consequence, we have
Corollary 2.3. Let G be a plane bipartite graph with perfect matchings. Assume that
a cycle C=v1v2    v2nv1 of G lies in the boundary of a face of G. If an edge v2i−1v2i
is a forbidden edge of G; then there exists j such that v2jv2j+1 is also a forbidden
edge of G.
Theorem 2.4. Let G be a plane bipartite graph with more than two vertices. Then
each face of G is resonant if and only if G is elementary.
Proof. Assume that G is an elementary bipartite graph. Then G is 2-connected and
each edge is allowed [18]. By Lemma 2.2 we know that the boundary of each face of
G is a nice cycle and each face is resonant. Conversely, assume that each face of G is
resonant. By the denition, the boundary of each face (including the innite face) of
G is a nice cycle. It is easily seen that G is connected. Moreover, each edge of G lies
on the boundary of a face and is thus allowed by Lemma 1. Hence G is elementary.
To discuss an alternative criterion for determining whether a given plane bipartite
graph is elementary or not, we need the concept of the (geometric) dual of a plane
graph. Let G be a plane bipartite graph. Denote by G the dual graph of G (for the
denition of dual graph, the reader is referred to [1]). Let C be a cycle of G (C
may be a loop or consists of a pair of parallel edges). Let C denote the set of edges of
G intersecting an edge of C. If G is connected, it is easy to see that G−C contains
exactly two components.
Denition 2.5. Let G be a plane bipartite graph. A cycle C of G is called an
elementary closed cut line and C an elementary edge cut of G, if all edges of C
are incident with white vertices of one of the components of G − C (denoted by
Gw(C) and called the white bank of C) and black vertices of the other one (denoted
by Gb(C) and called the black bank of C).
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Let H be a subgraph of G and let w(H) and b(H) denote the numbers of white and
black vertices of H , respectively. The following result is obvious.
Lemma 2.6. Let a connected plane bipartite graph G have a perfect matching and
let C be an elementary edge cut. Then all edges of C are forbidden if and only if
b(Gw(C)) = w(Gw(C)).
Corollary 2.3 and Lemma 2.6 can be used to produce the following result.
Theorem 2.7. Let a connected plane bipartite graph G have a perfect matching.
Then G is not elementary if and only if G has an elementary edge cut C such
that b(Gw(C)) = w(Gw(C)); i.e.; all edges of C are forbidden.
Proof. Omitted.
For a special type of plane bipartite graphs, some stronger results will be described.
Denition 2.8. Let a connected plane bipartite graph G have a perfect matching. G is
said to be weakly elementary if for each nice cycle C of G the interior of C has at
least one allowed edge of G that is incident with a vertex of C whenever the interior
of C contains an edge of G.
Clearly, every plane elementary bipartite graph is weakly elementary.
Theorem 2.9. Let a connected plane bipartite graph G have a perfect matching. Then
G is weakly elementary if and only if for each nice cycle C the subgraph of G
consisting of C together with its interior is elementary.
Proof. It suces to prove the necessity. Suppose that a connected plane bipartite graph
G is weakly elementary and let C be a nice cycle of G. Denote by I [C] the subgraph
of G consisting of C together with the interior. Obviously, I [C] is connected. We now
show that I [C] is elementary by induction on the number m of edges contained in the
interior of C. If m = 0, this is trivially true. So assume that m>1. Then the interior
of C has an allowed edge e incident with a vertex u of C. Let M and M 0 be perfect
matchings of G such that C is an M -alternating cycle and e 2 M 0. Then M M 0 has
a cycle containing e. Let P=ue    v be a path of the cycle such that only end vertices
lie on C (see Fig. 2). C and P form two cycles C1 and C2 such that C1 \ C2 = P.
Without loss of generality, suppose that C1 is an M -alternating cycle and C2 is thus
an M  C1-alternating cycle (note that C1 and C2 are nice cycles). By the induction
hypothesis we know that I [C1] and I [C2] are elementary. Hence I [C] is elementary.
Theorem 2.10. Assume that a 2-connected plane bipartite graph G is weakly elemen-
tary. Then the following statements are equivalent:
(i) G is elementary;
(ii) each interior face of G is resonant;
(iii) the exterior face of G is resonant.
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Fig. 2.
Proof. (i) , (ii): This is obvious by Theorem 2.4.
(i) , (iii): This follows from Theorems 2.4 and 2.9.
Theorem 2.11. Let G be a connected plane bipartite graph that has a perfect match-
ing. If the interior vertices of G (not lying on the boundary of the innite face of G)
all have the same degree then G is weakly elementary.
Proof. Let C be any nice cycle of G. Denote by H=I [C] the subgraph of G consisting
of C together with its interior. Obviously, H is connected. Suppose that H is not
elementary. By Theorem 2:7 H must have an elementary edge cut C such that all
edges of C are forbidden. Obviously, C\E(C) = ;. Then all the vertices of the black
or white bank of C (say black bank Hb(C)) must be interior vertices of H and thus
of G. It is obvious that
dw(Hb(C)) + jCj= db(Hb(C));
where d> 1 is the degree of the interior vertices of G. Since jCj>1 implies that
b(Hb(C))>w(Hb(C)), C has an allowed edge of H , a contradiction.
Many plane bipartite graphs with important applications, such as hexagonal systems,
polyomino graphs, etc., have the property that their interior vertices all have the same
degree and, therefore, are weakly elementary. Thus, certain results previously obtained
for hexagonal systems [12,26] and polyomino graphs [32,34] only have been described
in Theorem 2.10 in a unifying manner or more general way.
3. Z -transformation graphs
The concept of Z-transformation graph of a hexagonal system was rst introduced
in Refs. [27,28]. We now extend this concept to plane bipartite graphs.
Denition 3.1. Let G be a plane bipartite graph. The Z-transformation graph of G,
denoted by Z(G), is dened as the graph whose vertices represent the perfect matchings
of G where two vertices are adjacent if and only if the symmetric dierence of the
corresponding two perfect matchings consists exactly of the boundary of some nite
face of G.
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Fig. 3. (a). A plane elementary bipartite graph G with a perfect matching M ; (b). The Z-transformation
graph Z(G) with two cut vertices M and M  C.
Let G be the graph of Fig. 3. It is easy to see that Z(G) consists of two disjoint
cubes and an edge connecting them. This example shows that the connectivity of the
Z-transformation graph of a plane elementary bipartite graph is not necessarily equal
to its minimum degree. For a plane bipartite graph G with a forbidden edge, Z(G) is
not necessarily connected. For an example, see [32]. In the following, we derive some
basic properties of Z-transformation graphs.
Theorem 3.2. Let G be a plane bipartite graph with a perfect matching. Then Z(G)
is a bipartite graph.
Proof. Assume that Z(G) has a cycle M1M2   MkM1, where Mi+1 =Mi  si and si is
a ring of G and also an Mi-alternating cycle, i = 1; 2; : : : ; k (the subscripts modulo k).
Let h be the boundary of a face (the innite face is allowed) of G. Denote by
(h) the number of times h appears in the sequence s1s2    sk . Let h1 and h2 denote
the boundaries of two faces of G having an edge e in common. We assert that (h1)
+ (h2)  0 (mod 2). The cycle M1M2   MkM1 of Z(G) implies that M1 =M1  s1 
s2      sk ; that is, s1  s2      sk = ;. Hence there are exactly an even number
(zero is also allowed) of terms in the sequence s1; s2; : : : ; sk that contain the edge e.
Since h1 and h2 are the only face boundaries of G containing the edge e; the assertion
is veried. Moreover, for a face boundary h of G that is not a ring of G; such as the
boundary of the exterior face of G, it is obvious that (h) = 0. By the connectedness
of the dual graph of G it is easily shown that all (h) have the same parity, and thus




(h)  0 (mod 2):
So every cycle of Z(G) is of even length, and thus Z(G) is bipartite.
Theorem 3.3. Let G be a plane elementary bipartite graph. Then Z(G) is connected.
Proof. Let M1 and M2 be any perfect matchings of G. We prove that Z(G) has a path
connecting M1 and M2 by induction on the number m of cycles of M1  M2. When
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m = 1, it can be shown that Z(G) has a path connecting M1 and M2 by arguments
similar to those used in the proof of Theorem 2.9 (using induction on the number of
edges in the interior of the cycle). If m> 1, let C be a cycle of M1  M2. By the
induction hypothesis, Z(G) has a path connecting M1 and M2C and a path connecting
M2  C and M2. The theorem follows.
Corollary 3.4. Let G be a plane elementary bipartite graph with a perfect matching
M and let C be an M -alternating cycle. Then there exists an M -resonant face in the
interior of C.
Proof. Let I [C] denote a subgraph of G consisting of C together with the interior of
C. By Theorem 2.9 I [C] is a nice subgraph of G and elementary. The restriction of
M on I [C] is also a perfect matching of I [C] and denoted by MC . By Theorem 3.3,
Z(I [C]) is connected and thus the degree of MC is not less than one. Hence G has an
M -resonant face in the interior of C.
By Corollary 3.4 we can prove the following result.
Theorem 3.5. Let G be a plane elementary bipartite graph. Then Z(G) has at most
two vertices of degree one.
Moreover, to study the relation between cuts and blocks of Z(G) we consider its
block-graph (dened in [25,35]). By orientating each edge of Z(G) the following
theorem is obtained.
Theorem 3.6 (Zhang and Zhang [35]). Let G be a plane elementary bipartite graph.
Then the block-graph of Z(G) is a path.
It is obvious that Theorem 3.5 may be viewed as an immediate consequence of
Theorem 3.6. In addition, for two special types of plane bipartite graphs the connectivity
of their Z-transformation graphs have been treated. It was shown that the connectivity
of the Z-transformation graph of a hexagonal system is equal to its minimum degree
[28], and a similar result holds for Z-transformation graphs of polyomino graphs with
only two exceptions [32].
Lemma 3.7. Let G be a plane elementary bipartite graph and M a perfect matching
of G. If there exist three distinct M -resonant nite faces; then there are two of them
whose boundaries are disjoint.
Proof. Assume that s1; s2 and s3 are the boundaries of mutually distinct M -resonant
nite faces, which are all M -alternating cycles. We shall prove that at least two of
s1; s2 and s3 are disjoint. Without loss of generality, we may assume that both s1 and
s2 intersect s3, and all M -matched edges (i.e. those edges that belong to M) of s3 go
from white vertices to black vertices following the clockwise orientation of s3. Let e
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be an M -matched edge of G belonging to both s1 and s3. Since s1 lies in the exterior
of s3, edge e and thus all M -matched edges of s1 go from their black end vertices
to their white end vertices in the clockwise orientation of s1. Similarly, we see that
all M -matched edges of s2 go from black end vertices to white end vertices in the
clockwise orientation of s2. Similar to the above arguments, these results imply that s2
and s1 are disjoint.
Theorem 3.8. Let G be a plane elementary bipartite graph. If Z(G) has a vertex of
degree no less than 3 then the girth (minimum cycle length) of Z(G) is 4; otherwise
Z(G) is a path.
Proof. (1) Assume thatM1 is a perfect matching of G whose degree in Z(G) is at least 3.
Let s1; s2 and s3 be the boundaries of three mutually distinct M1-resonant nite faces,
which are all M1-alternating cycles. By Lemma 3.7 two of s1; s2 and s3 (say s1 and s2)
must be disjoint. We can construct the following cycle of length 4: M1M2M3M4M1,
where M2 =M1  s1; M3 =M2  s2; M4 =M3  s1 and M1 =M4  s2, which is a cycle
of the minimum length since Z(G) is bipartite. Thus if Z(G) has a vertex of degree
>3 then it is of girth 4.
(2) Assume that the degree of each vertex of Z(G) is not more than 2. We shall
prove that Z(G) is a path. Otherwise, by the connectedness Z(G) consists of exactly
one cycle, say M1M2   MkM1, where Mi+1 =Mi  si and si is the boundary of some
Mi-resonant nite face (subscripts modulo k). Because G is a plane elementary bipartite
graph, by Theorem 2.4 each face of G is resonant. Hence the boundary of each nite
face, i.e. each ring, of G is contained in the sequence s1s2    sk .
Claim 1. For such a nite circular sequence s1s2    sks1; any two consecutive si and
si+1 are dierent and intersecting.
Proof. For any given i (16i6k), it is obvious that si 6= si+1. Suppose that si and si+1
are disjoint. As shown in part (1) of this proof, Z(G) contains and is thus a cycle of
length 4. So k = 4 and the sequence s1s2s3s4 contains only two dierent rings si and
si+1. But G contains another ring that is neither si nor si+1, which contradicts that each
ring of G is contained in the sequence s1    sk .
Claim 2. Let s1s2    sr (k>r>3) be a segment of the sequence s1s2    sk . If s1=sr 6=
si for any 1<i<r and there is a path of s1 with positive length the internal of
which is disjoint with all rings si (26i6r − 1); then s1s2    sr has also a segment
s2    sm (m<r) with length >3 such that s2 = sm 6= si for all 2<i<m.
Proof. By assumption we have that s1 = sr = M1  M2 = Mr  Mr+1, and thus s1 is
also an Mr-alternating cycle. Let P be a path of s1 with positive length such that the
internal vertices and the si are disjoint for all 1<i<r. Obviously, in the process
of transformations from M2 to Mr , the way that the edges of P are matched remains
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Fig. 4. (a) A plane weakly elementary bipartite graph and (b) its Z-transformation graph.
unchanged. Since s1 is both M2- and Mr-alternating, E(s1) \ M2 = E(s1) \ Mr . Fur-
thermore, we can prove that there exists a j; 2<j<r, such that sj = s2; otherwise
E(s1 \ s2) \ E(si) = ; for all 2<i<r. Then the way that the edges of s1 \ s2 are
matched also remains unchanged when M3 is transformed into Mr . Hence s1 \ s2 is
(M2; Mr)-alternating, which contradicts that E(s1) \M2 = E(s1) \Mr . We now choose
the minimum subscript m such that s2 = sm (m> 2), as claimed.
Since the boundary of each nite face must appear in s1s2    sk , without loss of
generality, assume that s1 is the boundary of a peripheral face of G. Since Z(G) is a
cycle, s1 appears an even number of times (at least twice) in this sequence, thus we
can nd a segment s1s2    sr (s1 = sr) satisfying the condition of Claim 2. By Claim
2, there exists a segment s2    sr0 (r0<r) with length >3 and s2 = sr0 6= si for all
3<i<r0. It is obvious that each component of s1 \ s2 is a path of odd length; the
internal vertices are disjoint with the rings si (36i< r0). Hence, this segment also
satises the condition of Claim 2. We continue this procedure and eventually show
that the sequence s1s2    sk is innite, which contradicts the niteness of Z(G). This
contradiction shows that Z(G) is a path.
Let G be a plane weakly elementary bipartite graph. Deleting all forbidden edges
of G (if such edges exist), we obtain a subgraph of G consisting of a number of
components G1; G2; : : : ; Gk (k>1), which are called the elementary components of G,
with more than one edge and some K2’s. Each Gi can be regarded as a plane elementary
bipartite graph. By Theorems 2.9 and 2.4 a nite face of G is resonant if and only if it is
a resonant nite face of some Gi. Thus Z(G)=Z(G1)Z(G2)  Z(Gk), where \"
denotes the Cartesian product of graphs. Thus for a plane weakly elementary bipartite
graph the above results (Theorems 3:3{3:7) are still valid; Theorem 3.8 implies that
Z(G) is not a cycle for a plane elementary bipartite graph G. However, when G is
weakly elementary, Theorem 3.8 also holds except for a single case: Z(G) is a cycle
of length 4 whenever G has exactly two elementary components that are cycles (for
an example, see Fig. 4).
4. Reducible face decomposition
An important property of elementary bipartite graph is the so-called \ear decomposi-
tion", the details of which are described below. Let x be an edge. Join its end vertices
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by a path P1 of odd length (the so-called \rst ear"). We proceed inductively to build
a sequence of bipartite graphs as follows: if Gr−1=x+P1+P2+   +Pr−1 has already
been constructed, add the rth ear Pr (of odd length) by joining any two vertices in
dierent colors of Gr−1 such that Pr have no internal vertices in common with the
vertices of Gr−1. The decomposition Gr = x + P1 + P2 +    + Pr will be called an
(bipartite) ear decomposition of Gr .
Theorem 4.1 (Lovasz and Plummer [17,18]). A bipartite graph is elementary if and
only if it has an (bipartite) ear decomposition.
An ear decomposition G = x + P1 + P2 +   + Pr of an elementary bipartite graph
G can be represented conveniently by the sequence of elementary bipartite graphs
(G0; G1; : : : ; Gr(=G)), where G0 = x and for 06i6r; Gi = x + P1 +    + Pi. It is
easy to see that the number r of ears is equal to the cyclomatic number of G, i.e.
r=q−p+1. Given any nice subgraph H (dened in Section 2), in particular H =K2,
of an elementary bipartite graph G, G has an ear decomposition G=H +P1 +   +Pt
starting with H just as in Theorem 4.1, where for all 16i6t; Pi is an ear (i.e., a path
of odd length) joining dierent color classes of H + P1 +   + Pi−1.
Denition 4.2. An ear decomposition (G1; G2; : : : ; Gr(=G)) (equivalently, G = x + P1
+ P2 +    + Pr) of a plane elementary bipartite graph G is called a reducible face
decomposition (hereafter abbreviated \RFD") if G1 is the boundary of an interior face
of G and the ith ear Pi lies in the exterior of Gi−1 such that Pi and a part of the
periphery of Gi−1 surround an interior face of G for all 26i6r.
Theorem 4.3. Let G be a plane elementary bipartite graph other than K2. Then G
has a reducible face decomposition (RFD) starting with the boundary of any interior
face of G.
Proof. Let G be a plane elementary bipartite graph other than K2. Let G1 be the
boundary of an arbitrary nite face of G. By Theorem 2.4, each face of G is resonant.
So G1 is a nice subgraph (cycle) of G. If r = 1, there is nothing to prove. So we
assume that r>2. For any ear decomposition (G1; G2; : : : ; Gr(=G)) of G starting with
G1, the second ear P2 lies in the exterior of G1. P2 and a path P of the periphery of
G1 form a cycle, denoted by P + P2, the interior of which lies in the exterior of G1.
The common end vertices of P and P2 are represented by u and v. Without loss of
generality, suppose that the second ear P2 is minimal among all ear decompositions of
G that leave G1 unchanged, i.e. there is no other second ear in the interior of P+ P2.
We assert that P + P2 is just the boundary of a nite face of G lying in the exterior
of G1. Otherwise, there exists an edge e in the interior of P + P2 incident with a
vertex u0 of P + P2. Since G is elementary, it has a perfect matching Me containing
e. Obviously, G − V (G1) has a perfect matching M such that P2 is an M -alternating
path. The symmetric dierence (M nE(P2))  Me has an (Me;M)-alternating path P0
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containing e in the interior of P + P2, the rst and last edges of which belong to
Me. And only the end vertices u0 and v0 of P0 belong to P + P2. We distinguish the
following cases.
Case 1: Both u0 and v0 lie on P. Then we can take P0 as the second ear of some
ear decomposition of G (since G1 + P0 is a nice subgraph of G) lying in the interior
of P + P2, which contradicts the minimality of P2.
Case 2: Exactly one of u0 and v0 (say u0) belongs to P. So v0 belongs to P2. u0 and
one of u and v (say v) have dierent colors. Then P0 and a segment P2(v; v0) of P2
from v to v0 form an M -alternating path (see Fig. 5(a)), which can be regarded as a
second ear other than P2 in the interior of P + P2, a contradiction.
Case 3: Both u0 and v0 are internal vertices of P2. Without loss of generality, assume
that u0 is nearer to u than v0 in P2. There are two subcases to be considered.
Subcase 3.1: u and u0 are of the same color. Then both P2(u; u0) and P2(v; v0) are of
even lengths. Then P2(u; u0)+P0+P2(v; v0) is an M -alternating path and thus a second
ear in the interior of P + P2 (see Fig. 5(b)), contradicting the minimality of P2.
Subcase 3.2: u0 and u are of dierent colors. The end edges of P2(u0; v0) belong to
M . Hence P2(u0; v0)+P0 is an M -alternating cycle. So M=ME(P2(u0; v0)+P0) is also
a perfect matching of G−V (G1). Moreover P2(u; u0)+P0+P2(v; v0) is an M -alternating
path and thus a second ear (see Fig. 5(c)), which also leads to a contradiction. The
assertion is thus veried.
Repeating the above procedure r − 1 = q − p times, we get our reducible face
decomposition.
By Theorems 4.1 and 4.3, we have
Corollary 4.4. Let G be a plane bipartite graph other than K2. Then G is elementary
if and only if G has a reducible face decomposition.
Denition 4.5. Let G be a plane elementary bipartite graph. Let f be a peripheral
face of G and P a common path of the peripheries of f and G such that its internal
vertices are of degree 2 and its end vertices are of degree >3 in G. Let G−P denote
the resultant subgraph of G by removing the internal vertices and the edges of P. We
call f a reducible face of G and P a reducible chain of G if G − P is elementary.
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It is easily seen that f is a reducible face of G if and only if the intersection of the
boundaries of G and f is a path of odd length that is a reducible chain of G.
Theorem 4.6. Let G be a plane elementary bipartite graph with the cyclomatic
number r = q− p+ 1>3. Then G has at least 2 and at most q− p reducible faces;
where q and p denote the numbers of edges and vertices of G; respectively.
Proof. It suces to estimate the number of reducible chains. By our RFD
Theorem 4.3, G =Gr−1 + Pr , where Gr−1 is elementary and Pr lies in the exterior of
Gr−1. Hence Pr is a reducible chain of G. Let C be the boundary of a nite face of G
formed by Pr and the periphery of Gr−1. Also by Theorem 4.3, there is another RFD
(G01; : : : ; G
0






r . By the same reason, P
0
r is a reducible chain of
G other than Pr . Thus G has at least two reducible faces.
Now, we will prove by contradiction that G has at most q − p reducible faces.
Suppose that G has q−p+1 reducible faces. Then each nite face of G is reducible.
Hence each nite face f of G is a peripheral face and the intersection of the boundaries
of G and f is a path of odd length that is a reducible chain of G. That implies that all
reducible chains of G form a cycle that is the boundary of G and all vertices lying on
the boundary of G are of degree 2 or 3. After removing all reducible chains of G, we
get a plane subgraph T of G. It is obvious that T is a plane tree. It follows that the
boundary of G passes through all vertices of degree one but no other vertices in T .
A path of a tree T is called a branch if its end vertices are of degree 1 and
>3, respectively, and the other vertices are of degree 2. Since the cyclomatic number
r>3; T contains a vertex of degree >3. We easily see that T has two branches L1 and
L2 sharing a vertex x with degree >3 such that the two pendant vertices (of degree 1)
ui and vi of L1 + L2 are connected by a reducible chain Pi of G. One of ui and vi
(say vi) and x must be of the same color (see Fig. 6). Let G0 = G − P0i , where P0i is
a reducible chain of G other than Pi with an end vertex ui. Let C = Pi + L1 + L2 be
a cycle. All edges between V (C) and V (G0)nV (C) 6= ; are incident with only two
vertices vi and x of the same color in C. By Lemma 2.6 such edges are forbidden
edges of G0. So G0 is not elementary, which contradicts that P0i is a reducible chain
of G. The theorem is proved.
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Fig. 8.
Remark 4.7. In Theorem 4.6, the lower and upper bounds for the number of reducible
faces are sharp. For example, linear polyomino chains with more than 2 cells, as shown
in Fig. 7, have exactly two reducible faces; whereas the graphs shown in Fig. 8 have
exactly q− p reducible faces.
Remark 4.8. Obviously, plane elementary bipartite graphs with cyclomatic number r 2
f1; 2g have exactly r reducible faces.
Remark 4.9. A part of Theorem 2:5 generalizes the corresponding results for normal
(elementary) hexagonal systems. Cyvin and Gutman [3] once conjectured that normal
hexagonal systems have a reducible hexagon, which was proved by He and He [10].
Lately, Zheng [38] obtained a stronger result, i.e. normal hexagonal systems with more
than one hexagon have at least two reducible hexagons.
5. Construction for special types of plane elementary bipartite graphs
In the previous section we have actually given a good construction method for plane
elementary bipartite graphs, namely starting with a certain face, then adding one new
face at each step, we can nally arrive at any plane elementary bipartite graph. We
now turn to special types of plane elementary bipartite graphs whose Z-transformation
graphs (dened in Section 3) contain a vertex of degree one and, in particular, are
paths, respectively. It will be seen that some simple conditions should be satised. We
need some further terminology.
In what follows, all cycles considered are assumed to be oriented clockwise. This
convention will play an important role in our proof of some main theorems in the
following. Let M be a perfect matching of G. An edge of G is called an M -double
edge if it belongs to M and an M -single edge otherwise. An M -alternating cycle of
G is said to be proper [33] if each M -double edge of C goes from a white vertex
to a black vertex, and thus each M -single edge of C goes from a black vertex to a
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white vertex; otherwise C is called an improper M -alternating cycle. Similarly, we may
dene proper and improper M -alternating paths in a cycle. It is obvious that a cycle
of G is a proper (improper) M -alternating cycle if and only if every path contained in
it is a proper (improper) M -alternating path. Note that a common M -alternating path
of two nite faces is proper in the boundary of one of the faces and improper in the
boundary of the other one.
Theorem 5.1. Let G be a plane elementary bipartite graph. Then Z(G) has a vertex
of degree one if and only if G has an RFD (G1; G2; : : : ; Gr(=G)) such that each ear
Pi starts with a black vertex and ends with a white vertex or each ear Pi starts with
a white vertex and ends with a black vertex with respect to the clockwise orientation
of the periphery of Gi; 26i6r.
Proof. Suciency: If each ear Pi starts with a black vertex and ends with a white
vertex (26i6r), it is easy to construct a perfect matching M of G such that G1 is a
proper M -alternating cycle and each ear Pi is an M -alternating path. The nite face of
G1 is an M -resonant face of G. We assert that to M there corresponds a vertex of degree
one in Z(G), i.e. G has exactly one M -resonant face. Let Ri denote the boundary (i.e.
ring) of the face formed by Pi and a part P0i−1 of the periphery of Gi−1; i = 2; : : : ; r.
We can show inductively that the periphery of Gi is a proper M -alternating cycle.
Hence P0i and Pi+1 are improper and proper M -alternating paths in Ri+1, respectively,
for i = 1; : : : ; r − 1. Thus Ri+1; i = 1; : : : ; r − 1, is not an M -alternating cycle. The
assertion is veried. If each ear Pi starts with a white vertex and ends with a black
vertex (26i6r), it suces to construct a perfect matching M of G such that G1 is
an improper M -alternating cycle (ring) and each ear Pi is an M -alternating path.
Necessity: Assume that G has a perfect matching M such that G has exactly one
M -alternating ring R1. Assume that R1 is a proper M -alternating ring. If r = 1, the
result is trivial. So assume that r>2. Let G1 = R1. Among all ear decompositions
G = G1(=R1) + P2 +   + Pr such that all the Pi are M -alternating paths, we choose
one such that P2 is a minimal second ear, i.e. no other second ear lies in the interior
region surrounded by P2 and the part P of the periphery of G1 that lies in the exterior
of G1. We assert that P + P2 is the boundary of a face (ring) of G. Otherwise, by
the proof of Theorem 4.3, we know that only Subcase 3:2 could occur. But in this
case there exists an M -alternating cycle in the interior of P + P2. By Corollary 3.4,
G has two M -resonant faces, a contradiction. On the other hand, we immediately see
that P2 starts with a black vertex and ends with a white vertex in the periphery of
G2 = G1 + P2. Repeating the above procedure we arrive at an RFD (G1; G2; : : : ; Gr)
of G such that each ear Pi starts with a black vertex and ends with a white vertex
with respect to the orientation of the periphery of Gi, 26i6r. If R1 is an improper
M -alternating ring, similarly, we obtain an RFD (G1; G2; : : : ; Gr) of G such that each
ear Pi starts with a white vertex and ends with a black vertex, 26i6r.
As an immediate consequence, we have
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Corollary 5.2. Let G be a plane elementary bipartite graph. Then to M there corre-
sponds a vertex of degree one in Z(G) if and only if G has an RFD (G1; G2; : : : ; Gr)
such that the periphery of each Gi(16i6r) is an M -alternating cycle.
Theorem 5.1 can be used directly to formulate a characterization of hexagonal sys-
tems with Z-transformation graph containing a vertex of degree one, which is due to
Zhang et al. [27].
For hexagonal systems, the Z-transformation graphs are paths if and only if G is a
linear hexagonal chain. For general plane elementary bipartite graphs, the situation ap-
pears to be complicated. Now, we give a characterization of plane elementary bipartite
graphs whose Z-transformation graphs are paths by using the above result. The proof
is tedious and omitted here.
Theorem 5.3. Let G be a plane elementary bipartite graph. Then Z(G) is a path
if and only if G has an RFD (G1; G2; : : : ; Gr) associated with the face sequence
s1; s2; : : : ; sr and the ear sequence P1; P2; : : : ; Pr such that
(1) the Pi’s start with black (resp. white) vertices and end with white (resp. black)
vertices with respect to the clockwise orientation of the boundaries of the Gi’s;
(2) si and si+1 have edges in common for all i; and
(3) s1 is a peripheral face of Gr(=G) or Gr−1.
By Theorem 5.3 and the properties of polyomino and polyhex graphs, we immedi-
ately obtain the following result.
Corollary 5.4. Let G be a polyomino or polyhex graph with perfect matchings. Then
Z(G) is a path if and only if G is either a single zigzag polyomino chain or a linear
polyhex chain as shown in Fig. 9
6. Forcing edges
Stimulated by some chemical and physical problems, the concept of forcing edges
of a hexagonal system was rst introduced by Harary et al. [9]. It is natural to ask
the following question: what kinds of hexagonal systems have a forcing edge? This
problem has been completely solved by Zhang and Li [29] and Hansen and Zheng
[8]. We now consider the same problem for general plane bipartite graphs. We rst
introduce the denition of a forcing edge.
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Denition 6.1. Let G be a plane bipartite graph with perfect matchings. An edge of
G is called a forcing edge if it is contained in precisely one perfect matching of G.
Lemma 6.2. Let G be a plane bipartite graph with a perfect matching M. Then
e 2 M is a forcing edge if and only if each M-alternating cycle passes through the
edge e.
The simple proof is left to the reader.
Theorem 6.3. Let G be a plane elementary bipartite graph. Then G has a forcing
edge if and only if one of the following statements hold:
(i) Z(G) has a vertex M of degree one such that the unique M -resonant face is a
peripheral face of G;
(ii) Z(G) has a vertex M of degree two such that the two M -resonant faces of G
have a path in common and the periphery of G is not an M -alternating cycle.
Proof. Necessity: Let G be a plane elementary bipartite graph and e a forcing edge
of G belonging to a perfect matching M of G and let d(M) denote the degree of
M in Z(G). We claim that d(M)62. Otherwise, there exist three distinct M -resonant
faces of G. By Lemma 3.7, there are at least two disjoint M -alternating rings. By
Lemma 6.2, e is not a forcing edge of G, a contradiction. There are two cases to be
considered. If d(M)=1, by Corollary 5.2 the periphery of G is an M -alternating cycle.
Hence the unique M -resonant face of G is a peripheral face of G. If d(M) = 2, by
Lemma 6.2(ii) follows immediately.
Suciency: (1) Assume that Z(G) has a vertex M of degree one such that the
unique M -resonant face f of G is a peripheral face of G. Let P denote a component
of the intersection of the peripheries of G and f. Since the periphery of G is an
M -alternating cycle by Corollary 5.2, P is an M -alternating path the end edges of
which belong to M . Let C be any M -alternating cycle. By Corollary 3.4, there exists
a unique M -resonant face in the interior of C. Hence C must pass through the path P.
By Lemma 6.2, the edges of P belonging to M are forcing edges of G.
(2) Assume that Z(G) has a vertex M of degree two such that the two M -resonant
faces intersect and the periphery of G is not an M -alternating cycle. Let P denote a
component of the intersection of the two faces resonant with respect to M . Then P is
also an M -alternating path the end edges of which belong to M . We claim that each
M -alternating cycle C must pass through the path P. Otherwise, suppose that C does
not pass through the path P. By Corollary 3.4 it is easily seen that the interior of C
contains the two M -resonant faces. Let I [C] denote the subgraph of G formed by C
together with its interior. If G 6= I [C], obviously there exists an M -alternating path P0
in the exterior of C such that only its two end vertices belong to C. Let C0 denote
a cycle the interior of which lies in the exterior of C formed by P0 and a part of C.
Since there is no M -resonant face in the exterior of C, C0 is not M -alternating. Hence
C  C0 is an M -alternating cycle the interior of which properly contains the interior
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Fig. 10. (a). A plane elementary bipartite graph G with forcing edges g and h; (b). A stereographic projection
of G with an RFD with the face sequence S1S3S4ES5S6:
of C. Repeating the procedure, we nally arrive at the conclusion that the periphery
of G is an M -alternating cycle, a contradiction. Our claim is veried. Hence the edges
of P belonging to M are forcing edges of G.
It was proved independently in 1994 and 1995 [29,8] that a hexagonal system has
a forcing edge if and only if Part (i) of Theorem 6.3 holds. For a plane elementary
bipartite graph, Case (ii) may happen. The perfect matching of a plane elementary
bipartite graph shown in Fig. 10, for example, corresponds to a vertex of Z(G) with
degree 2 and both the M -double edges g and h are forcing. However, we easily see
that properties (i) and (ii) are equivalent if G is considered as embedded in the sphere.
Hence Theorem 6.3 can be formulated in a simple form:
Theorem 6.30. A plane elementary bipartite graph G has a forcing edge if and only
if G has a perfect matching M such that G has exactly two M -resonant faces (the
exterior face is allowed) and their boundaries intersect.
Furthermore, from Theorem 5.1 we obtain a very simple construction for a plane
elementary bipartite graph containing a forcing edge.
Theorem 6.4. Any plane elementary bipartite graph containing a forcing edge can be
obtained by means of the following procedure:
Step 1: Construct an ear structure G= (x+P1) +P2 +   +Pr that is an RFD of
G satisfying
(i) the ears Pi start with black (resp. white) vertices and end with white (resp.
black) vertices with respect to the clockwise orientation of the periphery of Gi = (x
+ P1) + P2 +   + Pi; i = 2; : : : ; r:
(ii) the face surrounded by x + P1 is a peripheral face of G.
Step 2: Make a stereographic projection of G.
This theorem is exemplied in Fig. 10.
We conclude this paper with an important note on the above consequences. In
Sections 5 and 6 we considered only plane elementary bipartite graphs. In fact, the
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following result shows that the same problems for general plane bipartite graphs have
also been solved.
Theorem 6.5. Let G be a plane bipartite graph with perfect matchings and minimum
degree >2. If G has a forbidden edge; then G has no forcing edges.
Proof. Deleting all forbidden edges of G, we obtain a subgraph of G consisting of
components G1; G2; : : : ; Gk with more than one edge and some K2’s. Since G has a
forbidden edge and the degree of each vertex of G is at least two, by the Dulmage{
Mendelsohn decomposition of a bipartite graph [18, Chapter 4] we have that k>2.
For any perfect matching M of G, each Gi contains an M -alternating cycle. Hence by
Lemma 6.2 G has no forcing edges.
7. For further reading
The following reference is also of interest to the reader: [23].
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