Abstract. Consider the ideal I ⊆ K[x, y, z] corresponding to points p1, . . . , pr of P 2 . We study the symbolic generic initial system {gin(I (m) )}m of such an ideal and its behaviour as m gets large. In particular, we describe the limiting shape of this system explicitly when p1, . . . , pr lie in general position using the SHGH Conjecture for r ≥ 9. The symbolic generic initial system and its limiting shape reflects information about the Hilbert functions of fat point ideals.
Introduction
Generic initial ideals can be viewed as a coordinate-independent version of initial ideals, which carry much of the same information as the initial ideal with the added benefit of preserving, and even revealing, certain geometric information. Given an ideal I ⊆ K[x, y, z] of distinct points p 1 , . . . , p r in P 2 , the reverse lexicographic generic initial ideal of I, gin(I), can detect if a subset of the points lies on a curve of a certain degree (see [EP90] or Theorem 4.4 of [Gre98] ). If we instead consider the ideal I (m) of the fat point subscheme Z m = mp 1 + · · · + mp r ⊆ P 2 , one might ask what gin(I (m) ) says about Z m ; this question motivated the work in this paper.
Despite being simple to describe, ideals I (m) of fat point subschemes Z m = m(p 1 + · · · + p r ) have proven difficult to understand. For example, there are still many open problems and unresolved conjectures related to finding the Hilbert function of I (m) and even the degree α(I (m) ) of the smallest degree element of I (m) . Many of the challenges in understanding the individual ideals I (m) can be overcome by changing one's focus to studying the general behaviour of the entire family of ideals {I (m) } m . For instance, more can be said about the Seshadri constant (I) = lim m→∞ α(I (m) ) rm than the invariants α(I (m) ) of each ideal (see [BH10] and [Har02] for further background on these constants). Thus, we will explore the asymptotic behaviour of the entire symbolic generic initial system {gin(I (m) )} m as a first step to understanding the generic initial ideals of fat point subschemes.
To describe limiting behaviour, we define the limiting shape P of the symbolic generic initial system {gin(I (m) } of the ideal I ⊆ K[x, y, z] corresponding to an arrangement of points in P 2 to be the limit lim m→∞ where P gin(I (m) ) denotes the Newton polytope of gin(I (m) ). We will see that each of the ideals gin(I (m) ) is generated in the variables x and y, so that P gin(I (m) ) , and thus P , can be thought of as a subset of R 2 . One reason for studying the limiting shape of a system of monomial ideals is that it completely determines the asymptotic multiplier ideals of the system (see [How01] and [May12a] ).
When the point arrangement has an ideal I that is a complete intersection of type (α, β) with α ≤ β, a special case of the main result of [May12a] shows that the limiting shape of the symbolic generic initial system has a boundary defined by the line through the points (α, 0) and (0, β). The main result of this paper is the following theorem describing the limiting shape of the symbolic generic initial system of an ideal of r distinct points of P 2 in general position, assuming that the SHGH Conjecture 3.1 holds for the case where r ≥ 9.
Theorem 1.1. Let I ⊆ R = K[x, y, z] be the ideal of r > 1 distinct points p 1 , . . . , p r of P 2 in general position and P be the limiting shape of the reverse lexicographic symbolic generic initial system {gin(I (m) )} m . Then P can be characterized as follows. Precisely what information is carried by the limiting shape of the symbolic generic initial system of other point arrangements is still uncertain. While one can prove that the x-intercept of the boundary of P is equal to r (I) (see Section 2), that the y-intercept reflects the asymptotic behaviour of the regularity of the ideals I (m) (see [May12a] ), and that the volume under P is equal to r 2 (Proposition 2.14), there is likely additional geometric information encoded within P . Two important questions concern the form of P : is P always a polytope, and what does it mean for the boundary of P to be defined by a certain number of line segments?
Following background information in Section 2, the three parts of Theorem 1.1 are proven in Sections 3, 4, and 5. The final section contains an example demonstrating that there are point arrangements for which the boundary of the limiting polytope of the symbolic generic initial system is not defined by a single line segment. 
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Preliminaries
In this section we will introduce some notation, definitions, and preliminary results related to fat points in P 2 , generic initial ideals, and systems of ideals. Unless stated otherwise, R = K[x, y, z] is the polynomial ring in three variables over a field K of characteristic 0 with the standard grading and some fixed term order > with x > y > z.
2.1. Fat Points in P 2 . Definition 2.1. Let p 1 , . . . , p r be distinct points of P 2 , I j be the ideal of K[P 2 ] = R consisting of all forms vanishing at the point p j , and I = I 1 ∩ · · · ∩ I r be the ideal of the points p 1 , . . . , p r . A fat point subscheme Z = m 1 p 1 + · · · + m r p r , where the m i are nonnegative integers, is the subscheme of P 2 defined by the ideal I Z = I m 1 1 ∩ · · · ∩ I mr r consisting of forms that vanish at the points p i to multiplicity at least m i . When m i = m for all i, we say that Z is uniform; in this case, I Z is equal to the m th symbolic power of I, I (m) .
The following lemma relates the symbolic and ordinary powers of I in the case we are interested in (see, for example, Lemma 1.3 of [AV03] ).
Lemma 2.2. If I is the ideal of distinct points in P 2 ,
where J sat = k≥0 (J : m k ) denotes the saturation of J.
In this paper we will be interested in studying the ideals of uniform fat point subschemes Z = mp 1 + · · · + mp r such that the points p 1 , . . . , p r are in general position. Definition 2.3. A collection of points in P 2 is in general position if, for each d ∈ N, no subset of cardinality d+2 2 lies on any curve of degree d.
Generic Initial
Ideals. An element g = (g ij ) ∈ GL n (K) acts on R = K[x 1 , . . . , x n ] and sends any homogeneous element f (x 1 , . . . , x n ) to the homogeneous element f (g(x 1 ), . . . , g(x n )) where g(x i ) = n j=1 g ij x j . If g(I) = I for every upper triangular matrix g then we say that I is Borel-fixed. Borel-fixed ideals are strongly stable when K is of characteristic 0; that is, for every monomial m in the ideal such that x i divides m, the monomials
are also in the ideal for all j < i. This property makes such ideals particularly nice to work with.
To any homogeneous ideal I of R we can associate a Borel-fixed monomial ideal gin > (I) which can be thought of as a coordinate-independent version of the initial ideal. Its existence is guaranteed by Galligo's theorem (also see [Gre98, Theorem 1.27]).
Theorem 2.4 ( [Gal74] and [BS87b] ). For any multiplicative monomial order > on R and any homogeneous ideal I ⊂ R, there exists a Zariski open subset U ⊂ GL n such that In > (g(I)) is constant and Borel-fixed for all g ∈ U .
Definition 2.5. The generic initial ideal of I, denoted gin > (I), is defined to be In > (g(I)) where g ∈ U is as in Galligo's theorem.
The reverse lexicographic order > is a total ordering on the monomials of R defined by:
(1) if |I| = |J| then x I > x J if there is a k such that i m = j m for all m > k and i k < j k ; and
. From this point on, gin(I) = gin > (I) will denote the generic initial ideal with respect to the reverse lexicographic order.
Recall that the Hilbert function H I (t) of I is defined by H I (t) = dim(I t ). The following theorem is a consequence of the fact that Hilbert functions are invariant under making changes of coordinates and taking initial ideals; we will use it frequently and freely throughout this paper.
Theorem 2.6. For any homogeneous ideal I in R, the Hilbert functions of I and gin(I) are equal.
In this paper we will be studying the set of reverse lexicographic generic initial ideals of symbolic powers of a fixed ideal I, {gin(I (m) )} m . One reason for our interest in these ideals is the following proposition which tells us that we can get information about the ideals gin(I m ) from the ideals gin(I (m) ).
Proposition 2.7 (Proposition 2.21 of [Gre98] ). Fix the reverse lexicographic order on K[x 1 , . . . , x n ] with x 1 > x 2 > · · · > x n and let m = (x 1 , . . . , x n ). Then, if I sat = k≥0 (I : m k ) denotes the saturation of I,
In particular, when I is the ideal of distinct points in P 2 ,
for all m ≥ 1 by Lemma 2.2.
The following result due to Bayer and Stillman ([BS87a] ). 
Proof. By a result of Herzog and Srinivasan relating the dimension of a Borel-fixed monomial ideal J to the variable powers that it contains, gin(I (m) ) contains a power of y (see Lemma 3.1 of [HS98] ). Now the result is immediate from Proposition 2.8 and the fact that gin(I (m) ) is a Borel-fixed ideal.
Proof. By definition, gin(I (i) ) is a monomial ideal. We need to show that for all i, j ≥ 1, gin(
Since U i , U j , and U i+j are Zariski open they have a nonempty intersection; fix some g ∈ U i ∩U j ∩U i+j . Given monomials f ∈ gin(I (i) ) = In(g(I (i) )) and h ∈ gin(I (j) ) = In(g(I (j) )), suppose that f = In(g(f )) and h = In(g(h)) for f ∈ I (i) and h ∈ I (j) . Now
The same proof with I (i) replaced by I i shows that the generic initial system is also a graded system of ideals.
Let J be a monomial ideal of R. We may associate to J a subset Λ of N n consisting of the points λ such that x λ ∈ J. The Newton polytope P J of J is the convex hull of Λ regarded as a subset of R n . Scaling the polytope P J by a factor of r gives another polytope which we will denote rP J .
If a • is a graded system of monomial ideals in R, the polytopes of { 1 q P aq } q are nested:
for all c ≥ 1. The limiting shape P of a • is the limit of the polytopes in this set:
Under the additional assumption that the ideals of a • are zero-dimensional, the closure of each set R n ≥0 \P aq in R n is compact. This closure is denoted by Q q and we let
Proof. This is an immediate consequence of Theorem 1.7 and Lemma 2.13 of [Mus02] .
We now turn our attention to using the concept of the limiting shape to study the asymptotic behaviour of the system of ideals {gin(I (m) )} m where I is an ideal of r distinct points in P 2 . By Corollary 2.9, the ideals gin(I (m) ) for such an I are generated in the variables x and y and contain a power of both x and y. Therefore, we can think of the ideals gin(I (m) ) as zerodimensional in K[x, y] and consider a two dimensional limiting shape P of the symbolic generic initial system. Lemma 2.15. Suppose that I is the ideal of r distinct points p 1 , p 2 , . . . , p r in P 2 and J m = gin(I (m) ) ⊆ K[x, y]. If P is the limiting shape of J • and Q ⊆ R 2 is as above,
Proof. Let h = ax + by + cz be a general linear form in K[x, y, z]. To reduce our calculations to K[x, y], consider the ring isomorphism
given by sending x to x, y to y, and z to −
The fact that gin(I (m) ) is generated in x and y (Proposition 2.8) together with a well-known relation between the generic initial ideals of J and φ(J) (see Corollary 2.5 of [Gre98] ) imply that gin(I (m) ) and gin(φ(I (m) )) have the same generators. Thus, thinking of gin(I (m) ) as being contained in K[x, y],
Therefore,
If I is the ideal of distinct points in P 2 , the minimal generating set of each ideal gin(I (m) ) contains a power of x and a power of y, say x α(m) and y Corollary 2.16. Let I ⊆ K[x, y, z] be the ideal of r distinct points in P 2 and P be the limiting shape of the symbolic generic initial system {gin(I (m) )} m . Suppose that the x-intercept γ 1 and the y-intercept γ 2 of the boundary of P are such that γ 1 · γ 2 = r. Then the limiting polytope P has a boundary defined by the line passing through (γ 1 , 0) and (0, γ 2 ).
Proof. The smallest possible limiting shape P satisfying the given conditions is the one defined by the line segment through (γ 1 , 0) and (0, γ 2 ) since P is convex by definition. This extreme case is the only one in which the maximum volume under P is achieved, in which case vol(Q) = γ 1 γ 2 2 . Under the assumptions stated, γ 1 · γ 2 = r so, by the previous lemma, the maximum volume must be attained and P is as claimed.
The Symbolic Generic Initial System of Greater than 8 Uniform Points in General Position
Throughout this section, I ⊆ R[x, y, z] will denote the ideal of r ≥ 9 points p 1 , . . . , p r of P 2 in general position. We will frequently use the fact that the Hilbert function of an ideal and its generic initial ideal are equal (see Theorem 2.6).
Computing the Hilbert functions of ideals of fat points in P 2 can be very difficult. However, the following conjecture of Segre, Harbourne, Gimigliano, and Hirschowiz proposes that when Z is the ideal of r ≥ 9 uniform fat points in general position, H I Z (t) has a very simple form. See [HC12] for a statement similar to what follows and [Har02] for more general versions of the conjecture.
Conjecture 3.1 (SHGH Conjecture). Let R = K[x, y, z] and I be the ideal of r ≥ 9 generic points p i ∈ P 2 . Then, if I (m) is the ideal of the uniform fat point subscheme Z = m(p 1 + · · · + p r ),
The SHGH Conjecture is known to hold for certain special cases. For example, it holds for infinitely many m when r is a square by [HR04] , and for all m when r is a square not divisible by a prime bigger than 5 by [Eva99] .
The main goal of this section is to prove the first part of Theorem 1.1.
Theorem 1.1(a). Fix r ≥ 9 points of P 2 in general position and suppose that the SHGH Conjecture 3.1 holds for infinitely many m. Let I be the ideal of r general points in P 2 and P be the the limiting shape of the reverse lexicographic symbolic generic initial system {gin(I (m) )} m . Then the boundary of P is defined by the line through the points ( √ r, 0) and (0, √ r).
The proof of this statement is contained in Section 3.2. In preparation for this proof, we compute the minimal generators of the generic initial ideals gin(I (m) ) in Section 3.1 under the assumption that the SHGH Conjecture holds.
Structure of gin(I (m)
). The following lemma records the degree of the smallest degree element of I (m) .
Lemma 3.2. Let I be the ideal of p 1 , . . . , p r points of P 2 in general position where r ≥ 9 and suppose that α(m) is the least integer t such that
Proof. By the SHGH Conjecture, α(m) is the smallest integer t such that
If this is an equality, the positive root is
Then the least integer that will make the expression positive is
If the SHGH Conjecture holds, the structure of the generic initial ideals gin(I (m) ) is very simple.
Proposition 3.3. Let I be the ideal of r ≥ 9 points of P 2 in general position, fix a non-negative integer m, and suppose that the SHGH Conjecture holds for I (m) . Set α = α(m) and η :
when η < α + 1 and
when η = α + 1.
Proof. Since there is no element of gin(I (m) ) of degree smaller than α(m), all monomials of degree α(m) in gin(I (m) ) must be generators and thus contain only the variables x and y by Proposition 2.8. There are at most α + 1 monomials of degree α in the variables x and y so η := H gin(I (m) ) (α) ≤ α+1.
If η = α + 1 then all α + 1 monomials of degree α in the variables x and y are minimal generators of gin(I (m) ). By Corollary 2.9, gin(I (m) ) has exactly α + 1 minimal generators. Thus, all minimal generators of gin(I (m) ) are of degree α and are the ones given. Now suppose that η < α + 1. The η monomials of gin(I (m) ) of degree α must be minimal generators. In fact, since generic initial ideals are Borelfixed, these must be the largest η monomials in x and y of degree α with respect to the reverse lexicographic order:
There are exactly η elements of gin(I (m) ) of degree α + 1 involving the variable z, obtained by multiplying each of the η generators of [gin(I (m) )] α by z. By the SHGH Conjecture 3.1,
and there are α + 2 monomials in gin(I (m) ) of degree α + 1 containing only the variables x and y. Since there are exactly α+2 monomials of degree α+1 in x and y, gin(I (m) ) contains all of them. Thus, the remaining generators of gin(I (m) ) are of degree α + 1; they are
by Corollary 2.9.
Proof of Theorem 1.1 (a).
Proof of Theorem 1.1 (a). By Proposition 3. so the x and y intercepts of the limiting shape P are both equal to √ r. Since √ r · √ r = r, Corollary 2.16 tells us that the boundary of P is defined by the line through the x-and the y-intercepts as claimed.
4. The Symbolic Generic Initial System of 6, 7, and 8 Uniform Fat Points in General Position
As before, I ⊆ R[x, y, z] will denote the ideal of points p 1 , . . . , p r of P 2 in general position. The goal of this section is to prove the second part of Theorem 1.1. where I is the ideal of 6, 7, or 8 general points. Techniques for computing H I (m) (t) in these cases are not new (for example, see [Nag60] ), but they can be complicated. Thus, we take time in Section 4.1 to review a modern technique for finding the Hilbert functions, and then apply these results to the proof of Theorem 1.1(b) in Section 4.2.
4.1. Background on Surfaces. The method we use to compute H I (m) (t) follows the work of Fichett, Harbourne, and Holay in [FHH01] .
Suppose that π : X → P 2 is the blow-up of distinct points p 1 , . . . , p r of P 2 . Let E i = π −1 (p i ) for i = 1, . . . , r and L be the total transform in X of a line not passing through any of the points p 1 , . . . , p r . The classes of these divisors form a basis of Cl(X); for convenience, we will write e i for the class [E i ] of E i and e 0 for the class [L] . Further, the intersection product in Cl(X) is defined by e 2 i = −1 for i = 1, . . . , r; e 2 0 = 1; and e i · e j = 0 for all i = j.
Let Z m = m(p 1 + · · · + p r ) be a uniform fat point subscheme with sheaf of ideals I Zm ; set
and so we can study the Hilbert function of the symbolic powers I (m) by working with divisors on the surface X. For convenience, we will often write
Recall that if [F ] not the class of an effective divisor then h 0 (X, F ) = 0. On the other hand, if F is effective, then we will see that we can compute h 0 (X, F ) by computing h 0 (X, H) for some numerically effective divisor H. Lemma 4.2. Suppose that X is the blow-up of P 2 at r ≤ 8 points in general position and that F ∈ NEF(X). Then F is effective and
where
Proof. This is a consequence of Riemann-Roch and the fact that h 1 (X, F ) = 0 for any numerically effective divisor F . See Theorem 8 of [Har96] or Section 1 of [FHH01] for a discussion.
A divisor class [C] on X is said to be exceptional if it is the class of an exceptional divisor C on X (that is, a smooth curve isomorphic to P 1 such that [C] 2 = −1).
2 The following result of Fichett, Harbourne, and Holay [FHH01] tells us how to detect if a divisor is numerically effective if we know the exceptional curves.
Lemma 4.4 (Lemma 4(b) of [FHH01]).
Suppose that X is the surface obtained by blowing up 2 ≤ r ≤ 8 points of P 2 . Then F is numerically effective if the intersection multiplicity of [F ] with all exceptional classes is greater than or equal to 0.
Another result from [FHH01] tells us what the exceptional curves of X are in the cases that we are interested in.
Lemma 4.5 (Lemma 3(a) of [FHH01] ). Let C be a curve on the blow-up X of P 2 at 8 points in general position. Then, with the notation above, the exceptional classes are the following, up to permutation of indices 1, 2, . . . , 8:
When X is the blow-up of P 2 at n ≤ 8 points, the exceptional classes of X are the ones listed above with 8 − n of the e i (i = 1, . . . , 8) set to 0.
It turns out that knowing how to compute h 0 (X, H) for a numerically effective divisor H will actually allow us to compute h 0 (X, F ) for any divisor F . In particular, for any divisor F , there exists a divisor H such that h 0 (X, F ) = h 0 (X, H) and either:
(a) H is numerically effective so
by Lemma 4.2; or (b) There is a numerically effective divisor
is not the class of an effective divisor and h 0 (X, F ) = h 0 (X, H) = 0. The following result will be used in Procedure 4.7 to find such an H.
Lemma 4.6. Suppose that [C] is an exceptional class such that
Proof. Note that it suffices to prove this statement for the case where C is a smooth curve isomorphic to P 1 : if [C ] is an exceptional class then there exists a smooth curve C isomorphic to
induced by tensoring the exact sequence
with O X (F ). Then, from the long exact sequence of cohomology,
The method for finding such the H described above is as follows.
Procedure 4.7. Given a divisor F we can find a divisor H with h 0 (X, F ) = h 0 (X, H) satisfying either condition (a) or (b) above as follows.
(1) Reduce to the case where [F ]·e i ≥ 0 for all i = 1, . . . , n: F is numerically effective, so we can take H = F (case (a)).
by Lemma 4.6. Then replace F with F − C and repeat from Step 2.
There are only a finite number of exceptional classes to check by Lemma 4.5 so it is possible to complete Step 3. Further, it is easy to see with Lemma 4.5 that F ·e 0 > [F −C]·e 0 when [C] is an exceptional curve, so the condition in Step 2 will be satisfied after at most [F ] · e 0 + 1 repetitions. Thus, this process will eventually terminate. Proof. Since, by Proposition 2.8, gin(I (m) ) is generated in the variables x and y, the only elements of gin(I (m) ) t that involve z have to arise by multiplying monomials of gin(I (m) ) t−1 by z. Since multiplying each of the H I (m) (t − 1) monomials in gin(I (m) ) t−1 by z gives distinct monomials, the result follows.
As in Section 4.1, Z m = m(p 1 + · · · + p r ) is a uniform fat point subscheme supported at r distinct general points p 1 , . . . , p r and I is the ideal of p 1 , . . . , p r so that
we also write H I Zm (t) = H Z (t). Finally, α(m) := min{t : H I Zm (t) = 0}.
Step 1: Find the smallest N such that F t = tE 0 − m(E 1 + · · · + E r ) is numerically effective for all t ≥ N . To do this we will find the smallest N for all t ≥ N .
Step 2: Use some optimal numerically effective divisor D to find M such that [F t ] · [D] < 0 for all t < M . By the definition of a numerically effective divisor, this will show that [F t ] for t < M is not the class of an effective divisor, and thus that H I Zm (t) = h 0 (X, F t ) = 0 for all t < M .
Step 3: Show that h 0 (X, F M ) = 0 where M is as in Step 2. To do this, we will use Procedure 4.7 to find a numerically effective H such that h 0 (X, F M ) = h 0 (X, H M ). Together with Step 2, this will show that α(m) = M , and x M is the smallest power of x in gin(I (m) ).
Step 4: By Lemma 4.8, the number of monomials of degree t in the gin(I Zm ) involving only the variables x and y is equal to H Z (t) − H Z (t − 1). Using this, show that the number of monomials in gin(I Zm ) of degree N + 1 in x and y is exactly N + 2 (here N is as in Step 1). This implies that all monomials in x and y of degree N + 1 are in the gin(I Zm ).
Use Lemma 4.8 again to show that the number of monomials in gin(I Zm ) of degree N involving only x and y is strictly less than N + 1, so not all monomials of degree N in x and y are in gin(I (m) ). Since the ideals of the symbolic generic initial system are generated in x and y (Proposition 2.8), this will imply that y N +1 is the smallest power of y in gin(I (m) ).
Step 5 4.2.1. 6 General Points. Throughout this section I is the ideal of 6 points p 1 , . . . , p 6 of P 2 in general position and Z m = m(p 1 + · · · + p 6 ) so I Zm = I (m) . The exceptional classes of the blow-up X of P 2 at p 1 , . . . , p 6 are those in Lemma 4.5 with two of the e i set to 0.
Step 1: To find an N such that F t = tL − m(E 1 + · · · + E 6 ) is numerically effective for all t ≥ N we will use the permutation of the exceptional curves from Lemma 4.5 that is most likely to make h i · [F t ] negative.
The strongest condition on t is t ≥ 
Step 2: Now we want to find an optimal numerically effective divisor D such that [F t ] · [D] < 0 for small t. By the calculations in Step 1,
Thus, [F t ] is not the class of an effective divisor when t < 12m 5 so h 0 (X, F t ) = 0 for t < 12 5 m. We set M = 12 5 m.
Step 3: Starting with this step we will make a divisibility assumption on m. Suppose that m is divisible by both 5 and 2, so m = 10m for some integer m . The goal of this step is to show that F 12 5 m = F 24m is in the class of an effective divisor; to do this we follow Procedure 4.7. One can check that the only exceptional class that has a negative intersection multiplicity with [F 24m 
At this point it will be useful to distinguish between the permutations of h 3 ; we will denote [2L
which is less than 0 since t < 5 2 m. We will denote the sum h 3 1 + · · · + h 3 5 by [Y ] and call it a cycle. Note that
[Y ] = (2 · 6)e 0 − 5(e 1 + · · · + e 6 ). By Lemma 4.9, if [F t ] · h 3 < 0 for one permutation then we subtract an entire cycle from [F t ] when following Procedure 4.7.
When following Procedure 4.7, we subtract off 2m full cycles from [F 24m ];
5 when m is divisible by 10.
Step 4: Again, in this section we will assume that 10 divides m and we write m = 10m for some integer m . Then N = 
Thus, gin(I Zm ) N +1 contains all monomials of degree N + 1 in the variables x and y. Now we need to determine H Z (N ) − H Z (N − 1) and show that it is less than N + 1 (that is, gin(I Zm ) N does not contain all monomials in x and y of degree N ). Consider 
By
Step 1, F N is numerically effective so, again by Corollary 4.3,
Thus,
and not all monomials in x and y of degree N are contained in gin (I (m) ). Therefore, the largest degree generator of gin(I Zm ) is of degree N + 1 = 5 2 m + 1 when m is divisible by 10.
Step 5: By Step 4, the highest degree generator of gin(I (m) ) is of degree 4.2.2. 7 General Points. Throughout this section I is the ideal of 7 points p 1 , . . . , p 7 of P 2 in general position and
The exceptional classes of the blow-up X of P 2 at p 1 , . . . , p 7 are those in Lemma 4.5 with one of the e i set to 0.
Step 1: To find an N such that
is numerically effective for all t ≥ N we will use the permutation of the exceptional curves from Lemma 4.5 that is most likely to make h i · [F t ] negative. Similar to the case of six points, the strongest condition on t from h i · [F t ] ≥ 0 is t ≥ 
Step 2: Now we want to find an optimal numerically effective divisor D. By the calculations in Step 1,
is numerically effective (D = F 8 when m = 3).
If 
Thus, h 0 (X, F t ) = 0 for t < Step 3: Starting with this step we will make a divisibility assumption on m and suppose that m is divisible by both 8 and 3, so m = 24m for some integer m . The goal of this step is to show that F 21 8 m = F 21·3m is in the class of an effective divisor; to do this we will follow Procedure 4.7. One can check that the only exceptional class which has a negative intersection multiplicity with [F 63m 
At this point it will be useful to distinguish between the permutations of h 4 ; we will denote [3L
We will denote the sum of all seven permutations of h 4 by [Y ] and call it one cycle. Note that
It is easy to see that we can subtract off 3m full cycles from [F 21·3m ] to obtain [H 21·3m ]. We have
= 0L − 0(e 1 + · · · + e 7 ).
so H 21·3m = 0 and h I Zm (21 · 3m ) = h 0 (X, F 21·3m ) = h 0 (X, 0) = 1 and α(m) = 21 · 3m = 21m 8 when m is divisible by 8 · 3.
Step 4: Again, in this section we will assume that 24 divides m, so we write m = 24m for some integer m . Then N = 8 3 m = 8 2 m . We now want to show that the number of monomials in the variables x and y in gin(I (m) ) N +1 is equal to N + 2 and that the number of monomials of degree N in x and y in gin(I (m) ) N is less than N + 1. This will prove that the highest degree generator occurs in degree N + 1.
By Lemma 4.8, there are H Z (N +1)−H Z (N ) monomials in gin(I (m) ) that involve only x and y. Then, since F N and F N +1 are numerically effective by
Step 1,
Thus, gin(I Zm ) N +1 contains all monomials of degrees N + 1 in the variables x and y. Now we need to determine H Z (N ) − H Z (N − 1) and show that it is less than N + 1 (that is, gin(I Zm ) N does not contain all monomials in x and y of degree N ).
Consider
Recall from
Step 3 that one cycle is equal to [Y ] = 3 · 7e 0 − 8(e 1 + · · · + e 7 ). By Procedure 4.7,
so, by Corollary 4.3,
From
Step 1 we know that F N is numerically effective and
and not all monomials in x and y of degree N are contained in gin(I (m) ). Therefore, the largest degree generator of gin(I Zm ) is of degree N + 1 = 8 3 m + 1 when m is divisible by 24.
Step 5: By Step 4, the highest degree generator of gin(I (m) ) is of degree The exceptional classes of the blow-up X of P 2 at p 1 , . . . , p 8 are those in Lemma 4.5.
Step 1: To find an N such that 
for all t ≥ 17 6 m.
is numerically effective (D = F 17 when m = 6). Step 3: Starting with this step we will make a divisibility assumption on m and suppose that m is divisible by both 17 and 6, so m = 17 · 6m for some integer m . The goal of this step is to show that F 48 17 m = F 48·6m is in the class of an effective divisor. To do this we will follow Procedure 4.7 to find H 48·5m . One can check that the only exceptional class that has a negative intersection multiplicity with [F 48·6m ] is
It will be useful to distinguish between the permutations of h 7 . We will denote [6L
We will denote the sum of all eight permutations of h 7 by [Y ] and call it a cycle. Note that Y = 48e 0 − 17(e 1 + · · · + e 8 ).
Following Procedure 4.7, we subtract off 6m full cycles from [F 48·6m ] to get H 48·6m . Then
Therefore, h 0 (X, F 48·6m ) = h 0 (X, 0) = 1 and α(m) = 48 · 6m = 48m 17 in this case.
Step 4: Again, in this section we will assume that 6 and 17 divide m, so m = 17 · 6m for some integer m and N = 17 6 m = 17 2 m . We now want to show that the number of monomials in only x and y in gin(I (m) ) N +1 is N + 2 and that the number of monomials of degree N in the variables x and y in gin(I (m) ) is less than N + 1. This will show that the highest degree generator occurs in degree N + 1.
By Lemma 4.8, there are H Z (N + 1) − H Z (N ) monomials in gin(I (m) ) that involve only x and y. Then
Recall and not all monomials in x and y of degree N are contained in gin(I (m) ). Therefore, the largest degree generator of gin(I Zm ) is of degree N + 1 = 17 6 m + 1 when m is divisible by 17 · 6.
Step 5: By Step 4, the highest degree generator of gin(I (m) ) is of degree 17 6 m + 1 when m is divisible by 17 · 6. By
Step 3, the smallest degree element of gin(I (m) ) is of degree α(m) = 48m 17 when m is divisible by 17 · 6. Thus, the intercepts of the limiting shape of the symbolic generic initial system of I are (0, 
The Symbolic Generic Initial System of 5 or Fewer Uniform Fat Points in General Position
In this section we prove part (c) of the main theorem.
Theorem 1.1 (c). Suppose that 1 < r ≤ 5 and I is the ideal of r points in general position. Then the limiting polytope of the symbolic generic initial system {gin(I (m) )} has a boundary defined by the line through the points (2, 0) and (0, This is an immediate consequence of the following result of [May12b] since five or fewer points of P 2 in general position lie on an irreducible conic.
Theorem 5.1. Suppose that I is the ideal of r points in P 2 lying on an irreducible conic. Then the limiting polytope of the symbolic generic initial system gin(I (m) ) has a boundary defined by the line through the points (2, 0) and (0, 
Final Example
The results presented here and in [May12a] may lead the reader to believe that the limiting polytope of any symbolic generic initial system is defined by a single hyperplane. The following example shows that this does not hold even for ideals of points in P 2 .
Example 6.1. Suppose that I is the ideal of the l+1 ≥ 4 points p 1 , . . . , p l , p l+1 of P 2 where p 1 , . . . p l lie on a line and p l+1 lies off of the line.
Proposition 6.1. Let I be the ideal of l + 1 distinct points of P 2 where l of the points lie on a line and suppose that l(l − 1) divides m. Then the highest degree generator of gin(I (m) ) is of degree lm and the lowest degree generator of gin(I (m) ) is of degree 2m − m l . Idea of Proof. The proof of this proposition is similar to the work contained in Section 4 with the following considerations. In this case, the blow-up π : X → P 2 of p 1 , . . . , p l+1 has exceptional curves with classes [L − E 1 − E 2 −· · ·−E l ] and [L−E i −E l+1 ] for i = 1, . . . , l where E j = π −1 (p j ) and L is the total transform of a general line in P 2 (note that the exceptional curves are the total transforms of lines through the points P 2 ; see [Har98] ).
If P is the limiting shape of the symbolic generic initial system {gin(I (m) )} m , then Proposition 6.1 implies that the boundary of P has y-intercept If the boundary of P was defined by the line through these intercepts, the volume under of P would be vol(Q) = (l)(2 − 1 l ) 2 = l − 1 2 .
However, by Lemma 2.15, the volume under of P must be l+1 2 which is strictly smaller than l − 1 2 (l ≥ 3). Thus, P is not defined by the line through the intercepts. In fact, one can prove that the limiting polytope P is the one shown in Figure 2 . 
