Globally convergent algorithms for the numerical factorization of polynomials are presented. When the zeros of a polynomial are all simple and of different modulus, these procedures are useful in the simultaneous determination of all zeros. These methods are derived based on the algebraic properties of sums of powers of complex numbers and Hankel matrices. The remainder and quotient polynomials which arise from applying the Euclidean and a version of Householder's algorithms are investigated in terms of their convergence properties which turn out to be useful in the splitting of a polynomial into a product of two factors.
INTRODUCTION
The computation of zeros of a polynomial is a classical problem in science and engineering. For example, classical linear system theory is Ž . based on the properties of rational functions ratio of polynomials . The curves and surfaces used in computational geometry and computer graphics involve polynomials, and many procedures for numerical integration and statistical curve fitting are based on polynomials.
The Fundamental Theorem of Algebra states that every polynomial of positive degree has at least one zero over C C, the field of complex numbers. For convenience, the polynomial to be considered will be taken as monic.
Ž . Euclidean algorithm furnishes information about the multiplicity of the Ž . zeros. If z is a zero of multiplicity s of p z , it is a zero of multiplicity 0 Ž . s y 1 of pЈ z . Therefore, without loss of generality, it can be assumed Ž .
Ž . Ž . that all zeros of p z are simple for otherwise one can divide p z by d x , Ž . Ž . the greatest common divisor of p z and pЈ z , to obtain a polynomial Ž . having the same zeros of p z but with simple multiplicities. w x There are numerous algorithms for factoring a polynomial. In 10 , Sebastiao e Silva proposed an algorithm for finding the dominant zeros of polynomials where polynomials of degree at most m y 1 are obtained by Ž .
n Ž . applying the Euclidean algorithm to w z s z and p z for each n G m. n w x In 11 , Stewart used a power method approach to prove the convergence of Silva's method. To improve the convergence of this method, w x Householder 6 generalized the algorithm of Sebastiao e Silva by usinǵ Ž . Ž . n Ž . w z s q z for some nonconstant polynomial g z of degree at most n m y 1. Householder's algorithm is a method for computing polynomials Ž n. Ž . Ž . < Ž .< < Ž .< p z ordered such that g z ) g z for 1 F i F r and r q 1 F j F m.
i j w x Recently these methods were revived in 1 where the parallel complexity of the simultaneous approximations to all zeros of a polynomial based on Householder's generalization was investigated. In all the aforementioned methods, a polynomial can be factored into two polynomials if there is a Ž . sufficient gap between the magnitudes of zeros of p z or the set Ä< Ž .<4 m g z . Other well-known methods which apply the same principle are i is1
those of Graeffe, Bernoulli, and the qd algorithm. The method of Graeffe and the qd algorithm are not normally thought of as methods of factorization, but each provides, in principle, factors of the given polynomial with zeros being zeros of equal modulus of the given polynomial. For a survey w x of some of these methods the reader is referred to 4, 5 and the references therein.
In this paper, we will develop a class of new methods for factoring a polynomial over C C. The essence of these methods is a process whereby a sequence of polynomials of degrees less than m which in the limit have Ž . Ž . some zero s of p z is generated. These methods, like the methods of Bernoulli, Householder, and Graeffe, are based on root powering. As in Householder's algorithm, the main features of these methods are simplicity and global convergence. They are simple in that they use just the well-known Euclidean algorithm for polynomials and are globally convergent since they do not require initial conditions to start them. Furthermore, the derivation of the methods in this work gives deeper insight into known methods such as Bernoulli's method and the qd algorithm. In particular, Householder' will only mean that the quantity is an element of a sequence in the integer n, unless otherwise specified. The symbol m denotes all distinct combinar Ä 4 tions of choosing r integers from the set of integers 1, 2, . . . , m .
ASYMPTOTIC PROPERTIES OF LINEAR COMBINATIONS OF POWERS OF COMPLEX NUMBERS
For expediency and convenience of presentation, we present in this section a number of preliminary and technical results which are used repeatedly in our analysis. These include mainly results concerning the asymptotic properties of linear combinations of powers of complex numbers. These properties will be used later to develop methods for computing zeros and factorization of polynomials. The next lemma provides the main algebraic properties of a finite linear combination of powers of complex numbers.
LEMMA 1.
Let z , z , . . . , z be a set of distinct nonzero complex 
holds for each positi¨e integer n.
Ž .

Proof. Equation 2.1 follows from the observation that
In the following, we will repeatedly deal with two types of matrices which are denoted by H Ž n. and B Ž n. , and are defined as follow. a Hankel matrix of order s is defined as 
Ž . 
Žnqry1.
Ž n q r y 1 . Ž n q r y 1 .
In the next lemma an expression for the determinant of B Ž n. is given. 
where c c иии c 
< < < < < < < < In the case where z G z G иии G z ) z for i s r q 1, . . . , m, and if . In fact, it can easily be seen that the following r r y m vectors,
. . . , c , c , . . . , c , 1, 0, . . . , 0 g C C span the null space of B .
Ž .
, and U be as defined in
. . , i runs for all r combinations of the set 1, 2, . . . , m .
for i s r q 1, . . . , m, where
is nonzero for all sufficiently large n. Additionally,
Proof. This result follows directly from Lemma 2 by setting c s
Having stated these results, several comments are in order. In view of Ž . js1, . . . , m are to be computed. Then
In many of the results of the following sections we make use of the following result. Proof. Since A is nonsingular,
The next result shows how to generate approximations of polynomials Ä 4 m having zeros of maximum modulus among the set z .
be as defined abo¨e and assume that C / 0 and 
Žn. Ž . < Žn. < then p z is a monic polynomial of degree r since B / 0. It can r r easily be checked that 
This proves the first conclusion of the theorem. The second conclusion follows directly from Lemma 4.
Q.E.D.
, and U be as defined in 
Žnq1.
Ž n q r y 1 .
w Žn. Žn. x so that B s x X and B s X x . Assume that
Žn. Žn.
x a
x a 3 1 It can be shown that lim x 
. A particularly important special case is that when r s m, we have that C-matrices and Hankel matrices of finite rank behave very much like powers of companion matrices. The significance of this result is that it provides a direct method of generating C-matrices by simply considering Ž . submatrices of powers of C , the companion matrix of p z . 
U r
for i s 1, . . . , r y 1, where e is the ith column of an r = r identity matrix.nªϱ r r r r q 1 r order of convergence, where 0 0 0 иии 0 yc r 1 0 0 иии 0 yc C s . 2.12 Ž .Ä Ž n. 4 y1 Ž nq1. Ä Ž n. 4 y1 Ž nq1Ž . Žn. n Ž0. Ž n . n Ž 0 . i B sC B and H s C H . m m m m m m Ž . < Žnq1. Ž n . < r y m Ž . ii For r G m, B y zB s 0 iff z p z s 0 for each n ) 1. r r Ž . < Žnq1. Ž n . < r y m Ž . iii For r G m, H y zH s 0 iff z p z s 0 for each n ) 1. r r Ž . < < < < < < < < < iv Assume that z G z G иии G z ) z G z for i s r q 1 2 r r q 1 i Ž . r Ž . 2, . . . , m,where 1 F r F m and let p z s Ł z y z . Then for r -m, r i s 1 i< Ž n q 1 . Ž n . < H yzH r r s 0 iff p z s 0 Ž . r Žn. < < H r and < Ž nq1. Ž n . < B yzB
APPLICATIONS TO POLYNOMIALS
When a polynomial has two factors having zeros of different magnitude ranges, then Theorem 5 and Corollary 6 can be applied to extract one of these factors. The main goal of this section is to state some methods of generating sequences for which these results can be applied. There are many ways to generate such sequences like the Newton identities and power series expansions. However, we will place special emphasis on the Euclidean and Householder's algorithms which are described next. generally different although asymptotically they have the same rate of convergence as shown in Section 4. In this section we explore this algorithm in greater depth and show how it applies when there is more than one dominant zero. Specifically, the coefficients of these polynomials will be used to extract some factors Ž . of p z .
A Modified Householder's Algorithm
Ž . Ä 4 In the following, we assume that w s g z / 0 and the z 's ordered so ciently large n and thus factors of all degrees can be determined. However, when some zeros have equal modulus, these methods should be modified, Ž . applying the Euclidean algorithm and shift if necessary , to determine all roots of a polynomial or just to factor it to polynomials of lower degrees.
Ž . The case g z s z is particularly important since it allows one to Ž . Ž . generate two factors of p z whose product is p z . A recursive formula Ä Ž n. Ž .4 ϱ for computing the remainder and quotient polynomials p z and
, that arise from dividing w z s z by p z for n G m can be n n s m shown to satisfy Therefore, for each 1 F j F m, the number of zero entries in the jth row Ä 4 does not exceed min j y 1, m y j .
Ž .
Proof. i Clearly, for 1 F j F m, we have
Thus c / 0 since it is the ratio of nonzero Vandermondians. Similarly,
Hence c / 0, since z / 0 for i s 1, . . . , m. first rows of C are not linearly independent, which contradicts the nonsingularity of C.
Ž . Ž . The proof of iii is similar to that of ii . To prove the last conclusion, assume for some j that j y 1 F m y j and the number of zeros entries in the jth row of C exeeds j y 1. Let P be a permutation matrix such Ž . y1 y1 that the first j y 1 entries of CP are zero. Since CP s P V is a Ž . Vandermonde matrix, it follows that the j y 1 th leading submatrix is Ž . singular. This contradicts ii . Similar argument holds if m y j F j y 1.
Žn. Ž . yields that g z s p z for j s 1, . . . , m. This leads to the system of
Factorization of Polynomials
In this section, we take up the general problem of numerical factorization of polynomials. This goal can be established by applying the results of the previous sections to sequences generated by Algorithm 3.1. Specifi-Ž . cally, if p z is a polynomial that has at least two zeros of different modulus, then the results of Section 3 can be applied to extract a Ž . polynomial factor having zeros which are zeros of p z of largest modulus. In particular, Theorem 5 and Corollary 6 applied to the sequence Ä Ž n. 4 ϱ b , yield the following. 1 F j F m, assume that the jth row of C defined in 3.7  contains l nonzero entries, say c , . . . , c , and assume that there exists ji ji
or equi¨alently Q.E.D.
We remark that if for some j, A Ž n. is of rank l -m, then a factor of m, j degree l can be readily computed exactly without the resort to the limiting process stated in the last theorem. In this case . .
Žnqly1.
Ž n q l . Ž n q 2 l y 1 .
where Ł z y w s z q c z q иии qc and S is the set of positive To achieve this goal, we consider the matrix can be expressed as
The application of Theorem 5 to the factorization of polynomials is included in the following result.
Ž . m Ž . THEOREM 11. Let p z s Ł z y z such that the w 's are nonzero, js1 j i < < < < < < < < < distinct, and w G w G иии G w ) w G w for i s r q 2, . . . , m, 
Ž . nªϱ i i < < < < < < < < Assuming that w G w G иии G w ) w for i s r q 1, . . . , m, where Žn.
i p myr
iii lim Ž . that the first r y 1 rows are linearly independent. Solving the first r y 1 which can be written in the form 
Ž n q r y 1 . n q r y 1 Ž n q r y 1 .
my1 myrq1 nq1 Žnq1.
Ž n q 1 . 
Ž .
The next result deals with the case where p z has two roots such that Ž two of the w 's have equal modulus e.g., complex conjugate zeros of real Dividing the identity Ž . Remark 5 On Multiple Zeros . By applying an argument similar to w x that of 11 , it can be shown that the results of this work hold true even Ž . when some zeros of p z are not simple. The proof is more complicated, but it can be done by a continuity argument. In this case, the polynomial Ž . Ž . p z is approximated by a polynomial f z, ⑀ of same degree having simple Ž . Ž . zeros and such that lim f z, ⑀ s p z uniformly in any bounded ⑀ ª 0 Ž . region containing the zeros of p z . Then the results of this section are to be applied to the polynomial f which by letting ⑀ ª 0 reduces to results Ž . concerning the polynomial p z . It should be noted that the convergence is not any longer geometric as shown in the following example.
Ž . Ž . . < < Ž . Ž . < < Ž . Ž . 2 rny1 s2rn and y 2 n q2 r n q1 y c s y 2 n q2 r n q1 q 1 < Ž .< Ž . 2 s2r nq1 . This implies that the order of convergence is O 1rn in both cases.
To illustrate the various methods proposed in previous sections we present the following simple example.
EXAMPLE. For comparison purposes we consider a polynomial with Ž . Ž 2 .Ž . arithmetic has to be used, then one can determine a real number z such 0 Ž . that p z y z has zeros of distinct modulus except for complex conjugate 0 zeros. In this case, Corollary 15 can be applied to determine all zeros of Ž . p z .
