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Abstract
Traditionally, cellular networks have not utilised IP based protocols for their mobility management. 
However, with the increasing demands of mobile Internet and IP based user applications, the 
cellular networks have started to evolve to be All-IP network. Adapting the IP based mobility 
management protocols to the IP based cellular network involves many challenging issues. In this 
context, this thesis addresses this challenging task to design purely IP based mobility management 
protocols for All-IP cellular networks.
The thesis first investigates the signalling performance of the current tunnelling protocol based 
mobility management schemes in IP based cellular networks by the proposed OPNET based 
simulator. The results reveal that large signalling overhead is introduced by the tunnelling protocols 
based schemes for the handover process.
Consequently to eliminate the disadvantages of current approaches, the thesis proposes a purely IP 
based mobility management scheme based on the Host Identity Protocol (HIP) and on a distributed 
mobility management architecture. Following this approach, a micro-mobility management scheme 
is proposed to reduce the extensive signalling exchanges of HIP based handover.
Furthermore, a mobility context cache based approach is proposed to optimise the handover 
performance based on reducing the signalling exchanges during handover completion phase. The 
approach has been evaluated by applying to 3GPP based networks. Performance evaluation shows 
that the proposed optimisation can reduce both the handover interruption time for both 3 GPP 
standardised and proposed mobility management schemes.
Finally, due to the lack of an accurate analytical model for the mobility management signalling 
analysis in the cellular networks, an analytical modelling framework is proposed. The results show 
that it can be used to predict the mobility management related signalling load with reasonable 
accuracy compared with the simulation results.
Key words: Mobility Management, All-IP, Proxy Mobile IP, Host Identity Protocol, Handover 
Signalling Cost.
Email: M.Wang@surrey.ac.uk
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Chapter 1. Introduction
1 Introduction
1.1 Cellular Networks
Today mobile communication technologies experience major analysis, investigation and evaluation 
to achieve advancements, in both research and development in the area, as the quantitative and 
qualitative requirements of the mobile wireless communication continues to maintain a very high 
demand. The circuit-switched cellular networks referred to as the first/second generation (1G or 2G) 
mobile telecommunication systems are being replaced by the packet-switched third generation (3G) 
mobile telecommunication systems widely used today. The Universal Mobile Telecommunication 
System (UMTS) and Code Division Multiple Access 2000 System (CDMA 2000) are the two major 
standards for 3 G mobile telecommunication systems currently deployed by the mobile 
communication operators around the world. From 2004, the two major corresponding 
standardisation organizations -  the Third Generation Partnership Project (3GPP) [1] and the Third 
Generation Partnership Project 2 (3GPP2) [2] begun charting the long term objectives, scope and 
evolution of 3 G research for the next generations of telecommunication systems referred to as the 
3 GPP Long Term Evolution (LTE) [3] and the 3GPP2 Air Interface Evolution (AIE) to ensure the 
competitiveness of 3G technology during the next 10 years. Since 2009, 3GPP has carried on the 
research and development to further improve the LTE system which is named as LTE-Advanced 
(LTE-A) [4], submitted it as a candidate 4G system. On the other hand, other organizations, such as 
the WiMAX Forum [5] is working to facilitate the deployment of broadband wireless networks 
based on the IEEE 802.16 standard [6] which is designated to mobility-enabled Metropolitan Area 
Network (MAN) technology. These wireless technologies with the other standardised technologies 
- IEEE 802.15 Wireless Personal Area Networks (WPAN) [7] etc. have evolved the cellular 
networks towards All-IP based networks; aiming for the diverse demands of seamless mobility 
among heterogeneous IP wireless access networks and services [8]. A snapshot of the cellular 
networks is shown in Figure 1-1. The research efforts in this area cover a range of topics, such as 
development of optimised mobility management schemes, efficient multiple access and resource 
allocation techniques, provision of network Quality of Service (QoS) and security [9][10][11]. 
However, management of user mobility, in particular the handover management remains one of the 
fundamental issues of mobile communication research.
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Mobile Operators, ISPs, etc.
2G Mobile
WiMAX
3G WLANLTE,LTE-A
Femtocell
EGPP/3GPP2 family mobil 
wireless a ccessWireless Personal 
Area Networks BEE family mobile wireless 
access
Figure 1-1 Cellular Networks
Each o f the mobile communication technologies, as shown in Figure 1-1, has its own characteristics 
on the provision o f the downlink/uplink data rate, bandwidth allocation, frequency band range, cell 
size, network and mobility management etc. Following these characteristics, each mobile wireless 
access network defines its own mobility management mechanism called the Intra-Access Mobility. 
On the other hand, with the development o f heterogeneous networks involving various wireless 
access technologies, the question o f how to integrate different mobility management mechanism 
(Inter-Access Mobility) is another important issue. The 3GPP Service Architecture Evolution (SAE) 
[12] aimed to evolve the 3 GPP Core Network to an All-IP network. It intents to provide support for 
the Intra-Access mobility for the 3GPP LTE access system, and the Inter-Access mobility among 
multiple heterogeneous Radio Access Networks, including legacy 3GPP access systems and also 
non-3GPP access systems. The standardisation work o f SAE and LTE together forms the evolved 
3GPP system — Evolved Packet System (EPS). It provides the IP based architecture framework for 
the integration o f different mobile wireless networks and addressing the resulting mobility 
management considerations. With the scope o f supporting mobility in the All-IP cellular network, 
this research uses the 3GPP EPS as the baseline framework for investigating the current mobility 
management schemes and for application and performance evaluation o f our proposed mobility 
management schemes.
2
Chapter 1. Introduction
This research addresses the following challenges in design of mobility management schemes in the 
All-IP cellular networks:
• A methodology for evaluating the signalling performance of current mobility management 
schemes in IP based cellular networks by both simulation and analytical modelling.
• A purely IP based mobility management approach which can be integrated to flat the IP 
based cellular networks architecture.
• An IP based micro-mobility management approach for IP based cellular networks for the 
micro-mobility scenario.
• Support of newly developed IP network features, such as multi-homing and peer-to-peer 
communication.
• Improvement of the scalability of the mobility management architecture.
• Enhancement of the user experience.
1.2 Motivation and Objectives
Cellular networks aim to provide seamless and uninterrupted communication services to mobile 
subscribers. Irrespective of the location and mobility patterns, mobile User Equipment (UE) should 
be able to receive services and communicate with remote Corresponding Nodes (CN). Mobility 
management, in particular handover management becomes crucial to track the UE location and 
ensure the continuity of communication with minimal interruption for mobile subscribers. 
Traditionally, cellular networks built upon 3GPP/3GPP2 and IEEE standards based mobile wireless 
access families have deployed different mobility management mechanisms. In the circuit switch 
originated 3 GPP networks, subscriber identification numbers and dedicated tunnels are used for 
delivering the communication between the UEs, while the mobility management is handled by 
specific tunnelling protocol, called the GPRS Tunnelling Protocol (GTP) [13]. The GTP has been 
designed to provide the mobility management functionality for the UE to carry IP packets and to 
enable the connection with the IP networks. However, as it needs to support the legacy Radio 
Access Networks (e.g. GSM), the GTP involves high signalling load, especially for its 
encapsulation and tunnelling processes. On the other hand, the IEEE mobile wireless access 
families haven been developed from IP based technologies which use IP addresses to describe their 
location and for identification for routing. They utilise purely IP based mobility management 
protocols, such as Mobile IPv4 [15] and Mobile IPv6 [16], developed by Internet Engineering Task 
Force (IETF) [14] to handle the mobility of the end user terminals.
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With the fast development of the mobile Internet, the cellular networks have started to evolve 
towards All-IP based networks. However, the mobility management schemes still rely on the GTP, 
which introduces large signalling overhead. Design of a purely IP based mobility management 
scheme for the IP base cellular networks without involvement of GTP is yet to be investigated.
Motivated by the challenges, the goal of this work is defined as:
“To Focus on the handover management aspects o f IP based cellular networks, to evaluate the 
signalling performance o f current mobility management approaches, and to improve the handover 
performance with a novel purely IP based mobility management solution by reducing the handover
signalling load and handover delay. ”
Accordingly more specific objectives are defined as follows:
• To investigate mobility management solutions in native IP based wireless networks in the 
categories of macro-mobility, micro-mobility, and in the IP based cellular networks.
• To evaluate the signalling performance of the current mobility management approaches in 
IP based cellular networks, with the results analysis of handover signalling load and 
handover delay by simulation.
• To propose a purely IP based mobility management scheme based on the flat IP based 
cellular network architecture, with both macro-mobility and micro-mobility management 
schemes.
• To optimise the performance of the proposed mobility management scheme by reducing the 
handover interruption.
• To improve the scalability of the mobility management architecture by reducing the 
handover signalling load.
• To design an analytical modelling framework which can be used to model the cellular 
network handover signalling performance accurately compared with simulation.
1.3 Main Contributions
The original contributions of this thesis can be summarised as follows.
1. Evaluation study of the current mobility management approaches in IP based cellular 
networks. This study provides a detailed signalling performance evolution of the GTP
4
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based mobility management schemes by a specially designed simulator based on OPNET 
[18]. It reveals the limitation of the GTP based mobility management schemes and 
emphasises the needs for a purely IP based mobility management scheme suitable for future 
cellular network.
2. Design and evaluation of a novel HIP based distributed mobility management 
architecture. This proposed mobility management architecture utilises the flexible 
interface of IP based cellular networks in order to distribute the mobility management 
among a pool of core network nodes. By adapting the Host Identity Protocol (HIP) [19], the 
proposed mobility management scheme provides purely IP based mobility management; 
supporting multi-homing and peer-to-peer communication. For the macro-mobility 
handover, the HIP update process is used to continue the session between the UE and the 
CN. For more frequent micro-mobility handover, a micro-mobility scheme is proposed. 
From the evaluation, the proposed scheme shows improvements in terms of reduced the 
handover signalling load and handover interruption compared with the original GTP based 
mobility management schemes.
3. Proposal of a mobility context cache based handover optimisation for cellular 
networks. Through observation of the handover signalling exchange flow, shifting the 
signalling among different handover phases could reduce the handover delay. In this work, 
an optimisation mechanism is proposed to reduce the number of signalling exchanges 
during the handover completion phase, thus reducing the handover interruption. The 
mechanism proposes the eNB to cache the MME mobility context when the user session 
has been established. During the handover the source eNB transfer the mobility context to 
the target eNB via X2 interface, so that the target eNB can establish a new data path for the 
UE without going through the MME. This mechanism is applicable to both 3 GPP 
standardised mobility management schemes and the proposed HIP based mobility 
management scheme. The results show that the handover interruption can be reduced by 
applying the proposed optimisation mechanism.
4. Proposal of an accurate analytical modelling framework for evaluating mobility 
management signalling performance of 3GPP system. The performance evaluation of 
the mobility management schemes using the network simulators is rather complicated and 
time consuming. Since modelling the mobility management schemes involves
5
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consideration of different aspect of the cellular system and signalling interaction of 
protocols at different layers, in this work the fluid flow model has been used to model the 
user mobility and the signalling cost for each signalling exchange, in order to map and 
generate the results for the handover signalling load. The evaluation results show that the 
proposed analytical modelling framework accurately predicts the handover signalling 
performance, compared with the simulations results.
Moreover, the following papers have already been published based on the above work. Please note 
that some of the works are yet to be published in the near future.
Conference Papers
M. Wang, M. Georgiades and R. Tafazolli, “Signalling Cost Evaluation of Mobility Management 
Schemes for different Core Network Architectural Arrangements in 3GPP LTE/SAE,” in Proc. 
IEEE VTC Spring 2008, Singapore, May 2008.
M. Wang, M. Georgiades and R. Tafazolli, “Performance evaluation of network-based mobility 
management schemes of 3GPP Evolved Packet System,” in Proc. WWRF 22, Paris, France, May 
2009.
M. Wang, M. Georgiades and R. Tafazolli, “Context transfer based performance enhancement for 
mobility management schemes of 3 GPP Evolved Packet System,” in Proc. WWRF 22, Paris, 
France, May 2009.
Journal Papers
M. Wang, M. Georgiades, K. Moessner and R. Tafazolli, “HIP based Mobility Management 
Scheme for Cellular Networks,” to be submitted to IEEE Journal.
1.4 Organization of the Thesis
The organisation the thesis is structured as follows and the links between the chapters are shown in 
Figure 1-2:
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Chapter 5. Optimisation
Chapter 4. Propose New 
Scheme
Chapter 2. Literature 
Survey
Chapter 3. Evaluate 
Original Schemes
3 r
Chapter 7. Conclusion and Future Work
Chapter 1. Introduction
Figure 1-2 Thesis Structure
Chapter 1 introduces the background and motivation of this thesis. It gives a general overview of 
mobile wireless networks and the issues in mobility management. Further, the chapter introduces 
the technical objectives and provides an overview of the main contributions made and explains the 
structure of the thesis.
Chapter 2 provides the background and investigates the state of the art in mobility management for 
IP wireless networks. This chapter is divided into 2 subsections. Firstly, it gives a survey of the 
mobility management in native IP based wireless mobile networks, which covers macro-mobility 
management protocols (e.g. Mobile IPv4, Session Initiation Protocol etc) and micro- mobility 
management protocols (e.g. Cellular IP, Hierarchical Mobile IPv6, etc). Secondly, it explains the 
mechanisms for mobility management in IP based cellular networks, more specifically the 3 GPP 
EPS network. The GTP based mobility management schemes of 3GPP EPS and handover 
signalling exchange flows are introduced. In both subsections, the current status of these 
mechanisms and outlines their functional shortcomings are explained. Finally, a comparison 
summary and challenges for the design of a purely IP based mobility management scheme for 
cellular network is provided.
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Chapter 3 describes the OPNET based simulator specifically developed for this research work. The 
simulator is designed to provide a detailed performance evaluation on the signalling performance. 
The simulator is applied to the 3 GPP EPS in order to evaluate the GTP based mobility management 
schemes. The simulation results show that the handover signalling load and handover delay 
performance comparison between the “GTP plus GTP” scheme and “GTP plus Proxy MIP based” 
scheme, and reveal the limitations of the GTP based mobility management schemes.
Based on the literature survey of Chapter 2 and performance evaluation results from Chapter 3, 
Chapter 4 proposes a HIP based distributed mobility management architecture for the cellular 
networks based on the flexible interface. The HIP based mobility management schemes is proposed 
for handover management; in particular a HIP micro-mobility management scheme is proposed to 
reduce the handover signalling exchanges during micro-mobility management handover which 
occurs more frequently than macro-mobility management handover.
Chapter 5 proposes a handover optimisation mechanism to further improve the signalling 
performance of the proposed scheme in Chapter 4. The optimisation mechanism is based on shifting 
the signalling exchanges from handover completion phase to handover preparation phase, since the 
handover completion phase contribute to the handover interruption but handover preparation phase 
does not.
Chapter 6 introduces a novel analytical modelling framework for analysing the signalling 
performance of mobility management schemes of cellular networks. The analytical modelling 
framework is based on the fluid flow model, and uses the actual signalling message sizes to 
generate the signalling load. The analytical modelling results are compared with the simulation 
results of previous chapters, in order to show the accuracy of the proposed analytical modelling 
framework.
Chapter 7 concludes the thesis by highlighting the outcomes derived from this work, and suggests a 
number of possible directions for future work that could build on from the findings of this thesis.
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2 State of the Art: Mobility Management 
for IP Wireless Networks
In IP wireless networks, mobility management is one of the most important and challenging 
problems, since it enables the mobile network to locate the roaming mobile equipment and to 
continue the ongoing communication session when mobile equipment moves into a new service 
area. This chapter gives an introduction of the mobility management in IP wireless networks; 
subsequently it discusses the mobility management solutions in native IP based Wireless Networks 
in the categories of macro-mobility, micro-mobility, and in the IP based Cellular Networks. Finally, 
a summary is given to conclude this chapter; challenges faced for enabling purely IP based mobility 
management in the Cellular Networks are discussed.
2.1 Introduction
Nowadays, the Internet is one of the most indispensable parts of our daily life, which made the 
Internet Protocol (IP) the most successful network layer protocol also in wireless networks. All-IP 
is recognised as pathway to realize the next-generation mobile networks, which makes strong 
economic and technical sense, since it takes advantage of the ubiquitous installed IP infrastructure, 
capitalizes on the IETF standardization process, and benefits from both existing and emerging IP- 
related technologies and services [20]. The advantage of utilising IP in packet routing drives the 
popularity of Internet today, but as the development of mobile Internet IP emerges, its weak points 
are highlighted. One weakness is that IP is not designed for the mobile computing world, which 
makes mobility become one of the most critical issues when designing mobile Internet 
communication systems. The other weak point is the legacy support for the non-native IP based the 
cellular networks, for instance the 3 GPP networks where the packets are encapsulated in an 
intermediate layer (e.g., GTP) and transported through that intermediate layer, which introduces 
large signalling overhead.
Regardless of the different nature of various wireless networks, mobility management contains two 
components: Location Management and Handover Management [21]:
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•  Location Management enables the network to track the current location of the Mobile 
Terminal (MT) and to discover the new point of attachment in the network for the call 
delivery control. It involves two major procedures. The first procedure is location 
registration (or location update), where the MT periodically notifies the network of its new 
access point, allowing the network to authenticate the user and revise the user’s location 
profile. The second procedure is call delivery (or paging), where the network is queried for 
the user location profile and the current position of the mobile host is found, and the polling 
messages are sent to all the cells/subnets within the residing registration area of the called 
MT.
• Handover Management is the process to enable the network to continue a user’s active 
connection when the mobile terminal is moving and changing its access point within the 
network. A handover can be mobile controlled (MCHO), where MT finds the new 
resources and perform the handover process; or with network assisted handover (NAHO) 
where network serving the MT with additional information. On the contrary Network 
controlled handover (NCHO) enables the network to generate the new connection, find new 
resources and perform the additional routing handover, which also can be assisted by 
mobile (MAHO). Handover management includes two conditions: intra-system handover 
also known as the horizontal handover where the handoff taking place in homogeneous 
networks; inter-system handover also known as the vertical handover when the MT 
changing its point of attachment between heterogeneous networks [22].
The rest of this chapter is organised as follows. Section 2.2 reviews the current state of the art on 
mobility management protocols designed for native IP based wireless networks, focusing on micro­
mobility and macro-mobility management. Mobility management for the cellular networks, more 
specifically for the EPS network, is introduced in section 2.3. Finally, Section 2.4 summarises the 
chapter and outlines the necessity for further research in this area.
2.2 Mobility Management in Native IP based Wireless Networks
IP is originally designed for the computer networks, primarily used for addressing the system 
endpoints within the network. By using IP addresses, packets are efficiently routed so that the 
communication session between two endpoints can be maintained. However, one problem is that
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the traditional IP has some drawbacks in dealing with the mobility. Because the IP address is 
assigned according to the point of attachment of the network, when moving from one point of 
attachment to another, the MT needs to be assigned a new IP address by the new point of 
attachment. The packets from the corresponded node cannot deliver to the MT without informing 
the changes of new IP address. The IP mobility protocols is designed for the mobility support and 
the main functions are: to ensure that the break in communication at the time of the handover is as 
short as possible and also network connectivity is re-established with minimum time delay and 
packet loss [23]. According to the range of the mobile node movements, the IP mobility protocols 
can be classified into two categories:
• Macro-Mobility Management: This supports the movements in the global network, so the 
mobile node (MN) can move across different domains. This introduces the long handoff 
latency and large control traffic; in addition the Quality of Service (QoS) is worse than the 
micro-mobility. Mobile IPv4 (MIPv4) [14], Mobile IPv6 (MIPv6)[16], Proxy Mobile IP 
(PMIP) [17], Session Initiation Protocol (SIP) [24], Stream Control Transmission Protocol 
(SCTP) [25] and Host Identity Protocol (HIP) [19] are the most common mobility protocols 
for the global mobility solutions.
• Micro-Mobility Management: This supports the movement in a local area network. The 
Mobile node moves within one domain. However, it has the advantage of shorter handoff 
latency than the macro-mobility protocol, as it does not have the latency by the moving 
detection and network registry. There are different local mobility solutions, like HAWAII 
[26], Cellular IP (CIP) [27], Hierarchical Mobile IPv6 (HMIPv6) [28] and Intra-Domain 
Mobility Management Protocol (IDMP) [29].
2.2.1 Macro-Mobility Management
2.2.1.1 Mobile IP
Mobile IPv4 [14] and Mobile IPv6 [16] are standards proposed by the Internet Engineering Task 
Force, and where designed to solve the mobility problem by allowing the mobile node to use two IP 
addresses: a fixed home address and a care-of address that changes at each new point o f attachment. 
It provides users the freedom to roam beyond their home subnet while consistently maintaining 
their home IP address. This enables transparent routing of IP datagram to mobile users during their
11
Chapter 2. State o f the Art: Mobility Management fo r IP Wireless Networks
movement, so that data sessions can be initiated to them while they roam. It also enables sessions to 
be maintained in spite of physical movement between points of attachment to the Internet or other 
networks. Mobile IP is most useful in environments where mobility is desired and the traditional 
land line dial-in model or Dynamic Host Configuration Protocol (DHCP) [30] [31] does not provide 
adequate solutions for the needs of the user mobility. When it is necessary or desirable for a user to 
maintain a single address while transition occurs between networks and network media, Mobile IP 
can provide them with this ability. Generally, Mobile IP is most useful in environments where a 
wireless technology is being utilized. This includes cellular environments as well as wireless LAN 
situations that may require roaming. Each mobile node is always identified by its home address, no 
matter what its current point of attachment to the Internet, allowing for transparent mobility with 
respect to the network and all other devices. The only devices that need to be aware of the 
movement of this node are the mobile device and a router serving the user's topologically correct 
subnet [32]. The MIPv4 procedure has three main functionalities:
• Agent discovery: The method by which a mobile node determines whether it is currently 
connected to its home agent (HA) or a foreign agent (FA) and detects whether it has moved 
and the way it has moved. It is the mechanism by which mobile nodes query and discover 
mobility agents.
• Registration: This process by which, the mobile node is associated with a care of address 
(CoA) on the HA while it is away from home. This may happen directly from the mobile 
node to the HA or through a FA.
• Tunnelling: The path followed by a datagram while it is encapsulated from the HA to the 
mobile node. The HA encapsulates the data with an extra header, which contains the CoA 
information, and sends it to the FA.
2.2.1.2 Proxy Mobile IP
Proxy Mobile IP [17] is a mobility management protocol standardised by IETF NETLMM working 
group. It is network based as compared with Mobile IP based mobility management protocol which 
is host based. Unlike the host based mobility management protocol, it utilises the serving network 
to handle the mobility management on behalf of the MN; therefore the MN is not required to 
participate in any mobility-related signalling. [33] The newly introduced mobility service 
provisioning entities such as the Mobility Access Gateway (MAG) and the Local Mobility Anchor 
(LMA) are responsible to manage the movement of the MN in a given PMIPv6 domain. The MAG
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is located at an access router (AR) and it acts as the proxy FA for the terminal and handles the 
mobility signalling toward the LMA upon terminal movement. The main role of the MAG is to 
detect the MN’s movements and initiate mobility-related signalling (e.g. proxy binding update) 
with the MN’s LMA on behalf of the MN. In addition, the MAG establishes a tunnel with the LMA 
for enabling the MN to use an address from its home network prefix and emulates the MN’s home 
network on the access network for each MN. The LMA is similar to the HA in MIPv6 which is the 
topological anchor point for the home network prefix and manages the binding state of the mobile 
node. However, it has additional capabilities required to support PMIPv6. The main role of the 
LMA is to maintain reachability to the MN’s address while it moves around within a PMIPvô 
domain and the LMA includes a binding cache entry for each currently registered MN. The binding 
cache entry maintained at the LMA is more extended than that of the HA in MIPv6 with some 
additional fields (such as the MN-Identifier, the MN’s home network prefix, a flag indicating a 
proxy registration, and the interface identifier of the bidirectional tunnel between the LMA and 
MAG). Such information associates an MN with its serving MAG, and enables the relationship 
between the MAG and LMA to be maintained [34].
The advantages of Proxy Mobile IP compared with Mobile IP are:
• Unchanged MNs’ protocol stack: Unlike a host-based approach, a network-based 
approach uses entities at the network side to handle mobility management functions, 
therefore MNs do not need to change the protocol stack. This offers great advantage for 
deploying this mobility management protocol without software update for MNs.
• Support of IPv4, IPv6 or dual-stack: The initial design of a network-based approach 
based on Mobile IPv6 which is IPv6 based. However, it is designed also to with IPv4 and 
support dual-stack as well.
• Reduction of radio link resources usage: Because there is no MN involvement for the 
mobility management process, the signalling overhead and tunnelling overhead on the radio 
link between MNs and network entities are minimised; hence, its radio link resource usage 
is reduced which is the most insufficient link in the mobile system.
• Support of manageability on the network side: Since it is network-based and does not 
use any wireless-link-specific information for basic routing management, it is more feasible 
to manage and control the system on the network side.
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2.2.1.3 Session Initiation Protocol
Session Initiation Protocol (SIP) [24][35] is an application layer signalling protocol designed for 
establishing, modifying and terminating multimedia sessions such as Internet telephony calls and 
multicast conferences. It is also selected by the 3GPP as the signalling protocol for controlling the 
session of IP Multimedia Subsystem (IMS) [36][37], which is part of the All-IP specification in 
UMTS. SIP transparently supports name mapping and redirection services, which supports personal 
mobility [38] - users can maintain a single externally visible identifier regardless of their network 
location. By using an user-level email-like address “user@hosf’ (where “user” is a username or 
phone number and “host” is a domain name or IP address), SIP-based mobility management do not 
need an explicit home IP address like Mobile IP; therefore it can be a complement for IP mobility 
protocols. SIP runs at application layer and research has shown that it can support the mobility of 
real-time service carried by transport protocols like UDP [40]. It defines an extensible set of control 
messages, which includes INVITE to initiate a session, ACK to confirm a session establishment, 
BYE to terminate a session, OPTIONS to determine capabilities and CANCEL to terminate a 
session that has not been established yet.
To initiate a session, the user agent of the caller sends INVITE message to the SIP server, and then 
the SIP server relays SIP messages from the caller to the callee. If the callee decides to receive the 
call, an OK response is sent to show the agreement of the type of media. After the caller confirm 
the media session with an ACK request, the media session is established. If the user agent of the 
caller changes network during an active session, it needs to send the INVITE message directly to 
the callee with the updated session description and new IP address. Once the callee replies with the 
OK message, the media session continue again. Moreover, the caller also needs to inform the 
register of its new location with the SIP server, but this process does not affect the session re-setup 
delay. Thus the session just suffers a one one-way delay for the caller updates its location after it 
acquired a new IP address.
Comparing with the Mobile IP, the SIP approach supports user-level personal mobility, but the 
disruption for is larger than that of the Mobile IP approach [39]. Nevertheless, the SIP is able to 
interwork with Mobile IP to provide a better mobility management performance (SIP for the real­
time application and Mobile IP for the non-real-time application) [40].
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2.2 A A  Stream Control Transmission Protocol
Stream Control Transmission Protocol (SCTP) [25] is a reliable transport protocol targeting 
acknowledged transfer of connectionless packet flows. It has been accepted by the IETF as a 
general-purpose transport protocol [41]. While it inherits many TCP functions, it also incorporates 
many attractive new features such as multi-homing, multi-stream and partial reliability. Unlike TCP, 
which provides reliable in-sequence delivery of a single byte stream, SCTP has a partial ordering 
mechanism whereby it can provide in-order delivery of multiple message streams between two 
hosts. This multi-stream mechanism benefits applications that require reliable delivery of multiple, 
unrelated data streams, by avoiding head-of-line blocking. The multi-homing feature enables an 
SCTP session to be established over multiple interfaces identified by multiple IP addresses.
SCTP normally sends packets to a destination IP address designated as the primary address, but can 
redirect packets to an alternate secondary IP address if the primary IP address becomes unreachable. 
The path between two SCTP hosts using their primary addresses is the primary path, and a path 
between two SCTP hosts using one or more secondary addresses is a secondary path. While only 
one primary path exists between two SCTP hosts, more than one secondary path can be available. 
The set of available connecting paths forms an SCTP association. An SCTP association between 
two hosts, say, A and B, is defined as: {a set of IP addresses at A + transport port-A} + {a set of IP 
addresses at B + transport port-B). Any of the IP addresses at either host can be used as the 
corresponding source or destination address in an IP packet sent by one host to the other. Before 
data can be exchanged, the two SCTP hosts must exchange the set of available IP addresses in the 
association establishment stage. The multi-homing mechanism was originally designed for fault- 
resilient communications between two SCTP endpoints over wired networks. This powerful feature 
has been exploited to support IP mobility in integrated heterogeneous wireless networks using 
SCTP [42]. Particularly, the mSCTP [43], a SCTP extension, can provide a seamless handover 
framework for mobile hosts that are roaming between IP networks.
In the base version of SCTP, the endpoints exchange all the IP addresses before the SCTP 
association is established, and these IP addresses cannot be changed during the session. However, 
in the roaming environment, the IP address of MN would be changed during handover. Therefore, 
the base version of SCTP cannot be used directly to support handover. On the other hand, the 
mSCTP is enabled to add, delete, or change the IP addresses during an active SCTP association 
using address configuration (ASCONF) messages. In IP implementations, the outgoing interface of
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a multi-homed host is often determined by the destination IP address. The mapping of outgoing 
source IP address and destination address is done by a lookup in the host routing table maintained 
by the operating system. Assume that the MN uses IP address 1.1.1.1 at location A. Traffic between 
the MN and fixed server (FS) is routed through router 1. When the MN moves from location A to 
location B, it detects the coverage of router 2 and gets a new IP address, 2.2.2.1. To add this new IP 
address to the SCTP association, the MN sends an ASCONF (Add IP Address, 2.2.2.1) message to 
the FS. Note that the traffic is still routed through router 1 since it is the primary choice. During the 
overlap time, when the signal from router 2 becomes strong enough, the MN sends an ASCONF 
(Set Primary Address, 2.2.2.1) message to the FS. Router 2 becomes the primary router over which 
the MN’s traffic is routed. The routing tables are changed in the MN and FS accordingly. When the 
signal from router 1 becomes too weak to support communications, the MN deletes IP address
1.1.1.1 from the association by sending an ASCONF (Delete IP Address, 1.1.1.1) message to the FS 
[44].
While this approach can handle multiple flows as part of a single transmission session, such as 
transmission to two different links, it may be seen that such approach cannot 'move' a 
communication flow onto a new network. Such mechanism can only announce new IP addresses for 
existing connections in the event the old connections cease to exist. They support no mechanism for 
migrating a network connection onto a new network if the previous connection has been broken, 
while the MN has reconnected under a new IP address.
2.2.1.5 Host Identity Protocol
Host Identity Protocol [19][45] is a new experimental protocol for next generation IP based 
networks proposed by Internet Engineering Task Force (IETF). It supports mobility, security and 
multi-homing [46] [47] for the IP based networks. HIP introduces a new namespace -  Host 
Identifier (HI) and a new layer -  Host Identity Layer, which is seen as a 3.5 layer -  the layer 
between network and transport layer in OSI model, it separates IP address’ dual role as both 
identifier and locator. In the current TCP/IP architecture, an IP address serves as both the end-host 
identifier and locator in the topological network. The dual role of IP address is the main cause of 
low efficiency and security problems in IP mobility [48]. HIP decouples the dual role of IP address, 
as in the HIP network architecture that the IP address is only used for representing the topological 
network location while HI is for the end-host identity. HI is a cryptographic public key but the 
lengths of public keys of various algorithms are different so it is not practical to use HI directly in 
the protocol. A 128-bit-long Host Identity Tag (HIT), which contains 28 bits for the Overlay
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Routable Cryptographic Hash Identifier (ORCHID) [49] and 100 bits for the hash of HI, will be 
used to represent HI in practice. The upper layer protocols will use HIT instead of the IP address for 
the node identifier. As the IP address is hidden from the applications, a translation from HIT to IP 
address must be made in the IP stack. A node can learn about the HIT of the peer or IP address by 
accessing the Domain Name System (DNS) [50] or Rendezvous Server (RVS) [51] which contains 
the mapping of the HIT and IP address. For the higher mobility environment, RVS is recommended 
for mapping instead of DNS. Before two HIP nodes can communicate with each other, they 
perform a 4-way handshake called HIP Base Exchange (BE). The Internet IP Security (IPSec) 
Encapsulation Security Payload (ESP) is used as the security protocol for the process. During the 
BE they create a session key, using the Diffie-Hellman (DH) procedure, to be used in IPSec ESP 
Security Association (SA). Instead of binding the SAs to IP address as the current IPSec defines, 
the SAs are bound to HITs, thus even if a node moves and get a new IP address the SAs will stay 
valid.
If one of the nodes moves from one point of attachment to another, its IP address usually changes. 
Since the Host Identity layer is responsible for mapping His to IP addresses, the moving node must 
report its new IP address to the corresponding node. To make the protocol capable of handling the 
above situation some extensions were added: A new HIP parameter was defined to enable a mobile 
HIP node to update an existing HIP association i.e. to report its new IP address to the CN. This is 
the LOCATOR parameter. If the mobile node (MN) moves to another point of attachment, it sends 
an UPDATE packet with a LOCATOR parameter in it. The LOCATOR holds the new IP address 
and some other information e.g. the SPI associated with the new IP address. The MN may 
optionally send an ESP INFO parameter to create a new inbound SA. In this case the LOCATOR 
contains the new SPI to use. Otherwise, the old SPI is identified in the LOCATOR parameter, and 
the node waits for its UPDATE to be acknowledged [52] [77].
There are situations where the simple end-to-end readdressing functionality is not sufficient (e.g. 
the initial reachability of a MN, simultaneous mobility of both nodes). In these situations there is a 
strong need for some extension of the normal HIP architecture: a new network entity was 
introduced called the HIP Rendezvous Server (RVS) [51]. If a HIP aware MN enters the network 
and becomes reachable, it should register its new IP address in a network directory which is known 
by all the potential corresponding nodes, similar to the DNS functionality. However a traditional 
DNS is not prepared to handle frequent address changes. Therefore it is a better solution to use a 
special entity for tracking the change of IP addresses. This is the HIP Rendezvous Server. From this
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section it is assumed that the MN knows at least one RVS (i.e. the MN knows the IP address and 
HIT of the RVS). The MN entering the network registers its new IP address at the RVS and reports 
the IP address of the RVS at the DNS. The IP address of the RVS remains the same for a relatively 
long time. If the MN moves to another attachment point while changing its IP address, the node 
updates its entry at the RVS. Now if another node wants to contact the MN, it performs a lookup at 
the DNS for the IP address of the MN. The DNS answers with the IP address of the MN’s RVS. 
The CN now initiates the HIP connection by sending the II packet to the RSV with the HIT of the 
MN. The RSV forwards the packet according to the containing HIT of the MN. Furthermore the 
RVS adds a FROM parameter to the packet representing the IP address of the CN. The MN answers 
with the R1 packet sending it directly to the CN. The MN adds a VIA RVS parameter to the 
packet, which contains the IP address of the RVS. Finally the two nodes finish the BE in the regular 
way [53][77].
Beside the advantages described in the above paragraphs, there some disadvantages compared with 
Mobile IP. As HIP introduces the design of separating the IP address’ dual roles as both identifier 
and locator, it simplifies the issue for host mobility; however it increases the cost of complete 
reconsideration of the socket design and implementation. All the internet user related equipments 
need to be updated in order to have the higher layer applications’ transport layer socket bind with 
the HIP layer instead of IP. All the network routing equipments also need to redesign to support the 
HIP naming resolution. This could be a huge amount of investment for implementing HIP to the 
scale of IP being used with the Internet today. Compared with the various Mobile IP extension 
protocols e.g. Fast handover Mobile IP, Hierarchical Mobile IP, there are still much works need to 
be done to optimise the performance for the HIP. For example, Hierarchical Mobile IP provides the 
micro-mobility support for Mobile IP to reduce the handover signalling load and delay in the micro­
mobility scenario. For HIP, there are some initial works carried out to explore the micro-mobility 
support which are introduced in section 3.2.1.
To conclude, HIP is able to provide IP mobility and seamless handover as the Mobile IP protocol 
but in a different way and with additional security and multi-homing support. It is a promising and 
relatively new research direction in mobility management.
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2.2.2 Micro-Mobility Management
2.2.2.1 HAWAII
Handoff-Aware Wireless Access Internet Infrastructure (HAWAII) [26] is developed to extend the 
MIP’s support for the micro-mobility management with optimisation of routing and forwarding. 
Therefore, HAWAII is relied on MIP for the macro-mobility in a wide area scenario. The CoA is 
remain unchanged while the MN is moving within a foreign domain; consequently, the HA is not 
involved unless the MN enters into a new domain. When a MN enters a new FA, it is assigned a 
collocated CoA, and then it sends a Path Set-up Power-up message to the domain root router. The 
Path Set-up Power-up message is used to establish the host-specific routing table information in 
each router along the path to the domain root router. The communication between MN and CN is 
established by each router which forwarding the data packets towards the domain root router 
according to its routing table information. Whereas in the MIP, the data packets are sent to the HA 
of the MN, then tunnelled to the registered collocated CoA. When the MN moves within the 
HAWAII domain, the data path from the MN to the domain root router is kept updated by the Path 
Set-up Update massages. There are two schemes used for Path Set-up Update: forwarding and non­
forwarding schemes.
For the forwarding scheme, the old Point of Service (PoS) evaluates the Path Set-up Update 
message on receiving it, and then sends it to the new PoS. When the old PoS confirmed the 
authenticity of the Path Set-up Update message, each router along the path from old PoS to new Pos 
updates or creates the routing table information.
For the non-forwarding scheme, Path Set-up Update message is able to directly lead the router to 
update or create the routing table information along the path from the old PoS to the new PoS. As a 
result, the data packets are redirected by the cross router and thus before the Path Set-up Update 
message arrives at the old PoS. The cross router is the router at the intersection of the path from the 
domain root router to the old PoS and the path from the domain root router to the new PoS. 
Therefore, no data packet is forwarded from the old PoS to the new PoS as the new data packet is 
directly rerouted to the new PoS.
In order to reduce the redundancy of the host-specific routing table information in the routers, each 
of the host-specific routing table information is associated with a timer. The timer is reset by the
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Path Refresh messages that the MN sends periodically to its current PoS. If the timer expires, the 
associated host-specific routing table information is deleted by the router. Because each router 
along the path from the domain root router to the current PoS needs to store the host-specific 
routing table information, the HAWAII is not suitable for large scalar networks. Moreover, the path 
update and timer update message introduce large signalling overhead for the control plane and 
consumes the radio link between the MN and the access point.
2.2.2.2 Cellular IP
Cellular IP (CIP) [27][54][55] is developed to solve the issue of local mobility, which causes 
significant delay and disruption during the handoff by using MIP. Location management and 
handoff support are integrated with routing in CIP access networks. CIP is also based on host- 
specific entries in routing table and uses IP addresses to identify mobile hosts. To minimize control 
messaging, regular data packets transmitted by mobile hosts are used to refresh host location 
information. When MN handovers from one PoS to another, the data packets issued by MN lead to 
create two reverse paths. The two reverse paths are from the domain router to the old PoS and from 
the domain router to the new PoS. The data packets are transmitted in duplicate at the intersection 
of the two paths, until the host-specific routing table information associated timer releases the path 
between domain router and the old PoS. Routers in a CIP access network monitor mobile originated 
packets and maintain a distributed hop-by-hop location data base that is used to route packets to 
mobile hosts. As with HAWAII, each router along the data path needs to store the host-specific 
routing table information, which makes it not scalable for large network scenario.
Furthermore, CIP supports IP paging, and is capable of distinguishing active and idle mobile hosts. 
Paging systems help minimize signalling in support of better scalability and reduce the power 
consumption of mobile hosts. Cellular IP tracks the location of idle hosts in an approximate and 
efficient manner. Therefore, mobile hosts do not have to update their location after each handoff. 
This extends battery life and reduces air interface traffic. When packets need to be sent to an idle 
mobile host, the host is paged using a limited scope broadcast and in-band signalling. A mobile host 
becomes active upon reception of a paging packet and starts updating its location until it moves to 
an idle state again. [27]
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2.2.2.S Hierarchical Mobile IPv6
Hierarchical Mobile IPv6 [28] is an extension to Mobile IPv6 to efficiently support the micro- 
mobility management. It is designed to reduce the number of signalling messages to the home 
network, and also reduce the signalling delay by performing registrations locally in a regional 
network. The hierarchical architecture is based upon the new network entity Mobile Anchor Point 
(MAP), which can be considered as a local HA.
When the MN moves into a Hierarchical MIPv6 domain for the first time, the MN is required to 
configure two Co As: an on-link CoA which is the same as the CoA of Mobile IPv6, and a regional 
CoA which is the regional IPv6 address from MAP subnet. After the address configuration, the MN 
sends two different BUs: one is a Mobile IPv6 BU sent to HA, and the other is a local-BU sent to 
the MAP. When the data packets are sent to the MN’s HA, the HA intercepts and tunnels the 
packets to the MAP through the regional CoA. Then the MAP decapsulates and re-tunnels the 
packets to the MN by the on-link CoA.
When MN moves into a new subnet within the same Hierarchical MIPv6 domain, it only updates its 
on-link CoA by sending a local BU to MAP. In this case the local registration with MAP is 
sufficient and neither HA and CNs are involved with this local registration. Therefore the 
movement within the Hierarchical MIPv6 is transparent to HA and CNs.
The Hierarchical MIPv6 reduces the signalling delay for the handover for the intra-domain 
scenario. It requires the MN to have strong computing power and memory, since it has to identify 
which BU is to be sent and store information about the MAP. In addition, HMIPv6 is a two-level 
hierarchical architecture (MAP and access router). Thus, whenever a MN moves to a different 
subnet, it has to register to the same MAP, which places an unnecessary load on MAP. [56]
2.2.2.4 Intra-Domain Mobility Management Protocol
Intra-Domain Mobility Management Protocol (IDMP) [29] is another micro-mobility management 
protocol within the mobility domain for highly mobile users. However, in contrast to HAWAII or 
HMIPv6, the IDMP is designed as a standalone solution for intra domain mobility management and 
does not depend on one single protocol for global mobility management. It can interact and utilise 
macro-mobility management protocols like Mobile IP or SIP for the inter domain mobility. There 
are two special network nodes for the IDMP: the Mobility Agent (MA) which acts as a gateway FA
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for packet redirection in a domain; the subnet agent is similar to a MIP FA and provides subnet- 
specific mobility services. For the registration in the IDMP, the MN obtains two concurrent Co As: 
Local CoA and Global CoA. The Local CoA identifies the MN’s attachment to the subnet. Unlike 
MIP’s CoA, the Local CoA in IDMP only has local (domain-wide) scope. By updating its MA of 
any changes in the Local CoA, the MN ensures that packets are correctly forwarded within the 
domain. The Global CoA is the address that resolves the MN’s current location only up to a 
domain-level granularity and hence remains unchanged as long as the MN stays within a single 
domain. By issuing global binding updates that contain this Global CoA, the MN ensures that 
packets are routed correctly to its present domain. [57]
When the MN moves into an IDMP domain, it registers with the subnet agent and acquires the 
Local CoA. The subnet agent also grants the address of the MA and then the MN registers its Local 
CoA with the MA and acquires the Global CoA from the MA. The MN then registers the Global 
CoA with its CNs and other entities e.g. the HA if it involves Mobile IP for the macro-mobility 
management.
When the data packets are sent from a CN to the MN, the packets are sent by the CN according to 
the Global CoA to the associated MA. The MA tunnels the packets to its current Local CoA and 
delivers to the MN.
When the MN enters a new subnet, it acquires a new Local CoA with the new subnet agent of that 
subnet. Since the new subnet agent learns that the MN has already been associated with a MA, the 
MN only needs to update its new Local CoA with the MA and no need to acquire a new Global 
CoA from the MA.
As the MN moves within the same IMDP domain, the Global CoA does not need to be changed; 
therefore reduces the signalling for the macro-mobility, e.g. Mobile IP binding update with the HA. 
During the period when the MN changing the Local CoA and not be able to register its new Local 
CoA with the MA, the MA continues to tunnel the data packets to the old Local CoA and cause the 
packets loss. A fast handoff enhancement is proposed in [29] to reduce packet loss. This 
enhancement utilises the layer 2 information (e.g. signal strength, beacon signals) between the MN 
and current subnet agent. The MN is able to anticipate the intra domain handover by monitoring the 
layer 2 information and initiates a request to the MA to multicast packets to the neighbouring 
subnet agents. The MA forwards all the packets for this MN to all the neighbouring subnet agents
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until the MN successfully registers its new Local CoA with the MA. As a result, packet loss may be 
reduced for the IMDP handover process.
2.3 Mobility Management in IP based Cellular Networks
The 3GPP Evolved Packet System (EPS) was proposed by 3GPP based on an All-IP flat 
architecture, which can be extended as a framework support future All-IP cellular systems. 
Therefore, in this thesis, the 3GPP EPS is selected as the baseline All-IP cellular system to apply 
and verify our proposed mobility management schemes. The 3GPP EPS is one of the latest cellular 
systems, which evolved from the Universal Mobile Telecommunication System (UMTS) in term of 
capacity, data speeds and new service capabilities. An overview o f mobility management related 
aspects o f the 3GPP EPS architecture are first introduced in this section. The 3GPP EPS 
architecture is shown in Figure 2-1, which consists o f the E-UTRAN and the Evolved Packet Core 
(EPC) [12] [58].
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E-UTRAN
HSS
MME
PCRF
Serving j S5 
Gateway
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Gateway
SGi
Evolved Packet Core\ ______________________y
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i Abbreviations:
jeNB: enhanced Node B
j E-UTRAN: Evolved UMTS Radio Access Network 
! HSS: Home Subscriber Serv er 
I IMS: IP Multimedia Subsystem 
I MME: Mobility Management Entity 
j PCRF: Policy and Charging Rules Function 
\ PDN Gateway: Packet Data Network Gateway 
! UE: User Equipment
Figure 2-1 The 3GPP EPS Architecture [12]
The E-UTRAN (Evolved-Universal Terrestrial Radio Access Network) consists o f the eNBs, 
providing the E-UTRAN user plane and control protocol terminations towards the UE. The eNB 
supports the legacy features which are related to the physical layer procedures for transmission and 
reception over the radio interface, including modulation, de-modulation, channel coding and de­
coding. The eNB also supports additional features, knowing from the fact that there are no more 
Base Station controllers in the E-UTRAN architecture, which includes radio resource control, radio 
mobility management and radio interface full Layer 2 protocol. The eNB is directly connected to
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the EPC through SI interface, which consists of the SI-MME interface for the control plane 
connection to the MME, and the Sl-U interface for the user plane to the Serving GW. Furthermore, 
E-UTRAN introduces a new interface X2 for the connection between the eNBs, which is a mesh 
architecture compare to the Node B to RNC hierarchical design of UTRAN. This design is for 
minimising packet loss due to user mobility. The unsent or unacknowledged packets can be 
forwarded or tunnelled to the new eNB through X2 interface as the UE moves across the access 
network.
The EPC mainly includes five logical entities:
• Mobility Management Entity (MME),
• Serving Gateway (Serving GW),
• Package Data Network Gateway (PDN GW),
• Home Subscriber Server (HSS),
• Policy and Charging Rules Function (PCRF).
The MME manages the functions of the Non-Access-Stratum (NAS) signalling and inter Core 
Network nodes mobility between 3 GPP access networks, IDLE mode UE tracking, reachability and 
authentication etc. The Serving GW is the gateway which terminates the interface towards the E- 
UTRAN and includes the functions of the local mobility anchor point for the inter eNB handover, 
mobility anchoring for inter 3 GPP mobility and packet routing and forwarding etc. The PDN GW is 
the gateway which terminates the interface towards the PDN and includes the functions of packet 
routing, forwarding and user plane anchor functions for mobility between 3 GPP and non-3GPP 
access etc. [59] PCRF is the policy entity that forms the linkage between the service and transport
layers. It collates subscriber and application data, authorizes QoS resources and instructs the
transport plane on how to proceed with the underlying data traffic. The HSS provides support to the 
call control servers in order to complete the routing/roaming procedures by solving authentication, 
authorisation, naming/addressing resolution, location dependencies, etc. Finally for the interfaces, 
the MME connects with the Serving GW through the S ll interface, and connects with the HSS 
through the S6a interface. The PDN GW connects with the Serving GW through the S5 interface 
and connects to the operator’s IP service through the SGi interface.
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2.3.1 GTP based Mobility Management Schemes
For mobility management provisioning, two different mobility management protocol pairs (shown 
in Table 2-1) have been initially considered in 3GPP S2 WG and discussed in TS 23.401 [60] and 
TS 23.402 [61]: The GTP plus GTP-U tunnelling based scheme (GTP+GTP-U) and GTP plus 
PMIPv6 based scheme (GTP+PMIP).
Table 2-1 GTP based Mobility Management Schemes
------------  1 interface
Scheme S1-U S5
GTP+GTP-U GTP GTP-Utunnelling
GTP+ PMIP GTP PMIPvG
As with the GTP tunnel between RNC and GGSN in UMTS [13], the data packets can be 
transferred through the GTP tunnel on the Sl-U interface between the eNB and the Serving GW 
(see Figure 2-1). In the case of UMTS however, when a UE hands over from one GGSN to another, 
there is no mechanism to handover an active session seamlessly, as a new GTP-U tunnel between 
the UE and target GGSN needs to be re-established causing a break in the session. In order to 
enable the handover during an active session, the GTP+ GTP-U tunnelling scheme can setup the 
additional GTP-U tunnel between the target Serving GW and the PDN GW using the packet 
forwarding mechanism to transfer the on-going session between the source Serving GW to the 
target Serving GW to enable the handover between the two Serving GWs.
For the GTP+PMIPv6 based scheme [61], it uses the GTP for the user data traffic tunnelling 
between the eNB and the Serving GW and adopts the PMIPv6 [17] for managing the user data 
traffic tunnel between the Serving GW and the PDN GW and for enabling the handover during the 
active session. PMIPvô uses the proxy agent instead of the HA for the routing update, so the UE 
does not need the additional support for the function for MIPv6. It also replaces the MIPv6 
registration procedure with PMIP registration procedure to minimise the Mobile IP registration 
overhead. [59]
2.3.2 Handover signalling analysis
In order for detailed signalling exchange analysis, the handover process is abstracted and divided 
into five phases namely Handover Decision, Handover Preparation, Handover Execution, Handover
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Completion and Post-Handover Process. The division of the five handover procedures is illustrated 
in Figure 2-2.
3. Handover 
Execution
2. Handover 
Preparation
4. Handover 
Completion
1. Handover 
Decision
5. Post- Handover 
Process
Figure 2-2 Five Phases of Handover Process
For every handover process, first phase is based on the measurement information gathered from the 
UE or the network side when a handover decision is made. During the second phase, the radio 
resource and admission control process is prepared for executing the handover. Through the third 
phase, the handover is executed between the UE and the eNB by the radio link change and radio 
connection reconfiguration process. For the fourth phase Handover Completion, the user path 
switch and user plane update is done by layer 2 above protocol signalling exchanges, both downlink 
and uplink between the UE and the CN are established. Lastly, all the procedures need to finalise 
the handover processes (e.g. resource release, tracking area update) are done during the Post- 
Handover Process. For the first phase Handover Decision, a large number of researches have been 
carried out to propose different handover decision making algorithms to improve the efficiency of 
the handover decision [62] [63] [64], however this is out of the scope of this research as it does not 
involve with handover signalling and protocols. Therefore, the Handover Decision phase is not 
included in the following signalling analysis.
As a UE moves across the eNB cells, it triggers different levels of handover, as shown in Figure
2-3. If the UE moves from one eNB to another eNB belonging to the same Serving GW with the X2 
interface exists between the eNBs. This level of handover is defined as the X2 based handover 
without Serving GW relocation (e.g. the UE handover from the eNBl to the eNB2 in Figure 2-3). If 
the UE moves from one eNB to another eNB belonging to a different Serving GW with the existing 
X2 interface between the eNBs, this level of handover is defined as the X2 based handover with 
Serving GW relocation (e.g. the UE handover from the eNB2 to the eNB3 in Figure 2-3). If the UE 
moves from one eNB to another eNB belonging without X2 interface exists, this level of handover 
is defined as the SI based handover. This could involve only a Serving GW relocation (e.g. the UE 
handover from the eNB3 to the eNB4 in Figure 2-3), or both Serving GW and the MME relocation 
(e.g. the UE handover from the eNB5 to the eNB6 in Figure 2-3). Employing the two different 
GTP-based mobility management schemes in the 3GPP EPS architecture resulted in different
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control plane signalling exchange flows for the different levels o f handover. In order to provide the 
background for the performance analysis of the two mobility management schemes, the handover 
procedures o f the two mobility management schemes during the three levels o f handover are briefly 
described in the following sections.
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Figure 2-3 Handover Levels in 3GPP EPS
2.3.2.1 Signalling of X2 based Handover without Serving GW Relocation
The signalling exchange flows o f X2 based handover without serving GW relocation are shown in 
Figure 2-4, which is defined in TS 36.300 [65]. This is the simplest level o f handover when a UE 
crossing over the eNBs, the whole procedure benefits from the availability of the X2 interface 
between the source and target eNB, so that the involvement of the MME and the Serving GW in the 
handover process itself is at a minimum. In addition, the X2 interface allows packet loss limitation 
thanks to the buffered packet forwarding from the source to target eNB [66].
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When the handover decision is made by the source eNB, based on the Measurement Report from 
the UE and also possibly made by the eNB itself, the source eNB sends a Handover Request 
message over the X2 interface to the target eNB. The target eNB allocates all needed resources to 
accept the incoming answers with a Handover Request ACK message which encapsulates the 
Handover Command content which eventually is sent to the terminal by the source eNB. On 
reception of the Handover Request ACK, the source eNB forwards all buffered downlink packets 
that have not been acknowledged by the terminal to the target eNB. These packets will be stored by 
the target eNB until the terminal is able to receive them. The above steps from Handover Request to 
Handover Request ACK belong to the Handover Preparation procedure.
The Handover Execution procedure starts from the target eNB generating the RRC Connection 
Reconfiguration message to perform the handover. Once the terminal is synchronised with the 
target eNB, it sends a RRC Connection Reconfiguration Complete message, which triggers the 
transmission of the Path Switch procedure to the MME.
The role of the Path Switch Request message is to inform the MME about the successful 
completion of an intra E-UTRAN handover and request a path switch of the user plane data towards 
the new eNB. On reception of this message, the MME is now aware that the terminal has 
successfully changed the eNB and can update the Serving GW to the new data path by the User 
Plane Update Request message. Subsequently, the Serving Gateway sends a User Plane Update 
Response message to the MME. The MME confirms the Path Switch Request message with the 
Path Switch Request ACK message. In this research, the steps from Path Switch Request to Path 
Switch Request are defined as the Handover Completion procedure, because these steps update the 
user data path so that the communication can be fully re-established.
In the end, the UE Context Release message is sent by the target eNB over X2, to release the old 
resources allocated in the source eNB, and the Tracking Area is updated. These procedures are 
defined as Post Handover Procedure since they are happened after changed to the data path.
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2.3.2.2 Signalling of X2 based Handover with Serving GW Relocation
This level of handover occurs when a UE moves from a source eNB to a target eNB using the X2 
interface, with the Serving GW relocated. The handover signalling exchange flows are shown in 
Figure 2-5, the procedures for Handover Preparation and Handover Execution are omitted as they 
are the same as X2 based handover without serving GW relocation.
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For the Handover Completion procedure, it starts from Path Switch Request message and ends at 
the Path Switch Request ACK  message. The target eNB sends a Path Switch Request message to the 
MME to inform that the UE has changed cell. The MME determines that the Serving GW needs to 
be relocated and selects a new Serving GW. The MME sends a Create Session Request message 
with bearer context information to the target Serving GW. The target Serving GW sends a Modify 
Bearer Request message to the PDN GW and receives Modify Bearer Response message in order to 
setup the new user plane route for the downlink and uplink traffic between the target Serving GW 
and the PDN GW. The target Serving GW sends a Create Session Response message back to the 
MME. The MME confirms the Path Switch Request message with the Path Switch Request Ack 
message to the target eNB.
The Post-Handover Procedure is more complicated than the X2 based handover without serving 
GW relocation. Not only the target eNB sends a Release Resource message to inform the source 
eNB of the success of the handover and triggers the release of resources, when the timer has 
expired after step 4, the source MME releases the bearer(s) in the source Serving GW by sending a 
Delete Session Request message, which is acknowledged by the Serving GW. In the end, the UE 
initiates a Tracking Area Update procedure as the UE changes the Tracking Area.
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2.3.2.3 Signalling of SI based Handover
SI based handover includes two cases: SI based handover with Serving GW relocation and SI 
based handover with Serving GW and MME relocation. These are the most complicated handover 
processes when a UE moves across the eNBs in the 3GPP EPS and the two levels of handover are 
introduced in Figure 2-6. There is no X2 interface between the eNBs, the source eNB needs to 
communicate with the target eNB through the MME. In case of the SI based handover with Serving 
GW and MME relocation, the source eNB has no connectivity with the target MME and the target 
Serving GW and vice versa. Therefore, the source eNB needs to communicate with the source 
MME and the source MME will transfer the information to the target MME through the S10 
interface, then the target MME passes the information to the target eNB.
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Although SI based handover seems to be more complex than the X2 based handover, but they 
follow the same principles. During the Handover Preparation procedure, the source eNB sends a 
Handover Required message to the MME and the MME sends a Handover Request message to the 
target eNB. If the source eNB and the target eNB belongs to the different MMEs, the source MME 
selects the target MME and sends a Forward Relocation Request message to the target MME. After 
the target eNB is ready, it sends a Handover Request ACK  message to the target MME, and the 
target MME sends a Forward Relocation Response message to the source MME. The source eNB 
sends a Handover Command message to starts the Handover Execution.
Once the handover execution is completed, the target eNB sends a Handover Notify message to the 
target MME to start the Handover Completion procedure. The target MME sends a Forward 
Relocation Complete Notification to the source MME, so that the source MME could set a timer for 
the old radio resources and bearer paths can be released. The new bearer path is updated with the 
Update Bearer Request, so that the PDN GW can transmit the downlink packet to the target Serving 
GW.
For the Post Handover procedure, all the old radio resources and bearer path are released when the 
timer is expired. In addition, Tracking Area Update procedure is carried as the UE changes the TA 
during the handover.
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2.3.2.4 Discussion on the Signalling Differences
For the X2 based handover without Serving GW relocation, it keeps tunnelling user data to and 
from the same Serving GW; the whole procedure is completely transparent to the PDN GW. There 
is no signalling exchange on S5 interface, therefore, both two GTP-based mobility management 
schemes share the same signalling exchange flows at this handover level.
The difference between the two GTP-based mobility management schemes happen when the 
Serving GW needs to be relocated, which can be recognised from the cases of X2 based handover 
with Serving GW relation and SI based Handover. More specifically, the difference is for the 
procedures of Modify Bearer Request and Modify Bearer Response. The GTP+GTP-U mobility 
management scheme use the GTP Bearer Update Request/ GTP Bearer Update Response 
procedure, and the GTP+PMIP use PMIP Binding Update/PMIP Binding ACK procedure.
For the GTP+GTP-U mobility management scheme [60], the target Serving GW sends a GTP 
Bearer Update Request message to the PDN GW. This message contains the Serving GW addresses 
for user plane and Tunnel Endpoint Identifiers (TEID) per PDN connection to the PDN GW. The 
target Serving GW assigns addresses and TEIDs (one per bearer) for downlink traffic from the PDN 
GW. The Serving GW also includes User Location Information Element (IE) if it is provided by the 
MME. The TEID unambiguously identifies a tunnel endpoint in receiving the GTP protocol entity. 
The User Location IE contains a group of information related with user location. The PDN GW 
updates its context field and returns a GTP Bearer Update Response message to the Serving GW, 
contains Charging Id, Mobile Station International ISDN Number (MSISDN), etc. The Mobile 
Station International ISDN Number is the standard international telephone number used to identify 
a given subscriber. After the target Serving GW processed the GTP Bearer Update Response 
message, a GTP User plane tunnel is established between the PDN GW and the Serving GW.
As for the GTP+PMIP mobility management scheme [61], the target Serving GW performs a PMIP 
Proxy Binding Update message in order to re-establish the user plane as a result of the Serving GW 
relocation. The message contains Mobile Node (MN) Network Access Identifier (NAI), Lifetime, 
Access Technology Type option, Access Point Name (APN), Generic Routing Encapsulation 
(GRE) key for downlink traffic, and additional parameters. The MN NAI identifies the UE for 
whom the message is being sent to. Within Access Technology Type option an indication for RAT 
(E-UTRAN) type is set; an indication for handover between MAGs for the same interface is also
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set. The APN itself identifies the PDN connection of the UE, and the additional parameters may 
include protocol configuration options and other information. The PDN GW acknowledges the 
Binding Update by sending a PMIP Binding ACK message with MN NAI, Lifetime, UE Address 
Info, GRE key for uplink traffic, Charging ID and additional parameters to the Serving GW. A 
PMIP tunnel is established at this point between the PDN GW and the Serving GW. Apart from the 
signalling difference for the handover among the E-UTRAN RATs, the GTP+PMIP mobility 
management scheme also supports the Inter-system handover with other non-3GPP IP based RATs, 
e.g. WLAN and WiMAX.
From observing the signalling exchange flows, the difference between the two mobility 
management schemes are discussed based on the observation above. The detailed signalling 
performance of the two mobility management schemes in the 3 GPP EPS is however still unknown. 
A detailed signalling performance evaluation by stimulation has to be performed to answer the 
following questions:
1. How are the handover signalling load performance of the two mobility management 
schemes when the UE moves randomly in the large scaled network and execute a mix of 
different levels of handovers?
2. How do the two schemes affect the signalling load on each kind of network component, 
e.g. eNB, MME, Serving GW, PDN GW?
3. How much is the end to end handover signalling latency and the handover interruption 
time?
4. How much is the latency at each handover process, e.g. handover preparation time, 
handover execution time, handover completion time and post handover procedure time?
2.4 Summary and Challenges
This chapter discusses the state of the art for mobility management in native IP based wireless 
networks and the IP cellular networks. The mobility management protocols for IP based wireless 
networks are introduced and organised in two categories: macro-mobility management protocols 
and micro-mobility management protocols. In order to provide an explicit comparison summary of 
the different mobility management protocols mentioned in this chapter, a table of comparison is 
shown in the Table 2-2 below. The following are the main factors to be taken into account when 
comparing the different mobility management protocol.
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Table 2-2 Comparison Summary of Mobility Management Protocols
Protocol
Mobility
Management
Type
Location
Update
Method
Multi­
homing
Security
Support
Distributed
Architecture
Support
Scalability
Handover
Interruption
Time
Mobile IP Macro Datagram
Tunnelling
No Yes No Average High
Proxy MIP Macro Datagram
Tunnelling
No Yes No Average Average
SIP Macro Signalling
Message
No Yes No Good High
mSCTP Macro Signalling
Message
Yes No Yes Good High
HIP Macro Signalling
Message
Yes Yes Yes Good High
HAWAII Micro Signalling
Message
No No No Poor Low
Cellular IP Micro Data
Packet
No No No Poor Low
Hierarchical
MIP
Micro Signalling
Message
No Yes No Average Low
IDMP Micro Signalling
Message
No No No Poor Low
EPS GTP Macro/Micro Datagram
Tunnelling
No Yes No Average Average
Mobility Management Type -  A separation has been made to distinguish macro versus micro 
mobility management protocols. The macro-mobility management protocols are designed for the 
UE moving over a large area and executing inter-domain handover. On the contrary the micro­
mobility management protocols are for the UE moving over a small area and having intra-domain 
handover. For the macro-mobility management protocols, their handover process is more complex 
which may involve IP address change and complicated handover signalling exchanges.
Location Update Method -  During the handover. Mobile IP and Proxy Mobile IP update the 
binding of CoA to establish a new data tunnel, and then encapsulate the datagram and transfer it 
through the new data tunnel. In a similar approach, EPS updates the GTP tunnel for the user data 
session during the handover. Cellular IP uses the data packet to update the host-specific routing 
table information along the data path for routing update. All other protocols use specific signalling 
message exchanges for the location update during the handover process. Datagram tunnelling
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introduces large signalling overhead for the encapsulation. Cellular IP’s method needs to change all 
the host-specific routing table information along the data path which is not scalable for a large 
network. Signalling message exchange method may introduce large signalling load.
Multi-homing -  With the rapid growth for the heterogeneous wireless access systems, the user 
equipment is able to connect with multiple wireless access links and use multiple IP addresses for 
its application service. As the IPv4 address exhaustion becomes a problem, many dual support of 
IPv4 and IPv6 has been developed for reducing the infrastructure upgrade cost. Therefore, multi- 
homing is considered as an important factor for mobility management protocols. The HIP and 
mSCTP is designed to have the native support for multi-homing, whilst other protocols need to 
have special enhancement to support.
Security Support -  As the user is roaming across the different administration domain, the 
handover procedure always includes re-authentication and other security signalling to secure the 
new data path. From the comparison, most macro-mobility management protocols are provided 
with security support.
Distributed Architecture Support -  Most mobility management protocols are based on 
hierarchical architecture, the mobility management signalling and data traffic is always anchored to 
the centralised gateway nodes. Therefore, the mobility management with a distributed architecture 
support could significantly reduce the signalling and traffic load on the gateway nodes. The mSCTP 
and HIP is not relied on a hierarchical architecture, therefore support the distributed mobility 
management.
Scalability -  Scalability is an important factor as the mobile network system operators provide 
their services to millions or billions of users. Generally, there are two categories for analysing the 
network scalability. Firstly, how does the network adapt to the increase of memory space in the 
node (e.g. increase of routing table size). Secondly, how does the network adapt to the increase of 
message load sent to the node (e.g. increase of signalling messages sent to the node). Here in this 
chapter, the scalability is analysed based on the first category which is about increasing the memory 
space in the node of the network. Cellular IP and HAWAII are designed to rely on the user-specific 
routing table information updated for their mobility management. Large number of users could 
significantly increase the resource for routing table information storage and result of poor 
scalability support. The tunnel update based schemes like Mobile IP, Proxy Mobile IP and GTP are
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based on the tunnelling information table stored in the gateway node (e.g. the binding table for 
Mobile IP). Because of the hierarchical architecture, only the gateway nodes of at the top of the 
hierarchical tree structure are heavily loaded and also vulnerable to the single node failure of those 
gateway nodes. Therefore they are more scalable compared with Cellular IP and HAWAII, but less 
scalable compare with other mobility management protocols that do not rely on the tunnelling 
information table. For the scalability analysis in the following chapters, because the evaluations are 
focused on the control plane signalling, therefore, the scalability is analysed based on the second 
category which is about increasing of message load sent to the node by linearly increasing the 
handover signalling messages sent to the node.
Handover Interruption Time -  Handover interruption time is the latency from when the 
connection with the old AP is stopped to the moment when the connection with the new AP 
established. This handover delay is crucial for the user experience during the handover and 
especially for the time-sensitive services, like audio or video streaming. The macro-mobility 
management protocols involve signalling update across a large administration domain, thus the 
handover interruption time is high compared to micro-mobility management protocols, which are 
set within a local domain. Proxy Mobile IP and GTP are based on the tunnel updated of a data path 
section at the network side and therefore they have less handover interruption time.
The above factors for comparison also provide the challenges for this mobility management 
research, which include:
• Multi-homing Support
• Security Support
• Support distributed mobility management architecture
• Provide micro-mobility support for intra domain handover
• Provide superior performance on scalability and handover interruption time
Therefore, this research is aimed to those challenges and to design the mobility management 
scheme for All-IP cellular networks. The next chapter introduces an OPNET based simulator 
specifically developed for this research of mobility management in cellular network and applies 
within the 3GPP EPS for a detailed performance evaluation of Proxy Mobile IP and GTP based 
mobility management schemes.
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3 Performance Study of Mobility 
Management Protocols in IP based 
Cellular Networks
In order to have detailed performance study of mobility management Protocols in IP based cellular 
networks introduced in previous chapter, an OPNET based simulator was developed for this 
research. The simulator is introduced in this chapter and applied for modelling the mobility 
management schemes in the 3GPP EPS. The signalling performance of the mobility management 
schemes in the 3 GPP EPS have been evaluated to investigate their limitations and to provide 
baseline framework for performance comparison with the proposed mobility management schemes 
in the next two chapters.
3.1 Introduction
The previous chapter introduced the state of the art in mobility management of wireless networks. 
Mobility management becomes more and more complex due to the composite processes related 
with different layers. With the exponential growth of mobile Internet users and the rapid 
introduction of new services from the popularisation of iPhone and other smart phones, the mobility 
management in the IP based cellular network is expected to result in significant network signalling 
increase. The signalling load across the mobile network is considered as one of the foremost factors 
for network equipment designers and operators to evaluate the integrity and proper functioning of 
the mobile network. In order to have detailed study of mobility management protocols in IP based 
cellular networks, an OPNET [18] based simulator is specially developed. The simulator can model 
the mobility management related signalling, and provide results on signalling load and handover 
delay. The 3GPP EPS is selected in this research as the latest IP based cellular network for the 
mobility management performance evaluation. In the 3GPP EPS, the mobility management related 
signalling can be classified into two categories: handover signalling and Tracking Area (TA) update 
signalling. The handover signalling happens when the UE in CONNECTED mode changes the 
radio link from one base station to another base station, it includes the radio link change related to
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signalling of layer 2, layer 3 and above. TA update signalling results from the process when the UE 
changes its location and when it is triggered by the TA update when the UE is in IDLE mode. Both 
the handover and TA update signalling are modelling in the simulator. However, as the handover 
process is more crucial for the user experience and involves more signalling exchanges compared 
with TA update process, this thesis is focused on the evaluation of handover signalling. Beside the 
signalling load, the delay of the handover process was also evaluated in this work, as it is crucial for 
the user experience during the active session.
The rest of this chapter is organised as follows. An overview of the proposed OPNET based 
simulator for the performance evaluation is given in section 3.2. The model features and limitations 
are described in section 3.3. The simulation parameter assumptions are introduced in Section 3.4. 
The signalling performance evaluation is shown in section 3.5. Section 3.6 concludes this chapter.
3.2 Simulation Modelling Methodology
In order to simulate the mobility management protocols of IP based cellular networks and 
investigate their performance, a simulator was developed by using OPNET modeller 14.5 [18]. The 
simulator focuses on modelling of the mobility management related control plane signalling for 
evaluating the signalling load and handover delay performance. When this research started, the 
3GPP EPS is the latest IP based cellular network, hence it is selected as the baseline framework for 
this research. Therefore, the simulation modelling methodology is applied to the 3 GPP EPS 
network. For the OPNET simulation modelling, it takes into account the three levels of the 
modelling framework shown in Figure 3-1.
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Figure 3-1 Simulation Modelling Framework
For the Network modelling level, the simulator is designed to follow the 3GPP EPS topology and 
built up a network scenario that consists total o f 63 UEs, 63 eNB Cells, 9 Serving GWs, 3 MMEs, 1 
PDN GW and 1 HSS; one Serving GW controls 7 eNB cells, one MME controls 3 Serving GWs, a 
PDN GW controls all the Serving GWs and a HSS controls all the MMEs. All the nodes are 
distributed in a geographical area with the cell radius set to 5km. The simulator simulates the UE 
movement across the network with the OPNET inbuilt Random walk model, and the UE speed is 
configurable from 0 Km/h to 350 Km/h (the 3GPP ETE required speed to support the mobility 
[68]). The simulation duration is configured to be 2 hours.
For the Node modelling level, it defines the function architecture of a network node in the form of 
functional modules using data flows compatible with Open System Interconnection (OSI) model. A 
UE is modelled with a user movement detection module and a Connection/Mobility management 
module for the function o f a UE exchanges between ECM IDLE and ECM CONNECTED state 
and executes the TA update and handover process. The Serving GW is modelled with Ethernet 
based MAC module, IP layer module, TCP/UDP module and is able to switch between the GTP 
based mobility module and the Proxy MIPv6 based mobility module. The PDN GW also has the 
GTP based and Proxy MIPv6 based mobility module. The MME is modelled with the signalling 
control module for the control plane transition to the eNB and the Serving GW. The HHS is 
modelled with Diameter protocol [67] for Location update and security control.
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For the Process modelling level, the OPNET state machine was utilised to model the different 
behaviours of the module. As an example, the UE Connection/Mobility management module is 
shown in Figure 3-2: INIT state is for the initialised process e.g. read the attributes/parameters, 
according to the mobility management scheme setup to prepare either GTP based and Proxy MIPv6 
based mobility management process. The UE Measurement Detection is a spawn state which means 
the UE Connection/Mobility management module continuously scans the incoming information to 
detect if s a cell crossing is reported from lower layer module. If the UE moves to a new cell, then 
the state transition will go to either of the two basic states: ECM IDLE state or 
ECM CONNECTED state to enable the transition of TA update or handover process. The four 
handover execution states are modelled in detail for the different levels of handover process shown 
in Figure 3-2. All the states are written in Proto-C language and follow the control plane signalling 
exchanges information defined in the 3GPP specifications [60][61].
INIT
fÉMeasuremeht Yes 
Detection —►
-Cell Crossing?,/
Yes/  ECM- x  
CONNECTED
-MME change?.
NoECM state
ECM-IDLE?
Yes No
'CONNECTED'
Serving GW 
^change?/
.YesNoYes Handover
complete?
K2 interface 
available? >
No Yes
Yes TA Upade
complete?
TA Update
S1 based 
handover with 
Serving GW 
relocation
X? based 
handover with 
Serving GW 
relocation
S1 based 
handover with 
MME and Serving 
GW relocation
X2 based handover 
without MME and 
Serving GW 
relocation
Figure 3-2 UE Connection/Mobility Management Module Process Modelling
3.3 Simulation Parameter Assumptions
In order to analysis the handover delay, certain delay parameter assumption is made based on the 
3GPP TR 25.913 [68] and are listed in Table 3-1 below. The signalling message size is calculated 
from IP layer and above, based on IETF standards RFC 2460 [69], RFC 2960 [25], RFC 768 [70], 
3GPP specifications TS 29.274 [71], TS 29.275 [72], TS 36.331 [73], TS 36.413 [74] and TS 
36.423 [75]. The signalling message size assumptions are shown in Table 3-2.
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Table 3-1 Delay Parameter Assumptions
Delay Element Descriptions Delay Value
UE Processing Delay 2.5ms
UL RRC Signalling Delay 6.5ms
DL RRC Signalling Delay 6.5ms
HARQ Retransmission (@ 30%) 0.3 *5ms
Radio Layer Process Delay 12 ± 2.5ms
eNB Processing Delay 4ms
Core Network Transfer Delay 10ms
Core Network Node Processing Delay 15ms
Table 3-2 Signalling Message Size Assumptions 
Protocol Type Message/Element Type Message/Element Size (bits)
IPv6 IPv6 Header 320
SCTP SCTP Header 352
UDP UDP Header 64
RRC Measurement Report 120
RRC Connection Reconfiguration 848
RRC Connection Reconfiguration Complete 232
RRC Handover Command 592
X2AP Handover Request 976
X2AP Handover Request ACK 816
X2AP SN Status Transfer 400
X2AP UE Context Release 264
S1AP Path Switch Request 1408
S1AP Path Switch Request ACK 464
S1AP Handover Command 400
S1AP Handover Required 6320
S1AP Handover Request 4037
S1AP Handover Request ACK 552
S1AP Handover Notify 24
S1AP UE Context Release Command 69
S1AP UE Context Release Complete 64
GTPv2 Modify Bearer Request 4968
GTPv2 Modify Bearer Response 3928
GTPv2 Create Session Request 5512
GTPv2 Create Session Response 4368
GTPv2 Delete Session Request 952
GTPv2 Delete Session Response 2664
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GTPv2 Forward Relocation Request 
Forward Relocation Response 
Forward Relocation Complete Notification 
Forward Relocation Complete ACK 
Proxy Binding Update 
Proxy Binding ACK
6248
GTPv2 1088
GTPv2 19
GTPv2 27
PMIPv6 1832
PMIPv6 1504
3.4 Performance Evaluation
Based on the simulation modelling and parameter assumptions described in Section 3.4, this section 
conducts a performance evaluation based on the simulation results for both handover signalling 
load and handover delay.
3.4.1 Handover Signalling Load
For calculating the signalling load, the simulator follows the signalling exchange chart drafted in 
3 GPP standard shown in Section 3.3. The average value of the total control plane signalling load of 
the whole network and signalling load on each kind of network nodes can be simulated and 
calculated, in order to compare the scalability of the two mobility management schemes. Because 
the simulation is focused on handover process, for simplicity, the assumption is made that 100% of 
the time is used at the ECM CONNECTED state where the UE is handling the handover process 
and 0% of time in ECM IDEL where the UE doing the TA update process. The Signalling Load 
(bps) is presented against the UE speed (km/h). In order to present a normalised signalling load 
results, the signalling load is calculated by normalised crossing rate (per hour). The normalised 
crossing rate is calculated by total number of cell crossings, total number of the UEs, total number 
of the specific type of network nodes and simulation duration refer to equation (3.1); total number 
of cell crossings is recorded by the simulator which depended on the cell radius and the UE speed, 
higher speed and smaller cell radius result in higher cell crossing rate. In the simulator, 63 cells are 
deployed, simulation duration is 2hours and the cell radius is set to 5Km. Higher cell crossing rate 
means the UE has higher speed and executes more handover process. The total number of nodes is 
used when calculating the specific type of network nodes, e.g. for the Signalling Load per MME, 
the value is 3; the value is 1 when calculating the Total Network Side Signalling Load, which is the 
total signalling load of all eNBs, MMEs, Serving GWs and PDN GW.
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For the Total Network Side Signalling Load, Figure 3-3 shows the total signalling load o f the GTP 
plus PMIPv6 scheme is less than the GTP plus GTP scheme, which in average is around 7.6% less. 
This means that the GTP plus PMIPv6 scheme reduces the total signalling load on the network 
compared with GTP plus GTP scheme. Therefore, the GTP plus PMIPv6 scheme provides better 
scalability for the network by reducing the signalling load.
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Figure 3-3 Total Network Side Signalling Load versus UE Speed
For the signalling load o f the different types o f network nodes, the eNB and the MME nodes do not 
have difference between GTP plus GTP scheme and GTP plus PMIP scheme as shown in Figure
3-4 and Figure 3-5, this is because the two schemes share the same signalling exchanges flow to the 
eNB and the MME nodes.
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Figure 3-5 Signalling Load per MME versus UE Speed
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The signalling load results o f the Serving GW and the PDN GW nodes show the difference between 
the two different mobility management schemes. This is because the two kinds o f GW nodes 
participate in the signalling exchanges related to the two different mobility management schemes. 
The Signalling load per Serving GW versus UE speed is shown in Figure 3-6. By using the GTP 
plus PMIPv6 scheme the signalling load on the Serving GW is averagely 11.4% less compared with 
GTP plus GTP scheme. The given results mean that by adapting the GTP plus PMIPv6 scheme, the 
Serving GW has less signalling load and offers better scalability compared to the GTP plus GTP 
scheme.
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Figure 3-6 Signalling Load per Serving GW versus UE Speed
Figure 3-7 shows the signalling load per PDN GW that GTP plus PMlPv6 scheme has averagely 
59.8% less signalling compared with GTP plus GTP scheme. The given results show that by 
adapting the GTP plus PMIPv6 scheme, the PDN GW offers better scalability compared to GTP 
plus GTP scheme.
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Figure 3-7 Signalling Load per PDN GW versus UE Speed
3.4.2 Handover Delay
In order to give an in depth performance evaluation o f the handover delay, the UE handover 
signalling flow is divided into four phases as stated in previous section. For each phase, the average 
value o f the processing time o f the two mobility management schemes is calculated for comparison. 
The breakdown o f the total average handover signalling delay showed in Figure 3-8 indicates that 
the difference between the two mobility management schemes is not significant. This is because of 
the overall processing time for two schemes are similar.
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Figure 3-8 Average Handover Signalling Delay Breakdown.
3.5 Summary and Outlook
In this chapter, two 3GPP standardised mobility management schemes -  GTP plus GTP scheme and 
GTP plus Proxy MIP scheme are discussed with the signalling analysis o f different level of 
handovers. The handover signalling performance evaluation is carried out by the designed OPNET 
simulator. The results show that:
• GTP plus Proxy MIP scheme has less handover signalling load on the network side, which 
in average is 7.6% less compared with GTP plus GTP scheme. A breakdown analysis of 
signalling load at each kind o f network nodes shows GTP plus Proxy MIP scheme has the 
same signalling load on the eNB and the MME because the signalling to the eNB and the 
MME are the same for both schemes. The GTP plus Proxy MIP scheme uses averagely 
11,4% less signalling load on the Serving GW compared with the GTP plus GTP scheme, 
and averagely 59.8% less signalling load on the PDN GW because the GTP plus Proxy 
MIP scheme uses Proxy MIP for the user data path update. The Proxy binding update 
packet and Proxy binding update ACK are 1832 bits and 15(Mbits compared with GTP
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Modify bearer request which is 4968 bits and Modify bear response which is 3928 bits. 
Therefore, GTP plus Proxy MIP scheme increases the scalability of the network.
• For the handover delay, as both schemes share the same process time, the handover delay is 
the same for both schemes.
From the performance evaluation, it can be seen that the native IP based mobility management 
protocol e.g. Proxy MIP has less signalling overhead than the 3 GPP GTP protocol as it is designed 
for the IP network. Where as the GTP protocol designed from GPRS network involves large 
signalling overhead in order to support the legacy 3GPP access systems. As the GTP plus Proxy 
MIP mobility management schemes follow the GTP based hierarchical architecture, it does not 
show any advantage for the handover delay. Therefore, adapting to a purely IP base mobility 
management protocol for the flat IP cellular network architecture could result in the reduction in 
both the handover signalling load and handover delay. A purely IP based mobility management 
protocol with the support for distributed architecture is proposed and described in the following 
chapter.
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4 HIP based Mobility Management Design 
for All-IP Cellular Networks
In Cellular networks, specific tunnelling protocols such as GTP, has been considered as the basis 
for mobility management schemes, since it provides the user packet data tunnelling and session 
management with legacy access systems. However as presented in precious chapter, GTP involves 
high signalling load, especially for its encapsulation and tunnelling process. In addition, GTP was 
designed for hierarchical architecture and relied on point to point packet tunnelling, which can not 
take the full advantage of multiple to multiple connection interfaces, such as the 3 GPP SI-flex 
interface. This chapter proposes a Host Identity Protocol (HIP) based mobility management 
architecture for cellular networks, which can utilise the 3GPP flexible interface SI-flex interface. A 
HIP based mobility management scheme is proposed to improve the performance of the handover 
signalling load and handover delay.
4.1 Introduction
From the previous chapter, two 3 GPP proposed GTP-based mobility management schemes - GTP 
plus GTP based scheme and GTP plus PMIPv6 based scheme are evaluated under the proposed 
OPNET based simulator. The mobility management schemes utilise the GTP tunnelling and Proxy 
MIP localise anchor schemes to update the tunnel between the Serving GW and the PDN GW 
during the handover, in order to keep the session continuity to and from the UE. Both kind of 
schemes follow a hierarchical architecture from the legacy 3 GPP system and are based on the GTP 
protocol for packet encapsulating and tunnelling which results in large signalling overhead. The 
cellular networks such as 3GPP EPS started to evolve to a flat IP architecture and with flexible 
interface SI-flex [76], however the GTP based mobility management schemes rely on the 
hierarchical architecture and point to point connection. As a result, this would not be able to take 
the full advantage of the evolved cellular network architecture to increase the scalability of the 
network. On the other hand, there is an increasing growth of User Equipments to support multi-air 
interfaces, e.g. 3GPP UMTS, HSPA ETE, IEEE WLAN, however the current cellular mobility 
management schemes do not support multi-homing. Furthermore, peer-to-peer could be one of the
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hot applications for mobile networks, yet current cellular mobility management protocols are 
incompatible of it.
The Host Identity Protocol (HIP) [19] developed by the IETF HIP working group, integrates 
mobility, security, multi-homing, multi-access and supports peer-to-peer network. HIP introduces 
the Host Identity Layer between the network and the transport layer, separates the dual role of IP 
addresses which are to identify the node and also to represent the topological locations. Host 
Identifier (HI) is introduced as the identifier of the UE, and the IP address used only for its location. 
When the UE move into a new subnet, the ongoing connections do not need to tear down and set up 
again because of its location change as the connections are bound with the HI. Thus, HIP has been 
shown to offer more efficient handover than MIP [53]. However, as HIP is designed for the macro­
mobility management where UE moves across domains, the micro-mobility where the UE moves 
within one domain would generate unnecessary signalling message to the Corresponding Node. 
This makes HIP not ideal for the cellular networks as most of the UE handovers are intra-domain 
handover.
Various HIP based micro-mobility management protocols have been proposed in the literature 
[77][78][79], however all of them are based on the general wireless IP network and none of them 
consider the cellular network architectures. The 3 GPP EPS architecture proposed the SI-flex 
interface through which the eNB is able to connect to multiple MMEs and Serving GWs in a pool 
by creating pools of MMEs and Serving GWs. Therefore, the 3GPP EPS architecture is chosen as 
the platform to verify our proposal. In this chapter, the HIP based distributed mobility management 
architecture based on the 3GPP EPS architecture is proposed. A corresponding micro-mobility 
management scheme is also proposed to enhance the handover signalling load and handover delay.
The rest of this chapter is organised as follows. Section 4.2 discusses background and related work 
of HIP base mobility management schemes. The proposed design of a distributed mobility 
management architecture is illustrated in Section 4.3. Then, in section 4.4 the proposed HIP based 
mobility management scheme is described. Section 4.5 gives the performance evaluation compared 
with the 3GPP based mobility management schemes. Finally, Section 4.6 summarises the chapter.
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4.2 Background and Related Works
4.2.1 HIP Mobility Management
HIP is originally designed as a new macro-mobility management protocol providing security and 
multi-homing features. Therefore, it is not suitable for micro-mobility management scenarios where 
frequent handover may introduce extensive signalling load and high handover delay. In the study of 
the mobility management in 3 GPP network, most of the UE handovers belong to the micro-mobility 
scenario, hence to propose a HIP based micro-mobility management scheme suitable for the 3 GPP 
EPS architecture is the most important step to adapt the HIP to the 3GPP EPS architecture. There 
are just a few micro-mobility management related studies which have been done in the literature. 
Szabolcs Novâczki et al. [77] have proposed to extend the HIP with a gateway centric network 
component and paging extension. This new network component is called Local Rendezvous Server 
(LRVS), it extends the properties of the RVS. It proposes to divide the network domain into various 
administrative domains; each one is managed by LRVS. In every domain, there is an access 
network and a LRVS. LRVS is responsible for managing the mobile nodes to access networks to 
the Internet. Mobile nodes register their local IP addresses to the LRVS. LRVS maps local and 
global IP addresses as in HMIP. LRVS inherits the role of RVS and also acts as a gateway to the 
Internet. Joseph Y. H. So et al. [78] has proposed the Micro-HIP (mHIP). mHIP is designed as an 
extension of HIP in order to reduce the unnecessary signalling and control messages . It introduces 
new network components such as mHIP Agents. There are two types of mHIP agents. All mHIP 
enabled network components in mHIP network architecture are called mHIP agents. The mHIP 
Gateway component acts similarly to LRVS in Novâczki’s scheme especially during initiation 
mechanisms. The mHIP routers are able to handle the intra-domain handoff and so load of mHIP 
gateways and signalling load of handoff is reduced. A combined Proxy MfPv6 and HIP based 
approach was been proposed by Giuliana Lapichino et al [79]. It uses PMIPvô to exempt the MN 
from participating in any mobility-related signalling. Proxy mobility agents, i.e. Local Mobility 
Anchor (LMA) and Mobile Access Gateways (MAGs), in the serving network perform mobility- 
related signalling on behalf of the MN. Once the MN enters a PMIPvô domain and performs access 
authentication, the serving network ensures that the MN believes it is always on its home network 
and can obtain its Home Address (HoA) on any access network. The serving network assigns a 
unique Home Network Prefix (HNP) to each MN whenever they move within the PMIPvô domain. 
Therefore, by utilising the PMIPvô it can reduce the HIP signalling for micro-mobility. However, 
the above micro-mobility management schemes for HIP are also based on a general hierarchical
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wireless IP network, which does not consider the latest IP based cellular network architecture, and 
special characters e.g. the 3GPP S 1-flex interface, hence can not provide an optimised handover 
performance under cellular network architecture.
4.2.2 S1-Flex Interface of the 3GPP EPS
3 GPP SAE introduces the flat architecture to reduce the number of levels of hierarchy and 
redistribute the functionalities, which could reduce the bottleneck of centralised Core Network 
nodes and problem of single point of failure. The 3GPP SAE also introduces the SI-flex interface 
through which the eNB is able to connect to multiple MMEs and Serving GWs in a pool by creating 
pools of MMEs and Serving GWs. The 3 GPP SI-flex interface is shown in Figure 4-1 [76]. The SI 
interface is specified at the boundary between the EPC and the E-UTRAN. From the SI 
perspective, the E-UTRAN access point is an eNB, and the EPC access point is either the control 
plane MME nodes or the user plane Serving GW nodes. Two types of SI interfaces are defined at 
the boundary depending on the EPC access point: the SI-MME towards a MME and the Sl-U 
towards a Serving GW. SI-flex provides support for network redundancy and load sharing of traffic 
across network elements in the Core Network (the MME and the Serving GW) by creating pools of 
MMEs and Serving GWs and allowing each eNB to be connected to multiple MMEs and Serving 
GWs in a pool. The SI-flex functionality ensures redundancy and flexibility with no single point of 
failure. Although the SI-flex is proposed for load sharing and load balancing of the network, but 
the 3 GPP proposed mobility management schemes do not take the advantage of the distributed 
architecture as they still follow the hierarchical management. Based on the above considerations, 
this research proposes a HIP based mobility management scheme for the 3GPP EPS, which 
includes two parts. Firstly, a HIP based distributed mobility management architecture which is 
based on the 3 GPP EPS SI-flex interface architecture. Secondly, a HIP base mobility management 
scheme to enhance the HIP handover performance in the 3GPP EPS.
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Figure 4-1 Sl-Flex Interface Architecture [76]
4.3 Design of Distributed Mobility Management Architecture
Based on the SI-flex interface and the 3 GPP EPS architecture, this research proposes a HIP based 
Distributed Mobility Management Architecture which is shown in Figure 4-2. In this architecture, 
the level between the PDN GW and the Serving GWs still follows a hierarchical approach. 
However, for the level between the Serving GWs and the eNBs, multiple Serving GWs and MMEs 
form different pool area to perform distributed mobility management for the eNBs and attached the 
UEs in the corresponding eNB pool area. Each eNB pool has a corresponding Serving GW pool and 
MME pool. In each of the pool areas, one Serving GW and MME is able to connect with any of the 
eNB in the corresponding eNB pool. On the other hand one eNB and the attached UE is not fixed 
with one Serving GW and MME but can be connected with any of them for the user data delivery 
and handover control.
When a UE moves from an eNB pool area to another, a new IP address needs to be assigned by the 
PDN GW to the UE, the Serving GW and the MME also need to be relocated for the UE, therefore 
a macro-mobility management needs to be executed. The macro-mobility management is done by 
executing the HIP update process between the UE and the CN. The Serving GW and the eNB 
works as the IP router to transfer the HIP update packet. When a UE moves within an eNB pool, the 
MME decides if the Serving GW has enough resource to continue to serve the UE. If there’s
55
Chapter 4. HIP based Mobility Management Design fo r  All-IP Cellular Networks
enough resource, the MME helps the Serving GW directly establish a new connection to the new 
eNB, thanks to the S 1 -flex interface. The Serving GW updates its forwarding table in order to 
forward the incoming packets to the new eNB and to the UE. As the IP address remains unchanged, 
there is no need to have the HIP update process; instead a forward update process needs to be 
executed. Therefore, the proposed architecture supports a distributed mobility management for the 
micro-mobility management o f HIP. It utilises current 3 GPP EPS architecture’s SI-flex interface; 
hence provide an optimised integration o f HIP to the 3GPP EPS.
PDN G
Serving GW Pool \  mme Po^T 1 '  s  MME Pool 2 /  'Serving GW Pool 2 /
N ~   "  " ----------
X  X  x
eNB Pool2 ^
Micro-Mobility 
Management
►
Micro-Mobility
Management
Marco-Mobility
Management
Micro-Mobility
Management
UE M ovem ent--------------------------  ►
Figure 4-2 HIP based Distributed Mobility Management Architecture
In order to integrate HIP into the 3GPP architecture, the Host Identity Layer is added between the 
network and the transport layer to map the IP addresses and the HITs. The UE’s International 
M obile Subscriber Identity (IMSI) is proposed as its HI, since the IMSI is a unique global number 
associated with the 3GPP network mobile phone users. The HIT is generated from a cryptographic 
hash o f  the HI. Therefore, the upper layer application is bound with the HIT o f the UE, and the IP 
address is used for routing across the Network.
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When static IP address allocation is deployed, the PDN Gateway works as a HIP Rendezvous 
Server. This is because the PDN Gateway is the anchor point to connect with the external IP 
services, in stead to work as the Home Agent when deploying Mobile IP, the PDN Gateway here 
works as the HIP Rendezvous server to store the mapping information for UE’s HIT and IP address 
and the associated the Serving GW’s HIT and IP address. The Serving GW stores the UE’s static IP 
address information, and is able to allocate IP address to the UE based on UE’s HIT.
When dynamic IP address allocation is deployed, the PDN Gateway not only works as the HIP 
Rendezvous Server, it also works as the DHCP server which dynamically assigns IP address to the 
UE and also dynamically update the mapping of UE’s HIT and IP address. The Serving GW has the 
functionality of DHCP relay agent, forward the allocated IP address to the UE.
The Serving GW also stores the mapping information of the UE’s HIT and IP address and the 
associated eNB’s HIT and IP address, and it is able to forward the packet to the UE’s attached eNB 
according to its HIT. The MME contains the mobility and QoS context for the UEs and works on 
the control plane to send out the control signalling among the PDN GW, the Serving GWs and the 
eNBs. The eNB provides physical layer procedures for transmission and reception over the radio 
interface towards the UEs.
4.4 Proposed HIP based Mobility Management Scheme
The proposed HIP based mobility management scheme is introduced into the following 3 sections 
for a clear description: initiation of the UE connection to CN, macro-mobility management and 
micro-mobility management.
4.4.1 Initiation
When a UE attaches to the 3GPP EPS network, after the UE established the physical connection 
with the eNB, the MME selects one Serving GW in the corresponding pool to request the IP 
address to the PDN GW and relay back the assigned IP address to the UE. The UE then initiates a 
HIP registration process to register its HIT and IP address at the PDN Gateway, the Serving GW 
and the eNB. When a CN wants to start communication with the UE, CN will initiate the HIP Base 
Exchange with the UE which is a four-way handshake. The CN sends the first Initiation message to 
the PDN GW, and then the PDN GW checks the HIT of the UE with its IP address and forwards it
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to the Serving GW. The Serving GW forwards the Initiation message to the corresponding eNB and 
then to the UE. The following Response and Initiation messages for the Base Exchange are 
transferred through the corresponding PDN GW, Serving GW and eNB. After that, the IPsec ESP 
SA is established between the UE and the CN.
4.4.2 Macro-Mobility Management
If the handover process involves the Serving GW changes across the Serving GW pools, the UE 
moves between local administrative domain and triggers macro-mobility management. The 
signalling exchange flow is shown in Figure 4-3. When the source eNB made the handover decision 
for the UE to handover to the target eNB, it sends a Handover Required message to the source 
MME. The source MME sends a Forward Relocation Request message to the target MME, the 
target MME then selects a Serving GW as the target Serving GW. The target MME then returns 
back the information of the target Serving GW and related mobility and QoS information to the 
target eNB by Handover Request message. After the target eNB has been prepared, the source eNB 
sends the Handover Command to the UE. Upon the UE established the physical connection with the 
target eNB, the target eNB sends a message to request the target Serving GW for a new IP address 
from the PDN GW. Then the UE is assigned with a new IP address which indicates its new 
topology location of the new domain. Then, the HIP Update process is executed between the UE 
and the CN and the security association between the UE and the CN is updated. Finally, the UE 
context is released, and tracking are update procedure is executed.
4.4.3 Micro-Mobility Management
Micro-mobility management happens when a UE moves within an eNB pool shown in Figure 4-2. 
As the source eNB made the handover decision for the UE to handover to a target eNB, it sends the 
Handover Request to the MME. The MME detects the target eNB is in the same eNB pool. If the 
MME decides that there is sufficient resource for the current Serving GW to continue to serve the 
UE, it will send the mobility and QoS information to the target eNB to setup its resource to prepare 
the micro-mobility management. (However, if the MME decides that there is no sufficient resource 
for the current Serving GW, it will select a new Serving GW to trigger the macro-mobility 
management.) The signalling exchange flow is shown in Figure 4-4. For the micro-mobility 
management, the UE stays with the same Serving GW and keeps its present IP address. Therefore, 
the HIP update process is not required. However, the serving GW needs to update its forwarding
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table to forward incoming packets to the target eNB and continue the ongoing session. This is done 
by a proposed Routing Update Request message and a Routing Update Response message. As the 
HIP update process does not require to occur, the micro-mobility management scheme significantly 
reduces the handover signalling and handover delay.
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Figure 4-4 Signalling Exchanges Flow of HIP Micro-Mobility Management
4.5 Performance Evaluation
The performance evaluation is based on the simulator developed and described in section 3.4. The 
simulator was configured to group the 3 Serving GWs under the control o f one MME into 1 Serving 
GW pool, and group the attached corresponding 21 eNBs o f the Serving GWs into one eNB pool. 
The Serving GW is enabled to establish a connection with any of the eNBs in the eNB pool. The 
total number o f PDN GW, HSS, Serving GWs, MMEs, eNBs and UEs are unchanged, in order to 
compare with the performance o f the 3GPP schemes. When the UE moves within one eNB pool
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and the corresponding Serving GW pool, the micro-mobility management handover is executed. If 
the UE moves across the eNB pool, the macro-mobility management handover is executed. The 
handover delay parameter and signalling message size assumptions are the same as Table 3-1 and 
Table 3-2. The additional signalling message size assumptions (based on IETF standards RFC 3736 
[31], RFC 5201 [45], RFC 5206 [46], RFC 5202 [47], and A. Gurtov’s book on HIP [80]) which 
related with the proposed HIP based mobility management scheme is listed in Table 4-1.
Table 4-1 Signalling Message Size Assumptions
Protocol Type Message/Element Type Message/Element Size (bits)
DHCPv6 IP address Acquisition 252
DHCPvG IP address Acquisition ACK 704
HIP HIP Update! 1296
HIP HIP Update2 880
HIP HIP Updates 688
Enhanced HIP Routing Update Request 780
Enhanced HIP Routing Update Response 480
Enhanced HIP Handover Complete 480
4.5.1 Handover Signalling Load
Figure 4-5 shows the total signalling load comparison of GTP plus GTP scheme, GTP plus PMIP 
scheme, HIP based scheme (directly apply HIP in 3 GPP EPS without micro-mobility management 
support) and the proposed HIP scheme with micro-mobility support (namely enhanced HIP). The 
enhanced HIP scheme has the least overall signalling load on network side, it is averagely 57.7% 
less than the HIP based scheme, 28.4% less than the GTP plus GTP scheme and averagely 22.5% 
less than the GTP plus PMIP scheme.
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Figure 4-5 Total Network Side Signalling Load versus UE Speed
Figure 4-6 shows the signalling load per eNB. The HIP based scheme and the proposed enhanced 
HIP scheme introduce more signalling load than the original GTP plus GTP scheme and GTP plus 
PMIP scheme. This is due to the additional HIP update signalling transferred through the eNBs. 
The HIP based scheme has averagely 74.9% more signalling load compared to the original GTP 
plus GTP scheme and GTP plus PMIP scheme. The proposed enhanced HIP scheme has averagely 
18.1% more signalling load than the original GTP plus GTP scheme and GTP plus PMIP schemes. 
This shows the HIP based scheme increases the signalling load on the eNBs, therefore reduces the 
scalability o f the eNBs.
Figure 4-7 shows the signalling load per MME node. The HIP based scheme has averagely 90.8% 
more signalling load on the MME compared with the original GTP plus GTP scheme and GTP plus 
PMIP scheme. The proposed enhanced HIP scheme has averagely 31.1% less signalling load on the 
MME than the original schemes. These results show the enhanced HIP based scheme offers better 
scalability for the MME nodes.
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Figure 4-7 Signalling Load per MME versus UE Speed
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Figure 4-8 shows the signalling load per Serving GW. HIP based schemes have less signalling load 
compared with the original GTP plus PMIP scheme. The HIP based scheme has averagely 33.2% 
more signalling load compared with GTP plus PMIP scheme. The proposed enhanced HIP scheme 
has averagely 50.6% less signalling load on the Serving GW than the GTP plus PMIP scheme. The 
enhanced HIP based scheme can reduce the signalling load on the Serving GW and increase the 
scalability.
Figure 4-9 show the signalling load on per PDN GW. The HIP based scheme increase the signalling 
by averagely 41.1% compared with the original GTP plus GTP scheme, this is due to the fact that 
three way HIP update signalling introduces more signalling load on the PDN GW. However, the 
proposed enhanced HIP scheme can reduce the signalling load of the PDN GW to averagely 57.1% 
compared with the original GTP plus GTP schem=e, and averagely 6.0% more than the GTP plus 
PMIP scheme. Although the HIP based scheme could increase the signalling load on the PDN GW 
due to the three way HIP update process, the proposed enhanced HIP scheme is able to reduce the 
signalling load to lower than the original GTP plus GTP scheme and only averagely 6.1% more 
than the GTP plus PMIP scheme.
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Figure 4-8 Signalling Load per Serving GW versus UE Speed
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4.5.2 Handover Delay
Figure 4-10 shows the average handover interruption time. The handover interruption time is the 
time from the start o f the handover execution to the finish o f handover completion, when the user 
data path is interrupted during the handover process. The HIP based scheme has 64.4% higher 
interruption time compared with GTP plus GTP scheme. This is due to the three way HIP updated 
process which introduce more signalling delay during the Handover Completion phase. The 
proposed enhanced HIP scheme provides the micro-mobility management scheme to reduce the 
extensive HIP update process; offering 15.2% less interruption time than the GTP plus GTP 
scheme.
Figure 4-11 shows the average handover preparation time in comparison with HIP based schemes 
and original 3GPP schemes. The HIP based schemes shares the same handover preparation time, 
which is about 43.6% less than the GTP plus GTP scheme. This is because the HIP based schemes 
have less signalling exchanges to prepare for the handover.
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Figure 4-10 Average Handover Interruption Time
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Figure 4-11 Average Handover Preparation Time
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Figure 4-12 shows the average handover execution time. The different mobility management 
schemes have about the same handover execution time, as the physical layer radio link handover 
process is same for all the schemes.
Average H andover Execution Time (ms)
■ GTP+PMIP
■ enhanced HIP
Figure 4-12 Average Handover Execution Time
Figure 4-13 shows the average Handover Completion time comparison of different mobility 
management schemes. The HIP based scheme has 81.4% more handover completion time 
compared with GTP plus GTP scheme; due to the three way HIP update process. The proposed 
enhanced HIP scheme reduces the handover completion time of HIP based scheme by micro­
mobility support achieving 19.2% reduction from the GTP plus GTP scheme.
Figure 4-14 shows the average Post-Handover procedure time comparison of different mobility 
management schemes. The HIP based scheme has 89.5% less post-handover process time, as the 
HIP based scheme reduces the signalling exchanges during the post-handover process. The 
proposed enhanced HIP scheme has higher post handover process time than the HIP based scheme, 
but still achieves 51.0% less than the GTP plus GTP scheme.
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Figure 4-14 Average Post-Handover Procedure Time
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The breakdown o f the total handover signalling delay is shown in Figure 4-15, which shows the 
comparison o f each handover phase. It is shown that the HIP based scheme reduces the handover 
preparation time and post-handover procedure time, but increases the handover completion time. 
The proposed enhanced HIP scheme reduces the handover completion time by the proposed micro­
mobility management scheme.
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Figure 4-15 Breakdown of Average Total Handover Signalling Delay
4.6 Summary
This chapter addresses the issue o f integrating purely IP based mobility management protocol to the 
cellular architecture by proposing a HIP based mobility management scheme. The proposed HIP 
based mobility management scheme is based on a distributed HIP mobility management 
architecture which can utilise the SI-Flex interface of the 3 GPP EPS. A micro-mobility 
management for HIP is proposed by using the UE routing update process for the Serving GW to 
route the user packet to the new eNB.
A comprehensive evaluation is carried out using the proposed OPNET based simulator. The results 
show the handover signalling load comparisons on different network nodes and handover delay 
comparison o f each handover phase. The results compare the 3GPP standardised GTP plus GTP
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and GTP plus PMIP schemes with a HIP based scheme and the proposed enhanced HIP scheme 
with micro-mobility support. From the signalling load evaluation, the proposed enhanced HIP 
scheme has averagely 28.4% less total signalling load on the network side compared with the GTP 
plus GTP scheme and averagely 22.5% less than the GTP plus PMIP scheme. The enhanced 
scheme has averagely 31.1% less signalling load on the MMEs compared with the GTP plus GTP 
scheme and the GTP plus PMIP scheme. It has averagely 50.6% less signalling load on the Serving 
GWs compared with the GTP plus PMIP scheme and averagely 6.0% more signalling load on the 
PDN GW compared with the original GTP plus PMIP scheme. However, it has averagely 18.1% 
more signalling load on the eNB than the original GTP plus GTP scheme and the GTP plus PMIP 
scheme. The results show a purely IP based mobility management scheme could reduce the 
handover signalling load of the network. The proposed enhanced HIP scheme increases the 
scalability of the nodes in the core network by distributing signalling in the E-UTRAN.
For the evaluation of the handover delay, the proposed enhanced HIP based mobility management 
scheme reduces the delay time by 43.6% at handover preparation phase, 19.2% at handover 
completion phase and 51.0% at post-handover procedure phase compared with the 3GPP 
standardised scheme. The handover interruption time is reduced by 15.2% through the enhanced 
HIP scheme. The results show that the enhanced HIP scheme is able to reduce the handover 
processing time, and more importantly the handover interruption time, which improves the user 
experience of the on-going application.
This chapter describes a proposed HIP based mobility management design for cellular networks. To 
summarise, the advantages of the proposed enhanced HIP based mobility management scheme are 
listed below:
• Support of the distributed Mobility management: the proposed scheme is able to utilise the 
3 GPP EPS SI-flex interface architecture to support the pool of the eNB, MME and Serving 
GW nodes.
• Solve the fundamental problem of IP mobility: the proposed scheme is based on HIP which 
is able to separate IP address’ dual role of location and identity of a node.
• Support of mobility, security and multi-homing provisioning: the proposed scheme is based 
on HIP with is a protocol with integrated support of mobility, security and multi-homing.
• Improve the network scalability: the proposed scheme is able to shift the signalling load of 
MME nodes and Serving GW nodes to eNB nodes. As the average signalling load on MME
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nodes and Serving GW nodes are much higher than the load on eNB nodes, the overall 
signalling load distribution of the network can be balanced, therefore it can improve the 
network scalability.
• Improve user experience during handover: the proposed HIP based mobility management 
scheme is able to reduce the handover interruption time, which is the delay time has the 
greatest impact to user experience during handover.
Although the proposed enhanced mobility management scheme have many benefit for both end 
users and also network operators, further handover signalling optimisation is considered in the next 
chapter.
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5 Mobility Context Cache based Handover 
Optimisation for Cellular Networks
Handover is a complex procedure which plays an important role in both the operators’ network 
management and the users’ experience of real-time applications. Therefore, handover optimisation 
for limiting the signalling exchanges and reducing the handover delay are two of the important 
issues of evolving cellular networks. This chapter proposes to cache the mobility context in radio 
access networks, so that the node in the radio access network can directly set up new user plane 
path without the need to access the mobility management entities in the core network. By this 
proposed the scheme, part of the signalling exchanges contributed to the handover interruption time 
are shifted to the handover preparation process. The proposed scheme can apply to both the 3GPP 
EPS mobility management schemes and also our proposed HIP based mobility management scheme. 
The performance evaluation shows the improvement of reducing the handover interruption time.
5.1 Introduction
The previous chapters discusses and evaluates the proposed HIP based mobility management 
design for cellular networks, which can adapt purely IP based mobility, security, multi-homing 
functions also can utilise the flexible interface of cellular networks to enhance the handover 
performance. From the discussions and evolutions, it was discovered that the mobility management 
schemes of cellular networks involve complex signalling exchanges during the handover procedure. 
For different handover levels, different numbers of network nodes are involved and the handover 
signalling exchanges vary widely from micro-mobility management to macro-mobility management 
scenarios. The question on how to optimise the handover signalling in order to improve the 
signalling load and the handover delay performance is an important issue of cellular networks. On 
one hand, operators desire that mobility management to not consume too much network resources 
and keep the signalling load to stay on a decent level. On the other hand, the end user is not directly 
interested in the amount of signalling, but merely on the handover delay which could directly affect 
the experience of quality of service. Therefore, one of the motivation of this research is to reduce 
the handover delay to improve the user experience while keeping the signalling load low in order to 
lighten the burden of the operators’ network resources.
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In order to optimise the handover procedure, the different phases of handover process are evaluated 
from previous chapters. For the Handover Execution, the signalling is related with the physical 
layer and link layer process standardised by cellular system standards e.g. 3GPP [81][82], therefore 
it is out of the scope of this research. This research is targeting on the Layer three and above 
protocols, therefore Handover Preparation, Handover Completion and Post-Handover Process are 
the targeted process that this research focused on. From observing the signalling exchanges, the 
Handover Preparation and Post-Handover Process do not contribute to the handover interruption, as 
the handover interruption takes place from Handover Execution (when the radio link breaks from 
the base station) to Handover Completion (when user plane tunnel is switched to the new data path 
in the core network). Therefore, rearranging the handover sequence by reducing the signalling 
exchanges during Handover Completion could result in improvement to the user experience of 
handover delay.
Take the handover procedure of 3GPP EPS network as an example, the eNB sends a PATH 
SWITCH message to the MME to inform that the UE has changed cell, and the MME sends an 
UPDATE USER PLANE REQUEST message to the Serving Gateway, and the Acknowledge 
message sends back from the Serving GW to the MME then subsequently back to the eNB. This 
research proposes that the node of radio access system such as eNB to cache the mobility context 
stored in the mobility management entities such as MME, so that during the Handover Completion 
phase the node of radio access system could directly signal to the core network node such as 
Serving GW to set up the new user data patch without going through the MME. The eNB requests 
the related mobility context to be cached when attached to the MME, so that during the Handover 
Preparation the source eNB sends the mobility context to the target eNB for the target eNB to set up 
the Serving GW during Handover Completion. In the end, the target eNB updates the mobility 
context with the MME and release the context in the source eNB. By this mechanism, the signalling 
exchanges during Handover Completion are reduced by shifting more signalling exchanges to the 
Handover Preparation and Post-Handover Process phase. As a result, the handover interruption time 
is reduced and signalling load on the MMEs is decreased.
The rest of this chapter is organised as follows. Section 5.2 discusses the related background. 
Section 5.3 provides the detailed illustration of the proposed mobility context cache based 
mechanism for the handover optimisation. The proposed mechanism is evaluated in Section 5.4 
using OPNET based simulator. Finally, the chapter is summarised in Section 5.5.
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5.2 Background
5.2.1 Control Plane and User Plane Separation of the 3GPP EPS
Unlike the SGSN in UMTS network, the 3 GPP SAE proposed to separate the control plane and user 
plane functions into two entities in order to improve the network robustness and scalability. 
Therefore, it introduced two nodes: the MME and the Serving GW. The MME is designed to handle 
the control plane functions related with subscriber and session management. The Serving GW is the 
termination point of packet data interface towards the E-UTRAN and is in charge of user plane 
routing and anchoring functions. During the Handover Completion process, the eNB sends a PATH 
SWITCH message to the MME to inform that the UE has changed cell, and the MME sends a 
Modify Bearer REQUEST message to the Serving GW. If the handover does not involve the 
Serving GW relocation, the Serving GW sends a Modify Bearer Request message to the PDN GW, 
and the PDN GW modifies the user data bearer and replies the Modify Bearer Response message to 
the Serving GW, subsequently the Serving GW then acknowledges the MME with the Modify Bear 
Response message. If the handover involves the Serving GW relocation, the MME needs to send a 
Create Session Request message to the target Serving GW, the target Serving GW needs to send a 
Modify Bearer Request to the PDN GW, and the PDN GW modifies the user data bearer to the 
target Serving GW and replies a Modify Bearer Response to the target Serving GW. The target 
Serving GW replies the MME with the Create Session Response message. The MME sends a Path 
Switch Request ACK message to the target eNB to finish the Handover Completion process, and 
the new user plane data tunnel is established. The separation of control plane and user plane 
function entities makes the eNB constantly requests to send the message to the MME and then the 
MME signals the message to the Serving GW; same as the acknowledge messages sent from the 
Serving GW to the eNB also needs to be signalled by the MME in order to update the new user data 
plane. This process increases the handover delay and overall signalling load on the MME during the 
handover. This research proposes the eNB to directly have the signalling connection with the 
Serving GW to prepare the Serving GW for the user data plane switch, to reduce the handover 
delay and overall signalling load.
5.2.2 X2 Interface of the 3GPP EPS
During the 3 GPP LTE/SAE standardisation, the X2 interface was introduced as the interface 
between the eNBs [83]. The X2-U (X2 User plane interface) is to transport user data packets 
between the eNBs. This interface is only used for limited periods of time, when the terminal moves
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from one eNB to another, and provides buffered packet data forwarding. The X2-C (X2 Control 
plane interface) is a signalling interface which supports a set of functions and procedures between 
the eNBs. The X2-C procedures are very limited in number and are all related to user mobility 
between the eNBs, so as to exchange user context information between nodes. For the UMTS 
network, there is no such interface between the Node Bs, therefore the mobility context needs to 
transfer between the SGSNs for the handover preparation. For the 3GPP EPS, the X2 interface 
provides ways for the eNBs to transfer mobility context between each other to prepare the 
handover, hence reduces the Handover Preparation signalling load and signalling delay. Although 
the X2 interface is used in the 3GPP EPS to reduce the signalling exchanges during handover 
preparation. This research proposes to utilise the X2 interface to transfer more user context, which 
is stored in the MME to set up the Serving GW and user data plane switch process, so that it could 
support the eNB directly in signalling with the Serving GW to establish the new data plane tunnel 
during the Handover Completion process reducing the handover delay.
5.3 Proposed Mobility Context Cache Mechanism
In this section, a mobility context cache mechanism is proposed which enables the eNB directly to 
signal to the Serving GW to establish the new user data path during the handover in order to reduce 
the handover delay and handover load. The mechanism is illustrated in Figure 5-1; it involves five 
processes that were modified from the original handover operation. Firstly, when a UE established 
connection with the CN, the source eNB caches the MME mobility context from the Context Cache 
message sent by the MME. Secondly, during the Handover Preparation phase, the source eNB 
sends the cached mobility context with the Handover Request message to the target eNB so that the 
target eNB is able to directly signal to the Serving GW to establish the new data path. Thirdly, 
during the Handover Completion phase, the target eNB sets up the Serving GW directly. Fourthly, 
during the Post-Handover phase, the target eNB requests the source eNB to clear its cached 
mobility context. Lastly, the target eNB sends the mobility Context Update message to the MME to 
update it with the up-to-date mobility context. The five processes will be described in detail with 
the modification to both original 3GPP mobility management schemes and the proposed HIP based 
mobility management scheme in previous chapter.
76
Chapter 5. Mobility Context Cache based Handover Optimisation for Cellular Networks
P Services CN
HSSPDN GW
MME1
Serving
GW1
Serving
\GW2
2. Transfer Mobility 
Context
4, Release Mobility 
Context
eNBI
eNB5eNB4eNB2 eNB3
UE Movement
Figure 5-1 Mobility Context Cache Mechanism
5.3.1 Mobility Context Cache Mechanism for the Original 3GPP 
Schemes
When a UE establishes a connection with the CN, the eNB caches the MME mobility context from 
the Context Cache message sent by the MME. This mobility context is related to the Modify Bearer 
message which is used by the MME to establish new data path with the Serving GW during the 
handover process, or the Create Bearer message used by the MME to establish new data path with 
the Serving GW relocation during the handover process. This mobility context includes: TEIDs for 
downlink user plane for the accepted EPS bearers, bearer context(s) with the PDN GW addresses 
and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for 
uplink traffic, the Protocol Type over S5/S8 and the User Location Information IE.
Figure 5-2 shows the signalling exchanges flow of the X2 based handover without Serving GW 
relocation when applied with the mobility context cache mechanism. The modification to the 
original signalling is highlighted in red colour.
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• When a UE handover occurs, during the Handover Preparation phase, the source eNB sends 
the cached mobility context with the Handover Request message to the target eNB so that 
the target eNB is able to directly signal to the Serving GW to establish the new data path.
• After the Handover Execution phase, the target eNB sends the Modify Bearer Request 
message to the Serving GW directly. Upon receiving the Modify Bearer Response message 
from the Serving GW, the Handover Completion phase is finished and the UE is able to 
receive and send user data through the new data path.
• During the Post-Handover phase, the target eNB requests the source eNB to clear its cached 
the MME mobility context. This message is sent though the original UE Context Release 
message.
• The target eNB also sends the Mobility Context Update message to the MME to update it 
with the up-to-date mobility context so that the MME could update its mobility context and 
be able to execute signalling with other network nodes for the UE.
Figure 5-3 shows the signalling exchanges flow of the X2 based handover with Serving GW 
relocation when applied with the mobility context cache mechanism. The difference with the X2 
based handover without the Serving GW relocation is that during the Handover Completion phase, 
the target eNB sends the Create Session Request message directly to the target Serving GW so that 
the target Serving GW could set up a new data bearer for the Serving GW relocation. Upon 
receiving the Create Bearer Response message from the target Serving GW, the Handover 
Completion phase is finished and the UE is able to receive and send user data through the new data 
path. Then the target eNB requests the source eNB to clear its cached the MME mobility context, 
and update the MME with the up-to-date mobility context.
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5.3.2 Mobility Context Cache Mechanism for the Proposed HIP based 
Scheme
For the proposed HIP based mobility management scheme for the 3GPP EPS, the mobility context 
cache mechanism shares the same principle that helps the eNB to directly exchange with the 
Serving GW for the routing update signalling. The proposed scheme is applicable to the micro­
mobility management scenario when the eNB has the X2 interface connecting with each other.
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During the initiation, the MME selects the Serving GW from the Serving GW pool for the UE. 
After the four- way handshake HIP base exchange, the IPSec ESP SA is established between the 
UE and the CN. The MME sends the mobility context including the Serving GW load balancing 
information, Qos index and User Location Information IE to the eNB, this will allow the eNB to 
cache the mobility context for the eNB to be able to direct select the Serving GW and set up new 
data routing path.
Figure 5-4 shows the handover signalling flow of the mobility context cache mechanism for the 
HIP micro-mobility management. During the handover preparation, when the source eNB sends the 
Handover Request message to the target eNB, the message also contains the mobility context. 
When the target eNB receives the mobility context, it installs the context. After the Handover 
Execution phase, the physical link is set up between the UE and the target eNB. For the routing 
update process, the target eNB sends the Routing Update Request message directly to the Serving 
GW without going though the MME, hence it saves the signalling exchanges during the Handover 
Completion phase and reduces the handover interruption. After the UE routing update process 
finished, the new data path is established, during the Post-Handover phase, the target eNB sends the 
mobility context release with the UE Context Release message to the source eNB to request it to 
release the cached mobility context. The target eNB also update its mobility context with the MME 
with the latest information.
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5.4 Performance Comparison
The proposed handover optimisation mechanism is simulated by the simulator developed in section 
3.4. The handover delay parameter and signalling message size assumptions are the same as Table 
3-1, Table 4-1 and Table 3-2. The additional signalling message size assumptions (based on 3GPP 
specification TS 29.272 [71], TS 29.275 [72], TS 36.413[74] and TS 36.423 [75]) which related 
with the proposed HIP based mobility management scheme is listed in Table 5-1. The performance 
comparison is based on the optimised signalling load and handover delay results with the original 
“GTP plus GTP” scheme, “GTP plus PMIP” scheme and the proposed “enhanced HIP” scheme.
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Table 5-1 Signalling Message Size Assumptions
Protocol Type Message/Element Type
Message/Element 
Size (bits)
X2AP Handover Request + Mobility Context Transfer (for EPS) 4144
S1AP Mobility Context Update Request (for EPS) 3544
S1AP Mobility Context Update Response (for EPS) 152
X2AP UE Context Release + Mobility Context Release (for EPS) 392
X2AP Handover Request + Mobility Context Transfer (for HIP) 688
S1AP Mobility Context Update Request (for HIP) 780
S1AP Mobility Context Update Response (for HIP) 480
X2AP UE Context R elease + Mobility Context Release (for HIP) 480
Figure 5-5 shows the total signalling load comparison o f the optimised handover schemes with their 
corresponding original schemes. The optimised GTP plus GTP scheme has averagely 10.4% more 
signalling load on the network side compared with original GTP plus GTP scheme. The optimised 
GTP plus PMIP scheme has averagely 11.3% more signalling load on the network side compared 
with the original GTP plus PMIP scheme. The optimised enhanced HIP scheme has averagely 0.9% 
less total network side signalling compared with the original enhanced HIP scheme. The optimised 
schemes all increased signalling load compared with the original schemes.
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Figure 5-6 shows the eNB signalling load comparison o f the optimised handover schemes with their 
corresponding original schemes. Both the optimised GTP plus GTP scheme and GTP plus PMIP 
scheme increases their signalling load by averagely 76.9% on the eNBs compared with original 
schemes, this is because the signalling modifications to the eNBs are the same for both scheme. The 
optimised enhanced HIP scheme increases the signalling load by averagely 13.8% on the eNBs 
compared with the original enhanced HIP scheme. Because o f the extra signalling exchanges for 
the mobility context transfer and the mobility context update process, the optimised handover 
schemes introduces more signalling load on the eNB nodes. However, as the total signalling load on 
each eNB is much less compared with it on the MME, this shift o f signalling load from the MME to 
the eNB increases the overall network scalability.
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Figure 5-6 Signalling Load per eNB versus UE Speed
Figure 5-7 shows the MME signalling load comparison o f the optimised handover schemes with 
their corresponding original schemes. The proposed optimisation mechanism reduces the 
involvement o f the MME during handover; the only signalling to the MME is for the mobility 
context transfer and mobility context update, which is same process for each handover schemes. 
Therefore all the optimised handover schemes have the same signalling load on the MME. Both of 
the optimised GTP plus GTP scheme and GTP plus PMIP scheme reduces the signalling load by
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averagely 10.8% on the MMEs compared with original schemes. The optimised enhanced HIP 
scheme reduces the signalling load by averagely 8.3% on the MMEs compared with the original 
enhanced HIP scheme. From the result, it shows that the proposed mechanism can significantly 
reduce the signalling load on the MMEs and increase the scalability o f the MMEs. This is an 
important improvement as the MMEs are the most heavily loaded nodes in the Core Network as 
they need to process most o f the signalling exchanges.
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Figure 5-7 Signalling Load per MME versus UE Speed
Figure 5-8 and Figure 5-9 show the Serving GW and the PDN GW signalling load comparison of 
the optimised handover schemes with their corresponding original schemes. The optimised schemes 
have the same signalling load on the Serving GW and the PDN GW, as the signalling exchanges to 
the Serving GW and the PDN GW are not changed with optimised mechanism.
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Figure 5-10 shows the average handover interruption time comparison for the original mobility 
management schemes and the optimised the schemes. The optimised GTP plus GTP scheme and the 
GTP plus PMIP scheme both reduce the handover interruption time by averagely 27.8% compared 
with original schemes. The optimised enhanced HIP scheme reduces the handover interruption time 
by averagely 30.5% compared with the original proposed enhanced HIP scheme. The results show 
the proposed handover optimisation reduces the handover interruption time and is able to improve 
the user experience during handover.
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Figure 5-10 Average Handover Interruption Time
Figure 5-11 shows the handover preparation time comparison of different mobility management 
schemes. The optimised schemes have same handover preparation time as the enhanced HIP 
scheme, as the signalling exchanges for the handover preparation are same. There is no signalling 
exchanges between the eNB and the MME, the optimised GTP plus GTP and GTP plus PMIP 
scheme reduces 45.2% of the preparation time compared with the original schemes.
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Figure 5-11 Average Handover Preparation Time
Figure 5-12 shows the average handover execution time. The different mobility management 
schemes have same handover execution time as the physical layer radio link handover process is 
same for all the schemes.
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Figure 5-12 Average Handover Execution Time
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Figure 5-13 shows the average Handover Completion time comparison of different mobility 
management schemes. The optimised GTP plus GTP and GTP plus PMIP scheme reduces the 
average handover completion time by 35.2% compared with the original schemes. The optimised 
enhanced HIP scheme reduces the average handover completion time by 39.8% compared with the 
original scheme. This cut of handover completion time is the source for reducing the handover 
interruption time.
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Figure 5-13 Average Handover Completion Time
Figure 5-14 shows the average Post-Handover procedure time comparison of different mobility 
management schemes. The optimised GTP plus GTP and the GTP plus PMIP scheme increases the 
average handover completion time by 68.5% compared with the original schemes. The optimised 
enhanced HIP scheme increases average handover completion time by 15.4% compared with the 
original scheme. Although the post-handover procedure time is significantly increased, this does 
not contribute to the handover interruption, therefore, it would not affect the user experience.
Figure 5-15 shows the breakdown of total handover signalling delay. It is illustrated like in previous 
section, that the optimised schemes shift the delay during handover completion to the post­
handover process. Therefore, the handover interruption is reduced which is important for the user 
experience of on-going application.
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5.5 Conclusions
By analysing the different phases of handover process, it is discovered that the most important 
phase which contributed to the handover interruption time is the handover completion phase. 
Shifting the signalling exchanges during the handover completion phase to either the handover 
preparation phase or the post-handover procedure phase could reduce the handover interruption. 
This research proposes the node of radio access network to cache mobility related context from the 
core network mobility management entity. Therefore, the radio access network can directly 
establish the new data path with the core network after the radio link handover executed, which 
could reduce the handover signalling exchanges during the handover completion phase. This 
handover optimisation mechanism is able to apply to both the 3GPP standardised scheme and also 
the proposed HIP based scheme. The performance evaluation carried by the OPNET based 
simulator demonstrates the improvement for each of the mobility management schemes.
From the signalling load evaluation, the optimised mechanism has seen an increase the signalling 
load by averagely 10.4% on the network side compared with original GTP plus GTP scheme, 
increase by averagely 11.3% with original GTP plus PMIP scheme and increases by averagely 
0.9% with the enhanced HIP scheme which is due to the increased signalling exchanges to the 
eNBs. The overall increase in the load on the eNBs by averagely 76.9% compared with original 
GTP plus GTP scheme and original GTP plus PMIP scheme, and averagely 13.8% with the 
enhanced HIP scheme. However, the optimised mechanism reduces the signalling load by 
averagely 10.8% on the MMEs compared with the original GTP plus GTP scheme and the GTP 
plus PMIP scheme and reduces by averagely 8.3% for the enhanced HIP scheme. The signalling 
load on the Serving GW and the PDN GW is unchanged. This shows the proposed optimisation 
scheme shift the signalling from the MMEs to the eNBs, although the signalling load on the eNBs 
is increased, but this variation is much less compared with the signalling load decrease of MMEs. 
Therefore, it increase the overall network scalability and the scalability of the MMEs.
For the evaluation of handover delay, the proposed optimisation schemes reduces the GTP plus 
GTP scheme and GTP plus PMIP scheme by 27.9% handover interruption time and 30.6% for the 
original enhanced HIP scheme. This is achieved by reducing the delay time during handover 
completion phase, 35.2% in case of the GTP plus GTP scheme and GTP plus PMIP scheme and 
39.8% in case of the enhanced HIP scheme. In addition, the optimised GTP plus GTP and GTP plus 
PMIP scheme increases the average post-handover procedure time by 68.5%, the optimised
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enhanced HIP scheme increases by 15.4% compared with the original scheme. The results showed 
the shift in the delay elements from the handover completion phase to the post-handover procedure 
phase, fulfilling the proposed idea for the optimisation to reduce the handover interruption time.
This chapter has provided the optimisation for both the 3 GPP standardised mobility management 
schemes and also the proposed enhanced HIP mobility management scheme. The handover 
interruption time is reduced for the improvement in the user experience, at the same time the 
signalling load of the MMEs is shifted to the eNBs. Frequent handover between two adjacent cells 
could result in unnecessary context update and transfer process. A special algorithm for the context 
cache and release could help to improve this special situation. This requires further investigation 
and discussed in the future work section.
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6 Analytical Modelling Framework for 
Mobility Management in Cellular 
Networks
In this chapter, following a review of the analytical modelling related works, an analytical 
modelling framework is proposed for evaluating the signalling performance of mobility 
management schemes of cellular networks. The results produced by the analytical framework are 
compared with the simulation results under the same scenarios in the previous chapters, in order to 
show the degree of accuracy.
6.1 Introduction
Mobility Management of cellular networks involves most of the entities in the network, and its 
signalling exchanges are rather complex with the interaction of different layers. Therefore, the 
evaluation of the performance of mobility management schemes is a rather complicated job. In 
previous chapters, the evaluation of the mobility management schemes in cellular networks was 
carried out by OPNET based simulator proposed in Chapter 3. The simulation is able to provide an 
accurate modelling environment to evaluate the mobility management signalling exchanges in a 
large scaled network scenario. However, analytical modelling has the benefits of utilising 
mathematic models and straightforward computer based calculation to generate the results, thus is 
able to have detail investigation on the impact of system parameters which cannot be easily carried 
by simulations.
In the literature, there are many analytical models used for the mobility management research. 
Their approach is focused on designing mobility models that are capable of modelling the user 
movement accurately. Most of the mobility models that are based on the random walk model 
[84][91] and the fluid flow model [86][87]. For the two models, fluid flow model is more suitable 
for users with high mobility, infrequent speed and direction changes. As for the pedestrian 
movements in which mobility, which generally confined to a limited geographical area such as 
residential and business building, random-walk model is more appropriate [88]. However, their
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assumptions of signalling exchange flows and parameter inputs are rather simple. As these models 
do not use the actual message size for each signalling exchange, they are not able to provide results 
accurately when evaluating a complicated cellular system such as the 3 GPP system. There are 
works [89] [90] that have fully modelled the signalling exchange flows of different layers and the 
actual message size, yet they still reply on the OPNET simulator for modelling the user mobility 
and calculating the processing time and load of network nodes. Therefore, they are not purely 
analytical modelling for the performance evaluation.
In this chapter, an analytical model framework is proposed by using fluid flow model to generate 
the crossing rate of different boundary areas, and to derive the handover rate of different level of 
handovers. The actual message sizes of each handover signalling exchange are used to calculate the 
signalling load.
The rest of this chapter is organised as follows. Section 6.2 reviews of the related work of mobility 
modelling and signalling performance evaluation of cellular networks. Section 6.3 describes the 
proposed analytical modelling framework. The comparison of analytical and simulation results is 
shown in section 6.4. Finally, section 6.5 summarises and concludes the chapter.
6.2 Background and Related Work
6.2.1 Mobility Models for Mobility Management Evaluation
Representing and modelling the movement of a UE in a cellular network is a challenging task and 
mobility models are required for this purpose. Cellular networks cover a large service area which 
consists of a number of cells. The UE is able to move freely in the service area and may trigger 
handovers when crossing the cells. In the literature, the two most commonly used models are the 
random walk model [84][91] and the fluid flow model [86][87].
The random walk model was first described mathematically by Einstein in 1926 [91]. Since many 
entities in nature move in extremely unpredictable ways, the random walk model was developed to 
mimic this erratic movement [92]. This model is simply used to represent successive steps taken 
randomly in arbitrary directions. The random walk can be defined as the path built according to the 
following rules:
• There is a starting point.
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The distance from one point in the path to the next point is constant.
The direction from one point in the path to the next is chosen at random, and no direction is 
more probable than another.
Many derivatives of the random walk model have been developed including the one-dimensional 
(1-D), two-dimensional (2-D), three-dimensional (3-D) and high-dimensional random walks. 1-D 
and 2-D model for analysing user mobility for Personal Communications Services (PCS) network is 
introduced in [84]. Furthermore, [93] [94] proposed to classify the different cell types in order to 
reduce the states of 2-D random walk model for both hexagonal and mesh configuration of cells.
Figure 6-1 shows that the cells are classified into different types in order to simplify the model. A 
cell of type (x, y)  means a cell in layer x and type y, and cells of the identical type are at the same
position in the registration area therefore they are indistinguishable in movement pattern. The 
model was further developed for analysing UMTS mobility management with different levels of 
registration areas [95], the cells of a hexagonal cell layout are clustered into several three-layer 
UTRAN registration areas and the UTRAN registration areas are grouped together into two-layered 
registration areas as shown in Figure 6-2.
Figure 6-1: The Type Classification in a 6-Subarea Cluster [93]
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ayer2 
layer 1 
layer 0
3-layer URA
2-layer RA
Figure 6-2: Three-level Layout for UMTS Network [95]
The fluid flow model is another widely used model for modelling the user mobility. Instead of 
modelling individual movement like random walk model, it models the aggregate movement 
behaviour and view the individual movement at a macroscopic level [96]. The behaviour of the 
generated traffic is similar to a fluid flowing through a pipe. As a result, the fluid flow model is 
more suitable for users with high mobility, infrequent speed, and direction changes; for pedestrian 
movements in which mobility is generally confined to a limited geographical area such as 
residential and business building, random-walk model is more appropriate [88]. The model assumes 
the followings:
• The UEs are moving at a given average constant velocity.
• Their movement direction is uniformly distributed.
• The UEs are uniformly distributed, and the density in the given area is constant.
The fluid flow model as described in [97] [98] is used to calculate the average number of the UE 
boundary area crossing rate per unit time, and is given by
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where L denotes the length of the perimeter of the boundary area, S denotes area of the boundary 
area and VaVg is the average UE velocity. It is assumed that the population distribution is uniform 
and that the direction of travel of user relative to the border is uniformly distributed on [0,2n].
6.2.2 Signalling Performance Evaluation of the Cellular Networks
In order to accurately analyse the signalling performance of cellular networks, each of the control 
plane signalling message exchange and the related message size needs to be taken into account for 
the modelling. The research works introduced in section 6.2.1 are focused on the accurate 
modelling of the user mobility pattern, however the actual size of the signalling message sizes are 
not modelled. Anja Wiedemann in his works [89] [90] proposed a modelling methodology that 
accurately modelled the control plane signalling traffic with the input of detailed signalling 
exchange flow and message sizes. In his works, each signalling load analysis case is modelled in 
the form of a Message Sequence Chart (MSC) [99][100] and forms one “System Function” (SF). 
The MSCs describing the signalling message flow use cases in UTRAN are taken from standards 
documents [100]. Each signalling message is annotated with a number tuple consisting of a 
complexity class factor and the message length specified in bytes. The complexity class factor is 
related to the message processing operation. The messages of an SF are exchanged between 
stateless “Functional Entities” (FEs). Those FEs are architecture subentities that reside inside the 
foreseen network elements. FEs can be relevant protocol entities or entities that contain specific 
network functionality. Figure 6-3 from [89] shows an abstract allocation of FEs to network 
elements in which FEs with similar functionality are denoted with a prime. Figure 6-4 from [89] 
depicts a short annotated MSC sequence in which the FEs exchange signalling messages.
Node 1 Node 2
Node 3
FEi
FES'
FEi FES'
FEB
Figure 6-3 Abstract Allocation of FEs to Network Elements [89]
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ifting time in queue
Response
service time of 
" processor of FE3(E2E delay)
42)
FE2 FE3FEI
Figure 6-4 Short Annotated MSC Sequence [89]
All the information of signalling message exchange and message size is needed to put into the 
Microsoft Excel documents in specific MSC table form. Those tables can automatically be 
transformed into an OPNET importable format for the event-driven system simulation model. The 
OPNET modeller is used to produce the handover and calling rate, and with the Excel table input to 
generate the signalling performance results. Therefore, this methodology is still OPNET modeller 
based which is not a purely analytical solution.
6.3 Proposed Analytical Modelling Framework
The proposed analytical modelling framework for mobility management scheme evaluation in 
cellular networks is presented in this section. The framework consists of following elements: user 
mobility is modelled by using the fluid flow model to derive the crossing rate when crossing the 
cell boundary areas. Then the handover rate for the hierarchical mobility architecture and proposed 
distributed architecture is derived. The signalling load for the handover process is then determined 
by the handover rate and signalling cost for one handover process. The signalling cost for one 
handover process is calculated by mapping the message sizes of corresponding signalling exchange 
flow which gives an accurate value of signalling load. This result is more accurate than other 
analytical modelling work which uses the relative cost set assumptions.
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6.3.1 Modelling the User Movement Rate
The two most commonly used mobility models are introduced in the previous section. For the 
mobility of the 3GPP EPS, high performance mobile data is possible at speeds of up to 350 km/h, 
or even up to 500 km/h, depending on the frequency band used [101]. Therefore, the fluid flow 
model is chosen as it is more suitable for modelling high speed mobility. A cell area is defined as 
the smallest boundary area for triggering the handover events when user is crossing over. In order 
to model the user mobility, the rate for crossing the cell area is modelled. From (6.2) the user 
movement rate XceU for crossing the cell area can be given by:
(6-2)
where:
SCeii is the area of one cell area,
Lceii is the length of the perimeter of the cell area, 
vavg is the average user speed.
The cell area is assumed to be hexagonal cell structure. Therefore, given the radius of the cell area 
Rceii, the area and perimeter can be derived by:
Lean — 6Rcen (6.3)
Scell = ~~~KeU (6-4)
Hence the user movement rate for crossing the cell area can be given by:
i6 s)
6.3.2 Modelling the Handover Rate
There are mainly two kinds of mobility management architectures, the hierarchical mobility 
management architecture and distributed mobility management architecture. In order to compare
with the simulation model in chapter 3, 4 and 5 for the accuracy comparison, the 3GPP EPS is
modelled as an example of the hierarchical mobility management architecture, and the proposed 
HIP base mobility management architecture is modelled as an example of the distributed mobility 
management architecture. The analytical model follows the same network structure and consists the
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same amount o f network nodes defined in the simulator, which includes a total o f 63 UEs, 63 eNB 
Cells, 9 Serving GWs, 3 MMEs, 1 PDN GW.
6.3.2.1 Modelling the Hierarchical Mobility Management Architecture
The 3GPP EPS architecture follows a hierarchical structure for the mobility management. 
Following the same network structure o f simulation, I PDN GW controls 3 MMEs, 1 MME 
controls 3 Serving GWs and 1 Serving GW controls 7 eNBs. The architecture is modelled by the 
hexagonal cell structure, which is shown in Figure 6-5. The hexagonal cell indicates the eNB area. 
The adjacent 7 eNBs controlled by the same Serving GW are indicated by the same border line 
colour; the adjacent 3 Serving GWs controlled by the same MME are indicated by the same fill 
colour. Therefore, the Serving GW area is the area o f the adjacent 7 eNB areas with the same 
border line colour; the MME area is the adjacent 3 Serving GW areas with the same fill colour. The 
UE movement rate across the eNB areas is modelled by (6.5), and when the UE moves across the 
eNB areas it may trigger 3 level o f handovers. The probability o f crossing o f each level o f handover 
needs to be determined, in order to determine the handover rate for each level o f handover. In order 
to simplify the calculation, the cells are classified into different types, and the cells with the same 
probability to trigger each level o f handovers are classified into the same type, e.g. cell (1,1).
Figure 6-5 Type Classification of the 3GPP EPS Architecture
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A UE in an arbitrary eNB area assumed to have the equal probability to cross the boundary to its 
adjacent 6 cells, therefore the probability is 1/6 to any o f the adjacent cell. Figure 6-6 shows an 
example of an arbitrary cell (1,1) and its 6 adjacent cells. The cell (1,1) has the equal probability of 
1/6 cross to any o f the 6 adjacent cell. The crossing to a cell with same border colour (e.g. cell (0,0), 
(1,0) and (1,3) with same fill colour) triggers the handover o f level X2 based handover without 
Serving GW relocation; the crossing to a cell with different border colour but same fill colour (e.g. 
cell (1,0) and (1,2)) triggers the handover of level X2 based handover with Serving GW relocation; 
and the crossing to a cell with different border colour and fill colour (e.g. cell (1,3) with different 
fill colour) triggers the handover o f level SI based handover with MME and Serving GW 
relocation.
0,0
Figure 6-6 Example of an arbitrary cell and its adjacent 6 cells
Therefore the overall probability for cell (1,1) to trigger the different handover levels is given by 
(6.6):
/ W 1’ ')
,  i _  i ,3 x — — —, x — 1 
6 2
2 x — -  —,x  = 2 
6 3
i 1 _ 11 x — — —, x — 3 
6 6
(6.6)
where:
p (x)(m,n) is the handover probability from cell (m,n) to trigger handover o f level x, where x is in 
range from 1 to 3 :
x= l indicates the X2 based handover without Serving GW relocation,
x=2 indicates X2 based handover with Serving GW relocation,
x=3 indicates SI based handover with MME and Serving GW relocation.
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The overall handover probability of each level of handovers p (X) when the UE across the network is 
given by:
= 1
P(x) ~ '
E Em=0 n=0 N („,„yP(,M<n')
N mal
E Em=0n=0
N Ma,
E Em=0 n=0 N („,„yPo)(m’n)
N,o„,
, x - 2
= 3
where:
N(mi„) is the total number of the type cell (m,n), 
Ntotai is the total number of cell in the network.
(6.7)
Therefore, the overall handover rate of each level of handovers r(x) can be given by:
1 3
Y  m=0 M=0 
cell ’ N,
= 1
total
X m=0 n=0
cell'
1 3
total
E E  N (*,„yP(Am’n)
Y  m=0 w=0 cell ’
,x  = 2
total
(6.8)
6.3.2.2 Modelling the Distributed Mobility Management Architecture
For modelling the distributed mobility management architecture of proposed HIP based mobility 
management architecture, it follows the same network structure of simulation, 1 PDN GW controls 
3 MMEs, 1 MME controls a pool of 3 Serving GWs and the 3 Serving GWs in the same pool area 
controls 21 eNBs. The architecture is modelled by the hexagonal cell structure, which is shown in 
Figure 6-7. The eNBs under the same Serving GW pool area is indicated by the same fill colour.
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The UE will trigger the macro-mobility handover when moving across the Serving GW pool areas 
in the network, and trigger the micro-mobility handover when across the eNB area in the same 
Serving GW pool.
X
Figure 6-7 Type Classification of Proposed Distributed Architecture
In the same way used in previous section, the cells o f the proposed distribute architecture can be 
classified into 4 different types, shown in Figure 6-7. The overall handover rate o f each level o f 
handovers r(x) in proposed distributed architecture can be given by:
1 3
Y  m=0 n=0 
A  ce ll • N.to ta l
Y  w =0 tt= 0  
A  ce ll ’ N,
,x = 1
,x = 2
to ta l
where:
x is in range from 1 to 2,
x=\ indicates the micro-mobility management handover, 
jc=2 indicates the macro-mobility management handover.
(6.9)
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6.3.3 Determination of the Signalling Load
From the handover rates derived from previous sections, the signalling load for each level of 
handover can be determined by:
Ç x) =  r{xyc{x) (6.10)
where:
C(X) is the signalling load for the handover level x (x is in range of handover levels), 
r(X) is the handover rate for handover level x,
C(X) is the signalling cost for executing one handover process for handover x.
Therefore, the total handover signalling of user moving across the defined network scenario is 
derived as:
3
(6.11)
x=\
c(x) is calculated by the summation of all the message sizes of the corresponding signalling of the 
handover process. For the result of normalised signalling load of each type of network node, the 
total signalling load on the node need to divide the total number of that type of network node. The 
message sizes are the same as defined within the simulation. Taking the example of the signalling 
exchange flow of X2 based Handover without Serving GW Relocation shown in Table 3-2, a table 
of the signalling exchange sequence with the corresponding message size is generated in Table 6-1: 
Table 6-1 Handover cost of X2 based Handover without Serving GW Relocation
FROM TO PROCEDURE
M essage Size-including 
IPv6/UDP/SCTP headers (bit)
UE Source eNB Measurement Report 120
Source eNB Target eNB Handover Request 1648
Target eNB Source eNB Handover Request ACK 1488
Source eNB Target eNB SN Status Transfer 1072
UE Target eNB RRC Conn. Reconf. Complete 232
Target eNB MME Path Switch Request 2080
MME SGW Modify Bearer Request 5352
SGW MME Modify Bearer Response 4312
MME Target eNB Path Switch Request ACK 1136
Target eNB Source eNB UE Context Release 936
SUM
Total signalling cost to eNBs CeNB(i) 6632
Total signalling cost to Serving GW Csgw(1) 5352
Total signalling cost to MME Cmme(1) 6392
Total network side signalling cost Ct(1) 18376
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6.4 Analytical and Simulation Results Comparison
In this section, the proposed analytical modelling framework is compared with the OPNET based 
simulator developed in section 3.4 to evaluate its accuracy. The comparison is based on the same 
network scenarios that produced the simulation results in previous chapters. The parameter 
assumptions are also the same as those defined in the simulation. Firstly, the comparison is to 
evaluate the accuracy for modelling the 3GPP specific EPS architecture with the original “GTP plus 
GTP” scheme and “GTP plus PMIP” scheme. Secondly, the comparison is to evaluate the proposed 
distributed mobility management architecture, with the proposed “enhanced HIP” and the mobility 
context cache optimised “enhanced HIP” scheme.
6.4.1 Comparison under the Hierarchical Mobility Management 
Architecture
The signalling load comparison results under the 3GPP EPS mobility management architecture are 
shown in this section. It can be observed from the figure below the analytical results match closely 
with the simulation results as shown in Figure 6-8, Figure 6-9, Figure 6-10, Figure 6-11 and Figure 
6-12. This demonstrates the accuracy of our proposed analytical modelling framework under the 
3GPP EPS mobility management architecture. The detailed error rates of analytical results against 
the simulation results are given in the Table 6-2, Table 6-3, Table 6-4, Table 6-5 and Table 6-6. The 
analytical results of the eNB are most accurate when compared with the results of other nodes. The 
reason may be due to the eNBs are involved with all 3 levels of handovers, while other nodes 
involved differently with different levels of handover; therefore, the error difference is little 
between the analytical model and simulation.
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Figure 6-8 Comparison of Total Network Side Signalling Load versus UE Speed 
Table 6-2 Comparison of Simulation and Analytical Results for the Total Network Side
Signalling Load
UE Speed 
at 70km/h
UE Speed  
at 140km/h
UE Speed 
at 210km/h
UE Speed 
at 280km/h
UE Speed 
at 350 km/h
Total
Network
Side
Signalling
Load
(bps)
GTP+GTP
Scheme
Simulation
Results 92.99 189.53 286.16 378.59 474.48
Analytical
Results 92.78 185.56 278.33 371.11 463.89
Error -0.22% -2.10% -2.74% -1,98% -2.23%
GTP+PMIP
Scheme
Simulation
Results 85.94 175.02 264.04 350,14 438.34
Analytical
Results 85.81 171,6186 257.43 343.24 429.05
Error -0,15% -1.94% -2.51% -1.97% -2.12%
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Figure 6-9 Comparison of Signalling Load per eNB versus UE Speed
Table 6-3 Comparison of Simulation and Analytical Results for the eNB Signalling Load
UE Speed 
at 70 km/h
UE Speed at 
140 km/h
UE Speed 
at
210km/h
UE Speed 
at 280km/h
UE Speed 
at 350km/h
Total eNB 
Signalling 
Load 
(bps)
GTP+GTP
Scheme
Simulation
Results 0,30 0.61 0.91 1,22 1.52
Analytical
Results 0.30 0.61 0.91 122 1.52
Error 0,00% -0.07% -0.08% -0.08% -0.07%
GTP+PMIP
Scheme
Simulation
Results 0 30 0.61 0.91 1.22 1.52
Analytical
Results 0 30 0.61 0.91 1.22 1.52
Error 0,00% -0.07% -0.08% -0.08% -0.07%
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Figure 6-10 Comparison of Signalling Load per MME versus UE Speed
Table 6-4 Comparison of Simulation and Analytical Results for the MME Signalling Load
UE Speed 
at 70 km/h
UE Speed 
at 140km/h
UE Speed 
at
210km/h
UE Speed  
at 280km/h
UE Speed 
at 350km/h
Total
MME
Signalling
Load
(bps)
GTP+GTP
Schem e
Simulation
Results 13.28 27.29 41.26 54.74 68.47
Analytical
Results 13.26 26.53 39.79 53.05 66.32
Error -0.11% -2.80% -3.55% -3.08% -3.14%
GTP+PMIP
Scheme
Simulation
Results 13.28 27.29 41.26 54.74 68.47
Analytical
Results 13.26 26.53 39.79 53.05 66.32
Error -0.11% -2.80% -3.55% -3.08% -3.14%
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Figure 6-11 Comparison of Signalling Load per Serving GW versus UE Speed 
Table 6-5 Comparison of Simulation and Analytical Results for the Serving GW Signalling
Load
UE Speed  
at 70km/h
UE Speed 
at 140km/h
UE Speed 
at
210km/h
UE Speed 
at 280km/h
UE Speed 
at 350km/h
Total
Serving
GW
Signalling
Load
(bps)
GTP+GTP
Scheme
Simulation
Results 3.04 6.18 9.33 12.32 15.46
Analytical
Results 3.03 6.06 9.08 12.11 15.14
Error -0.32% -2.01% -2.68% -1.64% -2.05%
GTP+PMIP
Scheme
Simulation
Results 2.70 5.48 8.26 10.93 13.70
Analytical
Results 2 69 5.38 8.07 10.76 13.45
Error -0.21% -1.76% -2.31% -1.59% -1,85%
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Figure 6-12 Comparison of Signalling Load per PDN GW versus UE Speed
Table 6-6 Comparison of Simulation and Analytical Results for the PDN GW Signalling Load
UE Speed 
at 70km/h
UE Speed  
at 140km/h
UE Speed  
at
210km/h
UE Speed 
at 280km/h
UE Speed 
at 350km/h
Total PDN 
GW
Signalling
Load
(bps)
GTP+GTP
Scheme
Simulation
Results 6.63 13.65 20.81 26.77 34.01
Analytical
Results 6.56 13.11 19.67 26.23 32.78
Error -1.15% -3.94% -5.49% -2.03% -3.61%
GTP+PMIP
Scheme
Simulation
Results 2.67 5.49 8.37 10.76 13.68
Analytical
Results 2.64 5.27 7.91 10.55 13.18
Error -1.15% -3.94% -5.49% -2.03% -3.61%
6.4.2 Comparison under the Distributed Mobility Management 
Architecture
The signalling load comparison results under the proposed distributed mobility management 
architecture are shown in this section. As observed from the figure below, the analytical results 
closely match with the simulation results as shown in Figure 6-13, Figure 6-14, Figure 6-15, Figure 
6-16 and Figure 6-17. This demonstrates the accuracy o f our proposed analytical modelling
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framework under the proposed distributed mobility management architecture. The following tables 
(Table 6-7, Table 6-8, Table 6-9, Table 6-10 and Table 6-11) show the detailed error rates o f 
analytical results against the simulation results. The analytical results o f the PDN GW are most 
inaccurate compared with the results o f other nodes. The reason may be due to that the PDN are 
mainly involved with the macro-mobility handover, whereas other types o f network nodes involves 
both micro-mobility and macro-mobility handovers. The proposed analytical modelling framework 
has better accuracy for the modelling o f the micro-mobility management than the macro-mobility 
management.
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Figure 6-13 Comparison of Total Network Side Signalling Load versus UE Speed
Table 6-7 Comparison of Simulation and Analytical Results for the Total Network Side
Signalling Load
UE Speed 
at 70km/h
UE Speed 
at 140km/h
UE Speed  
at
210km/h
UE Speed 
at 280km/h
UE Speed 
at 350km/h
Total
Network
Side
Signalling
Load
enhanced
HIP
Scheme
Simulation
Results 65.56 135.43 204.77 272.68 340.31
Analytical
Results 65.57 131.15 196.72 262.30 327.87
Error 0,02% -3.16% -3.93% -3.81% -3.66%
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(bps) Optimised
HIP
Simulation
Results 66.27 136.82 206.84 275.44 343.77
Scheme Analytical
Results 66.28 132.57 198.85 265.14 331.42
Error 0.02% -3.11% -3.86% -3.74% -3.59%
2.50E+00
enhanced HIP - s im u la tion
optim ised  HIP - s im u la tion
2.00E+00 —
• - enhanced HIP - ana ly tic
- - ■ A  - - optim ised  HIP - a na ly tic
1.50E+00
1.00E+00
5.00E-01
0.00E+00
70 140 2100 280 350 420
UE Sp eed  (km /h)
Figure 6-14 Comparison of Signalling Load per eNB versus UE Speed
Table 6-8 Comparison of Simulation and Analytical Results for the eNB Signalling Load
UE Speed 
at 70km/h
UE Speed  
at 140km/h
UE Speed  
at
210km/h
UE Speed 
at 280km/h
UE Speed  
at 350km/h
Total eNB 
Signalling 
Load 
(bps)
enhanced
HIP
Scheme
Simulation
Results 0.36 0.72 1.08 1.44 1.80
Analytical
Results 0.36 0.71 1.07 1.43 1.78
Error 0.01% -1.11% -1.38% -1.34% -1.28%
Optimised
HIP
Scheme
Simulation
Results 0.41 0.82 1.23 1.64 2.05
Analytical
Results 0.41 0.81 1.22 1.63 2.03
Error 0.00% -0.70% -0.87% -0.84% -0.81%
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Table 6-9 Comparison of Simulation and Analytical Results for the MME Signalling Load
UE Speed 
at 70km/h
UE Speed 
at 140km/h
UE Speed  
at
210km/h
UE Speed  
at 280km/h
UE Speed  
at 350km/h
Total
MME
Signalling
Load
(bps)
enhanced
HIP
Schem e
Simulation
Results 8.97 18.72 28.36 37.76 47.10
Analytical
Results 8 9 7 17.95 26.92 35.89 44.86
Error 0.02% -4.12% -5.10% -4.94% -4.75%
Optimised
HIP
Scheme
Simulation
Results 8.15 17.12 25.98 34.58 43.12
Analytical
Results 8 16 16.31 24.47 32.62 40.78
Error 0.03% -4.71% -5.83% -5.65% -5.43%
113
Chapter 6. Analytical Modelling Framework fo r  Mobility Management in Cellular Networks
.OOE+OO
enhanced HIP - simulation
7.00E+00 -- ■4— optimised HIP - simulation
- - - x  - enhanced HIP - analytic
6.00E+00 --
■ - -A- optimised HIP - analytic
5.00E+00
4.00E+00Q .-Q
3.00E+00
2.00E+00
co
1.00E+00
0.00E+00
1400 70 210 280 350 420
UE Speed (km/h)
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Table 6-10 Comparison of Simulation and Analytical Results for the Serving GW Signalling
Load
UE Speed 
at 70km/h
UE Speed  
at 140km/h
UE Speed  
at
210km/h
UE Speed  
at 280km/h
UE Speed 
at 350km/h
Total
Serving
GW
Signalling
Load
(bps)
enhanced
HIP
Scheme
Simulation
Results 1.29 2.69 4.08 5.43 6.77
Analytical
Results 1.29 2.59 3.88 5.17 6.46
Error 0.02% -3.95% -4.90% -4.74% -4.56%
Optimised
HIP
Scheme
Simulation
Results 1.29 2.69 4.08 5.43 6.77
Analytical
Results 1.29 2.59 3.88 5.17 6.46
Error 0.02% -3.95% -4.90% -4.74% -4.56%
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Table 6-11 Comparison of Simulation and Analytical Results for the PDN GW Signalling
Load
UE Speed 
at 70km/h
UE Speed 
at 140km/h
UE Speed 
at
210km/h
UE Speed 
at 280km/h
UE Speed 
at 350km/h
Total PDN 
GW
Signalling
Load
(bps)
enhanced
HIP
Schem e
Simulation
Results 2.76 5.82 8.85 11.78 14.69
Analytical
Results 2.76 5.51 8 27 11 03 13.78
Error 0.03% -5.33% -6.59% -6.39% -6.14%
Optimised
HIP
Scheme
Simulation
Results 2.76 5.82 8 85 11.78 14.69
Analytical
Results 2.76 5.51 8.27 11.03 13.78
Error 0.03% -5.33% -6.59% -6.39% -6.14%
6.5 Chapter Summary and Conclusions
In the previous chapters of this thesis, the signalling performance evaluation is carried out by 
OPNET based simulator designed for this research. The OPNET based simulator simulates the
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signalling exchanges between each network nodes at packet level; therefore it is able to provide 
detailed results for evaluation.
There have been quite a large number of research developments that have been carried out with 
regards to analytical modelling of user mobility. However, these models are more focused on the 
user movement modelling and not use detailed assumptions for the different signalling message 
sizes during the signalling exchanges. For the mobility management performance evaluation of the 
cellular networks, the message size of different signalling exchanges between two network nodes 
varies widely; therefore it is important to model the system with the actual signalling message size 
for each signalling exchange.
In this chapter, an analytical modelling framework for mobility management signalling evaluation 
is proposed. The modelling framework takes account of both user movement modelling and actual 
signalling message size of each signalling exchange. The crossing rate for the smallest boundary 
area is first derived with the fluid flow mobility model. Then both the hierarchical mobility 
management architecture and the distributed mobility architecture are modelled with the hexagonal 
cell structure. Under the two kinds of mobility management architectures, the probabilities of a UE 
to arbitrarily triggering the different levels of handover are derived. Finally, the signalling load is 
determined by the crossing rate of each level of handover and its corresponded total signalling 
message size of one handover. Both signalling load of the total network side nodes and signalling 
load of each type of network nodes is able to be calculated.
In order to determine the accuracy of the analytical modelling framework, the analytical results and 
the simulation results are compared under the same network scenario. The comparison shows that 
the results of the proposed analytical modelling framework are with maximum of 7% error rate 
compared with the simulation results. Therefore, the proposed analytical modelling framework is 
able to almost accurately model the signalling load performance. Due to the accuracy, this proposed 
analytical modelling framework can be very useful for the design and evaluation aspects of 
mobility management research of cellular networks.
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1 Conclusions and Future Work
This final chapter highlights the work presented in this thesis, draws conclusions and lists a few 
directions for possible future research into the problem of improving the performance of mobility 
management in All-IP cellular networks.
7.1 Conclusions
In the context of this work four main research contributions have been proposed related to mobility 
management in All-IP cellular networks, namely: an OPNET based simulator is developed for 
evaluating the handover signalling performance of mobility management protocols in IP based 
cellular networks, a HIP based mobility management architecture and protocols are proposed for 
both micro-mobility management and macro-mobility management in All-IP cellular networks, a 
context cache based handover optimisation is proposed for reducing the handover interruption time 
and an analytical modelling framework is proposed for handover signalling load performance with 
reasonable accuracy compared with the simulation results.
This research started with design of an OPNET based simulator for studying the mobility 
management protocols of IP based cellular networks. The simulator has used to evaluate the 3GPP 
standardised GTP plus GTP and GTP plus PMIP mobility management schemes in order to study 
the insight of their signalling performance. The evaluation results showed the GTP plus Proxy MIP 
scheme has less signalling overhead than the GTP plus GTP scheme. However the GTP plus Proxy 
MIP mobility management schemes follows the GTP based hierarchical architecture, it does not 
show any advantage for the handover delay. Therefore, adapting to a purely IP based mobility 
management protocol, with reduced handover signalling load and handover delay, for the IP based 
cellular networks has been the next focus of this research.
To achieve the goal, this research proposes a distributed HIP mobility management architecture 
based on the characteristic of flexible interface of Cellular networks. The proposal adapts HIP as 
the IP based mobility management protocol, as HIP is the new generation mobility management 
protocol which supports not only security but also network multi-homing and peer-to-peer features. 
Directly adapting the HIP for the mobility management of cellular networks could result in high 
signalling load and handover delay because of the extensive update processes involved in HIP.
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Therefore, a micro-mobility management scheme for HIP is proposed by enabling UE routing 
update process between the eNB and the Serving GW. The simulation results showed the proposed 
enhanced HIP scheme has averagely 28.4% less total signalling load on the network side than the 
GTP plus GTP scheme and averagely 22.5% less than the GTP plus PMIP scheme. It also showed 
that the enhanced HIP scheme reduces the signalling load on the MME, the Serving GW and the 
PDN GW nodes. This means that the scalability of the nodes in the core network can be increased. 
The evaluation results on handover interruption time showed that the enhanced HIP scheme reduces 
the handover interruption time by at least averagely 15.1% compared with the 3 GPP standardised 
schemes. Therefore, the proposed enhanced HIP mobility management scheme is able to utilise the 
3 GPP EPS SI-flex interface architecture to support the distributed network with the integrated 
mobility, security and multi-homing provisioning; and it is able to increase the network scalability 
by reducing the handover signalling load of MME and Serving GW nodes and improve the user 
experience during handover by reducing the handover interruption time.
Further research has been carried out for optimising the handover performance. By analysing the 
different phases of the handover process, it has been observed that the most contributing phase to 
the handover interruption time is the handover completion phase. Thus, this research proposed a 
mechanism for the eNB to directly establish a new data path with the Serving GW after the 
execution of radio link handover, such that the handover completion time can be reduced. This 
handover optimisation mechanism can be applied to both the 3 GPP standardised schemes and the 
proposed enhanced HIP scheme. Performance evaluation shows that the proposed optimisation 
scheme reduces the handover interruption time as well as the signalling load of MMEs.
All the signalling performance evaluation has been initially carried out by the specially developed 
modules in OPNET simulator. This research also proposed an analytical modelling framework for 
the handover signalling analysis. It models the user mobility based on fluid flow model and maps 
the signalling cost at each level of handover to calculate the handover signalling load results. The 
evaluation shows that the signalling load analytical results match with the simulation results with 
maximum 7% deviation. This shows that the proposed analytical framework can be used to predict 
the mobility management related signalling load with reasonable accuracy. Thus this proposed 
analytical modelling framework can be useful in many design and deployment aspects of mobility 
management related research of the cellular networks, when considering its simplicity and 
prediction accuracy.
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7.2 Future Work
The work carried out in this thesis for investigating and improving the mobility management of All- 
IP cellular network is by no means a complete and conclusive work on the subject. There are still a 
few open problems for future research. Some of the directions in which the present work could be 
extended are listed as follows:
• The proposed enhanced HIP based mobility management scheme is only evaluated for the 
intra-access mobility in 3GPP EPS. As a purely IP based mobility management scheme, it 
is applicable to the mobility of interworking with other IP based wireless radio access 
networks, and therefore the detailed performance of this solution is still worth for further 
investigation. Moreover, with the special characteristic of inter-access mobility, the 
proposed handover scheme may need further optimisation.
• Recently, peer-to-peer communications in the IP wireless networks have begun to develop. 
The research of sensor network integration to the 3GPP EPS has also been initialised. 
However, in current mobile system, the user data bearers need to establish between the UE 
and the core network gateway node. If the two UEs could establish the data link directly 
with each other in the E-UTRAN, this will result in reduction of unnecessary network 
resource consumption in the core network. The peer-to-peer overlay network with 
Distributed Hash Table (DHT) [102] could be integrated with the proposed distributed HIP 
architecture to support the peer-to-peer mobility.
• The mobility context cache mechanism can be improved by the special context 
cache/release algorithm. There is a special scenario when a UE frequently handover 
between the two adjacent eNBs. With the current mechanism, the two eNBs need to repeat 
to transfer the mobility context between each other. However, as the mobility context is 
unchanged and if the eNB could cache the context for a certain length of time, there is no 
need for the two eNB to repeat the context transfer process in this scenario. A special 
algorithm could reduce the signalling for the context transfer process.
• This research is only limited to the handover management aspects of mobility management, 
and performance of the HIP based scheme with the location management mechanism for
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cellular networks has not been investigated. With the distributed HIP mobility management 
architecture, the location management in cellular network could be adapted with a 
distributed mechanism. The management of the location update in the network node pool 
area is an interesting topic in which a dynamic location update algorithm may be 
developed.
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Appendix A 3 GPP EPS Simulator
This appendix provides an overview o f the features o f the 3GPP EPS Simulator based on the 
OPNET vl4.5 simulation tool. The model implements the 3GPP EPS network architecture 
including the main mobility management related functionalities, as well as the associated signalling 
procedures and protocols.
A.1 General Model Description
The 3GPP EPS simulator models a set o f mobility management scenarios in 3GPP EPS system, 
based on different mobility management protocols. The 3GPP EPS architecture components 
simulated by the simulator are shown in Figure A -l, which consists o f User Equipment (UE), 
evolved NodeB (eNB), Mobility Management Entity (MME), Serving Gateway (Serving GW), 
Package Date Network Gateway (PDN GW) and Home Subscriber Server (HSS). More details 
about the functionalities o f these entities can be found in Chapter 2. The simulator also modelled 
the interfaces used to interconnect these entities, which includes LTE-Uu, X2, Sl-A P, S l-U , S5, 
S 11 and S6a.
LTE-Uu
X2
S1-IeNB
E-UTRAN
UE
MME
HSS
eNB
PDN
G atew ay
Serving
G ateway
E v o lv ed  P a ck e t C ore
S11
S6a
S5
Figure A-l 3GPP EPS architecture components simulated by the simulator
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A.2 Model FEATURES and LIMITATIONS 
A.2.1 Model Features
The 3 GPP EPS simulator is built to model the handover related control plane signalling in order to 
evaluate the handover signalling performance. The following table summarizes the main features 
include in the implementation of simulator.
Table A-l Model Features
Features Description
X2-based Inter eNB handover without Model the level of handover when the UE
Serving GW relocation and without MME moves from one eNB to another eNB
relocation. belonging to the same Serving GW and
MME.
X2-based Inter eNB handover with Serving Model the level of handover when the UE
GW relocation and without MME relocation, moves from one eNB to another eNB
belonging to a different Serving GW but the 
same MME.
SI-based Inter eNB handover. Model the level of handover when the UE
moves from one eNB to another eNB
belonging to a different Serving GW and 
different MME.
GTP plus GTP and GTP plus Proxy MIP Model the GTP plus GTP scheme on S5
based mobility management schemes. interface, and model the GTP plus Proxy
Mobile IP scheme on the S5 interface.
Support of TCP/IP stack. IP/TCP/UDP layer is implemented for
control plane signalling protocols.
A.2.2 Model Limitations
The following EPS features are not explicitly modelled:
• Physical layer of radio interface is not modelled. We use delay assumptions for the 
modelling.
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• All the core network protocols are modelled with the functions related with mobility 
management signalling procedures. The detailed user plane set-up functions are not 
modelled; therefore the user plane is not modelled.
• The EPS attach and detach procedures are not modelled, which follows the original 
assumption in OPNET UMTS model, as it is assumed the UE is attached and ready for 
location update when UE is in LTE IDLE state. The EPS bearer activation and 
deactivation is not modelled as the simulator only models the handover signalling when UE 
in LTE CONNECT state.
• Because OPNET doesn’t support SCTP protocol; the UDP protocol is used in stead.
A.2.3 Protocol Stacks Implementation
The following two figures show the protocol stacks implemented in the simulator. The protocols 
shown with light green background meaning they are the original models in OPENT, the protocols 
shown in the light yellow background meaning they are created by the author in the simulator. 
Because currently OPNET doesn’t have SCTP model, the UDP is used instead o f SCTP to transfer 
SI AP and X2-AP signalling protocols.
S1-AP
UDP*/IP
L2
L1
eNB
NAS
S1-AP GTP-C
UDP*/IPUDP/IP
L2 L2
L1 L1
MME
GTP-C GTP-C
UDP/IP UDP/IP
L2 L2
L1 L1 '
Serving GW PDN GW
X2-AP X2-AP
UDP*/IP UDP*/IP
L2 L2
L1 L1
GTP-C GTP-C
UDP/IP UDP/IP
L2 L2
L1 L1
Diameter Diameter
TCP/IP TCP/IP
L2 L2
L1 L1
eNB eNB MME MME MME HSS
Figure A-2 Control Plane for GTP plus GTP Mobility Management Scheme (based on TS
24.401)
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NAS
S1-AP S1-AP GTP-C GTP-C PMIPvG PMIPv6
UDP*/IP UDP*/IP UDP/IP IP IP IP
L2 L2 L2 L2 L2 L2
L1 L1 L1 L1 L1 L1
eNB MME Serving GW PDN GW
Diameter Diameter
TCP/IP TCP/IP
L2 L2
L1 L1
GTP-C GTP-C
UDP/IP UDP/IP
L2 L2
L1 L1
X2-AP X2-AP
UDP*/IP UDP*/IP
L2 L2
L1 L1
eNB eNB MME MME MME MME
Figure A 3 Control Plane for GTP plus PMIP Mobility Management Scheme (based on TS
24.402)
A.2.4 Node Models
The following are the node models created in the simulator.
Table A-2 Node Models
Network Node Node Model Description
UE Lte2_wkstn_adv.nd.m UE with full OSI protocol stack. It 
supports signalling towards eNB and 
layer I measurement function for 
triggering the handover.
eNB Lte2_mc_atm2 eth8_a 
dv.nd.m
LTE eNB with signalling interface to 
MME and Serving GW. Remote interrupt 
to communicate with UE.
Lte3 mc_atm2 ethS a 
dv.nd.m
Version 3 supports the context transfer 
signalling.
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MME Lte2_mme_ethemet32_
atm slipadv.nd.m
MME with the support of mobility 
management related functionalities.
Lte3_mme_ethemet32_ 
a tm slip ad v l .nd.m
Version 3 supports the context transfer 
signalling.
Serving
Gateway
Lte2_sgw_ethemetl 6_a 
tm slip adv.nd.m
Serving GW with mobility management 
related functionalities.
Lte3_sgw_ethemetl 6_a 
tm slipadv.nd.m
Version 3 supports the context transfer 
signalling.
PDN Gateway Lte2_pgw_atm8_ethern
et8_slip8_adv.nd.m
PDN GW supports mobility management 
related functionalities.
Lte3_pgw_atm8_ethem
et8_slip8_adv
Version 3 supports the context transfer 
signalling.
HSS Lte2_hss_eth32_adv.nd
.m
HSS supports the Diameter functions 
related with LTE location update process.
Mobility
configuration
lte2_random_mobility_
config.nd.m
Logical node to set up the random 
mobility model.
Results
calculation
lte2_results_calcuation.
nd.m
Logical node to calculate the final 
handover results.
Internet ip32_cloud.nd.m Reuse with no modification.
Wireless
profiles
gna_profile_config_adv
.nd.m
Reuse with no modification.
Wireless
applications
gnaattribdefineradv.
nd.m
Reuse with no modification.
Mobility
domain
mobilitydomain Logical node to set up the mobility 
domain area.
A.3 Model Interfaces
The following tables describe topics needed to interface with the nodes within the 3GPP EPS 
simulator.
The 3GPP EPS model uses the following packet formats and the descriptions for each packet 
format are provided in the table below.
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Packet Formats
Table A-3 Packet Formats
Description
lte_x2_ap.pk.m all the packets transferred by Sl-AP and X2-
AP protocol
lte_gtp.pk.m all the packet transfer by GTP protocol
lte_pmip.pk.m all the Proxy Mobile IP protocol related
packets
lte_diameter.pk.m all the Diameter protocol related packets
The 3GPP EPS simulator uses the following Interface Control Information (ICI) formats and the
descriptions for ICI are provided in the table below.
Table A-4 ICI Formats
ICI Description
lte2 control iei.ie.m Contains modelling information for
signalling packets.
A.4 Model Attributes
The attributes used to configure each node are listed in the below tables.
Table A-5 UE Attributes
Attributes Configuration
UMTS.ltestate The initial LTE state
Mobility Profile Name Default Random Waypoint (related with the
setting of Mobility Configuration node)
UMTS.UE serving SGSN ID set to the attached Serving GW ID (11)
Table A-6 eNB Attributes
Attributes Configuration
UMTS RNC Parameters. RNC ID Set to a unique ID (first number is the
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Serving GW number, second number is the 
cell number, e.g. 23)
Table A-7 MME Attributes
Attributes Configuration
UMTS Parameters.SGSN ID Unique MME ID (1,2,3)
UMTS Parameters.Serving GGSN ID PDN GW ID (0)
diameter.Local Port TCP port number for communicating with
Diameter (3588)
diameter.Remote Port TCP port number for communicating with
Diameter (3588, 3589, 3590)
Table A-8 Serving GW Attributes
Attributes Configuration
UMTS Parameters.SGSN ID Unique MME ID (10,11,12,13,etc), the first
number all sets 1, the second number 
indicates the different Serving GW
UMTS Parameters.Serving GGSN ID PDN GW ID (0)
Table A-9 PDN GW Attributes
Attributes Configuration
UMTS Parameters.GGSN ID Unique PDN GW ID (0)
Table A-10 Mobility Configuration Attributes
Attributes Configuration
Mobility modelling status Enabled
Random Mobility Profiles. Default Random wdomainl 
Wayont. Mobility domain name
Speed unifbrm int (14,14), will be reset by
simulation attributes 
Pause Time constant (0)
Start Time constant (300)
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Stop Time End of simulation
Table A l l  Simulation Attributes
Attributes Configuration
Duration simulation duration
LTE_MM_SCHEME (Global attribute) choose from different mobility management
schemes: GTP or Proxy MIP 
UE speed (m/s) (Global attribute) configurable to any value with default
setting: 5m/s( 17km/h), 14m/s(50km/h), 
33m/s(120km/h), 97m/s(350km/h)
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