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DIVISORS ON GRAPHS, ORIENTATIONS, SYZYGIES,
AND SYSTEM RELIABILITY
FATEMEH MOHAMMADI
Abstract. We study various ideals arising in the theory of system reliability. We use
ideas from the theory of divisors, orientations and matroids on graphs to describe the
minimal polyhedral cellular resolutions of these ideals. In each case we give an explicit
combinatorial description of the minimal generating set for each higher syzygy module
in terms of the acyclic orientations of the graph, the reduced divisors and the bounded
regions of the graphic hyperplane arrangement. The resolutions of all these ideals are
closely related, and their Betti numbers are independent of the characteristic of the base
field. We apply these results to compute the reliability of their associated systems.
1. Introduction
This work is concerned with the development of new connections between the theory
of oriented matroids, the theory of divisors on graphs, and the theory of system reliabil-
ity. Inspired by the work of Naiman-Wynn [NW92] and Giglio-Wynn [GW04] connecting
system reliability to Hilbert functions of their associated ideals, we study reliability of
networks through the lens of algebraic statistics and geometric combinatorics. Our main
contribution is to apply the syzygy tool from computational algebra to distinguish the
(non-cancelling) terms in the reliability formula for various systems. This gives a more
clear insight into the structure of each such system.
The starting point of this paper is to study the following network flow reliability prob-
lem. Let G = (V,E) be a graph. Assume that the vertices are reliable but each edge may
fail (with the probability 1− pe). A popular game in system reliability theory is to com-
pute the probability of the union of certain events under various restrictions. The classical
method to compute the system reliability is to apply the inclusion-exclusion principle of
probability theory which is computationally expensive. On the other hand, the system re-
liability formula is equal to the numerator of Hilbert series of a certain ideal associated to
the network. The special networks have been studied in [GW04], and the general case was
stated as an open problem. We recommend [Doh03, Sec. 6] and the survey articles [AB84]
by Agrawal-Barlow, and [JMM88] by Johnson-Malek for an overview of the subject.
1.1. Source-to-terminal (ST) system. In this setting we denote the system by (G, s, t)
when we fix two vertices of graph s (source) and t (target), and we study the probability
that there exists at least one (oriented) path from s to t. The network fails to communicate
s and t whenever there is a set of failing (removed) edges such that there is no path
connecting s and t using only the remaining edges. Such a set of edges is called a cut in
this context. On the contrary, a path is a set of working edges that connect s and t. We
say that the network is working whenever there is a path of working edges between s and
t. In the algebraic approach we associate a variable xe to each edge e of G. We consider
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the polynomial ring R = k[xe : e ∈ E] over a field k. To a set of edges we associate the
product of their corresponding variables. The ideal generated by the monomials associated
to the minimal paths (respectively minimal cuts) between s and t is called a path ideal
Ps,t (respectively the cut ideal Cs,t). The evaluation of the numerator of the Hilbert series
of either the cut ideal or the path ideal of G using the probabilities of failure or function
of each edge, gives us the ST reliability of the network.
1.1.1. Polyhedral cellular free resolutions. Let I ⊂ R be an ideal generated by monomials
I = 〈m1,m2, . . . ,mℓ〉. A graded free resolution of I is an exact sequence of the form
F : 0→ · · · → Fi
ϕi
−→ Fi−1 → · · · → F0
ϕ0
−→ I → 0
where all Fi’s are free R-modules and all differential maps ϕi’s are graded. The resolution
is called minimal free resolution (MFR) if ϕi+1(Fi+1) ⊆ mFi for all i ≥ 0, where m = 〈xe :
e ∈ E〉. The i-th Betti number βi(I) of I is the rank of Fi. The i-th graded Betti number
in degree j ∈ Zm, denoted by βi,j(I), is the rank of the degree j part of Fi. These integers
encode very subtle numerical information about the ideal (e.g. its Hilbert series). For a
system ideal I, we express the numerator of its multigraded Hilbert function as
1−
d∑
i=1
(−1)i+1(
∑
j∈Nn
βi,jx
j) = 1−RI(x) ,
and we call the polynomial RI(x) the reliability polynomial of its corresponding system.
The evaluation of the reliability polynomial in pe’s gives us the probability that the system
works and its evaluation in 1− pe’s gives us the probability that the system fails.
One natural way to describe a resolution of an ideal is through the construction of a
polyhedral complex whose faces are labeled by monomials in such a way that the chain
complex determining its cellular homology realizes a graded free resolution of the ideal.
The study of cellular resolutions was initiated by Bayer-Sturmfels in [BS98].
Theorem 1.1. The reliability polynomial of the ST system (G, s, t) can be read from a
subcompelx of its associated graphic hyperplane arrangement. There is a bijection between
the set of faces of this complex and the set of partial acyclic orientations of (G, s, t).
Example 1.2. Consider the double bridge network [Doh03, Exam 6.2.1] in Figure 1(a).
The set of cuts between s and t is {1258, 24568, 2346, 123, 1478, 678, 3567, 13457}. Then
Cs,t = 〈x1x2x3, x2x3x4x6, x6x7x8, x1x2x5x8, x1x4x7x8, x3x5x6x7, x2x4x5x6x8, x1x3x4x5x7〉.
The Betti table of Cs,t is depicted in Figure 1(b) where its (i, j)-entry is simply βi,i+j . The
inclusion-exclusion expression of the reliability formula contains 28 − 1 = 255 terms (with
only 43 non-cancelling terms). By Theorem 4.1 these non-cancelling terms are correspond-
ing to
∑
βi(Cs,t) = 43 partial acyclic orientations of G. The polyhedral complex D
s,t
G in
Figure 2 supports the minimal free resolution of Cs,t. Its four facets are corresponding to
the acyclic orientations of G (depicted in Figure 1(c)). Thus for pe = p we have
RCs,t(p) = (2p
3 + 4p4 + 2p5)− (4p5 + 13p6) + 14p7 − 4p8.
1.2. Source-to-multiple-terminal (SMT) system. Another well-known example in
the theory of system reliability is the SMT system. The set-up is similar to ST config-
uration. We fix a pointed graph (G, s) with the edge set E(G), and the oriented edge
set E(G). We study the probability that there exists at least one (oriented) path from
s to every other vertex of G. We let R = k[x] be the polynomial ring in the variables
{xe : e ∈ E(G)} and S = k[y] be the polynomial ring in the variables {ye : e ∈ E(G)}.
The ideal corresponding to the SMT system is the spanning tree ideal of G. For each
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Figure 1. (a) The double bridge network (b) The Betti table of Cs,t
(c) The acyclic orientations corersponding to the last Betti number of Cs,t
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Figure 2. The polyhedral cell complex Ds,tG resolving the MFR of Cs,t
spanning tree T of G, let OT denote the orientation of T with a unique source at s (i.e.
the orientation obtained by orienting all paths away from s), see Figure 5. Any spanning
tree T of G gives rise to two monomials yT =
∏
e∈O(T ) ye and x
T =
∏
e∈E(T ) xe. We define
the oriented spanning tree ideal TsG and the spanning tree ideal TG as
T
s
G = {y
T : T is a spanning tree of G〉 and TG = 〈x
T : T is a spanning tree of G〉.
The reliability polynomial of the SMT system for a (directed) graph is defined as
RTq
G
(x) = −
d∑
i=1
(−1)i+1(
∑
j∈Nn
βi,jx
j) .
If G is an undirected graph and pe = p for all edges, then the reliability formula of the
SMT system can be expressed in terms of the Tutte polynomial 1 T (x, y) of G by
RTG(p) = (1− p)
|E(G)|−|V (G)|+1p|V (G)|−1T (1,
1
1− p
) .
1.2.1. Divisors on graphs. Let (G, s) be a finite pointed graph, and Div(G) be the free
abelian group generated by V (G). An element of Div(G) is a formal sum of vertices with
integer coefficients and is called a divisor on G. We denote byM(G) the group of integer-
valued functions on V (G). The Laplacian operator ∆ : M(G) → Div(G) is defined by
∆(f) =
∑
v∈V (G)
∑
{v,w}∈E(G)
(f(v)− f(w))(v).
1 The Tutte polynomial is defined by T (x, y) =
∑
A⊆E(x− 1)
k(A)−k(E(G))(y − 1)k(A)+|A|−|V (G)|, where
k(A) is the number of connected components of the subgraph on A.
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The group of principal divisors is defined as the image of the Laplacian operator and is
denoted by Prin(G). There is an equivalence relation on the set of divisors. Two divisors
D1 and D2 are called linearly equivalent if:
(1.1) D1 ∼ D2 ⇔ there exists a function f with D2 = D1 −∆(f)
The set of equivalence classes forms a finitely generated abelian group which is called the
Picard group of G. If G is connected, then the finite (torsion) part of the Picard group has
cardinality equal to the number of spanning trees of G. We recommend the recent survey
article [LP10] for a short overview of the subject.
A divisor D is called s-reduced if (i) D(v) ≥ 0 for all v ∈ V (G)\{s} (ii) for every
non-empty subset A ⊆ V (G)\{s}, there exists v ∈ A such that D(v) < |E(A, {v})|, where
E(A, {v}) contains the edges directed from a vertex in A toward v.
The s-reduced divisors play an important role in divisor theory, because each divisor
has a unique equivalent divisor among s-reduced divisors (see, e.g., [Dha90, BS13]).
Theorem 1.3. There is a bijection between non-cancelling terms in the reliability poly-
nomial of the SMT system (G, s), the set of multigraded Betti numbers of its spanning
tree ideal, the set of oriented k-spanning trees, and s-reduced divisors of degree k− 1 with
D(s) = −1.
2. Partial orientations and divisors on graphs
In this section we provide a short overview of the state-of-the-art on acyclic orientations.
From now on we fix a graph G and we let n = |V (G)|. Let E(G) denote the set of oriented
edges of G; for each edge in E(G) there are two edges e and e¯ in E(G). So we have
|E(G)| = 2m. An element e of E(G) is called an oriented edge, and e¯ is called the inverse
edge. We have a map sending an oriented edge e to its head (or its terminal vertex) e+ and
its tail (or its initial vertex) e−. Note that e¯+ = e− and e¯− = e+. An orientation of G is a
choice of subset O ⊂ E(G) such that E(G) is the disjoint union of O and O¯ = {e¯ : e ∈ O}.
An orientation is called acyclic if it contains no directed cycle. A partial orientation of
G is a choice of subset P ⊂ E(G) that is strictly contained in an orientation O of G. A
partial orientation is called acyclic if the induced orientation on the graph obtained by
contracting all its components is acyclic.
Let O be an orientation of G. A vertex s is called a source for O if s = e− for every
e ∈ O which is incident to s. Let P be a partial orientation of G, and let H be the
associated connected component containing the vertex s. Then H is called a source for
P, if H corresponds to a source in the graph obtained by contracting all components of
P. We define DP to be the divisor associated to P with DP (v) = indegP(v) − 1, where
indegP (v) denotes the number of oriented edges directed to v in P.
Given disjoint nonempty subsets A,B of V (G) we define
E(A,B) = {e ∈ E(G) : e+ ∈ A, e− ∈ B}.
To the ordered pair (A,B) we assign the effective divisor D(A,B) =
∑
v∈A |E({v}, B)|(v).
For a nonempty subset A of V (G), E(A,Ac) is called a cut of G, and any proper subset
C of E(A,Ac) is called a partial cut of G. A cut C = E(A,Ac) is called connected if
G[A] and G[Ac] are connected. For each cut C = E(A,Ac) of G, we define its inverse as
C¯ = {e¯ : e ∈ C}. The result of applying a cut-inverse operation on a partial orientation
P and the cut E(A,Ac), is the partial orientation P ′ which only inverses the edges of
E(A,Ac), but preserves the other edges of P unchanged. Thus the only difference between
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P and P ′ is on the edges of E(A,Ac). In other words, P ′ = E(Ac, A) ∪ (P\E(A,Ac)).
Similarly one can define the inverse of a cycle in a partial orientation P. The operation
inverting a cut in P is called a cut reversal, and the operation inverting a cycle is called
a cycle reversal (see [Gio07] for more details).
Definition 2.1. Two partial orientations P and P ′ are called equivalent in cut-cycle
reversal system if there exists a sequence P = P1,P2, . . . ,Pk = P
′ of orientations such
that for each i, Pi+1 is obtained from Pi by inverting a cut or a cycle in Pi (see Figure 3).
Figure 3. P1,P2,P2,P3: where P2 is obtained by a cut-inverse from P1
and P3 by a cycle-inverse from P2.
The following special partial orientations of G arise naturally in our setting.
Remark 2.2. It is easy to find two partial orientations having identical associated divisors.
For example, let e ∈ P and e′ 6∈ P with e+ = e
′
+. Then for P
′ = {e′} ∪ P\{e} we have
that DP = DP ′ . Moreover, P
′ ∩E(Ac, A) ( P ∩E(Ac, A) for any A, with e′−, e
′
+ ∈ A
c and
e− ∈ A. We write P ∼1 P
′ if there is a sequence of moves, taking P to P ′ by exchanging
pair of edges in each step, as explained. So we slightly modify Definition 2.1 as follows:
P ∼ P ′ ⇔ there exists a sequence P = P1,P2, . . . ,Pk = P
′, where(2.1)
for each i, Pi+1 is a partial orientation such that Pi+1 ∼1 Pi, or it is obtained from Pi by
inverting a cut, or a cycle.
Example 2.3. LetG be the following graph on the vertices v1, v2, . . . , v5. We fixA = {v4}.
We start from P, and in each step, we substitute the red edge e with the blue edge directed
to e+, to obtain a new orientation. Then, as we see, their associated divisors coincide, and
|P1 ∩ E(A
c, A)| = 2, |P2 ∩ E(A
c, A)| = 1 and |P3 ∩ E(A
c, A)| = 0.
v1
v2 v3
v4 v5
Figure 4. P,P1,P2, and P3
This example motivates the following definition.
Definition 2.4. Fix a subset A ⊂ V (G) and the orientation P of G. The set of all partial
orientations P ′ of G with DP ′ = DP , will be denoted by S(P). Let (A,P) denote the
ordering on the elements of S(P), given by reverse inclusion:
P ′′  P ′ ⇐⇒ P ′ ∩ E(Ac, A) ( P ′′ ∩ E(Ac, A) .
We would like to find such partial orientations P ′, when P ′ ∩ E(Ac, A) has the smallest
possible size, and among them, we consider those with the maximum number of oriented
edges from Ac to A. We fix, once and for all, a total ordering extending (A,P). By a slight
abuse of notation, A will be used to denote this total ordering extension. In particular
≺A will denote the associated strict total order. We denote the maximal element of S(P)
(with respect to ≺A) with PA.
5
Lemma 2.5. Fix a subset A ⊂ V (G) and a partial orientation P of G. Then there exist a
cut C and a partial orientation P ′ such that C ⊂ P ′ and P ′ ∼1 PA. If |E(A
c, A)∩PA| > 0,
then we can choose C with |E(Ac, A) ∩ C| > 0.
Proof. We consider two different cases:
(i) |E(Ac, A) ∩ PA| > 0: Assume that e
′ ∈ E(Ac, A). Then consider the set
C = {e′−} ∪ {e+ : e+ ∈ A
c and there is a path e′ = e1, e2, . . . , e in PA} ,
and let C = E(C,Cc). It is clear that |E(Cc, C)| = 0, since otherwise the vertex e+
corresponding to e ∈ E(Cc, C) would be in C, as well. By contrary assume that C (
E(C,Cc), say e ∈ E(C,Cc)\PA. Consider the path e1, e2, . . . , ek with (ek)+ = e+. Then
the partial orientation P ′ = {e} ∪ (PA\{ek}) belongs to S(PA). By continuing the same
procedure, we keep moving an unoriented edge closer to e1 so that we can unorient the
edge e1 and add another oriented edge in G[C
c]. This way the associated divisor will not be
changed, however for the new orientation P ′ we have P ′∩E(Ac, A) = (PA∩E(A
c, A))\{e1},
a contradiction (to the choice of PA).
(ii) |E(Ac, A) ∩ PA| = 0: First, note that each edge between A and A
c, either is undi-
rected, or it is directed from Ac to A. If E(A,Ac) ⊂ PA, then E(A,A
c) is already a cut.
Otherwise, there is an unoriented edge between A and Ac. We may use this edge, and
apply the same argument as proof of (i) (by moving this undirected edge inside a set, and
adding a directed edge to PA) to get a contradiction as in (i). 
Here we show that two equivalence classes (2.1) and (1.1) are intimately related.
Proposition 2.6. P ∼ P ′ ⇔ DP ∼ DP ′ .
Proof. Let P be a partial orientation. Exchanging a pair of edges as Remark 2.2, and
also inverting a cycle in P, keep the associated divisor unchanged. On the other hand, by
inverting a cut in P we obtain an orientation whose associated divisor is linearly equivalent
to DP as in (1.1). Thus P ∼ P
′ implies that DP ∼ DP ′ .
Now assume that DP ∼ DP ′ . Then by (1.1) there exists (an integer valued) function
f with DP ′ = DP − ∆(f). The proof is by induction on | supp(f)|. First assume that
DP ′ = DP . Then we show that one can obtain P
′ from P, only by performing cycle-
inverse, and exchanging pair of oriented edges as Remark 2.2. The proof is by reverse
induction on |P ∩ P ′|. Assume that e ∈ P\P ′. Since indegP(e+) = indegP ′(e+), there
exists an edge e′ ∈ P ′\P with e′+ = e+. Now we consider two cases, and in each case we
find a third orientation P ′′ such that P ∩ P ′ is a proper subset of P ∩ P ′′ and P ′ ∩ P ′′.
Therefore, the result follows by induction hypothesis.
Case 1. e¯ 6∈ P ′ or e¯′ 6∈ P: If e¯ 6∈ P ′, then we let P ′′ be the orientation obtained from
P by replacing e with e′ as Remark 2.2. If e¯′ 6∈ P, then we perform the similar operation
(replacing e′ with e) on P ′.
Case 2. e¯ ∈ P ′ and e¯′ ∈ P: Since indegP ′(e
′
−) = indegP(e
′
−), there is e1 ∈ P
′\P with
(e1)+ = e
′
− such that either e1 is undirected in P, or its inverse is in P. In the first case,
we are in Case(1). Otherwise, by continuing the same argument, we keep moving along a
path e¯, e′, e1, . . . in P
′ and along its inverse in P which will be terminated at some point.
So this way, we can create an oriented cycle. Now inverting this cycle in P we obtain P ′′
which is either equal to P ′, or it has more intersection with both P and P ′, as desired.
Now assume that | supp(f)| > 0 and let A = supp(f). By Definition 2.4 we may assume
that P = PA. Note that DP = DPA . If |E(A
c, A) ∩ P| > 0, by Lemma 2.5 there exists a
cut C = E(C,Cc) ⊂ P with |E(Ac, A) ∩ C| > 0. This implies that at least |E(Ac, A) ∩ C|
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edges are directed from A to C, and for each e in E(Ac, A)∩ C, the indegree of e+ in P
′ is
greater than its indegree in P. Therefore DP ′(e+) is greater than DP(e+), a contradiction.
Thus we have |E(Ac, A) ∩ P| = 0. If E(A,Ac) ⊂ P, i.e. E(A,Ac) is a cut, then we can
inverse this cut to obtain P ′′. By applying the induction assumption on the support of the
function taking DP ′′ to DP , we conclude that P
′′ is equivalent to P and to P ′, as desired.
Otherwise, applying Lemma 2.5 we obtain a cut C′ ⊂ P, and we process the cut-inverse
corresponding to C′ in order to use the induction hypothesis. 
Remark 2.7. Note that an acyclic partial orientation can not be equivalent to an orientation
without any source. If O does not have any source, then any vertex belongs to a directed
cycle. On the other hand, even if we can find a cut E(A,Ac) ⊆ O to perform a cut-inverse,
the vertices of A and Ac still belong to a cycle in the obtained orientation.
3. Graphic matroid ideals
Here, we quickly recall some basic notions from matroid theory. Our main goal is to fix
our notation. A secondary goal is to keep the paper self-contained. Most of the material
here is well-known and we refer to [GZ83, NPS02, MS13] for proofs and more details. An
important feature that we want to emphasize is the relation between the ideals associated
to an undirected network, their corresponding oriented versions, and their Alexander duals.
3.1. Oriented matroid ideals. An oriented hyperplane arrangement is a real hyperplane
arrangement along with a choice of a positive side for each hyperplane. Equivalently, one
may fix a set of linear forms vanishing on hyperplanes to fix the orientation. For each
(oriented) hyperplane arrangement {H1, . . . ,Hm} with hyperplanes Hj = {v ∈ R
n−1 :
hj(v) = cj} living in R
n−1, one can consider a central hyperplane arrangement A =
{H1, . . . ,Hm,Hg} in R
n = Rn−1 × R such that
Hj = {(v, w) ∈ R
n−1 × R : hj(v) = cjw} and Hg = {(v, w) ∈ R
n−1 × R : w = 0}.
Now if we restrict ourselves to the positive side of Hg, more precisely, consider the restric-
tion of A to the hyperplane {(v, w) ∈ Rn−1 × R : w = 1} we obtain an affine hyperplane
arrangement. Let R = k[x] be the polynomial ring in m variables {xi : Hi ∈ A} and
S = k[x,y] be the polynomial ring in 2m variables {xi, yi : Hi ∈ A}. For any (affine)
oriented hyperplane arrangement one can define (see [NPS02]) the associated oriented
matroid ideal: let {hj} be m nonzero linear forms defining the hyperplane arrangement
A with hyperplanes Hj = {v ∈ R
n−1 : hj(v) = cj} in R
n−1. The oriented matroid ideal
associated to A is the ideal in 2m variables of the form:
O = 〈m(v) : v ∈ Rn−1〉 ⊂ K[x,y] ,
where for each v ∈ Rn−1
m(v) =
∏
hi(v)>ci
xi
∏
hi(v)<ci
yi ,
the multiplication being over all i = 1, . . . ,m. Note that any two points in the rela-
tive interior of a cell will give rise to the same monomial. Moreover, the hyperplanes
H1, . . . ,Hm,Hg partition R
n−1 into relatively open convex polyhedra called the cells of
the corresponding arrangement. The cells of dimension zero are called vertices. A cell is
called a bounded cell if it is bounded as a subset of Rn−1, and we denote BA for the set
consisting of all bounded cells of A which is a regular CW-complex (see e.g., [NPS02]).
There is a canonical surjective k-algebra homomorphism φ : S→ R defined by sending
xi and yi to xi for all i. The kernel of this map is precisely the ideal generated by
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{x1 − y1, . . . , xm − ym}, which we denote by a. The induced isomorphism φ¯ : S/a
∼
−→ R is
the algebraic indegree map, and it relates the ideals O to the ideal
O¯ = 〈m¯(v) =
∏
hi(v)6=ci
xi : v ∈ R
n−1〉 ⊂ R .
Before stating our next result, we recall that for a squarefree monomial ideal I =
〈xa1 , . . . ,xar 〉 ⊂ k[x] its Alexander dual is defined by I∨ = ma1 ∩ · · · ∩ mar , where xa =∏
i∈a xi and m
a = 〈zi : i ∈ a〉 for each vector a ∈ N
n.
Proposition 3.1. Let V be the set consisting of the vertices of the bounded complex BA,
and for v ∈ V, let P¯v = 〈xi : hi(v) 6= ci〉. Then the minimal prime decomposition of the
Alexander dual of the ideal O¯ is O¯∨ =
⋂
v∈V P¯v.
Proof. First note that from the Alexander duality definition, the minimal prime decom-
position of O∨ is O∨ =
⋂
v∈V Pv, where Pv = 〈xi : hi(v) > ci〉+ 〈yj : hj(v) < cj〉. Also
note that for any i and O∨i = O
∨⊗S/(x1− y1, . . . , xi− yi), the minimal primes of O
∨
i are
obtained from the minimal primes of O∨ by specializing the variable yℓ to xℓ for all ℓ ≤ i.
Let P¯v denote the ideal obtained from Pv by identifying the variables xℓ and yℓ for each
ℓ ≤ i. It is easy to see that O∨i ⊆
⋂
P¯v.
Assume that m is a monomial in
⋂
P¯v. We want to show that m ∈ O
∨
i . Let xℓ ∈
supp(m) and m = xℓm
′ for some m′. Thus xℓyℓm
′ ∈ Pv , and so xℓm
′ or yℓm
′ belongs
to Pv, since each prime ideal contains at most one of the variables xℓ or yℓ. However for
each v the images of the both monomials xℓm
′ and yℓm
′ in P¯v are equal to m. Therefore
m ∈ O∨i . If xℓ 6∈ supp(m), then m ∈ P¯v shows that m ∈ Pv. This implies that m
belongs to
⋂
Pv and so to O
∨. Thus after identifying xℓ and yℓ we obtain again m (since
xℓ, yℓ 6∈ supp(m)) which belongs to O
∨
i . 
Remark 3.2. (i) The rings S/O andR/O¯ are Cohen-Macaulay. Moreover, the multigraded
Betti numbers of O and O¯ coincide (see [MS13, Thm. 10.3]).
(ii) By [ER98, Thm. 3] the minimal free resolutions of the ideals O∨ and O¯∨ are linear.
Proposition 3.3. (i) The set {x1− y1, . . . , xm− ym} forms a regular sequence for S/O
∨.
(ii) The Z-graded (and multigraded) Betti numbers of O∨ and O¯∨ coincide.
Proof. (i) By contrary assume that x1 − y1 is a zerodivisor element modulo O
∨. Then
there exists v such that x1 − y1, and so x1, y1 belongs to Pv which is a contradiction,
since at most one of the variables x1, y1 belongs to Pv. Now we show that x2 − y2 is
nonzerodivisor modulo O∨1 = O
∨ ⊗ S/(x1 − y1). Note that by Proposition 3.1 the prime
components of O∨1 are obtained by identification x1 = y1 in prime components O
∨. If
x2 − y2 is a zerodivisor element modulo O
∨
1 , then there exists v such that x2, y2 belong
to P¯v. Thus x2, y2 belong to a prime component of O
∨
1 , and so to Pv. This contradicts
by the fact that each prime component of O∨ contains at most one of the variables x2 or
y2. Then continuing the same argument, we show that xi− yi is a nonzerodivisor modulo
O∨i−1 = O
∨ ⊗ S/(x1 − y1, . . . , xi−1 − yi−1) for all i.
(ii) The result follows by [Eis05, Lem. 3.15] (see also [BH93, Prop. 1.1.5]). 
3.2. Graphic hyperplane arrangements. We fix a pointed graph (G, s) on the ver-
tex set [n] with the edge set E(G). Following [GZ83], we define the graphic hyperplane
arrangement as follows. This arrangement lives in the Euclidean space C0(G,R), i.e.
the vector space of all real-valued functions on V (G) endowed with the bilinear form
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〈f1, f2〉 =
∑
v∈V (G) f1(v)f2(v). Let C
1(G,R) be the vector space of all real-valued func-
tions on E(G), and let ∂∗ : C0(G,R) → C1(G,R) denote the usual coboundary map. For
each edge e ∈ E(G) let He ⊂ C
0(G,R) denote the hyperplane
He = {f ∈ C
0(G,R) : (∂∗f)(e) = 0} .
Consider the arrangement H′G = {He : e ∈ E(G)} in C
0(G,R). Since G is connected, we
know
⋂
e∈E(G)He is the 1-dimensional space of constant functions on V (G), which is the
same as the kernel of d. We define the graphic arrangement corresponding to G, denoted
by HG, to be the restriction of H
′
G to the hyperplane
(3.1) (Ker(d))⊥ = {f ∈ C0(G,R) :
∑
v∈V (G)
f(v) = 0} .
There is a one-to-one correspondence between acyclic orientations of G and the regions
of HG (see, e.g., [GZ83, Lem. 7.1 and Lem. 7.2]). In particular, the connected cuts of G are
corresponding to the lowest dimensional regions of HG. Given any function f ∈ C
0(G,R)
one can label each vertex v with the real number f(v). In this way we obtain an acyclic
partial orientation of G by directing v toward u if f(u) < f(v). Recall this means we have
an acyclic orientation on the graph G/f obtained by contracting all unoriented edges (i.e.
all edges {u, v} with f(u) = f(v)). We are mainly interested in acyclic orientations of G
with a unique source at s ∈ V (G). For this purpose, we define
Hs = {f ∈ C
0(G,R) : f(s) = −1} .
The restriction of the arrangement HG to Hs will be denoted by H
s
G. We denote the
bounded complex (i.e. the polyhedral complex consisting of bounded cells) of HsG by B
s
G.
By (3.1), the restriction of HG to Hs coincides with the restriction of HG to
(Hs)
′ = {f ∈ C0(G,R) :
∑
v 6=q
f(v) = 1} .
The regions of BsG are corresponding to acyclic orientations with a unique source at s (see
e.g., [GZ83, Theorem 7.3]). Fixing an orientation O of the graph G will fix the linear forms
(df)(e) = f(e+)−f(e−) for e ∈ O and gives an orientation to the hyperplane arrangement
HsG. The oriented matroid ideal associated to this oriented hyperplane arrangement H
s
G
is denoted by CsG
2 and is called the graphic oriented matroid ideal associated to (G, s).
As an example we refer to [MS13, Figure 11] which is the bounded complex associated to
the graph depicted in Figure 5.
3.2.1. Toppling ideals. Let k[z] be the polynomial ring in the n variables {zv : v ∈ V (G)}.
Any effective divisor D =
∑
v∈V (G)D(v) with D(v) ≥ 0 for all v ∈ V (G), gives rise to a
monomial zD =
∏
v∈V (G) z
D(v)
v . Associated to every graph G there is a canonical ideal
IG = 〈z
D1 − zD2 : D1 ∼ D2 both effective divisors〉
which encodes the linear equivalences of divisors on G defined by Dhar [Dha90] (see also
[CRS02]). Once we fix a vertex s of G as a source, we denote MsG for the initial ideal of
IG with respect to the reverse lexicographic ordering induced by the total ordering on the
variables compatible with the distances of vertices from s.
2We use the notation CsG in order to be coherent with the notation used in §4, however in [NPS02] it
is denoted by OM, where M is the associated graphic matroid. We let C
s
G, CG, T
s
G and TG, respectively,
denote the ideals OHs
G
, O¯Hs
G
, O∨Hs
G
and O¯∨Hs
G
from §3.1.
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Remark 3.4. The polyhedral cell complex BsG supports a minimal graded free resolution
for CsG, CG and M
s
G. The interested reader is referred to [NPS02, MS13] for more details.
4. Minimal free resolutions of system ideals
We now study the ideals associated to the systems introduced in §1.1 and §1.2 in details.
4.1. Cut ideal Cs,t. Here we precisely state the results in Theorem 1.1. We recall that
given a polyhedral complex and a subset U of its vertices, its induced subcomplex on U ,
is the set of all its faces whose vertices belong to U . We will show that the minimal free
resolution of Cs,t is encoded in a subcomplex of the polyhedral subcomplex B
s
G from §3.2.
Let Ss,t = {C1, . . . , Cℓ} be the set containing all connected cuts Ci = E(Ai, A
c
i ) of G,
with t ∈ Ai and s ∈ A
c
i . For each i, let ci denote the vertex of B
s
G corresponding to the
cut Ci. We denote D
s,t
G for the induced subcomplex of B
s
G on the vertices c1, . . . , cℓ. By a
slight abuse of notation, ci will be used to denote its corresponding N
n-vector, where the
r-th entry corresponding to the vertex vr, is |{e ∈ Ci : e+ = vr}|. In order to have D
s,t
G as
a polyhedral complex supporting the minimal free resolution of the ideal
COs,t = 〈y
Ci =
∏
e∈Ci
ye : Ci ∈ Ss,t〉,
we label the vertices of Ds,tG by assigning the monomial y
Ci as the label of the vertex ci.
Theorem 4.1. The labeled polyhedral cell complex Ds,tG gives a Z
2m-graded minimal free
resolution for the ideals COs,t and Cs,t. In particular, the βd(C
O
s,t) counts the d-dimensional
bounded regions of Ds,tG for all d.
Proof. We first show that Ds,tG supports the minimal free resolution of C
O
s,t. By [MS05,
Prop. 4.5] we only need to check that (Ds,tG )≤δ is acyclic for any δ ∈ N
n, and the monomial
labels of each pair of the cells F1 ( F2 are different. The latter is clear because the
labeling of the cells are corresponding to the partitions of G, see e.g., [GZ83, p.112].
We follow the strategy of the proof of Lemma 6.4 in [DS14]. Assume that c1, . . . , cℓ
are the vertices of (Ds,tG )≤δ, and C1, . . . , Cℓ are their corresponding cuts. Since the ideal
COs,t and the labels of the cells are all squarefree, we can assume that δ is squarefree as
well. Let J1 = V (G)\{e+ : e ∈ C1 ∪ · · · ∪ Cℓ}. Note that s ∈ J1, since s is a source. Let
J2 ⊂ V (G)\J1 be the connected component of G[V (G)\J1] containing s. Now consider the
subset L = V (G)\J2 and let p be the n-vector
1
|L|ǫL, where ǫL is 1 in entries corresponding
to the vertices in L, and 0 in other entries. We claim that p is the star point of (Ds,tG )≤δ.
Note that c1, . . . , cℓ are the vertices of B
s
G, and the graph obtained by contracting the
vertices corresponding to p will have a unique source. Assume that p belongs to some cell
labeled by the monomial ap of S. Note that since J2 ⊂ A
c
i for each Ci = E(Ai, A
c
i ), we
have t 6∈ J2. Thus p belongs to D
s,t
G .
We now show that ap ⊂ δ. It is clear that supp(ci) ⊆ L for all i, since one of the
endpoints of each edge in the cut has positive indegree. Now consider ℓ ∈ L with ai > 0.
Thus there exists an edge e ∈ C1∪· · ·∪Cℓ, and a path from s to e+ not having intersection
with any other vertex in V (C1∪· · ·∪Cℓ). Thus e− belongs to V (C1∪· · ·∪Cℓ) and so δi ≥ 1.
Let r be a point in (Ds,tG )≤δ. If ri > rj for some edge {i, j}, then i ∈ L and so
pi =
1
|L| ≥ pj. Thus no hyperplane He (strictly) separates r and p. Therefore the line
segment (p, r) connecting p and r, sits inside some cell R of BsG. Now we have to show
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that any interior point of (p, r) is also in (Ds,tG )≤δ. The support of the monomial associated
to R is a subset of δ in BsG, and so in D
s,t
G . By [MS13, Lem. 6.2] the graph obtained by
contracting the vertices corresponding to any interior point of (p, r) has a unique source,
and so the region R containing (p, r) belongs to Ds,tG .
Note that the set {ye − ye¯ : e, e¯ ∈ E(G)} forms a regular sequence for S/C
O
s,t. Then
by [MS13, Thm. A.11] (see also [Eis05, Lem. 3.15]) relabelling the vertices of the complex
Ds,tG with monomials x
Ci (instead of yCi corresponding to cuts Ci), gives us a polyhedral
complex supporting the minimal free resolution of Cs,t. We extend the labeling to all faces
by the least common multiple rule. 
4.2. Spanning tree ideals TG and T
s
G. Here we present the SMT reliability formula
as stated in Theorem 1.3. However, the results are written in the algebraic language of
ideals, the proofs are based on graph theoretical arguments. We derive the implicit repre-
sentation of the higher syzygy modules of these ideals in terms of the acyclic orientations
of graph which also extends the results in [SP78], where Satyanarayana and Prabhakar
have presented a topological formula for the SMT reliability formula by giving a combi-
natorial recipe to read the (non-cancelling) terms. We remark that the ideals associated
to spanning trees arise in different contexts, see e.g. [NPS02, MS13, KMS15].
The following special class of acyclic partial orientations of G arises naturally in our
setting, where g denotes the genus of the graph, i.e. g = |E(G)| − |V (G)| + 1.
Definition 4.2. Fix a pointed graph (G, s) with the (oriented) edge set E(G). For each
integer 0 ≤ k ≤ g, an oriented k-spanning tree 3 T of (G, s) is a connected subgraph of G
on V (G) with a unique source at s such that
• E(T ) ⊂ E(G) with |E(T )| = n− 1 + k,
• T is acyclic.
The set of all oriented k-spanning trees of (G, s) will be denoted by Sk(G, s). The set
S0(G, s) corresponds to the set {OT : T is a spanning tree of G}.
Notation. Let T be an element of Sk(G, s) for k > 0, and e ∈ E(T).
(1) Te denotes the subgraph of T with the edge set E(Te) = E(T)\{e}. We setW (T) =
{e ∈ E(T) : Te ∈ Sk−1(G, s)}.
(2) Given an arbitrary ordering on the edges of the graph, say E(G) = {e1, . . . , em},
we set c(T, e) = (−1)j , when e is the j-th edge among the edges with endpoint e+.
Theorem 4.3. Fix a pointed graph (G, s). For each k ≥ 0 there exists a natural injection
ψk : Sk(G, s) →֒ syzk(T
s
G)
such that the set Image(ψk) forms a minimal generating set for syzk(T
s
G).
Proof. For k = 0 the result is clear. Here ψ0(T
s
G) is the generating set of T
s
G, and
ψ0 : S0(G, s) →֒ syz0(T
s
G) = T
s
G
T 7→
∏
e∈E(T)
ye .
3Gioan in [Gio07] defines a s-connected orientation as an orientation in which every vertex is reachable
from s by a directed path. We use the notation Tk and the name oriented k-spanning tree in order to
emphasize that Tk is an acyclic subgraph of G containing a rooted spanning tree with k extra edges.
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The proof is by induction on k ≥ 1. We define ψk : Sk(G, s) →֒ syzk(T
s
G) by
T 7→
∑
e∈W (T)
(−1)c(T,e)ye[ψk−1(T
e)] .
Base case. Assume that T ∈ S1(G, s). Then T has a unique cycle, and there exists
a unique vertex v such that indeg(v) = 2. Therefore W (T) = {e, e′ : e+ = e
′
+ = v}
and c(T, e) = −c(T, e′). Thus Te,Te
′
belong to TsG and yeψ0(T
e) − ye′ψ0(T
e′) = 0 which
implies that ψ1(T) = ye[T
e]− ye′ [T
e′ ] is an element of syz1(T
s
G).
Now assume that
∑
(−1)c(Ti,ei)yei[Ti] is an element of the minimal generating set of
syz1(T
s
G), that is,
∑
(−1)c(Ti,ei)yeiψ0(Ti) = 0. Note that here we use Remark 3.2(ii) that
the resolution of TsG, as the Alexander dual of C
s
G is linear. Therefore for each monomial
Mi = yei
∏
e∈E(Ti)
ye there exists a unique term Mj = yej
∏
e∈E(Tj )
ye corresponding to an
oriented tree Tj such that Mi = Mj . This implies that E(Ti) ∪ {ei} = E(Tj) ∪ {ej}. We
claim that the induced graph T with the edges E(T) = E(Ti) ∪ {ei} is acyclic. Otherwise
it should have a cycle C including the edges ei and ej. Let vi = ei+ and vj = ej+ with
vi 6= vj (the case vi = vj is clear). On the other hand, since ei 6∈ Ti, there exists a (unique)
path P with E(P ) ⊂ E(Ti) from s to vi not going through the edge ei. Similarly, there
exists a (unique) path P ′ with E(P ′) ⊂ E(Tj) from s to vj not going through the edge ej .
Thus the subgraph with the edge set E(P ) ∪ E(P ′) ∪ E(C)\{ej} ⊆ E(Tj) contains a cycle
which is a contradiction by our assumption that Tj ∈ S0(G) and it is acyclic.
Induction hypothesis. Now let k > 1 and assume Image(ψk−1) ⊆ syzk−1(T
s
G) forms
a minimal generating set for syzk−1(T
s
G).
Now assume that s =
∑
(−1)c(Ti,ei)yei [Ti] is an element of the minimal generating set of
syzk−1(T
s
G), that is,
∑
(−1)c(Ti,ei)yeiψk−1(Ti) = 0 since by Remark 3.2(ii) we know that the
resolution of TsG is linear. Note that corresponding to each term Mij = yeiyejψk−2(T
ej
i )
with ej ∈ W (Ti), there exists a unique term yejψk−1(Tj) with ei ∈ W (Tj) such that
Mji = yejyeiψk−2(T
ei
j ) is equal to Mij . In particular, we have Tj\{ei} = Ti\{ej}. Set T
be the subgraph of G with the edge set E(Ti) ∪ {ei}. Now we show that
(1) the subgraph T belongs to Sk(G, s).
(2) all terms of ψk(T) have been appeared in s =
∑
(−1)c(Ti,ei)yei [Ti].
(1): Set vi = ei+ and vj = ej+. If vi = vj we are done. Assume that vi 6= vj. Assume
by contradiction that T is not acyclic. Hence it contains an oriented cycle C including
the edges ei and ej . Our assumption that Ti,Tj ∈ Sk−1(G, s) implies that there exists a
path P from s to vi not going through the edge ei, and a path P
′ from s to vj not going
through the edge ej .
It is enough to show that there exists an edge eℓ ∈ W (Ti)\E(C). Since the only
possible term cancelling Mi,ℓ = yeiyeℓψk−2(T
eℓ
i ) is the term Mℓ,i coming from Tℓ. However
Tℓ contains ei and the oriented cycle C which implies that Tℓ does not belong to Sk−1.
Let P ′ be the path in Ti from s to vj , and let e
′ be the edge in P ′ with e′+ = vj . Then
e′ ∈W (Ti) and e
′ 6∈ E(C), as desired.
(2): Assume that e ∈ W (T). Then Te is acyclic, and so (Te)ei is also acyclic. If
ei ∈W (T
e), then we are done. Assume that ei 6∈W (T
e). This implies that e+ = ei+ and
there exists no other such edge. Note that in this case e ∈ W (Tj). Therefore in order
to cancel the term corresponding to (Tej )e the term corresponding to Te should be in s,
which completes the proof. 
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Remark 4.4. The resolution of the ideal TG can be obtained from the resolution of the
ideal TsG, by replacing all the variables ye with xe, i.e., by forgetting the orientation on e,
since {ye − ye¯ : e, e¯ ∈ E(G)} forms a regular sequence for T
s
G by Proposition 3.3(i).
Corollary 4.5. The projective dimension of TG and the Castelnuovo-Mumford regularity
of CG are equal to the genus of G. The minimal prime decomposition of TG =
⋂
C PC is
given in terms of the minimal cuts of graph, where PC = 〈xi : i ∈ E(C)〉.
Corollary 4.6. The Betti numbers of TG is independent of the characteristic of the field.
For all i ≥ 0, βi,n−1+i(TG) = βi(TG) = |Si(G, s)|. Moreover for each j ∈ Z
n, βi,j(TG) =
|Si,j(G, s)|, where |Si(G, s)| is the number of i-spanning trees of G and |Si,j(G, s)| is the
number of acyclic orientations on the induced subgraph on edges corresponding to j.
Example 4.7. Let G be a cactus, i.e., a connected graph in which each edge belongs to
at most one cycle. Assume that the induced cycles of G are C1, . . . , Ck with |V (Ci)| = ni
for i = 1, . . . , k. Then one can easily see, by induction on k, that
|Si,j(G, s)| =
∑
D={ℓ1,ℓ2,...,ℓi}
1≤ℓ1<ℓ2<···<ℓi≤k
(nℓ1 − 1)(nℓ2 − 1) · · · (nℓi − 1)(
∏
a∈[k]\D
na) .
In particular if ni = n for all i, then |Si,j(G, s)| = βi,j =
(
k
i−1
)
(n− 1)i−1nk−i+1.
Example 4.8. For the graph (G, s) depicted in Figure 5 with the fixed orientation O,
T
s
G = 〈y1¯y2y3¯, y2y3¯y5, y1y3¯y5, y1¯y2y4, y2y4y5, y1y4y5, y2y3y4, y1y3y4〉.
Since |S0(G, s)| = 8, |S1(G, s)| = 11, |S2(G, s)| = 4, we have β0,3 = 8, β1,4 = 11, β2,5 = 4.
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31
42
Figure 5. Graph G with a fixed orientation, and its oriented spanning trees
4.3. Reduced divisors and oriented k-spanning trees. Using Dhar’s burning algo-
rithm, one can start from a source s, and check the availability of a vertex v1 ∈ V (G)\{s}
with D(v1) < |E({s}, {v1})|. If there exists such a vertex, then the next step will check
the same procedure to find a vertex v2 with D(v2) < |E({s, v1}, {v2})|. The divisor is
s-reduced if and only if by continuing this procedure we can enlarge the set containing s
to V (G), (see [BS13, Alg. 4]). We may assume that D(s) = −1 for all s-reduced divisors.
The oriented k-spanning trees are naturally arisen in the theory of (reduced) divisors.
Theorem 4.9. For each T ∈ Sk(G, s), its corresponding divisor DT is s-reduced. Asso-
ciated to every s-reduced divisor D, there exists T ∈ Sk(G, s) with DT ∼ D.
Proof. Let T be an oriented k-spanning tree. We show that DT is s-reduced. Note
that V (G)\{s} has at least one vertex, say v1, with indegV (G)\{s}(v1) = 0, otherwise
we have an oriented cycle in G. Thus indegT (v1) = |E({v1}, {s})| = |E({v1}, {s})| and
|E({s, v1}, {s, v1}
c)| = 0. Thus indeg(v1) − 1 = D(v1) < |E({s}, {v1})|. By continuing
the same procedure we can enlarge {s, v1} to V (G), as needed in Dhar’s algorithm which
implies that DT is s-reduced. We also know that DT (s) = −1.
Let D be a s-reduced divisor of degree k − 1 (with D(s) = −1). First we find a partial
orientation P with DP = D. We may assume D(v) < deg(v) for each v. Let P be an
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arbitrary orientation with DP < D. Assume that indegP(v) < D(v). If there exists an
unoriented edge adjacent to v, then we orient this edge toward v to increase the indegree
of v, and get closer to the desired orientation. Otherwise |E({v}c, {v}) ∩ P| > 0. So by
applying Lemma 2.5 we obtain a cut C = E(C,Cc) with v ∈ C. Now by inverting this cut,
we increase the indegree of v and the obtained partial orientation is closer to D. Note that
by the same argument used in proof Lemma 2.5, in case that the indegree of v is greater
than D(v), we can use an unoriented edge in P, and keep exchanging pair of edges as in
Remark 2.2 to obtain an unoriented edge adjacent to v. So that we can unorient this edge
to decrease the indegree of v. By continuing the same argument, we keep decreasing the
number D(v)−DP(v) for each vertex v and we get the desired orientation.
Now we want to show that P ∈ Sk(G, s). Our assumption that D(s) = −1 implies that
s is a source. We may assume that P = P{s} as in Definition 2.4. The idea is to start form
s, and add all other vertices of G to {s}, step-by-step, by applying Dhar’s algorithm so
that all oriented edges are directed from the set containing s to its complement. Since D
is s-reduced, there exists v1 ∈ V (G)\{s} such that no edge is directed to v1 in V (G)\{s}.
Therefore, |E({s, v1}
c, {s, v1})| = 0. If E({s, v1}, {s, v1}
c) ⊂ P, then E({s, v1}, {s, v1}
c) is
a cut, and we perform a cut-inverse to increase the number of vertices with the property
that there exists a path from s to them. Note that inverting cuts will never produce a
cycle. Otherwise, E({s, v1}, {s, v1}
c)\P contains at least an edge e. Our assumption on
P{s} implies that none of the vertices of V (G)\{s, v1} is oriented to v2 = e−. Then we
use the same argument for {s, v1, v2}, and by continuing the same procedure, we keep
enlarging the set containing s to V (G). 
Remark 4.10. Note that in the proof of Theorem 4.9 corresponding to each divisor D with
0 ≤ deg(D) < g, we have found a partial orientation P with D ≤ DP . We are mostly
interested in having the equivalency D ∼ DP . We have shown that if D is s-reduced,
then P is indeed an oriented deg(D)-spanning tree with D ∼ DP . It is also clear that
deg(D) = deg(DP ) implies the equality D = DP . In particular the equality holds for
deg(D) = g− 1, since deg(DP ) ≤ g− 1 (see [ABKS14, Thm. 4.7] for the same statement).
Corollary 4.11. For a s-reduced divisor D of degree k − 1 with D(s) = −1, there exists
T ∈ Sk(G, q) and a k-syzygy element ψk(T) of TG such that D = DT.
Remark 4.12. The reduced divisors played a prominent role in Baker-Norine’s proof of
Riemann-Roch theory for finite graphs. While this paper was being prepared, the preprint
[Bac14] was posted on the arXiv by Spencer Backman who applies similar results to
provide a new proof of the Riemann-Roch theorem. However our perspective is mostly
geometric combinatorics and commutative algebra. There are several other bijections in
the literature, see e.g., [BCT10], between the maximum G-parking functions, the set of
spanning trees with no broken circuit and particular acyclic orientations of G.
4.4. Reliability of the dual systems. For a system S, its dual is defined such that
a path set of S is a cut set of its dual. In our setting, the ideal CG (respectively Cs,t)
is the Alexander dual of the ideal TG (respectively Ps,t), see Proposition 3.1. Hence by
Alexander inversion formula [MS05, Thm. 5.14]
RCs,t(x) = 1−RPs,t(1− x) and RCG(x) = 1−RTG(1− x) .
This connection enables us to obtain many numerical and intrinsic information about a
network by looking instead at its dual arising in a different setting.
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