Abstract. This paper presents a comprehensive set of velocity and suspended sediment observations in the nearshore wave bottom boundary layer, collected during the Duck94 field experiment on the Outer Banks of the North Carolina coast. Cross-shore velocity measurements in the wave bottom boundary layer were made using five hot film anemometers, nominally spaced from 1 to 5 cm above the bed in 2 m of water depth. The time-varying location of the seabed was estimated to roughly 1 cm with a stacked set of bed-penetrating fiber-optic backscatter sensors. The instrument array was intermittently located in the surf zone on the crest of a bar. The location of the bottom varied several centimeters over a 34 min data run. Even over 4 min segments of quasi-steady statistics, occasional large waves caused short erosion and redeposition events, complicating the definition of bottom location and causing the root-mean-square velocity statistics to be nonzero below the mean bed location. This leads to obvious difficulties in comparisons with two, one-dimensional time-dependent, eddy viscosity wave bottom boundary layer models. For example, bed shears based on rms amplitude decay were lower than predicted. The observations show some evidence for a velocity overshoot region within the wave bottom boundary layer. The observations were compared with two linear eddy viscosity models. Larger estimates of a constant eddy viscosity and smaller than predicted phase leads are indicative of more rapid mixing of momentum than predicted by the models. The phase and amplitude frequency response estimated with frequency domain empirical orthogonal functions shows a nonlinear response of the wave bottom boundary layer over the incident band. These observations are among the first coherent looks at the wave bottom boundary layer under conditions of significant sediment response. They highlight the added complexity of the dynamics in natural environments.
Because of the energetic and transitory nature of the surf zone, wave bottom boundary layer observations on natural beaches are much less easily obtained than their laboratory counterparts. However, in recent years the success in making these field WBBL measurements has increased. Using a hot film anemometer in the near-bed region and visual observations, Conley and lnman [1992] identified a set of stages in the development of the fluid-granular boundary layer. They concluded that observed asymmetries in the fluid-granular boundary layer development were not directly related to asymmetries in the free stream wave velocity. WBBL observations on a dissipative Oregon beach showed that observed sediment suspension and turbulence variance events occurred primarily during the transition between offshore and onshore flow [Foster et al., 1994] . Both of these investigations highlight the complex and presently unpredictable response of the wave bottom boundary layer to skewed and asymmetric surface waves in the natural environment.
The first field observations of the WBBL vertical structure were presented by Trowbridge and Agrawal [ 1995] . Using a vertical profiling laser Doppler velocimeter, they examined two realizations of the wave bottom boundary layer under 9 s waves with a free stream root-mean-square (rms) wave velocity of 10 cm/s in a 6 m water depth. Examining crossshore flows, they observed an increase in phase lead and a slight decrease of variance with increasing proximity to the bed and concluded that the observed scales were characteristic of simple theoretical wave bottom boundary models.
The observations presented here are the first surf zone measurements to examine the temporal and vertical variations of wave bottom boundary layer dynamics with simultaneous measurements of the bed elevation and vertical distribution of suspended sediment under wave conditions for which bed response is important. The unique nature of these observations allows us to evaluate predictions from both a monochromatic and a random wave bottom boundary layer models.
In this paper we evaluate two existing simple WBBL models with field observations made during the Duck94 field experiment. In section 2, the two theoretical models for the wave bottom boundary layers are reviewed. In section 3, the instrumentation and the field measurement techniques are summarized. An interpretation of field results and model comparisons are presented in the discussion, section 4, and conclusions are presented in section 5.
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u(5, t) U½o, t) = 0, where u = u(z, t) is the cross-shore velocity, Uc• = Uc• (t) is the free stream velocity, Zo is the bed roughness, and 5 is the boundary layer thickness. Throughout this paper, the vertical elevation ,z, is positive upward from the bed, and the cross-shore position ,x, is positive offshore. In both models evaluated here, the shear stress ,r, is estimated with an eddy viscosity model 7-Ou -= -(u'w') Oz'
p where p is the fluid density, •'t is the eddy viscosity, u • is the cross-shore turbulent velocity, and w • is the vertical turbulent velocity. Assuming that all turbulence is initiated at the bed and proportional to elevation, the eddy viscosity is approximated with [Smith, 1977; Grant and Madsen, 1979] vt -nu, z,
where u, is the bed shear velocity and n(= 0.41) is von Karman' s constant.
WBBL Velocity Under a Single Monochromatic

Wave
The first model evaluated in this paper, based on that of Smith [ 1977] 
where 5s,• is the representative boundary layer thickness of the monochromatic wave, as defined Beach and Sternberg [1992] , and U,sm is the representative shear velocity. The cross-shore wave bottom boundary layer velocity ,us, at the specified characteristic frequency that satisfies (1) is 
us(z, t) -Uo•E {ei•t[1 -Z(z)]},
and iterated until the solution converges. Both models assume a constant bed elevation and known bed roughness. Using both models, we will estimate the time-and depthdependent cross-shore velocity, the boundary layer thickness, and the bed shear velocity. In addition to measuring sediment suspended in the water column, the FOBS also provides for measurement of the bed elevation. By piercing the bed, bed level fluctuations of 1 cm or more are monitored as sensors are alternatively buried and exposed by bed accretion and erosion, respectively. The lower probe tapers to 2 mm at the lowest sensor, enabling the probe to pierce the bed with minimal interference and scour. When a sensor measures a sustained large concentration, it is assumed to be buried. Often, when the sensor is at the bed-water interface a concentration between the maximum saturated value and the normal background concentration is sustained.
Hot Film Calibration and Data Quality
Prior to each data run, the hot film probes were positioned at the same elevation as the EMCM, the boom of the SIS was lowered into position, and a 10 min calibration data set was collected. During the calibration period, the elevation of the bed was determined with the FOBS. Following the calibration period, the instruments were raised out of the water, the hot films were positioned at the desired elevation based on FOBS estimate of the bed location during the calibration run, the boom was relowered back into the water column, and data were recorded for 34 min.
Time synchronization between the five hot film anemometers, one pressure sensor, and the electromagnetic current meter was achieved by sampling the instruments with the same data acquisition system at 2000 Hz. The pressure sensor and current meter were fed through an optical isolator to prevent interference, as they were also sampled on another data acquisition system for a companion experiment not discussed here. The effect of the optical isolator on the gain was removed during calibration. Also removed during calibration was the effect of the internal electromagnetic current meter 5 Hz fiive pole Bessel filter. An additional pressure sensor and the FOBS were sampled at 16 Hz with a third independent data acquisition system. Both the hot film and FOBS data acquisition systems were time synchronized with a Global Positioning System (GPS) time code receiver.
The hot film sampling system included a 30.55 Hz analog one pole filter. The effect of the filter was removed by computing the fast Fourier transform (FFT) of 66,000 points of data (33 s) for each channel and then dividing out the known response of the filter. To prevent the amplification of noise, the filter response was only removed up to 150 Hz, the limit of high signal-to-noise ratio. Consequently, each record was digitally low-pass filtered in the frequency domain with a cutoff frequency of 128 Hz and resampled at twice the cutoff frequency, 256 Hz, to 8448 points before converting back to the time domain with an inverse FFT. Each 33 s segment is overlapped with the previous and following data segments by 1 s to eliminate the effect of side lobes caused by the boxcar window. The resulting effective Nyquist frequency is 128 Hz.
The hot film anemometers were calibrated over incident wave frequencies with the EMCM. Each hot film channel was block averaged to 16 Hz to remove some high frequency (turbulent) variability and maintain the variance required to resolve the sharp accelerations caused by the inherent rectification of the hot film signal, and the EMCM was digitally filtered to 2 Hz. The cross correlation between each hot film and the magnitude of the EMCM was computed over consecutive 10 s increments.
Each 10 s of data for which the squared cross-correlation coefficient was greater than 0.7(• 2 > 0.7) was used in the calibration. For the five hot film sensors in this run, from 23% to 68% of the data were accepted. Data that passed this criteria were fit to a logarithmic curve using a nonlinear least squares fit (lul -aea(vølts)). Table 1 gives the coefficients, a and /•, for each log fit. Although the expected response for a hot film anemometer is quadratic, a logarithmic curve does not have the potential to yield a minimum within the domain (a possibility that may occur with a quadratic fit) and resulted in statistically acceptable fits. The F statistic, significance level, and root-mean-square deviation (rmsd) between each hot film sensor and the calibration curve are given in Table  1 . The root-mean-square deviation and F statistic reported in Table 1 include the high-frequency fluctuations of each HF beyond the incident band, out to 16 Hz. The uppermost hot The F statistic between the logarithmic transfer function and each hot film sensor yields significance levels of at least 97% in sensors 1-4. Here rmsd is root-mean-square-deviation. An exception to this rule was made for sensor 6, which was faulty, perhaps owing to a cracked fiber, resulting in anomalously high concentrations. Although this sensor cannot be used for quantitative suspended sediment investigations, it is sensitive to burial. In this investigation, sensor 6 detected the seabed at an anomalous concentration of 400 g/L. The resolution of this estimate at the FOBS probe was assumed to be plus/minus one half of the separation between the neighboring FOBS sensors. The maximum slope difference between the bed and instrument cantilever was estimated as 2 ø resulting in an additional potential uniform bed elevation uncertainty between the FOBS and the hot film array of 0.5 cm. . This is more rigorously tested at the end of this section. Also, the change in the boundary layer structure over the two consecutive waves implies that the boundary layer may respond to changing free stream wave forcing within a wave period.
Statistical Boundary Layer Scalings
The seabed elevation trended upward over the course of the 34 min record; consequently the record was partitioned into five (A-E) quasi-stationary, 256 s segments of data during which the bed elevation could be assumed constant and SIS vibration remained relatively small. The variance appeared relatively uniform at each elevation and over each segment (Figure 4) . For each 256 s data segment, the bed elevation was represented by the average bed elevation. The input wave conditions over the five segments were unchanged.
The velocity spectra for segments A and C show that for three of the four hot film sensors the total velocity variance decreases with proximity to the bed (Figure 8 
.). The vertical error bars indicate the maximum deviation in bed estimate of each quantity about the observations. The horizontal bars about the data indicate 4-e (19). Panel labeled A-E shows all of the observations and the constant viscosity model (bold line). Also, it shows the constant viscosity model results if the bed variation is moved plus/minus the maximum bed estimation error (nonbold lines).
highlights the difficulty of applying simple theory to the observations when the bed location is variable and represented with a statistical quantity. The bed roughness, Zo, was estimated with an empirical formulation for a turbulent, hydraulically rough, movable bed. Following Nielsen [ 1992] 
Conclusions
In this paper, we presented a comprehensive set of observations that were used to investigate the amplitude and phase structure of the WBBL intermittently located within the surf zone and evaluate the theoretical scalings of boundary layer thickness and bed shear velocity. The observations were made on the Outer Banks of the North Carolina coast and collected during the collective Duck94 field experiment. Velocity observations were made with a vertical array of four hot film anemometers. Simultaneous bed level measurements were made with a fiber-optic backscatter sensor probe. Over a 34 min record, five 256 s time series were used to investigate the structure and dynamics of the wave bottom boundary layer.
The bed elevation was shown to vary over the course of the 34 min record. Even over shorter 4 min records, the critical bed stress was exceeded and the bed was temporally mobilized during extreme waves. This resulted in rms statistics that showed nonzero velocities at mean elevations, which were below the assumed bed elevation and smaller than predicted bed shears. This phenomenon made comparisons with simple models difficult, at best. Both statistical inferences of the observations and the models rely on an estimate of the bed roughness, Zo, which is difficult to measure under the simplest conditions and poorly constrained under movable beds.
The observational results of a decrease in rms velocity and an increase in phase with proximity to the bed are not inconsistent with oscillatory boundary layer theories. Some evidence exist for an overshoot region at an elevation roughly equivalent to the shear length scale. However, there exists several indications that suggest that momentum in the WBBL is being more rapidly mixed through the WBBL than simple theory predicted. First, as shown in the rms velocity and the frequency domain empirical orthogonal functions, smaller, near-linear vertical shears were present throughout the WBBL. This is also supported by the larger than predicted estimate of the shear velocity from the observations. Second, smaller phase shifts were found in both the averaged time leads and the frequency phase structure.
A nonlinear exchange of momentum was supported by the vertical structure of both the amplitude and phase as a function of frequency. If linear theory was valid, the observational results would show an increase in the sensor array's relative position within the boundary layer. Consequently, each sensor should show a decrease in phase and increase in amplitude relative to the free stream velocity. However, the phases were shown to increase with increasing frequency and the vertical shears were shown to decrease slightly, indicating the response of the WBBL is not independent of frequency.
Comparisons of the rms velocity and phase structure predicted by the two models showed essentially indistinguishable results. Depending on the true mean elevation of the bed, the rms deviation between the rms velocity observations and the FGH and Smith [1977] models ranged from 10.6 -13.9 crn/s and 9.7 -13 crn/s, respectively. Although the FGH model is computationally more intensive, it has the added appeal of predicting the WBBL temporal structure under a random wave field. The FGH model showed qualitative agreement with observations of the frequency structure of the velocity amplitude. However, predictions of the phase structure were not in agreement with the observations. Discrepancies between the model and the observations may be due to (1) the no-slip condition imposed at the bed, (2) neglecting the nonlinear advective terms, and/or (3) inadequate description of the actual mixing of momentum by the eddy viscosity closure. These observations are among the first coherent looks at wave bottom boundary layer in the nearshore region under conditions of significant sediment response and highlight the added complexity of the dynamics in natural environments.
