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La evolución del procesamiento hacia el paralelismo ha sido evidente, prácticamente 
desde el inicio mismo de las computadoras digitales. Los ejes que han impulsado los 
temas de concurrencia en software y multiprocesamiento en hardware son múltiples, pero 
podemos mencionar dos: 
• La necesidad de reducir los tiempos de procesamiento de grandes volúmenes de 
datos (problemas matemáticos, modelos, grandes bases de datos, imágenes, 
sistemas expertos, biotecnología, etc.). 
• El procesamiento de información (datos, s.eñales) en tiempo real para la toma de 
decisiones tanto en ambientes administrativos como industriales (robótica, industria 
militar, sistemas multimediales en tiempo real, georeferenciación, reconocimiento de 
patrones, etc.). 
Esta evolución conduce a un gran esfuerzo por transformar el procesamiento secuencial 
en paralelo, buscando reducir los tiempos de ejecución de procesos y de respuesta a 
eventos del mundo real. También en este aspecto podemos encontrar dos ejes en la 
respuesta tecnológica: 
• El crecimiento de la potencia de cómputo, dado en la evolución de la tecnología de los 
componentes y en las arquitecturas de procesamiento (supercomputadoras, 
hipercubos de procesadores homogéneos, grandes redes de procesadores no-
homogéneos, procesadores de imágenes, de audio, etc.). 
• La transformación y creación de algoritmos que exploten al máximo la concurrencia 
implícita en el problema a resolver, de modo de distribuir el procesamiento 
minimizando el tiempo total de respuesta. Naturalmente esta transformación, también 
debe adaptarse a la arquitectura física de soporte. 
En esta línea de investigación aplicada, vinculada con los proyectos "Procesamiento 
Concurrente y Paralelo" y "Sistemas de Tiempo Real" del LlDI se trabaja espeCialmente 
en la migración de algoritmos secuenciales a paralelos sobre diferentes modelos de 
arquitecturas, evaluando herramientas de software y parámetros de calidad algorítmica. 
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Objetivos de la línea de investigación 
En este proyecto se investiga sobre la especificación de procesos concurrentes y 
paralelos; la transformación de algoritmos secuenciales en paralelos y la optimización 
de los mismos, así como la implementación de soluciones de procesamiento masivo de 
datos mediante arquitecturas multiprocesador, evaluando su eficiencia. 
Interesa especialmente la aplicación de estas investigaciones al procesamiento de 
señales (voz e imágenes) tanto para su tratamiento en tiempo real en áreas tales como 
reconocimiento de patrones o robótica, como para su transmisión a distancia. 
Existe un trabajo conjunto en algunos temas con otros grupos del país (CeTAD UNLP, 
UNS, UN Comahue) y del exterior (Universidad de la República, Universidad Autónoma 
de Barcelona, Universidad de New Mexico). 
Los modelos de arquitectura presentes en el Laboratorio de Procesamiento Paralelo que 
se utilizan en la investigación experimental son tres: 
• Hipercubo de 32 procesadores homogéneos (transputers t805 con 4 Mb de RAM 
local) que puede conectarse con estaciones con 1, 2 Y 4 transputers. 
• Red de procesadores heterogéneos (local y remota) que incluye PCs y workstations, 
en las que se trabaja emulando una arquitectura paralela mediante PVM y MPI. 
• Arquitectura multiprocesador dedicada (CISC) basada en procesadores especiales 
para señales. (DSPs Motorola 56000 y TMS 340). 
El soporte de software utilizado hasta el momento ha sido C paralelo (tanto para 
transputers como para DSPs), OCCAM, ADA y diferentes lenguajes ejecutables sobre las 
arquitecturas no homogéneas y vinculables con PVM y MPI (en particular Fortran y Java). 





Algoritmos numéricos puros (operaciones con vectores y matrices, ordenación, 
operaciones matriciales sobre grafos) con carga balanceada y desbalanceada y con 
distribución de procesos estática y dinámica. 
Algoritmos de tratamiento de caracteres, en particular compresión y descompresión 
sin pérdida con algoritmos estáticos y adaptivos. 
Algoritmos de tratamiento de imágenes (compresión/descompresión con pérdida) y de 
reconocimiento de patrones en paralelo (off-line y on-line). 
Algoritmos de scheduling de datos y procesos en sistemas físicamente distribuidos. 
En todos los casos la metodología consiste en analizar las soluciones secuenciales, 
estudiar alternativas de paralelización, analizar su adaptabilidad a los modelos de 
arquitectura mencionados anteriormente y estudiar la implementación y performance de 
los algoritmos paralelos. 
Resultados obtenidos 
En el proyecto se ha trabajado en la clase de problemas mencionado anteriormente, 
teniendo diversos resultados (publicaciones, Tesinas de Grado, Tesis de Magister, Tesis 
de Doctorado) y entre las experiencias concretas realizadas puede mencionarse: 
• Ordenación de datos numéricos, producto de matrices, solución de sistemas de 
ecuaciones y búsqueda de camino mínimo en grafos. Realizados sobre red 
heterogénea con PVM y transputers. 
• Compresión y descompresión paralela sin pérdida, estática y adaptiva con algoritmos 
clásicos (Huffman, LZVV, Run Length) sobre una red heterogénea con PVM. 
• Compresión y descompresión paralela con pérdida, estática y adaptiva con diferentes 
algoritmos (JPEG, Wavelets, Fractales) sobre una red heterogénea con PVM. 
• Algoritmos de separación de curvas en el plano sobre redes, transputers y DSPs. 
• Paralelización de algoritmos de reconocimiento estadístico de patrones sobre redes y 
transputers. Extensión al tratamiento en tiempo real para productos industriales que se 
clasifican. 
• Actualmente se está trabajando en seguimiento paralelo de trayectorias para 
aplicaciones en robótica y en tratamiento paralelo de video en tiempo real para su 
transmisión a distancia. 
También se trabaja en algoritmos paralelos para clasificación de imágenes por 
texturas.(transputers). 
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