The author uses irrationality and linear independence measures for certain algebraic numbers to derive explicit upper bounds for the solutions of related norm form equations. The Lenstra-Lenstra-Lovász lattice basis reduction algorithm is then utilized to show that the integer solutions to
Introduction
There has been a great deal of recent work published on techniques for finding the integer solutions of certain Diophantine equations. Most of the effective results in this area rely upon Baker's theory of linear forms in logarithms (for surveys of applications of this method to diophantine problems, the reader is directed to [19] and [22] ). Via this approach, for instance, it is possible to find explicit upper bounds for the size of solutions to a given Thue equation
where F (x, y) ∈ Z[x, y] is, say, an irreducible binary form (of degree ≥ 3) and m is a nonzero integer. Since these bounds are often extremely large, it is necessary to combine this with computational techniques from Diophantine approximation in order to fully determine all solutions (see e.g. [20] , [23] , [24] , [25] , [26] and [27] ). In this paper, we restrict our attention to norm form equations of the specific type . By a theorem of Schmidt [17] , these equations have only finitely many solutions for each fixed N ≥ 2. Further, from work of Győry and Papp [11] (see also Győry [10] and Kotov [12] ), since it follows that we may find effective bounds for solutions to (1.1) through the theory of linear forms in logarithms. For additional results along these lines, see the papers of Gaál [7] , [8] , [9] and Sprindzuk [21] .
In [1] , Baker gave a technique for solving restricted classes of norm form equations without using linear forms in logarithms. Instead, he deduced effective lower bounds for the linear forms dividing the given norms via the method of Padé approximation to binomial functions. Fel'dman [6] also took this approach and showed how to bound solutions to
where K = Q(θ 1 , . . . , θ m ), f is a polynomial in x 1 , . . . , x m and θ 1 , . . . , θ m are algebraic numbers satisfying certain approximation properties. Neither author, however, explicitly solved any particular norm form equations.
Here, we will follow Fel'dman's exposition closely, deriving, in Section 2, lower bounds for forms related to |x
In Sections 3 and 4, we apply these to show, for instance, that solutions to (1.1) with N ≥ 20 satisfy max{|x|, |y|, |z|} < 10
Through the use of the algorithm of Lenstra, Lenstra and Lovász for lattice basis reduction (see [13] ), we are able to reduce these bounds and solve
for 5 ≤ N ≤ 100, finding that, in each case, all solutions are given by (x, y, z) = (0, 0, ±1), (±1, 0, ±N ) and (0, ±1, ±N ).
Some Diophantine Approximation Results
In [2] , following work of Osgood [14] , Fel'dman [5] and Rickert [16] , we considered the problem of simultaneously approximating functions of the form
where the a i 's are distinct integers, a 0 = 0, |a i | < |x| −1 for 0 ≤ i ≤ m and s and n are positive, relatively prime integers with s < n. These approximations derive from the integral (see Rickert [16] )
where k is a positive integer,
and γ a closed, counter-clockwise contour enclosing the poles of the integrand. From the Residue theorem,
where the p ij (x)'s are polynomials in x with rational coefficients and degree at most k. By Lemma 3.3 of [16] , we have 
Then we may conclude that
for all integers p 1 , . . . , p m and q, where
and
Proof : This is a slight modification of Lemma 2.1 of [16] . P This result will allow us to derive lower bounds for the moduli of the linear factors of the norm forms in (1.1). We take s = 1 and n = 4 and consider separately the cases
Our techniques for finding upper bounds for |p ij (1/N )| and |I i (1/N )| follow from those of Rickert [16] and, while not asymptotically sharp, are suitable for our purposes. We prove
(ii) If m = 2, a 1 = −1 and a 2 = 1, then
is given by the same integral as (2.1), only with the contour changed so as to enclose only the pole corresponding to z = a j , for 0 ≤ j ≤ m. Since a 0 = 0 and a 1 = 2, it follows that the lemniscate
splits into two such contours, each, by numerical integration, of length less than 3.709. Further, on this lemniscate, we have
These inequalities, together with (2.1) imply that
which is less than
(ii) This is a special case of Lemma 2.2 in [3] which in turn follows from Rickert's Lemma 4.1 in [16] . P For the integrals I i (1/N ), we have
Proof : (i) From (2.1), we may write
where
3), we have
and so if m = 1 and n = 4, from
we have
imply the result as stated.
(ii) The result here is essentially just Lemma 2.3 in [3] . P
We now turn our attention to determining, for each k, rational
From [2] , we have Lemma 2.4 (i) If m = 1 and a 1 = 2, then
Proof : See [2] , Lemma 3.1 of [3] and Lemma 4.3 of [16] for details. P
The shape of the coefficients of the p ij 's, as given in (2.2), suggests the presence of potentially large integer common factors. It is these factors that enable us to sharpen the work of Osgood, Fel'dman and Rickert and extend our results to a wider class of norm form equations. Define, for {x} = x − [x] and 1 ≤ r < n, S(r, m, n, k) to be the set of all primes
. If m = 1, we add the additional restriction that (p, nk − n − 1) = 1. We proved in [2] that
for all nonnegative integers h 0 , h 1 . . . , h m with sum equal to k or k − 1.
Define Π 1 (k) to be the greatest common divisor of the coefficients of all the polynomials 2 4k p ij (x) (0 ≤ i, j ≤ 1) for m = 1 and a 1 = 2 and similarly define Π 2 (k) relative to
. Then Lemma 2.5 implies that Lemma 2. 6 We have
Proof : The proof of (ii) is given in [3] and depends upon recent estimates for primes in arithmetic progressions due to Ramaré and Rumely [15] . The first assertion follows from Lemma 3.3 of [3] , where, via bounds upon the Chebyshev function
from Schoenfeld [18] , it is shown that
Explicitly computing the coefficients of the p ij (x)'s and their greatest common divisor, for 1 ≤ k ≤ 270, yields (i). P We separately consider
Applying Lemma 2.1 and arguing as in [3] , while noting that Lemma 3.4 of [16] ensures the nonvanishing of det(p ijk ), we find Theorem 2.7 (i) If p, q and N are positive integers with N ≥ 255, then
(ii) If p 1 , p 2 , q and N are positive integers with N ≥ 256, then
. We remark that in Theorem 4.3 of [3] , we derive a weaker version of (ii) subject to the condition N ≥ 4.
A Class of Norm Form Equations
We now turn our attention to equation (1.1), where we suppose N ≥ 4. It is straightforward to show that
so to solve (1.1) effectively, it will suffice to deduce suitable lower bounds for the linear forms |L s,t |. Throughout this section, we will assume that xyz = 0, dealing with the degenerate cases in section 4. Define X = max{|x|, |y|, |z|} and suppose (2) and L (3) belong to the disjoint classes of forms associated via equation (3.2) to L 0,1 , L 0,2 and L 0,3 respectively. Again considering real and imaginary parts, it follows that
The last inequality follows from the fact that the real forms L 0,2 and L 2,0 differ from L 0,0 by 2y 
where c 1 > 0 and λ < 2. We conclude that if x, y and z are integers, not all zero, and X = max{|x|, |y|, |z|}, then
where c 2 = c Proof : This is just a special case of Theorem II, Chapter 5 of [4] . P Applying this result in our situation yields
where X = max{|x|, |y|, |z|}. Thus, we may conclude, from (3.3) and (3.4) , that if xyz = 0 and X = |z|, then
for c 1 and λ as in (3.5). If, on the other hand, X = |x| or X = |y|, we argue in a similar fashion, only with the linear forms L s,t of (3.1) divided into disjoint groups of four by associating to a given form L, the three forms
respectively. The lower bounds obtained for
are in both cases at least as strong as (3.6) and hence (3.6) holds for any xyz = 0 with X = max{|x|, |y|, |z|}. Since it is relatively easy to show by calculus that the functions 
where we may take c 2 and c 3 as given in the following To reduce these upper bounds to a workable size, we apply the Lenstra-Lenstra-Lovász (L 3 ) algorithm, following closely the work of Tzanakis and de Weger in [24] (see also [25] ).
If xyz = 0, then to have
we must have, without loss of generality,
Choose an integer c 0 such that c 0 > M 3 and consider the lattice Γ associated with the matrix
We apply the L 3 algorithm to find a reduced basis b 1 , b 2 , b 3 of Γ and note that by Proposition (1.11) of [13] , if x = 0 ∈ Γ, then
On the other hand, (4.2) implies that
Together, (4.3) and (4.4) yield the inequality
as long as |b 1 | > √ 2M and so from (4.1), we conclude that
To explicitly perform the lattice basis reduction for specific choices of c 0 , N and M , we utilize an existing implementation of the L 3 algorithm in Maple V. If we set N = 5 and apply this procedure, we find that for these remaining cases, we conclude 
has no solutions with xyz = 0.
Degenerate Cases
We now turn our attention to the situation when at least one of x, y or z vanishes. To avoid trivialities, we assume that not all of x, y and z are zero, so that X = max{|x|, |y|, |z|} is at least 1. If x = 0, then 
where the inequality follows from treating the cases |z| ≥ |y|N and |z| < |y|N separately. Thus (3.7) implies that
The case when y = 0 is similar. We use Theorem 2.7 (i), supposing that z = 0, to deduce a bound for
and find that
If, however, z = 0, then
and we have ±ix
Further, Theorem 2.7 (i) gives
.
It follows that in this situation, we have
and so, combining (3.8), (3.9) and (3.10), computing 
for c 2 Here, the functions c 2 (N ) and c 3 (N ) tend to 0 and 8, respectively, as N → ∞.
We once again set out to reduce the above bounds upon solutions to (1.2), via the L 3 algorithm. If x = 0, from our previous remarks we have, without loss of generality,
where X = max{|y|, |z|} ≤ M . Choose c 0 > M 2 and consider Γ derived from
As before, we find a reduced basis b 1 , b 2 for Γ with ( by Proposition (1.11) of [13] )
for all x = 0 ∈ Γ. Arguing as previously, we find that
For each N between 5 and 100, we note that Theorem 4.1 implies the bound X ≤ 10 10 . We find that C 1 (10 26 , N, 10 10 ) < 152780, 5 ≤ N ≤ 100 and C 1 (10 16 , N, 152779) < 3563, 5 ≤ N ≤ 100.
Since we also have 
Concluding Remarks
In the results of the previous section, we have omitted the case N = 4 due to computational constraints. If N ≤ 3, we are unable to produce any bound upon supposed solutions to (1.1) by this method. Since, as mentioned in the introduction, it is possible to derive explicit bounds via linear forms in logarithms, for N ≥ 2, it would be of interest to see how difficult such a computation would be to carry out and how the results would compare to those given in Sections 3 and 4.
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