Algebraically periodic translation surfaces by Calta, Kariane & Smillie, John
ar
X
iv
:m
at
h/
07
03
56
7v
2 
 [m
ath
.D
S]
  2
4 O
ct 
20
07
Algebraically Periodic Translation Surfaces
Kariane Calta and John Smillie
1. Introduction
A translation surface is a compact surface with a geometric struc-
ture. Translation surfaces arise in complex analysis, the classification
of surface diffeomorphisms and the study of polygonal billiards. This
structure can be defined via complex analytic methods (where it is
called an abelian differential). It can also be described as a pair of
measured foliations but for our purposes the following description is
more convenient.
A translation surface can be obtained by gluing a finite number of
polygons P1, . . . , Pn ⊂ R
2 along parallel edges in such a way that the
result is a compact surface.
In this paper we synthesize and further develop an algebraic theory
of translation surfaces that builds upon the work of many authors. (
To name a very few: [GJ1], [C], [KS], [A1], [A2], [M2]). Many of the
results in this paper are of a purely algebraic nature but they are all
motivated by a desire to understand the geometry and dynamics of
translation surfaces.
Given a translation surface S and an α ∈ SL(2,R) we obtain a new
translation surface αS by letting α act on the polygons P1, . . . , Pn that
comprise S. The Veech group of S consists of those α ∈ SL(2,R) for
which αS is equivalent to S as a translation surface. If the Veech group
of S is a lattice in SL(2,R), then we say that S is a lattice surface.
Algebraic tools play a role in several recent advances in the study of
translation surfaces. Kenyon and Smillie [KS] introduced a translation
surface invariant, the J-invariant, which takes values in R2∧QR
2. They
used the J-invariant as a tool in the classification ofl lattice surfaces
that arise from acute, rational triangular billiard tables. ([KS],[P])
Calta ([C]) and McMullen ([M2]) both use algebraic methods in their
independent work on genus two translation structures. In [C], the J-
invariant and projections of the J-invariant are used to develop al-
gebraic criteria for the flow on a surface in a given direction to be
periodic. A projection of the J-invariant in a direction v is in fact
the SAF invariant ([A1]) associated to an interval exchange transfor-
mation induced by the flow in the direction v. These ideas played an
important role in her discovery of infinitely many lattice surfaces in
genus two.
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2McMullen ([M1]) discovered these same surfaces by complex analytic
methods but he does use methods similar in spirit to the J invariant
in connection with other work on genus two translation surfaces. In
particular he uses the notions of the complex flux and the Galois flux to
locate genus two surfaces whose Veech groups are infinitely generated
([M2]).
In addition to finding lattice surfaces Calta also uses the J-invariant
to locate other genus two surfaces that display interesting dynamical
behavior: these are the completely periodic surfaces. On a completely
periodic surface, if SAFv, the projection of J in the direction v, van-
ishes then the geodesic flow in that direction is periodic. A direction
in which each orbit of the geodesic flow is either closed or a saddle con-
nection is called completely periodic. Calta calls those directions v for
which SAFv = 0 algebraically periodic. Thus, on a completely periodic
surface, every algebraically periodic direction is completely periodic.
For these surfaces, dynamical behavior can be deduced from algebraic
information.
Our first result makes a connection between algebraic periodicity and
number fields.
Theorem 1.1. If S has three algebraically periodic directions then it
has infinitely many. If we choose coordinates so that the directions
with slopes 0, 1 and ∞ are algebraically periodic then there is a field
K so that the collection of algebraically periodic directions are exactly
those with slopes in K ∪ {∞}. Moreover K is a number field with
deg(K) ≤ genus(S).
If a surface S has three, hence infinitely many, algebraically periodic
directions we will say that S is algebraically periodic and we will call
the field K described above the periodic direction field of S.
We next show that algebraically periodic surfaces arise in many con-
texts.
Suppose that a translation surface S has a pseudo-Anosov diffeomor-
phism A and let λ be its expansion constant. By replacing A with A2
if necessary we may assume that λ > 0. Recall that the trace field of
S is the field Q[λ+ λ−1]. Gutkin-Judge and Kenyon-Smillie show that
the trace field is the holonomy field of the surface. In particular the
the trace field depends only on S and not on the particular A chosen
([GJ], [KS] ).
We say that S is completely algebraically periodic (not to be confused
with completely periodic defined above) if every homological direction
is algebraically periodic (see Definition 2.4). In Corollary 5.21 we show
3that this property is equivalent to the equality of the periodic direction
field and the holonomy field.
Theorem 1.2. If a translation surface S has an affine pseudo-Anosov
automorphism then S is algebraically periodic and its periodic direction
field is its trace field.
Thurston ([T]) described a construction of translation surfaces start-
ing with a pair of multi-curves (see also Veech [V]). Such surfaces
contain pseudo-Anosov maps in their Veech groups so we have the fol-
lowing.
Corollary 1.3. If S is obtained from the Thurston-Veech construction,
for example if S is a lattice surface, then S is completely algebraically
periodic.
The lattice property for translation surfaces arising from rational
triangles has been studied by Veech ([V]), Ward ([W]), Vorobets ([Vo]),
Kenyon-Smillie ([KS]), Puchta ([P]) and Hooper ([H]).
Theorem 1.4. If S is a flat surface obtained from a rational-angled
triangle via the Zemlyakov-Katok construction then S is completely al-
gebraically periodic.
McMullen defined and used the homological affine group in ([M3])
to describe those genus two surfaces whose SL(2,R) orbits fail to be
dense in their respective strata. This notion was first introduced by
Gutkin and Judge in ([GJ]). We recall the definition here. The group
Aff+(H1(S,Q), ω) consists of matrices α ∈ SL(2,R) for which there
is an automorphism A of H1(S,Q) which preserves the intersection
numbers of homology classes and such that:
H1(S,Q)
hol
−→ R2
↓ A ↓ α
H1(S,Q)
hol
−→ R2
Here hol is the holonomy homomorphism as defined in Section 2.
Theorem 1.5. If S is completely algebraically periodic, in particular
if the Veech group of S contains a hyperbolic element, then
Aff+(H1(S,Q), ω) = SL(2, K).
In ([C]) Calta gives explicit formulae in terms of parameters of cylin-
der decompositions which allow one to recognize the completely peri-
odic surfaces in genus two. Here we give formulae which allow one to
4recognize algebraically periodic surfaces of arbitrary genera and com-
pute their periodic direction fields in terms of a triangulation of the
surface.
Consider a translation surface S with a triangulation dividing the
surface into triangles ∆j . Say that vj and wj are two successive sides
of ∆j which correspond to a counterclockwise orientation of ∆j . Say
that the coordinates of vj are
[
aj
cj
]
and those of wj are
[
bj
dj
]
.
Theorem 1.6. Assume that aj , bj, cj , and dj lie in a number field L.
Then the lines of slope 0, 1 and ∞ are algebraically periodic directions
if and only if for any pair of distinct field embeddings σ, τ of L into C,
the following equations hold:
∑
j
σ(cj)τ(bj)− σ(bj)τ(cj) =
∑
j
σ(dj)τ(aj)− σ(aj)τ(dj)
∑
j
σ(cj)τ(dj)− σ(dj)τ(cj) =
∑
j
σ(aj)τ(bj)− σ(bj)τ(aj) = 0
Furthermore if the above equations hold, then the periodic direction
field is the field consisting of λ ∈ L for which σ(λ) = τ(λ) whenever∑
j σ(cj)τ(bj)− σ(bj)τ(cj) 6= 0.
It is not known which fields can be obtained as trace fields of surfaces
whose Veech groups contain pseudo-Anosov automorphisms. We show
that there are no restrictions on possible periodic direction fields.
Theorem 1.7. Every number field K is the periodic direction field for
a completely algebraically periodic translation surface that arises from
a right-angled billiard table.
Given a quadratic subfield K of the reals, McMullen gives examples
of L-shaped tables with explicit side lengths so that the corresponding
translation surfaces have genus two and periodic direction field equal
to K ([M1]). We can view the examples in the previous result as being
related to these.
Recall that the periodic direction field K is a number field. Under
certain assumptions, even more can be said about K. In the following
results, we show that certain geometric properties of S imply that K
is totally real. If the Veech group of a translation surface contains
two noncommuting parabolic elements, in particular if the surface is a
lattice surface, Hubert and Lanneau show that the holonomy field of
the surface is totally real ([HL]). We prove a variation of this result in
Corollary 1.8.
5Corollary 1.8. If S has a parabolic automorphism and a second al-
gebraically periodic direction then S is algebraically periodic and the
periodic direction field is totally real.
If S has a parabolic automorphism then S has a decomposition into
cylinders of rationally related moduli. By adjusting the heights and
widths of the cylinders we see that S is affinely equivalent to a transla-
tion surface S ′ with a decomposition into cylinders of rational moduli.
The surface S ′ has a decomposition into squares. (In general this will
not be an edge to edge decomposition). We are interested in the gen-
eral question of which translation surfaces have decompositions into
squares
The question of when a rectangle can be tiled by squares was an-
swered by Dehn ([D]). Kenyon ([K]) addresses the same question for
the torus.
Theorem 1.9. Suppose that S is algebraically periodic and that S has
a decomposition into squares so that the directions of the sides are
algebraically periodic directions. Then the periodic direction field K is
totally real.
We emphasize that the squares need not have the same side lengths
and that the decomposition need not be an edge to edge decomposition.
The following result is a partial converse.
Theorem 1.10. Given a totally real number field K there is a com-
pletely algebraically periodic translation surface with periodic direction
field K which has a decomposition into squares.
We say that translation surfaces S and S ′ are scissors congruent if
both surfaces can be assembled from the same collection of triangles
in R2 with perhaps different collections of gluing maps. As usual we
require that the gluing maps identify edges with edges and are restric-
tions of translations. If we did not require that the gluing maps identify
entire edges then we would get a much weaker notion of scissors con-
gruence. For this weaker notion the only scissors congruence invariant
is area. For the stronger notion of scissors congruence that we use here
there are additional invariants.
Theorem 1.11. The property of being algebraically periodic with peri-
odic direction field K is a scissors congruence invariant.
A fundamental scissors congruence invariant is the J invariant of
a surface. The J invariant of a surface, like the homological affine
group, captures information about the holonomy and the product pair-
ing on cohomology of the surface S. Unlike the homological affine group
6the J invariant is a scissors congruence invariant. We define a group
Iso(J(S)) which consists of those α ∈ SL(2,R) which preserve the J
invariant of S. The Veech group of S is contained in the homological
affine which is contained in Iso(J(S)).
The Veech group of a surface may be quite difficult to calculate.
Although Calta and McMullen constructed explicit examples of Veech
surfaces in genus two (the L-tables), the Veech groups of most of these
surfaces remain unknown though Bainbridge has computed a large
number of individual examples. By contrast, Iso(J) is relatively easy
to compute:
Theorem 1.12. If S is algebraically periodic with periodic direction
field K then Iso(J) is conjugate to SL(2, K).
The isomorphism type of Iso(J) as an abstract group determines
both whether S is algebraically periodic and, if so, its periodic direction
field.
Theorem 1.13. If the group Iso(J(S)) is isomorphic as a group to the
group SL(2, K) for some field K then S is algebraically periodic and
K is its periodic direction field.
Though Iso(J(S)) and Aff+(H1(S,Q), ω) are closely related, they are
not necessarily the same. In Corollary 11.2 we give an example of a
translation surface for which Aff+(H1(S,Q), ω) 6= Iso(J).
A priori the J invariant of a surface S depends on S. We show that
when S is algebraically periodic there are cases in which the J invariant
is determined by the periodic direction field of S.
The following is a corollary of Theorem 6.10.
Corollary 1.14. If S is completely algebraically periodic then the J
invariant of S is completely determined by the periodic direction field
and the area of S.
This result is used in the construction of examples of translation
surfaces with a given periodic direction field.
We say that J ∈ R2 ∧Q R
2 is algebraically periodic if SAFv(J) = 0
in at least three distinct directions.
The following result gives an explicit formula for J in terms of the
periodic direction field.
Theorem 1.15. If α1 . . . αn and β1 . . . βn are dual bases for the trace
form on a field K then
J =
∑
j
[
αj
0
]
∧
[
0
βj
]
7is algebraically periodic with periodic direction field K. Conversely if
J can be written as above and with entries in K and J is algebraically
periodic with periodic direction field K and area 1 then α1 . . . αn and
β1 . . . βn are dual bases for the trace form on K.
The questions involving square tilings of surfaces are related to the
question of when J be written in the form
J =
∑
j
[
αj
0
]
∧
[
0
βj
]
with αj = βj.
We connect this question with to the signature of aa symmetric bi-
linear form similar to that considered in ([K]). We show that the sig-
nature of this form is also related to the number of real and complex
embeddings of the field K.
2. Basics
The J-invariant of a surface S plays a central role in this paper. We
recall the definition of this invariant given in ([KS]). The J-invariant
takes values in R2 ∧Q R
2. Specifically, if ∆ is a triangle with vertices
p0, p1 and p2 labeled in counterclockwise order, then
J(∆) = p0 ∧ p1 + p1 ∧ p2 + p2 ∧ p0.
Note that this quantity does not depend on which vertex is labeled p0.
On the other hand, if v and w are the coordinate vectors corresponding
to two of the sides of ∆ and if the ordered pair v, w determines the
correct orientation then
J(∆) = v ∧ w.
In particular, the value of J remains unchanged if the triangle is trans-
lated. Recall that S has a cellular or edge-to-edge decomposition into
triangles if neighboring triangles share entire edges. If a surface S has
a cellular decomposition into triangles ∆1 . . .∆n then we define J(S)
by the following formula:
(1) J(S) =
n∑
j=1
J(∆j).
The resulting element is independent of the cellular decomposition cho-
sen. This remains true if we add a finite collection of points which can
serve as additional vertices in the cellular decomposition.
Proposition 2.1. The J invariant of a surface S is a scissors congru-
ence invariant.
8We can also define the J invariant for translation surfaces with
boundaries as long as the boundaries are finite unions of segments.
We can do this by adding interior vertices to the collection of singu-
lar points, triangulating and summing the contribution of the triangles.
The resulting element of R2∧QR
2 does not depend on the triangulation
chosen. Note though that while adding vertices to the interior of the
surface does not change the value of the J invariant, adding vertices to
the boundary of the surface can change the value. We refer readers to
([KS]) for proofs of these facts.
The J-invariant is closely related to the Sah-Arnoux-Fathi SAF in-
variants of the individual direction flows. We recall the SAF-invariant
of an interval exchange map. This invariant takes its values in R∧QR.
If the interval exchange takes intervals of lengths ℓ1, . . . ℓn and trans-
lates them by t1, . . . tn then the value of the invariant is
n∑
j=1
ℓj ∧ tj .
If v ∈ R2 is a non-zero vector then there is a flow in the direction v
and an SAF-invariant associated to this flow which we denote by SAFv.
Let π : R2 → R be the orthogonal projection with v in its kernel. Then
π induces a map from R2∧QR
2 → R∧QR and the image of J(S) under
this map is SAFv(S).
The following is Theorem 21 of ([KS]):
Theorem 2.2. If S has a cylinder decomposition in the direction v,
then SAFv(S) = 0.
In [C], a direction v was said to be completely periodic if S decom-
posed as a union of cylinders in the direction v. We are interested in a
related notion.
Definition 2.3. A direction v¯ on a surface S is said to be algebraically
periodic if SAFv¯(S) = 0.
According to Theorem 2.2 any completely periodic direction is alge-
braically periodic but the converse is not true.
We recall several basic notions related to translation surfaces. Let
S be an oriented translation surface. Using the canonical charts for S
we can define one forms dx and dy on S. If σ is a path in S then we
define the holonomy vector corresponding to σ to be the vector(∫
σ
dx,
∫
σ
dy
)
.
9The holonomy of a path depends only on its homology class. Let Σ be
the set of singular points. The holonomy gives a Q-linear map from
H1(S,Σ;Q) to R
2. We will call this map hol. We call the image of this
map the holonomy of S. In the language of Abelian differentials hol is
called the period map. We can also consider the restriction of this map
to H1(S;Q). We call the image of this map the absolute holonomy of
S.
Definition 2.4. The set of homological directions is the set of direc-
tions of non-zero vectors in the holonomy.
We will give a proposition which is useful in calculating the holonomy
of a surface.
Proposition 2.5. If a translation surface S can be obtained by gluing
together polygons in the plane by gluing maps which are the restrictions
of translations and all the vertices of these polygons lie in a subgroup
Λ ⊂ R2 then the holonomy of S is contained in Λ.
Proof. The surface S decomposes into polygons. Any curve γ in S
that begins and ends at singular points is homotopic rel endpoints to
a sequence of edges of polygons γj. The holonomy of γ is the sum of
the holonomy of segments γj and the holonomy of each segment lies in
Λ. 
The following definition identifies a type of cohomology class closely
connected with the geometry of a translation surface.
Definition 2.6. A one dimensional cohomology class η in H1(S,Σ;R)
is holonomic if there exists a Q-linear function τ : R2 → R such that
η = τ ◦ hol.
We have noted that the forms dx and dy are well defined one-forms on
the translation surface S. The cohomology classes that they represent
are examples of holonomic cohomology classes. If π1 : R
2 → R denotes
projection onto the first coordinate then the one form dx represents
the class corresponding to π1. We call a linear combination of dx and
dy a tautological one-form.
The following is an alternative description of a holonomic cohomol-
ogy class. A one dimensional cohomology class η on a surface S is
holonomic if it corresponds to a Q-linear map from H1(S;Q) to R that
vanishes on ker(h)∩H1(S;Q). For a generic subspace of H
1(S;R) the
intersection with H1(S;Q) will be {0}. It follows that for a generic
translation surface every one dimensional cohomology class is holo-
nomic.
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We denote by H1(R2;R) the group cohomology of R2 considered as
a discrete group. We have H1(R2;R) = HomQ(R
2,R).
The map:
H1(S;R)
hol
−→ H1(R
2;R)
gives us
H1(R2;R)
hol∗
−−→ H1(S;R).
Proposition 2.7. The holonomic cohomology classes are those ele-
ments of H1(S;R) which are in the image of the map hol∗.
The J invariant can be approached very concretely as in the begin-
ning of this section or rather abstractly and topologically. Here we give
a topological interpretation of J . The space BR2 is a K(π, 1) for the
group π = R2 where R2 is viewed as a discrete group. We can build
the space BR2 in two steps. First we build the simplicial space ER2.
The zero simplices of ER2 are the points in R2. The one simplices of
ER2 are pairs of points in R2 and in general the n-simplices are n+ 1-
tuples of points in R2. The group R2 acts simplicially on ER2 and the
quotient space is BR2.
The cohomology of the space BR2 is exactly the group cohomology
of R2. In particular H1(BR
2;Q) = Hom(R2;Q). We also note that
H2(BR2;Q) = R2 ∧Q R
2. This gives us an alternative interpretation of
J(S).
Proposition 2.8. If we identify H2(BR2;Q) with R2∧QR
2 then J(S) =
hol∗([S]).
Proof. A triangulation of S with geodesic edges gives an explicit map
from S to BR2. A triangulation of S lets us write S as a collection
of disjoint triangles ∆j ⊂ R
2 with identifications of edges. There is a
map ∪j∆j to ER
2 which takes each triangle to the corresponding two
simplex in ER2. If we compose with the quotient map from ER2 to
BR2 then the resulting map has the property that points on parallel
edges map to the same point. Thus the map from ∪j∆j to BR
2 respects
the identifications used to construct S so it induces a map from S to
BR2. The map induced on fundamental groups is the holonomy map
and the image of the fundamental class under this map is J . 
The pairing on H1(S) which takes the one dimensional cohomology
classes α and β to α ∪ β evaluated on the fundamental class of S is a
skew-symmetric bilinear from which we denote by 〈α, β〉. If α and β
11
(2) 〈α, β〉 =
∫
S
α ∧ β.
The J invariant gives us a formula for evaluating this form on holo-
nomic cohomology classes. If θ is a Q-linear map from R2 to R then
define θ∗ to be the cohomology class in H1(S;R) which corresponds to
the homomorphism θ ◦ hol : H1(S)→ R.
Theorem 2.9. Let θ and τ be Q linear maps from R2 → R. Say that
we can write J(S) as
∑
j vj ∧ wj then
(3) 〈θ∗, τ ∗〉 =
1
2
∑
j
θ(vj)τ(wj)− θ(wj)τ(vj)
Proof. The expression on the right hand side is skew symmetric and Q
bilinear so it is independent of the particular way in which we write J .
Let us choose a simplicial triangulation of S and with triangles ∆j . Let
vj and wj be coordinates successive edges of ∆j. Then J =
∑
j vj ∧wj.
It suffices to prove the theorem for this particular expression for J .
It will be convenient to represent one dimensional cohomology classes
as one forms which have certain discontinuities along boundaries of
triangles. According to ([S]) we can represent the real cohomology
of a simplicial complex in terms of piecewise polynomial forms on the
simplicies of this complex which have certain compatibility relations on
lower dimensional faces. We can use these forms to calculate the cup
product. One advantage of this representation is that the cup product
operation is commutative on the level of cochains, not just on the level
of cohomology, and this will be useful for us.
We can choose an orientation preserving affine parametrization of
each triangle. We represent θ by a one form which is constant on each
simplex and assigns the appropriate values to the edges of the simplex.
The restriction of θ to ∆j is θ(vj)dx+ θ(wj)dy and the restriction of
τ to ∆j is τ(vj)dx+ τ(wj)dy.
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∫
∆j
θ ∧ τ =
∫
∆
(
θ(vj)dx+ θ(wj)dy
)
∧
(
τ(vj)dx+ τ(wj)dy
)
=
∫
∆
θ(vj)dx ∧ τ(wj)dy + θ(wj)dy ∧ τ(vj)dx
=
∫
∆
(
θ(vj)τ(wj)− θ(wj)τ(vj)
)
dx ∧ dy
=
(
θ(vj)τ(wj)− θ(wj)τ(vj)
) ∫
∆
dx ∧ dy
=
1
2
(
θ(vj)τ(wj)− θ(wj)τ(vj)
)
We can calculate the wedge product of the forms by summing over
the triangles ∆j .
∫
S
θ ∧ τ =
∑
j
∫
∆j
θ ∧ τ
=
1
2
∑
j
θ(vj)τ(wj)− θ(wj)τ(vj)

We can associate to a line ℓ ⊂ R2 the collection of holonomic coho-
mology classes corresponding to homomorphisms from R2 to Q with ℓ
in their kernel.
Proposition 2.10 (Levitt (see [A1])). The line ℓ represents an alge-
braically periodic direction exactly when this collection of cohomology
classes is an isotropic subspace of the holonomic cohomology which is
to say that the restriction of the cup product form to this subspace is
zero.
Proof. Let πℓ : R
2 → R be the quotient map with kernel ℓ. (Here, we
identify R with R2/ℓ). The map πℓ induces a map πˆℓ : R
2 ∧Q R
2 →
R ∧Q R. Now, πˆℓ(J) = SAFv(J) where v is the direction of the line ℓ.
But the direction v is algebraically periodic precisely when SAFv(J) =
0. Given homomorphisms σ and τ from R to Q, let σ∗ = σ ◦ πℓ and
τ ∗ = τ ◦πℓ be the corresponding cohomology classes. If πˆℓ(J) = 0, then
(σ ∧ τ)(πˆℓ(J)) = 0. Thus σ
∗ ∧ τ ∗(J) = 0. The direction v represents
an algebraically periodic direction on S precisely when SAFv(J(S)) =
0. 
13
3. the essential holonomy
For lattice surfaces the holonomy field plays an important role. In
the case of lattice surfaces this is an algebraic field related to the ho-
lonomy of S. In this section we will define a subspace of the absolute
holonomy which we call the essential holonomy. We show that the es-
sential holonomy is a subspace of Q-dimension at least 2 and no greater
than the genus of S. While neither the holonomy nor the absolute ho-
lonomy are scissors congruence invariants the essential holonomy is as
we will show in Section 4. In the next section we will describe the es-
sential holonomy from a different point of view and show that it is the
minimal Q vector space of R2 containing enough vectors to describe J .
We have denoted the pairing which takes the cohomology classes θ
and τ to
∫
S
θ ∧ τ by 〈θ, τ〉. This skew-symmetric bilinear form is non-
degenerate on H1(S;R) but may become degenerate when restricted to
the subspace of holonomic forms. Let Z be the kernel of the restriction
of this form. Define EC to be the quotient of the holonomic cohomology
by Z. It follows that the pairing 〈·, ·〉 is well defined on EC and is non-
degenerate.
Proposition 3.1. For a translation surface the dimension of EC is
an even number which is bounded below by two and above by twice the
genus of S.
Proof. Since EC supports a non-degenerate skew symmetric bilinear
form its dimension is even. Since EC is a quotient of the group
H1(S;R) its dimension is bounded above by the dimension of H1(S;R)
which is 2g. The forms dx and dy represent elements of EC. We have
the fact that
〈dx, dy〉 =
∫
S
dx ∧ dy = area(S) > 0.
This implies that dx and dy are non-zero and represent linearly inde-
pendent elements of EC. Thus the dimension is at least two. 
An element of Z is a one dimensional cohomology class and it can
be evaluated on a one dimensional homology class.Thus each element
of Z defines a linear function from H1(S;Q) to R. We define the
essential homology, EHom, to be the intersection of the kernels of
these functions. We observe that two cohomology classes are equivalent
if and only if they agree as linear functions on EHom so we can identify
EC as HomQ(EHom,R). Thus we have:
Proposition 3.2. The dimension of EHom as a rational vector space
is even and bounded below by 2 and above by 2g.
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Proposition 3.3. EHom is a subspace of the absolute homology of S.
Proof. Let α ∈ H1(S,Σ) be a homology class which is not in the ab-
solute homology. Because α is not in the absolute homology we can
find a cohomology class θ ∈ H1(S,Σ) which vanishes on the absolute
homology but which does not vanish when paired with α. Now θ has
the property that 〈θ, τ〉 = 0 for any τ since the value of 〈θ, τ〉 depends
only on the values that θ takes on absolute homology classes. In par-
ticular 〈θ, τ〉 = 0 for any holonomic cohomology class τ which is to say
that θ ∈ Z. On the other hand α is not in the kernel of θ so α is not
in the absolute holonomy. 
Definition 3.4. The essential holonomy is the rational subspace of R2
which is the image of EHom under the holonomy map.
We denote the essential holonomy by EH . The holonomy map in-
duces a bijection between EHom and EH .
Definition 3.5. The absolute holonomy of S is the image of the of the
absolute homology under the holonomy map. We denote this by AH.
Proposition 3.6. The essential holonomy EH is contained in the as-
bolute holonomy AH.
Proof. This follows from Proposition 3.3 by applying the holonomy
map. 
4. A rational vector space determined by J
In this section we show that Iso(J), the subgroup of elements of
SL(2,R) that preserve J , also preserves the essential holonomy. As we
shall see, the essential holonomy may be characterized as the minimal
Q-vector space VJ such that J can be written with entries in VJ , that
is,
J =
∑
i
vi ∧ wi
where vi, wi ∈ VJ . See Proposition 4.5.
The following argument was pointed out to us by Ken Brown.
Proposition 4.1. Given an element β ∈ R2 ∧Q R
2, there exists a
unique minimal Q-vector space Vβ ⊂ R
2 and an element α ∈ H2(Vβ;Q)
so that if ι∗ : Vβ ∧ Vβ → R
2 ∧Q R
2 is the map induced by the inclusion
ι : Vβ → R
2, then ι∗(α) = β. Furthermore, for any f ∈ GL(2,R) such
that f(β) = β, f(Vβ) = Vβ.
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Proof. Consider the collection V of Q-vector subspaces of R2 for which
there is an α ∈ V ∧Q V with ι∗(α) = β.
First, note that there exists a finite dimensional Q-vector space V
in V. We can write β ∈ R2 ∧Q R
2 as β =
∑
i vi ∧Q wi. Let V be the
Q-vector space generated by the vectors vi and wi. Then V has finite
Q-dimension, and there exists an α ∈ V ∧Q V such that ι∗(α) = β.
V is closed under the operation of taking intersections since for V,W
in V,
∧2(V ∩W ) = ∧2(V ) ∩∧2(W ). This implies that V contains an
element of minimal dimension. To prove uniqueness, let V and W be
two elements of V of minimal dimension then V ∩W is also in V and
so it has the same dimension as V and W . It follows that V =W .
Suppose f ∈ GL(2,R) is such that f(β) = β. Then the canonical
vector space Vf(β) = Vβ. Thus f(Vβ) = Vβ.

Corollary 4.2. Let J ∈ R2 ∧Q R
2. Then Iso(J) preserves the finite
dimensional Q-vector space VJ of R
2.
Proof. Note that Iso(J) ⊂ SL(2,R) ⊂ Aut(R2) and, by definition, for
any f ∈ Iso(J), f(J) = J . Then the corollary follows directly from the
above proposition with β = J and VJ the associated canonical vector
space. 
Our goal is to show that VJ is just EH(S).
Let θ : AH → Q be a Q-linear map. Then θ corresponds to a
holonomic 1-form on S.
Proposition 4.3. If θ 6= 0 is a holonomic 1-form corresponding to a
map from AH → Q and 〈θ, τ〉 = 0 for all holonomic 1-forms τ , then
J(S) can be written as
∑
i vi ∧ wi where vi, wi ∈ ker(θ).
Proof. Let {e0, e1, · · · , en} be a basis of AH∗ where e0 = θ. Let
{e0, · · · , en} be the dual basis for AH . Then
{ei ∧ ej}0≤i<j≤n
is a basis for
∧2
QAH and
{ei ∧ ej}0≤i<j≤n
is the dual basis for
∧2
QAH
∗. As we noted above, since J =
∑
i vi ∧wi
for vi, wi ∈ AH , we have that
J =
∑
0≤i<j≤n
rijei ∧ ej .
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Then
〈ei, ej〉 =
∫
S
ei ∧ ej
=
∑
0≤k<m≤n
〈ei ∧ ej , rkmek ∧ em〉
= rij.
(4)
By hypothesis, 〈e0, ej〉 = 0 for all j since e0 = θ. So r0j = 0 for all j.
It follows that we can write J =
∑
1≤i<j≤n rijei ∧ ej. But ei ∈ ker(θ)
for i 6= 0. 
Recall that Z is the subset of holonomic cohomology consisting of
those forms θ such that 〈θ, τ〉 = 0 for every holonomic one-form τ and
that the essential holonomy of S, EH(S), is the subspace of im(h) on
which Z vanishes.
Proposition 4.4. We can write J =
∑
i vi ∧ wi where vi, wi ∈ EH.
Proof. Since Ann(Z) = EH , by repeatedly applying the previous propo-
sition for each θ ∈ Z, we find that J =
∑
vi∧wi where vi, wi ∈ EH . 
Proposition 4.5. EH is the minimal Q-vector space V such that J =∑
i vi ∧ wi where vi, wi ∈ V .
Proof. Suppose for a contradiction that there exists a Q-vector space
V so that V is strictly contained in EH . Then there exists a non-zero
Q-linear map θ : EH → Q so that V ⊂ ker(θ). Then θ represents
a holonomic one-form which we call θ∗. Then for any other form τ ,
〈θ∗, τ〉 = 0. Since the form is non-degenerate this implies that θ∗ = 0
contradicting our assumption. 
Corollary 4.6. If J(S) ∈ R2 ∧Q R
2 then VJ = EH(S).
Proof. This follows from Proposition 4.5 and the definition of VJ . 
We take advantage of the fact that the essential holonomy of S de-
pends only on J(S) and not on the surface S to make the following
definition.
Definition 4.7. Given J ∈ R2 ∧Q R
2 we define EH(J) to be VJ .
Corollary 4.6 shows that this new definition is consistent with our
previous definition.
Since the EH depends only on J by Corollary 4.6 and since J is a
scissors congruence invariant, we have that
Theorem 4.8. The essential holonomy is a scissors congruence in-
variant.
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On the other hand, in Theorem 11.1 we show that the holonomy and
even the genus of a translation structure are not scissors congruence
invariants.
We note that the construction of VJ is of a general nature and does
not depend on the fact that J comes from a translation surface S.
Thus we can extend the definitions of certain objects associated with
translation surfaces to the more abstract context of arbitrary elements
J ∈ R2 ∧Q R
2. These include the area, the essential holonomy and
the set of algebraically periodic directions. This observation will be
useful in Section 11 when we want to construct translation surfaces with
prescribed periodic direction fields. In this case we will first construct
an abstract J with the desired properties and then we will construct a
surface that realizes this J .
Corollary 4.9. Iso(J) preserves EH(S).
Proof. This follows directly from Corollary 4.6 and Proposition 4.2. 
Next, we will give an alternate interpretation of Iso(J). Recall that
there is an action of GL(2,R) on 1-forms so that if g ∈ GL(2,R) and
η is a 1-form, then g · η = η ◦ g. Note that this action is natural with
respect to the action of GL(2,R) on surfaces: if S is a surface, then
the translation structure defined on gS is given by precomposition of
g with coordinate charts of S.
We say that α ∈ SL(2,R) preserves the product pairing if∫
S
α(σ) ∧ α(τ) =
∫
S
σ ∧ τ
for all pairs σ and τ .
Theorem 4.10. The skew symmetric form 〈·, ·〉 on the essential holo-
nomy determines J .
Proof. Let e1 . . . en be a Q-basis for EH . We can write J as
J =
∑
0≤i<j≤n
rijei ∧ ej .
Let e0 . . . en be a dual basis. Equation 4 shows that rij = 〈e
i, ej〉. 
Corollary 4.11. Iso(J(S)) is exactly the collection of elements of
SL(2,R) that preserve the product pairing when acting on holonomic
1-forms.
Proof. Theorem 2.9 shows that J determines the form 〈·, ·〉 on R2
∗
.
The previous theorem shows that 〈·, ·〉 determines J . Thus any linear
map of R2 that preserves 〈·, ·〉 preserves J . 
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Proposition 4.12. If S and S ′ are scissors congruent then EH(S) =
EH(S ′) and the bilinear forms induced on EH∗ for both surfaces are
the same.
Proof. Scissors congruence preserves the J invariant. The group EH
depends only on the J invariant. The bilinear form on EH is deter-
mined by J . 
5. The structure of EH
In this section, we examine EH(S) as a rational subspace of R2.
Since the results are of a general algebraic nature we state them for a
general finite dimensional rational subspace of R2 which we denote by
Λ rather than stating them for EH(S). In the first half of this section
we do not use the skew-symmetric form on EH(S) which arises from
J . We continue the analysis by assuming that Λ = VJ for some element
J ∈ R2 ∧Q R
2 as in section 4.1.
Let Λ be a finite dimensional rational subspace of R2 which has the
property that it contains a pair of vectors that generate R2 as a real
vector space. In case Λ = EH(s) we have dimQ(Λ) ≤ 2g where g is the
genus of S.
Definition 5.1. The multiplicative field of Λ is defined to be k = {λ ∈
R : λΛ ⊂ Λ}. In the case that Λ = EH(S) we will call k the multi-
plicative field of S.
Theorem 5.2. The field k is algebraic and the degree of this field over
Q is bounded above by dimQ(Λ)/2.
Proof. By assumption Λ contains vectors v1 and v2 which are linearly
independent (over R). Let ℓj be the one dimensional real subspaces
spanned by thevj . Let rj be the Q-dimension of ℓj ∩ Λ. Since Λ ∩ ℓj
is a k-vector space of dimension at least one we have dimQ(k) ≤ rj. In
particular k is a finite extension of Q.
The subspace of Λ generated by ℓ1 ∩ Λ and ℓ2 ∩ Λ has dimension
r1 + r2. Thus r1 + r2 ≤ dimQ(Λ). Combining this with the previous
inequality we have 2 dimQ(k) ≤ dimQ(Λ). 
Corollary 5.3. The multiplicative field of S is algebraic and its degree
is bounded by the genus of S.
Proof. This follows because the dimension of EH(S) is bounded by
twice the genus of S. 
Definition 5.4. A line ℓ ⊂ R2 is maximal if dimQ(Λ∩ℓ) ≥ dimQ(Λ)/2.
19
Next we will consider those Q vector spaces Λ with many maximal
lines.
Proposition 5.5. If there are three maximal lines in Λ there are in-
finitely many. If the lines of slope slopes 0, 1 and ∞ are maximal then
Λ then the maximal lines are those with slopes in k ∪∞ where k is the
multiplicative field of Λ. Furthermore Λ = {(x, y) : x, y ∈ Γ} where
Γ ⊂ R is a finite dimensional k vector space.
We remark that if there are three maximal lines we may choose
coordinates so that they are the lines with slopes 0, 1 and ∞.
Proof. To begin assume that there are two distinct maximal lines ℓ1
and ℓ2. Let rj be the Q-dimension of ℓj ∩ Λ so rj ≥ r. The subspace
of Λ generated by ℓ1 ∩ Λ and ℓ2 ∩ Λ has dimension r1 + r2. Thus
r1 + r2 ≤ dimQ(Λ). Since rj ≥ dimQ(Λ)/2 by assumption we conclude
that r1 = r2 = dimQ(Λ)/2 and furthermore Λ is generated by Λ ∩ ℓ1
and Λ ∩ ℓ2.
Now choose coordinates so that ℓ1 and ℓ2 are the standard coordinate
axes. Thus Λ is the set of pairs (x, y) such that x ∈ ℓ1 ∩ Λ = Λx and
y ∈ ℓ2 ∩ Λ = Λy.
Consider a third line ℓ′ with slope λ which we do not assume to be
maximal. A point (x, y) is in ℓ′ if and only if y = λx where x ∈ Λx and
y ∈ Λy. Thus the dimension of Λ ∩ ℓ
′ is the dimension of λΛx ∩ Λy.
In particular by looking at dimensions we see that ℓ′ is maximal if and
only if λΛx = Λy. Now assume that the line with slope 1 is maximal.
This means that Λx = Λy.
Let k = {λ ∈ R : λΛx ⊂ Λx}. The maximal lines are just those with
slopes in k ∪∞. Now let Γ = Λx. 
We defined the multiplicative field to be the set k = {λ ∈ R : λΛ ⊂
Λ} As a consequence of the above proof we see that if the lines of
slopes 0, 1 and ∞ in Λ are maximal then the multiplicative field can
also be described as k = {λ ∈ R : λΓ ⊂ Γ}. In particular Γ is a finite
dimensional k vector space.
We see that Λ can be written as Λ = α1k
2 ⊕ · · · ⊕ αnk
2 where n is
half the k dimension of Λ and α1 . . . αn are real numbers which give a k
basis for Γ. In particular we see that the dimension of Λ as a k vector
space is even. If the k dimension of Λ is two then by rescaling we can
write Λ = k2.
Proposition 5.6. Every non-zero vector in Λ determines a maximal
direction if and only if the k dimension of Λ is two.
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Proof. If the k dimension of Λ is two then a maximal line is a line ℓ so
that dimQ(Λ ∩ ℓ) ≥ dimQ(k). If ℓ contains a non-zero vector of Λ then
it contains a one dimensional k vector space so this condition holds.
Now we prove the other direction. The hypothesis that every line ℓ
for which Λ ∩ ℓ 6= 0 is maximal implies that there are infinitely many
maximal lines. Thus we may assume that the lines of slopes 0, 1 and∞
in Λ are maximal. Consider a line ℓ′ of slope λ. To say that ℓ′ ∩Λ 6= 0
is to say that λΛx ∩ Λx 6= {0}. To say that ℓ
′ is maximal is to say
that λΛx = Λx. The hypothesis that the first condition implies the
second means that multiplication by non-zero elements of k acts tran-
sitively on the non-zero elements of Λx. This implies that Λx must be
a one-dimensional vector space over k. Thus according to the previous
theorem we may assume that Λ = αk2. By a further coordinate change
we may assume that α = 1. 
Lemma 5.7. Assume that Λ has three maximal directions and and
that their slopes are 0, 1 and ∞. Then the subgroup of GL(2,R) that
preserves Λ is GL(2, k) where k is the multiplicative field of Λ.
Proof. We have
Λ = α1k
2 ⊕ · · · ⊕ αnk
2.
Thus GL(2, k) is contained in the affine automorphism group of Λ since
it is a sum of vector spaces invariant under GL(2, k).
Say we have a linear transformation M that preserves Λ. Then it
also preserves the collection of maximal directions which are just the
lines with slopes in k. ThusM takes the triple of directions (0, 1,∞) to
another triple of distinct directions (s1, s2, s3) where each si ∈ k. The
group GL(2, k) acts transitively on triples of distinct lines with slopes
in k, thus there exists a matrix M ′ ∈ GL(2, k) which takes (0, 1,∞) to
(s1, s2, s3). In particular the matrix (M
′)−1M takes the triple (0, 1,∞)
to itself. This implies that (M ′)−1M = λI where λI preserves Λ so
λ ∈ k. Thus M = λM ′ ∈ GL(2, k). This completes the proof. 
For the remainder of this section we will put some additional as-
sumptions on Λ. We assume that we have some J ∈ R2∧QR
2 and that
Λ = VJ . The element J defines a skew-symmetric non-degenerate inner
product 〈, 〉 on Hom(Λ,Q). As we showed in section 4 when J = J(S)
then VJ = EH(S). The case when J = J(S) is the case of primary
interest though it will be convenient to deal with other elements of
R2 ∧Q R
2 which are not a priori of this form.
Many properties that we have associated with a translation surface
S depend only on J(S). We take advantage of this fact to define
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the corresponding properties abstractly for an arbitrary element J ∈
R2 ∧Q R
2.
Let ℓ be a one dimensional real vector subspace of R2. Let Λ∗ℓ be the
subspace of Hom(Λ,Q) consisting of elements that vanish on ℓ ∩ Λ.
We say that a line ℓ is algebraically periodic if 〈θ, τ〉 = 0 for any θ, τ
in Λ∗ℓ . If we choose J to be J(S) for some surface S then this notion of
an algebraically periodic direction coincides with the previous notion.
Definition 5.8. J ∈ R2 ∧Q R
2 is algebraically periodic if there exist at
least three directions v such that SAFv(J) = 0.
Definition 5.9. We say that J is in standard form if the SAF -invariant
vanishes along the lines with slopes 0, 1 and ∞.
If S is in standard form, then a theorem from ([C]) implies that
there are infinitely many algebraically periodic directions which form
the projective line P(K) where K is a field. The theorem is proved by
analyzing the collection of parabolic matrices that preserve J . Thus
we have the following.
Proposition 5.10. If J is algebraically periodic and in standard form
then the slopes of periodic directions form a number field K.
Definition 5.11. Given J ∈ R2 ∧Q R
2 we define the field K from the
previous proposition to be the periodic direction field.
The key point here is that any J with three algebraically periodic
directions can be put in standard form by means of a coordinate change.
Definition 5.12. We say that a surface S is in standard form if the
lines with slopes 0, 1 and ∞ are algebraically periodic.
Proposition 5.13. The lines ℓ in Λ which represent algebraically pe-
riodic directions are maximal.
Proof. Let ℓ be an algebraically periodic line in R2. Let Λ∗ℓ be the
subspace of Hom(Λ,Q) consisting of elements that vanish on ℓ ∩ Λ.
Since the line ℓ is algebraically periodic 〈θ, τ〉 = 0 for any θ, τ in Λ∗ℓ .
This means that Λ∗ℓ is an isotropic subspace for the non-degenerate
skew-symmetric form 〈·, ·〉. The dimension of an isotropic subspace is
at most dimΛ/2. On the other hand dimQ(Λ
∗
ℓ)+dimQ(Λ∩ℓ) = dimQ(Λ)
so the dimension of Λ ∩ ℓ is at least dimΛ/2 and ℓ is maximal. 
Proposition 5.14. If J is algebraically periodic and in standard form,
the periodic direction field K is contained in the multiplicative field k
in particular K is a number field.
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Proof. The lines ℓ in Λ whose slopes are algebraically periodic direc-
tions on S are maximal. But Proposition 5.5 shows that the maximal
lines are those with slopes in k ∪ {∞}. 
The following definition is standard.
Definition 5.15. The holonomy field of S is the smallest field L such
that the absolute holonomy is contained in a two-dimensional L-vector
space.
Proposition 5.16. The multiplicative field of S is contained in the
holonomy field.
Proof. Say λ is a non-zero element of the multiplicative field k. Let v
be an element of EH . The definition of k gives us that w = λv is also
in EH . We use the fact that AH generates R2 as an R vector space to
find an element u which is not an R multiple of w. Since AH generates
a two dimensional L vector space there must be a L linear relation
between u, v and w. Thus ru+ sw + tv = 0 where the coefficients are
in L and are not all zero. Since u and v are R linearly independent we
have r = 0. So w = −(t/s)v. Thus λ = −(t/s) is an element of L. 
Theorem 5.17. Every essential homological direction is algebraically
periodic if and only if EH has dimension two over the periodic direction
field K.
Proof. This follows from Proposition 5.6 and the fact that every alge-
braically periodic direction is maximal. 
Definition 5.18. A surface S is completely algebraically periodic if
every homological direction is algebraically periodic.
The following result gives a useful criterion for recognizing com-
pletely algebraically periodic surfaces.
Corollary 5.19. A translation surface S is completely algebraically
periodic if it can be built by gluing a collection of polygons each of
which has vertices in the periodic direction field.
Proof. This follows from Proposition 2.5. 
Theorem 5.20. An algebraically periodic surface S is completely al-
gebraically periodic if and only if the holonomy is a vector space over
the periodic direction field of dimension 2.
Proof. We prove the reverse implication first. If the absolute holonomy
is a vector space over the periodic direction field K of dimension 2,
then since the absolute holonomy contains the essential holonomy and
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the essential holonomy is a vector space over K of dimension at least
2, the absolute holonomy is equal to the essential holonomy. So the
K-dimension of EH is two and Theorem 5.17 implies every essential
homological direction is algebraically periodic and so every absolute
homological direction is algebraically periodic. Thus S is completely
algebraically periodic.
To prove the forward implication, suppose that S is completely al-
gebraically periodic. Then every homological direction is algebraically
periodic. By Theorem 5.17 we may assume that EH = k2 ⊂ R2.
From Proposition 3.6 we know that EH ⊂ AH . It suffices to show
that EH = AH for then Theorem 5.17 can be used. Let p ∈ AH . Since
the sets of directions for EH and AH are the same by Proposition 5.6,
we know that p lies in a line ℓ through the origin with slope in K so ℓ
is given by an equation with coefficients in K. Let q be a point in EH
which does not lie on this line. Let ℓ′ be the unique line through p and
q. The slope of the line ℓ′ lies in K and this line contains a point with
coordinates in K so this line is given by an equation with coefficients
in K. Now p = ℓ ∩ ℓ′ and since both lines are given by equations with
coefficients in K their intersection must have both coordinates in K.
So p ∈ EH as was to be shown. 
Corollary 5.21. A surface is completely algebraically periodic if and
only if its holonomy field is equal to its periodic direction field.
Proof. Let L be the holonomy field of S. If S is completely algebraically
periodic, then Theorem 5.20 implies that dimK(AH) = 2. But the
definition of the holonomy field implies that L ⊂ K. On the other
hand, Proposition 5.16 and Proposition 5.5 imply that K ⊂ L. Thus,
L = K. If L = K, then dimK(AH) = 2 and Theorem 5.20 implies that
S is completely algebraically periodic. 
In the section 5 we show that EH(J) is Γ⊕Γ where Γ is a K vector
space. It follows that EH(J) is a K vector space of even dimension.
Definition 5.22. We define the rank of J to be 1
2
dimK(EH(J)).
Proposition 5.23. If S is completely algebraically periodic then J(S)
has rank one.
Proof. This follows from Theorem 5.17. 
We end this section with a criterion for recognizing rank one J ’s.
Definition 5.24. We say that J can be written with coefficients in a
field L if J is in standard form and J can be expressed as
J =
∑
i
vi ∧ wi
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where the components of each vi and wi are elements of L.
The results of section 4 imply that this is equivalent to saying that
EH(J) = L2.
Proposition 5.25. If J can be written with coefficients in a field L and
all lines with slopes in L ∪∞ are algebraically periodic then ΛJ = L
2
and J has rank one with periodic direction field equal to L.
Proof. By Proposition 4.5, the assumptions imply that Λ = ΛJ ⊂ L
2
and that the periodic direction field contains L. Here ΛJ is defined as
in the statement of Proposition 4.1. Let k be the multiplicative field.
Let m be the degree of the multiplicative field and d the degree of the
direction field. We know that K ⊂ k so d ≤ m. On the other hand
Λ is a vector space over k of dimension at least 2 so 2m ≤ dimQ(Λ).
Λ ⊂ L2 so dimQ(Λ) ≤ 2 deg(L). L ⊂ K so deg(L) ≤ d. Thus 2m ≤ 2d.
We conclude that m = d so L = K and Λ = L2 = K2. 
6. The Periodic Direction Field
In this section we describe a symmetric bilinear form on Γ∗ which is
used in ([KS]) and related to ([K]). When combined with Theorem 2.9,
we get Theorem 1.6 which gives criteria for algebraic periodicity of a
surface S in terms of explicit equations involving the coordinates of the
polygons from which S is constructed.
As shown in section 5 we have Λ = Γ ⊕ Γ where Γ ⊂ R. We also
have Λ∗ = Γ∗ ⊕ Γ∗.
Here, we introduce notation that will be used throughout this sec-
tion. The symbol
σdx (resp. σdy)
which lies in Λ∗ represents the homomorphism which takes a vector[
x
y
]
in Λ to the complex number σ(x) (resp. σ(y)).
Theorem 6.1. The surface S is algebraically periodic in standard form
if and only if for every σ and τ in Γ∗ we have:
〈σdx, τdx〉 = 0(5)
〈σdy, τdy〉 = 0(6)
〈τdx, σdy〉 = 〈σdx, τdy〉(7)
Proof. Since the horizontal direction is algebraically periodic by Propo-
sition 2.10 we have 〈σdx, τdx〉 = 0 for all σ and τ in Γ∗. Since the
vertical direction is algebraically periodic we have 〈σdy, τdy〉 = 0 for
all σ and τ in Γ∗.
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Since the line with slope 1 is algebraically periodic we have
〈σ(dy − dx), τ(dy − dx)〉 = 0
for all σ and τ in Γ∗. We expand the left hand side and use the
observation about the horizontal and vertical directions.
0 = 〈(σdy − σdx), (τdy − τdx)〉
= 〈σdy, τdy〉 − 〈σdy, τdx〉 − 〈σdx, τdy〉+ 〈σdx, τdx〉
= −〈σdy, τdx〉 − 〈σdx, τdy〉
= 〈τdx, σdy〉 − 〈σdx, τdy〉.
Equation 7 follows. 
Definition 6.2. Let σ and τ be elements of Γ∗. Then we define
(σ, τ) = 〈σdx, τdy〉.
This symmetric bilinear form is closely related to one that appears
in the work of Kenyon ([K]).
Corollary 6.3. If S is algebraically periodic and in standard form then
(·, ·) is a non-degenerate symmetric, bilinear form on Γ∗.
Proof. The symmetry follows from Equation 7. To see that it is non-
degenerate we use the fact that the form 〈·, ·〉 is non-degenerate. If σ
is a non-zero element of Γ∗ then there is some element τ = τ1dx+ τ2dy
of Λ∗ such that 〈σdx, τ〉 6= 0. We have
〈σdx, τ〉 = 〈σdx, τ1dx+ τ2dy〉
= 〈σdx, τ1dx〉+ 〈σdx, τ2dy〉
= 〈σdx, τ2dy〉
= (σ, τ2)
where the fact that 〈σdx, τ1dx〉 = 0 follows from Equation 5. Thus
given σ 6= 0 we have produced a τ2 so that (σ, τ2) 6= 0. 
Proposition 6.4. If S is algebraically periodic and in standard form
then the form (·, ·) determines J .
Proof. Theorem 4.10 shows that 〈·, ·〉 determines J . Here we show
that (·, ·) determines 〈·, ·〉. Let α and β be elements of Λ∗. We can
write each of these in terms of its components as α = αxdx + αydy
and β = βxdx + βydy. Then, since S is algebraically periodic and in
standard form,
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〈α, β〉 = 〈αxdx+ αydy, βxdx+ βydy〉
= 〈αxdx, βxdx〉+ 〈αxdx, βydy〉+ 〈αydy, βxdx〉+ 〈αydy, βydy〉
= 〈αxdx, βydy〉 − 〈βxdx, αydy〉
= (αx, βy)− (βx, αy).

Recall that k ⊂ R is the multiplicative field of S and that Γ is a
finite dimensional k-vector space. We will find an explicit basis for Γ∗
and Λ∗.
Let φp : Γ → k for p = 1, . . . , n be a basis of k-linear maps. Let
φq : k → C for q = 1 . . .m be the distinct field embeddings. Let
φpq : Γ→ C be defined as φ
p
q = φq ◦φ
p. The collection of linear maps φpq
give a basis for Γ∗. For γ ∈ Γ and α ∈ k we have φpq(αγ) = φq(α)φ
p
q(γ).
Let dx and dy represent the coordinate projections from R2 to the x
and y axes. The linear maps φpqdx and φ
p
qdy give a basis for Λ
∗.
Proposition 6.5. The line with slope λ is algebraically periodic if
φs(λ) = φq(λ) whenever 〈φ
r
sdx, φ
p
qdy〉 6= 0.
Proof. By Proposition 5.14 K ⊂ k. The form dy − λdx gives a projec-
tion from R2 to R for which the kernel is the line of slope λ. This line
will correspond to an isotropic subspace if
〈φpq(dy − λdx), φ
r
s(dy − λdx)〉 = 0
for all p, q, r, s.
Expanding this expression and using Equation 7 we get:
0 = 〈
(
φpqdy − φq(λ)φ
p
qdx
)
,
(
φrsdy − φs(λ)φ
r
sdx
)
〉
= 〈−φs(λ)φ
p
qdy, φ
r
sdx〉 − 〈φq(λ)φ
p
qdx, φ
r
sdy〉
= 〈−φs(λ)φ
r
sdy, φ
p
qdx〉 − 〈φq(λ)φ
p
qdx, φ
r
sdy〉
= 〈φs(λ)φ
p
qdx, φ
r
sdy〉 − 〈φq(λ)φ
p
qdx, φ
r
sdy〉
= (φs(λ)− φq(λ))〈φ
r
sdx, φ
p
qdy〉.

Corollary 6.6. The multiplicative field is equal to the periodic direction
field when (φpq, φ
r
s) = 0 for s 6= q.
Let us say that two indices s and q are a critical pair if for some
indices r and p the quantity (φrs, φ
p
q) = 〈φ
r
sdx, φ
p
qdy〉 is non-zero.
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Corollary 6.7. The periodic direction field K is the set {λ ∈ k :
φs(λ) = φq(λ)} for all critical pairs s and q with s 6= q.
A theorem of Calta in ([C]) shows that the collection of slopes of
algebraically periodic directions of an algebraically periodic surface in
standard form is a field. Note that the characterization given above
gives an alternate proof that these slopes form a field.
Proposition 6.8. Let λ ∈ k. Then λ ∈ K, iff multiplication by λ is a
self-adjoint transformation of Γ∗ with respect to (·, ·).
Proof. Let λ ∈ K and let φpq and φ
r
s be elements of Γ
∗. Recall that if
q, s is a critical pair, then φs(λ) = φq(λ). If q, s is a critical pair, we
have
(λ · φpq, φ
r
s) = 〈φq(λ)φ
p
qdx, φ
r
sdy〉
= 〈φs(λ)φ
p
qdx, φ
r
sdy〉
= 〈φpqdx, φs(λ)φ
r
sdy〉
= (φpq, λ · φ
r
s)
On the other hand, if q, s is not a critical pair, then each of the
integrals in the above equations is zero. In either case, (λ · φpq, φ
r
s) =
(φpq, λ · φ
r
s). The proof of the backward implication is essentially the
same. This proves the proposition. 
The construction of the maps φpq began with the construction of k-
linear maps from Γ to k. Since K ⊂ k we can also view Γ as a K-vector
space. We will now construct a Q basis for HomQ(Γ,C) based on K-
linear maps. Let ηpq = ηq ◦ η
p where ηq : K → C is a field embedding
and ηp : Γ→ K is K-linear.
Lemma 6.9. Let J be algebraically periodic and in standard form.
Consider two Q-linear maps ηpq and η
r
s of Γ into C. If q 6= s then
(ηpq , η
r
s) = 0.
Proof. We wish to show that when q 6= s, that is, when ηq 6= ηs, then
(ηpq , η
r
s) = 0 for any maps η
p and ηr. If ηq 6= ηs, then there exists a
λ ∈ K such that ηq(λ) 6= ηs(λ). We have
(λ · ηpq , η
r
s) = ηq(λ)(η
p
q , η
r
s)
and
(ηpq , λ · η
r
s) = ηs(λ)(η
p
q , η
r
s).
Since λ acts self-adjointly, we have that (λ · ηpq , η
r
s) = (η
p
q , λ · η
r
s).
This, in combination with the above two equations implies that either
ηq(λ) = ηs(λ) or (η
p
q , η
r
s) = 0. Thus, η
p
q and η
r
s are perpendicular. 
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Theorem 6.10. Let S be algebraically periodic. If we restrict the C-
bilinear, symmetric form (·, ·) on Hom(Γ,C) to HomK(Γ, K), then the
restricted form (·, ·)K determines J .
Proof. Let ψ, φ : Γ → K be K-linear so that ψ, φ ∈ HomK(Γ, K) and
let σ, τ : K → C be field embeddings. By Lemma 6.9, if σ 6= τ , then
(σψ, τφ) = 0. So suppose that σ = τ and write
J =
∑
i
[
ai
ci
]
∧
[
bi
di
]
.
We have:
(σψ, σφ) = 〈σψdx, σφdy〉
=
1
2
∑
i
σψ(ai)σφ(di)− σψ(cj)σφ(bj)
= σ
(1
2
∑
i
ψ(ai)φ(di)− ψ(cj)φ(bj)
)
= σ(ψ, φ)
So the inner product on Hom(Γ,C) is determined by the restricted
form on HomK(Γ, K) and on the field embeddings of K, which are
determined by K itself. It follows from Proposition 6.4 that the inner
product determines J . 
Proposition 6.11. If J ∈ R2∧QR
2 has rank one then J is determined
by its periodic direction field and its area.
Proof. Put J in standard form. If J has rank one then then we can
choose coordinates so that Γ = K. In this case HomK(Γ, K) is the
one dimensional vector space generated by the identity map 1. The
form (·, ·) is determined by its value on this generator and we have
(1, 1) =
∫
S
dx ∧ dy = area(S). 
Corollary 1.14. Let S be completely algebraically periodic. Then the
J-invariant of S is completely determined by the periodic direction field
and the area of S.
Proof. This follows because if S is completely algebraically periodic
then J(S) has rank one. 
We will give explicit formulae for these J invariants in section 7.
If the area of S is an element of the periodic direction fieldK then the
area can be changed without affecting the set of periodic directions by
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applying a linear transformation with coefficients inK and determinant
1/area. We can take for example the linear transformation[
1/area 0
0 1
]
.
Given a number field K we define the canonical J invariant JK asso-
ciated to the field K to be the unique algebraically periodic J invariant
with area 1 which has periodic direction field K and which can be writ-
ten with coefficients in K. We denote this by JK . In Section 7 we will
derive formulae for JK .
We say that two elements of R2∧QR
2 are isogenous if one is obtained
from the other by applying a linear transformation of the form:[
γ 0
0 γ
]
.
Theorem 6.12. If J is algebraically periodic and in standard form
with periodic direction field K and J has rank n then J is the sum of
n isogenous copies of the canonical invariant JK.
Proof. Let η1, . . . , ηn be an orthogonal basis for the form (·, ·) on HomK(Γ, K).
Let γ1 . . . γn be a dual basis over K for Γ. Any c ∈ Γ can be written as
c =
∑
ℓ
ηℓ(c)γℓ.
Since the x and y axes are algebraically periodic we can write J as:
J(S) =
∑
i
[
αi
0
]
∧
[
0
βi
]
Corresponding to the decomposition of Γ in terms of the orthogonal
basis η1, · · · , ηn, there is a decomposition of J . Define
(8) Jℓ,m =
∑
i
[
ηℓ(αi)γℓ
0
]
∧
[
0
ηm(βi)γm
]
.
Using bilinearity to expand J gives:
J =
∑
ℓ,m
Jℓ,m.
Note that Jℓ,ℓ is isogenous to a Jℓ,m with coefficients in K. We wish to
show that the terms J =
∑
ℓ,m with ℓ 6= m vanish. We will do this by
looking at the corresponding forms 〈·, ·〉.
The value of J is determined by the form 〈·, ·〉. Equation 8 shows
that the horizontal and vertical directions are algebraically periodic.
Recall that for σ, τ ∈ Λ∗,
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(σ, τ) = 〈σdx, τdy〉 =
1
2
∑
i
σ(ai)τ(di)− σ(ci)τ(bi)(9)
where
J =
∑
i
[
ai
bi
]
∧
[
ci
di
]
.
In our case, Equation 8 and Equation 9show tha
〈ηpqdx, η
r
sdy〉 =
1
2
∑
k
ηpq (αk)η
r
s(βk).
We define 〈·, ·〉ℓ,m to be the skew-symmetric bilinear form corresponding
to Jℓ,m. We calculate that
〈ηpqdx, η
r
sdy〉ℓ,m =
1
2
∑
k
ηpq (η
ℓ(αk)γℓ)η
r
s(η
m(βk)γm)
=
1
2
∑
k
ηℓq(αk)η
p
q (γℓ)η
m
s (βk)η
r
s(γm).
Note that ηpq (γℓ) is 0 unless p = ℓ. So if p = ℓ, we have
〈ηℓqdx, η
m
s dy〉ℓ,m =
1
2
∑
k
ηℓq(αk)η
ℓ
q(γℓ)η
m
s (βk)η
m
s (γm)
=
1
2
∑
k
ηℓq(αk)η
m
s (βk)
= 〈ηℓqdx, η
m
s dy〉.
The quantity 〈ηℓqdx, η
m
s dy〉 is 0 unless q = s by Lemma 6.9 and
〈ηℓq, η
m
q 〉 is 0 unless ℓ = m since the η
1 . . . ηn are orthogonal. We con-
clude that 〈·, ·〉ℓ,m is zero for ℓ 6= m. It follows that Jℓ,m = 0 for ℓ 6= m.
Thus
J =
∑
m
Jm,m.
It remains to show that Jm,m is algebraically periodic and that the
periodic direction field is K. This follows from Corollary 6.6 since
(ηmq , η
m
s ) = 〈η
m
q dx, η
m
s dy〉 = 0 for q 6= s. 
Theorem 1.6. Assume that aj , bj, cj , and dj lie in a number field L.
Then the lines of slope 0, 1 and ∞ are algebraically periodic directions
if and only if for any pair of distinct field embeddings σ, τ of L into C,
the following equations hold:
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∑
j
σ(cj)τ(bj)− σ(bj)τ(cj) =
∑
j
σ(dj)τ(aj)− σ(aj)τ(dj)
∑
j
σ(cj)τ(dj)− σ(dj)τ(cj) =
∑
j
σ(aj)τ(bj)− σ(bj)τ(aj) = 0
Furthermore if the above equations hold, then the periodic direction
field is the field consisting of λ ∈ L for which σ(λ) = τ(λ) whenever∑
j σ(cj)τ(bj)− σ(bj)τ(cj) 6= 0.
Proof. This follows from Theorem 6.1 and Corollary 6.7 and the obser-
vations that the field embeddings of L give a basis for HomQ(L,C). 
7. Formulae for J
As we have seen the periodic direction field of a surface S depends
only on J(S). In this section we start with a fieldK and find an element
J ∈ R2 ∧Q R
2 which can be expressed with coefficients in K and which
has periodic direction field K. We will use this construction in section
11 where we will construct surfaces which realize these invariants.
In this section we will deal with J which are written as
(10) J =
n∑
i=1
[
ai
0
]
∧
[
0
bi
]
.
This representation implies that the x and y axes are algebraically
periodic. Conversely if the x and y axes are algebraically periodic then
J can be written in this form. Before we begin we record a fact that
will be useful in Section 10.
Proposition 7.1. If J is algebraically periodic with periodic direction
field K of degree d and can be written as above where n is the number
of terms in the expression then n ≥ d.
Proof. By using a coordinate change that preserves the axes we may
assume that J is in standard form. Assume that J can be written as
above with n < d. Since Γ is a K vector space it has Q-dimension at
least d. Thus we can choose a non-zero Q-linear map τ : Γ → Q so
that τ(bi) = 0 for i = 1 . . . n. Now for any σ : Γ→ Q we have
(σ, τ) =
1
2
n∑
i=1
σ(ai)τ(bi) = 0.
But this contradicts the non-degeneracy of (·, ·) proved in Corollary 6.3.

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We record a useful criterion for an element J ∈ R2 ∧Q R
2 to have
rank one. This is a special case of Theorem 1.6.
Lemma 7.2. Say that J can be written as in Equation 10 with ai and
bi in the field K. Let σj be the field embeddings of K into C. The
periodic direction field of J will be K exactly when:
n∑
i=1
σ(ai)τ(bi) = 0
for any pair of distinct field embeddings σ and τ .
Proof. This follows from Theorem 1.6. 
The next three theorems give explicit expressions for J when J has
rank one with periodic direction field K. The first is in terms of an
integral matrix with an eigenvalue that generates K. The second is in
terms of a minimal polynomial of λ where λ generates K. The third is
in terms of the trace of K.
Theorem 7.3. Let A be an n × n integral matrix with eigenvalue λ
and corresponding eigenvector (ui). Then λ is an eigenvalue for A
t as
well. Let (vi) be a corresponding eigenvector. Then if
J =
n∑
i=1
[
ui
0
]
∧
[
0
vi
]
,
J is algebraically periodic with periodic direction field K = Q(λ).
Proof. We show that the periodic direction field of J is K. We begin
by showing that
(11)
n∑
i=1
[
λui
0
]
∧
[
0
vi
]
=
n∑
i=1
[
ui
0
]
∧
[
0
λvi.
]
.
Note that λui =
∑n
j=1 aijuj and λvi =
∑n
j=1 ajivj . This implies that
n∑
i=1
[
λui
0
]
∧
[
0
vi
]
=
n∑
i=1
n∑
j=1
aij
[
uj
0
]
∧
[
0
vi
]
=
n∑
i=1
n∑
j=1
aji
[
ui
0
]
∧
[
0
vj
]
=
n∑
i=1
[
ui
0
]
∧
[
0
λvi
]
.
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Now consider two distinct field embeddings σ and τ . Since λ gener-
ates K it must be the case that σ(λ) 6= τ(λ).
σ(λ)
n∑
i=1
σ(ui)τ(vi) =
n∑
i=1
σ(λui)τ(vi)
=
n∑
i=1
σ(ui)τ(λvi)
= τ(λ)
n∑
i=1
σ(ui)τ(vi)
Thus
∑n
i=1 σ(ui)τ(vi) = 0. By Lemma 7.2, this proves the theorem. 
Theorem 1.15. If α1 . . . αn and β1 . . . βn are dual bases for the trace
form on a field K then
J =
∑
j
[
αj
0
]
∧
[
0
βj
]
is algebraically periodic with periodic direction field K. Conversely if
J can be written as above and with entries in K and J is algebraically
periodic with periodic direction field K and area 1 then α1 . . . αn and
β1 . . . βn are a dual basis for the trace form on K.
Proof. Let φ1 . . . φn be field embeddings of K into C. Define n × n
matrices A and B by setting aij = φi(αj) and bij = φi(βj). The fact
that the α and β are dual bases for the trace translates into the fact
that ATB = I:
[ATB]ik =
∑
j
[AT ]ij [B]jk =
∑
j
φj(αi)φj(βk)
=
∑
j
φj(αiβk)
= tr(αiβk)
= δik.
Consider the inner product corresponding to J . We now want to
calculate (φi, φk) and show that (φi, φk) = δik. This will establish that
J is the element corresponding to the field K.
(φi, φk) = 〈φidx, φkdy〉 =
∑
j
φi(αj)φk(βj).
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∑
j
φi(αj)φk(βj) =
∑
j
[A]ij[B
T ]jk = [AB
T ]ik
Since B is a right inverse to AT , B is also a left inverse to AT so
BAT = I. Taking transposes of both sides gives ABT = I. Thus
(φi, φk) = δik. According to Lemma 7.2 J has rank one with periodic
direction field K. We note that this J will have area 1. 
The next result gives an explicit way to write J = JK in terms of
the field K.
Theorem 7.4. Let λ be an algebraic number with minimal polynomial
p(x) = xn + an−1x
n−1 + · · ·+ a1x+ a0
and let k = Q(λ). Let
q(x) =
p(x)
x− λ
= bn−1x
n−1 + bn−2x
n−2 + · · ·+ b1x+ b0.
Let βj =
bj
p′(λ)
. Then
JK =
n−1∑
j=0
[
λj
0
]
∧
[
0
βj
]
.
Proof. This follows since {λj}n−1j=0 and {
bj
p′(λ)
}n−1j=0 are dual bases for the
trace pairing, tr : k × k → Q. (See [L], Proposition 1, pg. 213.) 
8. Iso(J) in the algebraically periodic case
We now calculate Iso(J) in the algebraically periodic case. Note that
we are not assuming that J has rank one. The fact that Iso(J) acts
transitively on the set of algebraically periodic directions was proved
in ([C]).
Theorem 8.1. If J is algebraically periodic and in standard form with
periodic direction field K then Iso(J) = SL(2, K).
Proof. Let
M =
[
α β
γ δ
]
be an element of SL(2, k). We compute the action of this linear trans-
formation on the space Λ∗.
The symbol φkjdx ∈ Λ
∗ represents the homomorphism which takes
a vector
[
x
y
]
in Λ to the complex number φkj (x). If we precompose
35
with the matrix M we get the homomorphism which takes the vector[
x
y
]
to
[
αx+ βy
γx+ δy
]
and then to φkj (αx + βy). Now φ
k
j (αx + βy) =
φj(α)φ
k
j (x)+φj(β)φ
k
j (y). If we express this form in dx and dy notation
it becomes: φj(α)φ
k
jdx+ φj(β)φ
k
jdy.
A similar calculation shows that φkjdy is taken to φj(γ)φ
k
jdx+φj(δ)φ
k
jdy.
Corollary 4.11 implies that J will be preserved if and only if integrals
of products of holonomic 1-forms are preserved. It suffices to check this
on our basis of 1-forms.
This will occur when
〈φpqdx, φ
r
sdy〉 = 〈
(
φq(α)φ
p
qdx+ φq(β)φ
p
qdy
)
,
(
φs(γ)φ
r
sdx+ φs(δ)φ
r
sdy
)
〉
Expanding the right hand side we have:
(12) 〈φq(α)φ
p
qdx, φs(γ)φ
r
sdx〉+ 〈φq(α)φ
p
qdx, φs(δ)φ
r
sdy〉
+ 〈φq(β)φ
p
qdy, φs(γ)φ
r
sdx〉+ 〈φq(β)φ
p
qdy, φs(δ)φ
r
sdy〉
Theorem 6.1 shows that the 〈dx, dx〉 terms and the 〈dy, dy〉 terms
vanish so expression 12 becomes:
〈φq(α)φ
p
qdx, φs(δ)φ
r
sdy〉+ 〈φq(β)φ
p
qdy, φs(γ)φ
r
sdx〉
= φq(α)φs(δ)〈φ
p
qdx, φ
r
sdy〉+ φq(β)φs(γ)〈φ
p
qdy, φ
r
sdx〉
=
(
φq(α)φs(δ)− φq(β)φs(γ)
)
〈φpqdx, φ
r
sdy〉
(13)
Summarizing, the integral of the wedge product is invariant when
(14) 〈φpqdx, φ
r
sdx〉 =
(
φq(α)φs(δ)− φq(β)φs(δ)
)
〈φpqdx, φ
r
sdy〉
This equation will hold when
(15) φq(α)φs(δ)− φq(β)φs(γ) = 1
or when 〈φpqdx, φ
r
sdy〉 = 0. Thus we have invariance of J if and only
if for any critical pair of field embeddings (not necessarily distinct) we
have
φq(α)φs(δ)− φq(β)φs(γ) = 1
Now suppose that M ∈ Iso(J). We will show that M = λM ′ for
some M ′ ∈ GL(2, K) and λ ∈ k such that
M ′ =
[
a b
c d
]
.
We know that M ∈ SL(2, k) and that M preserves the algebraically
periodic directions. Thus M takes the triple of directions (0, 1,∞)
to another triple of directions (s1, s2, s3) where each si ∈ K. There
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exists a matrix M ′ ∈ GL(2, K) which takes (0, 1,∞) to (s1, s2, s3).
Therefore (M ′)−1M takes the triple (0, 1,∞) to itself. This implies
that (M ′)−1M = λI where λ ∈ k.
We consider equation 16 for M in this special form.
φq(λa)φs(λd)− φq(λb)φs(λc) = 1
for any critical pair of field embeddings.
This equation is equivalent to:
(16) φq(λ)φs(λ)
(
φq(a)φs(d)− φq(b)φs(c)
)
= 1
Note that Corollary 6.7 implies that φq and φs agree on elements of
K so we get
φq(a)φs(d)− φq(b)φs(c) = φq(a)φq(d)− φq(b)φq(c)
= φq(ad− bc) = φs(ad− bc)
(17)
Now, if λ ∈ K, then φq(λ) = φs(λ), and so equation 16 holds. We
will now assume equation 16 holds and show that λ ∈ K.
Write θ for (ad − bc)−1. Equation 16 holds if φq(λ)φs(λ) = φq(θ) =
φs(θ). If we take φq = φs = id we see that λ
2 = θ. It follows that
φq(λ)φs(λ) = φq(λ
2) = φq(θ). Thus, φq(λ) = ±
√
φq(θ). Similarly,
φs(λ) = ±
√
φs(θ).
If φq(λ) = φs(λ) then φq(λ)φs(λ) = φq(θ). On the other hand, if
φq(λ) 6= φs(λ) then φq(λ)φs(λ) = −φq(θ). Thus Equation 16 holds
exactly when φq(λ) = φs(λ). Since this equation holds for any critical
pair then we conclude that λ ∈ K and M = λM ′ ∈ SL(2, K). 
Corollary 8.2. Let J be algebraically periodic. Each element of Iso(J)
has trace in the periodic direction field of J .
Corollary 8.3. Let J be algebraically periodic. Let K be the periodic
direction field, k the multiplicative field, L the holonomy field and k′
the trace field of Iso(J). Then k′ ⊂ K ⊂ k ⊂ L.
Proof. The first inclusion follows from the preceding corollary, the sec-
ond from Proposition 5.14, and the last from Proposition 5.16. 
9. Surfaces with affine automorphisms and the
homological affine group
In section 6 we found formulae which can be used to detect the prop-
erty of algebraic periodicity. In this section we show that the existence
of certain affine automorphisms of S imply that S is algebraically pe-
riodic.
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Theorem 1.2. If the Veech group of S contains a pseudo-Anosov el-
ement A, then the periodic direction field K of S is equal to the trace
field and S is completely algebraically periodic.
Proof. By replacing A by its square if necessary, we may assume that
A preserves the orientations on the stable and unstable foliations.
The following argument is from McMullen (see [M3]). We can choose
a basis of EH∗ consisting of forms σjdx and σjdy where σj runs through
the field embeddings of k′. Let M ∈ SL(2,R) be the matrix of the
pseudo-Anosov element. SinceM preserves J(S) we have 〈Mα,Mβ〉 =
〈α, β〉 for any α and β in EH∗. It follows that
〈Mα, β〉 = 〈Mα,MM−1β〉
= 〈α,M−1β〉,
〈M−1α, β〉 = 〈M−1α,M−1Mβ〉
= 〈α,Mβ〉,〈
(M +M−1)α, β
〉
=
〈
α, (M +M−1)β
〉
.
Since detM = 1 it follows that M +M−1 = tr(M)I.
Now applying the transformation M + M−1 to our basis elements
gives
σj(trM)〈σjdx, σkdy〉 = 〈(M +M
−1)σjdx, σkdy〉
= 〈σjdx, (M +M
−1)σkdy〉
= σk(trM)〈σjdx, σkdy〉
Since trM generates k′ we have σj(trM) 6= σk(trM) unless j = k.
We conclude that 〈σjdx, σkdy〉 = 0 when j 6= k. The same argument
also gives 〈σjdx, σkdx〉 = 0 and 〈σjdy, σkdy〉 = 0 when j 6= k. The-
orem 1.6 shows that S is algebraically periodic and that the periodic
direction field of S is the trace field.
According to ([KS]) the trace field is equal to the holonomy field.
Since the holonomy field is equal to the periodic direction field S is
completely algebraically periodic according to Corollary 5.21. 
Corollary 1.3. If a flat surface S is obtained from the Thurston-Veech
construction then it is completely algebraically periodic.
Proof. In this case the Veech group contains a pseudo-Anosov auto-
morphism. 
What we have actually shown is the following:
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Theorem 9.1. If there is an affine automorphism of S with trace θ
and θ generates the holonomy field then S is completely algebraically
periodic.
Theorem 1.4. If S is a flat surface obtained from a rational-angled
triangle via the Zemlyakov-Katok construction then S is completely al-
gebraically periodic.
Proof. Let ∆ be the triangle with angles (p1/q)π, (p2/q)π and (p3/q)π
where p1, p2 and p3 have no common factor. Assume that the segment
between (0, 0) and (1, 0) is one edge of the triangle. Let θ = e2πi/q. Let
Q(θ) be the cyclotomic field generated by θ. If we identify the plane R2
with C then we can see that the reflections in the sides of the triangle
are contained in the group generated by rotations through the angle
of 2π/q, complex conjugation and translation by elements in Q(θ).
It follows that all triangles obtained by repeatedly unfolding ∆ have
coordinates in Q(θ). If we return to viewing C as R2 then the vertices of
these triangles are vectors and the coordinates of these vectors lie in the
collection of real and imaginary parts of elements of Q(θ). This is just
the real field Q(θ + θ−1). In particular the holonomy of S is contained
in Q(θ + θ−1) by Proposition 2.5. The matrix that corresponds to
rotation by 2π/q induces an automorphism of the surface S which has
trace 2 cos(2π/q) = θ+θ−1. In this case the holonomy field is contained
in the trace field. And since the trace field is contained in the holonomy
field, it follows that k′ = K = L and so S is completely algebraically
periodic. 
Theorem 9.2. If Iso(J) contains a rational matrix which is diagonal-
izable over the rationals with eigenvalues other than 1 and -1 then the
eigendirections are algebraically periodic.
Proof. Let M ∈ Iso(J). We can choose coordinates so that M is diag-
onal with diagonal entries λ and λ−1. We can write J as:
J =
∑
j
[
aj
0
]
∧
[
0
bj
]
+
∑
k
[
ck
0
]
∧
[
dk
0
]
+
∑
ℓ
[
0
eℓ
]
∧
[
0
fℓ
]
.
We get
MJ =
∑
j
[
λaj
0
]
∧
[
0
λ−1bj
]
+
∑
k
[
λck
0
]
∧
[
λdk
0
]
+
∑
ℓ
[
0
λ−1eℓ
]
∧
[
0
λ−1fℓ
]
.
Using Q linearity we have:
39
MJ =
∑
j
[
aj
0
]
∧
[
0
bj
]
+ λ2
∑
k
[
ck
0
]
∧
[
dk
0
]
+ λ−2
∑
ℓ
[
0
eℓ
]
∧
[
0
fℓ
]
.
Comparing the formulae we see that[
ck
0
]
∧
[
dk
0
]
=
[
0
eℓ
]
∧
[
0
fℓ
]
= 0.

The following result shows that the property of being algebraically
periodic is characterized by the group Iso(J).
Theorem 9.3. If Iso(J) contains a subgroup isomorphic to SL(2,Q)
as an abstract group then J is algebraically periodic.
Proof. The group SL(2,Q) contains elements
α =
[
2 0
0 2−1
]
β =
[
1 1
0 1
]
where β has infinite order and which satisfy αβα−1 = β4. By assump-
tion Iso(J(S)) contains elements α′ and β ′ which satisfy this equation
and for which β ′ has infinite order. It follows that β ′ must be a para-
bolic element (cf [O] p. 67) and the axis of β ′ must be an eigenspace
of α′ with eigenvalue 2. According to Theorem 9.2 the axis of β ′ must
be an algebraically periodic direction.
To show the existence of three algebraically periodic directions for
S we note that parabolic elements have a common axis if and only
if they commute. Thus find three parabolic elements βj, j = 1, 2, 3
and corresponding αj so that the axes of the βj are distinct. This
implies that no pair of the β’s commute. Consider the images of these
elements β ′j. These elements are parabolic and do not commute. It
follows that there axes are distinct. By the above argument these axes
are algebraically periodic directions. 
Theorem 1.13. If Iso(J(S)) is isomorphic to SL(2, K) as an abstract
group for some field K then S is algebraically periodic and K is the
periodic direction field.
Proof. If Iso(J(S)) is isomorphic to SL(2, K) as an abstract group
it certainly contains a subgroup isomorphic to SL(2,Q). So by Theo-
rem 9.3 S is algebraically periodic. By Theorem 8.1 Iso(J(S)) is isomor-
phic to SL(2, K) where K is the periodic direction field. If Iso(J(S))
were isomorphic to SL(2, K ′) for some field K ′ other than the direc-
tion field then we would have an isomorphism between SL(2, K) and
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SL(2, K ′). According to O’Meara ([O]) such an isomorphism can only
occur when K = K ′. 
Recall that Aff+(H1(S,Q), ω) is the homological affine group and is
defined in the introduction to this paper. If we let V (S) be the Veech
group of S, then
V (S) ⊂ Aff+(H1(S,Q), ω) ⊂ Iso(J(S)).
Theorem 1.5. If S is completely algebraically periodic, in particular, if
the Veech group of S contains a hyperbolic element, then Aff+(H1(S,Q), ω) =
Iso(J) = SL(2, K).
Proof. Note that Iso(J) preserves the algebraically periodic directions
of S, while Aff+(H1(S,Q), ω) preserves the homological directions. When
S is completely algebraically periodic, (i.e., when L = K), the set of
homological directions and the set of algebraically periodic directions
are the same. Thus Iso(J) = Aff+(H1(S,Q), ω). 
The notions of the homological affine group and Iso(J) are closely
related but not identical as we show in Theorem 11.1.
10. Geometric Decompositions and Total Reality
We will assume throughout this section that S is algebraically peri-
odic and in standard form. If Λ is the essential holonomy of S then, as
in Section 6, we can write Λ∗ = Γ∗⊕Γ∗ where Γ∗ is the collection of Q-
linear maps from Γ to C. As was shown in Section 6 there is a C-bilinear
symmetric form on Γ∗ = Hom(Γ,C) given by (σ, τ) = 〈σdx, τdy〉.
Theorem 10.1. If the restriction of (·, ·) to Hom(Γ,R) is positive
definite, then K is totally real.
Proof. Fix a K-linear map ψ : Γ → K such that (ψ, ψ) 6= 0. Let
{σi}
r
i=1 be the set of real embeddings of K into C and {τi}
n
i=r+1 the
subset of complex embeddings which contains exactly one of each pair
of complex conjugate embeddings τ and τ¯ . Thus, for each 1 ≤ i ≤ r,
we obtain one Q-linear homomorphism of Γ into C, ηi = σiψ. And
for each r + 1 ≤ i ≤ n, we obtain two Q-linear homomorphisms of Γ
into C, ηi = τiψ and η¯ = τ¯ψ, corresponding to an embedding and its
conjugate.
Fix an i > r and let τ = τi. Since τψ and τ¯ψ are distinct Q-linear
homomorphisms, Lemma 6.9 shows that (τψ, τ¯ψ) = 0. We have that
τψ = ℜ(τψ) + iℑ(τψ). Then using C-bilinearity of (·, ·),
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(τψ, τ¯ψ) = (ℜ(τψ) + iℑ(τψ),ℜ(τψ)− iℑ(τψ))
= (ℜ(τψ),ℜ(τψ)) + (ℑ(τψ),ℑ(τψ))
= 0
Either both of the terms (ℜ(τψ),ℜ(τψ)) and (ℑ(τψ) , ℑ(τψ)) are
zero, or one is positive and the other negative. This contradicts the
fact that (·, ·) is positive definite. Thus, there can be no complex
embeddings of K into C and so K is totally real.

Theorem 1.9. Suppose that S is algebraically periodic and that S has
a decomposition into squares so that the directions of the sides are
algebraically periodic directions. Then the periodic direction field is
totally real.
Proof. We may assume that S is in standard form. We have not as-
sumed that the decomposition into squares is an edge to edge decom-
position. We can make it an edge to edge decomposition by adding
vertices to the sides of the squares. Adding a vertex to a horizontal
side changes J by terms of the form
[
a
0
]
∧
[
b
0
]
. If aj are the side lengths
of the squares that decompose S then we can write J as
J =
∑
j
[
aj
0
]
∧
[
0
aj
]
+
∑
k
[
ck
0
]
∧
[
dk
0
]
+
∑
ℓ
[
0
eℓ
]
∧
[
0
fℓ
]
.
Since the horizontal and vertical directions are assumed to be alge-
braically periodic the second and third terms are zero. So we have:
J =
∑
j
[
aj
0
]
∧
[
0
aj
]
.
Let ρ : Γ→ R be Q-linear. Then we have that
(ρ, ρ) =
∑
i
ρ(ai)ρ(ai)
=
∑
i
ρ(ai)
2 ≥ 0
Since this form is non-degenerate showing that it is non-negative shows
that it is positive definite. 
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Theorem 10.2. Suppose that S is algebraically periodic and that S
has a decomposition into rectangles so that the directions of the sides
are algebraically periodic directions. Then the number of rectangles is
at least the degree of the periodic direction field.
Proof. The proof of the previous theorem shows that the decomposition
of S into n rectangles gives us a way to write J with n terms. We then
apply Proposition 7.1. 
Genus two surfaces which are sums of isogenous tori play a special
role (see Theorem 1.8 of [M3]).
Theorem 10.3. If S has a decomposition into isogenous tori then S
is algebraically periodic and the periodic direction field is totally real.
Proof. Since J is additive for connected sums we can write J(S) as the
sum of the J invariants of tori. By choosing coordinates appropriately
we may assume that the holonomy of each torus is a multiple of that
of the standard integral lattice. The J invariant for this torus will be[
1
0
]
∧
[
0
1
]
.
The surface is algebraically periodic because every direction with ra-
tional slope (including those with slopes 0, 1 and∞) is an algebraically
periodic direction. So we may write
J =
∑
j
[
aj
0
]
∧
[
0
aj
]
.
The result follows from the proof of Theorem 1.9. 
Corollary 1.8. If S has a parabolic automorphism and S is alge-
braically periodic then the periodic direction field K is totally real.
This theorem does not assert that the existence of a parabolic auto-
morphism implies that S is algebraically periodic. A parabolic auto-
morphism gives rise to one algebraically periodic direction. In general
we would need to have two other algebraically periodic directions to
determine that S was algebraically periodic but in this case the exis-
tence of a second algebraically periodic direction suffices. If there are
two parabolic automorphisms with distinct axes then the total reality
of K follows from a result of ([HL]).
Proof. If S has a parabolic element, then there is a complete cylinder
decomposition of S in the direction of the parabolic. Choose a second
algebraically periodic direction and choose coordinates so that these
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directions are the x and y axes. By a coordinate change which preserves
the axes we may assume that the height and width of one cylinder are
both 1. For a parabolic transformation the moduli of all cylinders are
rationally related so the moduli of all cylinders are rational. It follows
that S can be decomposed into squares. The result now follows from
Theorem 1.9. 
The positive definiteness of the restriction of (·, ·) to HomQ(Γ,R)
gives non-trivial conditions for the existence of a parabolic direction
or square decomposition. In ([KS]) the positive definiteness of this
inner product is used as a test for the existence of a parabolic cylinder
decomposition. In that case the field is the maximal real subfield of
the cyclotomic field which is totally real.
Theorem 10.4. If S is algebraically periodic and S has a decomposi-
tion into cylinders then the number of cylinders is greater than or equal
to the degree of the periodic direction field.
Note that this theorem applies to decompositions of S into cylinders
of arbitrary moduli.
Proof. As in the previous corollary the decomposition of S into cylin-
ders gives an expression for J . The number of cylinders is the num-
ber of terms in this expression. The result now follows from Proposi-
tion 7.1. 
11. Construction of Examples
The following theorem is a converse to Theorem 1.9 which states that
if an algebraically periodic surface can be decomposed into squares of
various sizes, then its periodic direction field is totally real.
Theorem 1.10. Let K be a totally real, algebraic extension field of Q.
Then there exists a surface S that arises from a right-angle, square-
tileable billiard table so that S is completely algebraically periodic with
periodic direction field K.
Proof. Let K = Q(λ). Since λ is totally real, ([E]) implies that λ is
the eigenvalue of an integral, symmetric n × n matrix A. If u is an
eigenvector of A corresponding to λ, then since A is symmetric, u is
also an eigenvector for At corresponding to λ. Then if we define
J =
n∑
i=1
[
ui
0
]
∧
[
0
ui
]
as in the statement of Theorem 7.3, the theorem shows that the periodic
direction field of J is K. Thus, if we can construct a surface S so that
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J = J(S), S will be have periodic direction field K. We begin by
constructing the billiard table in the following way. For each term[
ui
0
]
∧
[
0
ui
]
of J , construct a square of side length ui. (Note that we can replace ui
by −ui without changing the value of J . Thus we may assume, without
loss of generality, that ui > 0.) Glue the squares together along their
sides so that the coordinates of the vertices of each square lie in K.
This may be accomplished, for example, by aligning the squares along
the x-axis and gluing them edge to edge. The corresponding translation
surface is a four-fold cover of the table, and so J(S) = 4J where J is
the invariant of the table and J(S) that of the surface.
It follows from Proposition 2.5 that the holonomy of any segment of
S lies in K2. By Proposition 5.25 S is completely algebraically periodic
since its periodic direction field is K and its holonomy is contained in
K2. 
Note that the surface S that we have constructed is a connected
sum of isogenous tori so this construction provides a converse to The-
orem 10.3.
Theorem 1.7. Every number field K is the periodic direction field for
a completely algebraically periodic translation surface that arises from
a right-angled billiard table.
Proof. Let K be a number field. The we can write K = Q(λ) where
λ > 0 is an algebraic number with minimal polynomial
p(x) = xn + an−1x
n−1 + · · ·+ a1x+ a0.
Let
q(x) =
p(x)
(x− λ)
= bn−1x
n−1 + bn−2x
n−2 + · · ·+ b1x+ b0.
Let αj = λ
j and let βj =
bj
q′(λ)
. We will construct a surface S so that
J(S) =
∑
i
[
αj
0
]
∧
[
0
βj
]
.
According the Theorem 7.4 the periodic direction field of this surface
will be K. If K is not totally real, then it may not be the case that
αjβj > 0, but it will be the case that
∑
j αjβj = 1.
By replacing αj and βj by −αj and −βj we may assume that each
αj > 0. Construct rectangles Rj ⊂ R
2 with sides aligned with the axes
and with width αj and height |βj| for j = 1 . . . n.
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Glue together those rectangles Rj for which βj > 0 so that the
vertices of each rectangle are in K2, as in the previous theorem. Now
consider those rectangles for which βj < 0. If one such rectangle Rj
has area less than that of a rectangle Rj′ for which βj′ > 0, then cut Rj
from Rj′ in such a way that the vertices are in K
2. Otherwise, if Rj has
area greater than any rectangle Rk for which βk > 0, then subdivide
Rj into sufficiently small rectangles, keeping their vertices in K
2, and
remove these smaller rectangles from the positive ones as previously
described. The result is a planar billiard table whose translation surface
has periodic direction field K and holonomy contained in K2. By
Proposition 5.25 the corresponding surface is completely algebraically
periodic. 
Using techniques similar to those in the proof of Theorems 1.7, we
now construct a surface S for which the essential holonomy is strictly
contained in the absolute holonomy.
Theorem 11.1. There is a translation surface for which the essential
holonomy is a proper subspace of the absolute holonomy.
Proof. Let T denote the square billiard table with side length 1 with
sides aligned with the axes. Note that the direction field, K, of this
table is Q. Let α and β be irrational, positive real numbers such that
α, β < 1. Let R be a rectangle with sides aligned with the axes and
width α and height β. Remove R from the bottom left corner of T
and then glue this removed rectangle to the bottom of the right side of
T . Call this new table S. We build a translation surface S ′ from four
copies of S. This surface will have genus 3 and J(S ′) = 4J(S). We
have that
J(S) =
[
1
0
]
∧
[
0
1
]
+
[
α
0
]
∧
[
0
α
]
−
[
α
0
]
∧
[
0
α
]
=
[
1
0
]
∧
[
0
1
]
Since the periodic direction field of S depends only on J and the
value of J is the same as that of the torus the periodic direction field
is still Q. Since the essential holonomy is the smallest vector space so
that J can be written as a sum of wedges of vectors in EH , we also
know that EH = Q⊕Q. But the absolute holonomy is not contained
in Q⊕Q since it contains vectors with irrational coordinates. 
The surface constructed has genus three but is scissors congruent to
the torus. This shows that genus is not a scissors congruence invariant.
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Recall that the homological affine group is the subgroup of Iso(J)
which preserves the absolute homology.
Corollary 11.2. There is a surface S for which
Iso(J(S)) 6= Aff+(H1(S,Q), ω) .
Proof. Consider the surface constructed above but assume that α and β
are not rationally related. We have seen that in this case Iso(J(S)) =
SL(2,Q). On the other hand Aff+(H1(S,Q), ω) is the subgroup of
Iso(J(S)) which preserves EH. The intersection of EH with the hori-
zontal axis is Q ⊕ αQ while the intersection of EH with the vertical
axis is Q⊕βQ. Since these subspaces of R are not isogenous there can
be no element of Aff+(H1(S,Q), ω) which takes the x-axis to the y-axis
so Aff+(H1(S,Q), ω) is strictly smaller than SL(2,Q). 
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