This work proposes a model reduction method, the adaptive-order rational Arnoldi (AORA) method, to be applied to large-scale linear systems. It is based on an extension of the classical multi-point Padé approximation (or the so-called multi-point moment matching), using the rational Arnoldi iteration approach. Given a set of predetermined expansion points, an exact expression for the error between the output moment of the original system and that of the reduced-order system, related to each expansion point, is derived first. In each iteration of the proposed adaptive-order rational Arnoldi algorithm, the expansion frequency corresponding to the maximum output moment error will be chosen. Hence, the corresponding reduced-order model yields the greatest improvement in output moments among all reduced-order models Lee et al. / Linear Algebra and its Applications 415 (2006) of the same order. A detailed theoretical study is described. The proposed method is very appropriate for large-scale electronic systems, including VLSI interconnect models and digital filter designs. Several examples are considered to demonstrate the effectiveness and efficiency of the proposed method.
Introduction
An SISO linear time-invariant system can be expressed as E
dx(t) dt = Ax(t) + bu(t), and y(t) = c T x(t),
where x(t) ∈ R n is the state vector; u(t) ∈ R is the input excitation, and y(t) ∈ R is the output. The descriptor matrix is E ∈ R n×n ; the system matrix is A ∈ R n×n ; the input vector is b ∈ R n , and the output incidence vector is c ∈ R n . The above system is assumed to be large-scale, sparse, and stable. The model order reduction problem is to find a q-order system (2), q n,
where E, A ∈ C q×q ,x,b,ĉ ∈ C q , andŷ ∈ C. The reduced-order system is expected to capture the essential dynamic behaviors of the original system and to reduce the computational cost during the whole simulation process. Such system order-reduction problems arise in many electronic systems, including VLSI interconnects models and filter synthesis systems. Notably, although the continuous-time system is assumed in the above notation, the work developed herein can also be applied to discrete-time systems, following slight modifications.
Suppose that u(t) is an impulse function. Taking the Laplace transform yields the transfer function of the original system as
Expanding X(s) in power series about various frequencies s i ∈ C for i = 
X (j ) (s i ) is called the j th-order system moment of X(s); Y (j ) (s i ) represents the j thorder output moment of Y (s) at s i .
One efficient way of obtaining a reduced-order system is to use the multi-point Padé approximation (or multi-point moment matching) [1, 2] . If the output vector of the reduced system Y (s) is represented as a rational function 
where Y 
where the last summation term represents the error between the frequency response of the original system and that of the reduced-order system. In general, increasing the order i tends to decrease the response error around the frequency s i [3] . Notably, if ı = 1, Eq. (4) is indeed the conventional Padé approximation. Conventionally, this approximation can be made by determining the unknown coefficients {α j , β j }. A total of 2k linear equations are derived by Eqs. (4) and (5) by collecting the coefficients of the polynomials. However, this method usually yields numerically ill-conditioned problems [4, 5] . Recent works have proposed Krylov subspace projection methods to avoid such numerical difficulties [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The reducedorder system is constructed by projecting an original large-dimensional problem into a low-dimensional Krylov subspace. Much research has been done in this area.
The straightforward way for multi-point moment matching applications is to apply the Krylov subspace algorithm at various expansion frequencies. This is the so-called rational Krylov algorithm [8, [15] [16] [17] [18] [19] [20] [21] Basically, this algorithm is a generalization of the shifted-and-inverted Arnoldi algorithm. This paper will further study the adaptiveorder rational Arnoldi (AORA) method, to simplify it without determining the order of moments at each expansion frequency in advance. This concept was first developed in the rational Lanczos method [3] . In this work, the exact error between the output moment of the original system and that of the reduced-order system, associated with each expansion point, can be determined explicitly. In each iteration of the proposed method, the expansion frequency corresponding to the maximum output moment error is chosen. Consequently, the corresponding reduced-order model will yield the greatest improvement in output moments among all reduced-order models of the same order.
This paper is organized as follows. Section 2 provides an overview of the rational Arnoldi method. The details of an adaptive scheme for choosing the expansion points will be discussed in Section 3. Applications of the adaptive-order rational Arnoldi method to VLSI interconnect circuits and digital filter designs will be considered in Section 4. Finally, conclusions are made in Section 5.
Rational Arnoldi method for model-order reductions
This section reviews some of the key concepts related to the rational Arnoldi method for model-order reductions.
Arnoldi method
The Arnoldi method arises from the Hessenberg reduction A = V H V T for eigenvalue calculations [6, 8, 11, 22] . It has the advantage that it can be terminated part-way, leaving one with a partial reduction to a Hessenberg form, which is exploited to form iterative algorithms. Given a square matrix ∈ C n×n and a vector ξ ∈ C n , after q steps, the Arnoldi algorithm can iteratively generate an orthonormal basis V q ∈ C n×q from the successive Krylov subspace
where v i ∈ V q , i = 1, . . . , q. During the iteration process, an upper Hessenberg matrix H q ∈ C q×q is generated that satisfies the following relationship:
where e q is the qth unit vector in R q . The vector v q+1 satisfies a (q + 1)-term recurrence relation, involving itself and the preceding Krylov vectors. A new orthonormal vector v q+1 can be generated using the modified Gram-Schmidt orthogonalization technique. The details of the Arnoldi algorithm can be found in [8, 11] .
The upper Hessenberg matrix H q is related to the QR factorization of the Krylov matrix [22] . Let K q be the n × q Krylov matrix generated by system moments:
Suppose that K q has a reduced QR factorization
where V q is orthonormal and U q ∈ C q×q is upper-triangular. Matrix V q is indeed the same as matrix V q , which is generated by q Arnoldi iterations. Although this method is straightforward, it always leads to numerically ill-conditioned problems since higher order X (j ) (s i )s tend to coverage to the eigenvector related to the largest eigenvalue of the matrix .
However, recursive relationships between entries of the upper-triangular matrix U q and those of the upper-Hessenberg matrix H q can still be identified. Lemma 1 summarizes this finding. This lemma represents a key step in the proposed adaptive-order rational Arnoldi method. 
Lemma 1.
Proof. The proof can be found in [23, p. 347] .
The reduced-order Y q (s) can be constructed using the orthogonal projection x(t) = V qxq (t). In such a situation, the reduced system parameters in Eq. (2) can be defined by the congruence transformation [24, 25] ,
The number of moments in the reduced system is exactly the number of moments in the original system at an expansion frequency s i , up to the order of q, that is,
Rational Arnoldi method
Generally speaking, the accuracy of the Padé approximation based methods is lost away from the expansion point more rapidly as the eigenvalues of the original system approach the expansion frequency. A rational Arnoldi (RA) method, which uses multiple expansion points, was developed to overcome this difficulty. The rational Arnoldi method is indeed a generalization of the shifted-and-inverted Arnoldi method [8, [15] [16] [17] [18] [19] [20] [21] . To simplify the developments, the number of the matched moments of the reduced-order system at each expansion point are assumed to be fixed. Formally, let S = {s 1 , s 2 , . . . , sˆı} represent the set of predetermined expansion frequencies. Let J = { 1 , 2 , . . . ,ˆı} be the set of the number of the matched moments at each corresponding frequency. The rational Arnoldi method will generate a reduced-order system transfer function Y q (s), which matches q-order (q = 
Implementing the rational Arnoldi method is equivalent to implementing the Arnoldi method i times atî expansion frequencies. That is, the first 1 iterations correspond to the expansion frequency s 1 ; the next 2 iterations are associated with s 2 , and so on. Each Arnoldi iteration generates i orthonormal vectors. Then,
is the desired orthonormal matrix generated from a union Krylov space at various expansion points, as stated by Table 1 refers to the algorithm of the rational Arnoldi method, which is so-called the restarting rational Krylov algorithm in [21] . Special attention should be paid to any change of the expansion point. The conventional rational Krylov method sets the residue vector r k = (s i+1 E − A) −1 Ev k when the expansion point s i is altered [8, 18, 20, 21] . Since the new residue vector is always started from the basis vector v k , it seems that less linear dependence and instability will occur. However, if we choose this conventional residue vector, there exists no analytical error between the output moment of the original system and that of the reduced-order system related to each expansion point. In this work, we propose an alternative setting r k = (s i+1 E − A) −1 b by restarting the residue vector when the expansion point is changed. The vector (s i+1 E − A) −1 b is indeed equal to the zerothorder system moment X (0) (s i+1 ) at the subsequent expansion frequency s i+1 . Hence, this expression intuitively captures the concept of moments. Although nearly linear dependence of the residue vector may occur under this setting, our restarting scheme has the salient feature that the moment errors can be exactly and efficiently calculated from the residue vectors. Theorem 2 as shown later will discuss it in detail. The specific choice of the residue vector plays a crucial role in developing the proposed adaptive-order rational Arnoldi method.
Step (2.2) gives relevant details.
Given the settings specified in Step (2.2), the new orthonormal vector v k and the orthonormal matrix V k−1 generated in earlier iterations can indeed span the entire Krylov subspace. Lemma 2 summarizes this result.
Lemma 2. Let
Proof. The proof is given in [3] .
Once the orthonormal matrix V q has been formed by applying the rational Arnoldi method, the reduced-order system can be obtained using the congruence transformation. Theorem 1 indicates that the output moments can be matched.
Theorem 1 (Moment matching). Let V q be the orthonormal matrix generated by the rational Arnoldi algorithm with q iterations. Since
Proof. We will analyze the above algorithm with considering two cases described in Algorithm 1(a). First, for the iterations j = i and i î, we have
which can be rewritten as
where e 1 ∈ R n is the first column of the identity matrix. By multiplying the above equation on the left by (s i+1 E − A) and rearranging each term, we obtain
Adding
to both sides gives
where f k and g k are the kth column of matrices F q and G q . Next, for the iterations j / = i and j =ˆı, it can also be derived in a similar manner as follows:
and
Combining Eqs. (12) and (13) for all q steps of the RA algorithm produces
where
. . , g q ] are both q × q Hessenberg matrices, respectively. The basis recursion formula of the rational Arnoldi method is
Then, by using the recursion formula, we have
As a result, the aim is to show that X 
2): /* Update the Residue r k+1 for the Next Iteration */ if j = i and i <=î then r k+1 :
If complex expansion frequencies are used, the resulting orthonormal matrix V q should be real to ensure the parameters of the reduced-order system matrices are real. To this end, the residue r k in Step (2.2) of Algorithm 1(a) will be separated into the real part and the imaginary part [19] . Suppose that all expansion points in set S are not real numbers. As illustrated in Algorithm 1(b) ( Table 2) , two real arithmetic operations of the modified Gram-Schmidt orthogonalization are required to get two real orthogonal vectors v k and v k+1 in Step (2.1).
Adaptive-order rational Arnoldi method
As stated in the last section, selecting a set of expansion points s i for i = 1, . . . ,î and the number of matched moments i about each s i is by no means trivial. For simplicity, the expansion points s i for i = 1, . . . ,î are determined in advance using engineering heuristics or experimental measurements over a specified frequency range. Given a fixed set of expansion points S and the total number of matched moments q, this section describes an adaptive scheme for automatically choosing i about each expansion point s i . As a result, once the order of the reduced-order model is desired to increase by one, only one extra iteration is needed to get the new reduced-order model. The computational complexity is relatively lower than the traditional rational Arnoldi method in Section 2.
Generally speaking, Padé based methods cannot guarantee to yield the reducedorder models with the best overall performances in the entire frequency domain [6] . Only the local approximation around the expansion point can be achieved. This is also true for our adaptive-order rational Arnoldi method. Suppose that the AORA algorithm have been performed q iterations, where q = î i=1 i , the output moments of the original system and that of the reduced-order system are matched in the following sense:
q (s i ) is the i th-order moment of E q (s) at s i . The basic concept of the adaptive-order rational Arnoldi method is to select an expansion point s i * q+1 among all expansion points in S in the (q + 1)st iteration such
Step (2) of Algorithm 2, the new expansion point s i * q+1 and the new orthonormal vector v q+1 can be generated to achieve this additional order of the moment matching. Under this situation, the new transfer function error in the (q + 1)st iteration corresponding to the expansion point s i * q+1 can be expressed as
On
This means that the order of moment matching at the other s i in the (q + 1) iteration remains the same as that in the qth iteration. That is, ) can be normalized to be the new basis vector v q+1 , as demonstrated in Step (2.2). If the qth-order reduced systems do not meet the performance specifications, more iterations are needed to be performed. Table 3 shows the algorithm of the adaptive-order rational Arnoldi method. The vector S includesî expansion points; q is the total number of iterations, and V q is the resulting orthonormal matrix. The main difference between the rational Arnoldi method and the adaptive-order rational Arnoldi method is in Step (2.1) .
The adaptive-order rational Arnoldi method includes the following main steps.
Step ( Step (2.1): Choose an expansion frequency s i such that s i gives the greatest difference between the i th-order output moment of the original system Y (s) and that of the reduced-order system Y (s). As presented in Theorem 2 later, it will be shown that The normalization coefficient h π (s i ) = j r (j −1) (s i ) if s i has been selected in the j th iteration.
. . , j do h t,j (s i ) := v H t r (j ) (s i ), r (j ) (s i ) := r (j ) (s i ) − h t,j (s i )v t end for end for end for
Step ( Step (3): Generate the real orthogonal matrix V q by using the reduced QR factorization if there exists any complex expansion points. Since applying Theorem 2 to
Step (2.1) is our major concern, the previous calculations about real V q in Algorithm 1(b) can be further simplified as follows. First, all column vectors in V q are divided into the real part V r and the imaginary part V i . Second, a reduced QR factorization of [V r V i ] is performed to yield a new orthogonal matrix V q . As shown in [19, 25] ,
both X (j ) (s i ) ∈ colspan{V q } and its complex conjugate X (j ) (s i ) = X (j ) (s i ) ∈
colspan{V q }. Therefore, moment matching can be achieved as follows:
Theorem 2 presents an exact formula for the output moment errors, used in Step (2.1). 
Theorem 2 (Exact expression of output moment errors). Suppose that the output moments of the original system and those of the reduced-order system are matched, that is, Y (j ) (s i
where h π (s i ) = j r (j −1) (s i ) if s i has been chosen in the j th iteration.
Proof. From Theorem 1, it has been shown that X
on the left of both sides gives
Two cases are analyzed as follows to show that
First, for simplicity, q = i is assumed. This means that all column vectors in V q correspond to the frequency s i . If a reduced QR factorization of the Krylov matrix K q is performed, as was in Section 2, then X (q) (s (9) in Lemma 1 and r (q) (s i ) = h q+1,q v q+1 , we obtain 
.
Let each column vector in V q be partitioned into two sets V (i) and V (i) for the expansion frequency s i . Assume that s i is the chosen expansion frequency in the (j + 1)st iteration of the AORA algorithm. If a vector v j ∈ V (i) , then i v j ∈ colspan{V j +1 }. (12) and (13), the kth column of F q and that of G q can also be obtained.
Remark 2. In the first iteration of the AORA method, Step (2.2) is to choose s i ∈ S such that max(|c T (s i E − A) −1 b|) = max(|Y (s i )|). This is equivalent to find out the expansion frequency with the maximum magnitude in the output frequency response.
Applications
In this section, we will provide several examples to demonstrate the accuracy and the efficiency of the proposed method. The first example arises from the circuit simulations and the last example comes from the digital filter designs.
Circuit simulations
In analyzing an RLC circuit, the modified nodal analysis (MNA) can be applied as follows [24, 25] .
Matrices C, L, G, and R contain capacitances, inductances, conductances, and resistances, which are all symmetric positive definite. Thus G + G T 0 and C = C T 0. E presents the incident matrix that satisfies Kirchhoff's current law. The state matrix x(t) includes node voltages v(t) ∈ R n v and branch currents of inductors i(t) ∈ R n i . If one-port driving-point impedance (admittance) is concerned, then c = b. In practical simulations of large-scale circuits, all the above matrices are large and sparse. Since the computational cost for simulating a large circuit is indeed tremendously huge, model-order reduction techniques have been proposed recently to reduce the computational complexity [4, 7, 9, 10, 12, 14, 15, [24] [25] [26] [27] .
For the reduced-order model yielded by applying the congruence transformation in Eq. (10) Therefore, the dimension of the system matrices is n = 719, m = 1, and p = 1. The frequency response between 0 and 5 GHz at the voltage V out is investigated and a total of 1001 frequency points distributed uniformly for simulations. In order to yield the guaranteed stable reduced-order circuit, only the congruence transformation technique is applied. The congruence transformation matrices generated by the following three techniques are examined.
(1) The Arnoldi method at an expansion frequency of 0 Hz with 40 iterations; (2) The Arnoldi method at an expansion frequency of s = 2 j × 5 GHz with 20 iterations; (3) The AORA method at the expansion frequencies of S = 2 j × {1 Hz, 0.83 GHz, 1.67 GHz, 2.50 GHz, 3.33 GHz, 4.17 GHz, 5 GHz} with 20 iterations.
The real congruence transformation is used, so the dimensions of thes reducedorder models are all equal to 40. Table 4 summarizes the order of moments to be matched at each expansion points of the AORA algorithm. Fig. 2 shows the corresponding waveforms and relative errors. The average 1-norm relative error is approximated by ( that the conventional single-point Arnoldi method can only capture the local characteristics near their expansion points.
(2) The reduced-order model by the AORA method can reflect the dynamical behaviors over a more wide frequency range than the above models. It is not hard to see in Fig. 2 that it shows the best performance among all simplified models. Also, the corresponding average relative error is obviously smaller than the others. (3) The reduced-order models will become more accurate if more iterations of the AORA algorithm are performed, shown in Figs. 3 and 4 . Also, Fig. 3 displays that using 7 or 10 expansion points can significantly speed up the approximations of the process. Although using too many expansion points tends to be more accurate, there exists an upper bound of the number of expansion points, as illustrated in Fig. 4 . Up to now, there seem no obvious rules for general cases to effectively select the number of expansion points.
Digital filter designs
Substantial effort has recently been made to design digital filters. Once the filter specifications of FIR filter designs have been determined, the order and the coefficients can be obtained by applying many available methods [28] [29] [30] [31] [32] . However, if the specification is very rigorous, the resulting FIR filter is normally of high order, possibly causing circuit implementation problems.
One possible way to consider this design and implementation dilemma is as follows. (1) Design a linear-phase FIR filter that meets the design specifications; (2) design a lower-order IIR filter using filter approximation methods to ensure that the resulting lower-order IIR filter can essentially capture the response of the FIR filter in the passband. Many linear-phase IIR filter design techniques have been developed for this purpose. For instance, in [28, 30, 32] , the balanced realization method was applied to design an approximate IIR filter. Brandenstein and Unbehauen [29] proposed the least-square approximation to yield the IIR filter. Li et al. [31] suggested the use of an orthogonal projection method. Although satisfactory results have been obtained, the computational complexity of such methods is still very high. The adaptive-order rational Arnoldi method proposed herein is applied to make such FIR filter approximations.
Let H (z) = n i=0 h i z −i be an nth order FIR filter. A state-space realization of H (z) can be described by
where and A ∈ R n×n , B ∈ R n , C ∈ R n , and I n−1 is a (n − 1) × (n − 1) identity matrix. The goal is to determined a lower-order IIR filterĤ (z) with the same specifications as the original FIR filter H (z) by applying the adaptive-order rational Arnoldi method.
The passband and stopband frequencies are candidate expansion points in meeting the specifications of the design. Therefore, the complex expansion points {z 1 , z 2 , . . . , zˆı} will be recommended, where each z i = e jω i ∈ C and 0 ω i . Nevertheless, if real expansion points are used, the computational complexity of yielding approximate IIR filters can be further reduced. The following guidelines are provided:
• Low-pass filters: The AORA algorithm with real expansion points performs well over the low frequency range of responses. Uniform spacing of expansion points is recommend to be used.
• High-pass filters: a high-pass FIR filter can be transformed into a low-pass filter by changing the sign of the state matrix A, i.e., A = −A, and the uniformly spaced real expansion points are also recommend.
• Band-pass filters: experimental results indicate that only the use of complex expansion points can yield good approximation results.
Example 2.
Three example filters adopted from [31] are used to justify the proposed approach. Table 5 describes specifications of a low-pass filter, a high-pass filter, and a band-pass filter. The command remez in Matlab was used to design the FIR filters by the optimal equiripple technique. Table 6 listed the corresponding orders. Then, the approximate low-order IIR filters were generated by the AORA method and the balanced realization method (BAL) [28] . Table 6 shows the reduced orders and the expansion points used by the two methods. Figs. 5-7 display the bode plots of the magnitude, the error in magnitude, and the phase of the FIR filters and the low-order IIR filters. In these figures, the responses of the FIR filters are represented as thin solid lines; those of the IIR filters, determined by the AORA method are represented as thick solid lines (-), and those determined by BAL method are plotted as thick dashed lines (---). The responses in the passband of the IIR filters are indistinguishable from those of the FIR filters, independently of which model reduction method is used. Simulation results imply that the performance of the proposed method is similar to that of the BAL method in the passband. The resulting lower-order IIR filters can actually preserve the linear-phase response of the original FIR filters. Nevertheless, in terms of computational efficiency, the Kylov subspace based methods generally outperform the BAL method.
Conclusion
A general framework for constructing a reduced-order system has been developed using a new rational Arnoldi method. The proposed framework extends the classical multi-point Padé approximation, using the rational Arnoldi iteration method. In each iteration, the expansion frequency will be chosen to generate the greatest improvement of output moments. The proposed method is highly suitable for large-scale electronic systems. Two applications, including circuit simulations and digital filter designs, are considered to illustrate the accuracy and the efficiency of the proposed method.
Our initial research provides a systematic technique to yield the reduced-order model that ensures the greatest moment improvement in each iteration at given expansion frequencies. Although the explicit relationship between the order of matched moments and the approximate frequency response is still not clear, the concept of the proposed method seems working well, as illustrated in the experimental results. Our current research efforts involve how to determine the optimal expansion points. Also, error estimations will be developed to search the optimal expansion points.
