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Section 1: PCA analysis
We provide a step by step example of how we conducted the PCA analysis.
Assume we have 8 odors, each located on the vertexes of a 3 dimensional unit cube.
Each odor can thus be represented by the exact binary code of the numbers 0 to 7.
We can represent these odors in the following binary code matrix: 
Section 2: Neural correlates of PC2
PC2 is orthogonal to PC1, that is <PC1, PC2> = 0 where PC1 and PC2 are vectors and <,> is the standard inner product. If the PC1 weights all have nearly the same sign (as is the case in several datasets) then <PC1, PC2> = 0 implies that PC2 values are half positive and half negative (assuming there is no prominent unit that gets a very high positive or negative value). Thus we get that a good estimation for PC2 is the total neural response of half the neurons subtracted by the total neural sum of the other half (the first group contains the neurons that has a positive PC2 weight and the second group contains the units that have a negative PC2 weight). The response matrix of dataset #2 reordered to reveal two groups of odors and neurons. This structure may explain the bifurcation seen in Fig. 1B , H and I.
Supplementary Figure 2. Constructing human odor perceptual space
Human odor perception can be described by representing each odor by the average ranking assigned to it using a large set of verbal odor descriptors. For example,
Hexanal is very pungent, medical and heavy whereas Carvone is minty and flowery.
This high dimensional representation of human odor perception can be reduced to a lower dimension using PCA. Thus each odor can be represented by its PC1 and PC2
values. The link column points to the source of information from which we obtaining the vapor pressure (usually the MSDS). 
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