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Abstract 
We give simple concrete descriptions of the free algebras in the varieties generated by the 
“shuffle semirings” LZ := (P(Z* ), +, ., ~3, 0, 1 ), or the semirings Rx := (R(Z* ), +, ., @,* , 0, 1 ), 
where P(C*) is the collection of all subsets of the free monoid Z’, and R(C*) is the collection 
of all regular subsets. The operation x @ y is the shuffle product. 
Contents 
Introduction ............................................................................................ 56 
Preliminaries. ........................................................................................... 56 
Labeled posets .......................................................................................... 59 
3.1 The bimonoid of A-labeled posets. ............................................................... 60 
3.2 Traces defined .................................................................................... 61 
3.3 Traces of AZ-labeled posets ...................................................................... 62 
An embedding theorem ................................................................................ 68 
The variety of ordered bimonoids ...................................................................... 73 
5.1 The ordered bimonoid of series-parallel posets .................................................. 74 
5.2 @P(A), <) is free in Lg< ...................................................................... 76 
Shuffle semirings of languages ......................................................................... 80 
6.1 Closed subsets of free ordered bimonoids ........................................................ 80 
6.2 Free complete shuffle semirings .................................................................. 84 
6.3 Free star shuffle semirings ........................................................................ 85 
Complexity ............................................................................................. 87 
Some remarks .......................................................................................... 90 
Open problems ......................................................................................... 91 
* Corresponding author. E-mail: bloom@gauss.stevens-tech.edu. 
’ An extended abstract of this paper appeared in [4]. 
’ Supported in part by the US-Hungarian Science and Technology Joint Fund under J.F. No. 351. 
3 Partially supported by grant number T7383 of the National Foundation for Scientific Research of Hungary, 
the Alexander von Humboldt Foundation and the US-Hungarian Science and Technology Joint Fund under 
J.F. No. 351. 
0304-3975/96/$15.00 @ 1996-Elsevier Science B.V. All rights reserved 
SSDI 0304-3975(95)00230-S 
56 S.L. Bloom, Z. &kl Theoretical Computer Science 163 (1996) 55-98 
Acknowledgement ......................................................................................... 91 
Appendix A. More on series-parallel posets .............................................................. 91 
A.1 SP(A) as a free ordered bimonoid ................................................................... 92 
A.2 The geometry of series-parallel pose& ............................................................... 95 
References ................................................................................................. 97 
1. Introduction 
In this paper we will give simple concrete descriptions of the free algebras in the 
varieties generated by the “shuffle semirings” of languages LX := (P(Z* ), +, ., E&O, 1 ), 
for arbitrary sets Z, where P(T) is the collection of all subsets of the free monoid 
C*. The operation x @ y is the shuffle product. These descriptions can be used for 
several purposes: for establishing the decidability or undecidability of the corresponding 
equational theories; for finding equational (or other) complete axiomatizations, and for 
comparing different models of parallelism. 
For years people have argued that the “interleaving model” of parallelism, usually 
modeled by the shuffle product of sets of words, is deficient. The fact that two processes 
a and b can run in parallel is better captured by the two-element poset {a, b} with 
no nontrivial order relations. However, the results in this paper show that the set of 
equations valid for the interleaving model is the same as that for the poset model, at 
least when only the operations of parallel product, together with the “regular operations” 
of serial product, sum, and iterated serial product are involved. This fact contradicts 
the conclusion reached in a related paper by Gischer [lo], that the “language model 
[of parallelism], which is based on interleaving is less general . . . than the pomset 
model”. The reason for this contradiction is explained by the difference between the 
ordering on pomsets used by Gischer, the subsumption order, and that used here. We 
also show how to use languages to represent certain pomsets, something that Pratt 
thought difficult. Quoting from [16], “We know of no satisfactory method of coding 
a set of posets as a set of strings, efficiently or otherwise, in a way that preserves 
algebraic properties such as concatenation.” Of course, we do not code arbitrary sets 
of pomsets, or even arbitrary pomsets, but only certain ideals of serial-parallel pomsets, 
where the ordering on the pomsets is given in Definition 5.5. The new ordering on 
pomsets is one of the main contributions of this paper. 
2. Preliminaries 
Fix an “alphabet” C. The collection of all (regular) subsets of C’ forms an idem- 
potent semiring where, for a, b & C*, 
a+b:=aub 
a. b := {UU : u E a, u E b} 
0:=0 
1 := {A}, 
(1) 
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where 1 denotes the empty word. We will consider the enrichment of this semiring by 
two operations: a H a* and a, b H a 18 b, defined by 
a* := 1 + a + a2 +. . . 
a@b:= U ugv, 
uaz,uEb 
where the “shuffle product” @ is defined as follows on pairs of words. 
3,@u:=u = U@/? 
(xu) 6% (vu) := x(u @ (vu)) + Y(M) @ VI, 
for x,y E C, u,v E C’. 
The shuffle product is extended to sets of words pointwise: for a, b C C*, 
a@b:= U UIZIV. 
uea,vEb 
We will be considering 
shutl-le product. 
(2) 
(complete) semirings, as well as monoids enriched by a 
Definition 2.1. A bimonoid M = (M, .,@I, 1) consists of a monoid (44, ., 1) and a com- 
mutative monoid (IV, @, 1). A bimonoid morphism M -+ M’ is a function M + M’ 
which preserves the unit and the two binary operations. 
The only connection between the two monoids in a bimonoid is the common neutral 
element 1. 
Note: We will occasionally abuse notation and write x E M, meaning x E M. 
Definition 2.2. An ordered bimonoid (M, 6) is a bimonoid M = (M, ., ~1) whose 
underlying set M is equipped with a partial ordering < such that for all x, y, a, b E M, 
x<a, y<b + x.yda.b andx@yga@b. 
A morphism of ordered bimonoids is an order preserving bimonoid morphism. 
Definition 2.3. A shz@e semiring (S, +, ., ~$0, 1) is a bimonoid (S, ., 8, 1) enriched 
with a constant 0 and a commutative, associative, idempotent addition operation +, 
such that 
x+0=x 
x.0=0 = 0.x 
x@O=O 
x.(y+z)=(x*y)+(x.z) 
(y+z).x=(y.x)+(z.x) 
x@(Y+z)=(x@y)+(x@z), 
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for all x, y,z E S. A morphism of shu$le semirings is a function which preserves 0,l 
and the three binary operations +, ., @I. 
We define three shuffle semirings (indexed by the alphabet C): 
Lz := (Pz, +, ., @, 0,l) (3) 
Rz := (Rz, +, A, 8, (41) (4) 
Fz := (Fz, +, ., ~$0, l), (5) 
where P_T is the collection of all subsets, Rx consists of the regular subsets, and FE 
consists of the finite subsets of C*. The empty set is denoted 0 and the singleton set 
consisting of the empty word i is 1. The addition operation in each is given by union; 
the operation a + b of complex concatenation is defined in (1). The reducts 
9,x := (Pz, ., 63, 1) 
9’~ := (R,L ., 8, 1) 
F,r := (FL ‘, 6% 1) 
of these structures are bimonoids, and (Yr, L), (Wr,&), and (F-z,C) are ordered 
bimonoids: 
a c a’, b c b’ + (a. b) G(a’ . b’) and (a @ b) C(a’ @ b’). 
Definition 2.4. A complete shuffle semiring is a shuffle semiring having an infinitary 
operation CiErxi, for all sets I, such that &(l,ZI xi = xl +x2, and such that 
ZXi = X if Xi = X for all i E Z, Z # 0 
Y’ 2% =z(Y**i) 
( > 
( > 
Xxi ‘Y=z(xi’Y) 
iEI 
Y@ Xxi =gI(Y 8%) 
(>. iEI 
I2 &Xi =gi 
( 1 
where Z = UjEJZj is the disjoint union of the sets Zj. A morphism of complete shufpe 
semirings is a shuffle semiring morphism which preserves the infinitary sums as well. 
Note that Lz. may be expanded to a complete shuffle semiring. 
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A star shufle semiring (S,+, ., a,* ,O, 1) is a shuffle semiring enriched by a unary 
operation * : S + S, which need not satisfy any specific properties. A morphism of 
these structures is a shuffle semiring morphism which preserves the star operation. We 
will be considering the two star shuffle semirings of languages: 
L; := (PC, +, ., 63,* ,o, 1) 
R; := (Rz,+,.,@,* ,O, l), 
in which the star operation is given by (2). 
3. Labeled posets 
A Y-labeled poset P = (/PI, <,d) consists of a poset (IPI, Gp), sometimes written 
just ([PI, <), and an assignment of a nonempty word ue in C* to each vertex u in 
P. (Here IPI denotes the underlying set of elements or “vertices” of P, and we will 
sometimes write only P for this set. Thus the expression “u E P,’ is meaningful.) When 
C is understood, we will say only “labeled poset”. A morphism f : P + Q of Z*- 
labeled posets is a function IPI --+ IQ1 which preserves the ordering and the labeling. 
We agree to identify isomorphic labeled posets, without further mention. (Many authors 
call an isomorphism class of a labeled poset a “pornset”.) To save space, we assume 
‘poset” means “jinite poset”. We denote the empty poset by 1. Two operations on 
(labeled) posets are important here, (sequential, or serial) product P. Q and shuffle (or 
parallel) product P @ Q. Given (labeled) posets P, Q, with IPI n IQ1 = 0, 
f’ . Q := (lpi U IQI, 6.Q) 
f' @ Q := (lpi U IQL <P@Q), 
where for u,u’ E IPI U IQ/, 
The labeling is extended to P@ Q and P. Q in the obvious way. Note that the ordering 
<p@Q is the disjoint union of the orderings on P and Q. 
Definition 3.1. We let SPr., for “series-parallel” or “shuffle product”, denote the least 
class of posets containing the empty poset 1, the singleton posets 0, labeled O, for 
each g E C*, closed under the operations P . Q, P CB Q. The posets in SPr* will be 
called “series-parallel” posets. We let SP(C* ) be the following bimonoid: 
Let P = (IPI, <) be a poset and suppose that UI,U~ are some vertices of P. 
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Definition 3.2. The vertex v2 is an immediate successor of ~1, and u1 is an immediate 
predecessor of vz if v1 < ~2, and, for any v E lP[, VI <v < v2 + vl =v. Write pred(v) 
for the set of all immediate predecessors of the vertex v, and succ(v) for the set of all 
immediate successors of v. 
3.1. The bimonoid of A-labeled posets 
Fix a set A. An A-labeled poset is an A*-labeled poset such that the label of each 
vertex is a single letter in A. 
The bimonoid of all A-labeled posets is denoted 
Pas(A) := (POST, ., 8, 1). 
Let SPA denote the sub-collection of all series-parallel A-labeled pose&, and let SP(A) 
denote the corresponding bimonoid. Identify the singleton poset labeled a with a E A. 
In this section, we will prove the following fact. 
Theorem 3.3. SP(A) is freely generated in the variety of all bimonoids by the set A. 
Proof. Let M = (44, ., 8, 1) be any bimonoid, and let 
h:A-+M 
be a fixed function. We show how to extend h to a bimonoid morphism h# : SP(A) -+ 
M. Let P be any poset in SP(A). If P = 1, then P h# := 1; if P = a, for some a E A, 
then Ph# := ah. Assume we have defined Qh# on all posets in SP(A) with fewer than 
n elements, and assume that P has n > 1 elements. Any such poset can be written 
as either the serial product of at least two nonempty posets, or as the shuffle product 
of at least two nonempty posets; in the latter case, the expression is unique up to a 
permutation. If P is a shufYe product, write 
P=Ql @...@Qk 
where each poset Qi cannot be written as a shuffle product of nonempty posets. Then 
we are forced to define 
Ph’ := Q,h# 8.. . @ Qkh#. 
The value Ph# is well-defined, due to the associativity and the commutativity of 8. If 
P is not a shuffle product of nonempty posets, write P as a serial product 
P=Ql *..:Qk 
where each poset Qi cannot be written as a serial product of nonempty posets. Then 
we are forced to define 
Ph# := Qlh# . . . . . Qkh? 
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We show that the resulting function is a bimonoid morphism. Indeed, if 
P=Q@R 
Qh' = Ql h# @ . . .@a Qkh#, 
Rh# = RI h# 8 ’ ’ ’ @ Rjh#, 
where each poset Qi,Ri/ is @-indecomposable. Thus, we may write 
P=Ql @*-.@Qek@R, @...@Rj, 
so that 
Ph# = Q, h# @ . . .@Qkh#@Rlh#@‘..@Rjh# 
= <Ql h# 63 .. . C3 Qkh#) @ (R, h# 18 . . . @ Rjh#) 
= Qh# @ Rh’, 
by the associativity and commutativity of 8. The argument that (P . Q)h# = Ph# . Qh# 
is similar. Since the definition of h# was forced, it is the only extension of h to a 
morphism. 0 
Remark 3.4. A syntactic proof of Theorem 3.3 was given in [lo]. Our proof is pro- 
vided in order to make the paper more self-contained. Several operational semantics 
on bimonoid terms were considered in [ 11. 
3.2. Traces dejned 
Recall that a topological sort, or topological run of a poset P is a bijection s : 
[n] + IPI such that 
Si <PSj * i<j, 
where si is the value of s on i E [n]. The notation [n] denotes the set { 1,2,. . . , n}. 
Suppose that (P,e) is a C*-labeled poset. Suppose that each vertex v of P which 
is labeled by a word ai ’ . . ak, k = k, 2 1, is replaced by the linearly ordered poset 
v = v(1) < v(2) < . . . < v(k,), in which the label of the ith vertex v(i) is ai. If the 
label of v is the empty word, the chain replacing v is v( 1 ), labeled by the empty word. 
(For example, if P is a 2-element poset {vi, ~2) in which the two elements vi, v2 are 
unrelated, and if vi/ = abb and VZZ! = ba, then the resulting poset has 5 elements: two 
disjoint chains, one of length 3 and one of length 2, labeled in the indicated way.) 
Call the resulting CU {I}-labeled poset (P’, 8) the expansion of (P, e) (determined by 
the labeling e : IPI + C*). 
62 S.L. Bloom, 2. lbkl Theoretical Computer Science 163 (1996) 55-98 
Definition 3.5. The expansion (P’,e’) of (P,/) determined by the labeling e is de- 
noted PExp. The ordering in the expansion of P is: v(i) d u’(j) if either u = u’ and 
l<i<jdk,,orv#v’andv<~v’. 
Definition 3.6. A topological run of a finite C*-labeled poset P is a topological run 
of PExp. A trace of P is a word 
v, e’u*e’ . ‘ . 
formed by concatenating the letters labeling the vertices of a topological run of PExp. 
The set of all traces of P is denoted Tr(P). 
Remark 3.7. Suppose that s : [n] -+ PExp is a topological run of PExp. Then, if si = 
u(l) and sj =u’(l) and u(l)<u’(l) in PExp, then i <j. Thus, from any topological 
run of PExp one can recover a topological run of P. 
Remark 3.8. If P is a C*-labeled poset such that the vertex u is labeled by the empty 
word, then Tr(P) is Tr(P’), where P’ is obtained from P by deleting the vertex v from 
the set of vertices, and deleting all pairs (u, u’), (v’, u) from the ordering, considered as 
a set of ordered pairs. 
We note the following properties of the function Tr. 
Proposition 3.9. 
Tr(1) = {,I} 
Tr(P . Q) = Tr(P) . Tr( Q) 
Tr(P @ Q) = Tr(P) @ Tr(Q). 
Remark 3.10. By Theorem 3.3 and Proposition 3.9, Tr : SP(C*) + 2~ is the unique 
bimonoid morphism which maps singletons labeled w E C* to {w}. 
3.3. Traces of A=-labeled posets 
In this section, we will be interested in certain kinds of labeled posets P. First, we 
assume that the alphabet can be written as the disjoint union of two sets, say A and 
A, which are in bijective correspondence via a map 
A--+2 
a H Z. 
We further assume that each vertex v of P is labeled by a 2-letter word, say aa, where 
the first letter of each label is a E A and the second letter Z E 1 is the image of the 
first. Call such posets A=-labeled posets. 
S.L. Bloom, Z. &ikl Theoretical Computer Science 163 (1996) 55-98 63 
The intuition behind such a labeling is a common one (see [2, 1,9]): if u is the 
trace of a A2-labeled poset, an occurrence of the letter a denotes the “initiation” of a 
process named a, and the matching occurrence of 7i denotes the “termination” of this 
process. Each occurrence of a letter in A has a matching occurrence in 2, as seen from 
the following lemma. 
Lemma 3.11. Zf a word u is a trace of an A2-labeled poset P, then: 
1. 1~1, = &, for each a E A. 
2. If w is a prejix of u, 1~1, > Iwl;, for each a E A. 
3. Zf distinct vertices in P have distinct labels, 
IuI, < 1 and I&< 1, for each a E A. (6) 
Here, 1~1, denotes the number of occurrences of the letter a in the word U. 
Definition 3.12. For any set A, let BA, for “balanced”, denote the set of all words 
satisfying the first two conditions of Lemma 3.11 as well as condition (6). 
For the rest of this section, we will assume that distinct vertices have distinct labels, 
so that we may assume that the label v/ of the vertex u is the word vV. 
Definition 3.13. The preorder u E u’ on the words in BA is the least reflexive and 
transitive relation which satisfies the following conditions. For U,U’ E BA, u C u’ if, 
for some words ui, ~2, and distinct letters a, b E A, 
(00) u = ulabuz and u’ = ulbauz; or 
(cc) u = uiabu2 and u’ = uibau2; 
(co) u = ulabuz and u’ = ulbzuz. 
Notice that only the condition (co) in the definition of the preordering is asymmetric. 
If X CBA, we say a word u is maximal in X if for any u’ E X, 
u rr 24’ =+ u’ rr u. 
Hence, if u is maximal in X, no word obtained from u by replacing a subword i?b of 
u by b5 belongs to X. The converse is true modulo the rules (oo), (cc). 
If Tr(P) is the set of all traces of an A2-labeled poset P, then each word in u E Tr(P) 
may be written as a product 
u = SOPlSl . . . pn--1&l-ljh, (7) 
where each si is a word in A+ and each Pj is a word in A+. (Recall that A+ is the set 
of nonempty words on A.) We call words in A+ open words, and words in A+ closed 
words. Since distinct vertices have distinct labels, we sometimes identify a closed or 
open word with the labels that occur in the word. A vertex v such that v but not V 
appears in the prejix u of a trace, is said to be open in u; if U appears, v is closed 
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in u. Further, if u C u’ and if u’ E Tr(P), then u E Tr(P). In particular, if viv2.. . v, 
is a topological sort of the vertices of P, the word viqv2E.. . v,V, is a minimal word 
in Tr(P), where the label of vi is vi%. (The names of the rules in Definition 3.13 are 
meant to suggest “open-open”, “closed-closed” and “closed-open”.) 
We characterize the maximal words in Tr(P). 
Proposition 3.14. Suppose that P is a nonempty A2-labeled poset such that distinct 
vertices have distinct labels. Then a word u = s0pl.q . . .sn_lpn E Tr(P), na 1, is 
maximal ifs 
SO is an open word listing all minimal vertices in P; 
p,, is a closed word listing all maximal vertices in P; 
(*) if vertex v is listed in the open word si, and vertex v’ is listed in the closed word 
pi, then V’ E pred(v). 
Remark 3.15. The first two conditions follow from condition (*). 
Proof of Proposition 3.14. First suppose that u = soplsl . . . s,-1 p,, E Tr(P) is maxi- 
mal. Suppose that v is listed in the open word si, and vertex v’ is listed in the closed 
word pi. By applying the interchange rules (00) and (cc) in Definition 3.13, we may 
assume that 7 and v are adjacent in U, i.e., that u = ui~vuz, for some words q,u2. 
If v’ is not an immediate predecessor of v, then either v’ is less than an immediate 
predecessor of v or v’ is incomparable with v. In the latter case, uiv~u2 is also a trace 
of P, so that u is not maximal. In the former case, suppose v’ is less than a vertex 
v” E pred(v). Then p must occur in a word pj, for some j < i in order that u be a 
trace. But then u is not a trace, or 7 should have occurred in some pk, with k < j <i. 
Now assume that u = soplsl . . . s,_ 1 p,, E Tr(P) satisfies condition (*) of Proposition 
3.14. Then, if u = ui~vu2, for some vertices v’, v, it follows that v’ E pred(v), so that 
uiv7u2 is not a trace. Hence u is maximal in Tr(P). 0 
Definition 3.16. A word u = soplsl . . . pn_lsn_lpn in Tr(P) is a distinguishing trace 
for P if the following strengthening of condition (*) in Proposition 3.14 holds. For each 
0 < i < n, for each vertex v in the open word si, a vertex v’ is listed in the closed word 
pi iff v’Epred(v). (Thus, all vertices listed in si have the same predecessors. It follows 
that each vertex closed in pi has the set of vertices listed in s’ as its successors.) 
If P = 1, Tr(P) = {A}, and in this case we say 1 is distinguishing. Indeed, there is 
only one A2-labeled poset with trace 1. 
Corollary 3.17. Zf u is a distinguishing trace for P, then u is maximal in Tr(P). 
A poset can be reconstructed from any distinguishing trace. 
Lemma 3.18. Suppose that P and Q are A2-labeled posets satisfying the assumption 
of Proposition 3.14. Zf P and Q have the same distinguishing trace, P and Q are 
isomorphic. 
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Not all (finite) A2-labeled posets have distinguishing traces. 
Example 3.19. Let P be the four-element set {a,b,c,d} ordered so that the only non- 
trivial order relations are given by the equations succ(a) = {c, d} and succ(b) = {d}. 
OC 
VI 
d 
0a Ob 
Hence, a, b are minimal and c, d are maximal. There is one word which is maximal 
(up to commutativity inside open and closed words): 
abZcbdZ,d. 
However, this word is not distinguishing for P, since the vertex a is not listed in 
the closed word preceding d. 
Definition 3.20. Suppose that P is an A2-labeled poset such that distinct vertices have 
distinct labels. We say that P is traceable if there is a distinguishing trace in Tr(P). 
We characterize traceability by a local property. 
Definition 3.21. A poset P has the zig-zag property if whenever c,d E succ(a) and 
b E pred(d), it follows that b E pred(c), for any vertices a, b, c, d E P. 
Remark 3.22. The meaning of the term “zig-zag” here has nothing to do with its use 
in [17]. 
In graphical terms, the condition in Definition 3.21 can be restated as follows. 
OC vi d OC DB d implies 
0a ob 0a ob 
Proposition 3.23. The following conditions are equivalent for a poset P: 
1. P has the zig-zag property, 
2. For any vertices v, v’ in P, 
pred(v) fl pred(v’) # 0 + pred(v) = pred(v’). 
3. For any vertices v,v’ in P, 
succ(v) f-l succ(v’) # 0 * succ(v) = succ( v’). 
(8) 
(9) 
The word obtained from a distinguishing trace for P by deleting the rightmost closed 
word (listing the maximal elements) will be called a partial distinguishing trace for 
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P. Thus, a poset has a distinguishing trace iff it has a partial distinguishing trace. We 
use this fact in our proof of the following theorem. 
Theorem 3.24. A poset P is traceable ifl P has the zig-zag property. 
Proof. The condition is clearly necessary. Now suppose that P has the zig-zag property 
(where the label of the vertex v is the word vV). 
Note that for any vertex v, 
{v’ : pred(v’) = pred(v)} = succ(pred(v)). 
The sets pred(v), v E IPI, together with the subset max of all maximal elements, form 
a decomposition of the vertices of P into disjoint subsets; similarly, the collection of 
all subsets succ(v), together with the minimal elements min, form a decomposition of 
P into disjoint subsets. Recall that the height of a vertex v in a poset is the length of 
a longest sequence vg < VI . . . < v, = v, where vi-1 E pred(vi), 0 <i <n. Clearly, if v 
is any vertex of height k 2 1, then each vertex in pred(v) has height <k - 1. Thus, if 
P has the zig-zag property, then so does the sub-poset Pk of P which consists of all 
vertices of height at most k, for each k 2 0. 
We will construct a word in Tr(P) by stages. At stage k we will construct a partial 
distinguishing trace tk for the sub-poset Pk. When k is the height of P, we may 
quit. 
Stage k = 0: Define to as an open word listing all minimal vertices in P. 
Stage k + 1: Now assume that the word tk has been constructed. We describe an 
algorithm to obtain tk+l. 
While there is some vertex of height k+l not open in t 
Choose one such vertex v; 
Let p be a closed word listing all predecessors of v; 
Let s be an open word listing all vertices in succcpred v); 
Let t := t.p.s; 
Let tk+l := t. 
Note that for any vertex v of height k + 1, the set pred(v) is disjoint from each 
set pred(v’), where the height of v’ is at most k; further, all vertices in pred(v) have 
been opened, but not closed in tk. Lastly, if v and v’ have height k + 1 but v’ $Z 
succ((pred(v))), then pred(v) rT pred(v’) = 0, since P has the zig-zag property. 
Thus, when k is the height of the poset P, the word tk followed by a word closing 
any vertex remaining open is a trace of P. We now observe that this word determines 
the ordering of P, and thus is a partial distinguishing trace for P. Hence P is traceable. 
0 
Remark 3.25. Note that traceability is a property of the underlying unlabeled poset. 
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Every series-parallel poset is traceable. 
Lemma 3.26. Every series-parallel poset has the zig-zag property. 
Proof. By induction on the number of operations needed to construct the poset from 
the singletons. 0 
Remark 3.27. The converse of this lemma is false. Let /Pi = {a, b, c, d, e} be the poset 
determined by the relations succ(a) = {c,d}, succ(d) = succ(b) = e. 
c / v od 
0a ob 
Then P has the zig-zag property but is not series-parallel. 
Corollary 3.28. Cf P is a series-parallel A=-labeled pose& such that each vertex is 
labeled with a distinct 24etter word, P is traceable. 
Remark 3.29. The distinguishing traces have an equivalent description. Assume the 
poset P has the zig-zag property. Let D be the set of pairs (p, s) of sets of the form 
p = pred(v), s = succ(pred(v)) ordered so that (p,s) is an immediate predecessor of 
(p’,s’) if s n p’ # 0. Note that if v is a minimal element, the pair (O,min) is a pair in 
D; we also include the pair (max,0) in D. In fact, (O,min) is the minimum element 
and (max, 0) is the maximum element in D. We label the vertex (p,s) of D by the 
word ps, where 7 is a closed word listing the vertices in p and where s is an open 
word listing the vertices in s. (When either p or s is the empty set, its label is A.) 
If we now list the labels of the vertices of D in any topological order, we obtain a 
distinguishing trace for P. 
We note the following converse of Corollary 3.17. 
Proposition 3.30. If P is traceable, then any maximal word in Tr(P) is a distinguish- 
ing trace for P. 
Proof. Let u = soplsl . . . pn be any maximal trace in Tr(P). Suppose that v is a vertex 
listed in the open word si and that v’ E pred(v). We must show that v’ is listed in the 
closed word pi. Now, since u is a trace, v’ is listed in a closed word pj for some j<i. 
In order to obtain a contradiction, suppose that j < i. Let vt be any vertex listed in 
the closed word pi and let v2 be any vertex listed in the open word sj. Then, since u 
is maximal, by Proposition 3.14, v’ E pred(v) npred(s) and vt E pred(v). But, since 
P is traceable, v1 E pred(v=), so that u is not a trace. 0 
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Remark 3.31. Theorem 4.1 in [l] is closely related to Corollary 3.28. 
Remark 3.32. Grabowski [ 1 l] and Valdes [ 191 found the following “generalized zig- 
zag” characterization of series-parallel posets. A poset P is series-parallel iff there 
is no four-element subset {a, b, c,d} C IPI w h ose only order relationships are given 
by 
a < c, a -C d, b -C d. 
A nice proof of this fact is given in [lo]. We have found another characterization. 
Suppose that P is a traceable poset. Call a zig-zag in P an ordered pair of nonempty 
sets (L, U) of vertices such that for some v E U, L = pred(v) and U = succ(pred(v)). 
Suppose that (LI, Ul) and (Lz, 172) are zig-zags. We say that LI < UZ if for some 
v E L1 there is a v’ E U;! with v < v’. Similarly, for a vertex v, write v < U 
(or v > L) if for some v’ E U, v < v’ (respectively, for some v’ E L, v > v’). 
Say a vertex v is comparable to the zig-zag (L, U) if either v < U or v > L. The 
characterization is the following: A poset P is series-parallel iff P is traceable and 
whenever (Ll, U,) and (Lz, U2) are zig-zags with Li < U2, then there is a zig-zag 
(L, U) such that: 
l L -C UT and L1 < U. 
l For any vertex v, if v is comparable to (Li, Ui) for some i = 1,2, then v is comparable 
to (L, U). 
A proof of this fact will be found in the Appendix. 
4. An embedding theorem 
ln this section, we show that the bimonoid SP(A) of the series-parallel A-labeled 
posets belongs to the variety generated by the bimonoids 8~. It then follows that 
SP(A) is the bimonoid freely generated by the set A in this variety, and that the 
variety of bimonoids is generated by the language bimonoids P’z. In our argument, 
we make use of the results in the previous section. 
Suppose that h : SP(A) -+ 9~ is a bimonoid morphism extending a function which 
assigns a subset L, CC* to each letter a E A. The morphism h exists by Theorem 3.3, 
since _.Yr is a bimonoid. 
We define the set J = J(A, h) CA x C* as 
J := {(a,u) : u E L,}. (10) 
Let 
7-c1 : SP(J) + SP(A) 
be the bimonoid morphism extending the projection (a,u) H a, and let 
7c2 :SP(J) -+ SP(Z* ) 
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be the bimonoid morphism extending the projection (a, U) H u. Then, for any poset 
P E SP(A), let 
PJ := q’(P). (11) 
If P is any poset in SP(A), PJ is the collection of all posets obtainable from P by 
replacing an occurrence of the label a of any vertex by a letter (a,~) E J, if u E L,. 
Different occurrences of the label a may be replaced by distinct letters (a,~), i.e., the 
word u depends on the occurrence. If P’ E PJ, P’Tc~ is the poset obtained from Pi by 
replacing the label (a, u) of any vertex by the word u in Z*. 
Lemma 4.1. 
Ph = U Tr(P’m), 
P’EPJ 
where the right-hand side is the union of the traces of the F-labeled posets P’Tc~, 
for P’ E PJ. 
Proof. We use induction on the structure of the poset P. If P is a singleton labeled a, 
then either ah = 0 or not. If so, the union of the right-hand side is also empty, since 
the set PJ is empty. Otherwise, P h = L, = IJP,EPJ Tr(P’rcz), since each poset P’nz is a 
singleton labeled by some word in L,. If P = Q.R, where Q, R are nonempty, the posets 
in PJ are all those which can be written as Q’ . R’, for some Q’ E QJ, R’ E RJ. Thus, 
Ph=QhsRh 
The case that P = Q @R is similar. 0 
Given the set A, let 2 be a set disjoint from A, and let 
be a bijection. Define the sets AN and & by 
AN:=AxN 
;IN:=AxN 
where N = (0, 1 ,. . .}. Denote elements in AN as ai, bj, etc., and elements in & as 
Zi,zj. Let C(A) be the infinite alphabet 
C(A) := AN u&. 
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The following theorem will have many applications, and is one of the main results 
of the paper. 
Theorem 4.2. Let ho : SP(A) + _!Zz(A) be the unique bimonoid morphism such that 
aho = {a& : i > 0}, (12) 
for each a E A. Then ho is injective. 
The proof requires some preliminary lemmas and definitions. By Lemma 4.1, for 
each poset P in SP(A), Pho is the set of all traces of (AN)~-labeled posets obtainable 
by replacing the label a with some word a&, in all possible ways. 
The following fact is immediate. 
Lemma 4.3. If a word u is in the set Pho, then 
1. Iu],, = Iul;i,,for each a E A, i E N; 
2. if w is a prefix of u, I&, 2 IwI;,, for each a E A. 
Note that a letter ai may occur more than once in a word u E Pho. 
Definition 4.4. Let B denote the set of words on the alphabet C(A) which satisfy the 
properties of Lemma 4.3. 
We will extend the preorder of Definition 3.13. First we introduce the notion of an 
admissible endomorphism of (AN U AN)*. 
Definition 4.5. A monoid endomorphism cp of (AN U 2~)’ is admissible if for each 
a E A, i E N, there is some j E N with 
Uicp = Uj, 
ai(L7 = Zj. 
Thus, admissible morphisms only change subscripts on letters. For example, an ad- 
missible morphism may identify al and a2. 
Definition 4.6. The preorder C on B is the least reflexive and transitive relation which 
satisfies the following conditions. u C U’ if, for some words w,w’, and distinct letters 
ai, bj, 
u = waibjw’ and U’ = wbjaiw’; or 
u = WZibjw’ and U’ = WbjZiw’; or 
u = WZibjw’ and U’ = WbjZiw’; or 
u = u’cp, for some admissible cp. 
Note that if an admissible morphism cp is bijective, its inverse is also admissible, so 
that if U’ = ucp, then u’ C u and u C u’. 
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Remark 4.7. Recall Definition 3.12 of the set BA, for an arbitrary set A. Now, for 
words u, u’ f B.,+, we have u L u’ according to Definition 3.13 implies u E u’ according 
to Definition 4.6. 
As before, we say a word u is maximal in a set X LB if whenever u C u’, and 
U’ E X, then u’ C u. 
Lemma 4.8. suppose that P E SP(A) and u E Pho is maximal. Then u is a maximal 
trace in Tr(P’), where P’ is an A&-labeled poset obtained from P by replacing the 
label of distinct vertices labeled a by distinct words aiai. 
Proof. We know by Lemma 4.1 that u is the trace of an Ai-labeled poset P’ ob- 
tained by replacing any label a E A by a word ai&. Now suppose that two distinct 
vertices, say v and v’ in P labeled a are labeled a& in P’, and are labeled ai@ 
and Ajax in P”, where j is larger than any other subscript appearing in u. Let u’ 
be the trace of P” obtained from u by replacing the appropriate occurrences of ai 
and Zi by aj and Zj, respectively. Then u’ E Pho and u E u’, since u = u’q where 
rp is the admissible endomorphism satisfying ajq = ai, and otherwise is the iden- 
tity. However, it is clearly not the case that u’ C u. Hence, u was not maximal 
in Pho. 0 
Remark 4.9. The converse of Lemma 4.8 is true also. Suppose that P E SP(A). If 
u is a maximal trace in Tr(P’), where P’ is an Ai-labeled poset obtained from P 
by replacing the labels of distinct vertices labeled a by distinct words ai&, then u is 
maximal in Pho. 
Proof of Theorem 4.2. By Lemma 3.18, together with Lemma 3.30, if the maximal 
words in Pho are the same as the maximal words in Qho, the two posets are isomorphic. 
Hence, if Pho = Qho, P and Q are isomorphic. q 
We note the following fact concerning words in Pho for later reference. 
Proposition 4.10. For each poset P E SP(A), if u C u’ and u’ E Pho, then u E Pho. 
Definition 4.11. Let Lg be the variety of bimonoids generated by the collection of all 
algebras 9’~ = (Pz, ., ~$1). 
The algebras BZ and 9~ are also in Lg, since they are subalgebras of one of the 
generating algebras. 
The following result was obtained independently (by essentially the same argument) 
by Tschantz [18]. 
Corollary 4.12. The bimonoid SP(A) belongs to the variety Lg generated by the 
bimonoids L?Z. Hence, the variety Lg is the variety of all bimonoids. 
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Proof. Theorem 4.2 shows that SP(A) is isomorphic to a subalgebra of one of the 
generating algebras of the variety Lg, and hence belongs to Lg. It follows that every 
free bimonoid is in Lg, and hence every bimonoid is in Lg. 0 
The next corollary confirms a conjecture in [lo]. 
Corollary 4.13. The equational theory of the language bimonoids 9~ is finitely axio- 
ma tizable. 
Proof. Since the axioms for Lg are precisely those axiomatizing bimonoids, six equa- 
tions suffice. 0 
Definition 4.14. Let %A G 9.r~~) denote the bimonoid which is the image of ho. The 
sets of words in Str~ form the least collection containing (A}, and the languages 
{aoZ0,al%...}, 
for each a E A, closed under complex concatenation and shuffle product. 
Thus, ShA is another description of the free bimonoid in Lg generated by A. This 
description is rather cumbersome, since it is difficult to describe which subsets of 
(AN U AN)* belong to ShA. 
It takes only a little more work to establish the following fact. 
Theorem 4.15. For each set A, SP(A) is in the variety generated by the bimonoids 
9.z := (Fz, ., al): 
where FZ is the collection of all jkite subsets of C*. 
Proof. For each n > 1, let h, : SP(A) -+ 9x(~) be the unique bimonoid morphism 
mapping each letter a E A to the finite language 
L; := {a& : i= O,...,n - 1). (13) 
By the argument in the proof of Theorem 4.2, if P and Q are two posets with at most 
n elements and if Ph, = Qh,,, then P and Q are isomorphic. Thus, the morphism 
SW) + ~-I~z(A) 
P”;ph,) 
is injective. 0 
Remark 4.16. For a letter a E A, the u-width of a poset in SP(A) is defined induc- 
tively. The a-width of 1 is zero; the a-width of a is 1, and the width of the other 
singletons b, b # a is 0; the a-width of P . Q is the maximum of the widths of P, Q; 
and the a-width of P @ Q is the sum of the a-widths of P and Q. The width of P is 
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the maximum of the a-widths of P, for a E A. It can be shown that if P, Q are two 
posets in SP(A) of width at most n, then Ph, = Qhn + P = Q. It follows that the 
equational theory of bimonoids is decidable. 
Corollary 4.17. SP(A) is freely generated by the set A in both the variety generated 
by the bimonoids 9~ and in the variety generated by the bimonoids 91 of regular 
sets. Thus, both of these varieties coincide with Lg. 
5. The variety of ordered bimonoids 
Recall from Definition 2.2 that an ordered bimonoid is a bimonoid whose underlying 
set is equipped with a partial ordering which is preserved by the bimonoid operations. 
If f : A * B is a morphism of ordered bimonoids, we say f is order-reflecting if 
xf < yf ti x < y. (Thus, an order-reflecting morphism is also order-preserving.) Note 
that an order-reflecting morphism is necessarily injective. Say that the ordered bimonoid 
A is an ordered subalgebra of the ordered bimonoid B if there is an order-reflecting 
morphism A + B. A variety V of ordered bimonoids is a collection of ordered 
bimonoids closed under products (ordered componentwise), ordered subalgebras and 
order-preserving morphic images. Equivalently (see [3]), a variety of ordered bimonoids 
is the collection of all ordered bimonoids which satisfy a set of inequations t < t’, for 
certain bimonoid terms t, t’. Any collection of ordered bimonoids is contained in a least 
variety of ordered bimonoids. 
Definition 5.1. Let LgQ denote the least variety of ordered bimonoids containing all 
of the ordered bimonoids of languages (P’z,&). 
Example 5.2. The variety of all ordered bimonoids is axiomatized by inequations ex- 
pressing the equations for bimonoids; e.g., the two inequations 
x.(y.z) <(x. y).z 
(x. y).z <x.(y.z) 
express the associativity of the serial product operation. 
Proposition 5.3. The following inequalities hold in every ordered bimonoid (M, < ) in 
J&G. For all a, b, c, d E M, 
(a@b).(c@d) < ac@bd 
ab@ab@ab < a(b@b) 8 (a@a)b. 
(14) 
(15) 
(We will assume that serial product binds more closely than shuffle, so that, e.g., 
ac @ bd means (ac) @ (bd).) In the bimonoids of languages 9z, these inequations are 
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most easily verified using the well-known characterization of the shuffle product by 
three monoid homomorphisms. 
Corollary 5.4. In any ordered bimonoid satisfying (14), 
ad<a@d 
dada@d 
(a @ b) . c 6 ac 18 b 
a. (b @ c) < ac @ b. 
Proof. For the first inequality, put b = c = 1 in (14), giving ad da@d. Thus da da@d, 
since d @ a = a ~3 d. For the last two, first let d = 1 in (14). Then let b = 1,d = b. 
n 
5.1. The ordered bimonoid of series-parallel posets 
Recall the bimonoid morphism 
ho : =‘(A) -+ ~z(A), 
defined in (12), where C(A) = AN U&J. Using ho and the preordering c of Definition 
4.6, we will define an ordering on SP(A) and show that with this ordering, SP(A) is 
an ordered bimonoid. The intuition which suggested the definition of the ordering on 
SP(A) is that PSQ if every trace of P is also a trace of Q, no matter how the labels 
a E A are replaced by words on other alphabets. However, it requires an argument to 
establish the correctness of this idea. 
Note that each word u E Pho is a trace of a topological run of the poset P’ obtained 
by replacing each vertex of P by a two-element chain; if in P, the vertex v was 
labeled a, then in P’, the corresponding vertices, say v(l), v(2), may be labeled ai,&, 
respectively, for some i 20. 
Definition 5.5. For A-labeled posets P, Q in SP(A), P d Q iff for each word u E Pho 
there is a word u’ E Qho with u E u’. 
We note some easy consequences of Definition 5.5. Recall definition (lo), where 
J = J(A, ho). 
Proposition 5.6. Suppose that P, Q E SP(A) and P d Q. Then: 
1. P and Q have the same number of vertices. Moreover, for each letter a E A, P 
and Q have the same number of vertices labeled a. 
2. Suppose that P’ E PJ and u E Tr(P’z2). Then there is some Q’ E QJ such that 
u E Tr(Q’m). 
3. For any topological run of P, there is a topological run of Q with the same 
trace. 0 
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Proposition 5.7. For posets P, Q E SP(A), the following are equivalent: 
1. P<Q. 
2. Ph,, 2 Qh,,. 
Proof. Clearly, condition 2 implies condition 1. But if P < Q and u E Pho, it follows 
that u 5 u’, for some u’ E Qho. Then by Lemma 4.1, U’ is a trace of some Q’rcz, 
for some Q’ E QJ. But then, by Proposition 4.10, u is also a trace of Q’rrz, showing 
uEQho. 0 
It now follows that the relation d is a partial order on SP(A), since ho is injective. 
Proposition 5.8. Suppose that in SP(A), P <PI and Q < Ql. Then 
P.Q<Pl .Ql and P@Q<Pl @Ql. 
Thus, (SP(A), <) is an ordered bimonoid in LgQ 
Proof. By Proposition 5.7, 
P . Q 6f’1 . Ql @ (P . Q)ho C(f’l . Ql )ho. 
But 
(P . Q)ho = Pho . Qho 
C Plho . Qlho 
= (PI . Ql Po. 
The argument for @ is similar. Thus, (SP(A), <) is an ordered bimonoid, and ho : 
W(A) --+ 9q~) is an order-reflecting bimonoid morphism. Hence SP(A) belongs to 
Lg<. 0 
Remark 5.9. Suppose we define the following relation on posets in SP(A): P 3 Q 
if P and Q have the same number of vertices and there is an injective labeled poset 
morphism Q --+ P. Then it is not the case that Pho G Qho implies P 5 Q, although 
the converse does hold. For example, if one interprets the variable a in a special case 
(a = b) of the inequation (15) as the one-element poset labeled a, it is not the case that 
a2 63 a2 @ a2 5 a(a @3 a) @ (a @ a)a. 
Gischer calls the order 5 the “subsumption ordering”, and Pratt [16] denotes it by <,. 
See the Appendix, where a new proof is given of the result in [lo], characterizing the 
ordered bimonoid (SP(A), 5). 
Remark 5.10. Each of the conditions in Proposition 5.7 is equivalent to either of the 
following: 
1. For each balanced word u E Pho there is a balanced word w E Qho with u c w. 
2. For each maximal word u E Pho there is a maximal word w E Qho with u C w. 
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5.2. @P(A), <) is free in Lg4 
In this section, we show that the ordered bimonoid (SP(A), <) is the free ordered 
bimonoid in the variety of ordered bimonoids Lg<. In order to do so, it is necessary 
to prove the following fact. 
Proposition 5.11. Suppose that P,Q in SP(A). Then the following are equivalent: 
1. PGQ. 
2. For each alphabet A and each bimonoid morphism g : SP(A) + _%‘A, Pg C Qg. 
Proof. First, we show that condition 2 implies condition 1. Let g = ho. Then Pho C Qho, 
so that by Proposition 5.7, PGQ. 
The proof that condition 1 implies condition 2 is longer. First, note that we may as 
well assume that ag # 0, for all letters a which appear as labels of vertices of P, since 
otherwise Pg = 0 C Qg. For each integer i B 0, let Ai be the alphabet A x {i}, and let 
A’ := u Ai. 
i30 
We further assume that the alphabets A’ and Z(A) are disjoint. Let Ici : A* -+ (A’)* 
be the unique monoid homomorphism such that 
xH(x,i), XE A. 
Let gi be the bimonoid morphism SPA + _Y~(A~,~~ determined by the map 
A + PC(A)UA’ 
aH {UiUICiZi : 24 E ag, i>O}. 
Let po : (C(A) U A’)* -+ Z(A)* and pl : (Z(A) U A’)* -+ A* be the two monoid 
homomorphisms determined by the conditions 
t 
x ifxEZ(A) 
‘PO= 1 ifxE A’ 
XPl = 
y ifx=(y,i)E A’ 
Iz if x E Z(A). 
Both po and p1 also denote the pointwise extension of these monoid homomorphisms 
to maps from subsets of (Z(A) U A’)* to subsets of C(A)* and A*, respectively. Thus, 
91 - PO = ho 
91 . Pl = 9. 
For any (P, <, e) E SP(A), let L(P) G(Z(A) U A’)* be the following set of words. 
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Let 
L(P)! := {z E L(P) : IZI,, 6 1, aj E AN}. 
Remark 5.12. If P < Q in SP(A), then L(P) = L(Q), by part 1 of Proposition 5.6. 
Lemma 5.13. Suppose that z E L(P)! and zpo E Pho. Then z E Pgl 
Proof. We assume without loss of generality that the vertices of P are nonnegative 
integers. Since z E L(P)!, we assume that 
z E @a”w”Z”, 
“CP 
where w” is a word in A,. We show that if zpo is in Pho, then z is a trace of the 
expansion PExp of P determined by the labeling v E P H a,~,&. Since the words 
u .- a”w”Z” have no letter in common, we may identify the vertices of the expansion ” .- 
PExp with the set of all nonempty prefixes of the words a” ordered as follows: u < U’ 
if either u is a prefix of u’ or u is a prefix of a”, u’ is a prefix of a”~ and v < v’ in P. The 
label of a nonempty prefix is its last letter. Now write the word z as a product of letters: 
z = ZlZZ . . .z,. 
For each letter zi of z there is a unique vertex v of P such that z; is a letter in the 
word ~1”. Let n(cr”, i) denote the prefix of a” determined by deleting from zi . . . zi all 
letters not in the alphabet of a”. Then z determines the following function: 
s : [m] -+ PExp 
i ++ z(a”,i) if Zi is a letter in a”. 
Claim. If zpo E Pho, then s is a topological run of PExp whose trace is z. 
Indeed, assume i, j E [m] and is < js. If is is a prefix of js, then clearly i < j. 
Otherwise, is is a prefix of a” and js is a prefix of a”, and v < v’ in P. But since 
zpo E Pho, the letter a” occurs before a” I in z. Thus, the entire word a” will be listed 
by s before any prefix of au/ is. Thus s is a topological run of PExp. The trace of this 
run is the word z, since for each i E [ml, the value is is a prefix whose last letter is 
Zi. 0 
Lemma 5.14. For any word u E Pg there is a word z in Pgl such that 
zp1 = u. 
Proof. Suppose that u is the trace of a topological run s : [n] + PExp of an expansion 
of P obtained by relabeling the vertex v E P by the word w” E (v/)g. If we consider 
the relabeling 
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where a = u/, we can modify the run s (in several ways) to obtain the desired word 
z. 0 
We may now complete the proof of Proposition 5.11. Let u E Pg. By Lemma 5.14, 
there is a word z E Pgl n L(P)! with zpl = u. But since g . p. = ho, zpo E Pho. But 
since P 6 Q, L(P) = L(Q) and Pho G Qho. Thus, by Lemma 5.13, z E Qgi, so that 
u = zpl E Qg. Cl 
For later use, we note the following fact. 
Corollary 5.15. Suppose that B is any subset of W(A) and g : SP(A) + .Yb is any 
bimonoid morphism. Then 
PhoC u Qho*PgG u Qg. 
QEB QEB 
Proof. Indeed, let u be a word in Pg. Then, by Lemma 5.14, there is a word z E 
Pgl fI L(P)! with zpl = u. Thus, zpo E Qho, for some Q E B, so that z E Qgi and 
zpl = u E Qg. Cl 
The following theorem follows easily. 
Theorem 5.16. (SP(A), <) is the free ordered bimonoid in LgQ, freely generated 
by A. 
Proof. We have already shown that @P(A), < ) belongs to Lg< in Proposition 5.8. In 
order to prove freeness, it is enough to prove that for any M = _f.Z’r in LgQ and any 
function f : A -+ M, there is a unique extension of f to an order-preserving bimonoid 
morphism SP(A) + M. But by Proposition 5.11, if g is the unique extension of f to 
an unordered bimonoid morphism, g is necessarily order-preserving. 17 
Corollary 5.17. [9, Theorem 2.21 A bimonoid morphism g : SP(A) + 3’~ such that 
ag is a set of 2-letter words, for each a E A, is called a diagram morphism. Then, 
ifP,Q E WA) and PgCQg, f or all diagram morphisms g, then Ph C Qh for all 
bimonoid morphisms h : SP(A) + 3’1. 
Proof. Since one diagram morphism is ho, the result follows from Proposition 5.11. 
0 
Remark 5.18. The argument given in [9, Theorem 2.21 in fact establishes Proposition 
5.11, but the fact that ho is injective was not observed. 
Remark 5.19. Using the same argument as for Corollary 4.17, it can be shown that 
Lg< is generated by the ordered bimonoids (Wr, C) and by the ordered bimonoids 
(%r, C). 
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Remark 5.20. Using Remark 4.16, it follows that the (in)equational theory of Lg, is 
decidable. 
Remark 5.21. Another representation of the free ordered bimonoid in Lg< is the or- 
dered bimonoid (ShA, g), where the ordering is set inclusion. Although the description 
of the languages in ShA is inconvenient, the order is quite natural. The representation of 
the free algebra by labeled posets may result in more efficient algorithms. The obvious 
algorithm to decide the validity of an identity in LgQ using the language represen- 
tation uses hyperexponential time, but using the poset representation, the algorithm is 
not worse than O(n log n). See Section 7. 
Remark 5.22. There is an algorithm to produce the set of all words in Pg. The algo- 
rithm is nondeterministic. Given any word w in the set BAG (see Definition 3.12) and 
the languages L, := ag, the algorithm produces a set of words in A*. We then claim 
that when the words w range over all words in BAG n Pho, or just the maximal words 
in Pho, the set of words produced is precisely Pg. 
The input to the algorithm is a word w in BA,,, and, in addition, for each letter ai 
(which we may assume appears in w), a word u(a,i) E A*. There is also an “output 
word”, OW, which is initialized to 1. At any moment a subset of the words u(a,i) is 
“open”. Initially this set is empty. During the course of the algorithm, the word denoted 
by u(a,i) may change. 
We let WRITE abbreviate the following nondeterministic procedure: 
Do the following operation some finite number of times: 
If the set of open words is nonempty, 
Choose some nonempty open word, say 
u(a,j) = X24’) x in A,u’ E A*. 
ow := 0w.x 
u(a,j) := u’. 
The algorithm is now the following: 
Set the output word OW to the empty word; 
Set the collection of open words to the empty set; 
For i = 1 to length w do: 
begin : 
WRITE ; 
If the i-th letter of w is aj 
Insert u(a,j) into the set of open words; 
If the i-th letter of w is Zj 
Set OW := OW.u(a,j) 
Delete u(a,j) from the set of open words. 
end. 
80 S.L. Bloom, 2. .&klTheoretical Computer Science 163 (1996) 55-98 
The set of all possible output words produced by this algorithm with input word 
w E BA flPh0, and u(a,i) E ag is Pg. 
6. Shuffle semirings of languages 
We now expand the language bimonoids we have been considering to include first 
the binary addition operation, then arbitrary sums, and then just the geometric sums 
given by the star operation. In each case, we are interested in the varieties generated by 
the language structures, and the free algebras in each of these varieties are described. 
6.1. Closed subsets of free ordered bimonoids 
We will outline a general adjunction result connecting shuffle semirings and ordered 
bimonoids. By means of a sequence of examples we show how this general result 
yields a description of the free shuffle semiring in the variety of shuffle semirings 
Lang generated by the structures LX. 
We let S denote the category of all shufile semirings and shuffle semiring morphisms. 
If S = (S, +, ., ~0, 1) is a shuffle semiring, its reduct SO = (S, ., ~3, <, 1) is an ordered 
bimonoid, where 
x<y H x+y=y @ x+z=y, 
for some z E S. If h : S + S’ is a morphism of shuffle semirings, then h = h0 is a 
morphism SO + 90. Thus 0 is a functor from the category of shuffle semirings to 
the category of ordered bimonoids. 
Suppose that K is a class of shuffle semirings and Var[K] is the variety generated 
by K. The class KO consists of the ordered bimonoids SO, for S E K. Let Y be the 
variety of ordered bimonoids generated by KO. 
Notation: Let Kr be the class of language shuffle semirings Lz, for all alphabets Z. 
Example 6.1. If K = KL, Var[K~l = Lang and “Y = Lg,. 
Let F&4) be the ordered bimonoid freely generated by the set A in -Y-. Then, for 
each a, b E FK(A): a < b iff ah < bh, for all ordered bimonoid morphisms h : FK(A) + 
SO, SE K. 
Example 6.2. When K = KL, FK(A) = SP(A). Further, we have the stronger esult: 
for P, Q in SP(A), 
by Propositions 5.11 and 5.7. 
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Definition 6.3. Let h : FK(A) -+ SO be an ordered bimonoid morphism with S E K. 
We extend h to a function from finite subsets of FK(,~) to the underlying set of S. 
Suppose that Bo is a finite subset of F&4). 
Bob := c bh. 
bEBo 
Note that Bob = supbEBo bh. For any finite set Bo GF#), let cl(&) denote the set 
of all elements b E FK(A) such that 
bh f Bob, 
for every morphism h : FK(A) -+ SO, S E K. Note that Bo C cE(Bo), for any finite set 
BO. 
Definition 6.4. A set B GFK(A) is closed if 
B= U cl(Bo). BO c B, EO finite 
Thus, a set B is closed if for each finite subset Bo of B, cZ(Bo) LB. 
Example 6.5. In view of the universal properties of ho, a subset B of SP(A) is closed 
if for each finite set Bo C B, and each P E SP(A), Pho C Bob + P E B. 
We list some easy consequences of the definition. 
Proposition 6.6. (a) The empty set 0 and FK(A) are closed. 
(b) v Bj, j E J, are closed, then so is the intersection n,,, Bj. Thus each set 
B G FK(A) is contained in a least closed set, namely 
u 4Bo), 
BO C B, Bo finite 
which is denoted also by cl(B). 
(c) Each closed set is an ideal; i.e., if B is closed and b 6 c and c E B, then b E B. 
(d) Each one-generated ideal in FK(A) is closed. 
(e) If B and C are closed, then B & C ifs for each b E B there exists a jinite set 
CO C C such that b E cl(G). 
Definition 6.7. Let I,(K;A) denote the set of all finitely generated closed subsets of 
FK@): 
I,(K;A) := {cZ(Bo) : Bo C F&A), Bo finite}. 
Example 6.8. The elements of J.,&&;A) are precisely the finite closed sets of SP(A), 
since for any finite set Bo of posets in SP(A), cZ(B0) is finite. 
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Corollary 6.9. Suppose that Bo and CO are finite subsets of Fx(A). Then 
Wo ) C 4Co > 
ifSfor each ordered bimonoid homomorphism h : FK(A) -+ SO with S E K we have 
Bob d Cob. 
Thus 
cl(Bo) = c&Co) 
lflfor each ordered bimonoid homomorphism h : FK(A) -+ SO with S E K we have 
Bob = Cob. 
Proof. Suppose first that cZ(Bo) & cl (CO) and that h : FK(A) -+ SO is an ordered 
bimonoid morphism with S E K. Since each b E Bo belongs to cl(Co), bh<Coh. 
Hence, Bob = supbEBo bh<Coh. The other direction is immediate. 0 
Example 6.10. In the case of SP(A), cl(Bo) g cl(C0) iff Boho C Coho iff for each (max- 
imal) word u E Boho there is a (maximal) word v E Coho with u C v. 
Definition 6.11. Suppose that B, C E I&K; A). Then we define: 
B+C:=cl(BuC) 
B.C:=cl({b.c:bEB, CEC}) 
B@C:=cZ({b@c:bbBB, CEC}) 
0:=0 
1 := cl({ I}). 
Proposition 6.12. If B, C E I,(K;A) then B + C, B . C, B @ C are in I&K; A). rf 
B = cl(Bo) and C = cl(Co), with Bo and CO jinite, then 
B + C = cl(Bo u Co) 
B . C = cl({b . c : b E Bo, c E Co}) 
B 18 C = cl({b @ c : b E Bo, c E Co}). 
Proof. We prove only one of the last three claims. Since Bo U CO 2 B + C and B + C 
is closed, it follows that cl (Bo U CO) C B + C. Now assume that x E B + C. Then there 
is a finite subset X0 of B U C which causes x E B + C. But each element of Xa is in 
turn caused by a (finite) subset of Bo U CO, and hence x is caused by Ba U CO. 0 
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Let 
q : A + I,(K;A) 
a - d({a}). 
Example 6.13. When K = KL so that FK(A) is SP(A), 
a? = c/((a)) = {a), 
for each a E A. 
Theorem 6.14. For each function h : A -+ S, S E K, there exists a unique homomor- 
phism 
h’ : I&C; A) + S 
such that r]. h’ = h. 
Proof. First extend h to an ordered bimonoid morphism h : F&A) -+ SO. The only 
possible definition of h” is the following. For each B = cl(Bo) E I,(K;A) with Bo 
finite, define 
Bh’ := Bob. 
The function h8 is well-defined by Corollary 6.9. By Proposition 6.12, the function h” 
preserves the operations +, . and 8. Moreover, hff preserves the constants. q 
Example 6.15. When K = KL, F(A) = SP(A) and S is the shuffle semiring Lz, 
Bh” = UPEBo Ph = Bob. 
Proposition 6.16. I,(K;A) is in V. 
Proof. There exists a representative set of ordered bimonoid morphisms 
hi : F&A) + SiO, Si E K, i E I, 
such that for all finite sets B C FK(A) and for all b E A the following two conditions 
are equivalent: 
l bh < Bh, for each ordered bimonoid morphism h : FK(A) + SO, S E K. 
l bhi <Bhi, for each i E I. 
Each hi can be extended to a homomorphism 
hf : I,(K; A) + 5’i. 
Thus we obtain a homomorphism 
h’ : I,(K;A) + I-J& 
iE1 
B ++ (hi#(B))iEl. 
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But h” is injective. It follows that I,(K;A) is a shuffle semiring and belongs to the 
variety Var[K]. 0 
Example 6.17. In the case K = KL, the representative set of morphisms in the proof 
of Proposition 6.16 is a singleton: hi : I,(KL;A) -+ Lo which takes B to Bho. 
Corollary 6.18. The shufJle semiring I&K; A) is freely generated by A in Var[K]. 
Proof. This is a restatement of Theorem 6.14 and Proposition 6.16. •1 
Corollary 6.19. When K = KL, I,(KL; A) is freely generated by A in Lang. 
Remark 6.20. By Example 6.17, I,(KL;A) is isomorphic to a sub-shuffle semiring of 
LX(A), denoted 
&(A). 
Indeed, H,(A) is the least sub-shulfle semiring of LI(A) containing the sets aho, a E A. 
Indeed, if B C SP(A) is a closed set, Bho = CPEB Pho, and each set Pho is obtainable 
from the bimonoid operations applied to the sets aho, a E A. 
Remark 6.21. Note that the above argument shows the following. If V 2 W are va- 
rieties of shuffle semirings such that VO = WO, then V = W. (This fact follows 
also from the observation that if S, S’ are shuffle semirings such that SO = 90, then 
S = S’. The addition operation is determined by the ordering, since a + b = sup{a, b}.) 
Thus, we can strengthen Corollary 6.18. Let W denote the collection of all shuffle 
semirings S such that SO belongs to the variety generated by KO. It is not hard to 
show W is a variety, and clearly Var[K] G W. Hence Var[K] = W. 
Remark 6.22. One can show that the variety Lang is also generated by either the 
shuffle semirings of finite languages, or those of regular languages, using extensions 
of the method used in Theorem 4.15. Again, using Remark 4.16, it follows that the 
equational theory of this variety is decidable. 
6.2. Free complete shufJEe semirings 
A variety of complete shuffle semirings is a collection closed under products, ho- 
momorphic images and substructures, where homomorphisms preserve the infinitary 
operations as well. There is a functor 0, from the category S, of all complete 
shuffle semirings to ordered bimonoids. 
Suppose now that K is a class of complete shuffle semirings and Var,[K] is the 
variety of complete shuffle semirings generated by K. Let Y be the variety of or- 
dered bimonoids generated by the class KO,. Let FK(A) be the ordered bimonoid 
freely generated by A in V. By generalizing the notion of “closed” subset, we find a 
representation for the free algebras in ?Iroo. 
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Definition 6.23. We let CLang denote the variety generated by the class KL, considered 
as a class of complete shtie semirings. 
Definition 6.24. Let h : F&4) + SO, be an ordered bimonoid morphism with S E K. 
For any subset B of F&4) define 
Bh := Cbh. 
bfB 
For any subset B of F&4) let CZ(B) denote the set of all b E FK(A) such that 
bh < Bh, 
for all morphisms h : FK(A) -+ SO, S E K. 
Definition 6.25. A subset B of FK(_~) is compZetely closed if B = CZ(B). We let 
I(K;A) denote the collection of all completely closed subsets of F&4). 
Example 6.26. A subset B of SP(A) is completely closed iff B is closed iff P E B 
whenever Pho C UQEB Qho. 
Each subset X of F&4) is contained in a least completely closed subset, namely 
Cl(X). Note that if X is finite, Cl(X) = cl(X). We define complete shuffle semiring 
operations on the completely closed subsets by extending Definition 6.11 by: 
Definition 6.27. 
and otherwise replacing cl by Cl. 
Using the same argument as that for Theorem 6.18, we can prove the following fact. 
Theorem 6.28. For each set A, the complete shufle semiring I(K; A) is freely gener- 
ated by A in Var,[K]. 
Corollary 6.29. When K = KL, I(KL; A) is the complete shufle semiring in CLang 
freely generated by A. 
Remark 6.30. Using Example 6.17 again, it follows that I(KL; A) is isomorphic to a 
complete sub-shuffle semiring H(A) of L~,Q 
6.3. Free star shufJle semirings 
A last application of closed sets is to the variety Lang, generated by all star shuffle 
semirings 
L$ := (Pz, +;,g,* ,o, l), 
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where, for a language a G E*, 
a* := 1 + a + 2 f.. . . 
Suppose that B is a completely closed set in I(ZG;A), the shuffle semiring of all 
completely closed subsets of SP(A). Then define B* as the infinite sum 
M 
CB”, 
n=O 
i.e., the closure of the union UnaO B”. Then I(&;A) becomes a star shuffle semiring. 
The following fact follows immediately from Remark 6.30. 
Proposition 6.31. For any B E I(KL;A), 
(B*)ho = (Bh,,)‘. 
Let I,(A) C I(&; A) be the least sub-star shuffle semiring of I(&; A) consisting of 
the least set of completely closed subsets of SP(A) containing the principal ideals, 
closed under the shuffle semiring operations as well as under B H B*. 
Proposition 6.32. I*(A) belongs to the variety Lang,. 
Proof. It follows from Proposition 6.31 and the earlier examples that I,(A) is isomor- 
phic to a sub-star shuffle semiring of languages on C(A). q 
Theorem 6.33. Let h be any function from A to L>O, the underlying ordered bi- 
monoid of a star shufJIe semirinq of languages. Then there is a unique star shufJle 
semirinq morphism h# : I,(A) + Li such that the diagram 
1. h hY 
commutes, where an = 13((a)) = CZ({a}). Th us, I+(A) is freely generated by A in 
Lang,. 
Proof. To obtain h#, first extend h to a complete shtie semiring morphism I(&; A) ---) 
Lz, and then restrict it to I,(A). Cl 
Corollary 6.34. I,(A) is freely generated by the set A in the variety generated by all 
star shufJle semirings 
R; := (WE, +, ., @* ,O, 1)s 
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Proof. If Phs G(Qi @ Qz)hs, then the width of P is at most the sum of the widths 
of the Qi. Since serial product does not increase widths, the width of any completely 
closed set in I,(A) is finite. Using this fact, one can show that I,(A) is isomorphic 
to a substructure of a product of shuffle semirings (9x, +, .,@,* ,O, l), as in Theorem 
4.15. The result follows. 0 
We omit the proof of the last result. 
Corollary 6.35. The variety Lang, of shz@e semirings generated by all structures Li 
is the same as that generated by just the regular ones Ri. Moreover, the equational 
theory of this variety is decidable. 
Remark 6.36. Using Example 6.17 again, it follows that I,(A) is isomorphic to a 
sub-star shuffle semiring H*(A) of LEA). 
Remark 6.37. It seems clear that our methods extend without difficulty to finding the 
free algebras in the variety generated by the language star shuffle semirings enriched 
by the “iterated shuffle” operation: B @ := 1 +B+(B@B)+(B@B@B)+... . 
7. Complexity 
A star shuflle semiring term over a countable set X = {xi,xz,. . .} of variables is 
defined in the usual way. A shuffle semiring term is a star shuffle semiring term not 
containing the symbol *, and a bimonoid term is a shuffle semiring term in which 
the symbols + and 0 do not occur. The length of the term t, denoted (tl, is the total 
number of symbols occurring in t. Suppose that t and t’ are terms. The length of an 
equation t = t’, or inequation t < t’, is ItI + It’1 + 1. 
Due to the fact that Lg is the variety of all bimonoids, there is an O(n log n) time 
algorithm to decide if an equation t = t’ between the bimonoid terms t and t’ holds in 
Lg, where n denotes the length of the equation. The algorithm works in the following 
way. 
First, there is a linear algorithm to check if the equation t = 1 holds in Lg, in 
notation: Lg k t = 1. Moreover, when Lg i& t = 1, the algorithm produces a bimonoid 
term tl which contains no occurrence of 1 and such that Lg k t = tl. Thus, we may 
assume that the symbol 1 does not occur in the terms t and t’. In the second phase, 
we transform the terms t and t’ to rooted, directed, vertex labeled trees t^ and 8, by 
a linear algorithm. The vertex labels are in the set X U {., 8). The outgoing edges of 
each vertex labeled . are linearly ordered. Moreover, if a vertex is labeled by C$ then 
its successors are labeled by symbols in the set X U {-}; and if a vertex is labeled 
by .p then its successors are labeled by symbols in X U {g}. It is known that the 
isomorphism of such trees can be checked by an O(n logn) algorithm [12]. We omit 
the details of constructing the trees t^ and 2. When t is the term (~8x18~). (x. (y 8x)), 
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t^ is the tree shown below. 
By the results of Section 4, the problem of deciding whether an inequation t < t’ 
holds in Lg4 is polynomial time reducible to the problem of deciding if P <P’ holds 
in the trace ordering for given A-labeled series-parallel posets P, Q, and vice versa. 
The complexity of a related problem, the language containment problem for pomsets, 
is studied in [7]. We formulate the problem to involve only series-parallel posets. 
Definition 7.1. The language L(P) of a poset P E SP(A) is the set Ph, where h is the 
bimonoid morphism SP(A) -+ 9~ with ah = {a}, for each a E A. 
Note that this definition of L(P) is not the language used just above Lemma 5.13. 
Lemma 7.2. Suppose that P, Q E SP(A). If P 6 Q then L(P) C L(Q). 
The lemma is an immediate corollary of Theorem 5.16. 
The language containment problem for series-parallel posets is the problem of decid- 
ing whether L(P) &L(Q) holds for given series-parallel posets P and Q. It is shown in 
[7] that the language containment problem for arbitrary labeled posets is n,P-complete. 
The proof is by reduction from the bounded Bg problem that we recall now. 
Input: Two sets X = {xl,. . . ,xm} and Y = (~1,. . . , yn} of Boolean variables and 
a set C = {cl,..., ck} of clauses a + b V c V d, where a is xi or xi, the Boolean 
complement of xi, for some i E [m], and each of b,c and d is either yi or yi, for some 
i E [n]. 
Question: Is it the case that for every truth assignment to the variables in X there 
is a truth assignment to the variables in Y such that each clause in C is satisfied? 
Notation: A clause c of the form a =+ bl V bz V b3 will be called a clause implied 
by the literal a, denoted c E imp(u). 
Theorem 7.3. The problem of deciding whether P < Q holds for series-parallel posets 
P, Q E SP(A) is Il:-complete. 
Remark 7.4. A different proof of this result can be found in [13]. 
Corollary 7.5. Deciding the inequational theory of the variety Lg< is ZZ,P-complete. 
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Proof. If R is a poset in SP(A), let width(R) denote the width of R. Call a poset R’ 
a normal relabeling of R if R’ is obtained from R by relabeling the vertices labeled 
a, for each a E A, by words a& such that 1 <i< width(R) and such that any two 
incomparable vertices are labeled differently. Recall the concept of an expansion of a 
labeled poset. 
The fact that P < Q holds for P, Q E SP(A) can be expressed by the following pred- 
icate which shows the problem is in II,. p* For each normal relabeling P’ of P, and for 
each linearization of the expansion of P’ (determined by the relabeling), with associ- 
ated trace u E A*, there exists some relabeling Q’ of Q such that some linearization 
of the expansion of Q’ has associated trace the word u. 
In the rest of the proof, we indicate how the argument proving Theorem 3.1 in [7] 
can be modified to obtain U,P-hardness. Suppose that (X, Y, C) is an instance of B;. 
We construct wo posets P and Q in SP(A), where A is the set XU Y UC. (We assume 
these sets are disjoint.) 
First, for each xi E X, let 
Xi :=Xi . @(Cj 1 Cj E imp(xi)) 
_J$ :=Xi . @(Cj : Cj E imp(xi)). 
Then, for each yi E Y, let 
Y := Yi . @(Cj : yi OCCUTS in Cj) 
yi’:=yi. @(Cj : y[ OCCUR? in Cj). 
Here, we understand that q (respectively &‘) contains a vertex labeled cj for each 
occurrence of yi (respectively i) in cj. Finally, for each xi E X, let 
Zi I= (Xi @Xi) ’ @(Cj : Cj E imp(&) U imp(x[)). 
Then we define: 
P := y1 . . . . . Yn*G(XI@&~).);* . . . . . y, . c; . . . . . c; 
i=l 
Thus, the poset Q is the same as the second poset, but P is a modified version of the 
first poset constructed in the proof of Theorem 3.1 in [7], which is not series-parallel. 
Lemma 7.6. The following conditions are equivalent: 
1. P<Q; 
2. L(P) CL(Q); 
3. (X, Y, Z) is a YES instance of B$ 
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The proof of this lemma is essentially the same as the argument given in [7]. 0 
The problem of deciding the equational theory of the variety Lang is easily seen to be 
also in n:. But if t and t’ are bimonoid terms, then Lg< k t dt’ iff Langk t+t’ = t’. 
Thus we have: 
Corollary 7.7. The problem of deciding the equational theory of the variety Lang is 
Il,P-complete. 
Concerning the variety Lang,, we mention the following theorem of Meyer [14]. 
Theorem 7.8. The problem of deciding the equational theory of the variety Lang, is 
EXPSPACE-complete. 
8. Some remarks 
After the free ordered bimonoids were found in the class Lg,, the constructions of 
Sections 6.1, 6.2, and 6.3 were forced. what were not routine were the definition of 
the ordering on SP(A), and Proposition 5.11 showing that the ordering on the posets 
in SP(A) is the correct one. 
We have given two kinds of descriptions of the free algebras in varieties of bi- 
monoids and shuffle semirings of various kinds: as (closed subsets of) labeled posets 
(SP(A), equipped with various operations and orderings) and as sets of words (see 
Definition 4.14 and Remarks 6.20, 6.30, and 6.36). The main idea was to sepa- 
rate distinct A-labeled posets by maximal traces of their expansions, obtained by 
replacing the letter a E A in all possible ways by the words ai&, i 2 0. (See the 
Open Problems, below.) There is at least one alternative to this particular 
construction. 
One may use instead of maximal traces, only the “conservative traces” of the ex- 
pansion. (A word u in Pho is conservative if for each ai E AN and each pair of words 
ui,uz, if u = uiaiu2, then aj is open in ui, for each j < i, but ai is not.) A conserva- 
tive trace does not require distinct words ai&, for all vertices labeled a E A, but only 
as many as the width of the poset, i.e., at most the maximum number of nodes that 
may be open at one time. (Recall Remark 4.16.) Since the Kleene *-operation does 
not increase width, only finite languages are needed to separate the (ideals of) posets 
generated by the regular operations, together with shuffle. This result was also found 
by Meyer and Rabinovich [ 151, and a related result was proved in [9]. It follows that 
the equational theory of Lang, is decidable. 
In a forthcoming paper [5], the authors show that the variety Lg< is not finitely 
axiomatizable. This is in contrast to the variety Lg which is finitely axiomatizable. In 
[6], it is shown that the varieties generated by the language structures (Pz, ., ~3, +, 0,l) 
and (Px, ., ~3, +,* ,O, 1) are also not finitely axiomatizable. 
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9. Open problems 
1. In the proof of Theorem 4.15, for ~12 1, the bimonoid morphism h, : SP(A) + 
91~~) was defined as the unique bimonoid morphism mapping the letter a E A to the 
finite language {a& : i = 0,. . . , n - 1). The question is whether there is one value of 
12 > 0 such that for all posets P, Q E SP(A), 
Ph,&Qh, +P<Q. 
(Note that P 6 Q + Ph, C Qhn, all n > 1.) For example, define P, Q as follows: 
P:=a@((a~u~u) 
Q := (a. a) @a (a. a). 
Then Phi C Qhl, but it is not the case that P<Q. A weaker related question is whether 
there is some n 2 1 such that for all P, Q E SP(A), 
Ph, = Qh,, + P = Q. 
In [l], it was conjectured that n = 1 suffices. 
2. Find a characterization of the languages ShA, &(A), H(A) and H*(A) represent- 
ing the various free algebras. These languages were defined in Remarks 4.14, 6.20, 
and 6.30. 
3. Is the equational theory of star shuffle semirings with iterated shuffle decidable? 
(See Remark 6.37.) 
Acknowledgement 
The first author became interested in the shuffle product identities while working 
with Bob Walters at Sydney University. Our joint work on this topic began in Szeged, 
thanks to a grant from the National Foundation of Hungary for Higher Education. Both 
authors would like to thank Albert Meyer for suggesting a list of references and for 
telling us of his result mentioned above. Douglas Troeger and Walter Vogler kindly 
supplied us with some useful references. The second author would like to thank Volker 
Diekert and the Theory Group at the Institute of Computer Science of the University 
of Stuttgart for their hospitality. We both thank L&z16 Bematsky for his very careful 
proof reading. 
Appendix A. More on series-parallel posets 
In this appendix, we give our proof of the main result of Gischer [lo], that SP(A) 
equipped with the subsumption ordering 3 (defined in Remark 5.9) is freely generated 
by A in the variety of ordered bimonoids satisfying the weak interchange law. Then 
we prove the characterization of the series-parallel posets mentioned in Remark 3.32. 
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First, we note some simple properties of the series-parallel posets. The first lemma 
is proved by induction on the structure of the poset P. 
Lemma A.1. Suppose that P is a series-parallel A-labeledposet and that v is a vertex 
of P. Then the set Q = P - {v}, equipped with ordering and labeling inherited from P 
(i.e., for all vertices v1 and v2 other than v, v1 dQu2 &?-VI 6pv2), is also series-parallel. 
Corollary A.2. Suppose that P is a series-parallel A-labeled poset. Suppose that Q 
is a subset of P. Then the set Q, equipped with the ordering and labeling inherited 
from P, is series-parallel. 
Corollary A.3. Suppose that P is a series-parallel A-labeledposet. IfP = PI .Pz, or if 
P = PI @ P2, for some A-labeled posets PI and P2, then PI and P2 are series-parallel. 
Recall that a poset, considered as a directed graph, is connected if the underlying 
undirected graph is. An A-labeled poset P is called @indecomposable if P is not the 
shuffle product PI 63 P2 of two nonempty A-labeled posets PI and P2. 
Lemma A.4 Suppose that P is an A-labeled poset. Then P is connected ty P is @- 
indecomposable. Thus, if P is series-parallel, then P is connected tff P is empty, a 
singleton, or P is the serial product of two nonempty series-parallel A-labeled posets. 
A.1. SP(A) as a free ordered bimonoid 
We characterize the variety WI generated by the ordered bimonoids (SP(A), 5) by 
an inequation. Theorem A.9 below identifies the ordered bimonoid (SP(A), 3) as the 
free ordered bimonoid in WI generated by the set A. 
Definition AS. Suppose that P and Q are A-labeled posets. We define P 5 Q, the 
subsumption or less structure ordering, if P and Q have the same underlying set, the 
same labeling, and 
for any two vertices v, v’ E P. 
Since we have identified isomorphic A-labeled posets, the condition that P and Q 
have the same underlying set may be rephrased by requiring that there is a bijective 
labeled poset morphism Q --) P. 
Proposition Ah. The relation 5 is a partial order and the operations of serial and 
shufJle product monotonic. Thus, (Pas(A), 5) is an ordered bimonoid. 
Restricting the partial order 5 to the series-parallel posets, we obtain the ordered 
bimonoid (SP(A), 5). 
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Proposition A.7. The inequation 
holds for all A-labeled posets Pi and Qi, i = I,2 
Before presenting Theorem A.9, we establish an elementary property of A-labeled 
posets in conjunction with the 5 ordering. 
Lemma A.& Suppose that Q = Ql @ Q2 is the shufle of two @-indecomposable 
series-parallel A-labeled posets Ql and Q2. Suppose that P is a series-parallel A- 
labeled poset with the same set of vertices such that P 5 Q. If there are vertices 
v, E Qi, i = 1,2, which are comparable in P, then P is the serial product of two 
nonempty series-parallel A-labeled posets PI and P2. 
Proof. Indeed, if some vi E Qi and v2 E Q2 are comparable in P, then P is connected 
and hence P is the serial product of two nonempty series-parallel A-labeled posets P1 
and P2. q 
Theorem A.9. (SP(A), 3) is the ordered algebra freely generated by the set A in the 
class of ordered bimonoids atisfying the weak interchange law, i.e., the inequation 
(a @ b) . (x @ y) Q ax @ by. (A.1) 
Proof. By Propositions A.6 and Proposition A.7. (SP(A), 5) is an ordered bimonoid 
satisfying the inequation (A. 1). 
To establish the universal property of (SP(A), 5), suppose that (M, 6 ) is an ordered 
bimonoid satisfying the inequation (A. 1). Let cp be a map A + M. There is a unique 
extension of cp to a bimonoid morphism cp’ : SP(A) + M, by Theorem 3.3. We need 
to show that cp# respects the ordering, i.e., 
P 5 Q G- &” dQcp”, (A.2) 
for all series-parallel A-labeled posets P and Q. We prove this fact by induction on 
the number of vertices of Q. (We assume that P and Q have the same underlying set 
of vertices and that if v d ev’, for some vertices v and v’, then v <p v’.) 
When Q is empty or has a single vertex, we have P = Q. Thus, Pep’ = Q(p”. 
Suppose that Q has more than one vertex. Let n = v(P,Q) denote the number of 
ordered pairs (v, v’) of vertices such that v <p v’ but v and u’ are not comparable in Q. 
When n = 0, we have P = Q, so that P@ = Qcp’. Suppose that n > 0 and that we have 
proved that P’$ d Q’(p” for all series-parallel posets P’ and Q’ with P’ 3 Q’ which 
have the same number of vertices as Q and for which v(P’, Q’) < n. We consider two 
cases. 
Case I: Q is a serial product Qt . Q2 of two nonempty A-labeled series-parallel 
posets Qi and Q2. Since ui <p u2 for all vertices ai E Qi, i = 1,2, and since P< Q, 
it follows that P can be written as a serial product PI . P2, for some A-labeled posets 
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Pi with Pi < Qi, i = 1,2. By Corollary A.3, the posets Pi are series-parallel. But then, 
Pig = Plcp” . P2q9 
Q Qd . Qd 
= Q(P”, 
since the series-parallel posets Qi have fewer vertices than Q and since (M, <) is an 
ordered bimonoid. 
Case 2: Q is the shuffle of two or more nonempty series-parallel A-labeled posets. 
Let us assume that Q = Qt @Q2, where Qt and Q2 are @-indecomposable s ries-parallel 
A-labeled posets. If there exist no vertices ai E Qi, i = 1,2, which are comparable in 
P, then P is of the form P = P1 @ P2 for some A-labeled posets Pi with Pi 3 Qi, 
i = 1,2. By Corollary A.3, the posets Pi are series-parallel. Since the posets Qi have 
fewer vertices than Q, we have 
Pip” = Ppp” @ P2(p# 
G Qd @ Q2$ 
= Qd, 
by the induction assumption and since the operation @ is monotonic in B. 
Suppose now that there exists a pair of vertices VI E Qt and v2 E Q2 which are 
comparable in P. Then, by Lemma A.8, P is a serial product of nonempty series- 
parallel A-labeled posets, say P = R + S. Let Ri, i = 1,2, be the A-labeled sub-poset 
of P determined by the vertices in Qi n R. Similarly, let q, i = 1,2, be the A-labeled 
sub-poset of P determined by the vertices in Qins. Thus, for any two vertices u and u’ 
in QifIR, u <R, II’ iff v <p v’. By Corollary A.2, the posets Ri and Si are series-parallel. 
We have the following inequations: 
P5R1 .S, @R2.S2 64.3) 
Ri’Si5Qi, i= 1,2. 64.4) 
Let P’ = RI . S1 8 R2 . S2. Since v(P, P’) < n, 
P$ < (RI . S1 @ R2 + S2)$, (A.9 
by the induction assumption and (A.3). Since for i = 1,2, the number of vertices of 
Qi is strictly less than the number of vertices of Q, we have also 
(Pi . &h’ G QiV”, (A.61 
by (A.4). Thus, 
Pq” < (RI . Sl CC R2 . S2)cp’ 
= (RI * Wd @ (R2 . S2)d 
< Qcp’, 
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using (AS), (A.6), the assumption that (M, < ) is an ordered bimonoid satisfying (A. 1 ), 
and the fact that cp” is a bimonoid morphism. El 
Remark A.lO. We note that our proof of Theorem A.9 is not syntactic, as is the proof 
given by Gischer in [lo]. 
Let WI denote the variety of ordered bimonoids which satisfy the weak interchange 
law (A.l). 
Corollary A.11. The following varieties of ordered bimonoids are the same: 
1. The variety WI. 
2. The variety generated by the ordered bimonoids (SP(A),d). 
3. The variety generated by the ordered bimonoids (Pos(A),s). 
A.2. The geometry of series-parallel posets 
We give a graph theoretic characterization of the posets in SP(A). 
Recall that we have already shown that any poset in SP(A) has the zig-zag property. 
Definition A.12. Suppose that P is an A-labeled poset. A zig-zag in P is a pair (L, U) 
of nonempty subsets of P such that for each v E L and v’ E U, 
U = succ(v) and L = pred(v’). 
Note that if P has the zig-zag property, and if v is not a maximal vertex in P, then 
there is a unique zig-zag (L, U) with v E L, namely U = succ(v) and L = pred(succ(v)). 
Similarly, if v’ is not minimal, then there is a unique zig-zag (L, U) with v E U, namely 
L = pred(v’) and U = succ@red(v’)). 
Suppose that (L, U) is a zig-zag in P. Then for each vertex x E P, if x < v for 
some v E U, then x < v’ for all v’ E U. In this case we also write x < U. If v < x 
for some vertex v E L, then L < x, i.e., v’ < x for all v’ E L. We define 
P~L,u) := {x : x -c U or L < x}. 
Thus P~L,u) is the set of all elements comparable with some element in L U U. When 
(LI, U,) and (Lz, U2) are both zig-zags, we write LI < 172 if x < y holds for some (or 
for all) x E LI and y E 172. 
Theorem A.13. An A-labeled poset P is series-parallel ifs it has the zig-zag property 
and whenever (LI, VI) and (L2, U2) are zig-zags with L1 -C U2, there is a zig-zag 
(L, U) such that: 
(a) L < U2 and L1 < U. 
(b) P(L,,cI,) u P(L~,w g P(W). 
Proof. We have already noted that each series-parallel poset has the zig-zag property. 
A straightforward induction argument proves that if P is series-parallel, then for any 
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two zig-zags (Li, Ui) and (Lz, U2) with Li < U2 there exists a zig-zag (L, U) such 
that the conditions (a) and (b) hold. Before proving the converse direction, we need a 
lemma. 
Lemma A.14 Suppose that P = PI ’ P2 or P = PI 8 P2, where P is an A-labeled 
poset having the zig-zag property and such that for any two zig-zags (L,, VI) and 
(Lz, VI) with LI -C U2 there is some zig-zag (L, U) such that (a) and (b) hold. Then 
PI and P2 also have these pr0perties.c 
Proof of Theorem A.13 (continued). Suppose that P has the zig-zag property and 
satisfies the conditions (a) and (b) of the theorem, for any two zig-zags (Ll, VI) and 
(~52, U2) with L1 < U2. We prove P is series-parallel by induction on the number of 
vertices. If P is empty or a singleton, then P is series-parallel. If P has more than one 
vertex, let 
be a set of (distinct) zig-zags with least cardinality such that 
k 
U P(L,,u,) = p, 
i=l 
(A.7) 
i.e., each vertex in P is comparable with some vertex in some zig-zag (Li, Ui), and, 
moreover, 
max{card(PcLL,G)) : i = 1,. . . ,k} >max{card(PcL;,q)) : i = 1,. . . ,k}, 
whenever {(L{, U,‘), . . . , (Li, UL)} is another set of zig-zags with the property (A.7). 
(Here, when A is a set, card(A) denotes the cardinality of A.) 
When k = 1, P is the serial product P = RI . R2, where 
R1={x:x < Ul} 
R2 = {x : L1 < x}. 
The vertices in R1 and R2 are ordered and labeled as in P. Now, the A-labeled posets 
RI and R2 are series-parallel by Lemma A.14 and the induction hypothesis. It follows 
that P is series-parallel. 
When k > 1, we show that P is the shuffle product of the disjoint sub-posets 
Pi = P(L,,u, ), i = 1, . . . , k. 
It then follows from the induction assumption and Lemma A.14 that P is series-parallel. 
We assume that k = 2, since the argument is similar for k > 2. 
Without loss of generality we may assume that card(P1) acard( We note that 
neither L1 < U2 nor Lz < U, may hold, for otherwise we obtained a zig-zag (L, U) 
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with 
p = Pl u p2 c P(L,U). 
Thus the sets Li U VI and Lx U U2 are disjoint. Moreover there exists no vertex x with 
L2 < x < Ui or L1 < x -c U2. Thus PI and P2 have no vertex in common iff there 
is no vertex x with x < U, and x < U2, or L1 < x and L2 < x. Indeed, suppose that 
x < VI and x < U2, say. Let (L3, U,) be the zig-zag with x E L3. Since L3 < VI, there 
exists a zig-zag (L, U) with L3 < U, L < UI and 
Pl u P(L,,f&) 2 P(L,U). 
Thus P(LJJ) u P2 = P. 
(A.8) 
Consider now the the zig-zags (L, U) and (Lz, U2). If y E UZ, then x < y, and thus 
y E P(L,u), by (A.8). Thus, either L < U2 or U2 < U. If U2 < U, then, by L < U,, 
we have L2 < VI, which was shown to be impossible. Thus L < U2. But then, there 
exists a zig-zag (L’, U’) with 
p = P(L,U) u p2 c P(L’,U’), 
contrary to the assumption that there exists no zig-zag with this property. 
We still need to show that if x and y are in the disjoint sets PI and P2, respectively, 
then x and y are incomparable. By symmetry, the only nontrivial case to be considered 
is that x < VI and L2 < y, and y E succ(x). Supposing this, let (L, U) be the zig-zag 
with x E L and y E U. Applying the assumption for (L, U) and (Li, UI ) we obtain a 
a zig-zag (L’, U’) with 
PW) u Pl c P(L,,ry), 
so that 
P(L’,U’) u P2 = P. 
But since y E P~L~,LI/), card(P~~t,ut,) b card(P,), a contradiction. 0 
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