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constraints: continuous vs. discrete time
trading
Abstract: We consider an investor facing a classical portfolio problem of optimal
investment in a log-Brownian stock and a fixed-interest bond, but constrained to
choose portfolio and consumption strategies that reduce a dynamic shortfall risk
measure. For continuous- and discrete-time financial markets we investigate the
loss in expected utility of intermediate consumption and terminal wealth caused
by imposing a dynamic risk constraint. We derive the dynamic programming
equations for the resulting stochastic optimal control problems and solve them
numerically. Our numerical results indicate that the loss of portfolio performance
is not too large while the risk is notably reduced. We then investigate time
discretization effects and find that the loss of portfolio performance resulting
from imposing a risk constraint is typically bigger than the loss resulting from
infrequent trading.
Keywords: consumption-investment problem, stochastic optimal control, dy-
namic risk measure, Markov decision problem, discrete-time approximation
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1 Introduction
In a classical consumption-investment problem, an investor endowed with an
initial capital consumes a certain amount of the capital and invests the remaining
wealth into the financial market. The latter usually consists of one risk-free
security and several risky ones. Given a fixed investment horizon, the investor’s
objective is to find an “optimal” consumption-investment strategy in order to
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2 Redeker and Wunderlich
maximize the expected utility of wealth at the terminal trading time and of
intermediate consumption. This optimization problem is known in the literature
as the Merton problem.
After the recent failure of large financial institutions, risk management has
received a great deal of attention by traders and regulators in the past few years.
Financial institutions have established internal departments that are in charge
of risk assessments, and regulatory institutions started to set restrictions to limit
the risk exposure of financial institutions. Various risk measures like Value at
Risk (VaR) or some tail-expectation-based risk measures like Tail Conditional
Expectation (TCE) or Expected Loss (EL) have been applied recently to quan-
tify and control the risk of a portfolio. Usually the risk constraint is static, i.e.,
it has to hold at the terminal trading time only. In the seminal paper by Basak
and Shapiro [6] the authors compute the VaR of the terminal wealth to control
the risk exposure. Their findings indicate that VaR limits, when applied in a
static manner, may actually increase risk. This encouraged researchers to con-
sider a risk measure that is based on the risk neutral expectation of loss - the
Limited Expected Loss (LEL). The work of [6] is extended by Gabih et al. [10]
to cover the case of bounded Expected Loss.
Motivated by the Basel Committee proposals, it is a common practice in the
financial industry to compute and re-evaluate risk constraints frequently using
a time window (e.g. some days or weeks) over which the trading strategies are
assumed to be held constant, cf. Jorion [14]. Therefore Cuoco et al. [7] apply
a risk constraint dynamically to control the risk exposure. The authors found
that VaR and TCE constraints, when applied in a dynamic fashion, reduce the
investment in the risky asset. Putschögl and Sass [21] study the maximization
of expected utility of terminal wealth under dynamic risk constraints in a com-
plete market model with partial information on the drift by using the martingale
method. The problem of intertemporal consumption subject to a dynamic VaR
constraint is studied by Yiu [24]. Pirvu [20] and Leippold et al. [16] study
an optimal consumption-investment problem with a dynamic VaR constraint
imposed on the strategy. Akume [1] and Akume et al. [2] consider a similar
problem with a dynamic TCE constraint instead of a VaR. Their results indi-
cate that imposing a dynamic risk constraint is a suitable method to reduce the
risk of portfolios. For recent work on portfolio optimization under dynamic risk
constraints we refer to Moreno-Bromberg et al. [17]. The authors study an
optimal investment problem for a general class of risk measures and the optimal
trading strategy is characterized by a quadratic backward stochastic differential
equation.
For the purpose of dynamic risk measurement, the usual assumption for a
tractable way of calculating risk measures is that the investment and consump-
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tion strategies are kept unchanged over a given time horizon. In the classical
consumption-investment problem, this assumption is typically not fulfilled. An
investor who follows the optimal strategy is continuously adjusting the asset
holdings and the consumption rate. Thus, the risk of a portfolio is only approx-
imately calculated.
Since continuous-time trading is impossible in practice and investors want
to avoid transaction costs due to excessive trading we also consider a more
realistic scenario where investors are only allowed to change the asset holdings
and consumption rate at discrete points in time. In Rogers [22] and Bäuerle
et al. [4] such a discrete-time investor is called a relaxed investor. It is shown
that the losses due to discretization are surprisingly small. An advantage of the
discrete-time trading is that dynamic risk measures can be computed directly
without requiring constant strategies.
In this paper, we start with considering a continuous-time investor facing
a classical consumption-investment problem, but constrained to choose invest-
ment and consumption strategies that reduce a corresponding shortfall risk. The
investor’s aim is to maximize the expected utility of the intermediate consump-
tion and wealth at a terminal trading time 𝑇 > 0. The portfolio risk over short
time intervals is measured in terms of VaR, TCE and EL. The risk measure is
dynamically re-evaluated using available conditioning information and imposed
on the strategy as a risk constraint. We apply dynamic programming techniques
and combine the resulting Hamilton-Jacobi-Bellman equation with the method
of Lagrange multipliers to derive optimal strategies under this constraint. An
approximate solution to the constrained portfolio problem is obtained by using
a policy improvement algorithm. One advantage of our method compared to [17]
is that the consumption of wealth can easily be included.
Then, we consider a discrete-time investor who only changes portfolio and
consumption choices at time points that are multiples of Δ > 0. Within the
framework of a discrete-time investment, we consider a discretized standard
Black-Scholes market with one risk-free and several risky assets. A discrete-
time investor is, like a continuous-time investor, constrained to limit the risk
exposure. The optimization problem is solved by using the theory of Markov
Decision Problems leading to a backward recursion algorithm.
Our numerical results indicate that the cost of the risk constraint in terms
of the expected utility of intermediate consumption and terminal wealth is not
too large while the risk can be controlled and considerably reduced. The consid-
eration of both, discrete-time and continuous-time trading, allows us to perform
numerical experiments for studying the losses due to time-discretization. Similar
to Rogers [22] who investigates the Merton problem, we find that for the port-
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folio problem under dynamic risk constraints the effects of time-discretization
are also of small magnitude.
The paper is organized as follows. In Section 2 we consider the continuous-
time optimization problem. First, we describe the financial market model and
introduce dynamic risk constraints afterwards. Then, we investigate the opti-
mization problem under dynamic risk constraints. In Section 3, we consider
the discrete-time optimization problem. The financial market of Section 2 is
discretized and the resulting dynamic risk constraints are described. We subse-
quently study the discrete-time optimization problem under dynamic risk con-
straints. Section 4 provides some numerical results of the continuous-time and
discrete-time optimization problem and both are compared. The Appendix con-
tains proofs omitted from the main text.
2 Continuous-time optimization
2.1 Model
We consider a continuous-time stochastic financial market with finite trading
horizon 0 < 𝑇 < ∞. The possible actions of an investor who is endowed with
an initial capital 𝑥0 > 0 are to invest in the financial market and/or to con-
sume (parts of) the wealth. The investment opportunities are represented by
one risk-free and 𝑑 risky securities. The price of the risk-free security at time
𝑡 is denoted by 𝑆0𝑡 and the 𝑑-dimensional price process of the risky securities
is denoted by 𝑆 = (𝑆𝑡)𝑡∈[0,𝑇 ]. Uncertainty is modeled by a filtered probability
space (Ω,ℱ ,F, 𝑃 ), where F = (ℱ𝑡)𝑡∈[0,𝑇 ] is the natural filtration generated by
an 𝑚-dimensional Brownian motion 𝑊 = (𝑊 𝑡)𝑡∈[0,𝑇 ], 𝑚 ≥ 𝑑, augmented by
all the 𝑃 -null sets of Ω.
The risk-free security (the “bond”) behaves like a bank account earning a con-
tinuously compounded interest rate 𝑟 ≥ 0, i.e., its price is given by
𝑆0𝑡 = 𝑒𝑟𝑡.
The remaining 𝑑 securities (the “stocks”) are risky and evolve according to the
following stochastic differential equations
d𝑆𝑖𝑡 = 𝑆𝑖𝑡
(︁
𝜇𝑖d𝑡+
𝑚∑︁
𝑗=1
𝜎𝑖𝑗d𝑊 𝑗𝑡
)︁
, 𝑖 = 1, . . . , 𝑑,
𝑆𝑖0 = 𝑠𝑖,
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where 𝜇 = (𝜇𝑖)𝑖=1,...,𝑑 ∈ R𝑑 is the mean rate of return and 𝜎 = (𝜎𝑖𝑗)𝑗=1,...,𝑚𝑖=1,...,𝑑 ∈
R𝑑×𝑚 the matrix-valued volatility which is assumed to consist of linearly inde-
pendent rows. Thus, we work on a standard Black-Scholes-Merton model. The
bond and the stocks can be traded continuously and we allow to sell the stock
and the bond short. An investment strategy 𝜋 = (𝜋𝑡)𝑡∈[0,𝑇 ] is an F-adapted,
real-valued, 𝑑-dimensional stochastic process satisfying
E
[︁ ∫︁ 𝑇
0
‖𝜋𝑡‖2d𝑡
]︁
<∞,
where ‖·‖ denotes the standard Euclidean norm in R𝑑. The 𝑑 coordinates of 𝜋𝑡
represent the proportions of the current wealth invested in each of the 𝑑 stocks
at time 𝑡.
A negative proportion 𝜋𝑖𝑡 corresponds to selling stock 𝑖 short. The proportion
of wealth invested in the bond at time 𝑡 is given by 1−∑︀𝑑𝑖=1 𝜋𝑖𝑡. If this quantity
is negative we sell the bond short, i.e., we are borrowing (at interest rate 𝑟). The
investor is also allowed to withdraw funds for consumption. The consumption
rate process (for brevity: consumption process) is denoted by 𝐶 = (𝐶𝑡)𝑡∈[0,𝑇 ].
It is an adapted, [0,∞)-valued stochastic process satisfying
E
[︁ ∫︁ 𝑇
0
𝐶𝑡 d𝑡
]︁
<∞.
Given an investment and consumption strategy the associated wealth process is
well defined and satisfies the stochastic differential equation
d𝑋𝑡 = 𝑋𝑡
(︁
1−
𝑑∑︁
𝑖=1
𝜋𝑖𝑡
)︁
𝑟 d𝑡+𝑋𝑡𝜋′𝑡𝜇d𝑡− 𝐶𝑡d𝑡+𝑋𝑡𝜋′𝑡𝜎d𝑊 𝑡
= 𝑋𝑡
(︀
𝑟 + 𝜋′𝑡(𝜇− 1𝑟)− 𝑐𝑡
)︀
d𝑡+𝑋𝑡𝜋′𝑡𝜎d𝑊 𝑡, (1)
where 𝜋′𝑡 denotes the transpose of 𝜋𝑡, 1 := (1, . . . , 1)′ is the 𝑑-dimensional vector
with unit components and 𝑐𝑡 = 𝐶𝑡/𝑋𝑡 is the consumption rate relative to the
wealth. Together with the initial condition 𝑋0 = 𝑥0, the wealth equation (1)
admits a unique strong solution given by
𝑋𝑡 = 𝑥0 exp
{︂ 𝑡∫︁
0
(︁
𝑟 + 𝜋′𝑠(𝜇− 1𝑟)− 𝑐𝑠 −
1
2‖𝜋
′
𝑠𝜎‖2
)︁
d𝑠+
𝑡∫︁
0
𝜋′𝑠𝜎d𝑊 𝑠
}︂
. (2)
Note that (2) implies
𝑋𝑡+Δ = 𝑋𝑡 exp
{︂𝑡+Δ∫︁
𝑡
(︀
𝑟 + 𝜋′𝑠(𝜇− 1𝑟)− 𝑐𝑠−
1
2‖𝜋
′
𝑠𝜎‖2
)︀
d𝑠+
𝑡+Δ∫︁
𝑡
𝜋′𝑠𝜎d𝑊 𝑠
}︂
(3)
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for any Δ > 0. A pair (𝜋𝑡, 𝑐𝑡)𝑡∈[0,𝑇 ] is called a portfolio-proportion process. We
only consider those portfolio-proportion processes 𝑢 = (𝜋, 𝑐) which achieve a
positive wealth over the whole trading period [0, 𝑇 ] and which are of Markov
type, i.e., 𝑢𝑡 = ̃︀𝑢(𝑡,𝑋𝑡) for all 𝑡 ∈ [0, 𝑇 ] and some measurable function ̃︀𝑢 : [0, 𝑇 ]×
R+ → 𝒦 where 𝒦 := R𝑑 × [0,∞). Such strategies are called admissible and the
set of admissible strategies is denoted by 𝒜0, thus
𝒜0 :=
{︁
(𝑢𝑡)𝑡∈[0,𝑇 ]
⃒⃒⃒
𝑢 is F-adapted,𝑢𝑡 = (𝜋𝑡, 𝑐𝑡) ∈ 𝒦,𝑢𝑡 = ̃︀𝑢(𝑡,𝑋𝑡),
𝑋𝑡 > 0 for all 𝑡 ∈ [0, 𝑇 ] and E
[︁ ∫︁ 𝑇
0
(︀‖𝜋𝑡‖2 + 𝑐𝑡)︀d𝑡]︁ <∞}︁.
We write in the following 𝑋𝑢 instead of 𝑋 to emphasize that the wealth is
controlled by the portfolio-proportion process 𝑢 = (𝜋, 𝑐).
2.2 Dynamic risk constraints
In this section we introduce how the risk of a given portfolio-proportion process
can be quantified. In Artzner et al. [3] risk is defined by the random future
value of the portfolio wealth. In order to relate this definition of risk to the
investor’s loss we use the concept of benchmarks as in [1] and [2].
Given the current time 𝑡 ∈ [0, 𝑇 ] a benchmark 𝑌𝑡 is prescribed and compared to
the future portfolio value 𝑋𝑢𝑡+Δ at time 𝑡+Δ, where Δ > 0 is the length of the
risk measurement horizon [𝑡, 𝑡+Δ]. Then a shortfall is described by the random
event {𝑋𝑢𝑡+Δ < 𝑌𝑡} and 𝐿𝑡 := 𝑌𝑡−𝑋𝑢𝑡+Δ is the corresponding investor’s loss. The
benchmark 𝑌𝑡 is chosen as a function of time 𝑡 and wealth 𝑋𝑢𝑡 for all 𝑡 ∈ [0, 𝑇 ],
i.e., 𝑌𝑡 = ̃︀𝑓(𝑡,𝑋𝑢𝑡 ) for some measurable function ̃︀𝑓 : [0, 𝑇 ]×R+ → [0,∞). Typical
benchmarks are presented in the following example.
Example 2.1. The benchmark may be chosen as
– a constant, i.e., 𝑌𝑡 ≡ 𝑦 for some 𝑦 ≥ 0,
– a deterministic function, i.e., 𝑌𝑡 = 𝑦(𝑡),
– a fraction 𝑝 > 0 of the current wealth, i.e., 𝑌𝑡 = 𝑝𝑋𝑢𝑡 ,
– the conditional expected wealth, i.e., 𝑌𝑡 = E[𝑋𝑢𝑡+Δ|ℱ𝑡].
Next, we make precise how the risk of a given portfolio-proportion process is
measured. Let
𝒜 := {︀(𝑢𝑡)𝑡∈[0,𝑇 ] ∈ 𝒜0 |E[|𝐿𝑡|] <∞ for all 𝑡 ∈ [0, 𝑇 ]}︀
and
𝒩𝑡 :=
{︀
𝐿𝑡 = 𝑌𝑡 −𝑋𝑢𝑡+Δ
⃒⃒
𝑢 ∈ 𝒜}︀ .
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Then the family (𝜉𝑡)𝑡∈[0,𝑇 ] of maps 𝜉𝑡 with
𝜉𝑡 : 𝒩𝑡 → ℒ1(Ω,ℱ𝑡, 𝑃 )
is called a dynamic risk measure. The following dynamic risk measures are fre-
quently used in the literature.
Example 2.2.
– Given a time 𝑡 and a probability level 𝛼 ∈ (0, 1), the Dynamic Value at
Risk denoted by VaR𝛼𝑡 is the loss over [𝑡, 𝑡+Δ] that is exceeded only with
the (small) conditional probability 𝛼, thus
𝜉𝑡(𝐿𝑡) = VaR𝛼𝑡 (𝐿𝑡) := inf {𝑙 ∈ R |𝑃 (𝐿𝑡 > 𝑙|ℱ𝑡) ≤ 𝛼} .
– Given a time 𝑡 and a probability level 𝛼 ∈ (0, 1), the Dynamic Tail Con-
ditional Expectation denoted by TCE𝛼𝑡 is the conditional expected value
of the loss exceeding VaR𝛼𝑡 , thus
𝜉𝑡(𝐿𝑡) = TCE𝛼𝑡 (𝐿𝑡) := E𝑡 [𝐿𝑡|𝐿𝑡 > VaR𝛼𝑡 (𝐿𝑡)] ,
where E𝑡[·] denotes the conditional expectation given the information known
up to time 𝑡.
– Given a time 𝑡, the Dynamic Expected Loss denoted by EL𝑡 is the con-
ditional expected value of “positive” losses, thus
𝜉𝑡(𝐿𝑡) = EL𝑡(𝐿𝑡) := E𝑡
[︀
𝐿+𝑡
]︀
,
where 𝑥+ = max(𝑥, 0).
In the following we only consider those risk measures that can be written
as 𝜉𝑡(𝐿𝑡) = ̃︀𝜉(𝑡,𝑋𝑢𝑡 ,𝜋𝑡, 𝑐𝑡) for all 𝑡 ∈ [0, 𝑇 ] and some measurable functioñ︀𝜉 : [0, 𝑇 ]×R+ ×𝒦 → R. The risk measures presented in Example 2.2 belong to
this class of risk measures. This becomes obvious if we recall that loss is defined
by 𝐿𝑡 = 𝑌𝑡−𝑋𝑢𝑡+Δ and that the benchmark is of the form 𝑌𝑡 = ̃︀𝑓(𝑡,𝑋𝑢𝑡 ). Thus,
we have to know the conditional distribution of 𝑋𝑢𝑡+Δ given 𝑋𝑢𝑡 at any time 𝑡
to explicitly compute the risk measures above. From Equation (2) and Equation
(3) it is easily seen that the distribution of the investor’s wealth at a future
date depends on the portfolio-proportion process 𝑢 = (𝜋, 𝑐). For the purposes
of risk measurement, it is common practice to approximate this distribution (for
elaborations see [7]). Let us consider the random variable
𝒳 = 𝒳 (𝑥, ?¯?, 𝑐) = 𝑥 exp
{︁(︁
𝑟 + ?¯?′(𝜇− 1𝑟)− 𝑐− ‖?¯?
′𝜎‖2
2
)︁
Δ
+ ?¯?′𝜎 (𝑊 𝑡+Δ −𝑊 𝑡)
}︁
,
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where Δ > 0, 𝑥 > 0 and (?¯?, 𝑐) ∈ 𝒦 are given. It is easily seen that
𝒳 is log-normally distributed. More precisely, the law of 𝒳 (𝑥, ?¯?, 𝑐) is the
one of 𝑥𝑒𝑍 , where 𝑍 is a normally distributed random variable with mean(︀
𝑟 + ?¯?′(𝜇− 1𝑟)− 𝑐− 12‖?¯?′𝜎‖2
)︀
Δ and variance ‖?¯?′𝜎‖2Δ. We immediately ob-
tain from Equation (3) that, given a portfolio-proportion process 𝑢 = (𝜋, 𝑐) and
the associated portfolio wealth 𝑋𝑢𝑡 at time 𝑡, the random variable 𝒳 (𝑋𝑢𝑡 ,𝜋𝑡, 𝑐𝑡)
is the value of the portfolio wealth at time 𝑡 + Δ, if the portfolio-proportion
process is kept constant at (?¯?, 𝑐) = (𝜋𝑡, 𝑐𝑡) between time 𝑡 and 𝑡 + Δ. Then,
𝑋𝑢𝑡+Δ is - conditionally on ℱ𝑡 - distributed as 𝒳 (𝑋𝑢𝑡 ,𝜋𝑡, 𝑐𝑡). Using this approx-
imation we obtain the following formulas for the risk measures introduced in
the examples above.
Lemma 2.3.
1. The Dynamic Value at Risk at time 𝑡 can be written as VaR𝛼𝑡 (𝐿𝑡) =̃︀𝜉(𝑡,𝑋𝑢𝑡 ,𝜋𝑡, 𝑐𝑡), where
̃︀𝜉(𝑡, 𝑥, ?¯?, 𝑐) = ̃︀𝑓(𝑡, 𝑥)− 𝑥 exp [︁(︁?¯?(𝜇− 1𝑟) + 𝑟 − 𝑐− ‖?¯?𝜎‖22 )︁Δ
+Φ−1(𝛼)‖?¯?𝜎‖
√
Δ
]︁
.
Here Φ(·) and Φ−1(·) denote the normal distribution and the inverse distri-
bution functions, respectively.
2. The Dynamic Tail Conditional Expectation at time 𝑡 can be written as
TCE𝛼𝑡 (𝐿𝑡) = ̃︀𝜉(𝑡,𝑋𝑢𝑡 ,𝜋𝑡, 𝑐𝑡), wherẽ︀𝜉(𝑡, 𝑥, ?¯?, 𝑐) = ̃︀𝑓(𝑡, 𝑥)− 𝑥
𝛼
[︀
exp {(?¯?(𝜇− 1𝑟) + 𝑟 − 𝑐)Δ}
Φ
(︀
Φ−1(𝛼)− ‖?¯?𝜎‖
√
Δ
)︀]︀
.
3. The Dynamic Expected Loss at time 𝑡 can be written as EL𝑡 (𝐿𝑡) =̃︀𝜉(𝑡,𝑋𝑢𝑡 ,𝜋𝑡, 𝑐𝑡), wherẽ︀𝜉(𝑡, 𝑥, ?¯?, 𝑐) = ̃︀𝑓(𝑡, 𝑥)Φ(𝑑1)− 𝑥 exp {(?¯?(𝜇− 1𝑟) + 𝑟 − 𝑐)Δ}Φ(𝑑2)
and
𝑑1/2 =
1
‖?¯?𝜎‖√Δ
[︂
ln
(︂ ̃︀𝑓(𝑡, 𝑥)
𝑥
)︂
−
(︁
?¯?(𝜇− 1𝑟) + 𝑟 − 𝑐∓ ‖?¯?𝜎‖
2
2
)︁
Δ
]︂
.
Proof. The first and the second claim are proved in [1, pp. 144-145] and [1, pp.
145-147], respectively. The proof of the third claim is presented in Appendix
A.
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A risk constraint is imposed on the portfolio-proportion process by requiring that
𝑢𝑡 = (𝜋𝑡, 𝑐𝑡) takes values in the set 𝒦𝑅(𝑡,𝑋𝑢𝑡 ) at any time 𝑡, where 𝒦𝑅(𝑡,𝑋𝑢𝑡 )
is defined by
𝒦𝑅(𝑡, 𝑥) = {︀(?¯?, 𝑐) ∈ R𝑑 × [0,∞) ⃒⃒ ̃︀𝜉(𝑡, 𝑥, ?¯?, 𝑐) ≤ ̃︀𝜀(𝑡, 𝑥)}︀, 𝑥 > 0.
Here, ̃︀𝜀 : [0, 𝑇 ] × R+ → [0,∞) is a measurable function which represents the
bound on the risk constraint and may depend on time and wealth. Then the set
of admissible strategies which continuously satisfy the imposed risk constraint
reads as
𝒜𝑅 := {︀(𝑢𝑡)𝑡∈[0,𝑇 ] ∈ 𝒜 |𝑢𝑡 ∈ 𝒦𝑅(𝑡,𝑋𝑢𝑡 ) for all 𝑡 ∈ [0, 𝑇 ]}︀.
We assume that the benchmark 𝑌𝑡 = ̃︀𝑓(𝑡,𝑋𝑢𝑡 ) and the bound ̃︀𝜀(𝑡,𝑋𝑢𝑡 ) in the
definition of the risk constraint are chosen such that 𝒜𝑅 ̸= ∅ is satisfied, i.e.,
there exist admissible strategies. Such problems are examined in [10], where the
shortfall risk is measured in terms of the expected loss and applied in a static
manner.
2.3 Optimization under risk constraints
Given a finite trading horizon 𝑇 we consider the problem of an investor who
starts with a positive endowment 𝑋0 = 𝑥0. The investor derives utility from
intermediate consumption and from terminal wealth while a risk constraint is
imposed that has to be satisfied. The investor’s performance criterion is the
expected value of the utility of intertemporal consumption and terminal wealth.
Thus, the objective is to maximize
E0,𝑥0
[︁ ∫︁ 𝑇
0
𝑈1(𝐶𝑠)d𝑠+ 𝑈2 (𝑋𝑢𝑇 )
]︁
over all portfolio-proportion processes 𝑢 = (𝜋, 𝑐) ∈ 𝒜𝑅. Note that 𝐶𝑠 = 𝑐𝑠𝑋𝑢𝑠 .
Here 𝑈1, 𝑈2 : [0,∞) → R ∪ {−∞} denote (time-independent) utility functions
(i.e., 𝑈1 and 𝑈2 are strictly increasing, strictly concave and twice continuously
differentiable on (0,∞)). The term E𝑡,𝑥[·] denotes the conditional expectation
given the information known up to time 𝑡 and 𝑋𝑡 = 𝑥.
Remark 2.4. We consider time-independent utility functions for the sake of
notational simplicity but time-dependent utility functions can be treated in the
same way. A typical example of a time-dependent utility function 𝑈 : [0, 𝑇 ] ×
[0,∞)→ R ∪ {−∞} is
𝑈(𝑡, 𝑥) = 𝑒−𝜌𝑡𝑈1(𝑥), 𝜌 > 0.
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Thus, discounting might be included.
We tackle the optimization problem by using dynamic programming tech-
niques and embed it into a family of optimization problems. Given a portfolio-
proportion process 𝑢 = (𝑢𝑡)𝑡∈[0,𝑇 ] ∈ 𝒜𝑅 we define the reward function 𝒥 (𝑡, 𝑥,𝑢)
for all (𝑡, 𝑥) ∈ [0, 𝑇 ]× R+ by
𝒥 (𝑡, 𝑥,𝑢) = E𝑡,𝑥
[︁ ∫︁ 𝑇
𝑡
𝑈1(𝑐𝑠𝑋𝑢𝑠 )d𝑠+ 𝑈2(𝑋𝑢𝑇 )
]︁
.
The objective is to maximize the reward function over all admissible processes
which continuously satisfy the imposed risk constraint. We define the value func-
tion for all (𝑡, 𝑥) ∈ [0, 𝑇 ]× R+ by
𝑉 (𝑡, 𝑥) = sup
𝑢∈𝒜𝑅
𝒥 (𝑡, 𝑥,𝑢). (4)
A portfolio-proportion process 𝑢* with 𝑉 (𝑡, 𝑥) = 𝒥 (𝑡, 𝑥,𝑢*) is called optimal.
The Hamilton-Jacobi-Bellman (HJB) equation for 𝑉 is derived by applying the
dynamic programming principle, cf. Pham [19, Section 3.3, Theorem 3.3.1],
which yields
𝜕
𝜕𝑡
𝑉 (𝑡, 𝑥) + sup
?¯?=(?¯?,𝑐)∈𝒦𝑅(𝑡,𝑥)
{︀
𝑈1(𝑐𝑥) +ℋ?¯?𝑉 (𝑡, 𝑥)
}︀
= 0 (5)
for (𝑡, 𝑥) ∈ [0, 𝑇 ) × R+ with terminal condition 𝑉 (𝑇, 𝑥) = 𝑈2(𝑥) for 𝑥 ∈ R+.
Here, the operator ℋ?¯? acting on 𝒞1,2([0, 𝑇 ]× R+) is defined by
ℋ?¯? = [︀𝑥 (︀?¯?′(𝜇− 1𝑟) + 𝑟 − 𝑐)︀]︀ 𝜕
𝜕𝑥
+ 12𝑥
2?¯?′𝜎𝜎′?¯?
𝜕2
𝜕𝑥2
.
Note that ℋ?¯? is the generator of the controlled wealth process when the
portfolio-proportion process takes the value ?¯? = (?¯?, 𝑐). Unlike many stochastic
control problems, our formulation poses a state-dependent set of admissible
controls. This difficulty can be handled by embedding the state-dependent set
𝒦𝑅(𝑡,𝑋𝑢𝑡 ) into a compact set ?¯?, cf. Shardin and Wunderlich [23]. Then,
using the techniques presented in Fleming and Soner [9, Chapter III, The-
orem 8.1] one can show that if there exists a classical solution ̃︀𝑉 of the HJB
equation (5) then ̃︀𝑉 coincides with the value function 𝑉 of the control problem
(4). Furthermore, if there exists a measurable function ̃︀𝑢* : [0, 𝑇 ) × R+ → 𝒦
satisfying ̃︀𝑢*(𝑡, 𝑥) ∈ 𝒦𝑅(𝑡, 𝑥) for all (𝑡, 𝑥) ∈ [0, 𝑇 )×R+ and such that for every
(𝑡, 𝑥) ∈ [0, 𝑇 ) × R+ the value of ̃︀𝑢* at (𝑡, 𝑥) is the unique maximizer of the
problem
sup
?¯?=(?¯?,𝑐)∈𝒦𝑅(𝑡,𝑥)
{︀
𝑈1(𝑐𝑥) +ℋ?¯?𝑉 (𝑡, 𝑥)
}︀
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then one can show that the optimal portfolio-proportion process is given by
𝑢*𝑡 = ̃︀𝑢*(𝑡,𝑋𝑢*𝑡 ) and satisfies 𝑢* ∈ 𝒜𝑅.
For the case of power utility, i.e.,
𝑈1(𝑥) = 𝑈2(𝑥) =
𝑥1−𝛾
1− 𝛾 , 0 < 𝛾 < 1,
there is a closed-form expression for the optimal portfolio-proportion process
when no risk constraint is imposed, see Korn [15]. We call this process the
Merton portfolio-proportion process and it is given by
𝜋𝑀 (𝑡, 𝑥) = 𝜋𝑀 = (𝜎𝜎′)−1(𝜇− 1𝑟) 1
𝛾
and (6)
𝑐𝑀 (𝑡, 𝑥) = 𝑐𝑀 (𝑡) =
(︀
𝜏−1 + (1− 𝜏−1)𝑒−𝜏(𝑇−𝑡))︀−1, (7)
where
𝜏 =
[︁
− (1− 𝛾)
(︁ (𝜇− 1𝑟)′(𝜎𝜎′)−1(𝜇− 1𝑟)
2𝛾 + 𝑟
)︁]︁ 1
𝛾
.
An investor using the Merton portfolio-proportion process is called a Merton
investor and the associated value function is denoted by 𝑉𝑀 (𝑡, 𝑥). We write
𝑋𝑀 when the wealth is controlled by the Merton portfolio-proportion process
𝑢𝑀 := (𝜋𝑀 , 𝑐𝑀 ).
3 Discrete-time optimization
3.1 Model
Here we suppose that the trading interval [0, 𝑇 ] is divided into 𝑁 periods of
length Δ and trading only takes place at the beginning of each of the 𝑁 pe-
riods. The trading times are denoted by 𝑡𝑛 := 𝑛Δ, 𝑛 = 0, . . . , 𝑁 − 1, and for
the time horizon 𝑇 we write 𝑡𝑁 := 𝑇 = 𝑁Δ. Uncertainty is modeled by the
filtered probability space (Ω,𝒢,G, 𝑃 ) where the filtration G = (𝒢𝑡𝑛)𝑛=0,...,𝑁 is
generated by the (discretized) Brownian motion (𝑊𝑡𝑛)𝑛=0,...,𝑁 and augmented
by all the 𝑃 -null sets of Ω. In what follows we will consider an 𝑁 -period financial
market which results from a discretization of the Black-Scholes-Merton model
considered in the continuous-time case and consists of one risk-free and 𝑑 risky
securities. Thus, the price process of the bond is given by 𝑆0𝑡0 ≡ 1 and
𝑆0𝑡𝑛+1 = 𝑆
0
𝑡𝑛𝑒
𝑟Δ, 𝑛 = 0, . . . , 𝑁 − 1.
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Recall, 𝑟 ≥ 0 denotes the continuously compounded interest rate. The price
process of each of the 𝑑 risky securities is given by 𝑆𝑘𝑡0 = 𝑠
𝑘 with 𝑘 = 1, . . . , 𝑑
and
𝑆𝑘𝑡𝑛+1 = 𝑆
𝑘
𝑡𝑛
̃︀𝑅𝑘𝑡𝑛+1 , 𝑘 = 1, . . . , 𝑑, 𝑛 = 0, . . . , 𝑁 − 1,
where ̃︀𝑅𝑘𝑡𝑛+1 is defined by
̃︀𝑅𝑘𝑡𝑛+1 = exp{︁(︁𝜇𝑘 − 12
𝑚∑︁
𝑗=1
(︀
𝜎𝑘𝑗
)︀2 )︁Δ+ 𝑚∑︁
𝑗=1
𝜎𝑘𝑗
(︁
𝑊 𝑗𝑡𝑛+1 −𝑊
𝑗
𝑡𝑛
)︁}︁
for 𝑘 = 1, . . . , 𝑑. The random variables ̃︀𝑅𝑘𝑡𝑛+1 are log-normally distributed and
represent the relative price change of the risky securities in the time interval
[𝑡𝑛, 𝑡𝑛+1).
Analogously to the continuous-time case the investor starts with an initial wealth
𝑥0 > 0 and is allowed to invest in the financial market and to consume the
wealth. In contrast to the continuous-time case the investor can only adjust at
the beginning of each of the 𝑁 periods the amount of wealth invested into the
financial market and the amount of wealth consumed. The amount invested in
the 𝑑 risky securities is denoted by 𝜙 = (𝜙𝑡𝑛)𝑛∈{0,...,𝑁−1} and the amount
which is consumed by 𝜂 = (𝜂𝑡𝑛)𝑛∈{0,...,𝑁−1}. Given an investment-consumption
strategy 𝜈 = (𝜙, 𝜂) the associated wealth process evolves as follows
𝑋𝑡𝑛+1 = 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 −𝜙′𝑡𝑛1) +𝜙′𝑡𝑛 · ̃︀𝑅𝑡𝑛+1
= 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 +𝜙′𝑡𝑛 ·𝑅𝑡𝑛+1),
where 𝑅𝑡𝑛+1 = (𝑅1𝑡𝑛+1 , . . . , 𝑅
𝑑
𝑡𝑛+1) denotes the relative discounted return pro-
cess and is defined by
𝑅𝑘𝑡𝑛+1 = 𝑒
−𝑟Δ ̃︀𝑅𝑘𝑡𝑛+1 − 1 𝑘 = 1, . . . , 𝑑.
The investment strategy (𝜙𝑡𝑛) and the consumption strategy (𝜂𝑡𝑛) are assumed
to be G-adapted. Moreover, we restrict to strategies which achieve a positive
wealth for all 𝑁 periods. Thus, in contrast to the continuous-time case, for an
investor who only trades at discrete points in time it is not admissible to sell
stocks short or to take out a loan to buy stocks because in a time interval of
length Δ the stock price could move unfavorably for the investor, and the wealth
would become negative. Therefore, at any trading time 𝑡𝑛, 𝑛 ∈ {0, . . . , 𝑁 − 1},
the investor must choose the amount 𝜙𝑡𝑛 of current wealth 𝑋𝑡𝑛 that is invested
in the stocks and the amount 𝜂𝑡𝑛 of current wealth 𝑋𝑡𝑛 that is consumed in
such a way that 𝜈𝑡𝑛 = (𝜙𝑡𝑛 , 𝜂𝑡𝑛) ∈ 𝒦𝐷(𝑋𝑡𝑛) holds, where
𝒦𝐷(𝑥) =
{︀
?¯? = (?¯?, 𝜂) | 0 ≤ 𝜂 ≤ 𝑥 and 0 ≤ ?¯?′1 ≤ 𝑥− 𝜂}︀ , 𝑥 > 0.
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Furthermore, we only consider strategies which are of Markov type, i.e., 𝜈𝑡𝑛 =̃︀𝜈(𝑡𝑛, 𝑋𝑡𝑛) for all 𝑛 = 0, . . . , 𝑁 − 1 and some measurable function ̃︀𝜈 : [0, 𝑇 ] ×
R+ → [0,∞)𝑑+1. Such strategies are called admissible and the set of admissible
strategies is denoted by 𝒜0Δ, thus
𝒜0Δ :=
{︀
(𝜈𝑡𝑛)𝑛∈{0,...,𝑁−1}
⃒⃒⃒
𝜈 is G-adapted,𝜈𝑡𝑛 = (𝜙𝑡𝑛 , 𝜂𝑡𝑛) ∈ 𝒦𝐷(𝑋𝑡𝑛),
𝜈𝑡𝑛 = ̃︀𝜈(𝑡𝑛, 𝑋𝑡𝑛) and 𝑋𝑡𝑛 > 0 for all 𝑛 ∈ {0, . . . , 𝑁 − 1}}︀.
It is shown in Hinderer [12, Theorem 18.4] that more general strategies which
depend on the complete history of the process instead of being Markovian ones,
do not increase the value of the maximization problem that we will consider later
on. We write in the following 𝑋𝜈 instead of 𝑋 to emphasize that the wealth is
controlled by the investment-consumption strategy 𝜈 = (𝜙, 𝜂).
3.2 Dynamic risk constraints
Analogously to the continuous-time case the loss over the period [𝑡𝑛, 𝑡𝑛+1) is
defined by 𝐿𝑡𝑛 := 𝑌𝑡𝑛 −𝑋𝜈𝑡𝑛+1 with 𝑌𝑡𝑛 being a 𝒢𝑡𝑛 -measurable benchmark (see
Example 2.1) prescribed at time 𝑡𝑛. Let 𝒩Δ𝑡𝑛 :=
{︀
𝐿𝑡𝑛
⃒⃒
𝜈 ∈ 𝒜Δ
}︀
, where
𝒜Δ :=
{︀
(𝜈𝑡𝑛)𝑛∈{0,...,𝑁−1} ∈ 𝒜0Δ |E[|𝐿𝑡𝑛 |] <∞ for all 𝑛 ∈ {0, . . . , 𝑁 − 1}
}︀
.
A dynamic risk measure (in discrete time) (𝜓𝑡𝑛)𝑛∈{0,...,𝑁−1} is a family of maps
𝜓𝑡𝑛 with
𝜓𝑡𝑛 : 𝒩Δ𝑡𝑛 → ℒ1(Ω,𝒢𝑡𝑛 , 𝑃 ).
We restrict to risk measures of the form 𝜓𝑡𝑛(𝐿𝑡𝑛) = ̃︀𝜓(𝑡𝑛, 𝑋𝜈𝑡𝑛 ,𝜙𝑡𝑛 , 𝜂𝑡𝑛) for all
𝑛 ∈ {0, . . . , 𝑁−1} and some measurable function ̃︀𝜓 : [0, 𝑇 ]×R+×[0,∞)𝑑+1 → R.
Lemma 3.1 below shows how the dynamic risk measures VaR, TCE and EL can
be computed explicitly in the discrete-time case if we consider a market with
a single stock. Here we can benefit from the fact that the wealth 𝑋𝜈𝑡𝑛+1 at
time 𝑡𝑛+1 is - conditionally on 𝒢𝑡𝑛 - (shifted) log-normally distributed. In the
case 𝑑 > 1 the wealth 𝑋𝜈𝑡𝑛+1 at time 𝑡𝑛+1 given 𝒢𝑡𝑛 is a sum of dependent
log-normally distributed random variables and closed-form expressions for these
risk measures are not available.
Lemma 3.1.
1. Given a probability level 𝛼 ∈ (0, 1) the Dynamic Value at Risk at time 𝑡𝑛,
𝑛 = 0, . . . , 𝑁−1 can be written as VaR𝛼𝑡𝑛(𝐿𝑡𝑛) = ̃︀𝜓(𝑡𝑛, 𝑋𝜈𝑡𝑛 , 𝜙𝑡𝑛 , 𝜂𝑡𝑛), wherẽ︀𝜓(𝑡, 𝑥, 𝜙, 𝜂) = ̃︀𝑓(𝑡, 𝑥)− 𝑒𝑟Δ(𝑥− 𝜂 − 𝜙)− exp{︀Φ−1(𝛼)𝜎√Δ+ (︀𝜇− 𝜎22 )︀Δ}︀𝜙.
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Recall, Φ(·) and Φ−1(·) denote the normal distribution and the inverse dis-
tribution functions respectively.
2. Given a probability level 𝛼 ∈ (0, 1) the Dynamic Tail Conditional Expec-
tation at time 𝑡𝑛, 𝑛 = 0, . . . , 𝑁 − 1 can be written as TCE𝛼𝑡𝑛(𝐿𝑡𝑛) =̃︀𝜓(𝑡𝑛, 𝑋𝜈𝑡𝑛 , 𝜙𝑡𝑛 , 𝜂𝑡𝑛), wherẽ︀𝜓(𝑡, 𝑥, 𝜙, 𝜂) = ̃︀𝑓(𝑡, 𝑥)− 𝑒𝑟Δ(𝑥− 𝜂 − 𝜙)− 1
𝛼
𝑒𝜇ΔΦ
(︁
Φ−1(𝛼)− 𝜎
√
Δ
)︁
𝜙.
3. The Dynamic Expected Loss at time 𝑡𝑛, 𝑛 = 0, . . . , 𝑁 − 1 can be written as
EL𝑡𝑛(𝐿𝑡𝑛) = ̃︀𝜓(𝑡𝑛, 𝑋𝜈𝑡𝑛 , 𝜙𝑡𝑛 , 𝜂𝑡𝑛), wherẽ︀𝜓(𝑡, 𝑥, 𝜙, 𝜂) = (︁̃︀𝑓(𝑡, 𝑥)− 𝑒𝑟Δ(𝑥− 𝜂 − 𝜙))︁Φ(𝑑1)− 𝑒𝜇ΔΦ(𝑑2)𝜙,
𝑑1/2 =
1
𝜎
√
Δ
[︁
ln
(︁ ̃︀𝑓(𝑡, 𝑥)− 𝑒𝑟Δ(𝑥− 𝜂 − 𝜙)
𝜙
)︁
− (︀𝜇∓ 𝜎2/2)︀Δ]︁.
Proof. The proof is presented in Appendix B.
A risk constraint is imposed on the strategy by requiring that at the beginning
of each period (i.e., at 𝑡𝑛, 𝑛 ∈ {0, . . . , 𝑁 − 1}) the investor must decide how
much of the wealth is invested in the stocks (𝜙𝑡𝑛) and how much is consumed
(𝜂𝑡𝑛) such that 𝜈𝑡𝑛 = (𝜙𝑡𝑛 , 𝜂𝑡𝑛) ∈ 𝒦𝑅𝐷(𝑡𝑛, 𝑋𝜈𝑡𝑛) with
𝒦𝑅𝐷(𝑡𝑛, 𝑥) =
{︁
?¯? = (?¯?, 𝜂) ∈ 𝒦𝐷(𝑥)
⃒⃒ ̃︀𝜓(𝑡𝑛, 𝑥, ?¯?, 𝜂) ≤ ̃︀𝜖(𝑡𝑛, 𝑥)}︁ , 𝑥 > 0.
Here, ̃︀𝜖 : [0, 𝑇 ] × R+ → [0,∞) is a measurable function which represents the
bound on the risk constraint and may depend on time and wealth. Then, the
set of admissible strategies reads as
𝒜𝑅𝐷 :=
{︀
(𝜈𝑡𝑛)𝑛∈{0,...,𝑁−1} ∈ 𝒜Δ |𝜈𝑡𝑛 ∈ 𝒦𝑅Δ(𝑡𝑛, 𝑋𝜈𝑡𝑛), 𝑛 ∈ {0, . . . , 𝑁 − 1}
}︀
.
We assume that the benchmark ̃︀𝑓(𝑡𝑛, 𝑋𝜈𝑡𝑛) and bound ̃︀𝜖(𝑡𝑛, 𝑋𝜈𝑡𝑛) are specified
in a way that 𝒜𝑅𝐷 ̸= ∅ is satisfied, i.e., there exist admissible strategies.
3.3 Optimization under risk constraints
Given an initial wealth 𝑋0 = 𝑥0 > 0 the investor’s investment-consumption
problem is to decide how much wealth is invested in the stocks and how much
is consumed so that the expected value of the utility from consumption and
terminal wealth,
E𝑡0,𝑥0
[︁𝑁−1∑︁
𝑛=0
𝑈1(𝜂𝑡𝑛) + 𝑈2
(︀
𝑋𝜈𝑡𝑁
)︀ ]︁
,
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is maximized over all strategies 𝜈 = (𝜙, 𝜂) ∈ 𝒜𝑅Δ. This problem can be solved by
using the theory of Markov Decision Processes, see e.g. Bäuerle and Rieder
[5, Chapter 2]. The value function is defined by
𝑉 (𝑡𝑛, 𝑥) = sup
(𝜙,𝜂)∈𝒜𝑅
𝐷
E𝑡𝑛,𝑥
[︁𝑁−1∑︁
𝑘=𝑛
𝑈1(𝜂𝑡𝑘) + 𝑈2
(︀
𝑋𝜈𝑡𝑁
)︀ ]︁
and the sequence (𝑉 (𝑡𝑛, 𝑥))𝑛=0,...,𝑁−1 can be computed by the optimality equa-
tion
𝑉 (𝑡𝑁 , 𝑥) = 𝑈2(𝑥),
𝑉 (𝑡𝑛, 𝑥) = sup
(?¯?,𝜂)∈𝒦𝑅
𝐷
(𝑡𝑛,𝑥)
{︀
𝑈1(𝜂) + E𝑡𝑛,𝑥
[︀
𝑉
(︀
𝑡𝑛+1, 𝑒
𝑟Δ (︀𝑥− 𝜂 + ?¯?′ ·𝑅𝑡𝑛+1)︀)︀]︀}︀
𝑛 = 𝑁 − 1, . . . , 0. (8)
The optimal strategy 𝜈* = (𝜙*, 𝜂*) is generated by the sequence of maximizers
of 𝑉 (𝑡1, 𝑥), . . . , 𝑉 (𝑡𝑁 , 𝑥).
For the case of power utility, i.e.,
𝑈1(𝑥) = 𝑈2(𝑥) =
𝑥1−𝛾
1− 𝛾 , 𝛾 ∈ (0, 1),
we can specify the recursion above. Let 𝜁 and 𝛽 denote the consumption and
investment proportion, respectively, i.e.,
𝜁𝑡𝑛 :=
𝜂𝑡𝑛
𝑋𝜈𝑡𝑛
and 𝛽𝑖𝑡𝑛 :=
𝜙𝑖𝑡𝑛
𝑋𝜈𝑡𝑛 − 𝜂𝑡𝑛
, for 𝑛 = 0, . . . , 𝑁 − 1, 𝑖 = 1, . . . , 𝑑.
Note that 𝜁𝑡𝑛 ∈ [0, 1] and 𝛽𝑡𝑛 ∈ 𝒫 where 𝒫 := {p ∈ [0, 1]𝑑 | 𝑝1 + . . .+ 𝑝𝑑 ≤ 1}
denotes the simplex in R𝑑. In order to use proportions instead of amounts of
consumption and investment we redefine ̃︀𝜓 by
̃︀𝜓𝑟𝑒𝑙(𝑡𝑛, 𝑋𝜈𝑡𝑛 ,𝛽𝑡𝑛 , 𝜁𝑡𝑛) = ̃︀𝜓(𝑡𝑛, 𝑋𝜈𝑡𝑛 , (1− 𝜁𝑡𝑛)𝑋𝜈𝑡𝑛𝛽𝑡𝑛 , 𝜁𝑡𝑛𝑋𝜈𝑡𝑛).
Then the risk measures can be written as 𝜓𝑡𝑛(𝐿𝑡𝑛) = ̃︀𝜓𝑟𝑒𝑙(𝑡𝑛, 𝑋𝜈𝑡𝑛 ,𝛽𝑡𝑛 , 𝜁𝑡𝑛) for
all 𝑛 ∈ {0, . . . , 𝑁−1} and we obtain by the optimality equation (8) the following
backward recursion.
Theorem 3.2. The value function for 𝑛 = 0, . . . , 𝑁 can be computed by
𝑉 (𝑡𝑛, 𝑥) =
𝑥1−𝛾
1− 𝛾 · 𝑑𝑡𝑛 , 𝑥 > 0,
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where (𝑑𝑡𝑛) satisfies the backward recursion
𝑑𝑡𝑁 = 1,
𝑑𝑡𝑛 = sup
0≤𝜁≤1
{︁
𝜁1−𝛾 + (1− 𝜁)1−𝛾𝑒𝑟Δ(1−𝛾)×(︁
sup
?¯?∈ℬ(𝑡𝑛,𝑥,𝜁)
E
[︀(︀
1 + ?¯?′ ·𝑅𝑡𝑛+1
)︀1−𝛾]︀)︁
𝑑𝑡𝑛+1
}︁
, 𝑛 = 𝑁 − 1, . . . , 0, (9)
where
ℬ(𝑡𝑛, 𝑥, 𝜁) = {?¯? ∈ 𝒫
⃒⃒ ̃︀𝜓𝑟𝑒𝑙(𝑡𝑛, 𝑥, ?¯?, 𝜁) ≤ ̃︀𝜖(𝑡𝑛, 𝑥)}.
Proof. The proof is given by mathematical induction. The basis step is to show
that the statement
𝑉 (𝑡𝑁 , 𝑥) =
𝑥1−𝛾
1− 𝛾 · 𝑑𝑡𝑁 , 𝑑𝑡𝑁 = 1
holds. This follows straightforwardly from the optimality equation (8). In the
inductive step we assume that the statement
𝑉 (𝑡𝑛, 𝑥) =
𝑥1−𝛾
1− 𝛾 · 𝑑𝑡𝑛
holds for some 𝑛 ∈ {1, . . . , 𝑁} and show that it also holds for 𝑛 − 1. This can
be done as follows. From the optimality equation (8) we obtain
𝑉 (𝑡𝑛−1, 𝑥) = sup
(?¯?,𝜂)∈𝒦𝑅
𝐷
(𝑡𝑛−1,𝑥)
{︁
E𝑡𝑛−1,𝑥
[︀
𝑉
(︀
𝑡𝑛, 𝑒
𝑟Δ (︀𝑥− 𝜂 + ?¯?′ ·𝑅𝑡𝑛)︀)︀]︀
+ 𝜂
1−𝛾
1− 𝛾
}︁
.
Using the inductive hypothesis, the right-hand side can be rewritten as
sup
(?¯?,𝜂)∈𝒦𝑅
𝐷
(𝑡𝑛−1,𝑥)
{︁
E𝑡𝑛−1,𝑥
[︁ 1
1− 𝛾
(︀
𝑒𝑟Δ
(︀
𝑥− 𝜂 + ?¯?′ ·𝑅𝑡𝑛
)︀)︀1−𝛾
𝑑𝑡𝑛
]︁
+ 𝜂
1−𝛾
1− 𝛾
}︁
.
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Substituting 𝜂 = 𝜁𝑥 and ?¯? = (1− 𝜁)𝑥?¯? we find
sup
0≤𝜁≤1
?¯?∈ℬ(𝑡𝑛−1,𝑥,𝜁)
{︁
E𝑡𝑛−1,𝑥
[︂
1
1− 𝛾
(︁
𝑒𝑟Δ
(︁
𝑥− 𝜁𝑥+ 𝑥(1− 𝜁) · ?¯?′𝑅𝑡𝑛
)︁)︁1−𝛾
𝑑𝑡𝑛
]︂
+ (𝜁𝑥)
1−𝛾
1− 𝛾
}︁
= sup
0≤𝜁≤1
?¯?∈ℬ(𝑡𝑛−1,𝑥,𝜁)
{︁ 𝑥1−𝛾
1− 𝛾 𝑒
𝑟Δ(1−𝛾)(1− 𝜁)1−𝛾E
[︁
(1 + ?¯?′𝑅𝑡𝑛)1−𝛾
]︁
𝑑𝑡𝑛
+ 𝑥
1−𝛾
1− 𝛾 𝜁
1−𝛾
}︁
= 𝑥
1−𝛾
1− 𝛾 sup0≤𝜁≤1
{︁
𝜁1−𝛾 + 𝑒𝑟Δ(1−𝛾)(1− 𝜁)1−𝛾
sup
?¯?∈ℬ(𝑡𝑛−1,𝑥,𝜁)
E
[︁
(1 + ?¯?′𝑅𝑡𝑛)1−𝛾
]︁
· 𝑑𝑡𝑛
}︁
.
This shows that indeed it holds 𝑉 (𝑡𝑛−1, 𝑥) = 𝑥
1−𝛾
1−𝛾 ·𝑑𝑡𝑛−1 . In the second equation
we have used that the relative discounted return𝑅𝑡𝑛 is independent of 𝒢𝑡𝑛−1 and
in the third equation we used that 𝑒𝑟Δ(1−𝛾)(1 − 𝜁)1−𝛾 is non-negative. Hence,
the supremum over (?¯?, 𝜁) can be obtained by the iterated supremum as given.
The proof is complete by mathematical induction.
Note that in contrast to the continuous-time case, there is no closed-form so-
lution to the unconstrained problem in discrete time. The Merton portfolio-
proportion strategy (𝛽𝑀𝑡𝑛 , 𝜁
𝑀
𝑡𝑛 )𝑛=0,...,𝑁−1 also has to be computed by backward
recursion as in the above theorem where the set ℬ is replaced by the simplex 𝒫,
cf. [5]. Then, we obtain
𝛽𝑀𝑡𝑛 = argmax
?¯?∈𝒫
E
[︁
(1 + ?¯?′𝑅𝑡𝑛+1)1−𝛾
]︁
and 𝜁𝑀𝑡𝑛 =
[︁
1 +
(︀
𝑒𝑟Δ(1−𝛾)𝑣𝑡𝑛𝑑𝑡𝑛
)︀ 1
𝛾
]︁−1
for 𝑛 = 0, . . . , 𝑁 − 1 with
𝑣𝑡𝑛 := sup
?¯?∈𝒫
E
[︀(︀
1 + ?¯?′ ·𝑅𝑡𝑛+1
)︀1−𝛾]︀
, 𝑛 = 0, . . . , 𝑁 − 1.
The value function and wealth obtained by an investor using the Merton
portfolio-proportion strategy are denoted by 𝑉𝑀 and 𝑋𝑀 , respectively.
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4 Numerical examples for power utility
In this section we solve the continuous-time optimization problem
sup
(𝜋,𝑐)∈𝒜𝑅
E0,𝑥0
[︁ ∫︁ 𝑇
0
𝑈1(𝐶𝑡)d𝑡+ 𝑈2
(︁
𝑋
(𝜋,𝑐)
𝑇
)︁]︁
and the discrete-time optimization problem
sup
(𝜙,𝜂)∈𝒜𝑅
𝐷
E0,𝑥0
[︁𝑁−1∑︁
𝑛=0
𝑈1(𝜂𝑡𝑛) + 𝑈2
(︁
𝑋
(𝜙,𝜂)
𝑡𝑁
)︁]︁
numerically for the case of power utility and compare the solutions. Our nu-
merical experiments are based on the following model parameters. The financial
market consists of a bond with risk-free interest rate 𝑟 = 0.1 and a single stock
with drift 𝜇 = 0.18 and volatility 𝜎 = 0.35. If not stated otherwise, the pa-
rameter of the power utility function is 𝛾 = 0.3 and the terminal trading time
is 𝑇 = 2 years. In the continuous-time case the dynamic risk measures are
evaluated under the assumption that the portfolio-proportion process is kept
constant between 𝑡 and 𝑡+Δ with Δ = 124 ≈ 2 weeks. The probability level in
the definition of the Value at Risk and Tail Conditional Expectation is given by
𝛼 = 0.01.
4.1 Continuous-time optimization problem
We start with the continuous-time problem by numerically solving the HJB
equation (5). Using a policy improvement (PI) algorithm, we obtain an approxi-
mation of the value function and of the optimal portfolio-proportion process. In
each iteration of the PI algorithm, we have to solve a linear partial differential
equation (PDE) and a constrained optimization problem. Both, the linear PDE
and the constrained optimization problem, are solved numerically. The former
by using meshless methods (see [13, Chapter 10] and [8, Chapter 16]), the latter
with sequential quadratic programming methods (see [18, Chapter 18]).
Figure 1 shows the effect of the VaR constraint on the value function and
optimal portfolio-proportion process. The benchmark for the VaR is the condi-
tional expectation of wealth 𝑋𝑀𝑡+Δ obtained by an investor following the Merton
portfolio-proportion process (𝜋𝑀𝑡 , 𝑐𝑀𝑡 ) (cf. (6)) in [𝑡, 𝑡 + Δ] given the wealth
𝑋
(𝜋,𝑐)
𝑡 at time 𝑡, i.e.,
𝑌𝑀𝑡 := E[𝑋𝑀𝑡+Δ|𝑋(𝜋,𝑐)𝑡 ] = 𝑋(𝜋,𝑐)𝑡 exp
{︀(︀
𝑟 + 𝜋𝑀𝑡 (𝜇− 𝑟)− 𝑐𝑀𝑡
)︀
Δ
}︀
.
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Fig. 1. Effect of the VaR constraint on the value function and optimal portfolio-proportion
strategy for the continuous-time problem. The benchmark and bound are given by 𝑌𝑀𝑡 and̃︀𝜀(𝑡, 𝑥) = 0.05𝑥, respectively.
The bound for the VaR is given by ̃︀𝜀(𝑡, 𝑥) = 0.05𝑥. This is a bound which is
relative to the wealth, i.e., any loss in the interval [𝑡, 𝑡+Δ] can be hedged with 5%
of the portfolio value. By comparison, the risk of the Merton portfolio-proportion
process (𝜋𝑀𝑡 , 𝑐𝑀𝑡 ) which is held constant in [𝑡, 𝑡+Δ] is ̃︀𝜀(𝑡, 𝑥) ≈ 0.31𝑥. A first look
at Figure 1 indicates that the value function and the relative consumption are
not remarkably affected by the VaR constraint whereas the proportion of wealth
invested in the risky stock is considerably reduced. The top, right-hand panel
of Figure 1 shows the relative difference 𝛿𝑉 (𝑡, 𝑥) between the value function of
a Merton investor and a VaR-constrained investor defined by
𝛿𝑉 (𝑡, 𝑥) =
𝑉𝑀 (𝑡, 𝑥)− 𝑉 (𝑡, 𝑥)
𝑉𝑀 (𝑡, 𝑥) .
In order to facilitate the comparison of the value functions we express the losses
of performance due to the risk constraint in monetary units and introduce the
following efficiency measure. The efficiency of an investor 𝐴 relative to an in-
vestor 𝐵 is the initial amount of wealth that investor 𝐵 would need to obtain
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a value function identical to that of investor 𝐴 who started at time 𝑡 = 0 with
unit wealth. Figure 2 illustrates the efficiency of a VaR-constrained investor rel-
ative to a Merton investor in continuous time for different relative bounds of the
VaR-constraint. As expected, the efficiency increases when the bound of the risk
constraint becomes less restrictive. For the bound ̃︀𝜀(𝑡, 𝑥) = 0.05𝑥 used in Fig. 1
the loss of efficiency is about 9.5%. For the most restrictive case, where wealth
below the benchmark is not tolerated at all, i.e., the bound is set to ̃︀𝜀(𝑡, 𝑥) = 0,
the loss of efficiency is 12.6%.
Using a relative bound leads to a constant proportion of wealth invested in the
Fig. 2. Efficiency of a VaR-constrained investor relative to a Merton investor in continuous
time for different relative bounds ̃︀𝜀(𝑡, 𝑥) = 𝜆𝑥. The benchmark is given by 𝑌𝑀𝑡 .
risky stock as in the unconstrained case. If we change the relative bound to an
absolute one, e.g. ̃︀𝜀(𝑡, 𝑥) ≡ 0.05, the optimal proportion of wealth invested in
the risky stock is no longer independent of the wealth level, cf. Figure 3. This
results from the fact that for 𝑥 < 1, the absolute bound is less restrictive and for
𝑥 > 1, it is more restrictive than the relative one. For the optimal relative con-
sumption no remarkable differences between an absolute and a relative bound
are observed. From the top panels of Figure 4, we can observe that a more
restrictive bound leads to a smaller investment in the risky stock and a smaller
value function. Another interesting observation can be made from the bottom
panels of Figure 4. The value function at time 𝑡 = 0 is plotted against the wealth
level for different terminal trading times 𝑇 . The left panel shows the value func-
tion of a Merton investor (solid line), a VaR-constrained investor (dashed line)
and a TCE-constrained investor (asterisk). In the right panel, the value function
of a Merton investor (solid line) and of a EL-constrained investor (dashed line)
is plotted. We observe that the value function is not noticeably affected by the
choice of different risk constraints and that there are almost no differences be-
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Fig. 3. Effect of the VaR constraint on the value function and optimal investment proportion
strategy for the continuous-time problem. The benchmark and bound are given by 𝑌𝑀𝑡 and̃︀𝜀(𝑡, 𝑥) = 0.05, respectively.
tween the VaR constraint and the TCE constraint. This confirms similar results
by [7]. Even though a static VaR constraint has been found to induce an in-
creased probability of extreme losses and an increased allocation to risky assets
in some states (see [6]), these shortcomings vanish if a VaR constraint is imposed
dynamically (cf. [7]).
For longer trading horizons, the effects of a risk constraint on the value
function become more noticeable. We obtain comparable results when we change
the benchmark to the wealth an investor will obtain at time 𝑡+Δ, starting with
𝑋
(𝜋,𝑐)
𝑡 at time 𝑡, while only investing in the bond (and not in the stock) and
consuming the wealth with the rate 𝑐𝑀𝑡 in [𝑡, 𝑡+Δ], i.e., 𝑌𝑡 = 𝑋
(𝜋,𝑐)
𝑡 · 𝑒(𝑟−𝑐
𝑀
𝑡 )Δ.
Remark 4.1. We also performed numerical experiments for the case 𝛾 > 1
instead of 𝛾 = 0.3 which led to smaller differences between the value function
of a Merton investor and a risk-constrained investor. This results from the fact
that for a larger 𝛾 an investor is more risk-averse even without an imposed risk
constraint.
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Fig. 4. Top panels: Effect of different relative bounds (𝜀(𝑡, 𝑥) = 0.15𝑥, 0.05𝑥) for the VaR
constraint on the value function and optimal investment proportion strategy in the
continuous-time case. The benchmark and terminal trading time are given by 𝑌𝑀𝑡 and
𝑇 = 2, respectively.
Bottom panels: Effect of different terminal trading times (𝑇 = 1, 2, 5) and different risk
constraints (VaR, TCE, EL) on the value function in the continuous-time case. The
benchmark is given by 𝑌𝑀𝑡 .
Bottom left panel: Value function of the Merton investor (solid line), the VaR-constrained
investor (dashed line) and the TCE-constrained investor (asterisk) for 𝜀(𝑡, 𝑥) = 0.05𝑥.
Bottom right panel: Value function of the Merton investor (solid line) and the
EL-constrained investor (dashed line) for 𝜀(𝑡, 𝑥) = 0.01𝑥.
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4.2 Discrete-time optimization problem
We now consider the discrete-time problem and apply the recursion in Theorem
3.2. The expectation in (9) can be written as
E
[︁(︀
1 + 𝛽 ·𝑅𝑡𝑛+1
)︀1−𝛾]︁
=
∞∫︁
0
[︁(︀
1 + 𝛽(𝑢− 1))︀1−𝛾 · 1√
2𝜋Δ𝜎𝑢
exp
{︁
−
(︀
ln 𝑢− (𝜇− 𝑟 − 𝜎22 )Δ
)︀2
2𝜎2Δ
}︁]︁
d𝑢,
where we used that 𝑅𝑡𝑛+1 = ̃︀𝑅𝑡𝑛+1/𝑒𝑟Δ − 1 and ̃︀𝑅𝑡𝑛+1 is log-normally dis-
tributed. The above integral is evaluated numerically using quadrature rules.
Figure 5 shows the effect of the VaR constraint on the value function and opti-
Fig. 5. Effect of the VaR constraint on the value function and optimal portfolio-proportion
strategy in the discrete-time case. The benchmark and bound are given by 𝑌𝑀𝑡𝑛 and̃︀𝜖(𝑡𝑛, 𝑥) = 0.05𝑥, respectively.
mal portfolio-proportion strategy. The benchmark for the VaR is the conditional
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expectation of wealth𝑋𝑀𝑡𝑛+1 obtained by an investor following the (discrete-time)
Merton strategy 𝜙𝑀𝑡𝑛 , 𝜂
𝑀
𝑡𝑛 given the wealth 𝑋
(𝜙,𝜂)
𝑡𝑛
at time 𝑡𝑛, i.e.,
𝑌𝑀𝑡𝑛 = E[𝑋
𝑀
𝑡𝑛+1 |𝑋
(𝜙,𝜂)
𝑡𝑛
] = 𝑒𝑟Δ
(︁
𝑋
(𝜙,𝜂)
𝑡𝑛
− 𝜂𝑀𝑡𝑛 − 𝜙𝑀𝑡𝑛
)︁
+ 𝑒𝜇Δ𝜙𝑀𝑡𝑛 .
The bound for the VaR constraint was given by 𝜖(𝑡𝑛, 𝑥) = 0.05𝑥. By compar-
ison, the risk of the Merton strategy (𝜙𝑀𝑡𝑛 , 𝜂
𝑀
𝑡𝑛 ) is ̃︀𝜖(𝑡, 𝑥) ≈ 0.16𝑥. It can be
observed that the value function is not remarkably affected by the VaR con-
straint. Moreover, the effects on the value function are even less notable than
in the continuous-time case. This results from the fact that even without an
imposed risk constraint short-selling the stock or bond is not allowed, thus the
proportion invested in the stock is always in [0, 1]. Note that in the above ex-
ample for the continuous-time problem, the Merton investment proportion is
𝜋𝑀 ≈ 2.18, i.e., it exceeds one. Furthermore, it can be observed from Figure 5
that the fraction of wealth invested in the risky stock is considerably reduced
when the VaR constraint is imposed, whereas the differences in the consump-
tion rate between a VaR-constraint investor and a Merton investor are hard
to distinguish visually. If we use an absolute bound ̃︀𝜖(𝑡, 𝑥) ≡ 0.05 for the VaR
constraint instead of a relative bound, the optimal investment strategy is no
longer a constant proportion of wealth and the results are similar to Figure 3
for the continuous-time case. Numerical results for varying the terminal trading
time or the risk measure are not shown here, but they are comparable to the
continuous-time case, cf. Figure 4.
As in the continuous-time case we now express the losses of performance of a
risk-constrained investor relative to the performance of a Merton investor in
monetary units using the efficiency measure. The left panel of Figure 6 illus-
trates the efficiency of a VaR-constrained investor relative to a Merton investor
in discrete time for different relative bounds of the VaR-constraint. As expected
and already observed in Fig. 2, the efficiency increases when the bound of the
risk constraint becomes less restrictive. The loss of efficiency is at most 7.2%
which is attained for the most restrictive bound, i.e., ̃︀𝜖(𝑡, 𝑥) = 0. For the bound̃︀𝜖(𝑡, 𝑥) = 0.05𝑥 used in Fig. 5 the loss of efficiency is about 4.2%.
We finish this section with a numerical comparison of the continuous-time and
discrete-time case. The availability of solutions to the risk-constrained portfolio
problem both for discrete and continuous time allows us to quantify the losses of
portfolio performance resulting from time discretization, i.e., from the restriction
to finite trading frequencies. First observe that the loss of efficiency resulting
from imposing a risk-constraint is higher in continuous time than in discrete
time, cf. Figure 2 and left panel of Figure 6. This arises from the fact that short-
selling is allowed in continuous time leading to 𝜋𝑀 ≈ 2.18 > 1 whereas it is not
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Fig. 6. Efficiency for different bounds ̃︀𝜖(𝑡, 𝑥) = 𝜆𝑥 (left panel) and for different risk
measurement horizons Δ (right panel). The benchmark is given by 𝑌𝑀𝑡 .
Left panel: Efficiency of a VaR-constrained investor relative to a Merton investor in discrete
time for 𝛾 = 0.3 and Δ = 1/24.
Right panel: Efficiency of a discrete-time relative to a continuous-time Merton investor and
efficiency of a discrete-time relative to a continuous-time VaR-constrained investor for
𝛾 = 0.9 and ̃︀𝜖(𝑡, 𝑥) = 0.05𝑥.
allowed in discrete time leading to 𝛽𝑀 = 1. For a fair comparison we do not allow
for short-selling in both cases. Since the parameters of the financial market shall
remain the same, we change the investors’ preferences represented by the utility
functions by setting 𝛾 = 0.9. This leads to 𝜋𝑀 , 𝛽𝑀 ∈ [0, 1], i.e., there is no
short-selling in both cases. Furthermore, the expected utility from consumption
in the time interval [𝑡𝑛, 𝑡𝑛+1), 𝑛 = 0, . . . , 𝑁−1, is given by E[
∫︀ 𝑡𝑛+1
𝑡𝑛
𝑈1(𝐶𝑠)d𝑠] in
the continuous-time case. However, in the discrete-time case we have E[𝑈1(𝜂𝑡𝑛)],
which approximately corresponds to E[𝑈1(
∫︀ 𝑡𝑛+1
𝑡𝑛
𝐶𝑠d𝑠)]. The related maximiza-
tion problem
E𝑡0,𝑥0
[︁
𝑈1
(︁ 𝑇∫︁
0
𝐶𝑡d 𝑡
)︁
+ 𝑈2(𝑋𝑢𝑇 )
]︁
is not only different from the economic interpretation, but also from the mathe-
matical point of view, cf. Grandits et al. [11]. Since we want to quantify the
losses of portfolio performance resulting solely from restricting to finite trading
frequencies, we set 𝑈1(𝑥) ≡ 0. Again, we use the efficiency to compare the portfo-
lio performance of a discrete-time investor relative to a continuous-time investor
with and without imposing a risk constraint. For this experiment, we compute
the VaR risk measure for the continuous-time investor under the assumption
that the number of shares remains constant between 𝑡 and 𝑡 + Δ. In Rogers
[22] the continuous-time investment problem is compared to the discrete-time
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investment problem when no risk constraint is imposed. The author shows that
there is only a small difference between the continuous and discrete problem
when the additional restriction that the continuous-time investor is not allowed
to sell short the stock or the bond is imposed. Bäuerle et al. [4] show that
this remains true for models where the drift is modeled by a random variable
that is not directly observable and has to be estimated from observed stock
prices. However, the authors found that when the short-selling restriction for
the continuous-time investor is omitted, the discrete-time investor will generally
not do as well as the continuous-time investor and a discretization gap remains.
The right panel of Figure 6 shows the efficiency of a discrete-time relative to
a continuous-time Merton investor (cyan) and the efficiency of a discrete-time
relative to a continuous-time VaR-constrained investor (red). We observe that
the values of the efficiency are very close to unity; even for a quite large Δ in
the range of 2.5 years, the loss of efficiency is at most 0.35% in both cases. This
is in line with the results by Rogers [22] for the Merton investor. In addition
to the results in [22] our numerical results for the risk-constrained case indicate
that the losses due to time discretization are of comparable (small) magnitude.
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A Proof of Lemma 2.3
Under the assumption that the portfolio-proportion strategy (𝜋, 𝑐) is kept con-
stant and equal to (?¯?, 𝑐) between time 𝑡 and 𝑡+Δ the wealth at time 𝑡+Δ is
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given by
𝑋𝑡+Δ = exp
{︁
ln
(︀
𝑋𝑡
)︀
+
(︁
?¯?′(𝜇− 1𝑟) + 𝑟 − 𝑐− ‖?¯?
′𝜎‖2
2
)︁
Δ
+ ?¯?′𝜎(𝑊 𝑡+Δ −𝑊 𝑡)
}︁
.
From the equation above we obtain that 𝑋𝑡+Δ is - conditionally on ℱ𝑡 - dis-
tributed as 𝑒𝑍 , where 𝑍 is normally distributed with mean 𝑚 and variance 𝑠2.
Here,
𝑚 := ln (𝑋𝑡) +
(︁
?¯?′(𝜇− 1𝑟) + 𝑟 − 𝑐− 12‖?¯?
′𝜎‖2
)︁
Δ and 𝑠2 := ‖?¯?′𝜎‖2Δ.
Recall, the Expected Loss at time 𝑡 is defined by
EL𝑡 (𝐿𝑡) := E
[︁
(𝑌𝑡 −𝑋𝑡+Δ)+
⃒⃒⃒
ℱ𝑡
]︁
= E
[︁ (︀
𝑌𝑡 − 𝑒𝑍
)︀+ ⃒⃒⃒ ℱ𝑡]︁.
This expectation can be calculated as follows. Let
𝑓𝑍(𝑧) =
1√
2𝜋𝑠
exp
(︁
− (𝑧 −𝑚)
2
2𝑠2
)︁
denote the probability density function of 𝑍 then
EL𝑡 (𝐿𝑡) =
∫︁ ∞
−∞
(𝑌𝑡 − 𝑒𝑧)+ 𝑓𝑍(𝑧)d𝑧 =
∫︁ ln(𝑌𝑡)
−∞
(𝑌𝑡 − 𝑒𝑧) 𝑓𝑍(𝑧)d𝑧 = 𝑌𝑡𝐼1 + 𝐼2,
where 𝐼1 :=
∫︀ ln(𝑌𝑡)
−∞ 𝑓𝑍(𝑧)d𝑧 and 𝐼2 := −
∫︀ ln(𝑌𝑡)
−∞ 𝑒
𝑧𝑓𝑍(𝑧)d𝑧.
For the integral 𝐼1 an appropriate change of variables yields
𝐼1 =
∫︁ 𝑑1
−∞
1√
2𝜋
𝑒−
𝑦2
2 d𝑦 = Φ(𝑑1),
where
𝑑1 : =
ln(𝑌𝑡)−𝑚
𝑠
= 1‖?¯?′𝜎‖√Δ
[︁
ln
(︁ 𝑌𝑡
𝑋𝑡
)︁
− (︀?¯?′(𝜇− 1𝑟) + 𝑟 − 𝑐− ‖?¯?′𝜎‖22 )︀Δ]︁
and Φ(·) denotes the cumulative distribution function of the standard normal
distribution. The integral 𝐼2 can be written as
𝐼2 = −
∫︁ ln(𝑌𝑡)
−∞
1√
2𝜋𝑠
exp
(︁
𝑧 − 𝑧
2 − 2𝑧𝑚+𝑚2
2𝑠2
)︁
d𝑧
= −𝑒 𝑠
2
2 +𝑚
∫︁ ln(𝑌𝑡)
−∞
1√
2𝜋𝑠
exp
(︁
−
(︀
𝑧 − (𝑚+ 𝑠2))︀2
2𝑠2
)︁
d𝑧.
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Using the change of variables technique yields
𝐼2 = −𝑒 𝑠
2
2 +𝑚
∫︁ 𝑑2
−∞
1√
2𝜋
𝑒−
𝑦2
2 d𝑦 = −𝑒 𝑠
2
2 +𝑚Φ(𝑑2),
where
𝑑2 : =
ln(𝑌𝑡)− (𝑚+ 𝑠2)
𝑠
= 1‖?¯?′𝜎‖√Δ
[︂
ln
(︁ ̃︀𝑓(𝑡,𝑋𝑡)
𝑋𝑡
)︁
−
(︁
?¯?′(𝜇− 1𝑟) + 𝑟 − 𝑐+ 12‖?¯?
′𝜎‖2
)︁
Δ
]︂
.
Note, exp{𝑠2/2 +𝑚} = 𝑋𝑡 exp ((?¯?′(𝜇− 1𝑟) + 𝑟 − 𝑐)Δ). Finally we obtain
EL𝑡 (𝐿𝑡) = 𝑌𝑡𝐼1 + 𝐼2 = ̃︀𝑓(𝑡,𝑋𝑡)Φ(𝑑1)−𝑋𝑡 exp (︀(︀?¯?′(𝜇− 1𝑟) + 𝑟 − 𝑐)︀Δ)︀Φ(𝑑2).
B Proof of Lemma 3.1
Given an investment-consumption strategy (𝜙, 𝜂) the wealth process 𝑋 evolves
as follows
𝑋𝑡𝑛+1 = 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛) + 𝜙𝑡𝑛 · exp
{︀(︀
𝜇− 𝜎
2
2
)︀
Δ+ 𝜎
(︀
𝑊𝑡𝑛+1 −𝑊𝑡𝑛
)︀}︀
.
Note that given a probability level 𝛼 ∈ (0, 1) the Value at Risk at time 𝑡𝑛 is
defined by VaR𝛼𝑡𝑛(𝐿𝑡𝑛) := inf {𝑙 ∈ R |𝑃 (𝐿𝑡𝑛 ≥ 𝑙|𝒢𝑡𝑛) ≤ 𝛼} . We have
𝐿𝑡𝑛 = 𝑌𝑡𝑛 −𝑋𝑡𝑛+1 = ̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)
− 𝜙𝑡𝑛 · exp
{︁(︁
𝜇− 𝜎
2
2
)︁
Δ+ 𝜎
(︀
𝑊𝑡𝑛+1 −𝑊𝑡𝑛
)︀}︁
and
𝑃 (𝐿𝑡𝑛 ≥ 𝑙|𝒢𝑡𝑛) = 𝑃
(︁
exp
{︁(︁
𝜇− 𝜎
2
2
)︁
Δ+ 𝜎
(︀
𝑊𝑡𝑛+1 −𝑊𝑡𝑛
)︀}︁
≤
̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)− 𝑙
𝜙𝑡𝑛
⃒⃒⃒
𝒢𝑡𝑛
)︁
= 𝑃
(︀
Δ− 12
(︀
𝑊𝑡𝑛+1 −𝑊𝑡𝑛
)︀ ≤ 𝑧⃒⃒𝒢𝑡𝑛)︀ = Φ(𝑧),
where
𝑧 = 1
𝜎
√
Δ
(︁
ln
{︁ ̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)− 𝑙
𝜙𝑡𝑛
}︁
− (︀𝜇− 𝜎22 )︀Δ)︁.
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We have used that the random variable Δ− 12 (𝑊𝑡𝑛+1 −𝑊𝑡𝑛) is standard nor-
mally distributed and independent of 𝒢𝑡𝑛 . Thus, 𝑃 (𝐿𝑡𝑛 ≥ 𝑙|𝒢𝑡𝑛) = Φ(𝑧) ≤ 𝛼 is
satisfied for 𝑧 ≤ Φ−1(𝛼) yielding
𝑙 ≥ ̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)− exp{︀Φ−1(𝛼)𝜎√Δ+ (︀𝜇− 𝜎22 )︀Δ}︀𝜙𝑡𝑛 .
Since the Dynamic Value at Risk is the smallest 𝑙 satisfying the above inequality
we obtain VaR𝛼𝑡𝑛(𝐿𝑡𝑛) = ̃︀𝜓(𝑡𝑛, 𝑋𝑡𝑛 , 𝜙𝑡𝑛 , 𝜂𝑡𝑛), wherẽ︀𝜓(𝑡, 𝑥, 𝜙, 𝜂) =̃︀𝑓(𝑡, 𝑥)− 𝑒𝑟Δ(𝑥− 𝜂 − 𝜙)− exp{︁Φ−1(𝛼)𝜎√Δ+ (︁𝜇− 𝜎22 )︁Δ}︁𝜙.
The Tail Conditional Expectation at time 𝑡𝑛 is defined by
TCE𝛼𝑡𝑛(𝐿𝑡𝑛) = E𝑡𝑛
[︀
𝐿𝑡𝑛 |𝐿𝑡𝑛 ≥ VaR𝛼𝑡𝑛(𝐿𝑡𝑛)
]︀
=
E
[︀
𝐿𝑡𝑛𝐼
(︀
𝐿𝑡𝑛 ≥ VaR𝛼𝑡𝑛(𝐿𝑡𝑛)
)︀ ⃒⃒𝒢𝑡𝑛]︀
𝑃
(︀
𝐿𝑡𝑛 ≥ VaR𝛼𝑡𝑛(𝐿𝑡𝑛)
⃒⃒
𝒢𝑡𝑛
)︀
= 1
𝛼
E
[︀
𝐿𝑡𝑛𝐼
(︀
𝐿𝑡𝑛 ≥ VaR𝛼𝑡𝑛(𝐿𝑡𝑛)
)︀ ⃒⃒𝒢𝑡𝑛]︀ ,
where 𝐼(𝐴) denotes the indicator function of the set 𝐴. Using
𝐿𝑡𝑛 = 𝑌𝑡𝑛 −𝑋𝑡𝑛+1 =̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)
− 𝜙𝑡𝑛 exp
{︁(︁
𝜇− 𝜎
2
2
)︁
Δ+ 𝜎
(︀
𝑊𝑡𝑛+1 −𝑊𝑡𝑛
)︀}︁
and
VaR𝛼𝑡𝑛(𝐿𝑡𝑛) =̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)
− 𝜙𝑡𝑛 exp
{︁(︁
𝜇− 𝜎
2
2
)︁
Δ+Φ−1(𝛼)𝜎
√
Δ
}︁
yields that the above inequality VaR𝛼𝑡𝑛(𝐿𝑡𝑛) ≤ 𝐿𝑡𝑛 is equivalent toΔ−
1
2 (𝑊𝑡𝑛+1−
𝑊𝑡𝑛) ≤ Φ−1(𝛼). Thus,
E
[︀
𝐿𝑡𝑛𝐼
(︀
𝐿𝑡𝑛 ≥ VaR𝛼𝑡𝑛(𝐿𝑡𝑛)
)︀ ⃒⃒𝒢𝑡𝑛]︀
=E
[︁
𝐿𝑡𝑛𝐼
(︁
(𝑊𝑡𝑛+1 −𝑊𝑡𝑛)Δ−
1
2 ≤ Φ−1(𝛼)
)︁⃒⃒⃒
𝒢𝑡𝑛
]︁
=
(︀
𝑌𝑡𝑛 − 𝑒𝑟Δ (𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)
)︀
E
[︁
𝐼
(︁
(𝑊𝑡𝑛+1 −𝑊𝑡𝑛)Δ−
1
2 ≤ Φ−1(𝛼)
)︁⃒⃒⃒
𝒢𝑡𝑛
]︁
− 𝜙𝑡𝑛 exp
{︁(︁
𝜇− 𝜎
2
2
)︁
Δ
}︁
E
[︁
𝑒𝜎(𝑊𝑡𝑛+1−𝑊𝑡𝑛)
· 𝐼
(︁
(𝑊𝑡𝑛+1 −𝑊𝑡𝑛)Δ−
1
2 ≤ Φ−1(𝛼)
)︁⃒⃒⃒
𝒢𝑡𝑛
]︁
=
(︁̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ (𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛))︁𝛼− 𝜙𝑡𝑛 exp{︁(︁𝜇− 𝜎22 )︁Δ}︁
· E
[︁
𝑒𝜎(𝑊𝑡𝑛+1−𝑊𝑡𝑛)𝐼
(︁
(𝑊𝑡𝑛+1 −𝑊𝑡𝑛)Δ−
1
2 ≤ Φ−1(𝛼)
)︁⃒⃒⃒
𝒢𝑡𝑛
]︁
.
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We obtain
E
[︁
𝑒𝜎(𝑊𝑡𝑛+1−𝑊𝑡𝑛)𝐼
(︁
(𝑊𝑡𝑛+1 −𝑊𝑡𝑛)Δ−
1
2 ≤ Φ−1(𝛼)
)︁⃒⃒⃒
𝒢𝑡𝑛
]︁
=
∫︁ Φ−1(𝛼)
−∞
𝑒𝜎
√
Δ𝑧 1√
2𝜋
𝑒−
1
2 𝑧
2
d𝑧,
where we have used that the random variable (𝑊𝑡𝑛+1 −𝑊𝑡𝑛)Δ−
1
2 is standard
normally distributed and independent of 𝒢𝑡𝑛 . We calculate the above integral
by making an appropriate change of variables∫︁ Φ−1(𝛼)
−∞
𝑒𝜎
√
Δ𝑧 1√
2𝜋
𝑒−
1
2 𝑧
2
d𝑧 = 𝑒𝜎
2Δ
2
∫︁ Φ−1(𝛼)−𝜎√Δ
−∞
1√
2𝜋
𝑒−
1
2𝑦
2
d𝑦
= 𝑒𝜎
2Δ
2 Φ
(︁
Φ−1(𝛼)− 𝜎
√
Δ
)︁
.
Finally, the Dynamic Tail Conditional Expectation can be written as
TCE𝛼𝑡𝑛(𝐿𝑡𝑛) = ̃︀𝜓(𝑡𝑛, 𝑋𝑡𝑛 , 𝜙𝑡𝑛 , 𝜂𝑡𝑛), where
̃︀𝜓(𝑡, 𝑥, 𝜙, 𝜂) = ̃︀𝑓(𝑡, 𝑥)− 𝑒𝑟Δ(𝑥− 𝜂 − 𝜙)− 1
𝛼
𝑒𝜇ΔΦ
(︁
Φ−1(𝛼)− 𝜎
√
Δ
)︁
𝜙.
In order to prove the statement for the Dynamic Expected Loss we use that
the wealth at time 𝑋𝑡𝑛+1 is distributed as 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛) + 𝜙𝑡𝑛 · 𝑒𝑍 ,
where 𝑍 is normally distributed with mean 𝑚 and variance 𝑠2, where 𝑚 :=
(𝜇−𝜎2/2)Δ and 𝑠2 := 𝜎2Δ. From the definition of the Dynamic Expected Loss
we find
EL𝑡𝑛 (𝐿𝑡𝑛) = E
[︁(︁
𝑌𝑡𝑛 −𝑋𝑡𝑛+1
)︁+ ⃒⃒⃒
𝒢𝑡𝑛
]︁
= E
[︁(︁ ̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)− 𝜙𝑡𝑛 · 𝑒𝑍)︁+ ⃒⃒⃒ 𝒢𝑡𝑛]︁.
This expectation can be calculated as follows. Let
𝑓𝑍(𝑧) =
1√
2𝜋𝑠
exp
(︁
− (𝑧 −𝑚)
2
2𝑠2
)︁
denote the probability density function of 𝑍, then
EL𝑡𝑛 (𝐿𝑡𝑛) =
∫︁ ∞
−∞
(︁̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)− 𝜙𝑡𝑛 · 𝑒𝑧)︁+ 𝑓𝑍(𝑧)d𝑧
=
∫︁ ̃︀𝑑
−∞
(︁̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)− 𝜙𝑡𝑛 · 𝑒𝑧)︁ 𝑓𝑍(𝑧)d𝑧
=
(︁̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛))︁ 𝐼1 − 𝜙𝑡𝑛𝐼2,
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where 𝐼1 =
∫︀ ̃︀𝑑
−∞ 𝑓𝑍(𝑧)d𝑧, 𝐼2 =
∫︀ ̃︀𝑑
−∞ 𝑒
𝑧𝑓𝑍(𝑧)d𝑧 and
̃︀𝑑 = ln(︁ ̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)
𝜙𝑡𝑛
)︁
.
The integral 𝐼1 can be calculated by making an appropriate change of variables
and we obtain
𝐼1 =
∫︁ 𝑑1
−∞
1√
2𝜋
𝑒−
𝑦2
2 d𝑦 = Φ(𝑑1),
where
𝑑1 : =
1
𝑠
(︁
ln
(︁ ̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)
𝜙𝑡𝑛
)︁
−𝑚
)︁
= 1
𝜎
√
Δ
[︁
ln
(︁ ̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)
𝜙𝑡𝑛
)︁
−
(︁
𝜇− 𝜎
2
2
)︁
Δ
]︁
.
The integral 𝐼2 can be written as
𝐼2 =
∫︁ ̃︀𝑑
−∞
1√
2𝜋𝑠
exp
(︁
𝑧 − 𝑧
2 − 2𝑧𝑚+𝑚2
2𝑠2
)︁
d𝑧
= 𝑒 𝑠
2
2 +𝑚
∫︁ ̃︀𝑑
−∞
1√
2𝜋𝑠
exp
(︁
−
(︀
𝑧 − (𝑚+ 𝑠2))︀2
2𝑠2
)︁
d𝑧.
Using the change of variables method yields
𝐼2 = 𝑒
𝑠2
2 +𝑚
∫︁ 𝑑2
−∞
1√
2𝜋
𝑒−
𝑦2
2 d𝑦 = 𝑒 𝑠
2
2 +𝑚Φ(𝑑2),
where
𝑑2 =
1
𝑠
[︂
ln
(︁ ̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)
𝜙𝑡𝑛
)︁
− (𝑚+ 𝑠2)
]︂
= 1
𝜎
√
Δ
[︂
ln
(︁ ̃︀𝑓(𝑡𝑛, 𝑋𝑡𝑛)− 𝑒𝑟Δ(𝑋𝑡𝑛 − 𝜂𝑡𝑛 − 𝜙𝑡𝑛)
𝜙𝑡𝑛
)︁
−
(︁
𝜇+ 𝜎
2
2
)︁
Δ
]︂
.
Note, 𝑒𝑠2/2+𝑚 = 𝑒𝜇Δ, thus we obtain EL𝑡𝑛 (𝐿𝑡𝑛) = ̃︀𝜓(𝑡𝑛, 𝑋𝑡𝑛 , 𝜙𝑡𝑛 , 𝜂𝑡𝑛), where
̃︀𝜓(𝑡, 𝑥, 𝜙, 𝜂) = (︁̃︀𝑓(𝑡, 𝑥)− 𝑒𝑟Δ(𝑥− 𝜂 − 𝜙))︁Φ(𝑑1)− 𝑒𝜇ΔΦ(𝑑2)𝜙.
