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Abstract: This note describes how Employment and Social Development Canada 
evaluation staff transformed the Labour Market Development Agreement (LMDA) 
evaluation process to make it more timely, cost-effective, and relevant for policy de-
velopment. The note provides background on the LMDAs and discusses key drivers 
for changing the evaluation approach. In particular, it describes the benefits of using 
small targeted studies, rich administrative panel data, and building in-house evalu-
ation capacity. It concludes with some lessons learned for the evaluation practice.
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Résumé : Cette note décrit comment l’équipe de l’évaluation de programmes à 
 Emploi et Développement social Canada a transformé l’évaluation des ententes 
sur le développement du marché du travail (EDMT) afin d’accroître sa pertinence 
pour le développement des politiques, réduire le temps nécessaire pour conduire 
l’évaluation et rendre le processus plus efficient. Cette note présente les EDMT et 
décrit les facteurs qui ont conduit à changer l’approche d’évaluation. De façon spéci-
fique, elle présente les avantages de mener de petites études d’évaluation ciblées, de 
miser sur l’analyse de données administratives longitudinales et de développer une 
capacité d’évaluation interne. Elle conclue avec des leçons apprises pour la pratique 
de l’évaluation.
Mots clés  : données administratives, amélioration de la capacité, approche 
d’évaluation
INTRODuCTION
Departments such as Employment and Social Development Canada (ESDC) 
increasingly expect evaluators to produce targeted and timely information to sup-
port ongoing policy work. The need to produce more timely and relevant evalua-
tion pushes evaluators to rethink how they do evaluation. Conducting a rigorous 
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evaluation usually entails several methodological, quality control, and approval 
steps that can make the process very lengthy. However, as reported by Bourgeois 
and Lahey (2014), in the recent past the lack of timeliness of evaluation in ESDC 
was often a barrier to its use.
The pressure to innovate also became greater with the introduction of the 
2009 Policy on Evaluation (Government of Canada, Treasury Board Secretariat, 
2009) that required an evaluation of all program spending every five years. On 
one hand, the evaluation function had to develop more capacity to meet policy 
requirements. On the other hand, expanding the capacity was limited by budget 
constraints (Bourgeois, Toews, Whynot, & Lamarche, 2013).
This particular context motivated evaluators at ESDC to rethink how they 
evaluated 12 federal/provincial/territorial bilateral administrative agreements. 
The purpose of this practice note is to describe how the bilateral approach for 
evaluating those 12 agreements was streamlined into one continuous evaluation 
process. With this new approach, evaluations on different aspects of the agree-
ments are conducted and released simultaneously for all provinces/territories 
and for Canada periodically. As well, the evaluation builds on the fact that rich 
administrative data are available to estimate outcomes and impacts and to conduct 
analyses in-house.
The note first describes the LMDAs and then highlights the drivers for chang-
ing the evaluation approach. It next explains the key features of the new approach 
and its observed benefits. It concludes by discussing lessons learned from this 
experience.
THE LABOuR MARKET DEVELOPMENT AGREEMENTS (LMDAS)
Introduced in 1996 under Part II of the Employment Insurance Act, the LMDAs 
are agreements between the Government of Canada and each of the 13 prov-
inces and territories. They include the transfer of $1.95 billion annually from the 
federal government for the delivery of employment programs and services that 
help mostly Employment Insurance-eligible unemployed individuals find and 
maintain employment.1
Since 2010, provinces and territories have had full responsibility over the 
design and delivery of LMDA-funded programs and services as long as they cor-
respond to categories defined in the Employment Insurance Act. The categories 
include, for example, financial assistance for training. These categories are similar 
to the main type of active labour market programs delivered in other countries 
(Gunderson, 2003) and to those used in other federally funded employment 
programs.
DRIVERS FOR RETHINKING THE EVALuATION APPROACH
The LMDAs require a first summative evaluation in the third year of the agree-
ment’s implementation2 and subsequent evaluations of the impact and effectiveness 
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of the programs every three to five years. Each province and territory has the 
choice of evaluating their LMDA on their own or jointly with the Government of 
Canada. Every province and territory except Quebec opted for a joint evaluation.
Twelve bilateral formative evaluations were conducted between 1998 and 
2012 and were followed by 12 bilateral summative evaluations conducted between 
2002 and 2012. Each summative evaluation took two to three years to complete. 
Because the evaluation team had the capacity to conduct two to three evaluations 
at the same time, it was not possible to comply with the LMDA evaluation clause 
and the Treasury Board’s Policy on Evaluation (2009). The process was lengthy 
and costly because each evaluation was undertaken by external contractors and 
relied on large surveys to collect information on program outcomes and impacts. 
Approximately $10 million was spent in external contracts alone.
When planning for the second cycle in 2011–2012, expanding the evaluation 
capacity to carry more bilateral evaluations at the same time was not an option 
given the budget constraints. The only realistic option was to rethink the evalua-
tion approach to increase efficiency but also to make the evaluations more useful.
Academics and stakeholders (e.g., industry representatives) raised concerns 
with the accountability around the LMDAs and the fact that no national level 
assessment was available (Canada, 2015). Federal and provincial/territorial rep-
resentatives also thought that the findings from the first round of summative 
evaluations were of limited use, partly because of the lack of timeliness and the 
limited evidence they generated about the program effectiveness in some juris-
dictions. ESDC had to rely on surveys of participants and nonparticipants to 
estimate impacts. These surveys often resulted in small sample size that made 
quantitative analyses of impacts difficult. As well, to minimize recall errors, the 
survey followed individuals only over the short term after participation, although 
a fair assessment of employment program impacts requires a longer observation 
period. As shown in the literature, impacts of employment programs are often 
more positive in the medium- to long-term compared to the short-term (Card, 
Kluve, & Weber, 2015). Finally, it was difficult for federal officials to get an overall 
understanding of LMDA effectiveness as it was challenging to roll up impacts 
from 12 different evaluations undertaken over 10 years.
THE NEW APPROACH
The second round of evaluations took place between 2012 and 2016 using a new 
approach developed in consultation with provinces/territories and ESDC pro-
gram managers and policy makers. Key features include
Breaking the evaluation into small annual studies undertaken at  
the national and provincial/territorial levels simultaneously
Two to three studies were conducted annually over a span of five years. Findings 
were generated for Canada overall and for each province/territory separately. 
One annual study measured program incremental impacts on key labour market 
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indicators (e.g., earnings) over the short- and medium-term after participation 
and for various groups of participants (e.g., youth, older workers) or time periods 
(i.e., short- and medium-term after participation).
One or two additional studies were conducted using targeted questions about 
program design, delivery, relevance, effectiveness, and efficiency, with a goal of 
supplementing what was already known about the LMDAs. For example, some 
studies examined the design and delivery of specific programs (e.g., skill training) 
to identify best practices and understand how they are targeted. Another study 
examined how the timing of participation in Employment Assistance Services 
affects participants’ labour market impacts. Evaluators also completed the first-
ever cost-benefit analysis of LMDA programs based on six years of postprogram 
data. Using a similar framework as in Bloom et al. (1997), Heckman, Lalonde, 
and Smith (1999), and Heckman, Moon, Pinto, Savelyev, and Yavitz (2010), the 
analysis estimated the extent to which benefits from the program exceeded the 
costs six years after the end of participation.
Multilateral and bilateral governance process
A two-level governance structure was put in place to oversee the evaluation pro-
cess. An Evaluation Steering Committee consisting of representatives of ESDC 
and the 12 participating provinces/territories was mandated to decide on the 
evaluation work plan as well as to approve the methodologies and the national 
reports. Joint Evaluation Committees including representatives of ESDC and of-
ficials from each participating province and territory were also set up to discuss 
issues specific to each jurisdiction.
Ongoing consultation of evaluation partners on the scope of the evaluation
Provinces/territories and federal program representatives were consulted on an 
ongoing basis to determine the evaluation issues to examine. Each year, members 
of the multilateral Evaluation Steering Committee were consulted to identify their 
priority subject for the upcoming studies and voted on their preferred topics.
Ongoing dissemination of evaluation findings
Evaluation findings were shared with the provinces/territories and ESDC program 
stakeholders as they became available. At the end of the cycle, findings from each 
study were summarized in a bilateral report for each jurisdiction.
Relying on administrative data as the main source of information  
for the evaluation
The evaluation team capitalized on the fact that good quality administrative data 
about program beneficiaries were available at ESDC. The team created a longi-
tudinal database for evaluation purposes. It included data from the Employment 
Insurance claims, program participation,3 and taxation files from the Canada 
Revenue Agency over a period of 20 years. It was updated annually with the most 
recent data available. It covered 100% of LMDA participants and up to 20% of 
EI claimants who never participated in the LMDAs. The latter data were used to 
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create comparison groups for nonexperimental analyses of program incremental 
impacts. Overall, this database provided a wealth of historical information on 
participants’ and nonparticipants’ earnings, labour market attachment, and soci-
odemographic characteristics before and after participation.
Relying on administrative data to carry out the LMDA evaluation was pos-
sible because taxation data became accessible to ESDC evaluators toward the end 
of the first LMDA evaluation cycle. As well, over the years, the department has 
adopted strict rules and processes to maintain the privacy and security of the data. 
For example, data used for evaluation do not contain personal information such as 
Social Insurance Numbers, names, and addresses. Those are either removed from 
the file or masked with sequence numbers.
Under the new approach, administrative data were used to estimate program 
incremental impacts over up to five years after participation. Evaluators used 
propensity score matching techniques as in Blundell and Dias (2002), Gerfin 
and Lechner (2002), and Sianesi (2004) and estimated program impacts using 
difference-in-differences as in Heckman, Ichimura, and Todd (1997) and Heck-
man et al. (1999). For validation purposes, results were produced with three 
matching techniques (Kernel Matching, Inverse Probability Weighting, and Near-
est Neighbours), and the models were tested with sensitivity analyses (e.g., rbound 
and mhbounds Stata command provided by DiPrete & Gangl, 2004, and Becker 
& Caliendo, 2007). Academic experts were hired to review the methodology and 
findings. Using propensity score matching techniques is common in evaluations 
of employment programs. They represent accessible alternatives to randomized 
control trials and were found to produce generally similar results as those from 
randomized control trials (Card, Kluve, & Weber, 2015).
Administrative data were also used to produce various statistics on the soci-
odemographic profile of participants and their labour market outcomes over time. 
However, administrative data provide limited information on how the programs 
are designed, delivered, and targeted. Qualitative methods (e.g., key informant 
interviews) were used to examine those issues and explain the quantitative results.
Conducting the Evaluations In-house
All LMDA evaluation studies were conducted in-house by two teams. One team 
of three methodologists specialized in data processing and econometric analyses. 
This team was responsible for all questions related to data, methodologies, and 
quantitative analyses. Another team of three evaluators was responsible for the 
qualitative fieldwork, coordinating evaluation committees, maintaining relation-
ships with partners, writing evaluation reports, and communicating findings.
BENEFITS FROM THE NEW APPROACH
Several benefits emerged from the new evaluation approach, including
Better supporting the policy development process. The scope of the evaluation 
was continuously adapted to better serve the needs of program managers and 
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policy makers. Selecting the study subjects annually provided an opportunity to 
address the emerging evidence needs of evaluation users and to fill knowledge 
gaps identified in previous studies. Evaluation results were shared on an ongo-
ing basis with key evaluation users through technical reports as well as regular 
presentations to the Performance Measurement and Evaluation Committee and 
to provinces/territories. Because of this flexibility and the ongoing sharing of 
information, evaluation results were used to support policy work on the future 
on the labour market transfers. As well, findings from the study on the impacts 
of early participation in Employment Assistance Services contributed to inform 
a new departmental initiative on early targeting of programs to unemployed 
individuals.
Regrouping efforts and sharing best practices. Working at the multilateral 
level gave an opportunity to provinces and territories to regroup efforts and ex-
change on best practices. In the first evaluations, quantitative analyses were often 
limited by the small number of participants in some of the smaller provinces/
territories. In the second cycle, when particular analyses were not possible, the 
province or territory was able attain insights from the national or regional level 
analyses (e.g., Atlantic). The national studies also highlighted best practices across 
Canada in terms of program design and delivery.
Producing highly credible and robust evidence on program incremental 
impacts. The quality and wealth of information in the administrative data coupled 
with the evaluation team capacity to apply state-of-the art econometric techniques 
generated robust estimates of program effects. With that regard, in 2014 the evalu-
ation team invited ESDC officials to attend a panel of academic experts mandated 
to review methodologies and results. This panel confirmed the reliability of the 
impact estimates and helped evaluation users gain confidence in the value of 
the evaluation.
Demonstrating the value of collecting good data. At ESDC, evaluations of 
most labour market programs (e.g., programs targeted to youth or Employment 
Insurance benefits) rely on administrative data to examine impacts and/or out-
comes. In fact, any programs that collect data on beneficiaries can potentially be 
evaluated using the same methods as those used for the LMDA evaluation. The 
LMDA evaluation provides another convincing example that investing in good 
quality data can lead to important payback. The use of administrative data pro-
duces robust evidence on program performance in a timely and efficient manner.
Reducing the cost of undertaking evaluation. Undertaking the work in-
house helped reducing evaluation costs. External contracts were limited to peer 
reviews and advice on methodology and data processing. These expenses approxi-
mated $70,000 per year compared to about $1 million per year for the first cycle.
CONCLuSION
At the time of writing this note, the second evaluation cycle was winding down 
and evaluators had had the opportunity to reflect on the lessons learned for the 
evaluation practice.
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Moving from a model where the evaluations are contracted to one where 
evaluations are undertaken in-house necessitated the development of internal 
capacity. It was crucial to build teams who had the technical skills to keep up 
with recent methodological developments and to implement innovative tech-
niques. Building capacity required time and resources for research and training 
on methodologies.
Dividing the evaluation work across two specialized teams had some advan-
tages since it allowed each team to develop expertise in its own area of work. The 
methodologists could focus on improving data processing and implementing 
innovative techniques, while the more generalist team could focus on ways to 
better communicate evaluation results. This division of work also had its chal-
lenges. It took some time for both teams to find an efficient way to coordinate 
and to communicate effectively about the expectations and constraints they are 
facing. For example, it is not because a certain type of analysis is feasible from a 
methodological standpoint that it is necessarily relevant from a policy standpoint.
Investing in the right tools, software, and computational capacity was also 
important. Having access to administrative data can allow quick analyses, but 
this work can only be done as quickly as technology allows, underscoring the vital 
importance of accessing appropriate technology.
As proposed by Michael Quinn Patton, evaluation that focuses on utilization 
should be designed for and with intended users (Patton, 2008). Directly involv-
ing all intended users of LMDA evaluation findings would have been nearly 
impossible, since LMDA programs are sometimes delivered by more than one 
department in the provinces/territories. Still, the success of this project in making 
evaluation more relevant to policy was largely due to having a governance process 
with clear roles and responsibilities and the ongoing consultation of evaluation 
committee members to ensure that all the players had an opportunity to express 
their interests. It was necessary to build in flexibility to allow committee members 
to conduct internal consultations on evaluation deliverables.
Toward the end of the cycle, provinces and territories as well as federal 
program representatives were surveyed to collect their views on the evaluation 
approach. They generally expressed a high level of satisfaction with the approach 
and its outcomes. The main concern noted was that the needs and interests of the 
small provinces/territories tend to get lost in the multilateral process.
Finally, having access to quality administrative data was critical, as it allowed 
the team to measure program incremental impacts and to do so in a timely and 
cost-effective manner. The LMDA evaluation was privileged in the sense that 
data on program participation and the labour market history before and after 
participation were available.
While this evaluation model cannot necessarily be replicated to other pro-
grams as is, some of its key features may be a source of inspiration for the evalu-
ation of other federal/provincial/territorial agreements or horizontal initiatives. 
The third cycle of LMDA evaluation will build on the successes and lessons 
learned in this second cycle approach.
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NOTES
1 LMDA programs are offered only to Employment Insurance-eligible individuals with 
the exception of Employment Assistance Services, which are also provided to non-
Employment Insurance eligible individuals.
2 Agreements are available online at https://www.canada.ca/en/employment-social- 
development/programs/training-agreements/lmda.html
3 The agreements include data exchange provisions for the transfer of provincial/ 
territorial data on the participants and the programs in which they participated (see 
Labour Market Development Agreements, retrieved from https://www.canada.ca/en/
employment-social-development/programs/training-agreements/lmda.html).
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