Abstract-The availability of abundant spectrum makes millimeter wave (mm-wave) a prominent candidate technology for the next generation of cellular networks. Highly directional transmission is essential for the exploitation of mm-wave bands to compensate for high propagation loss. The directional transmission, nevertheless, necessitates a specific design for mm-wave initial cell discovery, as conventional omni-directional broadcasting may fail in delivering cell discovery information. To address this issue, this paper provides an analytical framework for mm-wave beamformed cell discovery based on an informationtheoretic approach. Design options are compared considering four fundamental and representative broadcasting schemes to evaluate discovery latency and overhead. The schemes are then simulated under realistic system parameters. Analytical and simulation results reveal four key findings: 1) analog/hybrid beamforming performs as well as digital beamforming in terms of cell discovery latency; 2) single-beam exhaustive scan optimizes the latency and, however, leads to the overhead penalty; 3) multibeam simultaneous scan can significantly reduce the overhead and provide the flexibility to achieve tradeoff between the latency and the overhead; and 4) the latency and the overhead are relatively insensitive to extreme low block error rates.
attention for the next generation cellular communication systems [1] , where the available bandwidths are much wider than today's cellular allocations [2] . mm-wave signals, however, suffer from increased isotropic free space loss, higher penetration loss, and propagation attenuation, resulting in outages and intermittent channel quality [3] . In this regard, enhanced antenna gain is required at both transceiver sides to compensate the loss and attenuation of mm-wave channel.
Fortunately, the very small wavelengths of the mm-wave signals, combined with advanced low power CMOS RF circuits, enable the deployment of large-scale miniaturized antennas and the exploitation of beamforming and spatial multiplexing [4] . As a result, the reliance of highly directional transmission and reception considerably complicates the initial cell discovery in mm-wave cellular communications. While conventional cellular systems, such as 3GPP LTE/ LTE-A [5] , support multi-antenna diversity techniques and spatial multiplexing with beamforming, the underlying design assumption is that the initial cell discovery can be conducted entirely with omni-directional transmissions or transmissions using fixed antenna patterns [6] . An LTE base station (BS), for example, generally does not apply beamforming when transmitting synchronization and broadcast signals. Directional transmissions are typically exploited only after initial access has been established.
Moreover, for mm-wave communications, omni-directional transmission may fail in the cell discovery procedure, as the utilization of highly directional antenna would create mismatch between discoverable range and achievable range [7] . Specifically, for systems operating at mm-wave bands, applying conventional cell discovery technique would lead to a smaller discoverable area than the achievable area where reasonable data rates can be achieved. Therefore, the mm-wave cell discovery procedure is expected to be designed properly to establish communication links via directional transmission and exploit resources in spatial dimension.
A. Related Works
Cell discovery, particularly at mm-wave bands, has been intensively investigated by recent research efforts [6] , [8] [9] [10] [11] [12] [13] [14] [15] and standards associations [16] [17] [18] . Physical broadcast channel (PBCH) has been defined in 5G new radio (NR) for delivering cell discovery information and supports the timedivision multiplexing of synchronization signals for both single beam and multi-beam scenario [18] . Deafness, as an explicit consequence of directional transmission and reception, emerges when the main beam of transmitter (Tx) and the intended beam of receiver (Rx) are not aligned [8] . To address this issue, communication links are established by a beam scan procedure [9] , [10] , in which an exhaustive scan over all possible combinations of transmission and reception directions is performed through a sequence of broadcasting signals. Leveraging synchronization from macro BSs, authors in [11] have shown that the cell discovery efficiency can be enhanced with sequential spatial search.
Incorporating the concept of beam scan facilitates beamforming procedure, however introduces alignment latency that is the time of matching beam pairs to complete cell discovery. The past standardization activities, e.g. wireless local area network (WLAN) standard 802.11ad [16] and wireless personal area network (WPAN) standard 802.15.3c [17] , have proposed the exhaustive search of transceiver beams and a twostage hierarchical beam scan technique to reduce the alignment latency. Specifically, a coarse sector-level beam alignment is performed, followed by a beam-level refinement phase. However, such schemes suffer from high latency required for matching the beam pairs. Authors of [12] proposed an enhanced beam codebook design for a better alignment of the beams.
The exhaustive and hierarchical strategies are compared in [13] , which shows that hierarchical search generally has smaller cell discovery latency, but exhaustive search gives better coverage to cell-edge users. Authors in [14] proposed an initial access framework including several beam paring protocols to investigate the trade-off between initial access latency and user-perceived downlink throughput.
Furthermore, geometry information has been recently recognized as a promising candidate to improve the mm-wave cell discovery efficiency [19] [20] [21] [22] . By incorporating context information related to user position, authors in [19] and [20] showed that the performance of cell discovery can be improved. Similarly, authors in [21] and [22] demonstrated that mm-wave networks with the exploitation of statistical blockage models can achieve considerable data rate gain.
The aforementioned studies are quite inspiring. However, they are either a point-to-point communication [13] , [19] , [20] , or only consider one typical user with a few nearby BSs [11] , [21] , [22] . Some works assume that the association between a user and its serving BS has already been established [21] , [22] , while in fact the initial access is a key challenge in mm-wave cellular communications. Moreover, system-level analysis of mm-wave cell discovery has not been considered [9] , [6] .
B. Contributions
In this paper, we consider the fact that in initial access phase, rough beam alignment would be sufficient, and aligned beam refinement can be done in later stages via scheduled resources. The most important task of broadcasting during initial access is to convey the necessary information for cell discovery to user equipments (UEs) in the most efficient way. Therefore, we investigate four fundamental and representative broadcasting schemes, and develop a framework to analyze the performance of mm-wave cell discovery under these schemes. The analysis is then validated against detailed system-level simulations, and the evaluation results allow us to reveal some insights into the design of mm-wave cell discovery. The contributions of this paper are summarized as follows.
• Development of an accurate analytical framework for mm-wave cell discovery under various broadcasting schemes: The framework divides the system operation into several cases depending on network architecture and frame structure design. These cases are shown to result in different cell discovery latency (CDL) and overhead (OH). In particular, it is demonstrated that analog/hybrid beamforming performs as well as digital beamforming in terms of the CDL.
• Comparison of the CDL and the OH: The baseline scheme, i.e. single beam exhaustive scan, leads to the best CDL performance, which is opposite to an intuitive consideration that multi-beam simultaneous scan can accelerate the discovery. This scheme, however, causes high OH due to the impact of guard interval (GI) reserved for beam switching. By contrast, other schemes that apply multi-beam simultaneous scan generally provide the flexibility to achieve a trade-off between latency and OH by configuring the number of simultaneous beams. • A detailed system-level performance evaluation for mmwave cell discovery: Different from the link-level analysis in [6] , [13] , [19] , and [22], we derive system-level performance metrics to capture the cell discovery efficiency including the CDL and the OH. Our analytical results are validated against the detailed system-level simulations.
• Leveraging the analysis and simulation results to provide insights into the answers of the key questions: (i) How wide should the beam be? (ii) Is it beneficial to exploit multi-beam simultaneous scan? (iii) If so, how many simultaneous beams should be exploited? (iv) What is the impact of block error rate? The remainder of the paper is organized as follows: Section II presents the system model and Section III compares and analyzes the different broadcasting schemes. Section IV presents the analysis on the cell discovery procedure. The analysis is then verified by extensive simulations in Section V, followed by a summary concluding the paper in Section VI.
A conference version of this paper has appeared in [15] . The current paper includes all the derivations, discussion of the extensions, more detailed simulations, and also takes into account different options for frame structure design.
II. SYSTEM MODEL
In this section, we introduce the network, propagation, antenna, and beam scan models. These models are the fundamentals of the analytical framework for mm-wave cell discovery addressed in Section I-B, and are exploited as the preliminaries of the design and analysis of the broadcasting schemes and the cell discovery procedure, which will be elaborated in Section III and in Section IV, respectively. More specifically, these models are applied to the calculation of achievable signal-to-interference-plus-noise ratio (SINR) and beam duration (a key metric for performance evaluation detailed in Section III) of the broadcasting schemes, and also to the analysis of the CDL and the OH. The important notations and system parameters defined in this section are summarized in Table I and will be used in the rest of the paper.
A. Network Model
Without loss of generality, we envision a single cell downlink standalone network with one mm-wave transmission reception point (TRP) at its center of radius r = 100 m, where the TRP broadcasts signals via beam scan for cell discovery. In general, the TRP can be located indoor or outdoor. In this paper, we focus on the performance of mm-wave cellular networks with outdoor TRPs. UEs are also assumed to be outdoor and randomly "dropped" in the network. Fig. 1 shows an example of the considered network. It is worth noting that we provide the performance analysis of the cell discovery for nonstandalone network (see Section IV-B), where the existence of legacy band refers to the support of synchronization between the TRP and the UEs. Besides this, throughout this work we generally assume a standalone mm-wave network.
B. Blockage and Propagation Model
We assume that buildings act as propagation blockages for the considered broadcasting of cell discovery signals from the TRP. Based on that, the link state between the TRP and each UE is determined to be either line-of-sight (LOS) or nonline-of-sight (NLOS) by considering whether any buildings intersect the direct path between Tx (TRP) and Rx (UE). To incorporate the LOS/NLOS state into our system model, we adopt the d 1 /d 2 model in [23] , where the link between the Tx and the Rx at distance d in meters is determined to be LOS or NLOS according to the LOS probability p(d):
The pathloss for the beam formed by the TRP to broadcast cell discovery signals is given by [24] :
where f is the carrier frequency in Hz, n L is the pathloss exponent, and d is the distance between the Tx and the Rx in meters. The first term of (2) indicates the free space pathloss at 1 m, where c is the speed of light. The impact of objects such as trees, cars, etc. is not represented in the blockage model and is modeled separately using the shadowing factor (SF) in dB.
Further, an additive white Gaussian noise (AWGN) channel is assumed within each beam.
C. Antenna and Beamforming Model
We assume that the TRP employs directional steerable antenna arrays of N Tx antennas and can perform both 2D and 3D beamforming. The TRP is equipped with M Tx RF chains, such that multiple simultaneous beams can be transmitted. In case of 3D beamforming, Tx beams are scanning over both horizontal ([0, 2π] ) and vertical ([0, arctan( r hTRP−hUE )]) directions, where r, h TRP , and h UE are the cell radius, the height of TRP antennas, and the height of the access plane of UE, respectively. The UEs are assumed to be able to synthesize a quasi omni-directional antenna pattern (e.g. as in 802.11ad [16] ) for signal reception. An extension to beam-scanning reception is possible and left as future work. For analytical tractability, we assume that the actual antenna pattern is approximated by a sectorized beam pattern ( [11] , [21] , [22] ), where we calculate the Tx array beamforming gain by a rectangular sectorized pattern [25] as
where θ and φ represent the horizontal beamwidth and the vertical beamwidth, and calculated as θ = 2π/N H and φ = arctan( The antenna gain is essential for our analysis of the cell discovery. More specifically, narrow beams lead to relative higher beamforming gain which eventually increases the experienced SINR at Rx. Correspondingly, less transmission duration is required for delivering the same amount of information. This duration, which we referred to as the beam duration, is a key metric for the performance analysis of the mm-wave cell discovery. More details are provided in Section III.
TRP that are equipped with multiple RF chains performs spatial multiplexing where multiple simultaneous beams can be exploited for broadcast. In this situation, the main lobe of the desired beam could be interfered with the side lobe of other beams transmitted in parallel, and correspondingly the main lobe suffers from inter-beam interference. The side lobe gain is acquired from realistic 16 × 8 uniform rectangular antenna arrays, and will be used for calculating the inter-beam interference (see details in Section III-B) in the system-level simulations in Section V.
D. Frame Structure and Beam Scan Model
Similar to 802.11ad [16] and 802.15.3c [17] , we consider a frame structure with length T consisting of a beacon interval and a data transmission interval, as illustrated in Fig. 3 . In the beacon interval, the TRP broadcasts cell discovery information via beam scan over different beam slots. The entire cell is covered by N beam scan areas (1 < N ≤ N Tx ), where the TRP forms M simultaneous beams (1 < M ≤ M Tx , i.e., limited by the number of RF chains at the Tx) to successively scan these areas. It is obvious that the number of beam slots is obtained by S = N M , which we assume to be an integer as M is a divisor of N . Within the duration of each slot, the formed beam(s) broadcast the information to UEs located in the corresponding areas. Note that these slots are separated by guard intervals (GIs) reserved for beam switching in the case of hybrid or analog beamforming [26] . The TRP periodically scans the cell via angular probing in the beacon interval within each frame, and maintains the order of the beam among different frames, namely the beam(s) scan the same area of the cell during the same slot of each frame.
As shown in Fig. 3 as an example, the entire cell area is covered by eight beam scan areas, where within slot #1, two Tx beams are scanning the two flat oval-shaped green-filled areas (first and fifth beam), and the duration of the scan is the beam duration mentioned in Section II-C. Then, the beam rotates and scans the subsequent areas clockwise, two-by-two, with the same duration in each scan area pairs. Obviously in the illustrated example, the beacon interval is partitioned into four slots to cover the entire cell (namely S = 4), and within each slot, two beams are formed to convey the cell discovery information to UEs in the corresponding areas. 1 It is worth noting that two simultaneous beams are explicitly exploited in the example. In case single beam exhaustive scan 1 In the illustrated example, the cell is partitioned in N = N H × N V (8 = 8×1) scan areas where the beams scan over these area only in horizontal direction. However, the beam scan areas can be partitioned as e.g. 8 = 4 × 2 where four areas are close to the TRP and the remaining four are farther away from the TRP. In this case, the beams scan over both vertical and horizontal directions (e.g., near to far in vertical direction under same vertical beamwidth, then clockwise in horizontal direction under same horizontal beamwidth). is applied, the beacon interval would be partitioned into eight slots wherein UEs located in each scan area are covered by a single beam during the corresponding slot.
III. BROADCASTING SCHEMES DESIGN AND ANALYSIS
In this section, we investigate the design of the broadcasting schemes for the mm-wave beamformed cell discovery. Apart from single beam exhaustive scan, multi-beam simultaneous scan are applied to exploit the potential benefit of spatial multiplexing. The notations and parameters used for the analysis in this section are given in Table II .
A. Schemes for Cell Discovery Information Broadcasting
To harvest the multiplexing capability, different broadcasting schemes are investigated to enable the TRP to broadcast cell discovery information. The schemes considered in this paper are described as follows: 1) Time-division (TD): TRP scans the entire cell area with a single beam at a time (i.e., M = 1). We refer to this scheme as the baseline design, which is especially suitable for Tx with a single RF chain.
2) Frequency-division (FD): If multiple RF chains are available, more than one beam can be formed simultaneously (1 < M ≤ N ). In contrast to the baseline design, this scheme exploits multiple simultaneous beams multiplexed in the frequency domain. Here, we assume that total available bandwidth and transmission power are equally allocated on each beam.
3) Code-division (CD): Similar to FD, in this scheme multiple simultaneous beams are exploited, while multiplexed in codes (1 < M ≤ N ). We apply orthogonal codes on the multiplexed beams where a spreading gain (SG) is expected. Here, CD achieves the SG at the expense of time (M times more). In addition, total transmission power is also equally allocated on each beam. 4) Space-division (SD): A general scheme, or an extension to TD, is proposed here as SD (1 < M ≤ N ). In this scheme, multiple simultaneous beams are formed at the same time.
As mentioned in Section II-C, the main lobe of the desired beam suffers from the inter-beam interference referred to as I B .
B. SNR and Beam Duration Analysis for Broadcasting Schemes
The receive SNR at a UE for the broadcasting schemes, based on their characteristics summarized in Section III-A, are derived as follows.
For the baseline scheme, the receive SNR is derived as
where P , G, L, and η represent the transmission power of the scanning beam, the antenna gain, the pathloss, and the thermal noise power, respectively, all in dB scale. Assuming M simultaneous beams are employed, the receive SNR per beam for FD and CD can be written as
where P − M dB indicates the power split on each beam for the M simultaneously transmitted beams of FD or CD, and η − M dB is the noise power in 1 M -th bandwidth (frequency band per beam in FD). When applying orthogonal codes for CD, the spreading gain equals to the number of orthogonal codes [27] , namely SG = M dB . Therefore in terms of SNR, FD and CD perform exactly the same as TD, i.e.,
Similarly, the receive SNR for SD can be derived as
where I B refers to the inter-beam interference.
As mentioned in Section II-C and II-D, the beam duration is defined as the duration required for the TRP to deliver certain amount of information U in bits to the UE for cell discovery (e.g., cell ID, beam ID, etc.). 2 The beam duration also represents the length of each beam slot in the frame structure illustrated in Fig. 3 . During this period of time, one or multiple beams are formed by the TRP to broadcast the cell discovery information, where each beam, corresponding to one beam scan area (see Fig. 3 ), is maintained for such long duration to transmit the information U . In the next slots, the next group of beams (one or multiple) are formed by the TRP to broadcast the information to UEs in their corresponding beam scan area, and are maintained the same duration.
The beam duration, denoted as t, is derived according to the achievable rate of AWGN channel with bandwidth B, finite blocklength n, and block error rate as follows [28] :
where C indicates the channel capacity and V is referred to as the channel dispersion that measures the stochastic variability of the channel relative to a deterministic channel with the same capacity. The two parameters are calculated as
Q(.) is the complementary Gaussian cumulative distribution function. Note that here the derivation of the beam duration t from the blocklength n is implicitly included in (9) where given the certain amount of data U , the channel capacity C, and the channel dispersion V , we can have the blocklength n [28] and then the beam duration t. Due to reduced bandwidth/increased code length of FD/CD multiplexed on M simultaneous beams, beam durations of FD and CD, denoted as t FD and t CD , respectively, can be written as
where t TD represents the beam duration of TD. Similarly, beam duration of SD, t SD , should satisfy
It can be observed from (12) and (13) that the four schemes addressed in Section III-A could lead to different beam durations. In the rest of the paper, we develop and verify a general analytical framework that can quantify the impact of the various broadcasting schemes and their corresponding beam durations on the performance of the mm-wave cell discovery.
IV. CELL DISCOVERY ANALYSIS AND PERFORMANCE METRICS
The objective of this section is to characterize the performance of the mm-wave cell discovery for the four broadcasting schemes addressed in Section III. The performance metrics, namely the CDL and the OH, are introduced in Section IV-A. In Section IV-B, we develop an analytical framework for the cell discovery of a non-standalone network to characterize the introduced performance metrics. In addition, we analyze the framework for the cell discovery of a standalone network, and consider various frame structure designs, in Section IV-C and Section IV-D, respectively, as two extensions. Under the framework for the standalone network, the analysis reveals succinct characterizations of the CDL and the OH.
A. Performance Metrics
In order to receive the complete cell discovery information, a UE should be active before a beam scans its located area. Otherwise, it misses the beam scan within the current frame (say frame 1) and tries to "catch" the beam in next frame (frame 2). Then in frame 2, the UE is able to receive and decode the complete information, and if there is a decoding error, with the probability , the discovery procedure in frame 2 fails, and the UE must wait another round (a whole frame) and try again in frame 3. In summary, the cell discovery process is under the geometric distribution.
Based on this, we define the CDL as the duration between the time when UE is active (z active ), and the time when it successfully decodes the complete cell discovery information. The OH is referred to as the portion of the beacon interval in one frame, which depicts the burden of the cell discovery. Without loss of generality, we assume z active of a UE is uniformly distributed in a random frame (not all UEs are necessarily active at the same frame), which corresponds to the realistic scenario that UE could be active at anytime. Then the UE keeps active until the end of a successful cell discovery.
B. Cell Discovery for Non-Standalone Network
Synchronization between TRP and UE for non-standalone network could be achieved by the well-known control plane (C-plane) and user plane (U-plane) split, where the timing is obtained via a macro cell operating at legacy bands. In this case, all UEs are instructed to be active aligning to the beginning of a frame. As UE is uniformly "dropped" in the cell that is covered by beam scan with S slots (each slot corresponds to a scan area which is depicted in Fig. 3 , and S is the number of the beam slots summarized in Table I ), the probability of the event "UE is located in the area corresponding to slot j", denoted as p O (j), can be written as p O (j) = 1 S . For simplicity, in the rest of the paper we represent the event "UE is located in the area corresponding to slot j" as a short term "located in slot j".
For this event, UE attempts to decode the delivered information with error rate in K frames. In this case, the latency conditioned to the event, denoted as t O (j), is given as follows:
where t = t + t GI . K indicates the number of frames used for the cell discovery trial of the UE. The term (j − 1)t + t indicates the latency in the successful frame including j − 1 beam slots waited by the UE from the beginning of the frame until the beam starts to scan its location, plus the decoding duration t. Then the average CDL over the uniform distribution of j from 1 to S for a non-standalone network, T non-standalone , can be derived as
When K → ∞, which indicates the fact that the UE eventually succeeds in discovering the cell, we have
C. Cell Discovery for Standalone Network
In fact, it is not viable to get very accurate time and frequency synchronization from legacy bands for mm-wave, as the time domain and the frequency domain experience very different granularities [29] . Accordingly, only rough synchronization is expected to be achieved in a non-standalone network. In addition, the request of cell discovery for a UE emerges randomly in practice, and correspondingly, the CDL should be counted exactly from the emergence of this request to the moment of successful discovery. Therefore, in this subsection we address the cell discovery for a standalone network taking into account the UE active time stamp z active .
As a UE is arbitrarily active within a frame, it could be active at the beacon interval or at the data interval. For the former case, there exists three scenarios where the UE could be active before, when, and after a beam scans its location, and without loss of generality, we assume that the UE is active at slot i and located in slot j (the scan area corresponding to slot j). The four scenarios are illustrated in Fig. 4 . We further refer to the frame that UE is active at as "the current frame". Note that as the number of slots between slot i and slot j are different in these scenarios, the probability and the average latency of the scenarios are also diverse, which are addressed as follows.
Scenario A-UE Becomes Active Before Beam Scans Its Location:
In this scenario we have j > i, therefore UE can "catch" the beam to decode when the beam is scanning its location in the current frame. The probability of scenario A, denoted as p A (i), which is the event "UE is active at slot i conditioned to UE locates in slot j from i + 1 to S", is written as
Here, as z active is uniformly distributed in the entire frame, the probability of UE active at slot i is t T . Similarly, due to the uniform distribution of the UE location in the entire cell, the probability of UE located in beam slot j is S−i S . For this event, UE attempts to decode the delivered information with error rate in the current frame. The latency conditioned to the event, denoted as t A (i), consists of three parts:
• Latency in slot i:
• Latency between the end of slot i and the beginning of slot j: (j−i−1)t .
• Beam decoding latency: t. In case the UE is not able to successfully decode the information in the current frame, it has to wait at least until a beam scans its location in the next frame. In summary, t A (i), averaging over the uniform probability of j from i + 1 to S, can be derived as
In (18), the term 
Scenario B-UE Is Active When Beam Is Scanning Its Location:
In this scenario we have j = i. The probability of scenario B, denoted as p B (i), which is the event "UE is active at slot i conditioned to UE locates in slot j = i", is written as
Here, UE fails in cell discovery within the current frame, as it is not able to decode the delivered information within a complete beam duration (we assume this can only be done when UE is active at exactly the beginning of the scanning slot). 3 Therefore, UE attempts to decode the delivered information with error rate in next frames. The latency conditioned to the event, denoted as t B (i), can be derived as
As the UE is not able to finish the cell discovery in the current frame, its discovery trials are counted from the second (k = 0) frame to the last (k = K − 1), which means no matter in which frame the UE succeeds, the latency t 2 + T − it in the current frame needs to be included in t B (i).
Scenario C-UE Is Active After Beam Has Scanned Its Location:
In this scenario we have j < i. The probability of scenario C, p C (i), which is the event "UE is active at slot i conditioned to UE locates in slot j from 1 to i−1", is written as
Similar to scenario B, the UE fails in the cell discovery within the current frame, and attempts to decode the delivered information with error rate in the next frames. Therefore, by averaging over the uniform probability of j from 1 to i − 1, the latency conditioned to the event, denoted as t C (i), can be derived as
Scenario D-UE Is Active at Data Interval:
It is clear that in this scenario, the UE can attempt to decode the delivered information with error rate only in the next frames. The probability of scenario D, p D , which is the event "UE is active at data interval of the current frame", is written as
The latency conditioned to the event, denoted as t D , can be written as
In (24), the term
indicates the latency in the current frame. The term (S−1) 2 t + t indicates the latency of the successful decoding frame.
The Overall CDL: Combining the four scenarios, the average CDL for a standalone network, T standalone , can be derived as
When K → ∞, we have
It is assumed that in scenario A, the UE is active before its located slot, which means the last active slot should be slot S − 1. Thus, the probability scenario A is distributed over 1 to S − 1. Similarly, the probability of scenario B and C is distributed over 1 to S and over 2 to S, respectively. The detailed derivations of (25) are given in Appendix.
This result is quite inspiring as it shows that the average CDL depends only on the beam duration, the error rate, and the frame length. If the frame length T is fixed, then the dependency of GI on the average CDL is "hidden". We consequently argue that analog/hybrid beamforming performs as well as digital beamforming in the context of CDL. However, longer GI of hybrid beamforming would definitely lead to higher OH.
In fact, in [15] , we consider the case that if a UE is not able to "catch" the beam in the current frame, it can successfully decode the information in the next frame. The average CDL T for this case is demonstrated as
Based on this, for the cell discovery under the geometric distribution, T standalone can be derived from T as
which means that the trial of cell discovery, with the average latency T and the error probability , will be kept k times until the k + 1 trials is successful. Considering the analysis of different broadcasting schemes in Section III, the average CDL of TD, FD, CD, and SD, denoted as T TD , T FD , T CD , and T SD , respectively, can be written as
and
Similarly, for OH we have
and To summarize, we argue that:
• The average CDL depends only on the beam duration, the error rate, and the frame length.
• Single beam exhaustive scan (TD) outperforms all broadcasting schemes in terms of the CDL, but results in higher OH.
• Multiple beam simultaneous scan (FD/CD/SD) can significantly reduce the OH, and provides the flexibility to achieve trade-off between the CDL and the OH.
D. Cell Discovery for Different Frame Structures
Inspired by the frame structure designs addressed in [16] and [30] , in this subsection we provide three additional frame structure designs to address the diverse requirements of the CDL and OH for the mm-wave cell discovery. By incorporating multiple beacon intervals in one frame, as the first additional design, the CDL can be reduced due to redundant beam scan. This design, however, leads to an overhead penalty. On the contrary, other two designs, namely inserting data-only frame in-between normal frames and separating a complete beacon intervals into different frames, suffer from high CDL, but achieve lower OH.
1) Frame Containing Multiple Beacon Intervals:
In the previous sections, only one complete beacon interval is accommodated in each frame. However, considering the diversity of frame structure design, e.g., dynamic time-division duplex (TDD), multiple beacon intervals could be incorporated in one frame to fulfill the requirement of the flexible adjustment of DL/UL data. In this case, we enable the frame accommodating W uniformly distributed and separated beacon intervals. An example of the considered frame structure with W = 3 beacon intervals is illustrated in Fig. 5(a) . Other design options of the multiple beacon intervals can be put on top of this case.
Intuitively, this frame can be "partitioned" into W consecutive subframes where each subframe is mapping to the normal frame studied in Section IV-B and IV-C. More specifically, the original cell discovery supposed to be done in K normal frames where a single complete beacon interval is incorporated in each frame, is now "squeezed" to K W subframes. Note that here the length of each subframe is T W , and the length of each beacon interval is the same as in the normal frame, which means that the data interval is shrunken. Correspondingly, decreased latency T W , which is a span of the frame length T , can be expected in the CDL of this case. Besides, from the mathematical point of view, the CDL of this case can be derived by substituting K in (18), (20), (22), and (24) with K W , and then the average CDL of this case, denoted as T multi-beacon , is written as
Obviously, the corresponding OH is W times of the normal frame.
2) Data-Only Frame: One scheme proposed in 802.11ad [16] for OH-limited application scenario is inserting data-only frames between consecutive normal frames. In this way, the overall OH of a sequence of frames is reduced. An example of inserting V = 1 data-only frame between two normal frames is illustrated in Fig. 5(b) .
Similarly, in this case each normal frame can be treated as "prolonged" to a superframe with V data-only frames. Therefore, the original cell discovery supposed to be done in K normal frames where a single complete beacon interval is incorporated in each frame, is now "equivalent" to a superframe with the length (V +1)T . Correspondingly, the increased latency (V + 1)T , which is also a span of the frame length T , can be expected in the CDL of this case. Besides, from the mathematical point of view, the CDL of this case can be derived by substituting K in (18), (20) , (22) , and (24) with (V +1)K, and then the CDL, denoted as T data-only , is written as
In the context of frame-scale, the OH of data-only frame is 0. However, when considering the OH of a superframe including both normal and data-only frames, the OH is 1 V +1 of the original one.
3) Beacon Interval Separation: Another scheme proposed in 802.11ad [16] to alleviate OH burden is separating a complete beacon interval into consecutive frames. In this case, we assume that the beacon interval is equally separated into several consecutive frames and within each frame, the TRP scans only partial angular areas (corresponding to beam slots). Other separation designs of beacon interval can be put on top of this case. An example of separating one beacon interval equally into X = 3 frames is illustrated in Fig. 5(c) .
In this case, each frame can be also treated as "prolonged". However, for a UE in a scanning area, if it misses the beams in its active frame, it needs to wait X frames and then tries to decode the delivered information, instead of decoding in the next frame as described in Section IV-B and IV-C. Consequently, the term (26), has to be multiplied by X 2 , as now a complete beam scan will be finished within X frames instead of one. Then the CDL, denoted as T separation , is written as
In the context of frame-scale, the OH of this case is X times less as the normal frame, however when considering OH of a superframe including the complete beacon interval, the OH remains as the normal frame.
V. NUMERICAL EVALUATION AND DISCUSSION: BROADCASTING SCHEME IMPACT AND DESIGN INSIGHTS
In this section, we evaluate the performance of the proposed broadcasting schemes for the mm-wave beamformed cell discovery for standalone network. We also provide some insights into the questions raised in Section I-B. As the baseline scheme is the most straightforward broadcasting design (could be potentially implemented by the mm-wave systems [16] ), the impact of the baseline scheme on the cell discovery as well as the beamforming architecture design is addressed in Section V-A. Then, based on the analysis in Section IV-C and IV-D, we compare the CDL and OH for the four broadcasting schemes in Section V-B. Finally, we compare the cell discovery performance versus block error rates in Section V-C, and show how selecting the error rate could be beneficial.
The simulation results in this section adopt the system model and the broadcasting schemes design described in Section II and Section III. The system carrier frequency and the bandwidth are f = 28 GHz and B = 1 GHz, respectively. One TRP is located at the center of the cell, and 100 UEs are uniformly dropped in the angular domain of the cell. The adopted propagation and antenna model are explained in Section II-B and II-C. It is worth noting that UEs are assumed to be almost stationary so the pathloss and shadowing values are fixed during the simulation. Simulation samples are averaged over 1000 independent snapshots. The default system parameter values are summarized in Table I and Table II . Results show that the simulation results match the analytical results in (26) , where with the fixed frame length T , the average CDL is "independent" of the selection of GI (tiny fluctuations of the curves refers to non-ideal averaging in the simulations). With wider beam (smaller N ), the latency increases mainly because of the reduction in the beamforming gain G in (3) (and correspondingly increases the beam duration t). Further, we note that the OH degrades when GI becomes larger, which corresponds to our theoretical analysis that larger GI leads to higher OH.
In summary, these results indicate that the analog/hybrid beamforming performs as well as the digital beamforming in terms of the CDL. Furthermore, thinner beam (larger N ) significantly decreases the CDL. These thinner beams, however, lead to higher OH.
B. Cell Discovery Performance Comparison for Different Broadcasting Schemes
In this section, based on (29)- (37), we compare the CDL and the OH of the four broadcasting schemes addressed in Section III-A. In making the comparison, we consider only the digital beamforming architecture, i.e., GI = 0, where the performance of the other GI values can be validated similar to the results. Here, the performance evaluation of the cell discovery for standalone networks addressed in Section IV-C and for different frame structure designs addressed in Section IV-D are demonstrated.
1) Is It Beneficial to Exploit Multi-Beam Simultaneous Scan?:
To get some insights into the answer of this question, we plot the analytical results and the simulation results of the average CDL and the OH of the different broadcasting schemes, defined in (29)-(34), versus the number of simultaneous beams M in Fig. 7 . The number of beam scan areas N is set as 128. Note that for the baseline scheme TD, which is the single beam exhaustive scan, M equals to 1 and thus we plot a single point instead of a curve to represent the CDL and the OH of TD in Fig. 7(a) and Fig. 7(b) , respectively. Similar representation can be found in Fig. 8 .
The results in Fig. 7(a) show that TD achieves the lowest average CDL when the number of scan beam areas is fixed. FD and CD perform exactly the same, and the curve of SD locates in-between that of TD and FD/CD, as given in (29)-(31). Note that here we plot the average CDL of FD and CD in one curve as their values are exactly the same. Different behaviors are experienced in Fig. 7(b) where in terms of OH, SD outperforms all schemes as demonstrated in (34). It is worth nothing that in Fig. 7(b) , the reason that TD/FD/CD performs the same in terms of the OH is when GI = 0, (33) can be reformed as
In case GI = 0, the highest OH can be expected from TD as indicated in (33). Fig. 7(a) , the CDL increases with the number of simultaneous beams (the latency keeps fixed for TD as only one beam is exploited). By contrast, the OH degrades with the increase of M as indicated in Fig. 7(b) . Therefore, the results in Fig. 7 do not recommend any optimal simultaneous beam numbers M , unless targeted performance metric is explicitly stated. Nevertheless, if both latency and OH are to be considered, SD provides the flexibility to achieve a trade-off between both metrics. In other words, by configuring the number of simultaneous beams, latency can be traded with OH, or vice versa. Fig. 8 plots the analytical results and the simulation results of the average CDL and the OH of the different broadcasting schemes with different frame structure designs including multi-beacon (W = 3), data-only frame insertion (V = 1), and beacon interval separation (X = 3), defined in (35)-(37), versus the number of simultaneous beams M . The number of beam scan areas N is also set as 128. Similar to Fig. 7 , we plot points instead of curves to represent the CDLs and the OHs of the baseline scheme TD for different frame structure designs in Fig. 8(a) and Fig. 8(b) , respectively.
2) If So, How Many Simultaneous Beams Should Be Exploited (How to Select M )?: From
On the one hand, the results in Fig. 8 suggest that the average CDL declines when multiple beacons are incorporated in each frame, while the decrease in CDL leads to triple OH compared to the normal frame. On the other hand, for data-only frame insertion and beacon separation cases, increased latencies are observed at the cost of half and identical OHs as the normal frame. Note that here the OHs of the data-only frame insertion case and of the beacon separation case refer to superframe-scale. In the context of frame-scale, the OH of the data-only frame is 0, and the OH of the frame in beacon interval separation case is 1 X -th of the original.
From the results in Fig. 7 and Fig. 8 , we conclude that TD achieves the lowest CDL. By contrast, TD, as well as FD and CD, suffer from higher OH. If both latency and OH are to be considered, SD provides the flexibility to achieve a trade-off between both performance metrics. In other words, by configuring the number of simultaneous beams, latency can be traded with OH, or vice versa. Furthermore, the trade-off can be extended to specific frame structure design, in which a frame with multiple beacon intervals results in lower latency at the price of higher OH. On the contrary, for the case of OH sensitive application scenario, superframe with embedded data-only frame and/or with equally separated beacon intervals, are recommended to achieve lower OH with relative high latency.
C. Cell Discovery Performance Comparison for Different Block Error Rates What Is the Impact of Block Error Rate (How to Select )?:
In Fig. 9(a) and Fig. 9(b) , the analytical results and the simulation results of the average CDL and the OH of the different broadcasting schemes with N = 128 and M = 128 versus the block error rates are compared.
In the figure, we notice that applying codes with lower block error rate yields both lower CDL and OH. The main reason behind this behavior lies in the fact that lower block error rate increases the value of the denominator in (9) , under the fixed SNR and information U , and eventually decreases the beam duration t. However, these results show that the CDL and the OH are relatively insensitive to extreme low block error rates (10 −5 -10 −3 ). Therefore, relative high block error rate (10 −3 ) would be sufficient for the initial cell discovery, unless an extreme coding scheme is desired to achieve a better performance.
VI. FINDINGS AND CONCLUSIONS
In this paper, we proposed an analytical framework to investigate the performance of the broadcasting design for the mm-wave beamformed cell discovery. Specifically, we analyzed four schemes for the broadcasting where an TRP delivers information to UEs for the cell discovery. Based on this, the cell discovery analysis was distinguished by various network architectures, broadcasting schemes, and frame structures. By evaluating the performance metrics including the cell discovery latency and overhead, this paper allows us to gain the following design insights:
• How wide should the beam be? The cell discovery latency is optimized when the thinnest beam is formed. Interestingly, the beamforming architecture has no impact on the cell discovery latency, which makes the performance of analog/hybrid beamforming the same as digital beamforming in terms of the cell discovery latency. By contrast, thinner beam results in higher overhead.
• Is it beneficial to exploit multi-beam simultaneous scan?
Multi-beam simultaneous scan leads to a latency penalty on the cell discovery. Single beam exhaustive scan is found to be optimal in terms of the cell discovery latency. This is reversed when considering the overhead, where the single beam exhaustive scan, as well as the frequencydivision/code-division multi-beam scan, suffer from high overhead. The spatial-division multi-beam scan, however, achieves the lowest overhead.
• If so, how many simultaneous beams should be exploited?
On the one hand, the cell discovery latency gets worse as the number of simultaneous formed beams increases. On the other hand, the overhead degrades with more simultaneous formed beams. The optimal number of simultaneous beams depends on targeted performance metric. Nevertheless, the best trade-off between the cell discovery latency and the overhead can be achieved by the spatial-division multi-beam scan. In other words, by configuring the number of simultaneous beams, latency can be traded with overhead, or vice versa.
• What is the impact of block error rate? It has been demonstrated that the cell discovery latency and the overhead are relatively insensitive to extreme low block error rates (10 −5 -10 −3 ). Therefore, relative high block error rate (10 −3 ) would be sufficient for the initial cell discovery, unless an extreme coding scheme is desired to achieve a better performance. Future work can leverage the proposed analytical framework to investigate the cell discovery performance considering the beamformed single-or multi-beam scan on the UE side, or to extend the framework to the complete initial access procedure. It would also be interesting to include various system models, e.g., to address other types of spatial locations, blockage models, and/or fading channels.
