Deep neural networks (DNNs) have revolutionized AI due to their remarkable performance in pattern recognition, comprising of both memorizing complex training sets 1 and demonstrating intelligence by generalizing to previously unseen data 2 (test sets). The high generalization performance in DNNs has been explained by several mathematical tools, including optimization, 3, 4, 5, 6, 7, 8 information theory, 9, 10 and resilience analysis. 11 In humans, it is the ability to abstract concepts from examples that facilitates generalization; this paper thus researches DNN generalization from that perspective. A recent computational neuroscience study revealed a correlation between abstraction and particular neural firing patterns. 12 We express these brain patterns in a closed-form mathematical expression, termed the "Cognitive Neural Activation metric" (CNA) and apply it to DNNs. Our findings reveal parallels in the mechanism underlying abstraction in DNNs and those in the human brain. Beyond simply measuring similarity to human abstraction, the CNA is able to predict and rate how well a DNN will perform on test sets, and determines the best network architectures for a given task in a manner not possible with extant tools. These results were validated on a broad range of datasets (including ImageNet and random labeled datasets) and neural architectures.
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Large-scale analyses of fMRI data, spanning twenty years and tens of thousands of studies, were recently analyzed to determine a correlation between neuronal firing patterns across the whole brain and the areas most activated during a variety of tasks having different levels of abstraction. 12 As a first step, a distance metric was employed -combining latency (fMRI) and accessibility (DTI) -that measured the connectome distance (CD), i.e. how 'far' each Region Of Interest (ROI) was from the brain's inputs (sensory cortices). The Regions of Interest were binned by their CD to create a layered "connectome depth network" (CDM). All fMRI experiments were projected on the CDM, and experiments that measured the same cognitive behavior (typically about 1000) were analyzed together. Findings showed that brain activity was present at all depths of the network for each cognitive behavior. However, deep neurons (those farther from brain inputs on the CDM) showed higher activation values than shallow neurons when the brain was engaged in reasoning and other abstract behaviors. When graphed against CD, this neuronal activity showed a positive slope (see Figure 1A ). In contrast, shallow neurons had higher activation values than deep neurons and neuronal activity showed a negative slope when less abstract (shorter CD) tasks were performed. Each of the recorded behaviors was identifiable by a specific geometric slope on the CDM that correlated with each behavior's level of abstraction (determined by independent survey).
We translated these results into a mathematical expression and used it to define the CNA. CNA consists of three essential components: the abstraction level α(x) of the input x to a network, the slope β(x) of the firing patterns during the computation, and the correlation between the two:
(1) which measures whether a low abstraction correlates with a low slope and a high abstraction correlates with a high slope. For the exact definition, see the box below.
The neuroscience result is now restated as the human brain having:
Moving from Neuroscience to Machine Learning, we note that the training inputs to DNNs can be classified by levels of abstraction or complexity paralleling the cognitive behaviors for the brain. We quantify these levels via the computationally tractable Shannon entropy approximation (further details in Appendix). The slope of a neural network is calculated just as was done for the neuroscience result, by summing neuronal activations in each layer and applying linear regression to arrive at a slope of neuronal activity per input x. A DNN has activation distribution patterns that are similar to the brain when ρ α,β approaches 1, are unrelated to the brain when ρ α,β approaches 0, and show opposite patterns to those of the brain when ρ α,β approaches -1. The exact value is the level of similarity. See example in Figure 1B . The CNA ignores labels and will, therefore, work equally well on supervised and unsupervised inputs in a similar way to humans.
We next evaluate whether the CNA -a construct borrowed from neuroscience -can provide insight into how well a neural network will generalize to a test set. Results show that the CNA is highly correlated with test accuracy (Figure 2A ). To better understand this phenomenon we demonstrate the similarity between the gradient (change in value) of the CNA and of DNN accuracy during backpropagation training ( Figure 2B ). See Appendix for experimental and analytical details.
Given the strong predictive power of the CNA for test accuracy, we next define a variant called the "CNA-Margin". It has the capacity to express the difference in accuracy between the test set and the training set, often called the generalization gap. Significant differences in distributions between the training and test sets should be captured by the difference between α(X train ) and α(X test ), propagate to the correlated slopes β(X train ) and β(X test ), then to the difference between the two CNA values, and finally captured by the CNA-Margin (see Appendix for mathematical definitions). Figure 3A shows that the CNA-Margin predicts the train-test gap accuracy on the same architectures and datasets considered in Figure 2A and compares favorably to state-of-the-art generalization-gap predictors. 13 Its strength is truly revealed when considering hard, non-standard data sets. Figure 3B repeats the experiments from 3A but also includes the Gaussian noise dataset. Each point in this dataset is drawn from the standard normal distribution and labeled randomly to one of 10 classes. The CNA-Margin performed just as well on this hard dataset while other gap predictors failed. Similarly, the CNA-Margin shows superiority on shuffled label datasets ( Figure 3C ), which are equivalent to standard datasets except that subsets of training labels are randomly assigned. We considered five variations (different proportions of shuffled labels) for each of the above datasets, and no randomness in the test set, as was done in [1] . Existing measures cannot handle these datasets while the CNA can (shown in 3C). Figures 3B-C suggest that important information is found in the relationship between slope and entropy that cannot be captured through previous mathematical efforts.
Previous studies have argued that a high-level resemblance exists between DNNs and brains 14, 15, 16, 15 and [17] measured similarity of neuronal firing between DNNs and the visual stream in the brain. However, our work is the first to borrow a neuroscientific mechanism and use it to both show that DNNs behave similarly to the human brain, and has the capacity to characterize their key property: Generalization. The CNA, serving as a common mechanism underlying abstraction in both neuroscience and deep neural networks, constitutes a practical way of analyzing abstraction and generalization in increasingly sophisticated AI. show correlations between data entropy and neuronal activation pattern slope. (A) Shows firing patterns in the human brain. X-axis is the bin number, with the first bin closest to the brain's inputs and 10th bin farthest away. Y-axis is the total activation per bin, normalized over numerous experiments of the same behaviors: tapping (top) and reasoning (bottom). The geometric slope of neuronal firing correlates with the behavior's entropy (figure from [12] ). (B) Plot of neuronal activations and slope of a DNN trained on MNIST. Input: digit 8 has higher entropy and digit 1 has lower entropy. Activations: x-axis corresponds to the 5 hidden layers ordered by depth; y-axis plots 500 neurons per layer; higher activations in deeper levels for digit 8, lower activations for digit 1. Network Illustrations: sketches of DNN activity (only 5 layers shown). Activation Slopes: DNN shows a positive slope when processing digit 8 and negative slope for digit 1. 
Appendix Defining the CNA for DNNs
The CNA is the correlation between abstraction levels α and the slopes of neuronal activities β.
To define the slope β for a single datapoint, order the layers by depth (already explicitly defined for DNNs), define a method to aggregate layer-wise activation values (e.g. mean, sum, etc.), and perform a linear regression on those values to arrive at a slope.
Here we focus on input datapoints, and translate abstraction via the second definition stated in the main text, translating it to Shannon entropy. 18, 19, 20, 21 This is defined, for a datapoint x, as:
where P denotes probability and x[j] denotes the j-th feature of x. This is estimated through histogram binning, where values are normalized between 0 and 1, and 1000 bins are used.
We now define the CNA for a given network and batch of datapoints:
For a data point x ∈ R d with d features, denote the entropy of x as the scalar α(x). We define the slope β(x) of a given network and datapoint x. Then, we define the Cognitive Neural Activation metric CN A α (X) for a given network, dataset X ∈ R n×d of size n, and entropy approximation function α. Definition 0.1 (Slope β(x) of Network). For a given feedforward network with L layers and input vector x, let z k (x) be the pre-activation state of neuron k in layer given input vector x, let n be the number of neurons in layer , and let φ (x) = n×d , where n corresponds to the number of samples: Let α(X) be the vector of length n with entropy α(x) for x ∈ X and let β(X) be the vector of associated slopes. CN A α (X) is defined as corr(α(X), β(X)), where corr denotes Pearson correlation.
The sum of pre-activation values aggregation function showed consistency across many architectural choices -including Batch Normalization, Dropout, and pooling layers. Including versus not including the output layer as part of the CNA computation did not change our results, hence we included it for simplicity in our experiments.
Analytic Similarities Between the Gradients for Supervised Loss and the CNA
Consider: Databatch X consisting of n samples and corresponding label batch Y and error terms E, network layers 1, . . . , L, let n denote the number of neurons in layer , and let z k denote the activation value of the network for neuron k in layer . Lastly denote the supervised loss as C(X, Y ). Then the supervised loss gradient 2 derives to:
And the CNA gradient 3 derives to:
The slope gradient is defined by
where C † is the row of the pseudoinverse matrix used in the least squares regression corresponding to the slope term β(x).
Focusing on the terms ε, α(x), ∇z L (x), and ∇β(x), we observe some resemblance between the two gradients. They both have scalars (ε and α(x)) multiplied by gradients of network output terms (∇z L (x i ) and ∇β(x)). We now show that the terms in both pairs are closely related.
On the similarity of ∇z L (x) and ∇β(x): Note that ∇β(x) is a weighted sum 4 of network output terms ∇z for = 1, . . . , L. There is similarity between ∇z L (x) and ∇β(x) since they are both linear functions of activation output gradients. In practice, when training on the MNIST dataset with an MLP network, we find that, for the vast majority of datapoints, the cosine angle between ∇z L (x) and ∇β(x), when using mean-aggregated activations, does not exceed 0.05 radians, meaning their directions are very similar.
Given this large degree of similarity between ∇z L (x) and ∇β(x), if ε and α(x) correlate, we would expect updates via ∇C(X, Y ) and ∇CN A α (X) to take the network along similar optimization paths. Experiments show this to be the case, with significant correlation, greater than 0.5, across training time.
Experimental Details
We present the experimental details for our generalization results.
For the MLP architecture, the depth was fixed at 5 hidden layers of size 500 each. Regularization was not used for the MLPs, but batch-normalization was used for the VGG-18 and ResNet architectures. Max-pooling was used after every block of the VGG-18 and ResNet architectures followed by average pooling in the last block.
For VGG and ResNet architectures, standard image augmentation was used for SVHN, CIFAR-10, CIFAR-100, and ImageNet. Otherwise, image augmentation was not used. Across all experiments, ImageNet was downsampled 22 to resolution 32 x 32 for computational expediency.
Across all experiments, training continued until approximately 0 training loss was achieved. For all standard datasets, we trained MLPs for 100 epochs with a learning rate of 0.05 and momentum of 0.8 via SGD. For the VGG-18 and ResNet experiments, a learning rate of 0.01 and momentum of 0.8 were used. The VGG and ResNet architectures were trained for 100 epochs on CIFAR-10 and CIFAR-100, 40 epochs on MNIST, Fashion-MNIST, and SVHN, and 50 epochs on ImageNet. On ImageNet, the MLP architecture was excluded from analysis since it failed to converge passed 32% training accuracy after 1000 epochs. For the Gaussian noise dataset, the same optimization settings were used except all architectures were trained for 40 epochs (since this was a sufficient number for memorization of the training set).
The Gaussian noise dataset is of training size 50,000 and test size 10,000, where datapoints are of shape (3, 32, 32) , are drawn from the standard normal distribution, and are then normalized between 0 and 1. A total of 10 classes are randomly assigned to each datapoint.
For results shown in Figure 2A , a quadratic fit of the form ax 2 + bx + c was performed to arrive at the green dotted curve shown. Points were smoothed in bins of 25 networks each, ordered by test accuracy, for cleaner visualization. For Figure 2B , we used the MLP network trained on MNIST (achieving around 98% test accuracy) with the CNA value scaled between 0 and 1; for PCA visualization, network states were recorded at each training iteration.
For the shuffled label datasets (MNIST, Fashion-MNIST, SVHN, CIFAR-10, CIFAR-100), for each experiment, a percentage of the training labels was shuffled and trained on with a new network. The percentages considered were 10%, 20%, 30%, 40%, and 50%, with metrics of the network measured at the end of training once approximately 0 training error had been achieved, for a total of 75 additional trained networks considered. All training settings were consistent with the original datasets, except the number of epochs were doubled, since shuffled label datasets require more training iterations to memorize the training set. 1 In Figure 3C , the networks at the end of training on shuffled label datasets were incorporated into analysis of the networks trained every 20 epochs on the corresponding non-shuffled datasets. Lastly, for the MLP architecture, other metrics (L2, L2-path, Spectral norm, and the 2018 bound) negatively correlated with generalization gap, performing particularly bad in comparison to other settings, thus we show them at 0 correlation for ease of visualization. In contrast, all metrics had the same sign for Pearson correlation in 3A-B, thus absolute Pearson correlation was shown (for ease of comparison).
CNA-Margin Motivation and Definition
Recall that the CNA is defined as the Pearson correlation between the slope and entropy measure for a given dataset X, i.e. corr(α(X), β(X)). For networks that perform well on their test sets, this correlation is significantly positive, indicating the relationship between α(X) and β(X) is highly linear. For networks that perform poorly, the CNA is close to zero or is slightly negative. However, this says nothing about whether a network's output distribution significantly differs between training and test instances: For example, for a CNA value of zero, no relationship between α(X) and β(X) exists but, nonetheless, the loss on both the training and test set could be very similar, resulting in a small generalization gap.
Thus, it is necessary to consider the relationship between α(X) and β(X) on both the training and test set. If the distribution significantly differs on the training and test sets, we would expect the distribution of β(X) to change as well, altering the relationship.
Define the slope-entropy curve of a dataset X as the set of tuples
The generalization gap would then be reflected by the difference in the slope-entropy curves of the training and test sets. This is illustrated in Figure 4 for the SVHN dataset and MLP architecture.
Quantifying this difference, we define the estimated area between the slope-entropy curves for a given training set X train and test set X test as the maximum area over the set of polygons that can be inscribed between the slope-entropy curves of X train and X test , i.e.
CN A A (X train , X test ) max
where A(P ) denotes the area of a polygon P , and S denotes the set of polygons that can be inscribed between the curves.
As was done for the metrics in [13] , we scale CN A A (X train , X test ) by the margin of the network. The margin, an important component in Support Vector Machines and other machine learning algorithms, 23 is defined as the minimum distance to a decision boundary 24 for a given network. To define this in closed-form, consider a classification setting with H classes and a network f with an output layer of size H. For a single datapoint x, the network output f (x) ∈ [0, 1] H is a vector of probabilities with each index f (x)[j] denoting the probability, estimated by f , that x belongs to class j. The margin is defined, for a single datapoint x and network A as
where j true denotes the correct groundtruth class that x belongs to. In practice, for computational tractability, the margin of a network is taken to be the maximum γ over a set of datapoints, typically between 1% to 10% of the training datapoints, which we denote as γ margin . We then arrive at our final generalization gap metric, termed the CNA-Margin, and denoted as CN A M :
