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This document is a technical summary of the progress made since 
September 28, 1968, by the Auburn University Electrical Engineering 
Department toward fulfillment of phase B of Contract No. NAS8-11274. 
This contract was awarded to Engineering Experiment Station, Auburn, 
Alabama, May 28, 1964, and was extended September 28, 1966 by the 
George C. Marshall Space Flight Center, National Aeronautics and Space 
Administration, Huntsville, Alabama. 
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SUMMARY 
The performance of a hybrid c o n t r o l  system conta in ing  a f i n i t e  
word-length d i g i t a l  subsystem d e v i a t e s  from t h a t  ob ta inable  i f  
i n f i n i t e  word-length c a p a b i l i t i e s  a r e  assumed. This dev ia t ion  
a r i s e s  f o r  two reasons:  (1) the system v a r i a b l e s  processed by the  
d i g i t a l  hardware a r e  quant ized ,  and (2) the nominal c o e f f i c i e n t s  
of the  pulse  t r a n s f e r  func t ion  D ( z )  t o  be r e a l i z e d  by the d i g i t a l  
system a r e  quant ized .  I n  t h i s  r e p o r t ,  quan t i za t ion  e r r o r s  of the 
second category a r e  considered.  S p e c i f i c a l l y ,  a technique i s  pre-  
sented f o r  p r e c i s e l y  c o r r e c t i n g  the e r r o r s  which a r i s e  when the 
nominal c o e f f i c i e n t s  of D ( z )  a r e  approximated by d i g i t a l  words of 
f i n i t e  length .  The c o r r e c t i o n  technique is  developed i n i t i a l l y  
f o r  the case  of a d i g i t a l  f i l t e r  wi th  one approximated c o e f f i c i e n t  
and i s  then extended t o  c losed-loop hybrid systems wi th  s e v e r a l  
approximated c o e f f i c i e n t s .  
The case  wherein the  c o r r e c t i o n  technique i s  no t  f e a s i b l e  i s  
a l s o  cons idered ,  and a method i s  descr ibed  f o r  opt imizing the s e l e c -  
t i o n  of quant ized c o e f f i c i e n t s  r e l a t i v e  t o  a given performance 
index. The performance index employed i s  based on the use of 
frequency-domain des ign  s p e c i f i c a t i o n s .  
F i n a l l y ,  an a lgor i thm i s  presented f o r  genera t ing  envelopes 
on the  frequency-response c h a r a c t e r i s t i c s  of cont inuous-  and 
iii 
discrete-time systems subject to parameter anomalies. 
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I. INTRODUCTION 
A s  a r e s u l t  of the r ap id  advances i n  d i g i t a l  computer technology 
i n  r ecen t  years  and the increas ing  v e r s a t i l i t y  and commercial a v a i l a -  
b i l i t y  of d i g i t a l  components, the use of d i g i t a l  computers as compo- 
nents  i n  otherwise continuous-time c o n t r o l  systems i s  becoming increas ingly  
p reva len t .  Systems which con ta in  both analog and d i g i t a l  components a r e  
normally r e f e r r e d  t o  a s  "hybrid systems,"  and a l a rge  body of knowledge, 
based p r imar i ly  on z- t ransform c a l c u l u s ,  has  evolved f o r  the a n a l y s i s  
and syn thes i s  of systems of t h i s  c l a s s .  
One of the major sources  of e r r o r  i n  a hybrid system i s  the presence 
of quan t i za t ion  e f f e c t s  w i th in  the d i g i t a l  elements of the system. There 
a r e  two ca t egor i e s  of quan t i za t ion  e r r o r s  which a f f e c t  the system pe r fo r -  
mance. These ca t egor i e s  a r e :  (1) amplitude quan t i za t ion  of system 
v a r i a b l e s ,  and (2) quan t i za t ion  of c o e f f i c i e n t s  of the d i f f e rence  
equat ion t o  be r e a l i z e d  by the d i g i t a l  device .  This d i s s e r t a t i o n  
cons iders  quan t i za t ion  e r r o r s  of the second c l a s s i f i c a t i o n .  
C o e f f i c i e n t  quan t i za t ion  i n  hybrid systems i s  present  i n  
phys i ca l ly  r e a l i z a b l e  d i g i t a l  devices  because the c o e f f i c i e n t s  m u s t  be 
represented  wi th  b inary  words of f i n i t e  length .  For example, con- 
s i d e r  the case  wherein the d i f f e r e n c e  equat ion  
1 
2 
i s  t o  be r e a l i z e d  by the d i g i t a l  po r t ion  of a hybrid system, where 
eo(k)  and e i ( k )  denote the  output  and inpu t ,  r e spec t ive ly ,  of the 
d i g i t a l  subsystem a t  the k t h  sampling i n s t a n t .  Assume t h a t  the 
nominal c o e f f i c i e n t s  f31 and p2 a r e  t o  be implemented wi th  binary coded 
words having one s i g n  b i t  and 10 magnitude b i t s  t o  the r i g h t  of the 
b inary  p o i n t .  Consequently, the l e a s t  s i g n i f i c a n t  magnitude b i t  which 
may be exerc ised  i n  r e a l i z i n g  f31 and B2 has a decimal weight of 2-l'. 
Therefore ,  the s e t  B of permiss ib le  c o e f f i c i e n t  quan t i za t ion  l e v e l s  
of the device i s  
- 10 
B = [+ n2 ; n = 0, 1, 2 ,  ..., 10231 , (1-2)  
and i n  gene ra l ,  
from the members of B. The c o e f f i c i e n t  quan t i za t ion  e r r o r s  of course 
and p2 m u s t  be approximated by a s u i t a b l e  s e l e c t i o n  
depend upon the members of B t h a t  a r e  chosen t o  approximate and 
02 and upon the g r a n u l a r i t y  of the s e t  B, which i n  t h i s  case  i s  2-1°. 
The above example w a s  based on the assumption t h a t  the c o e f f i c i e n t s  
a r e  uniformly b inary  coded; however, the quan t i za t ion  phenomenon r e s u l t s  
r e g a r d l e s s  of the coding scheme employed. D i f f e r e n t  coding schemes 
simply change the conten ts  of B. 
It is sometimes the c a s e ,  due t o  the presence of r i g i d  design 
s p e c i f i c a t i o n s ,  t h a t  one o r  more d i g i t a l  c o e f f i c i e n t s  m u s t  be r e a l i z e d  
w i t h  a much h ighe r  degree of accuracy than i s  permit ted by the  d i g i t a l  
system word-lengths.  A technique f o r  c o r r e c t i n g  c o e f f i c i e n t  quan t i za t ion  
e r r o r s  i n  these cases  and f o r  a t t a i n i n g  e f f e c t i v e l y  i n f i n i t e  word-length 
3 
r e s o l u t i o n  of d i g i t a l  c o e f f i c i e n t s  i s  presented  i n  Chapter 11. 
The developments of Chapter 111 a r e  based on the premise t h a t  the 
s e t  of permiss ib le  d i g i t a l  c o e f f i c i e n t  l e v e l s  a r e  adequate f o r  approx- 
imating the  nominal c o e f f i c i e n t s ,  and a technique i s  presented f o r  
opt imizing the s e l e c t i o n  of quant ized c o e f f i c i e n t s .  The performance 
index employed i s  based upon frequency-domain s p e c i f i c a t i o n s .  F i n a l l y ,  
i n  Chapter IVY an  a lgor i thm i s  presented f o r  genera t ing  frequency- 
response bounds of continuous-time systems s u b j e c t  t o  parameter t o l e r -  
ances.  The technique i s  then extended t o  d i g i t a l  systems where coef-  
f i c i e n t  anomalies a r e  i n v e s t i g a t e d .  The conten ts  of Chapter V a r e  
the  conclusions r e s u l t i n g  from the  work i n  Chapters 11, 111, and IV. 
11. CORRECTION OF COEFFICIENT QUANTIZATION ERRORS 
I n  t h i s  chapter  a technique i s  developed f o r  e l h i n a t i n g  the out -  
p u t  e r r o r  a r i s i n g  from the  quan t i za t ion  of system parameters i n  l i n e a r ,  
t ime- inva r i an t ,  d i sc re t e - t ime  systems. A generaaized hybrid feedback 
c o n t r o l  system i s  considered and the  technique i s  employed t o  c o r r e c t  
f o r  the  e f f e c t s  of c o e f f i c i e n t  quan t i za t ion  w i t h i n  the  d i g i t a l  elements 
of the  system. 
The c o r r e c t i o n  method i s  developed f i r s t  f o r  the  case of c o e f f i c i e n t  
quan t i za t ion  i n  d i g i t a l  f i l t e r s  w i th  a s i n g l e  quant ized c o e f f i c i e n t ;  
it i s  then extended t o  c losed-loop hybrid systems conta in ing  d i g i t a l  
elements wi th  more than one quant ized c o e f f i c i e n t .  
A. D i g i t a l  F i l t e r  With One Corrected Coef f i c i en t  
The input -output  c h a r a c t e r i s t i c s  of an Nth-order d i g i t a l  f i l t e r  
may be represented  by an Nth-order t r a n s f e r  func t ion  i n  2, which w i l l  be 
denoted by D(z) [ 11. Numerous techniques are a v a i l a b l e  f o r  phys i ca l ly  
implementing t h i s  t r a n s f e r  func t ion  [ 2 , 3 ] .  Kaiser [ 4 ]  has shown t h a t  i n  
o rde r  t o  minimize t h e  inf luence  of c o e f f i c i e n t  quan t i za t ion  upon the  
po le  l o c a t i o n s  of D(z), any d i g i t a l  f i l t e r  can, and indeed should,  be 
r e a l i z e d  by a combination of f i r s t -  and second-order systems. Fur ther -  
more, i t  has  been demonstrated t h a t  c e r t a i n  types of implementation 
schemes, f o r  a g iven  D(z),  are more a t t rac t ive  than  o t h e r s  from the  view- 
p o i n t  of minimizat ion of e r r o r s  which ar ise  due t o  the quan t i za t ion  of 
4 
5 
system variables [ 51. 
However, rather than confimtng the followrng discussion to a few 
s p e c i a l i z e d  techniques f o r  implementing D(z) , a more genera l  approach 
w2ll be taken. 
and the correction techniques developed for this form will be shown 
A generalized representation of D(z) will be considered, 
to be applicable to any of the various other realization methods of 
D ( z )  
The assumed form of D(z) is 
9 (11-1) D(z) = - EoCz) - 
BpN + B2zN-1 +...+ B N +1 
N E i  (2) z -BN+2ZN-1 -. . .- '2N+1 
where Bi, i=l, 2, ..., 2N+1, are the nominal, i.e., nonquantized, coeffi- 
cients to be realized by the digital filter. A generalized block diagram 
of the digital filter and the associated analog-to-digital (A/D) and 
digital-to-analog (D/A) interfaces are  depic ted  i n  Figure 1. Note t h a t  
the variable eo(t) defines the reconstructed continuous-time output of 
the D/A converter, which in practice is usually a zero-order data-hold. 
t 
The transfer function of (11-1) may be described by an Nth-order 
difference equation of the form 
+ BN+2@0[ (k-1)TI +. . .+ B2N+le0[ (k-N)T] , (11-2) 
where T is the system sampling period. 
simplifying notation in the subsequent discusslon, T will hereafter be 
However, in the interest of 
omitted . 
On the basrs of (11-2), the correction technique will now be developed. 
N N-l 
+ .. ·+PN+l e i (t) AID e i (kT) n(z) i31z + i32 z eo (kT) DIA e~ (t) N N-l z - i3 N+2 z - ... -P2N+l 
Fig. l--Generalized block diagram of digital filter. 
7 
1. Correc t ion  of a s i n g l e  numerator c o e f f i c i e n t  of D(z )  
The s o l u t i o n  of (11-2) r ep resen t s  the  nominal response of the 
d i g i t a l  f i l t e r  t o  i n i t i a l  condi t ions  and t o  the  input  e i ( k ) .  
now the  r e s u l t i n g  response i f  one of the  D(z) numerator c o e f f i c i e n t s ,  
f o r  example pi, l<is+l, is  per turbed  due t o  the  e f f e c t s  of quant iza t ion .  
I n  o the r  words, assume t h a t  each of the  c o e f f i c i e n t s ,  with the exception 
of pi, l i e s  on one of the  admissible  quan t i za t ion  l e v e l s  of the  d i g i t a l  
f i l t e r .  
Consider 
L e t  i denote the  quant ized va lue  of Bi such t h a t  
- 
B i  P i  + A i ,  (11-3) 
where Ai de f ines  t h e  va lue  of the  pe r tu rba t ion  of p i .  
f i l t e r  response wi th  p i  quantized i s  the  s o l u t i o n  of the following 
d i f f e r e n c e  equation: 
Thus, the  
- - 
eo(k) = plei(k) + p2ei(k-l) + ,.. + pie i (k- i+ l )  + ... 
where zo(k)  i s  used t o  denote the  response of the  f i l t e r  wi th  c o e f f i c i e n t  
quan t i za t ion  e f f e c t s  included.  
The s o l u t i o n  eo(k) of (11-2) a t  any sampling i n s t a n t  is  a func t ion  
of the  c o e f f i c i e n t  of p i .  
and 
about the  per turbed response z, (k) . 
Thus , i t  i s  convenient t o  relate e,(k) and 
(k) through a Taylor s e r i e s  expansion i n  one v a r i a b l e  of eo (k) 
I n  genera l ized  terms, the  series takes  the  form 
(11-5) 
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(n) where eo  (k) denotes  the  n t h  d e r i v a t i v e  of eo(k) wi th  r e spec t  t o  pi. 
t h i s  p o i n t  i t  is advantageous t o  in t roduce  an  a u x i l i a r y  v a r i a b l e  S(k,Ai), 
which i s  def ined  by 
A t  
(11-6) 
Thus (11-5) can be expressed as 
- 
eo(k) = eo(k) + AiS(k,Ai). (11-7) 
Due t o  i t s  usage i n  (11-7) a s  a c o r r e c t i v e  term r e l a t i n g  the  nominal and 
per turbed  responses ,  t he  v a r i a b l e  S(k,Ai) w i l l  hencefor th  be r e f e r r e d  t o  
as a “co r rec t ion  c o e f f i c i e n t . ”  
Each of the  terms comprising S(k,Ai) may be d i r e c t l y  eva lua ted  from 
(11-2); i . e .  , 
- 
(3) (k) 
A2 
;;is e o  - - -  *’31 {p N+2 (k-1) -I- . . . + B2N+leo(3) k-N)}, 
(11-8) 
and s o  on. It should be noted t h a t  i m p l i c i t  i n  (11-8) is the  assumption ~ 
t h a t  the  nominal f i l t e r  c o e f f i c i e n t s  are independent of each o the r  
(dpi/dDj = 0; i f j)  
c o e f f i c i e n t s  (dei(k) /dgi  = 0). However, t h i s  does n o t  impose severe 
and the  inpu t  ei(k) is independent of the  f i l t e r  
r e s t r i c t i o n s  upon the  a p p l i c a t i o n  of the c o r r e c t i o n  technique,  s i n c e  
9 
dependencies of t h i s  type normally do n o t  exis t .  
The combination of (11-6) and (11-8) y i e l d s  
S(k,Ai) = f$y+2S(k-1,Ai) 4- + @2~+1S(k-N,Ai) 4- e i (k- i+ l ) .  (11-9) 
Therefore ,  the c o r r e c t i o n  c o e f f i c i e n t  S(k,A.) i s  a c t u a l l y  the  s o l u t i o n  
of what might be c a l l e d  an a u x i l i a r y  d i f f e r e n c e  equat ion  as given by 
(11-9). Furthermore,  the  system t h a t  t h i s  equat ion  desc r ibes  responds 
t o  e i (k- i+l)  from i t s  ze ro  i n i t i a l  s tate,  s i n c e  the  choice of i n i t i a l  
condi t ions  of t he  d i g i t a l  f i l t e r  i s  completely independent of the  f i l t e r  
c o e f f i c i e n t s .  This  a u x i l i a r y  system, def ined by (11-91, w i l l  be r e f e r r e d  
t o  as the "co r rec t ion  system" i n  the sequel .  
1 
From the  viewpoint of phys i ca l  implementation of t he  c o r r e c t i o n  
system, (11-9) has  two s i g n i f i c a n t  p rope r t i e s :  (1) each of i t s  c o e f f i -  
c i e n t s  are r e a l i z a b l e  by the  d i g i t a l  f i l t e r ,  and (2) i t s  order  and i t s  
c h a r a c t e r i s t i c  equat ion  a r e  i d e n t i c a l  t o  those of D(z).  Hence, t he  
c o r r e c t i o n  system may be implemented using (11-9) by e i t h e r  of t he  follow- 
ing conf igura t ions :  (1) by the  d i g i t a l  f i l t e r  i t s e l f  i f  time-share 
opera t ion  of the  d i g i t a l  f i l t e r  i s  f e a s i b l e ,  as i l l u s t r a t e d  i n  F igure  2 ,  
and (2) by two d u p l i c a t e  d i g i t a l  f i l t e r s  opera t ing  i n  p a r a l l e l  as shown 
i n  F igure  3 .  In each of t h e s e  t w o  conf igu ra t ions  the  c o r r e c t i o n  c o e f f i -  
c i e n t  S(k,Ai) i s  generated as a d i g i t a l  v a r i a b l e  and is  then mul t ip l i ed  by 
A. fol lowing the  A/D conversion process .  The r e s u l t i n g  c o r r e c t i o n  term 
AiS(k, Ai)  i s  then added t o  the  per turbed  response &(k) , which completes 
the  implementation of (11-7) and produces the  nominal response eo(k). 
2. 
1 
Correc t ion  of a s i n g l e  denominator c o e f f i c i e n t  of D(z)  
Development of t he  c o r r e c t i o n  technique f o r  denominator c o e f f i c i e n t s  
10 
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w i l l  now proceed and i s  based l a r g e l y  on arguments and assumptions 
advanced i n  the  previous s e c t i o n .  
Consider the per turbed f i l t e r  response zo (k) which might r e s u l t  
due t o  the  quan t i za t ion  of one denominator c o e f f i c i e n t ,  f o r  example pi, 
where N+2<iQN+1. - -  
response is  
The d i f f e r e n c e  equat ion desc r ib ing  the per turbed f i l t e r  
- -  - + . . . + pie0(k-i+N+1) + . . . 4- f32N+leo(k-N) (I1 - 10) 
The nominal response eo(k)  may be expressed i n  a Taylor s e r i e s  
- 
expansion i n  the v a r i a b l e  p i  about the per turbed response eo(k) a s  
follows: 
n= 1 
where eo(n) (k) denotes the 
(I1 - 11) 
n th  d e r i v a t i v e  of eo(k) with r e s p e c t  t o  pi. 
Once aga in ,  i t  is  convenient t o  de f ine  an a u x i l i a r y  v a r i a b l e  S(k,Ai) ,  
which i s  made up of the d e r i v a t i v e  terms i n  the  Taylor s e r i e s  expansion; 
i . e .  
Thus 
- 
eo(k) = eo(k)  + AiS(k,Ai) . 
(11- 12) 
(I1 - 13) 
Each of the terms comprising S(k, Ai) may be generated d i r e c t l y  
from (11-2). It is assumed as  before  t h a t  the c o e f f i c i e n t s  a r e  independent 
13 
and t h a t  the input  e i (k)  i s  independent of the  c o e f f i c i e n t s .  
f o r e ,  
There- 
- -  - (1) + p i ~  (2) (k-i+N+l) + 2% (k-i+N+l) + - a .  
+ Figo ( 3 )  (k-i+N+l) 4- 3g0 (2) (k-i+N+l) + . - .  
(11-14) 
and so on. 
Through the combination of (11-12) and (11-14), it can be shown that 
the correction coefficient S(k,Qi) satisfies the following recursive 
relationship: 
S(kyAi) = BN+2S(k-l,Ai) + @N+3S(k-2,Ai) + . . . + &S(k-i+N+l, Ai) 
- + ... + p2N+1S(k-NyAi) + ... + eo(k-i+N+l) 
(11-15) 
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Note, however, t h a t  t he  las t  two q u a n t i t i e s  i n  (11-15) a r e  a c t u a l l y  the 
Taylor  series r e p r e s e n t a t i o n  of t he  nominal response eo(k-i+N+l); con- 
sequent ly ,  
+ + B2N+1S(k-N,Ai) + e,(k-i+N+l) e (11-16) 
Thus, the  c o r r e c t i o n  c o e f f i c i e n t  f o r  the  case of quant ized denominator 
c o e f f i c i e n t s  of D(z) i s  the  s o l u t i o n  of an Nth-order d i f f e r e n c e  equat ion 
having c o e f f i c i e n t s  t h a t  are p r e c i s e l y  r e a l i z a b l e  by the  d i g i t a l  f i l t e r ,  
Furthermore,  the  c o r r e c t i o n  system descr ibed by t h i s  equat ion  responds 
t o  the  nominal f i l t e r  ou tput  sequence eo(k-i+N+l) i n i t i a l l y  from i t s  zero  
s t a t e ,  s i n c e  the  i n i t i a l  condi t ions  of the  d i g i t a l  f i l t e r  are independent 
of t he  c o e f f i c i e n t s  of th f i l t e r .  
E s s e n t i a l l y  the  same  type of c o r r e c t i o n  system implementation schemes 
as mentioned p rev ious ly  f o r  quant ized numerator c o e f f i c i e n t s  may be u t i l i z -  
ed f o r  c o r r e c t i o n  of quant ized denominator c o e f f i c i e n t s  of D(z). One 
no tab le  s i m i l a r i t y  of t he  a u x i l i a r y  system equat ions ,  (11-9) and (11-16), 
i s  t h a t  in  each case the  c o r r e c t i o n  system and the  d i g i t a l  f i l t e r  have 
i d e n t i c a l  c h a r a c t e r i s t i c  equat ions .  However, they are d i s s i m i l a r  i n  t h a t  
t he  f i l t e r  input  i s  a l s o  the  inpu t  t o  the  numerator c o e f f i c i e n t  c o r r e c t i o n  
system; whi le  i n  the  case of quant ized denominator c o e f f i c i e n t s ,  the  
nominal f i l t e r  response eo(k-i+N+1) i s  the  input  t o  the  c o r r e c t i o n  system. 
Schematic diagrams of two forms of denominator c o e f f i c i e n t  c o r r e c t i o n  
system implementations are dep ic t ed  by Figure  4 and Figure  5. 
example the  correci-ed f i l t e r  response eo(k-i+N+l) i s  converted from analog 
I n  each 
Time-Share Control 
Digital Filter 
= (3j; Yj j=1,2, ... ,i-l,Hl, ... ,2N+l 
-
= ~\ 
Correction System 
Y. = 0; j=l, 2, ... ,i-N-l, i-N+l, ... ,N+l 
i! -N = 1 Y~ = 13.; j=N+2,N+3, ... ,i-l,Hl, ... ,2N+l 
Y~ = ~~ 
~ ~ 
: 
t 
AID 
.----,-e~(t) + e i (k) e (k) o DIA 
Fig. 4--Schematic implementation of denominator coefficient correction 
system via time-shared digital filter. 
AID 
+ 
e~ (t) 
Coefficient Correction System 
~ OzN+ N-l 2N- Hl AID OZ + ... +z + ... +0 DIA , N N-l S(k,Di) z -6N+2z - ... -B2N+ 1 
+ 
ei (t\ ei (k) e~(t) 
AID !: 
+ 
Digital Filter 
N N-l - ;~(t) Plz + ~2z + ... + PN+l eo(k) DIA 
N N-l - N-Hl 
z -3N+2z -... - p.z - . .. -~2N+l ~ 
F 5--Schematic implementation of denominator coefficient correction 
system via duplicate digital filters. 
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t o  d i g i t a l  form and i s  then processed by the  a u x i l i a r y  system, which 
genera tes  the  d i g i t i z e d  c o r r e c t i o n  c o e f f i c i e n t  S(k,Ai)* 
then takes  p l ace  and t h e  product AiS(k,Ai) i s  formed i n  analog fash ion  
and added t o  go'(t). This  completes the  implementation of (11-13) and 
genera tes  t he  nominal f i l t e r  response eb(t). 
A D/A conversion 
B. Coe f f i c i en t  Correc t ion  i n  Hybrid Feedback Control  Systems 
The foregoing c o r r e c t i o n  technique may be r e a d i l y  extended t o  systems 
comprised of closed-loop in te rconnec t ions  of l i n e a r ,  cont inuous- t ime,  
s t a t i o n a r y  elements and d i g i t a l  elements having quant ized c o e f f i c i e n t s .  
The schematic diagram i l l u s t r a t e d  i n  Figure 6 t y p i f i e s  t h i s  c l a s s  of 
hybr id  systems. 
Since the  development of t h e  c o r r e c t i o n  technique f o r  hybr id  systems 
c l o s e l y  p a r a l l e l s  t h a t  p rev ious ly  descr ibed  f o r  open-loop d i g i t a l  f i l t e r  
conf igu ra t ions ,  the  fol lowing d i scuss ion  w i l l  d e a l ,  f o r  the  purpose of 
minimizing redundancy, only wi th  the  c o r r e c t i o n  of a s i n g l e  denominator 
c o e f f i c i e n t  pi of D ( z ) ,  the  t r a n s f e r  func t ion  of t he  d i g i t a l  element of 
- 
t h e  hybr id  system. The c o r r e c t i o n  technique f o r  numerator c o e f f i c i e n t s  
w i l l  be obvious from these  r e s u l t s  and those of t he  previous sec t ions .  
More s p e c i f i c a l l y ,  the  problem being considered he re  is: "How can the  
system of F igure  6 be modified t o  produce the  nominal response y(k) even 
though t h e  denominator c o e f f i c i e n t  pi i s  per turbed?"  
The continuous-time elements of t he  hybr id  system may be modelled by 
the  fol lowing gene ra l i zed  d i f f e r e n t i a l  equat ion:  
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D i g i t a l  F i l t e r  
(k) =B 17 (k) +B 27 (k- 1) + . . . -t#3N+ly (k-N) 
- -  - 
-tEIN+2~(k-l)+. .+Bix(k-i+N+l)+. . . 
r 1 
Fig .  6--Schematic diagram of genera l ized  hybrid system. 
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(I1 - 17) 
where ai,i=l, 2 ,  ... , 2M+1, are determined by the  system parameters and 
M i s  the  o rde r  of t he  system model. I n  keeping wi th  the  n o t a t i o n a l  con- 
ven t ion  previous ly  e s t a b l i s h e d ,  y(t) denotes  t h e  per turbed  response of 
t he  continuous-time elements ( r e s u l t i n g  from quant ized d i g i t a l  f i l t e r  
c o e f f i c i e n t s )  and (t) rep resen t s  t he  per turbed  f i l t e r  response a f t e r  
being r econs t ruc t ed  by the  D/A conver te r ,  which i n  most cases  i s  a simple 
zero-order  data-hold.  The n t h  d e r i v a t i v e  of y(t) and x'(t) w i t h  r e spec t  
-(n) 
t o  t i m e  are denoted by y (t) and ~ " ~ ~ ) ,  r e spec t ive ly .  Since the  d i g i t a l  
f i l t e r  accep t s  i npu t s  and genera tes  outputs  every T seconds,  where T i s  
the  system sampling pe r iod ,  i t  is  necessary  t o  determine the  output  y(k) 
of the  A/D data-hold element every T seconds. 
d e s i r a b l e  t o  "d i sc re t i ze"  the  continuous-time p o r t i o n  of t he  system and 
For t h i s  reason it is  
formulate  a d i sc re t e - t ime  model, o r  d i f f e r e n c e  equat ion ,  desc r ib ing  the  
composite hybrid system. A u s e f u l  method f o r  accomplishing t h i s  i s  out-  
l i n e d  i n  [ 6 1 .  
The d i sc re t e - t ime  model of the  continuous-time elements may then be 
cha rac t e r i zed  by t h e  
- 
y(k) = blG(k) + 
- 
fol lowing gene ra l i zed  d i f f e r e n c e  equat ion:  
b2Z(k-1) + . . . + %+iZ(k-M) + %+2y(k-l) 
+ %+3Y(k-2) $. ... + bm+lY(k-M), (I1 - 18) 
where b i , i = l ,  2 ,  ... , 2M+1, are cons t an t s  determined by t h e  system. 
The d i f f e r e n c e  equat ion  desc r ib ing  the  per turbed  response of the  
20 
d i g i t a l  f i l t e r  may be w r i t t e n  i n  genera l  form as 
- -  - + ... + p.x(k-i+N+l) + ... + p2N+1X(k-N), (11-19) 
1 
where N is  the assumed order  of the d i g i t a l  f i l t e r  and c a r r i e s  the 
same meaning a s  i n  the  ana lys i s  of the  open-loop d i g i t a l  f i l t e r  configura-  
t i o n .  
i 
It can be seen i n  Figure 6 t h a t  pe r tu rba t ions  of f3i a f f e c t  not  only 
the  output  x(k) of the  f i l t e r  bu t  a l s o  the  input  y (k ) ,  which is  coupled 
t o  x(k) through the  continuous-time elements.  Therefore ,  the  assumption 
t h a t  t he  f i l t e r  input  i s  independent of the  f i l t e r  c o e f f i c i e n t s  i s  a 
luxury which i s  no longer  a v a i l a b l e ;  a t  l e a s t  n o t  i n  the  conf igura t ion  
of Figure 6 .  
by a simple modi f ica t ion  t o  the  s t r u c t u r e  of the  system. Suppose t h a t  a 
c o r r e c t i o n  term c(k) def ined by 
However, t he  f i l t e r  input  may be made i n s e n s i t i v e  t o  p i  
- 
c(k) = x(k) - x(k) (11-20) 
i s  generated and added t o  x ( k ) ,  a s  depic ted  i n  Figure 7.  This  nod i f i ca -  
t i o n  i n  e f f e c t  r e s u l t s  i n  a system output  and d i g i t a l  f i l t e r  input  which 
a r e  i n s e n s i t i v e  t o  pe r tu rba t ions  i n  p i  and behave i n  a nominal manner 
r ega rd le s s  of the va lue  of Ai. The genera t ion  of t h i s  co r rec t ion  term 
w i l l  now be considered.  
The per turbed  f i l t e r  output  x(k) and the  nominal output  x(k) may be 
r e l a t e d  through a Taylor s e r i e s  expansion i n  the  v a r i a b l e  p i  as follows: 
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Discre te-Time Model of Continuous- 
Time Elements 
y(k)=blx(k) + b2x(k-l) +. . .+%+lx(k-M) 
+bM+2Y(k-1)+bM+3Y(k-2)+ * * 
+b 2M+1Y (k-M) 
Fig. 7--Discrete-time model of modified hybrid system 
illustrating independence of y(k) and Ai. 
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(I1 - 2 1) 
where the  d e r i v a t i v e  n o t a t i o n  conforms t o  the  convention e s t a b l i s h e d  i n  
previous sec t ions .  Once aga in  i t  i s  convenient t o  de f ine  an a u x i l i a r y  
v a r i a b l e  S(k,Ai) as 
(11-22) 
which i n  t u r n  s p e c i f i e s  c(k) as 
~ ( k )  = AiS(k,Ai) . (I1 - 2 3) 
The d e r i v a t i v e  terms i n  S(k,Ai) may be w r i t t e n  by in spec t ion  of the  
d i f f e r e n c e  equat ion  desc r ib ing  the nominal f i l t e r  response,  which is  re- 
s t a t e d  here  f o r  convenience: 
+ pix(k-i+N+l) + . . . + f32N+1x(k-N). (11-24) 
Using the  proper ty  t h a t  y(k) i s  i n s e n s i t i v e  t o  v a r i a t i o n s  of 6 i t  i' 
can be shown from (11-22) and (11-24) t h a t  t he  r ecu r s ive  r e l a t i o n s h i p  
de f in ing  S(k,A.) i n  the  co r rec t ed  hybrid system of Figure 7 i s  
1 
The c o r r e c t i o n  system def ined  by (11-25) responds t o  the nominal f i l t e r  
output  sequence X(k-i+N+l) i n i t i a l l y  from i t s  ze ro  state,  s i n c e  the  
f i l t e r  i n i t i a l  cond i t ions  and c o e f f i c i e n t s  are s e l e c t e d  independently.  
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It 2s 2n te re s  t Ihg 
c i e n t  equa t ions  i n  tBe 
t o  n o t e  the similarrties of the c o r r e c t i o n  c o e f f i -  
above case and i n  the case of the open-loop 
d i g f t a l  f i l t e r  conf igu ra t ion  of t h e  previous sec t ion .  
equat ions  are of t h e  s a m e  form; i.e., i d e n t i c a l  t o  t h e  corresponding 
per turbed  f i l t e r  c h a r a c t e r i s t i c  equat ion.  Furthermore, i n  both  cases, 
t h e  c o r r e c t i o n  equat ion  c o e f f i c i e n t s  are p r e c i s e l y  r e a l i z a b l e  by t h e  
d i g i t a l  f i l t e r .  These similarities should no t  be  unexpected, however, 
s i n c e  t h e  removal of t h e  s e n s i t i v i t y  c o n s t r a i n t s  between y(k) and Bi 
of the hybr id  system l e a d s  t o  e s s e n t i a l l y  t h e  s a m e  set of condi t ions  
as w e r e  p r e s e n t  i n  t h e  open-loop d i g i t a l  f i l t e r  conf igu ra t ion .  Therefore ,  
t h e  implementaticms of t h e  a u x i l i a r y  c o r r e c t i o n  c o e f f i c i e n t  
a s s o c i a t e d  w i t h  t h e  open-loop d i g i t a l  f i l t e r  (see Figure  4 and Figure  5)  
are a l s o  a p p l f c a b l e  t o  t h e  hybrid system now under cons ide ra t ion .  The 
composite c o r r e c t e d  hybr id  system, wi th  t h e  c o r r e c t i o n  equat ion  imple-  
mentat ion shown schemat ica l ly ,  is depic ted  by F igu re  8. 
The c h a r a c t e r i s t i c  
equat ions  
A s imple  numerical  example w i l l  now be considered i n  o rde r  t o  
i l l u s t r a t e  t h e  a p p l i c a b i l i t y  of t h e  c o e f f i c i e n t  c o r r e c t i o n  technique. 
1. Example 
Suppose t h a t  i n  F igure  6 ,  t h e  continuous-time elements are desc r ibab le  
by the fol lowing f i r s t - o r d e r  d i f f e r e n t i a l  equat ion:  
y ' l t t )  = 13.8 x ( t )  - 17.2 y ( t )  (11-26) 
Fur the r ,  suppose t h a t  t h e  D/A conver t e r  o p e r a t e s  as a p e r f e c t  zero-order 
data-hold a t  t h e  rate of 25 Hz. and t h a t  t h e  e f f e c t s  of q u a n t i z a t i o n  of 
system v a r i a b l e s  a r e  absen t .  Thus, the continuous-time elements,  i n  con- 
junc t ion  w i t h  the D/A conver t e r ,  may be modelled a s  a d i sc re t e - t ime  
X' 
+. . .Wix(k-i+Wl)+. . .+82N+1x(k-N) 
* 
t Digital Correction System S (k ,Ai) =BN+2 S (k - 1 Jli) + . . . +Fi S (k- l + N + l  Ai) +. . .+f32N+1S(k-N,Ai) + x(k-i+Wl) 
Digital Fi l ter  
t 
F i g .  8--Composite corrected hybrid system il lustrating schematically 
the correction system implementation for a single denominator 
coeff ic ient  . 
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system by the fol lowing d i f f e r e n c e  equat ion:  
y(k) = 0.4 x(k-1) 3. 0.5 y(k-1) . (11-27) 
Assume now t h a t  t h e  nominal d i f f e r e n c e  equat ion  t o  be implemented 
by t h e  d i g i t a l  f i l t e r  is 
x(k)  = @IY(k)+ @2x(k-l), B 1  = 1.0,  B2 = 0.1 , (11-28) 
and t h a t  t h e  set B of r e a l i z a b l e  c o e f f i c i e n t s  of the f i l t e r  i s  
given by 
B = [+ - 0,125n; n = 0, 1, 2,  ..., 151. (11-29) 
Obviously,  t h e  nominal d i f f e r e n c e  equat ion  cannot be r e a l i z e d  
p r e c i s e l y ,  s i n c e  B2, a denominator c o e f f i c i e n t  of t h e  d i g i t a l  f i l t e r  
t r a n s f e r  func t ion ,  i s  not  a member of B. Therefore ,  a reasonable  approxi-  
mation t o  t h e  nominal d i f f e r e n c e  equat ion  might be  
- 
x(k) = y(k) + 0.125y(k-1), (11-30) 
which corresponds t o  
(11-31) 
The c o r r e c t i o n  c o e f f i c i e n t  d i f f e r e n c e  equat ion  may be obta ined  d i r e c t l y  
from (11-30) us ing  t h e  gene ra l i zed  form of t h e  c o r r e c t i o n  equat ion  develop- 
ed p rev ious ly  i n  (11-25). Thus, i n  t h i s  example, 
S a ,  A 2 )  = 0.125 S (k-1, A2) + x(k-1). (11-32) 
I n  o rde r  t o  e v a l u a t e  t h e  performance of the c o r r e c t i o n  scheme i n  
this example, a d i g i t a l  computer s imula t ion  of the d i s c r e t i z e d  nominal 
and c o r r e c t e d  system d i f f e r e n c e  equat ions  was  c a r r i e d  out. A program 
was  genera ted  f o r  s o l v i n g  r e c u r s i v e l y  t h e  system equat ions  given by 
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(11-20) , (11-23) , (11-27) , (II,30), and (11-32). 
The r e s u l t s  of t h i s  s imula t ion  are depic ted  i n  F igure  9, where t h e  
nominal, t h e  co r rec t ed ,  and the  noncorrected system responses  t o  i n i t i a l  
condi t ions  x(0) = x(0) = 100.0 are compared. Note t h a t  the  co r rec t ed  and 
the  nominal responses  behave i d e n t i c a l l y .  
- 
X' 
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Fig .  9--Comparison of co r rec t ed  and noncorrected responses .  
C. D i g i t a l  F i l t e r  With Seve ra l  Corrected Coef f i c i en t s  
The remarks thus  f a r  have been l imi t ed ,  both i n  the  case of the  
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d i g i t a l  f i l t e r  and the closed-loop hybrid system, t o  the c o r r e c t i o n  of 
a s i n g l e  c o e f f i c i e n t  of D ( z ) .  However, it is o f t e n  the  case t h a t  t h e r e  
e x i s t  more than one c o e f f i c i e n t  of D(z) which a r e  n o t  r e a l i z a b l e  by the  
d i g i t a l  element. T h u s , i t  is d e s i r a b l e  t o  extend the  c o r r e c t i o n  tech-  
nique t o  the  case  of s e v e r a l  per turbed  c o e f f i c i e n t s .  
The developemnt w i l l  begin wi th  the  c o r r e c t i o n  of numerator and 
denominator c o e f f i c i e n t s  i n  the  open-loop d i g i t a l  f i l t e r  conf igu ra t ion  
and then proceed t o  c losed-loop hybrid systems. A s  might be expected,  
the  Taylor series expansion i n  s e v e r a l  v a r i a b l e s  w i l l  r ep l ace  the expansion 
i n  one v a r i a b l e ,  which w a s  introduced i n  the  previous s e c t i o n s .  Con- 
sequent ly ,  t he  r e l a t e d  equat ions ,  f o r  more than two v a r i a b l e s ,  become 
extremely unwieldly.  Therefore ,  i n  order  t o  avoid obscuring the  s a l i e n t  
f e a t u r e s  of t he  technique wi th  mathematical  d e t a i l ,  the  approach w i l l  be 
t o  develop the  technique f i r s t  on the b a s i s  of two per turbed c o e f f i c i e n t s  
and then t o  g e n e r a l i z e  t o  any number of c o e f f i c i e n t s .  
1. Correc t ion  of s e v e r a l  numerator c o e f f i c i e n t s  of D(z) 
Consider the d i g i t a l  f i l t e r  response which results i f  two numerator 
c o e f f i c i e n t s  of D(z), f o r  example, pi and p i<j and lsi, j - < N + 1 ,  are 
per turbed  Ai a d  A j ,  r e s p e c t i v e l y ,  due t o  the  e f f e c t s  of quan t i za t ion .  
From (11-2), the  per turbed  response may be expressed as 
j ’  
- 
eo(k) = plei(k) + ... + &ei(k-i+l)  + ... + B.e (k- j+l)  + .. . 
J i  
(I1 - 3 3) 
Since eo(k) is  a func t ion  of two per turbed  c o e f f i c i e n t s  a t  any 
sampling i n s t a n t  k,  i t  is reasonable  t o  assume t h a t  the  c o r r e c t i o n  
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c o e f f i c i e n t ,  o r  c o e f f i c i e n t s ,  must evolve from a Taylor  s e r i e s  expansion 
i n  two v a r i a b l e s ,  $i and p j .  The nominal response eo(k) may be expanded 
about the  per turbed  response eo(k) i n  a Taylor  s e r i e s  as follows: 
where the  n o t a t i o n  under the summation i n  the above equat ion  i s  def ined  
by 
(11-35) 
and s o  on. Note t h a t  the s u p e r s c r i p t  symbolism i n  (11-35) now denotes  
p a r t i a l  d e r i v a t i v e s  in s t ead  of t o t a l  d e r i v a t i v e s  as i n  (11-6) and (11-11). 
A t  t h i s  p o i n t ,  two a u x i l i a r y  v a r i a b l e s ,  analagous t o  the c o r r e c t i o n  
c o e f f i c i e n t  S(k,Ai) f o r  one per turbed  c o e f f i c i e n t ,  w i l l  be in t roduced .  
F i r s t l y ,  l e t  
where Tl(k,Ai)  i s  comprised of:  (1) a l l  c ross -product  terms i n  the 
summation of (11-34) having the p rope r ty  t h a t  the exponent of Ai i s  g r e a t e r  
than  the exponent of A and (2) one h a l f  Qf each of the c r o s s  products  
having equal  exponents of A i  and A j .  
j J  
That i s ,  
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Sz(k,A,,Aj) = - 
B i  = B i  n= 1 - Aj 
(11-37) 
B i  = B i  - 
(4 (n) 
where e oi denotes  dm*eo (k) /dmpidnp j .  
The second c o r r e c t i o n  c o e f f i c i e n t  S2(k,AiyA.) w i l l  be def ined  as J 
v a r i a b l e s  i s  simply t o  permit  the r e p r e s e n t a t i o n  of the  nominal response 
eo(k) as the  sum of the per turbed  response eo(k)  p lus  two a d d i t i o n a l  co r -  
r e c t i o n  terms, one f o r  each per turbed  c o e f f i c i e n t ;  i . e . ,  
It can be shown by s u b s t i t u t i o n  of the express ion  f o r  eo (k ) ,  g iven  
by (11-2), i n t o  the c o r r e c t i o n  c o e f f i c i e n t  equa t ions ,  (11-36) and (11-39), 
and a f t e r  cons iderable  rearrangement of r e s u l t i n g  terms, t h a t  the  co r rec -  
t i o n  c o e f f i c i e n t s  s a t i s f y  the fol lowing d i f f e r e n c e  equat ions:  
and 
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Once aga in ,  a l l  of the  p a r t i a l  d e r i v a t i v e s  of the input  e i (k)  w i th  
r e s p e c t  t o  p i  o r  p j  a r e  equal  t o  zero ,  s ince  the  input  and the  c o e f f i -  
c i e n t s  a r e  independent of each o the r .  S imi l a r ly ,  i t  is  assumed i n  the 
development of (11-40) and (11-41) t h a t  each of the  f i l t e r  c o e f f i c i e n t s  
a r e  independent of the  o the r  c o e f f i c i e n t s .  Furthermore,  i t  is  ev iden t  
t h a t  the  systems represented  by (11-40) and (11-41) respond t o  the delayed 
input  sequences ei(k- i+l)  and ei(k-  j+l) , r e s p e c t i v e l y ,  from the  system 
ze ro  s t a t e s ,  s i n c e  the  s e l e c t i o n  of t he  d i g i t a l  f i l t e r  i n i t i a l  condi t ions  
i s  independent of the  f i l t e r  c o e f f i c i e n t s .  
Note the  s i m i l a r i t y  of the  c o r r e c t i o n  c o e f f i c i e n t  equat ions  f o r  
the  case  of two per turbed  numerator c o e f f i c i e n t s ,  (11-40) and (11-41), 
and the case  of one per turbed  numerator c o e f f i c i e n t  (11-9). Each of the 
th ree  c o r r e c t i o n  systems have the  same c h a r a c t e r i s t i c  equat ion  as t h a t  of 
the corresponding d i g i t a l  f i l t e r  wi th  quant ized c o e f f i c i e n t s .  Conse- 
quent ly ,  it i s  apparent  t h a t  the same types of c o r r e c t i o n  system r e a l i z a -  
t i o n s  may be employed i n  d i g i t a l  f i l t e r s  wi th  two per turbed  numerator 
c o e f f i c i e n t s  as f o r  f i l t e r s  w i th  one per turbed c o e f f i c i e n t .  The a d d i t i o n a l  
per turbed c o e f f i c i e n t  simply adds another  c o r r e c t i o n  system i n  p a r a l l e l  
w i t h  the  d i g i t a l  f i l t e r ,  as shown i n  Figure 10. 
V e r i f i c a t i o n  and ex ten t ion  t o  more than two numerator c o e f f i c i e n t s  
of D(z) .  The v a l i d i t y  of the above technique may be e a s i l y  s u b s t a n t i a t e d  
by an  examination of F igure  10. Since the  response of the co r rec t ed  
system is  s t a t e d  t o  be i d e n t i c a l  t o  the nominal d i g i t a l  f i l t e r  response,  
the  z - t r a n s f e r  func t ion  r e l a t i n g  the  input  and the  output  of the  cor -  
r e c t e d  system should be i d e n t i c a l  t o  D(z).  This, as may be seen i n  F igure  
10 ,  is obviously the  case .  
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Furthermore,  i t  is  n o t  necessary  t o  r e s o r t  aga in  t o  the  Taylor s e r i e s  
expansion method i n  more than two v a r i a b l e s  i n  o rde r  t o  i n f e r  t h a t  f o r  N 
quant ized numerator c o e f f i c i e n t s ,  t h e r e  w i l l  be N s e p a r a t e  a u x i l i a r y  cor -  
r e c t i o n  systems i n  p a r a l l e l  w i th  the  d i g i t a l  f i l t e r  i n  the  co r rec t ed  
system conf igu ra t ion .  
The gene ra l  form of the n t h  numerator c o e f f i c i e n t  c o r r e c t i o n  system 
is  ev ident  from Figure  10. The system input  i s  e i (k -n+ l ) ,  i t s  c h a r a c t e r -  
i s t i c  equat ion  i s  i d e n t i c a l  t o  t h a t  of the  d i g i t a l  f i l t e r  w i t h  quant ized 
c o e f f i c i e n t s ,  and the  a s soc ia t ed  analog m u l t i p l i e r  i s  A n =  pn - Bn. 
2. Correc t ion  of s e v e r a l  denominator c o e f f i c i e n t s  of D(z) 
- 
The a p p l i c a t i o n  of the c o r r e c t i o n  technique t o  two denominator 
c o e f f i c i e n t s  of D(z) i s ,  i n  p r i n c i p l e ,  equ iva len t  t o  the development f o r  
one per turbed  c o e f f i c i e n t .  Suppose, f o r  i n s t ance ,  t h a t  the  denominator 
c o e f f i c i e n t s ,  Bi and p j ;  i < j and N + l < i , j  52N+l, a r e  per turbed  by Ai and 
aj, r e s p e c t i v e l y ,  as a consequence of the  quan t i za t ion  process .  
per turbed  d i g i t a l  f i l t e r  response zo(k) may be cha rac t e r i zed  as 
Then, the  
- -  + . . . + pieo(k-i+N+l) + . . . + F.&(k-j+N+l) + . . . 
1 
+ B 2N+l'O ( k-N) (I1 - 42) 
Furthermore,  the  nominal and the per turbed  responses  may be r e l a t e d  
through a Taylor  s e r i e s  expansion i n  pi and 8 as fol lows:  j 
, f 1 \  / 1 \  . fn\ I m 
- n= 1 I 
B j  B j  
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where the terms i n  the  above summation c a r r y  the same meanings as previous ly  
e s t a b l i s h e d  i n  (11-35); i .e.  , 
Y (I1 - 35) 
and s o  on. 
It i s  advantageous a t  t h i s  po in t  t o  s epa ra t e  the i n f i n i t e  summation 
of c o r r e c t i o n  terms which re la te  eo(k) and zo(k)  i h  (11-43) i n t o  two 
d i s t i n c t  components, one being a s soc ia t ed  w i t h  Ai and the o the r  w i th  A 
I n  o rde r  t o  accomplish t h i s ,  two a u x i l i a r y  c o r r e c t i o n  c o e f f i c i e n t s ,  
S (k,A.,A.) and S2(k,A. A . ) ,  w i l l  be def ined  such t h a t  
j' 
1 1 J  3 
More e x p l i c i t l y ,  l e t  the f i r s t  c o e f f i c i e n t  be def ined  as 
where the  v a r i a b l e  Ti(k,Ai,Aj) assumes the same meaning as given p rev i -  
ous ly  by (11-37);  i . e . ,  
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n= 1 
(I1 - 3 7) 
- + T2(k,Ai>Aj) - (11-46) 
B i  = B i  P i  = pi - 
c o r r e c t i o n  system equat ions  may be taken up. 
I n  order  t o  gene ra t e  these  equat ions ,  however, a somewhat d i f f e r e n t  
approach than  w a s  employed i n  the  numerator c o e f f i c i e n t  c o r r e c t i o n  
scheme w i l l  be taken.  
s e p a r a t e l y ,  i t  i s  convenient  t o  d e a l  wi th  the  sum Sl(k,Ai,A.) + S2(k,A.,A.). 
The method of s o l u t i o n  w i l l  be ,  f i r s t l y ,  t o  s u b s t i t u t e  the  express ion  
Rather  than  cons ider  Sl(k,Ai,hj) and S2(k,Ai,Aj) 
J 1 J  
f o r  the  nominal d i g i t a l  f i l t e r  response (11-2) i n t o  the combined form 
of Sl(k,Ai,A.) + S2(k,AiyA.) from (11-45) and (11-46), and secondly,  
t o  a t tempt  t o  restate the  r e s u l t a n t  form as a r e c u r s i v e  r e l a t i o n s h i p  i n  
terms of t h e  delayed c o r r e c t i o n  c o e f f i c i e n t  sequences and the  delayed 
nominal f i l t e r  ou tput  sequence. 
J J 
D i r e c t  s u b s t i t u t i o n  of the nominal f i l t e r  ou tppt  eo(k) from (11-2) 
i n t o  the express ion  f o r  Sl(kyAiyAj) + S2(kyAi,Aj) r e s u l t s  ( a f t e r  a 
s l i g h t  rearrangement of terms and wi th  the prev ious ly  s t a t e d  assumptions 
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concerning independence of filter coefficients and the input) in the 
following expression: 
n= 1 
(k-i+N+l) + ~iTl(k-i+N+l,Ai~Aj) + . . . + Fi n. 
n= 1 
m 
+ Bj eoi(k-i+N+l) + B.T J 1  (k-j+N+l,hi,Aj) + . . . 
n= 1 
ai 
(n) + Biy' eoj(k-i+N+l) + BiT2(k-i+N+l,Aiyh.) + . . . 
--In! J 
(11-47) 
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Notice t h a t  the las t  fou r  q u a n t i t i e s  i n  (11-47) are a c t u a l l y  the  
Taylor  s e r i e s  r ep resen ta t ions  of the  delayed nominal v a r i a b l e s  
Aieo(k-i+N+l) and Q.eo(k-j+N+l). 
a r e  of the  same form as the  c o r r e c t i o n  c o e f f i c i e n t s  def ined  i n  (11-45) 
and (11-46). Consequently, i t  i s  poss ib l e  t o  rewrite (11-47) as follows: 
I n  add i t ion ,  each of the remaining terms 
J 
- ... + oiS2(k-i+N+l,Ai,A.) + ... 
3 
+ - - .  + f32N+1S2(k-N,Ai,A.) J
Aieo(k-i+N+l) + A.eo(k-j+N+l) . (I1 -4 8) 
3 
It i s  i n t e r e s t i n g  t o  d i g r e s s  f o r  a moment and note  the e f f e c t  
of combining Sl(k,AiyA.) and S2(k,Ai,A.) i n t o  a s i n g l e  express ion ,  as 
w a s  done i n  (11-47). The mot iva t ion  f o r  t h i s  s t e p  becomes ev ident  i n  
the development of (11-48). A s  a r e s u l t  of t h i s  combination, each of 
the r equ i r ed  p a r t i a l  d e r i v a t i v e  terms i n  the Taylor s e r i e s  r ep resen ta -  
t i o n s  of e,(k-i+N+l) and eo(k-j+N+l) a r e  genera ted ,  which is  d e s i r a b l e  
s i n c e  these  v a r i a b l e s  are phys ica l ly  a v a i l a b l e  f o r  use as inpu t s  t o  the 
c o r r e c t i o n  system. I f  Sl(k,AiyAj) and S (k,Ai,A.) had been considered 
s e p a r a t e l y ,  the  system v a r i a b l e s  eo(k-i+N+l) and eo(k- j+N+l)  would n o t  
have appeared e x p l i c i t l y .  
J J 
2 J 
The d i f f e r e n c e  equat ion  g iven  by (11-48) may now be employed t o  
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- - 
r e a l i z e  the c o r r e c t i o n  systems f o r  B and @ This  equat ion  may be i j -  
implemented i n  a number of ways; however, perhaps the  most convenient 
method i s  t o  t rea t  (11-48) as the  sum of two s e p a r a t e  c o r r e c t i o n  sys-  
t e m  equat ions ,  each having ze ro  i n i t i a l  cond i t ions .  More s p e c i f i c a l l y ,  
- 
Sl(k,Ai,Aj) = B N + ~ S ~ ( ~ - I , A ~ , A ~ )  + . . . + piSl(k-i+N+lyAi,Aj) 
+ ... + g.S (k-j+N+l,A,,A.) + ... 
+ f32N+1s1 (k-N,Ai,Aj) + Aieo (k-i+N+l) , 
J 1  J 
(11-49) 
and 
S (k-lyAiyAj) + ... + 6 . S  (k-i+N+lyAiyAj) S (k>Ai>Aj)  = BN+2 2 1 2  - 2 + ... + pjS2(k-j+N+l,Ai,A.) + ... 
+ p2N+1S2(k-N,AiyA.) + Ajeo (k-j+N+l). 
J 
3 
(11-50) 
Therefore ,  it can be seen t h a t  (11-44), (11-49), and (11-50) completely 
spec i fy  the  c o r r e c t i o n  system f o r  the open-loop d i g i t a l  f i l t e r  conf igura-  
t i o n  p r e s e n t l y  under cons ide ra t ion .  
A d i sc re t e - t ime  model of the implementation of (11-44) , (11-49) , 
and (11-50), i l l u s t r a t i n g  the requi red  D/A and A/D i n t e r f a c e s  and the 
analog m u l t i p l i e r s  Ai and A 
the  c o r r e c t i o n  equat ions  (11-49) and (11-50) a r e  of the same gene ra l  
form as (11-16), which w a s  der ived  f o r  a s i n g l e  co r rec t ed  denominator 
c o e f f i c i e n t ,  the  genera l ized  implementation schemes depic ted  i n  F igure  
4 and Figure  5 may a l s o  be employed i n  c o r r e c t i n g  two denominator 
c o e f f i c i e n t s .  The a d d i t i o n a l  per turbed  c o e f f i c i e n t  simply adds one more 
a u x i l i a r y  system i n  p a r a l l e l  wi th  the  f i r s t  c o e f f i c i e n t  c o r r e c t i o n  
is  shown i n  Figure 11. Furthermore,  s i n c e  
j 
Coefficient Correction System 
Coefficient Correction System for p. 
N 
:3 Z 1 
Digital Filter 
J 
D/A 
D/A 1--_"'/ 
Fig. ll--Discrete-time model of coefficient correction system for 
two denominator coefficients of D(z). 
A/D 
+ 
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system (see Figure  11). 
V e r i f i c a t i o n  and Extent ion  t o  More than Two Denominator Coeff i -  
c i e n t s  of D(z). The v a l i d i t y  of the preceding c o e f f i c i e n t  c o r r e c t i o n  
method may be independent ly  v e r i f i e d  by in spec t ion  of F igure  11. I n  
order  f o r  t he  co r rec t ed  and the  nominal system t i m e  responses  t o  be 
equ iva len t ,  it i s  requi red  t h a t  the composite z - t r a n s f e r  func t ions  of 
the co r rec t ed  and the  nominal conf igu ra t ions  be i d e n t i c a l .  From Figure  
11, i t  can be seen t h a t  the co r rec t ed  system t r a n s f e r  func t ion  is i n  
f a c t  i d e n t i c a l  t o  D(z); i . e . ,  
E -- - A(z)B(z) = D(z) (11-51) 
where A(z) i s  the  d i g i t a l  f i l t e r  t r a n s f e r  func t ion  wi th  quant ized coef -  
f i c i e n t s  
+ p2zN-1 + @N+1 N , (11-52) B 1 2  A(z)  = 
". - @2N+1 - N - j + l  - ... - pj= - - N-iS1 ... -Biz N z -  
and B(z) is the  o v e r a l l  c o r r e c t i o n  system t r a n s f e r  func t ion ,  
1 B(z) = 
N - i S 1  + A . z N - j + l  ni" 1 -  1 
(11-53) 
Thus, the v e r i f i c a t i o n  i s  completed. 
Fu r the r  e x t e n t i o n  of t he  above c o r r e c t i o n  technique t o  any number 
of per turbed denominator c o e f f i c i e n t s  of D(z) is s e l f - e v i d e n t  from Figure  
11 and (11-53). It can be seen t h a t  f o r  N per turbed  denominator c o e f f i -  
c i e n t s ,  t he re  w i l l  be N a u x i l i a r y  c o r r e c t i o n  systems i n  p a r a l l e l ,  each 
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one having the  same c h a r a c t e r i s t i c  equat ion  as the d i g i t a l  f i l t e r  w i th  
quant ized c o e f f i c i e n t s .  Furthermore,  the  input  t o  the n t h  c o r r e c t i o n  
system w i l l  be the  delayed nominal output  eo(k-n+N+l) m u l t i p l i e d  i n  
analog form by h, = pn - pn. - 
It should be noted a t  t h i s  po in t  t h a t  even though the numerator 
and the denominator c o e f f i c i e n t  c o r r e c t i o n  methods have been t r e a t e d  
s e p a r a t e l y  i n  the preceding d i scuss ion ,  the techniques may a c t u a l l y  be 
employed s imultaneously f o r  any given D(z) .  
by i n i t i a l l y  c o r r e c t i n g  the numerator c o e f f i c i e n t s  
viewing the r e s u l t i n g  t r a n s f e r  func t ion  a s  an in te rmedia te  func t ion  
This  i s  e a s i l y  demonstrated 
of D(z) and then by 
D'(z)  with per turbed denominator c o e f f i c i e n t s .  It is  a simple ma t t e r  
then t o  c o r r e c t  the denominator c o e f f i c i e n t s  of D' ( z )  using the technique 
presented i n  t h i s  s e c t i o n .  The f i n a l  r e s u l t  i s ,  t h e r e f o r e ,  an o v e r a l l  
system t r a n s f e r  func t ion  equiva len t  t o  D(z) .  
It wi l lbecomeapparent  i n  the fol lowing s e c t i o n  t h a t  the above 
arguments a l s o  apply t o  the hybrid conf igu ra t ion  of Figure 6 .  
D. Hybrid Feedback Control  Systems With 
Several  Corrected Coef f i c i en t s  
Consider now the gene ra l  c l a s s  of hybrid systems i l l u s t r a t e d  i n  
Figure 6 .  However, i n s t ead  of assuming only a s i n g l e  per turbed denomina- 
t o r  o r  numerator c o e f f i c i e n t  i n  the d i g i t a l  element,  suppose t h a t  s e v e r a l  
c o e f f i c i e n t s  must be co r rec t ed .  
It has  been demonstrated,  both by the use of t h e  Taylor s e r i e s  
expansion method and by z- t ransform a n a l y s i s ,  t h a t  i t  is  poss ib l e  t o  
p r e c i s e l y  c o r r e c t  f o r  any number of numerator o r  denominator quan t i za t ion  
4 1  
e r r o r s  i n  the open-loop d i g i t a l  f i l t e r  conf igu ra t ion ;  i . e . ,  the  nominal 
and the co r rec t ed  system input-output  c h a r a c t e r i s t i c s  have been proven 
t o  be equ iva len t .  
Therefore ,  s i n c e  the o b j e c t i v e  i n  c o r r e c t i n g  t h e  hybrid system 
is  t o  modify the  d i g i t a l  feedback element such t h a t  i t s  input-output  
c h a r a c t e r i s t i c s  are nominal, i t  i s  apparent  t h a t  the  mul t ip l e  c o e f f i -  
c i e n t  c o r r e c t i o n  schemes advanced f o r  the  open-loop case  are app l i cab le ,  
without  mod i f i ca t ion ,  t o  the  closed-loop system of F igure  6.  The cont in-  
uous-time elements have no e f f e c t  on the  c o r r e c t i o n  system implementation. 
E .  Some P r a c t i c a l  Considerat ions 
Note t h a t  the  c o r r e c t i o n  systems d iscussed  t o  t h i s  po in t  have been 
based on the premise t h a t  only d i g i t a l  elements would be used t o  r e a l i z e  
the  c o r r e c t i o n  c o e f f i c i e n t  d i f f e r e n c e  euqat ions .  Therefore ,  each of t he  
proposed implementations have requi red  a sepa ra t e  d i g i t a l  element and 
an A/D - D/A i n t e r f a c e  combination f o r  each per turbed  c o e f f i c i e n t .  
obviously inc reases  hardware requirements and in t roduces  a d d i t i o n a l  
sources of e r r o r s  due t o  quan t i za t ion  of system v a r i a b l e s .  Therefore ,  
i t  is advantageous t o  s impl i fy  the  c o r r e c t i o n  system implementations 
whenever poss ib l e  . 
This  
One p o t e n t i a l  area f o r  economization of hardware requirements i s  
i n  the  A/D conversion equipment necessary  i n  the  c o r r e c t i o n  denominator 
c o e f f i c i e n t s  of D(z) . Consider,  f o r  i n s t ance ,  t he  denominator c o e f f i c i e n t  
c o r r e c t i o n  system modelled i n  F igure  5. This  implementation r e q u i r e s  
one A/D and one D/A conversion f o r  each co r rec t ed  denominator c o e f f i c i e n t .  
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However, the o v e r a l l  t r a n s f e r  func t ion ,  Eo(z)/Ei(z),  of t he  co r rec t ed  
d i g i t a l  f i l t e r  i s  unchanged i f  t he  c o r r e c t i o n  system i s  removed from 
i t s  l o c a t i o n  i n  F igure  5 and cascaded ahead of the  d i g i t a l  f i l t e r  as 
shown i n  F igure  12. By t h i s  simple modi f ica t ion ,  the  A/D conver te r  a t  
the  input  of the  f i l t e r  may a l s o  be used as p a r t  of the  c o r r e c t i o n  sys-  
t e m ;  and consequent ly ,  no a d d i t i o n a l  A/D conve r t e r s  are requi red  t o  
c o r r e c t  f o r  denominator c o e f f i c i e n t  e r r o r s .  
Another a r e a  where hardware requirements might be reduced i s  i n  
the  implementation of m u l t i p l e - c o e f f i c i e n t  c o r r e c t i o n  systems, as 
t y p i f i e d  i n  F igure  10. I f  s p e c i a l  purpose hardware i s  t o  be u t i l i z e d  
t o  c o r r e c t  more than one c o e f f i c i e n t  of D(z), the implementation may be 
achieved by a s i n g l e  Nth-order c o r r e c t i o n  system, r a t h e r  than by a 
sepa ra t e  Nth-order system f o r  each co r rec t ed  c o e f f i c i e n t .  
The use of a s i n g l e  Nth-order system f o r  c o r r e c t i n g  more than one 
c o e f f i c i e n t  ( i n  t h i s  case two, and p.) i s  i l l u s t r a t e d  i n  F igure  13 .  
Although t h i s  system performs the  same func t ion  as t h a t  of F igure  10, i t  
i s  ev ident  t h a t  the  r e a l i z a t i o n  which i s  employed i n  F igure  1 3  r e q u i r e s  
only h a l f  as many d i g i t a l  opera t ions  as t h a t  of Figure 10. Consequently, 
a cons iderable  sav ing  i n  equipment may be achieved. 
p i  3 
F. A Note on Other Rea l i za t ions  of D(z) 
From the o u t s e t  it w a s  assumed t h a t  D(z) w a s  t o  be phys ica l ly  
r e a l i z e d  by a s i n g l e  Nth-order d i g i t a l  system. This w a s  the  mot iva t ion  
f o r  expressing D(z) i n  the  gene ra l i zed  form of (11-1). However, as 
previous ly  s t a t e d ,  t he re  are i n  many cases advantages t o  r e a l i z i n g  D(z) 
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as a combination of f i r s t -  and second-order p a r a l l e l  o r  cascaded sub- 
systems, which of course  r e q u i r e s  t h a t  D(z) be expressed i n  p a r t i a l  
f r ac t ioned  form o r  i n  f ac to red  form. 
I f  t h i s  r e a l i z a t i o n  of D(z) i s  performed, it can be seen t h a t  the 
c o e f f i c i e n t s  become decoupled; t h a t  i s ,  the  c o r r e c t i o n  of quant ized 
c o e f f i c i e n t s  i n  one subsystem may be executed independently of the  
c o e f f i c i e n t s  of the  remaining subsystems. It is  important t o  no te ,  
however, t h a t  each of c o r r e c t i o n  techniques developed f o r  the  gene ra l i zed  
D(z) of (11-1) is  d i r e c t l y  app l i cab le  t o  the  combination of f i r s t -  and 
second-order systems. The only d i f f e r e n c e  i s  t h a t  the  c o r r e c t i o n  systems 
must be implemented f o r  s e v e r a l  i nd iv idua l  low o rde r  systems r a t h e r  
than  f o r  a s i n g l e  Nth-order system, 
111. SELECTION OF OPTIMAL QUANTIZED COEFFICIENTS 
The techniques presented i n  the preceding chapter  f o r  c o r r e c t i n g  
quant ized c o e f f i c i e n t s  of D(z) a r e  sometimes imprac t i ca l  t o  implement, 
p r imar i ly  due t o  the a d d i t i o n a l  hardware which i s  n e c e s s i t a t e d .  Conse- 
quent ly ,  the des igner  i s  sometimes faced wi th  the problem of approxi-  
mating the nominal D(z) as c l o s e l y  as poss ib l e  by a s u i t a b l e  s e l e c t i o n  
of quant ized c o e f f i c i e n t s .  This  immediately l eads  t o  the  ques t ions :  
'What measure of 'c ' loseness '  i s  t o  be used, and how can the s e l e c t i o n  
of quant ized c o e f f i c i e n t s  be systematized?" 
I n  t h i s  chapter  the above problems w i l l  be i n v e s t i g a t e d .  
A.  Performance Index 
Before i t  is  poss ib l e  t o  sys temat ize  the s e l e c t i o n  of quant ized 
c o e f f i c i e n t s  of D(z) ,  a performance index must be def ined  which i s ,  i n  
some sense ,  i n d i c a t i v e  of the nearness  of the  performance of the  approxi-  
mated D(z) t o  t h a t  of the  nominal D(z). This  performance index must 
include f a c t o r s  which r e f l e c t  numerical ly  the des ign  requirements f o r  
t he  o v e r a l l  hybr id  system. Therefore ,  i t  i s  apparent  t h a t  the  formula- 
t i o n  of the  performance index i s  n o t  independent of the  d e s i g n e r ' s  
judgement. 
Perhaps the most fundamental des ign  requirement which in f luences  the  
s e l e c t i o n  of quant ized c o e f f i c i e n t s  of D(z) i s  t h a t  of system s t a b i l i t y ;  
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i . e . ,  the  degrada t ion  of system s t a b i l i t y  due t o  the approximation of the  
nominal D(z) c o e f f i c i e n t s  must be he ld  t o  a minimum. Of course ,  t he re  
may be o the r  des ign  s p e c i f i c a t i o n s ,  such as s t a t i c  accuracy,  system band- 
width,  response t i m e ,  maximum overshoot ,  e t c . ,  which must a l s o  be main- 
t a ined  as nea r ly  as poss ib l e  t o  nominal i n  the  s e l e c t i o n  of quant ized 
c o e f f i c i e n t s .  
Each of the above des ign  s p e c i f i c a t i o n s  i s  r e f l e c t e d  i n  the  shape 
of the gain-phase p l o t  of D(z) as z = exp(sT) t r a v e r s e s  the u n i t  c i r c l e  
i n  the  z-plane,  o r  as s v a r i e s  from -j g / T  t o  j g / T  i n  the s -p lane .  
i n s t ance ,  i f  i t  i s  requi red  t h a t  the s t a t i c  accuracy of the  hybrid system 
be unchanged a f t e r  the c o e f f i c i e n t s  of D(z) a r e  quant ized ,  i t  is  necessary 
t h a t  D ( 1 )  remain unchanged a f t e r  c o e f f i c i e n t  quan t i za t ion  takes  p lace .  
Fu r the r ,  if the  r e l a t i v e  s t a b i l i t y  of the hybrid system is t o  be the same 
before  and a f t e r  quan t i za t ion  of t he  c o e f f i c i e n t s  of D(z) ,  i t  i s  necessary 
t h a t  the  c r i t i c a l  phase margins and ga in  margins of the system be equi -  
v a l e n t  before  and a f t e r  quan t i za t ion  takes  p lace .  I n  o the r  words, i f  
z i s  a va lue  on the  u n i t  c i r c l e  i n  the  z-plane corresponding t o  a c r i t i c a l  
s t a b i l i t y  margin, i t  i s  necessary  t h a t  D(zi) be approximately the same 
before  and a f t e r  quan t i za t ion  of c o e f f i c i e n t s  is e f f e c t e d .  
For 
i 
I n  gene ra l ,  the  des igner  may emphasize any des i r ed  combination of 
des ign  s p e c i f i c a t i o n s  when s e l e c t i n g  quant ized c o e f f i c i e n t s  of D(z) by 
simply r e q u i r i n g  t h a t  the  depa r tu re  from nominal of the  gain-phase p l o t  
of D(z) be minimized over the  ranges of z on the  u n i t  c i r c l e  which a r e  
a s soc ia t ed  wi th  these  s p e c i f i c a t i o n s .  There a r e  s e v e r a l  ways i n  which 
the above q u a n t i z a t i o n  po l i cy  might be incorporated i n  a performance 
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index. However, f o r  the  purposes of the developments of t h i s  chap te r ,  
the fol lowing performance index w i l l  be employed: 
(111-1) 
where zi ,  i = 1, 2 ,  ... , K, a r e  the predetermined c r i t i c a l  va lues  of Z 
on the u n i t  c i r c l e  a t  which the  pe r tu rba t ions  of the gain-phase p l o t  of 
D(z) m u s t  be minimized. 
obtained a f t e r  the  nominal c o e f f i c i e n t s  have been rep laced  by quant ized 
c o e f f i c i e n t s ,  and A i ,  i = 1, 2 ,  ... , K, r ep resen t  weight ing cons t an t s  t o  
be s e l e c t e d  by the des igne r .  Consequently, minimizing the Performance 
index given by (111-1) i s  equ iva len t  t o  minimizing the sums of the  squares  
of the percentage changes i n  the  r e a l  and the imaginary p a r t s  of D(zi), 
i = 1, 2,  ... , K, i n  a g iven  s e t  of quant ized c o e f f i c i e n t s .  No a t tempt  
w i l l  be made here  t o  show t h a t  t h i s  p a r t i c u l a r  performance index is  s u p e r i o r  
t o  any o t h e r .  Moreover, the  p r i n c i p l e  j u s t i f i c a t i o n  which w i l l  be o f f e red  
f o r  i t s  use i s  t h a t  experience has shown i t  t o  be s a t i s f a c t o r y  i n  p r a c t i c a l  
The symbol D(zi) denotes  the  va lue  of D(zi) 
problems. 
Before proceeding t o  the  development of a numerical  method f o r  mini-  
mizing the performance index, t he re  a r e  a number of d e f i n i t i o n s  which 
should be s t a t e d .  
B. D e f i n i t i o n s  
D e f i n i t i o n  111-1: L e t  EgN+l denote the  space wi th  coord ina te s  
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def ined  by the  c o e f f i c i e n t s  of D(z). A "point" o r  "vector" i n  E 8 
2N+1 
means the number sequence of 2N+1 terms [p17 p2' ... 
be denoted by the  s i n g l e  underl ined l e t t e r  E. 
p2N+1] and w i l l  
D e f i n i t i o n  111-2: Suppose D r e p r e s e n t s  a d i g i t a l  element which i s  
t o  t o  be used t o  r e a l i z e  D(z).  
which 
p r e c i s e l y  by D. I n  o the r  words, Q i s  the union of a l l  poss ib l e  quant ized 
c o e f f i c i e n t  v e c t o r s  a s soc ia t ed  w i t h  D.  
L e t  Q denote the  s e t  of p o i n t s  i n  E@ 
belongs i f  and only i f  pi ,  i = 1, 2,  ... 
2N+l 
2N+17 can be r e a l i z e d  
Comment: It should be noted t h a t  the  se t  Q corresponding t o  any 
phys ica l ly  r e a l i z a b l e  d i g i t a l  device f o r  implementing D(z) w i l l  be a 
f i n i t e  and bounded s e t  i n  E 
d a t e  p o i n t s  on which J(E) is  t o  be minimized. 
Fu r the r  no te  t h a t  Q i s  the s e t  of candi-  8 
2N+1' 
D e f i n i t i o n  111-3: L e t  and E' be p o i n t s  of Q.  The s ta tement  t h a t  
"& and &' a r e  ad jacen t  p o i n t s  i n  Q" means t h a t  t he re  e x i s t s  one i n t e g e r  
j E [l, 2N+1] such t h a t  
I 
(1) P i  = P i  f o r  a l l  1 - < 2N+1 except  f o r  i = j 
(3)  t he re  i s  no member E" E Q wi th  the proper ty  t h a t  
D e f i n i t i o n  111-4: L e t  8' be a member of Q. The s ta tement  t h a t  
"the performance index J has  a l o c a l  minimum a t  g1 i n  Q " means t h a t  i f  
E'' E Q and e" i s  ad jacen t  t o  g' 
D e f i n i t i o n  111-5: 
then J(Er) 5 J(&"). 
The s ta tement  t h a t  "g' is  an  optimal s e t  of 
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quant ized c o e f f i c i e n t s  of D(z) " means t h a t  ~ ' E Q  and J(g') is  a l o c a l  
minimum i n  Q. 
On the b a s i s  of the  above d e f i n i t i o n s ,  a numerical  technique f o r  
opt imizing J(g) may now be developed. 
C. Minimization of J(& 
There a r e  a number of a lgor i thms a v a i l a b l e  f o r  minimizing func t ions  
of s e v e r a l  v a r i a b l e s  [7-91.  However, the  minimizat ion of J(g) does no t  
lend i t s e l f  r e a d i l y  t o  any of these  methods. There a r e  e s s e n t i a l l y  two 
reasons f o r  t h i s :  (1) most of the e x i s t i n g  minimizat ion procedures r e q u i r e  
t h a t  the p a r t i a l  d e r i v a t i v e s  of J(g) be der ived  wi th  r e s p e c t  t o  each of 
the  components of E, which is  extremely imprac t i ca l  f o r  anything o the r  
than ve ry  l o w  order  forms of D(z ) ,  and (2)  the  search  f o r  minima of J(@) 
m u s t  be confined t o  the  s e t  QCE2N+l,  @ whereas c o n s t r a i n t s  of t h i s  type a r e  
no t  incorpora ted  i n  e x i s t i n g  techniques.  It is  the re fo re  ev iden t  t h a t  i n  
order  t o  make use of the a v a i l a b l e  methods, they must be modified t o  
circumvent the  above problems. 
The two procedures which have proven t o  be most success fu l  i n  
minimizing the performance index a r e :  (1) a mod i f i ca t ion  of the  s t e e p e s t  
descent  method, and (2) a mod i f i ca t ion  of a method descr ibed  by Resenbrock 
[8] i n  which one quant ized c o e f f i c i e n t  i s  v a r i e d  a t  a t ime. The f i r s t  
technique converges more r a p i d l y  than the second; however, due t o  the 
na tu re  of t he  performance index, the second method is sometimes r equ i r ed  
f o r  h ighe r  p rec i s ion .  This  a s p e c t  w i l l  be d iscussed  i n  more d e t a i l  as 
the  minimizat ion techniques are evolved. 
51 
1. Modif ica t ion  of the s t e e p e s t  descent  method 
The s t e e p e s t  descent  method i n  i t s  normal form c o n s i s t s  of f i nd ing  
the  d i r e c t i o n  of s t e e p e s t  descent  of the  func t ion  X(a,, a2, ... J %I,  
which is  t o  be minimized, as a - v a r i e s  from some i n i t i a l  s t a r t i n g  p o i n t  
a," i n  EN. The d i r e c t i o n  of s t e e p e s t  descent  from go i s  given by 
to = -grad [ X(go)] , - 
where Lo i s  a v e c t o r  i n  the requi red  d i r e c t i o n .  
c a l c u l a t e d  along a l i n e  from the s t a r t i n g  p o i n t  
(111-2) 
The va lue  of X(a) - i s  then 
p a r a l l e l  t o  u n t i l  the  
- 
l e a s t  va lue  i s  a t t a i n e d .  There a r e  no r e s t r i c t i o n s  on the  incremental  
s tep- length  t o  be used. S t a r t i n g  from the  p o i n t  of l e a s t  X(@ on t h i s  l i n e ,  
the  process  i s  repea ted  and a new d i r e c t i o n  of s t e e p e s t  descent  i s  d e t e r -  
mined. The procedure cont inues  u n t i l  X(& can be decreased no f u r t h e r .  
I n  order  t o  apply the s t e e p e s t  descent  p r i n c i p l e  t o  J(@, the  follow- 
ing modi f ica t ions  must be e f f e c t e d :  (1) the  p a r t i a l  d e r i v a t i v e s  must be 
numerical ly  approximated, and (2) the choice of s t ep - l eng ths  i n  the  
d i r e c t i o n s  of s t e e p e s t  descent  must be made such t h a t  J(g) i s  minimized 
only on Q ,  the  s e t  of permiss ib le  quant ized c o e f f i c i e n t  v e c t o r s  of D(z).  
The f i r s t  mod i f i ca t ion  may be e a s i l y  implemented by means of t he  
r e l a t i o n s h i p  
where A is  chosen s u f f i c i e n t l y  s m a l l .  
A convenient  method f o r  accomplishing the  second mod i f i ca t ion  i s  t o  
p r o h i b i t  s t ep - l eng ths  a long any coord ina te  axis of ED of anything 2N+1 
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o t h e r  than  i n t e g r a l  m u l t i p l e s  of one quan t i za t ion  l e v e l .  This  of course 
e l imina te s  the p o s s i b i l i t y  of J(j3) being examined a t  any p o i n t  o the r  than 
p o i n t s  i n  Q ,  wi th  one poss ib l e  except ion;  the  case  wherein the  s t e p -  
l ength  when added t o  a p o i n t  i n  Q r e s u l t s  i n  a p o i n t  whose components 
exceed the bounds of Q a long  one or  more coord ina te  axes .  This  i s  a 
h igh ly  u n l i k e l y  occurrance i n  most p r a c t i c a l  problems; however, it 
may be circumvented i f  the need a r i s e s  by the  a d d i t i o n  of s p e c i a l i z e d  
func t ions  t o  J(j3) which become extremely l a rge  as the  bounds on Q a r e  
approached [ 8 3. 
One obvious e f f e c t  of the proposed technique f o r  s e l e c t i n g  s t e p -  
lengths  i s  t h a t  i t  becomes un l ike ly  t h a t  the d i r e c t i o n s  of the s t e p s  a t  
the i n i t i a l  s t a r t i n g  p o i n t s  i n  Q w i l l  be p a r a l l e l  t o  those of the  coores-  
ponding g r a d i e n t  v e c t o r s  a t  these  po in t s .  This  a f f e c t s ,  i n  vary ing  
degrees ,  the r a t e  of convergence of the  method. A t  f i r s t  g lance ,  the 
apparent  s o l u t i o n  t o  t h i s  problem i s  t o  make the  number of quan t i za t ion  
@ propor t iona l ly  equal  (as n e a r l y  2N+1 l e v e l s  per  s t e p  along each a x i s  of E 
as poss ib l e )  t o  the corresponding components of t h e  g r a d i e n t  v e c t o r .  
However, t h i s  i s  n o t  always the  b e s t  po l i cy ,  s i n c e  the minimum t o t a l  
s t ep - l eng th  by t h i s  approach could become p r o h i b i t i v e l y  l a r g e  i f  one 
of the components of -grad [J(@] were much smaller than another  component. 
The most s u c c e s s f u l  s t ep - l eng th  a lgor i thm which has  been i n v e s t i g a -  
ted  thus  f a r  i s  as fol lows:  
a s s o c i a t e d  w i t h  the c o e f f i c i e n t  pi; then the  v e c t o r  5 r ep resen t ing  the 
d i r e c t e d  s t ep - l eng th  t o  be used i n  moving from some i n i t i a l  p o i n t  @OEQ 
toward a l o c a l  minimum of J@) i n  Q i s  
l e t  hi  denote  the  quan t i za t ion  g r a n u l a r i t y  
- 
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s =  - (111-4) 
a J (E.') 
-h2N+1 sgn[ a@,,] 
L J 
where sgn i s  def ined  f o r  t h i s  case  a s  
sgn [f] = +I i f  f > 0 ,  
sgn [ f ]  = 0 i f  f = 0 ,  and 
sgn [ f ]  = -1 i f  f < 0 .  
It can be seen i n  (111-4) t h a t  the  components of w i l l  never be g r e a t e r  
than one quan t i za t ion  l e v e l  i n  magnitude, which e l imina te s  the  p o s s i b i l i t y  
of the p r o h i b i t i v e l y  l a r g e  minimum s t ep - l eng ths  mentioned previous ly .  
Furthermore,  s i n c e  and -grad [J(g0)] must l i e  i n  the  same "quadrant" 
of EtN+,, t he  d i f f e r e n c e  i n  t h e i r  d i r e c t i o n s  w i l l  n o t  i n  gene ra l  be 
g r e a t  enough t o  d r a s t i c a l l y  a f f e c t  t he  r a t e  of convergence. 
The only undes i rab le  a spec t  of the modified steepest  descent  method 
ou t l ined  above i s  t h a t  the i t e r a t i v e  process  may te rmina te  before  a 
l o c a l  minimum of J(@) , as g iven  by D e f i n i t i o n  (111-4) , i s  reached. 
u sua l ly  occurs  when the re  are more than one nonzero element of the 
f i n a l  d i r e c t e d  s t ep - l eng th  s of the  process ,  and i n  o rde r  t o  reach a 
l o c a l  minimum, i t  i s  necessary  t o  p e r t u r b  only one of the  c o e f f i c i e n t s .  
This  
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For t h i s  reason,  a second, more r e f i n e d ,  and somewhat slower s t a g e  w a s  
incorpora ted  i n  t h e  minimizat ion algori thm. 
2 .  Second Stage 
A f t e r  the  modified s t e e p e s t  descent  method has  terminated,  the 
fol lowing technique may be u t i l i z e d  t o  guarantee  t h a t  a l o c a l  minimum 
of J(g)  i s  reached.  
The l a s t  p o i n t  of Q which is a t t a i n e d  i n  the s t e e p e s t  descent  
procedure i s  employed as a s t a r t i n g  p o i n t  i n  the  second s t a g e .  Each 
of the  c o e f f i c i e n t s  p1, 82, . . , , (32N+1 is then va r i ed  i n  turn ,  one 
quan t i za t ion  l e v e l  a t  a t ime;  J(g) is  reduced as f a r  as poss ib l e  wi th  the 
f i r s t  c o e f f i c i e n t  vary ing  and then c o n t r o l  passes  on t o  the  next .  This  
process  cont inues  u n t i l  no f u r t h e r  r educ t ion  of J(j3J i s  poss ib l e  and a 
l o c a l  minimum of J(pJ i s  found. 
This  quant ized c o e f f i c i e n t  v e c t o r  i s  t h e r e f o r e  the  des i r ed  optimal 
s e t  of quant ized c o e f f i c i e n t s  of D(z) based on the performance index J(g). 
A simple numerical  example w i l l  now be considered f o r  t h e  purpose 
of demonstrat ing the  d e t a i l s  of implementing the  proposed quant ized 
c o e f f i c i e n t  s e l e c t i o n  technique.  
3 .  Example 
Consider the  hybr id  system conf igu ra t ion  represented  i n  Figure 14, 
which c o n s i s t s  of  an  uns t ab le  continuous-time p l a n t  and a d i g i t a l  
c o n t r o l l e r  i n  the feedback loop f o r  the  purpose of s t a b i l i z i n g  the  sys -  
t e m .  It w i l l  be assumed t h a t  T,  the  system sampling per iod ,  i s  0.04 
seconds and t h a t  t he  D/A conve r t e r  func t ions  as an i d e a l  zero-order  
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Plan t  
F ig .  14--Example. 
data-hold .  Classical  frequency domain techniques may be used t o  show 
t h a t  the  fol lowing d i g i t a l  c o n t r o l l e r  t r a n s f e r  func t ion  adequately 
s t a b i l i z e s  the  system: 
(111-5) 
where 
p, = 1.0000, 
0, = -1.9400, 
p3 = 0.9405, 
B4 = -1.8150, 
and 
D5 = 0.8159. 
For the  purpose of the fol lowing d i scuss ion ,  i t  w i l l  be assumed t h a t  
the d i g i t a l  device  used i n  implementing D(z) i s  capable  of r e a l i z i n g  both 
p o s i t i v e  and negat ive  c o e f f i c i e n t s  having magnitudes from 0 through 
2047/1024, i n  increments of 1/1024. This  d e f i n e s  the s e t  Q of permiss ib le  
quant ized  c o e f f i c i e n t  v e c t o r s  i n  E5 B and the  corresponding quan t i za t ion  
2-10 
h5 - g r a n u l a r i t i e s ;  i . e . ,  h l  = h2 = h3 = h4 = 
The des ign  s p e c i f i c a t i o n s  which w i l l  be emphasized i n  t h i s  example 
a r e  the  system phase margin and the s t a t i c  assuracy  of the  system; 
moreover, the  o b j e c t i v e  w i l l  be t o  s e l e c t  a quant ized c o e f f i c i e n t  v e c t o r  
from Q which minimizes the  d e v i a t i o n  of t hese  performance c h a r a c t e r i s t i c s  
from those of the nominal system. 
To proceed f u r t h e r ,  a knowledge of the nominal magnitude-phase p l o t  of 
The magnitude-phase p l o t  a s soc ia t ed  wi th  the  open- the  system i s  r equ i r ed .  
loop z - t r a n s f e r  func t ion  of the  system i n  Figure 14 may be generated by 
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convent iona l  sampled-data techniques [l].  This  information has  been 
computed and p l o t t e d  i n  the  form of a Nyquist diagram i n  Figure 15. It 
is  apparent  from t h i s  p l o t  t h a t  the performance index m u s t  include terms 
which r e f l e c t  dev ia t ions  i n  D(z) i n  the v i c i n i t y  of z = 1.0000 + jO.0000 
and z = 0.9950 + j0.0998. These requirements may be incorporated i n  
(111-1) t o  ob ta in  a s u i t a b l e  performance index f o r  the problem under 
cons ide ra t ion ;  i . e .  , l e t  
(111-6) 
where z = 1.0000 + j0.0000, z 
1 2 
= 0.9950 + j0.0998, and 11 = h2 = 1.0.  
All t h a t  remains t o  be done before  minimizat ion of J(g) may be 
0 
c a r r i e d  out  i s  the  s e l e c t i o n  of a n  i n i t i a l  s t a r t i n g  p o i n t ,  , i n  Q. 
Experience has  shown t h a t  a convenient choice f o r  the  i n i t i a l  s t a r t i n g  
p o i n t  i s  the  member of Q whose components dev ia t e  from those of the 
nominal c o e f f i c i e n t  v e c t o r  by the  l e a s t  amount. However, i n  order  t o  
e f f e c t i v e l y  demonstrate the convergence p r o p e r t i e s  of the  two-stage mini-  
miza t ion  technique i n  t h i s  example, a s t a r t i n g  p o i n t  having components 
t h a t  devia ted  s e v e r a l  q u a n t i z a t i o n  levels from those of the nominal 
c o e f f i c i e n t  p o i n t  w a s  chosen. This  p o i n t  i s  g iven  by (111-7). 
1024 
1024 
@;: = -
1987 
1024 p; =- -
96 8 
@; = 1024 

1859 
1024 
833 
=- -
G = 1024' 
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(111-7) 
which corresponds t o  J(go) = 30.94133. 
A d i g i t a l  computer program (see Appendix ) w a s  w r i t t e n  f o r  imple- 
menting the prev ious ly  descr ibed  two-stage minimizat ion technique,  w i th  
go as the  s t a r t i n g  p o i n t ,  and the r e s u l t s  of each success ive  i t e r a t i o n  
of t h i s  program a r e  t abu la t ed  i n  Table 1. A s  a note  of p r a c t i c a l  
i n t e r e s t ,  the  r e s u l t s  presented  i n  Table 1 requ i red  14 seconds of execu- 
t i o n  on an  IHM model 7040 d i g i t a l  computer. 
The system magnitude-phase p l o t  a s soc ia t ed  wi th  the opt imal  quant iz -  
ed c o e f f i c i e n t s  from Table 1 i s  presented  i n  F igure  16 as an i n d i c a t i o n  
of the  e f f e c t i v e n e s s  of t he  quant ized c o e f f i c i e n t  s e l e c t i o n  technique. 
A comparison of t h i s  p l o t  w i th  t h a t  of F igure  15 r e v e a l s  t h a t  the 
d e v i a t i o n  from nominal of the system phase margin due t o  the  s e l e c t i o n  
of quant ized c o e f f i c i e n t s  is approximately f i v e  degrees .  Moreover, 
the s t a t i c  ga in  dev ia t ion  i s  nea r ly  undetec tab le  on the  p l o t s .  Whether 
o r  n o t  these  dev ia t ions  a r e  t o l e r a b l e  depends of course upon the  des igne r ' s  
judgement. I f ,  however, they are unacceptable ,  the des igner  has  the  
fol lowing a l t e r n a t i v e s :  
X i n  order  t o  e f f e c t  t r a d e - o f f s  between s t a t i c  accuracy and phase margin 
d e v i a t i o n s ,  (2) he may s e l e c t  d i f f e r e n t  i n i t i a l  s t a r t i n g  p o i n t s  i n  Q i n  
an a t tempt  t o  l o c a t e  r e l a t i v e  minima of J(pJ i n  Q which a r e  l e s s  than 
t h a t  obtained i n  Table 1, o r  (3) he may simply r e q u i r e  t h a t  c o e f f i c i e n t  
word-lengths be increased  w i t h i n  the  d i g i t a l  hardware. 
(1) he may a d j u s t  the  weight ing f a c t o r s  XI and 
2 
Severa l  observa t ions  a r e  appropr i a t e  a t  t h i s  p o i n t  concerning the 
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second a l t e r n a t i v e  s t a t e d  above. It has  been observed i n  s e v e r a l  
p r a c t i c a l  examples t h a t  t he re  may e x i s t  more than  one r e l a t i v e  minimum 
of J(@ i n  Q i n  the immediate v i c i n i t y  of the nominal c o e f f i c i e n t  p o i n t .  
The number of these  r e l a t i v e  minima of course depends almost e n t i r e l y  on 
the c h a r a c t e r  of D(z) and the c o e f f i c i e n t  word-lengths being considered.  
For in s t ance ,  under the condi t ions  imposed i n  the  previous example, i t  
w a s  found t h a t  by choosing d i f f e r e n t  s t a r t i n g  p o i n t s  i n  Q ,  r e l a t i v e  minima 
of J(B) i n  Q were a t t a i n e d  ranging from J(@ = 1.00083 (with p1 = 
1024 /1024 ,  p2 = -1987/1024,  p3 = 963/1024,  p4 = -1859/1024,  and p5 = 
835/1024)  t o  J(g) = 0.01123 (with p1 = 1024 /1024 ,  8, = -1986/1024,  
= 963/1024,  B4 = -1858/1024,  and B5 = 836 /1024) .  
p3 
It i s  e s p e c i a l l y  i n t e r e s t i n g  t o  no te  t h a t  the  r e l a t i v e  minimum 
= 1.0083 corresponds t o  the p o i n t  i n  Q whose components devia ted  J(@ 
by the l e a s t  amount from the  r e spec t ive  components of the  nominal coef -  
f i c i e n t  p o i n t .  It i s  d i f f i c u l t  t o  a t t a c h  any s i g n i f i c a n c e  t o  t h i s  
occurrence,  a s i d e  from the  f a c t  t h a t  the abso lu te  minimum of J(@) i n  Q 
i s  no t  l imi t ed  t o  p o i n t s  of c l o s e  proximity t o  the  nominal c o e f f i c i e n t  
p o i n t .  
I V .  AN ALGORITHM FOR COMPUTING FREQUENCY- 
RESPONSE BOUNDS FOR SYSTEMS SUBJECT 
TO PARAMETER ANOMALIES 
A problem of cons iderable  i n t e r e s t  i n  e f f e c t i n g  a c o n t r o l  system 
eva lua t ion  i s  t h a t  of determining i n  some measure the  e f f e c t  of para- 
meter anomalies upon the  system performance. This  problem arises both 
i n  continuous-time systems, where component t o l e r a n c e s  may in t roduce  
parameter u n c e r t a i n t i e s ,  and i n  d i g i t a l  systems, where equipment m a l -  
func t ions  might conceivably r e s u l t  i n  erroneous r e a l i z a t i o n s  of D(z) 
c o e f f i c i e n t  magnitudes. Seve ra l  techniques have been advanced f o r  
t r e a t i n g  the  parameter anomaly problem, as evidenced by [lo-121. 
I n  t h i s  chapter ,  a new s o l u t i o n  t o  the  parameter anomaly problem 
i s  developed based on frequency-domain design techniques.  An a lgor i thm 
i s  introduced which enables  the des igner  t o  genera te  a se t  of  abso lu t e  
bounds on the  magnitude and the  phase p l o t s  of a system t r a n s f e r  func t ion  
s u b j e c t  t o  a given set  of parameter e r r o r  ranges.  These envelopes may 
then be used t o  determine the  e f f e c t s  of parameter v a r i a t i o n s  upon 
system s t a b i l i t y  . 
The technique i s  developed i n i t i a l l y  f o r  the case  of continuous- 
t i m e  systems wherein the  parameters  are allowed t o  assume a continuum of 
va lues  w i t h i n  t h e i r  r e s p e c t i v e  to l e rance  ranges.  Then, wi th  these  
r e s u l t s  as a b a s i s ,  t he  method is  extended t o  the  magnitude and t h e  
phase p l o t s  of D(z) ,  where bounds must be obta ined  re la t ive  t o  a f i n i t e  
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set  of  c o e f f i c i e n t  magnitude e r r o r s .  
Cen t r a l  i n  the  development of the  a lgor i thm are c e r t a i n  d e f i n i t i o n s  
and theorems r e l a t e d  t o  the  c a l c u l u s  of extrema f o r  func t ions  of 
several v a r i a b l e s .  The fol lowing i s  a compilat ion of t hese  theorems 
and d e f i n i t i o n s  . 
A .  D e f i n i t i o n s  and Theorems 
D e f i n i t i o n  I V - 1 :  L e t  x and y be p o i n t s  i n  the  N-dimensional 
Eucl idean space EN. The d i s t a n c e  between and y i s  def ined  as 
D e f i n i t i o n  I V - 2 :  L e t  r be a number g r e a t e r  than zero.  The s ta te -  
ment t h a t  l ' N r ( ~ o )  i s  a neighborhood of xo i n  E N t t  means t h a t  Nr(xo) i s  
t h e  set of a l l  p o i n t s  2 i n  EN such t h a t  
D e f i n i t i o n  I V - 3 :  The s ta tement  t h a t  " the s e t  of  p o i n t s  S c E N  i s  
an open set" means t h a t  i f  2 i s  a p o i n t  i n  S,  then  t h e r e  e x i s t s  a 
neighborhood Nr  (2) S. 
D e f i n i t i o n  I V - 4 :  L e t  f (x)  be a continuous func t ion  def ined  on an  
open set S EN wi th  func t ion  va lues  i n  E Then fbc)  i s  s a i d  t o  have 
an  abso lu te  maximum a t  the  p o i n t  2 E S i f  
1' 
f (x)  5 f ( 2 )  , f o r  a l l  2 E S . 
I f  a E S and i f  t h e r e  e x i s t s  a neighborhood N (a) C S such t h a t  r - 
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f(5) _< f(2) , for all 5 E Nr(s) 
then f(x) is said to have a relative maximum at the points. Absolute 
minima and relative minima are similarly defined. 
Theorem IV-1: Let f(x) be a function on an open set S C  EN with 
finite first-order partial derivatives at a point xoeS. If f(x) - has 
a relative minimum or relative maximum at xo, then the gradient of 
f(5) at - xo is 0 [13]. 
Theorem IV-2: Let f(x) have continuous second-order partial 
derivatives on an open set S c E N ,  and let x o e S  be a point having the 
property that the gradient of f(2) at xo is 0. 
symmetric matrix whose ijth entry is hij = a2f(xo)/ ax,axj and let 
A = det[H(xo)]. 
from A by deleting the last k rows and columns. 
i. 
Let H(xo) be the N x N 
Let 4 = 1 and let 4 - k  be the determinant obtained 
A sufficient condition for f(x) to have a relative minimum atxo 
is that the N+1 numbers +, AI, ... 
condition for f(2) to have a relative maximum atxo is that 4, 
Aly ... , + be alternately positive and negative. That is, if 
H ( x o )  is positive (negative) definite, then f(Eo) is a relative 
minimum (maximum). 
A necessary condition for f(x) to have a relative minimum (maximum) 
at xo is that H(xo) be positive (negative) semidefinite [13,141. 
Comment: Theorem IV-2 provides a useful analytical method for 
, 4 be positive; a sufficient 
ii. 
locating relative extrema of functions of several variables. It fur- 
nishes a "combined" set of necessary and sufficient conditions for the 
existence of relative extrema of f(x) at any point in S ,  with one 
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no tab le  except ion.  This  except ion  i s  the  case wherein t h e  H mat r ix  
a s s o c i a t e d  wi th  a given p o i n t  i n  S i s  semide f in i t e .  I n  t h i s  case, 
Theorem I V - 2  does no t  guarantee t h a t  f ( z )  achieves a re la t ive  extrema. 
Therefore ,  when t h i s  s i t u a t i o n  a r i s e s ,  one must r e s o r t  t o  D e f i n i t i o n  
I V - 4  t o  determine whether o r  no t  f (x)  a t t a i n s  a re la t ive  extremum; 
and i f  s o ,  the  type of  extremum. 
- -  - 
D e f i n i t i o n  I V - 5 :  L e t  G ( s ,  a l ,  a2, ... , aM) denote  the  gene ra l i zed  
t r a n s f e r  func t ion  of t he  continuous-time system t o  be cons idered ,  
- -  - 
where a l ,  a2,  ... , aM rep resen t  t he  to le ranced  parameters whose va lues  
are not  known p r e c i s e l y  but  are known t o  be w i t h i n  a p re sc r ibed  se t  of 
t o l e rance  ranges.  
- 
D e f i n i t i o n  I V - 6 :  L e t  ai denote  the  nominal va lue  of  ai, f o r  i = 
1, 2, ... , M. 
D e f i n i t i o n  I V - 7 :  L e t  ai + hi and a i  - Ali denote  the  maximum 
and minimum pe rmis s ib l e  va lues  of zi, r e s p e c t i v e l y ,  where bi> 0 and 
Gi 2 ai 2 a.-Ali, f o r  i = 1, 2 ,  ... , M. A l i 2  0 ;  i .e .  a i +  - 1 
- 
D e f i n i t i o n  IV-8: 
D e f i n i t i o n  I V - 9 :  
L e t  G(jcu, a) = U(w, a) + jV(u) ,  a). 
L e t  D(z, Kl, ... , bN) denote  the  genera l ized  - 
- 
t r a n s f e r  func t ion  of t he  d i g i t a l  system under i n v e s t i g a t i o n ,  where bl ,  
b2, ... , bN denote  the  c o e f f i c i e n t s  whose i n c o r r e c t  r e p r e s e n t a t i o n s  - - 
w i t h i n  the  d i g i t a l  system are t o  be considered.  
D e f i n i t i o n  I V - 1 0 :  L e t  bi r ep resen t  t he  nominal va lue  of ci, f o r  
i = 1, 2 ,  ... , N .  
D e f i n i t i o n  I V - 1 1 :  L e t  Qi denote  t h e  s e t  of erroneous representa-  
- 
t i o n s  of bi which a r e  t o  be considered i n  genera t ing  the envelopes on 
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jcuT - the magnitude and the phase plots of D.(E , k). Further, let 
b i +  L& be the greatest member of Qi and let b 
member of Q 
- Ali be the least i 
where Aui’O, Ali> 0 and i = 1, 2, ... , N. i’ 
Comment: Note that since the coefficients of D(z, E) must be 
realized by words of finite length in a physically realizable digital 
system, there are a finite number of misrepresentations of b which 
can occur. Consequently, Qi must be a finite set. 
i 
- 
Definition IV-12: Let D(E jCDT , i) - = ~ ( c u ,  1) + jV(c0, 1). 
With the above definitions and theorems as a basis, the develop- 
ment of the algorithm may now proceed. 
B. Development of the Algorithm for Toleranced 
Parameters in Continuous-Time Systems. 
- 
Consider the system represented by G ( s ,  a). Due to the assertion 
that each of the toleranced parameters may assume a continuum of values 
within its respective tolerance range, the magnitude and phase asso- 
ciated with the complex number G(jw, a) become M-parameter families of 
curves when plotted versus CD in the conventional frequency response 
format. Each permissible combination of the M parameter values will 
in general result in a different set of frequency-response character- 
istics. Furthermore, each of U and V is an M-parameter family of 
curves in the U-u, and V-03 planes, respectively. (In some cases, the 
arguments of U and of V are omitted for notational convenience). It 
will be shown that by determining the envelopes on the U and the V 
families of curves, one can establish a set of absolute bounds on the 
phase and the magnitude families of characteristics of G(jO3, a).  
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A t  t h i s  p o i n t  i t  i s  convenient  t o  e s t a b l i s h  an  M-dimensional Eu- 
a c l i d e a n  space EM i n  which the  coord ina tes  are def ined  by the  to le ranced  
system parameters  al, a2, ... aM. Consequently, the  parameter 
t o l e rances  desc r ibe  a se t  o f  permiss ib le  "opera t ing  po in t s "  i n  EM. 
- -  - 
a 
The o b j e c t i v e  now i s  t o  abso lu te ly  bound the  magnitude and t h e  phase 
of G(ju,  a) a t  each frequency of i n t e r e s t  f o r  any pe rmis s ib l e  set of  - 
parameter values. Since 
(IV- 1) 
one p o s s i b l e  approach t o  t h e  problem i s  t o  extremize each of  U and V 
independent ly  a t  t he  f requencies  of i n t e r e s t  and then  select  the 
g r e a t e s t  and least  va lues  of G(jcu, a) from the  s e t  of  va lues  co r re -  
sponding t o  the  four  combinations of the  extrema of  U and V.  Fur ther -  
z
more, s i n c e  
(IV-2) 
- 
a s i m i l a r  argument a p p l i e s  t o  the magnitude of G ( j u ,  a).  I t  i s  ev ident  
from (IV-1) and (IV-2) t h a t  t h i s  procedure would i n  f a c t  y i e l d  a set 
of  abso lu t e  bounds on the  g a i n  and the  phase of  G(ju,  a) i n  every  case 
except  one; t he  case wherein the  abso lu te  extrema of U and (o r )  V are 
of  oppos i t e  s ign .  Therefore ,  t h i s  e v e n t u a l i t y  must be taken i n t o  
account i f  the  foregoing procedure i s  employed t o  genera te  frequency- 
response bounds. This  problem w i l l  be considered i n  more d e t a i l  as 
the  development p rogres ses .  
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1. Change of  v a r i a b l e s .  
It would be convenient  t o  employ Theorem IV-1 and Theorem IV-2 
i n  extremizing U and V.  However, s i n c e  the  s e t  of pe rmis s ib l e  ope ra t ing  
p o i n t s  i n  EM i s  no t  an  open set ,  these  theorems are not  d i r e c t l y  a p p l i -  
cab le .  For t h i s  reason,  i t  i s  advantageous t o  perform the  fol lowing 
a 
changes of v a r i a b l e s .  L e t  
- 
s i n  ai , - hi - 4 i  %i + 4 i  ai = ai + + 
2 2 
(IV- 3) 
where i = 1, 2 ,  ... , M. 
Note t h a t  the  t ransformat ion  descr ibed  by (IV-3) i n  e f f e c t  maps 
the  set  of ope ra t ing  p o i n t s ,  a c losed  and bounded subse t  of E:, onto 
E:, an M-dimensional Eucl idean space whose coord ina tes  are the  ai 
- 
v a r i a b l e s .  Therefore ,  s i n c e  t h e  transformed se t  of  ope ra t ing  p o i n t s  
i s  an open set ,  the  above theorems are now a p p l i c a b l e ,  assuming of 
course t h a t  the  requirements  on the  p a r t i a l  d e r i v a t i v e s  a r e  s a t i s f i e d .  
- 
It  i s  important  t o  note  t h a t  s i n  ai i s  not  the  only func t ion  
which might be employed i n  ( I V - 3 )  t o  a t t a i n  the  d e s i r e d  transforma- 
- 
t i o n ;  f o r  example, cos  ai would perform equa l ly  w e l l .  
2. Absolute  bounds on U and V .  
I n  the  subsequent d i scuss ion ,  i t  i s  assumed t h a t  both U and V are 
continuous and have continuous f i r s t -  and second-order p a r t i a l  d e r i -  
vatives a t  a l l  p o i n t s  i n  E# and f o r  a l l  f requencies  of  i n t e r e s t .  This  
i s  no t  a severe a l i m i t a t i o n  s i n c e  the  t r a n s f e r  func t ions  encountered 
i n  the  modeling of continuous-time systems u s u a l l y  possess  t h i s  
proper ty .  
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- 
Consider now the  real  p a r t  U of G(jw, e ) .  A set  of  abso lu t e  
bounds on U a t  any d e s i r e d  frequency mmay be obta ined  by the  follow- 
ing  procedure.  
the  v a r i a b l e s  ai, i = 1, 2 ,  ... , M ,  y i e l d s  a s e t  of  p o i n t s  T 
The s o l u t i o n  o f  the equat ions  aU(c0, E ) /  si = 0 f o r  
a - 
having the  proper ty  t h a t  each p o i n t  GET i s ,  by Theorem I V - 1 ,  a can- 
d i d a t e  f o r  ex t remiz ing  U .  
To determine the  p o i n t s  of T a t  which U does i n  f a c t  ach ieve  
r e l a t i v e  extrema, i t  i s  necessary  t o  apply Theorem IV-2 and t o  examine 
the  s i g n a t u r e  of the  sequence 4, Al, ... , 4 which r e s u l t s  f o r  each 
p o i n t  i n  T .  I f  none of t he  members of T y i e l d  a semide f in i t e  form of 
H, then  Theorem IV-2 may be used exc lus ive ly  t o  i s o l a t e  extrema of U .  
I f ,  however, c e r t a i n  members of T lead t o  semide f in i t e  H matrices, 
then i t  i s  necessary  t o  numerical ly  eva lua te  U i n  the  neighborhoods 
of t hese  p o i n t s  and t o  employ D e f i n i t i o n  I V - 4  t o  i n v e s t i g a t e  extrema1 
behavior of  U. 
The next  s t e p  i n  the  a lgor i thm,  a f t e r  t he  p o i n t s  i n  T where U has  
r e l a t i v e  maxima and where U has  r e l a t i v e  minima have been i s o l a t e d ,  i s  
t o  select  from these  sets  the  p o i n t s  which produce the  g r e a t e s t  rela- 
t i v e  maximum and least re la t ive  minimum of U .  The va lues  of  U cor re-  
sponding t o  these  p o i n t s  are of course  the  d e s i r e d  abso lu te  bounds on 
U a t  the  frequency w. 
I n  the  preceding d i scuss ion ,  only the  rea l  p a r t  of G ( j q  G) w a s  
considered.  However, i t  i s  ev iden t  t h a t  t h e  same procedure i s  equa l ly  
e f f e c t i v e  i n  the  problem of gene ra t ing  abso lu te  bounds on V ( u ,  g). 
- 
It  i s  important  t o  no te  t h a t  t he  aforementioned procedure f o r  bounding 
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U and V must be r eapp l i ed  f o r  each frequency of i n t e re s t .  
t h i s  s t e p  of the  a lgor i thm i s  e a s i l y  implemented w i t h  a d i g i t a l  computer 
program once the  forms of the  necessary  p a r t i a l  d e r i v a t i v e s  have been 
e s t a b l i s h e d  f o r  eva lua t ing  the  sequence Aoy Al, ... , 
However, 
i n  Theorem I V - 2 .  
3 .  Bounds on magnitude and phase.  
A f t e r  the abso lu te  extrema of U and of V have been e s t a b l i s h e d  f o r  
a given frequency of i n t e r e s t ,  it i s  poss ib l e  t o  ob ta in  a s e t  of abso- 
l u t e  bounds on the  magnitude and the  phase of G(jcu, 3 as fol lows.  It 
can be seen i n  F igure  17 t h a t  the bounds on U and on V gene ra t e  a 
r ec t ang lua r  reg ion  i n  the  U-V plane w i t h i n  which G ( j w ,  3 must l i e  
a f o r  any i n  EM.  A s  mentioned previous ly  i n  connect ion wi th  (IV-1) 
and (IV-2), an upper and a lower bound on the  magnitude and on the 
phase of G ( j w ,  3 can be e a s i l y  determined by cons ide ra t ion  of only 
the  four  v e r t i c e s  of t h i s  r ec t angu la r  reg ion .  However, the  case  where- 
i n  the  abso lu te  bounds on U and (or)  on V a r e  of oppos i te  s i g n  must be 
t r e a t e d  as a s p e c i a l  case .  I f  t he  r ec t angu la r  boundary i n t e r s e c t s  
one of the  coord ina te  axes ,  as i s  depic ted  f o r  example i n  Figure 18-a, 
the  lower bound on the  magnitude of G(jcu, z) i s  computed a t  t h i s  i n t e r -  
s e c t i o n  r a t h e r  than a t  a v e r t e x  of the  r ec t ang le .  I f  both coord ina te  
axes  of t he  U-V plane a r e  i n t e r s e c t e d ,  as i n  F igure  18-b, only the 
upper bound on the  magnitude of G(jcu, G) i s  computed a t  the  v e r t i c e s .  
The th ree  remaining bounds must be chosen as 
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U 
Gmaxy G,in - abso lu te  bounds on magnitude 
pmax, pmin - abso lu te  bounds on phase of 
of G(ju , ,  E) 
G ( j G ,  
F ig .  17.--Typical r ec t angu la r  reg ion  i n  the U-V plane .  
jV 
u 
jV (a) 
u 
(b) 
Fig, 18,--Special cases where magnitude or phase bounds are not 
obtained at a vert ice of the rectangular region. 
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and 
(IV-5) 
The repea ted  a p p l i c a t i o n  of the  above procedure f o r  a l l  f r e -  
quencies of i n t e r e s t  r e s u l t s  i n  a set of abso lu t e  bounds, o r  an  
envelope, on the  system frequency-response c h a r a c t e r i s t i c s .  This  
s t e p ,  l i k e  the  preceding s t e p s ,  i s  w e l l  s u i t e d  t o  d i g i t a l  computer 
implementation. 
4 .  S i m p l i f i c a t i o n s .  
The procedure f o r  extremizing U and V i s  no t  as involved i n  many 
cases  as i t  might f i r s t  appear .  It i s  s i m p l i f i e d  cons iderably  by 
c e r t a i n  p r o p e r t i e s  which a r e  f r equen t ly  exh ib i t ed  by the U and the V 
func t ions .  Severa l  of these  p r o p e r t i e s  w i l l  now be considered and 
t h e i r  e f f e c t  on the  a p p l i c a t i o n  of t he  a lgor i thm w i l l  be noted.  
Proper ty  1: The t r igonometr ic  terms which e n t e r  i n t o  the  changes 
of v a r i a b l e s  i n  (IV-3) u s u a l l y  r e s u l t  i n  cas  al being a f a c t o r a b l e  
m u l t i p l i e r  i n  the  express ions  f o r  a V ( a ,  @/hi, i = 1, 2 ,  . . . , M. 
Consequently, due t o  the unbounded number of zeroes  of cos ai, the  
- -  
s e t  T of candida te  p o i n t s  w i l l  be i n f i n i t e .  However, due t o  the  c y c l i c  
na tu re  of the  func t ion  cos a only a f i n i t e  s u b s e t  T '  of T correspond- 
ing t o  a ie[-n,  S I ) ,  i = 1, 2,  ... , M y  need be considered i n  extremiz-  
ing U o r  V. The remaining members of T w i l l  y i e l d  no extrema of U o r  
i' 
- 
V n o t  a l r eady  produced by members of T ' .  
P roper ty  2: I n  most cases the matrix H of second-order p a r t i a l  
d e r i v a t i v e s  a s s o c i a t e d  wi th  U and wi th  V i s  a d iagonal  ma t r ix  when 
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evalua ted  a t  p o i n t s  i n  T.  I n  t e r m s  of t he  a p p l i c a t i o n  of Theorem I V - 2 ,  
t h i s  means t h a t  H i s  p o s i t i v e  d e f i n i t e  i f  and only i f  each of  t he  
elements h i t ,  i = 1, 2 ,  ... , M, are p o s i t i v e .  Moreover, H i s  negat ive  
d e f i n i t e  i f  and only i f  hii, i = 1, 2 ,  ... , M, are negat ive .  
p rope r ty  s u b s t a n t i a l l y  s i m p l i f i e s  t he  use  of  Theorem I V - 2  i n  t he  search  
f o r  extrema o f  U and of  V .  
This  
Proper ty  3 :  Another u s e f u l  proper ty  i s  t h a t  i n  many cases  every  
p r i n c i p a l  minor o f  H i s  nonzero when eva lua ted  a t  p o i n t s  i n  T .  I n  the  
2 - - 2  
case of  a d iagonal  H mat r ix ,  t h i s  means t h a t  &(o, 9) / &xi # 0 o r  - 
2 -2 
a V < w ,  & /  &xi # 0, f o r  i = 1, 2 ,  ... , M and &T. Consequently, 
Proper ty  3 e l i m i n a t e s  the  p o s s i b i l i t y  of H being semide f in i t e  i n  those 
cases ,  which means t h a t  Theorem I V - 2  provides  a combined se t  of neces- 
s a r y  and s u f f i c i e n t  cond i t ions  f o r  t he  ex t remiza t ion  of U o r  V .  Thus, 
one needs only t o  select  from the  pe rmis s ib l e  candida tes  f o r  Ei, i = 1, 
2 ,  ... , M, a l l  o f  t he  combinations which produce p o s i t i v e  d e f i n i t e  H 
ma t r i ces ,  and Theorem I V - 2  guarantees  t h a t  t h e r e  e x i s t  no o t h e r  p o i n t s  
of  r e l a t i v e  minima of  U (o r  V ) .  The same argument a p p l i e s  t o  re la t ive  
maxima of func t ions  having Proper ty  3 .  
A numerical example which i s  t r e a t e d  i n  the  fol lowing s e c t i o n  
w i l l  provide f u r t h e r  c l a r i f i c a t i o n  of t he  above s ta tements  and w i l l  
i n d i c a t e  i n  a somewhat h e u r i s t i c  manner the  reasons  f o r  the  e x i s t e n c e  
of t hese  p r o p e r t i e s  i n  t h e  U and the  V func t ions .  
5 .  Example 
The fol lowing numerical  example i s  given t o  demonstrate t he  app l i -  
c a t i o n  of the  foregoing algori thm. Consider t h e  system rep resen ted  by 
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the transfer function 
(IV- 6) 
- -  - 
where al, a2, and a3 are toleranced parameters having nominal values 
given by 
al = 1.0, 
a2 = 2.0, 
and 
a3 = 1.0 . 
(IV- 7) 
(IV- 8) 
(IV- 9) 
Further, suppose it is desired to establish a set of absolute bounds 
on the system frequency-response characteristics which result from a 
5 10 percent variation of these parameters about their nominal values. 
Then, following the algorithm, the variable parameters are defined as 
- - 
al = 1.0 + 0.1 sin a1 , (IV- 10) 
- 
(IV- 11) 
- 
a2 = 2.0 + 0.2 sin a2 , 
and 
- - 
a3 = 1.0 + 0.1 sin a3 . (IV- 12) 
The next step is that of determining the bounds on the U and on 
the V families of curves. In the discussion which follows, only the 
development of the envelope on the U family will be considered in 
detail. Since the procedure for generating the envelope on V is based 
on the same arguments as for U, the discussion of V will be limited to 
77 
a b r i e f  summary. 
The r ea l  p a r t  o f  G(ju), z) i s  
- 
U(W, a) = 
(1.0 + 0.1 s i n  all (1.0 - 0.1 s i n  a3 + 0.2 s i n  a,) 
(IV- 13) - 2 2  (1.0 + 0.1 s i n  a3) u) + 1.0 
a and the  subse t  TU of p o i n t s  i n  E 3  which are candida tes  f o r  extremizing 
U(w, _a) may be determined by Theorem IV-1. 
- 
To be more e x p l i c i t  TU i s  
comprised of p o i n t s  which s a t i s f y  the  equat ion  
(IV- 14) 
The components of t h i s  g rad ien t  v e c t o r  are l i s t e d  below f o r  convenience: 
- - - 
amW, ,a> 
a Gl 
0.1(1.0 - 0.1 s i n  a3 + 0.2 s i n  a2) cos al 
- , (IV-15) - 2 2  (1.0 + 0.1 s i n  a,) u) + 1.0 
- - 
, and (IV- 16) 2 au(w, _a> 
a Z2 
0.2(1.0 + 0.1 s i n  G ) cos a 
(1.0 + 0.1 sin &3)2u2 + 1.0 
- 1 - 
Therefore ,  from (IV-15) through (IV-17), i t  i s  apparent  t h a t  T c o n s i s t s  U 
o f  p o i n t s  having the  p rope r ty  t h a t  
- (2n + On- 
ai - ; n = 0, 21, 22 ,  ... , 
2 
(IV- 18) 
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f o r  i = 1, 2 ,  3 .  
This  of course  means t h a t  TU must be determined only once and i s  
app l i cab le  a t  a l l  f requencies .  
Note t h a t  i n  t h i s  case, TU i s  i n v a r i a n t  w i t h  w. 
Note a l s o  t h a t  TU has  Proper ty  1. 
Theorem IV-2 may now be employed t o  i s o l a t e  p o i n t s  of TU a t  
which U(w, E) i s  extremized. I n  t h i s  example i t  i s  ev ident  t h a t  
each one of t h e  of f -d iagonal  elements i n  the  ma t r ix  H of  second- 
o rde r  p a r t i a l  d e r i v a t i v e s  of  U(w, 3) con ta ins  a t  least one of t he  
t e r m s  cos  ai; i = 1, 2 ,  3 .  Hence, H i s  a d iagonal  mat r ix  f o r  any 
a €TU and t h e r e f o r e  possesses  Proper ty  2. 
shown t h a t  none of  t he  d iagonal  elements of  H are zero  f o r  a ETU; 
e 
- 
Furthermore, i t  i s  e a s i l y  
i .e . ,  H has  Proper ty  3 .  Therefore ,  on ly  Theorem IV-2 i s  r equ i r ed  t o  
i s o l a t e  the  extrema of U(w, 5) i n  T,,; and, the a p p l i c a t i o n  of 
D e f i n i t i o n  IV-4 i s  not  necessary.  
Since H i s  a d iagonal  mat r ix ,  t he  sequence of  determinants  i n  
Theorem IV-2 reduces t o  the  form 
no = 1 
( I V -  19) 
From the  sequence of  express ions  given by (IV-19), i t  i s  a simple m a t -  
ter t o  select  t h e  components GI, E 2 ,  and E3 of the  p o i n t s  i n  TU such 
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t h a t  t h e  cri teria se t  f o r t h  i n  Theorem IV-2 are s a t i s f i e d  and t h e  
p o i n t s  of  re la t ive minima and o f  re la t ive maxima of  U(w, G) i n  TU 
are obtained.  Consider A f o r  example: 1 
O. l ( l .0  - 0.1 s i n  E3 + 0.2 s i n  E2) s i n  El 2 a U(0Y -1 
= -  ' (IV-20) 
(1.0 + 0.1 s i n  ~x3)2&+ 1.0 2 a 
(4n - 1)n 
2 
I t  i s  ev iden t  from (IV-20) and Theorem IV-2 t h a t  El = 
n = 0, 21, t 2 ,  . . . , are t h e  only va lues  of which need be con- 
s ide red  i n  the  minimizat ion of U(w, E). 
Y 
Fur the r ,  because of Proper ty  1, 
t h i s  se t  of candida tes  may be reduced t o  the  s i n g l e  va lue  E1=-n/2. 
Moreover, E1 = 7-12 i s  the  only component va lue  of El, t h a t  need be 
considered i n  the  maximization of U(w, G) i n  TU. 
S imi l a r  arguments may be employed t o  show t h a t  5 2  = -n /2  and 
a 3  = n / 2  are the  only va lues  of t he  remaining components o f -  €TU 
- 
which must be considered i n  minimizing U(w, a ) ;  and E2 = 7-/2 and 
- 
a 3  = -  7-/2 are the  only va lues  t h a t  must be employed i n  maximizing 
U(w, Z). 
S u b s t i t u t i o n  of t he  above r e s u l t s  i n t o  ( I V - 1 3 )  r e s u l t s  i n  a set 
of boundary equat ions  which a b s o l u t e l y  bound U ( u ,  @ f o r  a t  any fre- 
quency of i n t e r e s t  and a t  any ope ra t ing  po in t  "E3. These equat ions  a 
are 
1.43 
2 
0.81 w + 1.0 
U(w) = (upper bound) (IV-21) 
and 
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0 . 6 3  
U(w) = 
1.21U2 + 1.0 
(lower bound) . (IV - 22) 
The V boundary equat ions ,  which a r e  determined by the  s a m e  proce- 
dure as f o r  t he  U family,  are 
1 . 7 8 ~ ~  + 0.9 
V(w) = -  
cu(l.2lw2 + 1.0) 
(upper bound) (IV-23) 
and 
2 . 1 7 8 ~ ~  + 1.1 
~ ( 0 . 8 1 ~ ~  + 1.0) 
V(w) = -  (lower bound) . (IV-24) 
The f i n a l  s t e p  of the a lgor i thm can now be app l i ed ;  t h a t  i s ,  the  
U and V boundary equat ions  are used t o  d e f i n e ,  f o r  each frequency of 
i n t e r e s t ,  a r ec t angu la r  reg ion  i n  the  U-V plane  which bounds G(jw, B), 
f o r  the  p re sc r ibed  set of parameter t o l e rance  ranges.  Then, from the  
boundaries of t hese  r ec t angu la r  reg ions ,  the  maximum and minimum magnitude 
and phase are determined f o r  each frequency of i n t e r e s t  by the  method 
i l l u s t r a t e d  i n  Figure 17 and Figure  18. This s t e p  w a s  implemented 
wi th  a d i g i t a l  computer program which generated the  boundary reg ions  
f o r  each d e s i r e d  frequency and sys t ema t i ca l ly  checked the  boundaries 
f o r  t he  extremes of phase and ga in .  
The r e s u l t i n g  phase and ga in  envelopes f o r  t h i s  p a r t i c u l a r  example 
are i l l u s t r a t e d  i n  F igure  19 and Figure 20. 
One a d d i t i o n a l  observa t ion  should be made be fo re  the  above example 
i s  completed. It i s  q u i t e  p o s s i b l e  t h a t ,  a t  a given frequency, a 
v e r t e x  of t he  r ec t angu la r  r eg ion  i n  the  U-V plane  which i s  used t o  
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obtain one of the magnitude or the phase bounds is itself unattainable 
for any 3 in E$. 
absolute bound, but it may be rather conservative. Consequently, the 
envelopes depicted in Figure 19 and Figure 20 may be conservative over 
The bound obtained in this case is, however, an 
certain frequency ranges. 
C. Extention to Digital Systems with Coefficient Anomalies 
With only minor modifications, the algorithm presented in the 
foregoing discussion may be used to generate envelopes on the magni- 
tude and the phase plots of the complex number D ( E  jWT , 5) - subject to 
a given set of erroneous representations of the digital filter coeffi- 
cients. 
The changes of variables which are necessary for the application 
of Theorem I V - 1  and Theorem IV-2 in the extremization of U(u),E) and 
i = 1, 2 ,  ... , N. 
B a Consequently, the N-dimensional space EN replaces EM of the previous 
development . 
The magnitude and the phase characteristics associated with 
D(cjWT, E) are N-parameter families of curves when plotted versus u). 
Each possible set of coefficient misrepresentations will in general 
result in a different magnitude-phase plot. However, unlike the 
parameter tolerance problem in continuous-time systems, there are 
a4 
only a finite set of coefficient anomalies which might occur; i.e., 
Qi, i = 1, 2, ... , N, are finite sets. Thus, when the sets TU and 
TV of candidate points in E! for extremizing U and V are generated, 
any point with components not associated with Qi, i = 1, 2, ..., N, 
must be neglected. 
Aside from the above stated changes , the technique previously 
developed for generating frequency-response bounds in continuous- 
time systems is direktly applicable to digital systems with coeffi- 
cient anomalies. 
V . CONCLUSIONS 
Several of the problems associated with coefficient quantization 
in hybrid control systems were considered and solutions to these 
problems were advanced. 
A technique for precisely correcting the time-response of a hybrid 
system containing quantization approximations of nominal digital filter 
coefficients was developed in Chapter 11. Central in the technique is 
the use of a Taylor series expansion of the nominal system response 
about the approximated system response. In order to implement the 
correction technique, it is necessary to realize a separate auxiliary 
correction equation for each coefficient to be corrected. However, the 
coefficients of these equations are precisely realizable by the word- 
lengths of the digital filter. Further, the orders of the correction 
equations are the same as the order of the difference equation being 
realized by the digital filter. Consequently, the technique has the 
desirable property that it may be implemented by time-sharing the 
digital filter or by using duplicate digital filters. The coefficient 
correction scheme increases considerably the system hardware requirements, 
and therefore, it is recommended only in cases where infinite word-length 
precision of coefficient realizations is essential. 
In cases where coefficient quantization errors are tolerable, the 
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procedure which w a s  ou t l i ned  i n  Chapter I11 may be employed t o  optimize 
the s e l e c t i o n  of quant ized c o e f f i c i e n t s .  The procedure minimizes a 
performance index which may be fashioned by the des igner  t o  r e f l e c t  
dev ia t ions  fmm nominal of a wide v a r i e t y  of des ign  s p e c i f i c a t i o n s .  The 
minimizat ion technique i s  implemented by a two-stage d i g i t a l  computer 
program which l o c a t e s  r e l a t i v e  minima of the  performance index i n  the  
s e t  of permiss ib le  quant ized c o e f f i c i e n t  combinations.  However, s i n c e  
the r e s u l t s  a r e  n o t  g l o b a l ,  i t  is sometimes necessary  t o  l o c a t e  more 
than one r e l a t i v e  minimum of the performance index and s e l e c t  as the 
optimal s e t  of c o e f f i c i e n t s  the s e t  wi th  l e a s t  r e l a t i v e  minimum of the  
performance index. 
A use fu l  a lgor i thm was presented  i n  Chapter I V  f o r  e s t a b l i s h i n g ,  
s u b j e c t  t o  a given s e t  of parameter to le rance  ranges,  an envelope 
t h a t  bounds the frequency-response c h a r a c t e r i s t i c s  of a l i n e a r ,  s t a t i o n a r y ,  
continuous-time system. The bounds obtained from t h i s  technique are i n  
some cases  conserva t ive ;  however, they provide information which i s  
i n d i c a t i v e  of the worst  poss ib l e  performance of the  system f o r  a given 
s e t  of parameter t o l e rances .  The method a l s o  e x h i b i t s  the  d e s i r a b l e  
f e a t u r e  t h a t  the e f f e c t s  of many parameter t o l e rances  may be inves t iga t ed  
wi thout  a s i g n i f i c a n t  i nc rease  i n  the d i f f i c u l t y  of ob ta in ing  the 
envelope. Thus, the  a lgor i thm i s  a u s e f u l  a n a l y t i c a l  method f o r  e f f e c t i n g  
a system parameter t o l e rance  s tudy.  The a lgor i thm a l s o  provides ,  w i th  
minor mod i f i ca t ions ,  an a t t r a c t i v e  method f o r  i n v e s t i g a t i n g  the  e f f e c t s  of 
c o e f f i c i e n t  anomalies i n  d i g i t a l  systems. Given a s e t  of bounds wi th in  
which the  c o e f f i c i e n t  e r r o r s  must l i e ,  one can genera te  v i a  the  a lgor i thm 
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an  envelope  on t h e  g a i n  and t h e  phase p l o t s  of the d i g i t a l  sys tem 
z - t r a n s f e r  f u n c t i o n .  
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APPENDIX 
TWO-STAGE PROGRAM FOR MINIMIZATION OF PERFORMANCE INDEX 
MODIFIED STEEPEST OESCENT METHOD 
DEFINE DEL USED IN PARTIAL DERIVATIVE APPROXIMATIONS 
DEFINE CONSTRAINT POINTS ON UNIT CIRCLE OF 2-PLANE 
NOM I NAL COEFF IC IENTS 
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D E F I N E  I N I T I A L  S T A R T I N G  P O I N T  
P A R T I A L  D E R I V A T I V E  APPROXIMATION 
I T E R A T E  U N T I L  SUMSQ EXCEEDS SUMSQ OF PREVIOUS ITERATION 
11 SUMSQnO.0 
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REGRESS ONE I T E R A T I O N  AN0 REEVALUATE PARTIAL D E R I V A T I V E S  
K t K + t  
I F  ( P l ( J ) o E Q . O . O )  GO TO 18 
I F  (Pl(Jj.CTeOoO) GO TO 17 
B ~ ( J ) = R ~ ( J ) - G R A N  
17 B 1 (  J 1 = B 1  l J)+GRAN 
GO TO 18 
18  CONTINUE 
I F  (K.GE.61 CALL STAGE2 tVAL,Bl,AI,REsZsGRAN,N) 
GO TO 2 
STOP 
19 FORMAT ( 5 X , 2 5 H M O D I F I E D  STEEPEST OESCENTs/ / )  
20 FORMA1 ( l H 1 )  
21 FORMAT ~ 5 X ~ ~ H P ~ I ~ ~ ~ F 8 ~ 5 ~ ~ X ~ ~ H B l ~ ~ I 5 ~ 5 H / 1 0 2 4 , 4 X ~ 3 H B 2 ~ ~ I 5 ~ 5 H / l O 2 4 ~ 4 X  
1 ~ 3 H B 3 ~ ~ I 5 ~ 5 H / 1 0 2 4 ~ 4 X , 3 H B 4 t , I 5 r 5 H / l O 2 4 , 6 X ~ 3 H 6 5 ~ ~ I 5 ~ 5 H ~ l O Z 4 s ~ ~ ~  
END 
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SUBROUTINE STAGE2 (VAL,Bl,AI,RE,Z,GRAN,N) 
BEGIN SECOND STAGE 
BEGIN VARIATION OF COEFFICIENTS ONE AT A TIME 
ITERATE UNTIL SUMSQ EXCEEDS SUMSQ OF PREVIOUS ITERATION 
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