Abstract The methodology and outcome of a hands-on workshop for the evaluation of PACS (picture archiving and communication system) software for a multihospital PACS project are described. The following radiological workstations and webbrowser-based image distribution software clients were evaluated as part of a multistep evaluation of PACS vendors in March 2001: Impax DS 3000 V 4
Introduction
PACS (picture archiving and communication system) is considered one of the great advances of the new millennium in the field of radiology [1] [2] [3] . However, the strategy of tendering and implementing a PACS is complex and to date it has not been standardized [4, 5] . This paper describes the methodology and outcome of hands-on workshops for evaluation of radiological workstations for a multihospital PACS project (http://www.tripacs. unizh.ch) in Switzerland.
Materials and methods

Workshop organization
The workshops were part of an evaluation of tenders from the five participating PACS vendors and were held in March 2001. The following products were available for a period of 1 week in each of the three hospitals participating in the PACS project: (a) AgfaGevaert (Mortsel, Belgium), IMPAX DS 3000 V 4.1, IMPAX Web1000; (b) Image Devices (Idstein, Germany), ID Report, ID Web; (c) GE Medical Systems (Milwaukee, Wis., USA), PathSpeed V 8.0 PathSpeed Web; (d) Philips Medical Systems (Eindhoven, Netherlands), EasyVision DX, EasyWeb; and (e) Siemens Medical Systems (Erlangen, Germany), MagicView 1000 VB33a, MagicWeb. One radiologist and one computer specialist from each hospital were trained to provide on-site support for participants. The training consisted of 1 day (1.5 h per vendor) of instruction and 1 day (1.5 h per vendor) of practical work with stand-by help from the vendors. The PACS vendors additionally provided a telephone hotline for the duration of the workshop. The vendors were asked to present the same hardware as listed in their tenders. The computers hosting the web-browser-based image distribution software were PCs with a technical setup typical for the participating hospital and were provided by the hospitals themselves.
System architecture
Two vendors (Image Devices, Siemens) presented stand-alone workstations with locally installed data sets. Three vendors (AgfaGevaert, GE, Philips) implemented server-client systems. Four vendors (Agfa-Gevaert, Image Devices, GE, Philips) presented Windows NT-based workstations, and one vendor (Siemens) a Unix-based system.
Anonymized DICOM image data sets
In order to provide standardized conditions for the vendors, a set of DICOM data on CD-ROM was prepared and was placed at the vendors' disposal. The vendors had to import the data into their a The questions in fields B to E were answered by crossing one of four boxes giving marks to the software product [from "++" for mark 1 (very good) to "−−" for mark 4 (bad)]. The blank was designed to be computer readable to support an efficient data analysis. No special "Default Display Protocols (DDP)" were used during the workshop The questionnaire structure was similar to that used for assessment of radiological workstations. This table shows only those questions that were different a The questions in fields B to E were answered by crossing one of the boxes giving marks to the software product [from "++" for mark 1 (very good) to "−−" for mark 4 (bad)]. The blank was designed to be computer readable to support an efficient data analysis DICOM database. The CD contained X-ray images, US images, CT image data sets (including large MDCT data sets with more than 600 images), and MRI image data sets.
Questionnaire
Two questionnaires were developed, one for rating radiological workstations and one for rating web-browser-based image distribution software clients. The questionnaires consisted of five major parts: part 1, personal information; part 2, assessment/rating area; part 3, free text comments; part 4, general comments; part 5, assessment of the workshop. The evaluation sheet for radiological workstations is shown in Table 1 . Field A identifies the participant. Fields B-E were answered by crossing one of the boxes scoring the software product [from "++" for mark 1 (very good) to "−−" for mark 4 (bad)]. The blank was designed to be computer readable.
The evaluation sheet for web-browser-based image distribution software was partially identical to the workstation evaluation sheet. Fields B and C were different and are listed in Table 2 .
Participants
The workshop was attended by 44 radiologists and 76 clinicians. All radiologists (29, hospital 1; 6, hospital 2; 9, hospital 3) and 53 clinicians (26, hospital 1; 16 hospital 2; 11, hospital 3) answered the entire questionnaire and were included in the present study. In total, 748 scores were rated by radiologists and 848 scores were rated by clinicians. Twenty-three clinicians did not answer the entire questionnaire and were, therefore, excluded. The questionnaires were answered during the evaluation. Participants were allowed to make corrections of the previous ratings after evaluation of all products. Time needed for evaluation of the five products was recorded.
Statistical analysis
Statistical assessment was performed using the paired sign test (StatView Version 5.01, SAS Institute Inc., Cary, NC, USA). To avoid errors caused by multiple testing, Bonferroni correction (n=10) was performed. Therefore, p values less than 0.005 were considered statistically significant.
Anonymization
The workshops were part of a commercial process of evaluation of tenders for a multihospital PACS project. The main aim of this article is to describe the methodology of evaluation. We, therefore, named only the best product under the condition that the difference in scoring was statistically significant.
Results
Data handling
One vendor (GE) was not willing or able to import the anonymized DICOM data sets, but provided their own data set consisting of similar studies.
One vendor (Philips) showed difficulties in correct stack presentation of CT and MRI data (including failure of the software routines for MPR presentation).
Only three vendors (Siemens, Image Devices, AgfaGevaert) managed to display the prepared DICOM data sets correctly.
Software stability
One vendor (GE) presented first a beta version of a new software release, but was forced to switch during the first week to the current release because of software instability. All other products worked stably.
Special software features
One vendor (Agfa-Gevaert) did not provide MPR features. One vendor (Philips) had restricted MPR capabilities because of stack order problems. Two vendors (Image Devices, Siemens) provided functioning MPR features. Two vendors (GE, Siemens) were able to synchronize two series with different slice thickness automatically.
Two vendors (Image Devices, Agfa-Gevaert) provided self-adjusting "soft shutters" for conventional X-ray images. Two vendors (Agfa, Philips) provided webbrowser-based image distribution software with online conferencing tools.
Time needed for assessment
The mean time for assessing the five radiological workstations by the radiologists was 188±23 min (125-190 min). The mean time used to assess the five image distribution clients by the clinicians was 135±21 min (110-156 min). Table 3 Functional properties (Fig. 1a, Rating of radiological workstations was performed by the radiologists. All vendors were compared with each other. The corresponding mean scores for all vendors and groups of parameters are shown in Fig. 1 n.s., statistically nonsignificant present software in your personal clinical settings?" The answer showed an even greater advantage for the radiological workstation of vendor 3 (Image Devices) compared to the other vendors (Fig. 1d) . In the class of webbrowser-based image distribution software clients, vendor 4 showed the best results (Fig. 2) . However, the differences in this group were statistically not significant and the name of the vendor was, therefore, not disclosed.
Discussion
To the best of our knowledge, this is the largest trial assessing radiological workstations and web-browserbased image distribution software clients reported in the medical literature. Most of the larger hospitals are currently evaluating PACS or will do so in the near future. Therefore, the methodology of evaluation used in our project may be of interest to such hospitals, which are on the verge of obtaining a PACS for their radiological department. PACS is characterized by rapid developments and, therefore, some of the vendors may already have made remarkable changes in their software. Despite the great importance of user interfaces for acceptance of a PACS, there are only a few publications dealing with the subject of assessment of functional properties of radiological workstations and web-browserbased image distribution software clients [6] [7] [8] [9] [10] [11] [12] . Hardware features were not directly rated in the present workshop. They were defined in the "Request for proposal" of the project and the vendors were obliged to present the same technical standard in the workshops as indicated in their offers. Therefore, the attendants were able to assess image quality and image presentation in an authentic setup. On the other hand, the attending hospital staff was asked not to take into account differences in image retrieval and speed of image display. Various technical setups of the local networks in the vendors' installations resulted in varying speeds of image presentation without the possibility to extrapolate this behavior to the final PACS installation. The "Request for proposal" specified 2 s for image presentation, which all vendors promised to achieve.
The only original paper on the subject of evaluation of radiological workstations was published in 2000 [6] . Seven PC-based radiological workstations were assessed in two tests: test 1, ergonomic design and function; and test 2, subjective assessment of user interface and function. The design of the second test was similar to the design of our workshop; however, it included additional features such as quality of the manuals and teleradiology features. Rating was performed by only three radiologists, which seems to be a significant drawback of their study. Honea et al. [12] evaluated the technical abilities of six web-browser-based image distribution software clients. A board of radiologists, tech-912
Results by fields
The results of the functional assessment of clinical workstations are shown in Fig. 1 . The results of the statistical assessment are listed in Table 3 . These results represent mean scores for all participants for the indicated fields. The participants had to assign score 1 for a very good result, score 2 for a good result, score 3 for an intermediate and score 4 for a bad result of rating in the particular field of assessment. Therefore, the lower the mean score the better the rating. The results of the rating are shown separately for the fields which are defined in Materials and methods (Table 1 ). Figure 1a shows the results of rating for field B (functional properties of the software). The best marks for functionality were achieved by vendor 3 (Image Devices). Concerning workflow assistance (field C, Fig. 1b) , workstation vendor 3 (Image Devices) also achieved the best marks, as well as in section D (general impression, Fig. 1c ). The differences between the mean scores reached by the ID Report workstation and all other vendors were statistically significant.
Web-browser-based image distribution software clients did not show statistically significant differences in their ratings. The names of the vendors were, therefore, not disclosed.
The "productivity" assessment Field E of the evaluation sheet is devoted to the question "Could you imagine working effectively when using the Fig. 2 Results of rating assumed productivity of image distribution software clients based on marks from 1 to 4 (1 "very good," 4 "poor"). The mean score represents the mean of the scores assigned by the participating clinicians (n=52) to the different software clients. The software client with the lowest mean score performed best. Vendor 4 attained the best results. The corresponding results of the pair-wise statistical assessment were statistically not significant (p>0.005). Based on our anonymization rules the name of the vendor and product were not disclosed under these conditions nical staff, and administrative staff defined a list of primary and auxiliary functions and the installations were tested in accordance to these requirements. Subjective rating of functionality by a group of users was not performed in their study.
In performing the workshops, the PACS project group was able to contact a large group of possible future users to make them familiar with the problems and the advantages of a filmless hospital, and to integrate them into the process of decision making. Moreover, the workshops allowed a direct comparison of the software and hardware offered by the vendors, which aided us in determining the weakness and strength of the products.
There are several advantages but also several shortcomings in the setup of such a workshop which may have compromised the results and which are discussed in the following sections.
Evaluation of a typical clinical PC equipped with a web-browser-based image distribution software client
The vendors provided the radiological workstations for the workshops whereas the PCs hosting the image distribution clients were provided by the hospitals. They hosted a software environment typical for the participating hospital and, therefore, allowed the clinicians to work with the viewers under their customary conditions. Performing the test in the typical software environment was successful in all cases and boosted the confidence of the participating clinicians that the software will work properly on the PC in their ward or on their personal PC.
Evaluation of system performance A direct comparison of the systems' performance was not possible due to the different system architecture of the setups. Most of the vendors used demonstrational setups taken directly from their congress booth at the European Congress of Radiology in Vienna. A restriction to a certain system architecture would have added another economic burden on the vendors. The participants of the workshop were explicitly informed that performance features were not part of the evaluation and should not influence the assessment.
On-site support
On-site support during the workshop was provided not by the vendors themselves but by specially trained staff from the three participating hospitals. The main reason was to reduce the costs for the participating vendors and to prevent direct influence of the vendor's staff on the participants of the hands-on workshops.
Bias toward intuitive user interface design
One shortcoming of studies assessing user interfaces is a possible bias in favor of intuitively "easy-to-use" software that has a self-explaining and easy-to-use user interface. A properly designed system should of course be intuitive. Instructor training, however, showed that even if the software is less easy to use, the user would eventually be able to use the product after a short training period with identical speed and outcome. For the user who is already accustomed to a given software, the scope of available features becomes even more important than intuitive software design. A possible bias may occur if the simplicity of software use is rated higher than the available features and shortcomings in functional properties which may be "masked" by a superior user interface.
Bias due to inhomogeneous groups of readers
The group of clinicians as well as the group of radiologists were both inhomogeneous consisting of physicians who already used an electronic patient record or a mini-PACS in their departments and others who did not and were still fully confined to paperwork and films. However, PACS evaluation was performed with the aim of installing an identical PACS for all three hospitals and all their departments. Therefore, the additional grouping of workshop participants into groups which were familiar with soft-copy reading and groups which were not would give no additional clues for decision making. Taking these considerations into account, we decided not to divide the radiologist and nonradiologists into subgroups.
"Special feature" bias
Special features offered by a certain vendor and not offered by others may cause a certain bias. For instance, a conferencing tool in the web viewer as provided by Agfa-Gevaert and Philips might have caused inappropriate high ratings for these two products. One may question whether this may be called a bias. Better functional properties should improve the results of assessment. A bias only results if the feature, as described above, causes an inappropriate low rating of the other products. In the present study this bias was limited by the design of the evaluation sheet, forcing the participant to perform a systematic evaluation.
Conclusion
None of the vendors was able to supply a radiological workstation and a web-viewer software that gained identical acceptance in all users. ID Report from Image Devices attained the best results in the class of radiological workstations. The workshops raised attention on the PACS project in a wide range of future users and allowed them to assess the functional properties of the software under standardized conditions. The presented methodology may be useful for other hospitals that are evaluating PACS.
