Abstract. This work deals with noise removal by the use of an edge preserving method whose parameters are automatically estimated, for any application, by simply providing information about the standard deviation noise level we wish to eliminate. The desired noiseless image u(x), in a Partial Differential Equation based model, can be viewed as the solution of an evolutionary differential equation u t (x) = F (u xx , u x , u, x, t) which means that the true solution will be reached when t → ∞. In practical applications we should stop the time ''t'' at some moment during this evolutionary process. This work presents a sufficient condition, related to time t and to the standard deviation σ of the noise we desire to remove, which gives a constant T such that
the time ''t'' at some moment during this evolutionary process. This work deals with the relationship between the optimal time of suavization, which gives an estimate for the stop time of the evolutionary process, and the level of noise elimination desired. The viability of finding an ideal stop evolutionary time for the differential equation avoids insufficient or surplus computation time. The insufficient computation time will not give better results and the evolution of the differential equations beyond the necessary smoothing time causes an unnecessarily high computational cost. The stop time concept gives an estimative for the time which the scale evolves in order to guarantee efficiency and computational gain in the denoising process of an image. Motivated by experimental results and based on analysis of the diffusion term of a non linear partial differential equation model we introduced a sufficient condition, related to time t and with the standard deviation of the noise σ , which gives a constant T such that u(x, T ) is a good approximation of the true solution u(x, t). We also present the parameter estimation for the selected PDE model therefore making, the proposed model automatic for any application by simply providing information about the standard deviation noise level we wish to eliminate. The model's feasibility and the choice of the optimal time scale is evident through the various experimental results.
The paper is organized as follows. In Section 2, three PDE based models, involving parameters in their formulation are presented for reconstruction of image u. Section 3 presents the Gaussian space-scale concepts. In Section 4 a non linear space-scale is presented. The optimal time concept, which permits us to estimate the stop time parameter, is introduced in section 5. In Section 6 the approximation for parameter k is presented, and the experimental results are presented in Section 7. Finally the paper is concluded in Section 8.
Image denoising
In this paper, we consider an image to be a real value function on a spatial domain , u : ⊂ R 2 → R. Let I be the intensity of an image obtained from a noiseless image by adding Gaussian noise with zero mean, defined on a rectangle ⊂ R 2 called image support. We assume here that the degradation model is of the form: I = u + η, where η represents the noise in the image.
DIFFERENTIAL EQUATION WITH AUTOMATIC SELECTION OF PARAMETERS
Several techniques have been proposed for the reconstruction of u from I . One of them is the Total Variation method proposed by Rudin, Osher and Fatemi [9] which consists of minimizing the following functional:
where β is a positive parameter. The solution was obtained by finding a steady state solution of a time dependent partial differential equation, which is the evolution of the Euler-Lagrange equation for E(u). This means that they solved
2)
The constant β is given by:
In [13] a closely related problem is proposed. The denoising problem is solved by the minimization of
where
α and β being positive parameters. The parameter α in (2.4) is inversely proportional to the Lagrange multiplier β given in (2.1). This approach is referred to as Tikhonov reguralization. The authors present a numerical study of the α and β parameters effects. These models were obtained from variational problems, therefore the evolutionary equations do not necessarily need to be obtained from the energy functional, as with the equation: 5) known as the mean curvature flow equation, which has inspired many other models because of its geometric interpretation. The existence, uniqueness and stability is due to the work of L.C. Evans [5] . As this equation is not able to preserve the edges localization, Alvares, Lions and Morel proposed in [1] the following non linear parabolic equation for noise removal with k as a parameter. In the formula of most of the models based on PDE there exist parameters of which in some cases are determined by specific procedures and in others, for example [3] , the parameters are taken from that which produces the best results.
These noise elimination processes reach their highest performance according to the t evolution on the scale. Considering all t ∈ (0, T ] we have a sequence of noisy approximations of the original image which have a non-increasing level of noise, generating in this way a temporal space scale [14] and [15] .
The Gaussian space scale
The PDE models in image processing act in a way as to construct a sequence of images u(x, t n ) at time t n starting with the initial image u(x, 0) and where each one of these images represents an approach for the solution of the equation. Consequently, when we refer to ''time'' t, we are refereing to a certain stage of the reconstruction process of an image. The noise elimination process is based on a filtering procedure. The function commonly used for this purpose is the Gaussian function of variance σ 2 which is given by
and the variance σ is the size of the filter. The Gaussian n-dimensional signal space scale is defined as the composition of this signal with all possible variance Gaussian functions, i.e., making t → ∞.
DIFFERENTIAL EQUATION WITH AUTOMATIC SELECTION OF PARAMETERS
As the Gaussian function is the solution of the heat equation, the Gaussian space scale can be formally defined as:
, where t ∈ R + ) which is the solution of the heat equation:
The processing of an image by the heat equation will flatten everything in the image, losing all important structures of the image (Fig. 3.1. ). That effect is due to the fact that the Gaussian filter has assumed the coefficient of conductance as constant [6] and [7] . The solution of (3.1)-(3.2) is given by the convolution of the image I (x) with the Gaussian function G σ , i.e., u(x, t) = G t (x) * I (x). As a consequence the Gaussian scale space obtains the properties: linearity, invariance by translations and causality which means that the signal u(x, 0) is simplified when the scale grows (t → ∞). We can observe that the space scale increases by one in the dimension of the data structure. 
Non linear space scale
The first PDE used for noise removal was the heat equation which when applied to a noisy image I (x) flattens out everything causing the loss of all information. In order to eliminate these inconveniences in relation to the structure loss provoked by the evolution of the heat equation there exist several works which modify the PDE's used. The principal modification is based on the addition of new terms in the equation, or in the modification of those which already exist. As a consequence we have the loss of linearity of the non linear scale spaces generated by the PDE model as in the equations (2.1-2.3), (2.6) and (3.1). With the objective of eliminating unnecessary parameters, where in many cases they are co-related we propose in this paper an equation to eliminate noise and detect borders in an image where only two inter related parameters exist, and which depend on the image. The model studied here has as its main characteristic the elimination of the parameters used in our previous work([2]), we were inspired by the works of Rudin, Osher and Fatemi( [9] ) eAlvares, Lions and Morel ( [1] ). The enhancement of the initial image I is performed by the following differential equation:
where u(x, 0) = I (x) represents the initial noisy image, g(|∇G σ * u|), as in [1] , is a smooth non-increasing function with
. This model allows one to perform selective smoothing in accordance to the size of the image gradient at point x. The constant σ , to be used in G σ calculation, is taken as the standard noise deviation of the initial image I and G σ is a Gaussian function.
The approach given by equation (4.1) presents as its main characteristic edge preservation during the noise elimination process and can be viewed as the balance between ''suavization'' and ''stay close to I''. This balance is carried out by the function g, which is taken as 
The optimal suavization stop time
The desired noiseless image u(x) will be the solution of the equation (4.1). That means: we will have the true solution when t → ∞. We will call the optimal suavization time a constant T , such that u(x, T ) is a good approximation of u(x, t → ∞).
DIFFERENTIAL EQUATION WITH AUTOMATIC SELECTION OF PARAMETERS
Here is presented a definition for the optimal suavization ''time'' as the time T > 0 sufficient to reduce the noise of an image u(x, t 0 ) to acceptable levels. Although the introduction of the forcing term (u − I ) eliminates the real necessity for the definition of the stop time in the evolutionary process given by the PDE (2.1), in practical application, we must stop the evolutionary process at a certain moment in the scale where an arbitrary choice of the constant T would not be satisfactory.
If we interrupt the process before the necessary time T , we will have a non satisfactory smoothed image. On the other hand, if we apply the model beyond the time T it means an undesirable additional computational cost.
If ε is small enough, the optimal suavization time is the time T which produces a satisfactory level of suavization in an image u(x, t 0 ), it means that from the perceptive point of view all the images u(x, t ) obtained at scales t greater than T have not been substantially changed.
Taking into account that the diffusion in the model (4.1) is performed by the term |∇u|div ∇u |∇u| , (which is presented in the mean curvature flow equation) and for the elimination, in an interval of time [0, T ], the noise presented in a given initial image with standard deviation σ I in t = 0, we should suppose that this interval of time [0, T ] will be sufficient for the model based on the curvature equation to make a circle of ratio R(0) disappear.
As the circle's boundary moves at velocity equal to the curvature, which in turn is the inverse of the ratio R(t), we have the following equation:
With the goal of preserving important details we will distinguish the image processing time with different standard deviations. Images with lower standard deviation should be processed slower than those which present greater standard deviation. To reach our objective we will use the standard deviation of the initial image as a determining factor to control the contraction speed of the radius R(t).
Motivated by these factor, and which have been proven experimentally, and, also considering definition 2, we propose, in the next theorem, an estimate for the ideal T time to stop the evolutionary process given by model (4.1).
Theorem 5.1. The time T sufficient for the model (4.1) to give a satisfactory level of suavization when applied in a given initial noisy image I (x)
= u(x, t 0 = 0), is given by T = σ 2 a . (5.2)
where σ is the standard deviation of the noise in I (x), σ I is the standard deviation of the noisy image I (x) and a =2σ I is the constant present in the Gaussian nucleus
Proof. Let σ (t) be the function that gives, for each t, the value of the standard deviation of the noise present in u(x, t), in this way we have σ (0) = σ I . Considering σ (0) as the initial ratio of a circle, we have that σ (t) is related to motion by mean curvature flow equation in the same way as R(t). It means that σ (t) goes to zero when R(t) goes to zero. As the speed of a circle's boundary contraction can be modified by a factor, the equation (5.1) can be reformulate as
where σ I determines the contraction velocity of σ (t). Solving this equation, we have
the standard deviation σ (t) will be zero as a consequence of the T construction.
This theorem says from the theoretical point of view, that the optimal time T is the time in which the desired amount of noise elimination is reached, this means the u(x, T ) is a denoised image approximation of the u(x, 0), excepted on the edge points where the smoothing by the diffusion term was not performed.
As the proposed model is building with respect to preserving edges, then the obtained image reaches its stationary state point, preserving the edges initial characteristics. For each t s > T , the image u(x, t s ) is close to u(x, T ), this means |u(x, T ) − u(x, t s )| < ε for small ε.
Corollary 5.1. Let t r , t s > T . Then |u(x, t r )− u(x, t s )| < ε, where u(x, t r ) and u(x, t s ) are two approximations of the image u(x) obtained by the model (4.1) in different scales, t r and t s , with the same initial condition u(x, 0).

Proof. Let t r and t s constants greater than T , and u(x, t r ) and u(x, t s )
the images obtained at the scale t r and t s , respectively. According to Theorem 5.1, there exists a constant ε 1 , such that:
Considering |u(x, T ) − u(x, t i )| for any t i > T , we have
In this way (4.2) . This parameter, k, is frequently taken as an arbitrary parameter chosen by the user and is intrinsically related to the amount of detail we want to preserve. As a consequence this constant works as the parameter for edge selection. For a fixed image, as the k increases, spurious edges will be identified which means that for small values only well defined edges will be selected, in other words those edges with a strong intensity level contrast.
The success of the model depends on the right determination of the edges which depends on the adequate choice for the constant k, which can cause damage if the user is inexperienced.
In an attempt to avoid an inadequate choice for this constant, based on the experimental data, and in the verification of the fact that the constant k should vary with the amount of the noise presented in an image, we present a model to calculate the constant k.
The analysis of the dispersion diagram of k versus σ I , values carried out in diverse experiments (where k was obtained experimentally as that which supplies the best result from a visual point of view), we find that the curve which adapts best to the data is the exponential type, which is k(σ I ) of the type ae bs . It was therefore checked through the many tests carried out that the behavior of the curve which represents these points dispersal ( using the least square method.
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The ends of the interval [0, 350] are related to 15db and -15db noise levels, respectively. This interval gives the range of the adequate noise presented in an image to be processed using (6.1) to determine the constant k. The results are very good in spite of the range of the noise interval being very large when compared with the number of points used to obtain the function k(σ I ). Various tests were carried out on images with different levels of Gaussian noise and different levels of complexity, which showed the effectiveness of the equation (6.1).
Experimental results
In this section, we present in figures 6-8 the results obtained by applying the model in (4.1) with the selected parameter k using the equation (6.1) and stopping the process at the ideal stop time T .
Our test images are represented by 256 × 256 matrices of intensity values. We let u i,j denote the value of the intensity of the image u at the pixel (x = i t, y = j t). We denote u(i, j, t n ) by u n i,j . The time derivative u t at (i, j, t n ) is approximated by the forward difference 
Conclusion
In this work, an automatic PDE model for noise elimination is presented. The two parameters presented in the model are determined using priori information about the standard deviation of the noise we desire to remove and the standard deviation of the noisy image I . The relationship between the stop time of the evolution process and the level of the noise elimination desired has been investigated and a new estimative for the optimal smoothing time T for performing the noise elimination in an image was derived.
The main contributions in this paper were given by Theorem 5.1, which gives the value of the stop time for the evolutionary model, and by automatic choice of the k parameter given by (6.1). The mathematical analysis shows that the conditions established in the theorem are robust with respect to noise elimination.
The viability of finding the ideal stop evolutionary time for the differential equation avoids computational insufficiency or surplus computation time. The insufficient computation time will not perform good results and the evolution of the differential equations beyond the necessary smoothing time causes an unnecessarily high computational cost. The stop time concept gives an estimative for the time which one should evolve the scale in order to guarantee efficiency and computational gain in the denoising process of an image.
The experimental results show that the scale-space generated by the equation (4.1) using the stop time T as in (5.2) and the constant k in (4.2) calculated by (6.1) gives good signal preservation, when the optimal temporal scale T is reached, maintaining the edges of the image.
