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to estimate the centered log-ratio (clr) matrix. An ecient optimization algorithm using the generalized 
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Theoretical upper bounds are established and simulation studies and real data study demonstrate that 
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based on the generative adversarial imputation networks. In order to increase the applicability of our 
approach, we leverage data from GTEx v8, a reference resource that has generated a comprehensive 
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ABSTRACT
Community Membership Testing and Missing Value Imputation: Theory and Methods
Yezheng Li
Hongzhe Li
Modern machine learning methods have been widely applied in genomics and metagenomics
data analysis. This dissertation focuses on the area of unsupervised machine learning and
discusses community membership testing, matrix completion and generative adversarial
nets with applications to several problems in genomics. While analysis of singular subspace
based on principal component analysis has a long history, the first chapter focuses on recent
theory of statistical distribution of singular subspace in the setting of weighted stochastic
block models. The theoretical results lead to statistical distribution of a test statistic in
two-sample test of membership assignments.
Chapter two of this dissertation deals with the problem of estimating the bacterial com-
position based on sparse count data, where a nuclear-norm penalized likelihood estimation
based on a multinomial model is proposed in order to estimate the centered log-ratio (clr)
matrix. An efficient optimization algorithm using the generalized accelerated proximal gra-
dient is developed. In microbiome studies, clr transformation is most commonly used after
bacterial composition is estimated from the sequencing read counts for downstream statisti-
cal analysis. Due to limited sequencing depth and DNA dropouts, many rare bacterial taxa
might not be captured in the final sequencing reads, which results in many zero counts.
Naive composition estimation using count normalization leads to many zero proportions,
which makes clr transformation infeasible. Our method estimates the clr transformation
directly taking into account its low-rank property. Theoretical upper bounds are estab-
lished and simulation studies and real data study demonstrate that the proposed estimator
outperforms the naive estimators.
iv
Chapter three presents a deep learning method using generative adversarial net (GAN) for
missing data imputation of gene expressions in the GTEx dataset. A fundamental biological
question to address is to what extent the gene expression of a subset of tissues can be used
to recover the full transcriptome of other tissues. To address this challenge, we present
a method for tissue-level gene expression imputation based on the generative adversarial
imputation networks. In order to increase the applicability of our approach, we leverage
data from GTEx v8, a reference resource that has generated a comprehensive collection of
transcriptomes from a diverse set of human tissues. We show that generative adversarial
nets outperform the methods in terms of the predictive performance.
v
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CHAPTER 1 : Two-sample Test of Community Memberships of Weighted
Stochastic Block Models
Suppose two networks are observed for the same set of nodes, where each network is assumed
to be generated from a weighted stochastic block model. This paper considers the problem
of testing whether the community memberships of the two networks are the same. A test
statistic based on singular subspace distance is developed. Under the weighted stochastic
block models with dense graphs, the limiting distribution of the proposed test statistic
is developed. Simulation results show that the test has correct empirical type 1 errors
under the dense graphs. The test also behaves as expected in empirical power, showing
gradual changes when the intra-block and inter-block distributions are close and achieving
1 when the two distributions are not so close, where the closeness of the two distributions
is characterized by Renyi divergence of order 1/2. The Enron email networks and gene
co-expression networks are used to demonstrate the proposed test.
1.1. Introduction
Network data appear in many disciplines such as social science, neuroscience, and genetics.
Many models have been proposed for network data, among which the stochastic block
models (SBMs) (Holland et al., 1983) have emerged as a popular statistical framework for
modeling network data with community structures. SBMs are a class of generative models
for describing the community structure in unweighted networks. The model assigns each of
n nodes to one of Kn blocks, and each edge exists with a probability specified by the block
memberships of their endpoints. To account for edge weights, the observations are given
in the form of a weighted adjacency matrix. As extensions of unweighted SBMs, weighted
SBMs have been proposed, where the weight of each edge is generated independently from
some probability density determined by the community membership of its endpoints (Jog
and Loh, 2015a,b; Xu et al., 2017).
Alternative to SBMs, random dot product graph (RDPG) models have been proposed
where the adjacency matrix of the nodes is generated from Bernoulli distributions with
1
probabilities defined through latent positions. The latent positions can be random and
generated from some distribution. Such RDPG models are related to stochastic block model
graphs and degree-corrected stochastic block model graphs (Karrer, Brian and Newman,
Mark EJ, 2011), as well as mixed membership block models (Airoldi et al., 2008).
Community identification in a network is an important problem in network data analysis.
Spectral clustering is one of the mostly studied methods for community identification based
on SBMs (Von Luxburg et al., 2008; Rohe et al., 2011; Mossel et al., 2012; McSherry, 2001;
Lei et al., 2015, 2016; Zhang et al., 2016; Joseph et al., 2016; Schiebinger et al., 2015). Lei
et al. (2015) showed that, under mild conditions, spectral clustering applied to the adjacency
matrix of the network can consistently recover the hidden communities even when the order
of the maximum expected degree is as small as logn where n is the number of nodes. Xu
et al. (2017); Jog and Loh (2015a) established the optimal rates for community estimation
in the weighted SBMs. Lei et al. (2016); Bickel and Sarkar (2016) developed goodness of fit
tests on number of clusters K for SBMs.
This paper considers the problem of two-sample inference in the setting that two networks
are observed for the same set of nodes, where each network is assumed to be generated
from a weighted SBM. We specifically consider the problem of testing whether the commu-
nity memberships of the two networks are the same. Such tests have many applications.
For example, one might be interested in testing whether there is a change of community
structures over time and whether a set of genes have different network structures between
disease and normal states. This problem has not been studied in literature for weighted
SBMs. There are some related inference works developed for the RDPGs (Athreya et al.,
2018), but these methods do not treat the block memberships as the parameters of interest.
Tang et al. (2017b,a) considered the problem of testing whether two independent finite-
dimensional random dot product graphs have the same generating latent positions or the
respective generating latent positions are scaled or diagonal transformations of each other.
(Cape et al., 2017; Athreya et al., 2016; Tang et al., 2018; Cape et al., 2018; Tang et al.,
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2017a,b) extend the discussion on an interesting asymptotic expansion of subspace distance
in Frobenius norm and considered the two-sample test problem by upper bounds of sub-
space distance (or its variants), but the limiting distribution for test statistic is unknown
(Tang et al., 2017b,a).
Ghoshdastidar and von Luxburg (2018) and Ghoshdastidar et al. (2017) considered a differ-
ent two-sample hypothesis testing problem, where one observes two random graphs, possibly
of different sizes. Based on the two given network graphs, they are interested in testing
whether the underlying distributions that generate the graphs are same or different. Their
proposed test statistic is based on some summary statistics associated with the graphs.
Based on singular subspace distance in Frobenius norm, this paper derives a test statistic
of two-sample community memberships of weighted stochastic block models. Different from
the previous two-sample test statistics of (Tang et al., 2017b,a), we derive the limiting
distribution of our proposed test statistic by Wick;s formular using random matrix theory
for Gaussian ensembles. Such results have not appeared in literature even for the dense
graphs. Xia (2018); Bao et al. (2018); Xia (2019) derives the normal distribution for singular
subspace in Frobenius for low-rank matrices and typically they assume each edge of the
graph (or in their words, each entry of the matrix) has same noise; in an even less relevant
scenario, asymptotics of spectral projectors of sample covariance are discussed (Koltchinskii
et al., 2017). The major difficulty to overcome is to prove that the asymptotic expansion
in (Tang et al., 2017b,a) still holds in the dense graph region in order to derive mean and
variance of our test statistic (1.12) (see Theorem 4 in §1.5).
The rest of the paper is organized as follows. §1.2 defines the homogeneous weighted
SBMs and the conditions for dense graphs. §1.4 presents the statistical definition of the
null hypothesis that two networks have the same community structures and presents our
proposed test statistic. §1.5 presents its limiting distribution. Simulation results to evaluate
the type I errors and the power of the proposed test are given in §1.6. §1.7.1 demonstrates
the application of the proposed test to the Enron email networks. Finally, §1.8 gives a brief
3
discussion. Detailed proofs can be found in the Proof section.
1.2. Homogeneous Weighted SBM and Dense Graph
1.2.1. Homogeneous weighted SBM
Homogeneous weighted SBM of n nodes with K underlying clusters is characterized by two
set of parameters: the underlying membership assignments Zn ∈ {0,1}n×K and the intra-,
inter-edge distributions Pn,Qn (Xu et al., 2017; Lei et al., 2016). For the sake of simplicity
and similar to (Tang et al., 2018), this paper assumes that K is fixed.
The underlying membership assignments of a weighted SBM is characterized by Zn where
each row of Zn ∈ {0,1}n×K contains exactly one 1, and each column represents the assign-
ments of a particular membership. Here Zn is treated as fixed parameters for the model.
Membership assignments can also be characterized by introducing a mapping function K
(Jog and Loh, 2015b), defined as
Definition 1.2.1. Function K ∶ [n]→ [K] outputs the true membership assignment of each
node i.
Similar to (Gao et al., 2017; Xu et al., 2017), we make the following assumption on the size
of each block:
Assumption 1 (Size of each block). There exists β ≥ 1 such that nβK ≤ #Ci ≤
βn
K for all
i ∈ [K], which implies that #Ci ≍ nK for all i ∈ [K].
For the sake of simplicity of arguments in proofs, this paper considers that number of
clusters K is fixed and makes the following homogeneity assumption on the intra-block,
inter-block edge distributions:
Assumption 2 (Homogeneity). The edge weight probability distributions Pn,Qn are sup-
4
ported on S ⊂ IR1, where S may be [0,1], [0,∞) or IR1. For i ≤ j ∈ [n],
wij ∼
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, i = j;
Pn, K(i) = K(j), i < j;
Qn, K(i) ≠ K(j).
where bP , σ
2
P are mean and variance of intra-block distribution Pn and bQ, σ2Q are mean
and variance of inter-block distribution Qn. We assume that σ2P ≍ bP , σ2Q ≍ bQ, where
P,Q are symbols for intra-block and inter-block distributions, not the parameters (Xu et al.,
2017). While subscripts n, (n) emphasize the dependency on n, we ignore these subscripts




Q for the sake of simplicity.
As an example, consider the unweighted SBM GK (pn, qn), we have the adjacency matrix
with entity wij , (i ≤ j)
wij ∼
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, i = j;
Pn = Bernoulli (pn) , K(i) = K(j), i < j;
Qn = Bernoulli (qn) , K(i) ≠ K(j).
namely, for all An ∈ {0,1}n×n such that ATn = An, aii = 0, i = 1, . . . , n, the probability















n (1 − qn)1−Aij
⎤⎥⎥⎥⎥⎥⎥⎦
.
In this case, Assumption 2 holds with means bP = pn, bQ = qn, variances σ2P = pn (1 − pn) , σ2Q =
qn (1 − qn).
For a given network, we observe a symmetric weight matrix Wn ∈ IRn×n = (wij)n×n. For all
i < j ∈ [n] the entry wij are generated independently according to wij ∼ BK(i)K(j),(n). The
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expectation of the weight matrix Wn is
En ≜ EWn = ZnB(n)ZTn − diag (ZnB(n)ZTn) ∈ IRn×n, (1.1)
where the symmetric matrix B(n) = (bP − bQ) IK + bQ1K1TK ∈ IRK×K≥0 represents expectation
of intra-block and inter-block distributions and diag(M) = diag{m11, . . . ,mss} represents a
diagonal matrix consisting of diagonal entries of M ∈ IRs×s.
1.2.2. SBMs with dense graphs
This paper focuses on SBMs with dense graphs and with the assumption on signal-to-noise
ratio defined by Renyi divergence. As for sparsity of the graph, sparsity factor is analogous
to (Tang et al., 2017a, 2018). The Renyi divergence and the dense graphs are assumed to
satisfy Assumption 3:
Assumption 3 (Region of interest).







where sn = n−
1
2
+ε is the asymptotic lower bound for graph sparsity for some ε > 0, and the











where the lower threshold for Renyi divergence might not be tight.
It is worth noting that sparsity factor threshold is consistent with (Tang et al., 2017c).
For unweighted SBMs, Lemma B.1 in (Zhang et al., 2016) provides relation between Renyi
divergence of order 12 and SNR, and Assumption 3 reduces to







where the SNR is the signal-to-noise ratio frequently discussed in the literature of community
recovery in SBM (Abbe, 2017; Athreya et al., 2018). Our SNR refers to summary table of
exact recovery on page 18 of (Abbe, 2017).
1.3. Procrustes Transformation and Property of Singular Subspace Distance for One
Network
Since the spectral clustering is used to identify the community memberships of the nodes
of the two SBMs, we first provide Definition 1.3.1:
















, ∣λ1∣ ≥ . . . ≥ ∣λn∣, (1.4)
where ΛGn = diag {λ1, . . . , λK} contains leading K singular components of Gn while Λ⊥Gn
contains the rest. VGn ∈ IRn×K may not be unique (due to multiple root) but just pick one
collection.
In this paper, the singular value decomposition is applied to the observed connection matrix
Gn=Wn or its expected values Gn = En (Tang et al., 2017a, 2018).
To begin with, we define the orthogonal Procrustes transformation from matrix V1 ∈ IRn×K
to V2 ∈ IRn×K :
PT (V1,V2) ∈ arg inf
U∈O(K)
∥V1U −V2∥F ⊂ IRK×K , (1.5)
where we do not need to specify the relationship between PT (V1,V2) and PT (V2,V1).
We further define
∥sin Θ (V1,V2)∥F ≜ ∥V1PT (V1,V2) −V2∥F (1.6)
as the sin Θ distance in Frobenius norm.
We first establish the distance between singular vectors of VWn and VEn after the Pro-
crustes transformation Tn. One natural definition is the Frobenius norm of two matrices
∥VWnTn −VEn∥F . However, the mean for the square of this distance is complicated; details
7
of this argument can be found in Appendix 1.2.5. Instead, we consider a modified and
re-scaled quantity defined as
∥(VWnTn −VEn)ΛEn∥F ,
which has a simpler mean. We have the following asymptotic expansion for the singular

















where transformation matrix Tn is Procrustes transformation PT (VWn ,VEn).
We provide a proof of this Lemma 1 in §1.2.3 using the same technique as Theorem 2.1 of


























Theorem 2 shows that the second term in the above asymptotic expansion can be removed.














where transformation matrix Tn is Procrustes transformation PT (VWn ,VEn), we remove
bP in the denominator in order to be consistent with later test statistic (1.12) in two-sample
8




























This asymptotic expansion lead to the limiting distribution of 1Kn ∥(VWTn −VE)ΛE∥
2
F as
stated in the the following Theorem.






→ N (0,1), (1.8)
where transformation matrix Tn is Procrustes transformation PT (VWn ,VEn); the mean is
















We use symbols µ̃n, Ṽarn just because symbols µn, Varn are reserved for the mean of variance
of our test statistic Tn,K (1.12) in Theorem 4.
1.4. Two-sample Hypothesis Test of Ccommunity Memberships based on SBMs
1.4.1. A two-sample test problem
Consider the setting where we have two independent networks with the same group of n
nodes and each is generated from a weighted SBM with underlying membership assignment
Z(v)n , v = 1,2. We are interested in testing whether underlying block assignments are the
9
same; in other words, testing
H0 ∶ Z(1)n ⍊ Z(2)n versus H1 ∶ Z(1)n /⍊ Z(2)n , (1.9)
where for two matrices M1,M2 ∈ IRn×K , M1 ⍊ M2 means there exists U ∈ O(K) such that
M1 =M2U and O(K) represents the set of K ×K orthogonal matrices.




In addition, Z(1)n ⍊ Z(2)n if and only if
Z(1)n ([Z(1)n ]TZ(1)n )
− 1




Since an orthogonal matrix is actually a permutation, (1.10) implies that (1.9) is equivalent
to
H0 ∶ VE(1)n ⍊ VE(2)n versus H1 ∶ VE(1)n /⍊ VE(2)n . (1.11)
In order for this null hypothesis to be practically meaningful, we make an additional As-
sumption 4 on the intra-block and inter-block distributions:
Assumption 4. For the expectations of intra-block and inter-block distributions stated in
Assumption 2), we assume B(2)(n) = γB
(1)














The assumption may seem restrictive. However, if the edge generating functions are differ-
ent, the underlying network structures will be different and the the null is usually easy to
reject.
1.4.2. Two-sample test statistic
Our proposed test statistic is also based on the Procrustes transformation but we include
an K ×K matrix multiplier ΛW(2)n in order to simplify the calculations of the mean and
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variance (see Theorem 16) of the test statistic:
Tn,K = Tn,K (VW(1)n ,VW(2)n ) ≜
1
nK




where Tn is the Procrustes transformation PT (VW(1)n ,VW(2)n ).
It is important to point out the difference between our test statistic and ones in (Tang
et al., 2017b,a). First, our formulation of the null hypothesis test is different from that
of RDPGs since RDPGs are parametrized by latent position parameters. (Tang et al.,
2017b,a) developed a two-sample test on those latent position parameters. Secondly, we
provide the limiting distribution of our test statistic by using random matrix theory. In
contrast, (Tang et al., 2017b,a) proposed to apply bootstrap to the test statistic based on
an upper bound estimation.
1.5. Asymptotic Distribution of Two-sample Test Statistic
1.5.1. Asymptotic distribution of the proposed test
Parallel to the results in Theorem 2, we have the following asymptotic expansion for the
two-sample test statistic Tn,K :

















where transformation matrix Tn is Procrustes transformation PT (VW(1)n ,VW(2)n ). As a
result, the variance of the asymptotic expansion dominates as well,













This asymptotic expansion leads to the limiting distribution of our test statistic (1.12), as
stated in the Theorem 5 below:
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Theorem 5. Under the Assumptions 1, 2, 3, 4, our proposed test statistic (1.12) have the
following asymptotic distribution under the null of (1.11),
Tn,K − µn√
Varn
→ N (0,1), (1.14)
where the mean is





































In practice, µn, Varn have to be estimated and their estimates need to be corresponding
well-behaved estimators:
Definition 1.5.1 (Well-behaved estimators). Define the well-behaved estimators as those
that

























+ σ2,(2)P (Jog and Loh, 2015a,b; Xu et al., 2017; Mossel et al.,
2012; McSherry, 2001; Tang et al., 2017c). We have the following corollary 6 when estimates
of means and variances are used in the test statistic.
Corollary 6. Suppose that Assumptions 1, 2, 3, 4 hold, our proposed test statistic (1.12)
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have the following asymptotic distribution under the null hypothesis of (1.11), we have
Tn,K − µ̂n√
V̂arn
→ N (0,1), (1.16)

















































1.5.2. Asymptotic power of the proposed test
We evaluate the power of the proposed test by specifying the alternative using the Hamming
distance between the community memberships, Z(1)n and Z
(2)
n of n nodes





dH (Z(1)n ,Π ○Z(2)n ) , (1.17)
where dH (⋅, ⋅) denotes the Hamming distance, and K is the permutation matrix. We con-
sider the following hypothesis test with ε′ > 0:







where µn appears in Theorem 5. We further assume
n
K is an integer and β = 1 in Assumption













































⪰ n2ε′µn ≻ µn,
where















Consequentially, we have the following results on the power of the proposed test:
Theorem 7 (Asymptotic power guarantee). Assume that Assumptions 1, 2, 3 and 4 hold.
In addition, assume that nK is an integer and β = 1 in Assumption 1. Then under the




























quantile of Gaussian distribution, the probability under the alternative H ′1 of (1.18) satisfies








1.6.1. Type I errors
We first evaluate the type I errors of the proposed test. Tables 1 show the empirical
type I errors of the proposed tests for different families of weighted SBMs based on 4,000
replications.
The first model considers unweighted SBMs with pn = 0.5, qn = 0.1 (pn ≍ 1) for different sam-
ple sizes n = 500,1000,2000 and 4000 and different parameter values of γ = 1.5,1.3,1.0,1.8
and 0.7. Overall, the typer I errors are under control, except that when the sample size is
small and γ = 0.7.
The second model considers a family of weighted SBMs with Pn = χ2(5),Qn = χ2 (1). In
this case bP ≍ 1, similar type 1 errors are observed as the unweighted SBMs for different
values of γ and different sample sizes.
The third model considers the unweighted SBM with p = 1.8n− 16 , q = 0.36n− 16 . This problem
is more complex: type I error is expected to converge when n → ∞, while sparsity makes
the convergence rate slower. Overall, the type I errors are under control.
1.6.2. Empirical power
Table 2 shows the empirical power for two different models. The first model assumes that
p = 0.5, q = 0.5 − 200− 13 = 0.329, which corresponds to a SNR =0.0578. The second model
assumed that p = 0.5, qn = p − n−
1
3 (≥ 0.329), which gives a SNR=2n− 23 . For each scenario,
we fix Hamming distance `0 and increase number of nodes n. As expected, as the Hamming
distance `0 between the two community memberships increases, we observe increased power
of our proposed test.
1.7. Applications
1.7.1. Application to Enron Email Dataset
To demonstrate the proposed test, we analyzed the Enron email network data (May 7th,
2015 version, https://www.cs.cmu.edu/∼enron/). The dataset includes email communica-
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Table 1: Type I error of two sided test with significance level α = 5% under scenarios with
K = 2,#C1 = 2#C2. Run 4000 times for each data point.
n γ = 1.5 γ = 1.3 γ = 1 γ = 0.8 γ = 0.7
unweighted SBM with p = 0.5, q = 0.1
500 5.3 5.2 4.7 5.0 9.7
1000 4.9 5.2 4.8 4.8 7.3
2000 4.9 5.5 5.3 5.3 5.6
4000 4.5 5.1 5.2 4.7 6.1
weighted SBM with Pn = χ2(5),Qn = χ2 (1)
500 5.3 5.7 4.7 5.2 5.4
1000 5.2 4.6 5.2 5.9 5.0
2000 5.2 4.7 5.4 5.3 5.6
4000 5.2 5.1 5.1 5.0 5.3
unweighted SBM with p = 1.8n− 16 , q = 0.36n− 16
500 5.0 5.0 4.9 5.3 6.1
1000 5.3 5.4 5.7 6.2 6.5
2000 5.1 5.1 5.3 6.0 6.4
4000 5.0 5.1 5.4 5.7 5.9
Table 2: Empirical power of the test with two-sided α = 5%. Two unweighted SBMs with
two blocks of equal sizes and γ = 1.
`n 0.0% 0.1% 0.2% 0.4% 0.5% 1.0% 1.6% 2.0% 5.0%
p = 0.5, q = 0.5 − 200− 13 = 0.329, SNR = 0.0578
200 5.7 – – – 17.0 43.1 70.7 87.0 100.0
500 4.7 – 27.3 72.5 73.5 93.3 99.8 100.0 100.0
1000 4.8 49.1 95.5 100.0 100.0 100.0 100.0 100.0 100.0
2000 5.3 99.8 100.0 100.0) 100.0 100.0 100.0 100.0 100.0
p = 0.5, qn = p − n−
1
3 (≥ 0.329), SNR = 2n− 23
200 5.7 – – – 17.0 43.1 70.7 87.0 100.0
500 5.1 – 13.6 31.1 32.9 92.9 97.1 100.0 100.0
1000 5.1 14.2 25.9 70.2 86.6 100.0 100.0 100.0 100.0
2000 5.0 20.4 60.8 99.2 100.0 100.0 100.0 100.0 100.0
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Table 3: Enron dataset: persons’ names and their positions for selected nodes number.














127 stepenovitch-j Vice President
128 stokley-c Employee
132 tholt-j Vice President
138 ward-k Employee
tion data of 150 users, mostly were in senior management positions, including CEO (4),
manager (8), trader (2), president (2), vice president (16), others (57). For each email,
we have information on sender, list of recipients and the email date. The email links were
included as long as they were sent to some of the 89 users. To construct the weights, if A
sent an email to B and C, both weights for edge (A,B) and edge (A,C) was increased by
1. Since the original Enron email network were directed, we converted it into undirected





There were a total of 11539 emails communications (without self-loops) among the 150 users
between 1998 and 2001, represented by a directed graph with maximal weight maxA,B w
all
old(A,B) =
361. We performed spectral clustering analysis based on the Laplacian of the weight matrix
L (W(v)n ) and applied k-means clustering methods. Similar to (Xu and Hero III, 2013), we
set number of clusters K = 2.
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Comparing email networks before and after August 2000
We first compared the email networks before and after August 2000, where 7534 emails and
4005 emails were observed, respectively. Our test statistic (1.12) did not reject the the null
H0 (1.11), indicating no significant difference of the community memberships among the
users before and after August 2000.
Figure 1 shows a visualization of the two email networks with coordinates generated by
Fruchterman-Reingold force-directed algorithm. The weight matrix W(1)n from 1998 to
Aug. 2000 results in two clusters with sizes 10 and 140. The smaller cluster has nodes
[4,16,18,34,84,107,110,114,128,132]. Similarly, weight matrix W(2)n from Sept. 2000 to
2001 also resulted in two clusters with size 11 and 139, where the smaller cluster has
nodes [4,16,18,34,84,93,110,114,120,128,132]. Nodes [4,16,18,34,84,110,114,128,132]
appeared in both small clusters. They include traders [110,114], Manager [18], Director
[84] and a Vice President [128] (see table 3).
Comparing email networks before and after December 2001
We then compared the email networks before and after December 2001, where 7713 emails
and 3826 emails were observed, respectively. Our test statistic (1.12) rejected the null,
indicating that the community memberships were different before and after December 2001.
The date was chosen since CEO Jeffrey Skilling resigned on Aug. 14th, 2001 and the number
of emails sent by week revealed peaks in email activity around Nov. 9th 2001 and end of
Dec 2001.
Figure 2 shows the two estimated email networks with coordinates generated by Fruchterman-
Reingold force-directed algorithm. We observed that weight matrix W(1)n from 1998 to 2000
resulted in a smaller cluster with nodes [4,16,18,34,93,107,110,114,128,132]. In contrast,
weight matrix W(2)n in 2001 results in two clusters: the smaller cluster has nodes
[3,32,93,110,114,121,122,132,138]. Nodes [93, 110, 132] were shared between the two
smaller communities, which includes 2 Vice Presidents [93, 132] and a Trader [110] (see
18
Figure 1: Estimated Enron email networks before and after August 2000.
Table 3).
1.7.2. Application to Heart Failure Gene Network Dataset
Heart failure occurs when the heart is unable to pump enough blood to supply the body’s
demands and affects roughly 5.8 million Americans (Roger, 2013). In the past two decades,
modern high-throughput biology has transformed our understanding of the genetic and
genomic basis of heart failure, but the translation of these findings into new treatments has
not proceeded as quickly as hoped (Mudd and Kass, 2008; Creemers et al., 2011).
Heart failure eQTL data were obtained from the MAGNet eQTL study. Left ventricular
free-wall tissue was collected from hearts of ncs = 177 patients with advanced heart failure
who were undergoing transplantation (ncs = 177 cases) and from nct = 136 donor hearts
without heart failure (nct = 136 controls). The expression data were normalized, batch-
19
Figure 2: Estimated Enron email networks before and after December 2001.
corrected, and quality-controlled (Zhao et al., 2017). In our analysis, we focused on the
ngene = 467 genes that are differentially expressed between normal hearts and failing hearts
and summarized the data into two two matrices X(cs) ∈ IRncs×ngene , X(ct) ∈ IRnct×ngene .
We created two views for the control group by splitting the two sets into two sets, where









2 . Similarly, we splitted
the heart failure cases into two sets, where the first nct/2 cases were used to generate















+j , the nct/2+jth column of X






































The genes we chosen were those that show differential expressions between heart failure
patient and controls. The 20 genes that have top absolute values of two-sample t-test
statistics between the case group and control group are
FOXC2, PCNA, MAPK3, TRAF3IP1, MAML1, LRP6, MYL3, SMYD2, IFT57,
GLI1, TCAP, PKP2, PRKAR1A, MNAT1, SENP2, ZFPM1, MIR199A2, FHL2,
PRKDC, MYL2
and the annotations of first ten are shown in Table 4.
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FOX transcription factors are expressed during development
and are associated with a number of cellular and
developmental differentiation processes. It is also involved
in the early development of the heart. (Wikipedia, 2019a)
PCNA
PCNA plays a role in developing and adult rat cardiac
muscle cells. (Marino et al., 1991)
MAPK3
MAPK is one of the signalling pathways involved in cardiac
hypertrophy and heart failure. (Zhang et al., 2003)
MAML1
A recent study demonstrated that mAml1 is a transcriptional
co-activator for both Notch and meF2C in vitro ... and hence
has multifaceted role in cardiac development and disease.
(High and Epstein, 2008)
LRP6
LRP6 is a key component of the LRP5/LRP6/Frizzled
co-receptor group that is involved in canonical Wnt pathway.
(Wikipedia, 2019b)
MYL3
Ventricular ELC is part of the myosin molecule and is
important in modulating cardiac muscle contraction.
(Wikipedia, 2019c)
SMYD2
Cardiac deletion of Smyd2 is dispensable for mouse heart
development. (Diehl et al., 2010)
IFT57
GLI1
There is association between I495L and D933G
Polymorphisms of Glioma-Associated Oncogene Homolog
1 Gene and Congenital Heart Disease. (QIU et al., 2010)
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We set K = 3 since genes are involved in three classes of biological processes: heart muscle
strength and contraction, angiogenesis, and inflammation (Zhao et al., 2017). These 20
genes appeared in clustering results as following:
• For graph W(1,ct),
– MAPK3, IFT57, MIR199A2 appear in a cluster with 150 genes;
– FOXC2, PCNA, TRAF3IP1, MAML1, GLI1, MNAT1, ZFPM1, PRKDC ap-
pear in a cluster with 187 genes;
– LRP6, MYL3, SMYD2, TCAP, PKP2, PRKAR1A, SENP2, FHL2, MYL2
appear in a cluster with 130 genes.
• For graph W(2,ct),
– MAPK3, IFT57, MIR199A2 , MYL3, SMYD2, TCAP, PKP2, PRKAR1A,
FHL2, MYL2 appear in a cluster with 152 genes;
– FOXC2, PCNA, TRAF3IP1 appear in a cluster with 142 genes;
– LRP6, MAML1, GLI1, MNAT1, SENP2, ZFPM1, PRKDC appear in a cluster
with 173 genes.
• For graph W(1,cs),
– TRAF3IP1, LRP6, IFT57, GLI1, ZFPM1, MIR199A2, PRKDC appear in a
cluster with 183 genes;
– FOXC2, MAPK3, MAML1 appear in a cluster with 143 genes;
– PCNA, MYL3, SMYD2, TCAP, PKP2, PRKAR1A, MNAT1, SENP2, FHL2,
MYL2 appear in a cluster with 141 genes.
• For graph W(2,cs),
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– PCNA, MAPK3, MAML1, ZFPM1 appear in a cluster with 152 genes;
– TRAF3IP1, LRP6, SMYD2, IFT57, TCAP, PKP2, PRKAR1A, MNAT1, SENP2,
FHL2, MYL2 appear in a cluster with 139 genes;
– FOXC2, MYL3, GLI1, MIR199A2, PRKDC appear in a cluster with 176 genes.
We observe that MYL3, TCAP, PKP2, PRKAR1A, FHL2, MYL2 are in the same clusters
in two views W(1,ct),W(2,ct). So do MAPK3, IFT57, MIR199A2 and FOXC2, PCNA,
TRAF3IP1 . There is less consistency between other pairs of clustering results.
We applied our proposed statistical tests to several null hypotheses. The proposed test
did not reject W(1,ct) = W(2,ct) but rejected all other null hypotheses: W(1,cs) = W(2,cs),
W(1,cs) =W(1,ct), W(2,cs) =W(1,ct), W(1,cs) =W(2,ct), W(2,cs) =W(2,ct).
1.8. Discussion
We have developed a statistical test for identical community memberships based on stochas-
tic block models and derived its asymptotic null distribution under the dense graph assump-
tion (Assumption 3). This assumption is needed to obtain the dominant representation for
the subspace distance. In order to detect the community structures, we also require that the
intra- and inter-cluster probability distributions are not too close. While this assumption
is reasonable, it would be interesting to further investigate the case when the intra- and
inter- distributions Pn,Qn are close to each other as n →∞. Like (Tang et al., 2017a), we
also assume that the distributions that generate the two weighted networks only differ by a
scalar. For the case when we have two communities for each network, our test statistic has
correct type I errors and large power in detecting the difference in community memberships.
When K > 2, estimation of the community memberships becomes more difficult, which can
lead to slower convergence rates (see Table 6 in Supplemental Materials), although type I
errors are still approximately under control.
The test procedure we developed is based on community recovery from the observed weighted
adjacency matrices (Bickel and Sarkar, 2016; Jog and Loh, 2015a; Lei et al., 2015, 2016; Xu
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et al., 2017). Alternatively, one can also apply spectral clustering method based on singular
components of normalized Laplacian (Rohe et al., 2011; Sarkar et al., 2015) of the corre-
sponding network graphs. It is also interesting to consider kernelized spectral clustering
of samples from a finite mixture of nonparametric distributions (Schiebinger et al., 2015;
Gao et al., 2019). As a future research topic, it is interesting to investigate whether the
asymptotic results still hold when these alternative clustering methods are applied.
Assumptions 2 and 4 and including ΛW(2)n
in the proposed test statistic (1.12) are all imposed
to simplify the mean and variance of test statistic (1.12). If we impose the “equal-size”
assumption (see section 1.5.2), where nK is assumed to be an integer and β = 1 in Assumption
1 (Banerjee et al., 2018; Banerjee and Ma, 2017), we may relax Assumptions 2 and 4 and
eliminate the adjustment of multiplying ΛW(2)n
in test statistic (1.12). This assumption may
also possibly relax the requirement that the two distributions that generate the weighted
networks differ only by a scalar.
While this work is done in 2018 (Li and Li, 2018), there are attempts in the scenario
of comparing clustering structures. (Gao and Ma, 2019) focuses on comparing clustering
structures in two independent random samples from two mixtures of multivariate Gaussian
distributions. (Gao et al., 2019) develops a new test to imply the clusters within each data
view dependent or independent.
1.9. Details of the proofs
1.9.1. Notations
We clarify some notations to facilitate readers’ understanding of statements and proofs of
the theorems.






ρ (MTM),M ∈ IRm×d. (1.19)
25
Table 5: Equivalent symbols used in different scenarios.
OP (⋅) O(⋅) oP (⋅) o(⋅) ΘP (n−α) Θ(n−α)
⪯P ⪯ – – ≍P ≍
where ρ ∶ IRm×m → IR1 refers to spectral radius of a square matrix:





for any consistent matrix norm ∥ ⋅ ∥. In general, ρ(M) ≤ ∥M∥2, for symmetric matrix
M =MT ∈ IRm×m, ∥M∥2 = ρ(M).
When writing OP (⋅),O(⋅), oP (⋅), o(⋅) with respect to an m×d matrix, we generally refers (if
no any other special instructions) to the order with respect to its Frobenius norm. f(n) =
Θ(n−α) or f(n) ≍ n−α mean that there exists constant C > 1 such that n−αC ≤ f(n) ≤ Cn
−α.
The equivalent symbols used in this work are summarized in Table 5.
1.9.2. Proof sketch for the asymptotic expansions in Theorem 2 and Theorem 4
We present in this section a sketch of the main ideas in the proofs of Theorem 2 and Theorem
4.
Compared to the proof of Lemma 1 that uses the same technique as in (Tang et al., 2017a,
2018), it suffices to provide upper bounds for the difference of the squares of Frobenius
norms.

















. We consider three different Tns
for two reasons. First, the proof of (1.21) can be simplified by focusing on Tn = (VTEnVWn)
−1
.
Second, result for (1.21) with Tn = VTWnVEn has a direct Corollary 11 that can simplify the
proof of Theorem 4 since it simplifies the proof for (1.22).
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For the two-sample case in Theorem 4, under the null hypothesis (1.11), we have the bound
for the difference of the squares of Frobenius norms
1
Kn














Tn = PT (VW(1)n ,VW(2)n ) ,V
T
W(1)n






To conclude, these two bounds are used to prove asymptotic expansions in Theorem 2 and
4, respectively.
Proof sketch for the asymptotic expansion in Theorem 2
To prove (1.21), we first focus on proving the result for Tn = (VTWnVEn)
−1
in §1.2.3. Its






















































































that is, left-hand side of (1.21) with Tn = VTWnVEn and Tn = T̃n where (1.33) holds:





























WnÔÔÔÔÔÔÔÔÔÔ 0 +OP (
1
n




With these results and the proof of (1.21) for (VTWnVEn)
−1
, we take T̃n = (VTWnVEn)
−1
in (1.34) and we prove that (1.21) holds for Tn = VTEnVWn . With this result, we take
Tn = PT (VWn ,VEn) in (1.34) and we prove that (1.21) holds for Tn = PT (VWn ,VEn).
Proof sketch for asymptotic expansion in Theorem 4
For the two-sample results stated in Theorem 4, it is worth mentioning that an essential
difficulty that makes the two-sample problem more difficult than the problem with one
network is that W(v)n ≠ VW(v)n V
T
W(v)n
W(v)n . However, equality En = VEnVTEnEn is used in the
above proof sketch for (1.21) in step (1.31). In contrast, for the two-sample problem, we do
not have such an equality.
To prove (1.22), we first consider Tn = VTW(1)n
VW(2)n . With details given in §1.2.3, steps at




































− In)W(2)n VW(2)n − (γW
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To continue proving (1.22) with Tn = VTW(1)n

















and the same result holds when











The proofs of these two steps are supported by Corollary 11 and Corollary 12 in §1.2.3.
These two corollaries are essentially derived from the proof for the problem of one network
in §1.2.3.
We outline the proof of Corollary 11 to demonstrate how we overcome the essential difficulty
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mentioned above. This Corollary is derived from the result for Tn = VTEnVWn in (1.21) rather
than a direct corollary of the discussion in §1.2.3 of T = (VTWnVEn)
−1
in (1.21). Corollary








































































































≜ diag{∣σK+1 (W(1)n )∣
1
2
, . . . , ∣σn (W(1)n )∣
1


































With this result, we arrives at Lemma 14:













Finally, together with further argument using Corollary 12, we obtains (1.22).
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1.2.3. Proofs of asymptotic expansions of the singular subspace distances
In this Section, we present proof of Lemma 1, Theorem 2 and Theorem 4 for the asymptotic
expansions of the singular subspace distances. In the following proofs, we may ignore the
subscript n when no confusion exists. These asymptotic expansions are needed to derive
the asymptotic distribution of the proposed test statistic.
Proof of Lemma 1
The techniques to prove Lemma 1 are similar to (2.5) of Theorem 3.1 in (Tang et al., 2018).
We briefly outline the proof here.












= OP (1). (1.23)
Second, for the asymptotic expansion, instead of using spectral embeddings as in (Tang
et al., 2017a, 2018), we have singular vector matrices. For convenience, instead of writing
transformation T on the left n × K matrix as it appeared in (1.7), we write it on the
right n ×K matrix – this follows the style that although (2.5) in Theorem 2.1 and (3.1)
in Theorem 3.1 of (Tang et al., 2018) has orthogonal matrix multiplying on the left one,
Section (B.19-22) in B.2 of (Tang et al., 2018) has it multiplying on the right one.
Before our derivation, we present Corollary 9, which is a consequence of Davis-Kahan
sin Θ theorem. Although some classical forms are in (Stewart and Sun, 1990; Davis and
Kahan, 1970), we present Davis-Kahan sin Θ theorem in the context of our setting, which
is analogous to (Hsu, Accessed: 2016):



















is the Kth (absolutely) largest eigenvalue of En, ∥ΛWn∥2 is the (K + 1)th (abso-
lutely) largest eigenvalue of Wn. Then for any unitarily-invariant norm ∥ ⋅∥U (and we focus


















T VEn −ΛEn (V⊥Wn)
T VEn∥U
= ∥(Λ⊥Wn − cIK) (V
′
Wn)
T VEn − (ΛEn − cIK) (V⊥Wn)
T VEn − (Λ⊥Wn)∥U
≥ ∥(Λ⊥Wn − cIK) (V
⊥
Wn)
T VEn) − ρ ((ΛEn − cIK) (V⊥Wn)
T VEn − (Λ⊥Wn)∥U ,





























































While the proof above is from (Hsu, Accessed: 2016), we particularly write VE on the
right to elaborate the proof better, although this is not quite important due to rigidity of
eigenvalues (Erdos, Laszlo and Yau, Horng-Tzer and Yin, Jun, 2012).
On the other hand, (1.52), (1.53) for ∥ ⋅ ∥U = ∥ ⋅ ∥2, ∥ ⋅ ∥F imply
∥(V⊥Wn)



















Corollary 9. In case ∥ ⋅ ∥U = ∥ ⋅ ∥2, ∥ ⋅ ∥F , combining Lemma 22 with probabilistic upper
bounds for spectra of edge-independent random graphs (Lu and Peng, 2013), we obtain
∥(V⊥Wn)














Proof. From Lemma 22, rigidity of eigenvalues (1.5) in (Erdos, Laszlo and Yau, Horng-Tzer
and Yin, Jun, 2012) or spectra of eigenvalues (Lu and Peng, 2013) imply that (1.24) holds
with high probability; ∥Λ−1En∥
−1
2
≍ nbPK . The only difference between ∥ ⋅ ∥2, ∥ ⋅ ∥F in (1.24),
(1.25) is that ∥(Wn −En)VEn∥F = OP (
√
nbPn) while under the Assumptions 3 and 1.









We also refer to Theorem 5 of (Lu and Peng, 2013).
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Recall Proposition A.3 in (Tang et al., 2017a):
∥PT (VWn ,VEn) − (VWn)






Now we are ready to prove the rest of lemma 1. In order to be consistent with proof strategy
for Theorem 3.1 in (Tang et al., 2018), we start with
√
nbP
K [VWn −VEnPT (VEn ,VWn)] which























































































































































which is exactly (1.7).
Proof of Theorem 2 on asymptotic expansion of the singular subspace distance













where T = T (VEn ,VWn) = (VTEVWn)
−1
,VTWVEn ,PT (VWn ,VEn).
T = (VTEVW)
−1
In the case T = T = (VTEVW)
−1

















∥(W −E) (VW (VTEVW)
−1 −VE)∥
F
= OP (K) . (1.30)
Proof. As of (1.28), Lemma A.4 of (Tang et al., 2017a) provides its version in RDPG since
VTE (W −E)VW = ΛEVTEVW −VTEVWΛW.
Heuristically,
∥VTE (W −E)VW∥F ≃ ∥V
T
E (W −E)VE∥F = ∥H(n)∥F ≤ OP (K log(n)) ,
where the last bound is due to the fact that

















= OP (bP) .
Strictly speaking,
∥VTE (W −E)VWPT −VTE (W −E)VE∥F
= ∥VTE (W −E) (VWPT −VE)∥F ≤ ∥V
T
E (W −E)∥2 ⋅ ∥VWPT −VE∥F ,
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while the first part can be controlled by (1.26), the second part can be controlled by Davis-
Kahan theorem with upper bound of order OP ( K√nbP ); hence,
















∥VTE (W −E)VWPT −VTE (W −E)VE∥F + ∥V
T
E (W −E)VE∥F
≥ ∥VTE (W −E)VW∥F ,
∥VTE (W −E)VWPT −VTE (W −E)VE∥F + ∥V
T
W (W −E)VE∥F
≥ ∥VTE (W −E)VE∥F .
As for (1.29), in addition to ∥ΛEn∥2 = O (
nbP
K










−1 VTE(W −E)VW (VTEVW)
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based on (1.28). As for (1.30),
∥(W −E) (VW (VTEVW)
−1 −VE)∥
F














) = OP (
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T = VTWVE,PT (VW,VE) For Tn = PT (VWn ,VEn), we need two final steps that are similar













that is, left-hand side of (1.21) with Tn = VTWnVEn and Tn = T̃n where





























WnÔÔÔÔÔÔÔÔÔÔ 0 +OP (
1
n




Then we are ready to present final two steps in a unified proof strategy: equipped with
§1.2.3, that is, the proof of (1.21) for (VTWnVEn)
−1
, we take T̃n = (VTWnVEn)
−1
in (1.34)
and then we prove that (1.21) holds with VTEnVWn ; equipped with the proof of (1.21) for
VTEnVWn , we take T̃n = PT (VWn ,VEn) in (1.34) and then we prove that (1.21) holds with
T̃n = PT (VWn ,VEn).
Variance
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= E [∥(Wn −En)VEn∥
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Proof of Theorem 4 on asymptotic expansion of the singular subspace distance
This section proves that under the null of (1.11), upper bound (1.22) holds:
1
Kn












for Tn = PT (VW(1)n ,VW(2)n ) ,V
T
W(1)n






An essential difficulty that make two-sample problem different from problem with one net-
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work is that W(v)n ≠ VW(v)n V
T
W(v)n
W(v)n in two-sample problem. However, the key equality
E = VEVTEE in one network problem is used in step (1.31) in the proof sketches for (1.21).
In contrast, for the two-sample problem, a different approach has to be taken.
Different from one-sample problem, we focus on Tn = VTW(1)n
VW(2)n and finish the proof using
Corollary 11 and Corollary 12, which can be derived from the proof of one-sample problem
in §1.2.3. Two useful corollaries for two-sample problem Lemma 10 implies Corollary
11 that is useful in proving the dominant term in the two-sample problem.
Corollary 11.
tr [VTEV⊥WΛ⊥W [V⊥W]









































































































and hence we obtain our result.
It is worth noticing that it is not easy to achieve such a good upper bound using the bounds
on second largest singular value of the adjacency matrix of Erdos Renyi graph (Feige and
Ofek, 2005; Oliveira, 2009; Lu and Peng, 2013) as well as (1.24) and (1.25). This implies
possible improvement in those fundamental work in (dense) Erdos Renyi model.
Corollary 12 is also useful in substituting VW by VE in the results for both one-sample











Proof. While proving Theorem 2 for T = (VTEVW)
−1

































The step above can be directly verified.

















































together with the fact that ∥W −E∥2 = OP (
√
nbP






















It is worth noting that Corollary 12 is not easy to prove by (Feige and Ofek, 2005; Oliveira,
2009; Lu and Peng, 2013) as well as (1.24) and (1.25). We will use this technique overcome
a similar difficulty (1.41) in proving Theorem 4 for the two-sample problem.
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∥(γW(1) −W(2)) (VW(1) (VTW(2)VW(2))
−1 −VW(2))∥F = OP (
√
K) . (1.40)
Proof. (1.38) is similar to the argument for (1.28). As for (1.39), in addition to ρ (ΛEn) =






























∥(γW(1) −W(2)) (VW(1) (VTW(2)VW(1))
−1 −VW(2))∥F










































































































































































































2 ≜ diag{∣σK+1 (W(1))∣
1




































































tr [VW(2) (γW(1) −E(2)) (E(2) −W(2))VW(2)] ,
where in the cross term, γW(1) − E(2) has zero mean, and is independent of the rest and
the cross term is a linear function of γW(1) −E(2). The central limit theorem implies
2
nK
































we then finish the proof of Theorem 4.
1.2.4. Proofs of central limit theorems via Wick’s method
Proof of Theorem 3 on the asymptotic distribution of the singular subspace
distance
Using the same techniques as (2.1.46) of (Anderson et al., 2010), that is, Section 3.3.5 “the









0, if j is odd;
(j − 1)!!, if j is even.
(1.42)
where right hand side of (1.42) coincides with the moments of the Gaussian distribution Φ.
Same as Theorem 2.1.31 in (Anderson et al., 2010), the first step is to evaluate the mean
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and variance of






For the sake of convenience, denote Xn ≜ Wn − En with each entry with zero mean. The

































































Ô (K − 1)nσ2Q + nσ2P −Kσ2P = (K − 1)nσ2Q + nσ2P + o (nσ2P) ,
based on Assumption 2 where the negligible term o (nσ2P) is due to the fact that xii = 0
rather than xii ∼ P. Due to the same reason, we may treat xii ∼ P in later calculations for
the sake of simplicity.
In term of the variance, only the terms with each edge appearing at least twice are relevant,




























































































































































































E [x2rt −E (x2rt)]


























































based on Assumption 1.












































0, if j is odd;
(j − 1)!!, if j is even.
.







































































































Now it is natural to introduce “words” and “sentences”.
Words, sentences and their graphs
We give a very brief introduction to words, sentences and their equivalence classes essential
for the combinatorial analysis of random matrices. The definitions are used in (Anderson
and Zeitouni, 2006), Section 2.1, although we have more weights here, and we have an n×K
rectangular matrix.
Definition 1.2.1 (Words). Given the set of letters [n] = {1,2, . . . , n}. Set of words are of
the kind x2rt −E [x2rt] , r, t ∈ [n] (two letters) or xrsxrt, s, r, t ∈ [n] (three letters).
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The interior of the last representation in (1.46) has each word to be different and weights
of words are all of order Θ (Kn ). Further, the sum of weights for words of type x
2
rt −E [x2rt]












































1 = n(n −K − 1).
which heuristically implies that we can ignore words of type x2rt −E [x2rt]. This argument
appears in the procedure of evaluating VarWn as well.
Definition 1.2.2 (Sentences). A sentence S is an ordered collection of words ω1, ω2, . . . , ωm,
at least one word long.
Definition 1.2.3 (Weak CLT sentences). A sentence S = [ωi]mi=1 is called a weak CLT
sentence if the following hold
1. for each edge of the graph, S visits at least twice or does not visit it (that is, no such
edge that S only visits once);
2. For each i ∈ [m], there is another j ∈ [m] ∖ {i} such that ωi, ωj have at least one edge
in common.
Since we deal with linear spectral statistics, our definition of “weak CLT sentences” is
different from (Anderson and Zeitouni, 2006; Banerjee et al., 2008; Anderson et al., 2010)
in the sense that we have no “closed words”.
Definition 1.2.4 (Graph associated with words, sentences). Let Gω = ⟨Vω,Eω⟩ be the
(undirected) graph associated with word ω. For word ω = x2rt −E [x2rt], set Vω = {r, t} and
multiset (rather than a set) Eω = {{r, t},{r, t}} where edge appears twice; for word xrsxrt,
Vω = {r, s, t} and Eω = {{r, s},{r, t}}.
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Vωi ⊂ [n] is
the set of all letters, and ES is (multiset) union of Eωi , i ∈ [j]; by multiset union, we mean
we keep duplicates since each edge may appear several times.
Finally, analogous to (2.1.49) in (Anderson et al., 2010), we re-state Lemma 4.3 in (Banerjee
et al., 2018) or lemma A.5 in (Banerjee and Ma, 2017) but focus only on our scenario:
Lemma 15. Let Anj,t be the set of weak CLT sentences S = (ω1, ω2, . . . , ωj) such that #VS = t
and the letter set is [n]. Then
#Anj,t ≤ 8jnt(3C1)C2j(3j)3(3j−2t), (1.48)
where C1,C2 > 0 are numeric constants.
Anj,t is related to (2.1.49) in (Anderson et al., 2010) and (4.7) in (Kemp, 2013) but is different
in the sense that we do not define equivalent classes. Following (2.1.48) and (2.1.50) in



















































































c(ωi) is multiplication of coefficients in front of words ωi in (1.46), that
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, if j is even.
For j even, first thing that is analogous to is that S ∈ Anj,j can be viewed as an ordered




, each of which appears twice in S (ω′i does not necessarily



























S∈Anj,j is an ordered












It remains to calculate
∑
S∈Anj,j is an ordered











Similar to (2.1.52) of (Anderson et al., 2010), we introduce permutation π ∶ [j]→ [j], all of
whose cycles have length 2 (that is, a matching), such that the connected components of
GS are the graphs {G(ωi,ωπ(i))}; letting Σj denote the collection of all possible matchings.
In this sense, the way we determine S is to determine π ∈ Σj and determine j2 distinct




; Dyck path (Kemp, 2013) may be an alternative structure to explain the



























S∈Anj,j is an ordered























































































that does not appear in (Anderson et al., 2010; Kemp, 2013). The technique is just to apply






































































































































































































2 ] = (j − 1)!!.
and as a result, (1.42) holds.
Proof of Theorem 5
We ignore here since it is exactly same as proof of Theorem 3 in §1.2.4 above.
1.2.5. Mean for sin Θ distance in Frobenius norm
This section evaluates mean of square of sin Θ distance in Frobenius norm (1.6) under the
Assumption 1, 2, 3. The aim of clarifying this mean is to argue that multiplier ΛW(2) can
simplify the calculation of mean and variance in two-sample test statistic (1.12).
Theorem 16 (Mean for the square of sin Θ distance in Frobenius norm). Suppose the
Assumption 1, 2, 3 hold. As for sin Θ distance (1.6), ∥sin Θ (VWn ,VEn)∥F of VWn observed
singular components, and VEn, singular components of En, we have







(bQK + bP − 2bQ)2 − b2Q














(bQK + bP − 2bQ)2 + (K − 1) b2Q
(bP − bQ)2(bQK + bP − bQ)2
ζ(1) (σ2P − σ2Q) ,










The order of the mean is complicated to analyze since it depends on bP , bQ, bP − bQ.
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For the sake of simplicity, we assume wii ∼ P due to same argument as the one below (1.44).
Same as Theorem 2.1.31 in (Anderson et al., 2010), the first step is to evaluate mean and
variance of
















































































where for B−1 we utilize Assumption 2. Combining with (1.43), we get the ik-th entry with
























bQK + bP − 2bQ

















Hence as for mean, by assumption 2






















































































































































































(bQK + bP − 2bQ)2 − b2Q












(bQK + bP − 2bQ)2 + (K − 1) b2Q
(bP − bQ)2(bQK + bP − bQ)2





1.2.6. Proof of theorem for asymptotic power
This section proves Theorem 7. Recall that we only consider the hypothesis test (1.18) with













































⪰ n2ε′µn ≻ µn,
where














































1.2.7. Proofs of auxiliary lemmas
Definition 1.2.5 (Induced norms). An operator (or induced) matrix norm is a norm ∥⋅∥a,b ∶
IRm×n → IR defined as ∥A∥a,b = max∥x∥b≤1 ∥Ax∥a, where ∥.∥a is a vector norm on IR
m and
∥ ⋅ ∥b is a vector norm on IRn.
Lemma 17 (Matrix norm inequalities). For A ∈ IRm×n,B ∈ IRn×p, we have
∥AB∥F ≤ ∥A∥2 ⋅ ∥B∥F . (1.52)
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Every induced norm in (1.2.5) is submultiplicative, i.e.
∥AB∥a,b ≤ ∥A∥a,b ⋅ ∥B∥a,b. (1.53)













2 ⋅ ∥B∥2F .
2. Refers to (Ahmadi, 2009).
1.2.8. Additional simulation results
When K > 2, estimation of the community memberships becomes more difficult, which can
lead to slower convergence rates (see Table 6), although type I errors are approximately
under control.
Table 6: Average type I error of two sided test with significance level α = 5% for unweighted













n K γ = 1.5 γ = 1 γ = 0.7
500
2 5.3 4.7 9.7
3 7.6 14.8 36.3
4 18.75 46.9 91.9
1000
2 4.9 4.8 7.3
3 5.8 10.4 20.2
4 10.7 26.8 59.9
2000
2 4.9 5.3 5.6
3 5.0 7.8 15.4
4 8.3 15.7 34.8
4000
2 4.5 5.2 6.1
3 4.9 5.7 9.2
4 6.3 11.0 26.2
8000
2 5.1 4.9 5.3
3 4.6 5.4 6.4
4 5.3 6.1 11.7
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CHAPTER 2 : Multi-sample Estimation of Centered Log-Ratio Matrix in
Microbiome Studies
In microbiome studies, the first step of statistical analysis is to estimate the bacterial com-
position based on data of sequencing read counts. Various transformations of the relative
abundance data are then applied to such compositional data for downstream statistical
analysis, among which the centered log-ratio (clr) transformation is most commonly used.
Due to limited sequencing depth and DNA dropouts, many rare bacterial taxa might not be
captured in the final sequencing reads, which results in many zero counts. Naive composi-
tion estimation using count normalization leads to many zero proportions, which makes clr
transformation infeasible. This paper proposes a multi-sample approach to estimation of
the clr matrix directly in order to borrow information across samples and across bacterial
taxa. Empirical results from real datasets suggest that the clr matrix over multiple samples
is approximately low rank, which motivates a regularized maximum likelihood estimation
with a nuclear norm penalty. An efficient optimization algorithm using the generalized
accelerated proximal gradient is developed. Theoretical upper bounds of the estimation
errors and of its corresponding singular subspace errors are established. Simulation studies
demonstrate that the proposed estimator outperforms the naive estimators. The method is
applied to analyze a gut microbiome dataset and data set from the American Gut Project.
2.1. Introduction
Recent studies have demonstrated that the microbiome composition varies across individ-
uals due to different health and environmental conditions (Creasy et al., 2012; Cao et al.,
2020). Microbiome is associated with many complex diseases such as obesity, atheroscle-
rosis, and Crohn’s disease (Turnbaugh et al., 2009; Koeth et al., 2013; Lewis et al., 2015).
With the development of next-generation sequencing technologies, the human microbiome
can be quantified by using direct DNA sequencing of either marker genes or the whole
metagenomes. After aligning the sequence reads to the reference microbial genomes, one
obtains counts of sequencing reads that can be assigned to a set of bacterial taxa observed in
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the samples. Such count data provide information about the relative abundance of different
bacteria in different samples.
Due to limited sequencing depths and DNA dropouts during sequencing, count results many
zeros and therefore the relative proportional of bacterial taxa often include many zeros.
Excessive zeros in the proportions complicate many downstream data analyses. Since the
pioneering work of (Aitchison, 1982, 1983; Egozcue et al., 2003), several techniques have
been proposed to deal with zeros in compositional or count data (see (Martin-Fernandez
et al., 2011) for an overview). When the data are compositional, they need to be scaled so
that subsequent analysis are scale-invariant, and geometrically this means to force them into
the open simplex. A common practice to analyze compositional data is to map bijectively
the compositions into the ordinary Euclidean space through a suitable transformation, so
that standard multivariate analysis techniques can be used (Aitchison, 1983; Egozcue et al.,
2003). Among many such transformations (Aitchison, 1983; Egozcue et al., 2003; Andrews
and Hamarneh, 2015), the center log-ratio (clr) tranformation, defined as the logarithms
of the bacterial composition subtracted by logarithm of the geometric mean, is most widely
used in practical analysis of microbiome data. After such transformation, one can then
apply the standard statistical analysis methods such as the principal component analysis
based on the clr transformed data (Aitchison, 1983; Filzmoser et al., 2009).
Since the original data observed are counts instead of compositions in microbiome studies,
one has to first estimate the compositions before applying the clr transformation. The
most commonly applied methods in composition data analysis involve a two-step procedure.
One first estimates the composition using the observed count data and then performs the
clr transformation (Martin-Fernandez et al., 2015; Cao et al., 2020). Since the counts
often includes many zeros, such zeros can just be replaced by an arbitrarily small numbers
so that one can furtherly apply the clr transformation. One drawback of estimating
the clr matrix from the estimated compositions is that the uncertainty in the estimated
compositions is not accounted when they are transformed using the clrs.
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In this paper, we propose a method to estimate the clr matrix directly based on the
observed count data. One key idea of the proposed method is to estimate the clr matrix
of compositions of mutiple samples together, i.e., the clr matrix estimated from the count
data from multiple samples. This effectively borrows information across multiple samples
in order to obtain better estimate of the clr for each of the samples. More specifically,
our proposed approach is based on a penalized likelihood estimation parameterized directly
based on the clr matrix, where a nuclear norm penalty on the clr matrix is imposed
to capture the expected approximate low-rank structure of the clr matrix. The low rank
assumption is based on the empirical observations that the bacteria taxa abundances tend to
be highly correlated and individual gut microbiome samples tend to cluster together to form
discrete microbial communities. This is different from the approach of Cao et al. (2020),
where the low-rank assumption is directly imposed on the compositional matrix. Since
there is no constraints on the clr matrix (except trivial constraints that sum of each rows
to be zero), we develop a generalized accelerated proximal gradient algorithm to efficiently
perform the optimization. The computation is faster than that of Cao et al. (2020) where
a simplex projection step is needed to account for the bounded simplex constraints.
We obtain the estimation bounds of the proposed estimator and its corresponding singular
vector under both the exact low-rank and approximate low-rank settings. We present
simulation results to compare our estimate and commonly used zero-replacement estimate.
Finally, we demonstrate the methods using the data set from Wu et al. (2011) and data set
from the American Gut Project (McDonald et al., 2018).
2.2. A Poisson-Multinomial Model for Microbiome Count Data





The data observed in typical marker gene-based microbiome studies (i.e., 16S rRNA marker
gene) can be summarized as follows. Let Ni be the total number of sequencing reads for the
ith sample that can be assigned to one of the p bacterial taxa, and Wij be the read count that




Wij . It is natural to model
the count data Wi = (Wij , j = 1,⋯, p) using a multinomial distribution with composition
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Xij = 1 (Cao et al., 2020). Let X∗ = (X∗ij) ∈ Rn×p
denote the n × p compositional matrix.
Since each row of the compositional matrix X (X can be true parameter X∗ or estimated one
X̂) is within the p−1 dimensional simplex with a unit sum constraint, certain transformation
is often needed for downstream statistical analysis, including principal component analysis,
estimation of covariance and regression analysis. One of the transformations that has been
widely used in compositional data analysis is the clr transformation (Aitchison, 1983,
1982), which is defined as Zij = log(Xij/g(Xi)) where g(a) = (∏pi=1 ai)
1/p
is the geometric
mean of the p proportions. This can be written as a vector form as




The inverse of the clr transformation, which returns the original compositional vector X∗i ,
is actually the softmax function defined as






and the gradient of the softmax function is
∇softmax(Zi) = diag {softmax(Zi)} − [softmax(Zi)]T softmax(Zi) ∈ IRp×p.
We let Z∗ = (Z∗ij) ∈ Rn×p denote the matrix of the underlying true centered log-ratio
transformation of n samples over p taxa. Different from the work focusing on estimating
X∗ ∈ IRn×p (Cao et al., 2020; Martin-Fernandez et al., 2015), our goal is to estimate this
clr matrix Z∗ based on the observed counts W ∈ IRn×p.
Using the clr matrix Z∗ as the parameter, the proposed Poisson-multinomial model for
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count-compositional data can be written as
Ni ∼ Pois(νi), i = 1,2, . . . , n;








, i = 1,2, . . . , n. (2.1)
where X∗ij = softmax (Z∗i )j = clr−1 (Z∗i )j .
The maximum likelihood estimation (of each composition vector in each row) provides one
naive estimation ẐMLE of the clr matrix Z∗, which is equivalent to estimating each row
Z∗i ∈ IR1×p separately using only the data observed for the ith sample. However, ẐMLE
cannot resolve zero-count issue: ẐMLEij = −∞ and then softmax (ẐMLEi )j = 0 when Wij = 0.




∑pj=1 (Wij ∧ a)
,
where a is an arbitrarily small number, but commonly set a = 0.5 (Cai et al., 2016; Cao
et al., 2020; Aitchison, 1983; Martin-Fernandez et al., 2011; Martin-Fernandez, Josep A and
Barcelo-Vidal, Carles and Pawlowsky-Glahn, Vera, 2003).
On the other hand, empirical observations in real microbiome data suggest that the clr
matrix Z∗ or composition matrix X∗ is usually approximate low-rank due to dependency
among the bacterial taxa. In this paper, we explore this low-rank structure Z∗ to provide
an improved estimate of Z∗. This is different from Cao et al. (2020), where composition
matrix X∗ is assumed to be approximate low-rank.
2.3. Regularized Estimation of the Centered-Log-Ratio Matrix and the Computa-
tional Algorithm
2.3.1. Regularized estimation of the centered-log-ratio matrix
In order to improve the estimate of the clr matrix Z∗, the approximate low-rank structure
of the Z∗ is explored. The co-occurrence patterns (Faust et al., 2012), various symbiotic
relationships in microbial communities (Woyke et al., 2006; Horner-Devine et al., 2007;
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Chaffron et al., 2010) and samples in similar microbial communities are expected to lead to
an approximately low-rank structure of the clr matrix in the sense that the singular values
of Z∗ decay to zero in a fast rate. Such a low-rank structure of Z∗ is further investigated in
our real data analysis in §2.6, showing the empirical evidence of approximate low-rank clr
matrix. We propose the following nuclear-norm penalized estimation of the clr matrix Z∗
by exploring the low-rank structure of such a matrix,
Ẑ(λ) ∈ arg min
Z1p=0⃗n
LN (Z;W) + λ ∥Z∥∗ , (2.2)
where





















































The proposed estimator (2.2) is a regularized nuclear norm minimization which can be
solved by either semidefinite programming via interior-point semidefinite programming
(SDP) solver, or first-order method via Templates for First-Order Conic Solvers (TFOCS).
However the interior-point SDP solver computes the nuclear norm via a less efficient eigen-
value decomposition, which does not scale well with large n and p. TFOCS on the other
hand often results in the oscillations or overshoots along the trajectory of the iterations.
To achieve a stable and efficient optimization for (2.2) with large n and p, we propose an
algorithm based on the generalized accelerated proximal gradient method and Nesterov’s
scheme. Compared to Cao et al. (2020) which focus on estimating X∗ and introducing
nuclear norm regularization of X∗, we do not need further projections and the zero-sum
constraints of each row is automatically satisfied in our optimization algorithm. Algorithm
with fixed tuning parameter λ is in §2.3.2 and auto-tuning procedure is in §2.3.3. More
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details of §2.3.2 and §2.3.3 are provided in §2.8.1.
2.3.2. A generalized accelerated proximal gradient algorithm
We present an optimization algorithm for (2.2) based on the generalized accelerated Nes-
terov’s scheme, which follows the formulation of Beck and Teboulle (2009); Cao et al. (2020)
and the spirit of Su et al. (2014).
The algorithm involves the following steps: First, based on the count matrix, we initialize









∑pj=1 (Wij ∧ 0.5)
⎞
⎠






where ε ∈ IRn×p is the perturbation and ε = ε̃ ⋅ (Ip − 1p1p1p) with ε̃ ∈ IR
n×p and summation
of each row of ε is guaranteed to be zeros while ε̃ have n × p independent and randomly-
generated entries. It is worth noticing the perturbation ε does not appear in Cao et al.
(2020) and theoretically is not needed in convex optimization, but more likely to appear in
non-convex optimization scenarios (for example, neural network scenarios). However due
to numerical instability of centroid-log-ratio and softmax function (Galletti and Maratea,
2016), perturbation ε is important to ensure the stability of the proposed algorithm in our
simulations in §2.5.
Next we update Ẑ(k) and Ŷ(k) as




∥Z − Ẑ(k−1) +L−1k−1∇LN (Ŷ(k−1);W)∥
2
2
+ λ ∥Z∥∗ ,
Ŷ(k) ← Ẑ(k) + k − 1
k + ρ − 1 (Ẑ
(k) − Ẑ(k−1)) . (2.4)
until convergence or a maximum number of iterations is reached. Here ∇LN(Z;W) is the
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gradient function of LN(Z;W):
































and Lk is the reciprocal of step size in the kth iteration, which can be chosen by the following
line search strategy: denote
FL (Z,Y;W) = LN(Z;W) −LN(Y;W) − ⟨Z −Y,∇LN(Y)⟩ − 2−1L∥X −Y∥2F ,
as the error of approximating LN(Z;W) by the second order Taylor expansion with the
second order coefficient as L. In the kth iteration, we start with integer nk = 1 and let
Lk = γnkLk−1 for certain scaling parameter γ > 1, then repeatly increasing nk = 1,2, . . . until
FLk(X̂(k), Ŷ(k−1)) ≤ 0. In the optimization literature,
k − 1
k + ρ − 1 and ρ are, respectively,
referred to as the momentum term and friction parameter. We follow the suggestions by
Su et al. (2014); Cao et al. (2020) and set a high friction rate that ρ ≥ 92 .
More details of this algorithm with fixed tuning parameter λ are summarized in Algorithm
1 in §2.8.1, denoted as NuclearCLR (W, λ).
2.3.3. An auto-tuning procedure
Different from Cao et al. (2020), we only have one tuning parameter λ in (2.2) and we
search within a larger search region of λ (Xu et al., 2013; Avron et al., 2012), that is, λ
is selected from {2−3,2−2, . . . ,23,24}. Similar to Avron et al. (2012), our tuning parameter
selection procedure is based on the criteria
R(Z) ≐ LN (Z)∥Z∥∗
+ ∥Z∥∗LN (Z)
, (2.6)
motivated by the intuition that LN (Ẑ(λ)) and λ ∥Ẑ(λ)∥∗ has to be of same magnitude
(Avron et al., 2012); otherwise, one of LN (Z) or nuclear-regularization λ∥Z∥∗ dominates
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the other in the optimization procedure: for example, if LN (Z) is much larger than λ∥Z∥∗,
then the estimator might not be likely to have low-rank property since λ∥Z∥∗ affects the
optimization procedure in a limited way.
In first step, we initialize λ(0) = LN (Ẑ(0)) with Ẑ(0) in (2.3), and for l = 0,1,2.... is to
empirically set λ ≥ LN (Ẑ); similar way of setting initial value for the tuning parameter
appears in Avron et al. (2012) as well. Theoretically speaking, this is consistent with the
idea of λ having a lower bound (Shang and Kong, 2019); however, we are unable to establish
the lower bounds since we are unable to analytically derive duality of our objective function
like Shang and Kong (2019).
In following iterative steps, we estimate R (Ẑ (λ(l))) and expects it decreases in first several
iterations and stop when R (Ẑ (λ(l))) starts increasing, that is, when R (Ẑ (λ(l))) is close to
its local minimum. Similar to Avron et al. (2012), our search region is {γlλλ(0), l = 0,1 . . .}
we set the empirical scaling factor γλ set to 1.5.
More details are summarized in Algorithm 2 in Section 2.8.1.
2.4. Theoretical Properties of the Proposed Estimator
In this section, we investigate the theoretical properties of Ẑ proposed in (2.2) in §2.3; in
particular, the upper bounds of the estimation accuracy for clr matrix Z∗ are provided in
Theorem 18 for the exact low-rank settings and Theorem 20 for the approximate low-rank
settings. The following assumption appears in both settings to ensure that total number of
the read counts are comparable across all the samples, which implies that the samples have
similar read depths.
Assumption 5. Denote Ri for i ∈ [n] which quantifies the proportion of the total count for
the ith subject. Assume there exist constants αR, βR such that, for any i ∈ [n], αRn ≤ Ri ≤
βR
n .
This assumption also appears in Cao et al. (2020).
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2.4.1. Estimation bounds under the exact low-rank matrix assumption
The following theorem shows the estimation upper bound results over a class of bounded
low-rank clr matrices:
B0(r) ≜ {Z ∈ IRn×p ∶ rank(Z) ≤ r} . (2.7)





⋅ log(n + p)
N
. (2.8)







r(n + p) log(n + p)
pN
,






2 ⋅ {βR ∨ (pmaxi,jX∗ij)}
αR (mini,jX∗ij)
3
From Theorem 18, by using the softmax transformation, we can obtain an estimate of the
compositional matrix X∗, denoted as X̂. The following Corollary 19 gives an estimation
error bound on KL divergence of estimation matrix
Corollary 19. Under Assumption 5 and Z∗ ∈ B0(r), with tuning parameter selected in








DKL (softmax(Z∗), softmax(Ẑ(λ))) ≤ C3(p) ⋅







2 ⋅ [βR ∨ (pmaxi,jX∗ij)]
αR [mini,jX∗ij]
3
,C is independent of n, p,N,αR, βR.
The techniques are related to recent work on matrix completion (Negahban and Wainwright,
2012; Cao et al., 2020), although our problem setup, method and sampling procedure are
all distinct from matrix completion. We apply a peeling scheme by partitioning the set of
all possible values of Ẑ, and then derive estimation upper bounds for each of these subsets
based on concentration inequalities.
2.4.2. Estimator bounds under approximate low-rank matrix assumption
We now consider the setting of approximately low-rank clr matrix with singular values of
clr matrix Z∗ belonging to an `q ball,




∣σi(Z)∣q ≤ ρq} , (2.9)
where 0 ≤ q ≤ 1. In particular,if q = 0 the l0 ball B0(ρ0) corresponds to the set of bounded
matrices with rank at most ρ0. In general, we have the following upper bound result:
Theorem 20. Under Assumption 5 and Z∗ ∈ Bq(ρq), with tuning parameter selected by















≤ C(n, p, q, ρq){





n+p with probability at least 1 − 3n+p where


















and C1 is independent of n, p,N,αR, βR.
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The rates of convergence of Theorem 20 with q = 0 and ρ0 = r reduces to the exact low-rank
setting in Theorem 18.
2.4.3. Estimation of singular subspace in the low-rank setting
We assume that the true clr matrix Z∗ with rank r has the singular value decomposition







where D = diag{d1, . . . , dr} consists of the singular values of Z∗ with d1 > d2 > ⋯ > dr;
U = (U1,⋯,Ur) and V = (V1,⋯,Vr) are `2 normalized left and right singular vectors. Given
an estimate of the sample clr matrix Ẑ, it is often of interest to estimate its corresponding
singular vectors by the corresponding singular value decomposition (Aitchison, 1983), denote
them as Û and V̂. Similar to Xia (2018, 2019), we can provide an upper bound for singular
subspace distance based on Theorem 18 as well as Weyl’s lemma 31 (Weyl, 1912) and
Davis-Kahan’s sin Θ theorem (Davis, 1963, 1965; Davis and Kahan, 1970).
Theorem 21. Under all the assumptions in Theorem 20 and with tuning parameter selected

















≤ C(n, p, q, ρq){






with probability at least 1 − 3n+p where




















We now evaluate the numerical performances of the proposed estimator Ẑnuc under exact
low-rank settings and approximate low-rank settings by simulations in §2.5.1, §2.5.2. To
avoid confusion, estimator Ẑnuc is different from estimator Ẑ(λ) mentioned in §2.4: the
estimator Ẑnuc utilizes auto-tuning procedure in §2.3.3 but Ẑ(λ)s in §2.4 are for fixed tuning
parameter λ.
Data generating procedures are divided into two steps:
(1) generate clr matrix Z∗;
(2) generate count matrix W according to Poisson-Multinomial model (2.1): generate Ri =
Pi
∑nk=1 Pk
with Pi ∼ Uniform[1,10] for each individual i ∈ [n]. Based on Ri and X∗ =
softmax (Z∗), the read counts are generated from the multinomial model, i.e. Wi ∼
Mult (ni;X∗i ), where Ni = γnpRi, γ = 1,2,3,4,5. The sample size is n = 100 and the
number of taxa is p ∈ {50,100,150} .
The second step is the same for low-rank settings in §2.5.1 and approximate low-rank settings
in §2.5.2. As a result, it suffices to focus on generating procedures of clr matrix Z∗.
2.5.1. Low-rank simulation settings
As we explained in the beginning of §2.5, it suffices to focus on generating procedure of clr
matrices Z∗. Let U ∈ IRn×r with Uij ∼ N (0,0.5) and r = 20. In order to simulate correlated





1, i = j;
v, i ≠ j with probability q;
1, i ≠ j with probability 1 − q.
,V
(2)
ij ∼ N (0,10
−2) , (2.11)
where the choice of (v, q) is specified in Table 8 and such choice is the same for low-rank
settings in Table 7. Further steps of generating count matrices W∗ are specified in the
beginning of §2.5.
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Table 7: Comparison of estimation errors measured by means of squared Frobenius norm
error (×10−2) of for Ẑnuc, Ẑzr, Ẑsvt for both exact and approximate low rank settings for
various dimension p and parameter γ.
p = 50 p = 100 p = 150
γ Ẑnuc Ẑzr Ẑsvt Ẑnuc Ẑzr Ẑsvt Ẑnuc Ẑzr Ẑsvt
Low rank settings
1 16.64 42.31 38.06 51.10 60.12 56.46 60.39 73.68 70.56
2 9.74 43.63 41.77 50.16 61.92 60.32 61.19 76.15 74.83
3 6.32 42.31 41.28 44.52 60.01 58.91 58.90 73.70 72.78
4 5.77 40.38 39.67 30.60 57.35 56.52 38.77 70.35 69.58
5 4.36 38.55 38.07 26.53 54.70 54.01 14.73 67.17 66.51
Approximate low-rank settings
1 31.77 43.43 42.33 57.97 61.54 60.37 74.02 75.76 74.91
2 28.49 41.53 40.96 56.98 58.99 58.22 71.85 72.61 71.93
3 28.18 39.99 36.45 51.70 57.07 54.19 68.64 70.44 67.87
4 23.87 39.53 39.29 53.33 55.65 55.01 67.26 67.96 67.31
5 19.48 36.77 36.65 49.63 52.48 51.90 63.75 64.56 64.06
The results are summarized in Table 7 and Table 8. The proposed estimator Ẑnuc outper-
forms the zero-replacement estimator Ẑzr and singular value thresholding estimator Ẑsvt in
almost all settings. In particular, the difference between th loss of Ẑnuc and the other two
becomes more significant for smaller γ, i.e., when the number of total read counts is small;
and the settings with p = 50,100 has more significant loss than the settings with p = 150.
Improvement of estimation errors measured by sin Θ distance for right singular subspaces
in Table 8 is generally more modest than improvement of clr matrices Ẑ: for settings with
p = 150, we can hardly see improvement in Table 8 although such an improvement is still
significant for Ẑ in low-rank settings (Table 7).
To further compare the resulting estimates, Fig. 3 shows two scatter plots comparing the
true clr matrix Z∗ and the estimated Ẑ for two low-rank settings in Table 7. Although
slightly biased due to the nuclear norm penalty in the estimation, it still greatly outperforms
the commonly used zero-replacement estimator Ẑzr.
2.5.2. Approximate low-rank simulation settings
For the approximation low-rank settings, we try to identify a data generating procedure
different from the exact low-rank settings in §2.5.1. As we explained in the beginning of
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Table 8: Exact low-rank simulation settings: comparison of estimation errors measured by
sin Θ distance for right singular subspaces for Ẑnuc, Ẑzr and Ẑsvt Data generating procedure
follows §2.5 with (v, q) = (−2,0.5) in (2.11) in Section 2.5.1. This data generating procedure
is the same for low-rank settings in Table 7.
p = 50 p = 100 p = 150
γ V̂nuc V̂zr V̂svt V̂nuc V̂zr V̂svt V̂nuc V̂zr V̂svt
∥sin Θ∥2F (×10−2) V̂nuc, V̂zr, V̂svt ∈ IRp×1
1 66.25 173.47 166.67 109.80 183.52 183.81 187.68 188.40 187.12
2 62.88 172.27 173.38 79.59 180.76 182.27 185.81 186.86 186.74
3 47.02 178.15 184.54 55.36 182.32 179.27 191.11 186.30 189.71
4 45.37 170.72 182.15 50.32 181.99 181.97 194.59 187.25 175.22
5 44.81 174.84 177.70 49.34 180.63 177.34 187.62 180.75 190.09
∥sin Θ∥2F (×10−2) V̂nuc, V̂zr, V̂svt ∈ IRp×2
1 239.72 330.85 328.30 283.10 351.66 352.75 364.49 363.49 363.48
2 234.11 330.45 332.03 257.10 349.49 351.48 357.89 360.79 360.95
3 230.72 331.90 334.49 280.47 352.00 352.85 359.76 360.94 358.99
4 231.13 325.36 332.15 235.63 352.01 351.12 362.28 361.96 361.58
5 238.78 333.65 335.11 220.25 351.99 353.08 361.18 359.02 359.80
∥sin Θ∥2F (×10−2) V̂nuc, V̂zr, V̂svt ∈ IRp×3
1 394.14 472.05 472.84 450.04 514.22 512.28 531.68 528.68 530.43
2 388.94 475.94 476.22 423.53 511.51 512.25 526.91 528.88 529.81
3 384.03 480.26 472.65 447.31 515.79 512.42 527.39 528.44 527.09
4 383.81 473.70 479.97 402.53 516.39 515.56 527.69 531.43 528.90
5 387.86 478.80 480.26 389.71 518.93 512.66 529.37 529.42 531.04
∥sin Θ∥2F (×10−1) V̂nuc, V̂zr, V̂svt ∈ IRp×20
1 173.80 176.30 175.25 241.95 246.37 245.46 275.43 274.77 275.43
2 173.88 176.29 176.62 241.17 246.40 245.66 275.38 275.11 275.12
3 173.64 176.11 177.47 242.27 246.36 246.43 274.27 275.88 274.85
4 173.47 176.56 177.36 240.32 245.73 245.93 274.43 275.42 275.01




Figure 3: Scatter plots showing comparision of shrinkage of entries between Ẑzr and Ẑnuc.
Two settings are from the low-rank settings in Table 7, Table 8. Two figures in (3a)
correspond to the setting with γ = 3, p = 50 and other two figures in (3b) correspond to the
setting with γ = 5, p = 50.
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§2.5, it suffices to focus on generating procedure of clr matrices Z∗. Different from Section
§2.5.1, we put r = min{n, p} but have Z∗ = ŨDṼT (instead of Z∗ = UVT ) where
(a) Ũ ∈ IRn×r, Ṽ ∈ IRp×r are (column-wise `2 normalized) right eigenvectors of U ∈ IRn×r,
V ∈ IRp×min{n,p} to ensure diagonals of D can represent singular values of Z∗.
(b) D = diag {i−2, i = 1,2, . . . ,min{n, p}} satisfy approximate low-rank assumption (2.9)












1, i = j;
v, i ≠ j with probability q;
1, i ≠ j with probability 1 − q.
,V
(2)
ij ∼ N (0,5 ⋅ 10
−2) ,
where the choice of (v, q) is specified in Table 9 and this choice is the same for approx-
imate low-rank settings in Table 7.
Further steps of generating count matrices W∗ are specified in the beginning of §2.5.
We can see improvement in terms of estimation of Ẑnuc in Table 7 but not much improvement
V̂nuc in Table 9. While in exact low-rank settings, we have already seen that estimation
of singular spaces are more difficult than estimating clr matrix Z∗, here such phenomena
appear again in the approximate low-rank settings.
2.6. Analysis of Real Datasets
We apply our clr matrix estimation algorithm in §2.3 to two real datasets, the gut micro-
biome data set in a cohort of 98 individuals (Wu et al., 2011) and the data set from the
American Gut Project (McDonald et al., 2018).
2.6.1. Gut Microbiome Dataset
The gut microbiome plays an important role in regulating metabolic functions and influences
human health and disease (Methé et al., 2012; Wu and Yang, 2016). Wu et al. (2011)
reported a cohort gut microbiome data set that includes the counts of 87 bacteria for 98
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Table 9: Approximate low-rank simulation settings: comparison of estimation errors mea-
sured by sin Θ distance for right singular subspaces for Ẑnuc, Ẑzr and Ẑsvt in the low rank
model over 50 replications (we run 50 replications since this is much slower than ”low-rank”
settings). Data generating procedure follows §2.5 with (v, q) = (−1,0.5) in Section 2.5.2.
This data generating procedure is the same as for approximate low-rank settings in Table
7.
p = 50 p = 100 p = 150
γ V̂nuc V̂zr V̂svt V̂nuc V̂zr V̂svt V̂nuc V̂zr V̂svt
∥sin Θ∥2F (×10−2) V̂nuc, V̂zr, V̂svt ∈ IRp×1
1 170.96 172.75 173.88 177.80 186.74 170.86 187.33 184.54 188.53
2 180.30 175.97 182.29 179.70 182.22 180.70 188.56 186.28 187.65
3 175.88 178.53 169.75 180.56 177.31 180.01 188.24 186.55 187.24
4 180.29 180.16 175.62 183.38 184.16 185.00 186.80 187.23 188.73
5 176.49 180.79 175.45 187.91 182.89 182.60 184.18 188.16 189.31
∥sin Θ∥2F (×10−2) V̂nuc, V̂zr, V̂svt ∈ IRp×2
1 333.34 331.12 339.27 351.64 347.54 345.49 361.45 362.41 358.81
2 329.49 333.59 337.45 350.35 352.69 352.94 363.64 359.81 360.31
3 338.77 343.03 333.04 353.88 349.34 350.01 364.20 357.38 365.85
4 343.73 343.84 334.12 353.46 356.75 355.17 363.32 367.29 365.61
5 331.76 334.34 342.92 357.04 353.80 357.61 358.72 361.38 368.84
∥sin Θ∥2F (×10−2) V̂nuc, V̂zr, V̂svt ∈ IRp×3
1 464.15 488.80 472.40 512.67 507.97 507.28 527.99 522.48 525.37
2 478.23 480.28 477.62 510.23 506.52 512.77 526.78 531.88 528.96
3 468.29 491.70 472.51 513.62 508.42 517.00 527.73 530.37 530.40
4 488.29 486.52 480.52 505.49 517.41 515.26 536.24 536.76 531.08
5 477.98 472.42 484.11 522.21 518.09 512.62 524.05 531.84 536.62
∥sin Θ∥2F (×10−1) V̂nuc, V̂zr, V̂svt ∈ IRp×20
1 174.99 175.57 175.69 243.59 243.28 244.26 276.34 276.72 275.47
2 176.66 176.13 178.83 246.08 246.03 244.15 274.31 273.95 275.32
3 179.43 176.85 176.68 246.70 244.33 244.78 275.04 275.88 274.45
4 176.39 176.49 177.03 247.01 247.38 247.75 275.19 276.05 275.95
5 177.19 173.74 175.30 244.59 247.42 245.51 274.97 275.03 275.58
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Figure 4: Analysis of Gut Microbime dataset. The plot shows the decay of sin-
gular values d̂i (versus i) based on the singular value decomposition of Ẑ
nuc =
Ûnucdiag{d̂1, . . . , d̂min{n,p}} [V̂nuc]
T
, indicating the low-rank structure of the compositional
matrix.
healthy volunteers.
Fig. 4 shows the decay singular values Ẑzr indicating an approximate low-rank clr matrix.
Fig. 5 shows boxplots for clr matrices Ẑzr, Ẑnuc. To compare the results, define
Ω = {(i, j) ∶ i = 1, . . . , n; j = 1, . . . , p∣Wij > 0} (2.12)
and Ωc as the support of the nonzero and zero entries in W, respectively. Similar to (Cao
et al., 2020), Fig. (5b) shows that the observed nonzero counts have an effect on estimating
the clr matrix of the genera that were observed as zeros. The estimated centered-log-ratio
Ẑnucij in Ω
c tends to shrink towards those in Ω. In contrast, the zero-replacement estimator
Ẑzr in Fig. (5a) provides almost the same estimates for all the samples/taxa in Ωc and







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5: Analysis of the gut microbiome dataset of (Wu et al., 2011). Boxplots of the
estimated center log-ratio transformation for the genera corresponding to non-zero observa-
tions (Ω) and zero observations (Ωc). Fig. 5a: the zero replacement estimator Ẑzr. Fig. 5b:
the proposed estimator Ẑauto with tuning parameter set following §2.3.3 where the tuning
parameter is auto-tuned as λ = 2.15.
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Figure 6: Analysis of the American Gut Project dataset: Fig. (6) shows decay
of singular values d̂i (versus i) based on the singular value decomposition of Ẑ
nuc =
Ûnucdiag{d̂1, . . . , d̂min{n,p}} [V̂nuc)]
T
, indicating the low-rank structure of the compositional
matrix.
2.6.2. American Gut Project
The microbiome data of the American Gut Project (McDonald et al., 2018) includes the
counts of 70 bacteria for 3,566 individuals collected through an open platform for citizen
science. Fig. 6 shows the decay of singular values Ẑzr indicating an approximate low-rank
composition matrix.
Fig. 7 shows the boxplots of the estimated clr matrices Ẑzr, Ẑnuc ordered by their columns.
To compare the results, Fig. (7b) shows that the observed nonzero counts have much more
effect on estimating the centered-log-ratio Z∗ij of the genera that were observed as zeros
than Ẑzr in Fig. (7a).
2.7. Discussion
Centered log-ratio transformation is one of the most commonly used transformations in
compositional data analysis. Traditionally the centered log-ratios are estimated from the
compositional vectors. However, in many studies such as microbiome studies that motivated






















































































































































































































































































































































































































































































































































































































Figure 7: Analysis of the American Gut Project dataset, showing the boxplots of the
estimated center log-ratio transformation of the compositions for the genera corresponding
to non-zero observations (Ω) and zero observations (Ωc) in combo data set. Top panel:
the zero replacement estimator Ẑzr. Bottom panel: the proposed estimator Ẑauto with the
tuning parameter set following §2.3.3, where the tuning parameter is auto-tuned as λ = 5.99.
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the centered log-ratios as a parameter in Poisson-multinomial model for high dimensional
count data, we have developed a nuclear-norm penalized maximum likelihood estimation
method for estimating the clr matrix of all the samples. The method effectively borrows
information across the samples and taxa in order to achieve better estimation. We have
demonstrated this using simulations and analysis of two datasets. The method can be
efficiently implemented using the generalized accelerated proximal gradient method.
2.8. Details of the proofs
2.8.1. Details of the algorithms
This section provides more details of the algorithms described in §2.3.2 and §2.3.3.
Algorithm 1 (denoted by NuclearCLR (W, λ) ) provides more details than those appeared
in §2.3.2, the generalized accelerated proximal gradient algorithm solving (2.2) with fixed
tuning parameter λ.
Algorithm 2 provides more details than those appeared in Section 2.3.3 on how to process
auto-tuning. The procedure is based on NuclearCLR (W, λ), that is, Algorithm 1.
2.8.2. Proof of Theorems
For any integer n > 0, we write [n] = {1, . . . , n} and denote ei(n) as the canonical basis in
IRn with ith entry being one and others being zero.
Before our derivation, we present Lemma 22, which is a consequence of Davis-Kahan sin Θ
theorem. While some classical forms are in Stewart and Sun (1990); Davis and Kahan
(1970), we present Davis-Kahan sin Θ theorem in the context of our setting, which is anal-
ogous to Hsu (Accessed: 2016):
Lemma 22 (Davis-Kahan sin Θ). Denote singular value decomposition of symmetric matrix






















is the rth (absolutely) largest eigenvalue of An, ∥ΛÂn∥2
is the (r+1)th (absolutely) largest eigenvalue of Ân. Then for any unitarily-invariant norm
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Require: Count matrix W ∈ INn×p, tuning parameter λ.
Auxiliary parameters: scaling parameter γL = 1.5, initial step size L0, friction rate ρ = 5,
zero-criterion parameter ε{FL=0} = 10−7; maximum number of iterations KL,max = 104.
Ensure: Estimator of centroid log ratio matrix Ẑ(k) ∈ IRn×p.








) + ε, where ε is the random perturbation with
ε = ε̃ ⋅ (Ip − 1p1p1p) (and run 4,8,16, . . . initializers due to this perturbation) ;
while k ≤KL,max do
k ← k + 1;
Determine Ẑ(k), Ŷ(k) by (2.4), (2.4) in the following way:
Set Lk ← L0;
while True do




∥Z − Ẑ(k−1) +L−1k−1∇LN (Ŷ(k−1);W)∥
2
2
+ λ ∥Z∥∗ by SVD
and singular value thresholding;
(2.4) Ŷ(k) ← Ẑ(k) + k−1k+ρ−1 (Ẑ
(k) − Ẑ(k−1));










Algorithm 1: NuclearCLR (W, λ), the algorithm described in Section 2.3.1 for (2.2).
























Proof of Theorem 18 and Theorem 20
Theorem 18 and Theorem 20 can be considered as two special cases of following theorem:
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Require: Count matrix W ∈ INn×p.
Auxiliary parameters: maximum number of iterations Kλ,max = 100, stop criterion
ελ = 10−3, scaling parameter γλ = 1.2.
Ensure: Estimator of centroid log ratio matrix Ẑauto ∈ IRn×p; selected tuning parameter
λauto.









λ(1) ← LN (Ẑ(0);W);
λauto ← λ(1);









while k ≤Kλ,max do
k ← k + 1;
Ẑ(k) ←NuclearCLR (W, λ(k)), that is, Algorithm 1;











R+r ≤ ελ then
λauto ← λ(k)
Ẑauto ←NuclearCLR (W, λauto);
return Ẑauto, λauto; (exit)
end if
if R > r then
R ← r;
λauto ← λ(k);







Ẑauto ←NuclearCLR (W, λauto);
return Ẑauto, λauto; (exit)
Algorithm 2: Auto-tuning algorithm described in Section 2.3.3
Theorem 23 (Upper bounds). With tuning parameter selected as (2.8)
λ = δ
βR ∨ (pmaxi,j X∗ij)
(pmini,j X∗ij)
2













βR ∨ (maxi,j softmax(Z∗i )jp)
(mini,j softmax(Z∗i )jp)
2









∗)]2 ⋅ [βR ∨ (maxi,j softmax(Z∗)p)]
αR [mini,j softmax(Z∗)]3











[maxi,j softmax(Z∗)]4 [βR ∨ (maxi,j softmax(Z∗i )jp)]
(mini,j softmax(Z∗i )jp)
4









∗)]4 ⋅ [βR ∨ (maxi,j softmax(Z∗)p)]
αR [mini,j softmax(Z∗)]4
⋅ r(n + p) log(n + p)
pN
} ,
In addition, given a fixed constant C0 ≥ 6pmini,j softmax(Z∗i )jαR , if N < C0(n + p)











βR ∨ (maxi,j softmax(Z∗i )jp)
(mini,j softmax(Z∗i )jp)
2









∗)]2 ⋅ [βR ∨ (maxi,j softmax(Z∗)p)]
αR [mini,j softmax(Z∗)]3
⋅ r(n + p) log(n + p)
pN
} .
with probability at least 1 − 3n+p .
Proof. Similar to Cao et al. (2020), the count matrix W follows a multinomial distribution:
W = ∑Nk=1 Ek where Ek are independent and identically distributed copies of a Bernoulli
random matrix E that satisfies
Prob (E = ei(n)ej(p)T = [R ⋅ 1Tp ⋅ softmax (Z∗)]ij) ,

































log⟨softmax(Zi)T , ETk ei(n)⟩. (2.13)
Any solution Ẑ to (2.2) satisfies









[Wij log (softmax (Z∗i )j) −Wij log (softmax (Ẑi)j)]
≤ λ (∥Z∗∥∗ − ∥Ẑ∥∗) . (2.14)
Next we present following Lemmas to derive a lower bound for (2.13):
Lemma 24. Given the selected tuning parameter from Theorem 23, with probability at least
1 − 1n+p , we have the following upper bound for ∥Z
∗ − Ẑ∥∗:
∥Z∗ − Ẑ∥∗ ≤ 4
√






σi (Z∗) . (2.15)






RiDKL (softmax (Z∗i ) , softmax (Ẑi))
≤ LN (Ẑ) −LN (Z∗) +C2
βR ∨ (maxi,j softmax(Z∗i )jp)
(mini,j softmax(Z∗i )jp)
2








2 ⋅ [βR ∨ (maxi,j softmax(Z∗i )jp)]
αR (mini,j softmax(Z∗i )jp)
3
⋅ r(n + p) log(n + p)
N
,
with probability proceeding 1 − 2n+p .
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1. First regime: N < (n+ p) log(n+ p), By applying Lemma 24, 26, we obtain the upper
bound of ∥Z∗∥∗ − ∥Ẑ∥∗ as
∥Z∗∥∗ − ∥Ẑ∥∗ ≤ ∥Z∗ − Ẑ∥∗ ≤ 4
√
























































(softmax(Z∗)p)2 ⋅ [βR ∨ (softmax(Z∗)p)]
αR (softmax(Z∗)p)3
⋅ r(n + p) log(n + p)
N
,













DKL (softmax (Z∗i ) , softmax (Ẑi))
≤ C3
⎧⎪⎪⎨⎪⎪⎩
βR ∨ (maxi,j softmax(Z∗i )jp)
(mini,j softmax(Z∗i )jp)
2







∗)p)2 ⋅ [βR ∨ (softmax(Z∗)p)]
αR (softmax(Z∗)p)3
⋅ r(n + p) log(n + p)
N
}
2. Second regime: N > C0(n + p) log(n + p). We denote △ ≐ Ẑ −Z∗. According to (2.13)
and Taylor expansion, that is, there exists t ∈ (0,1) such that
LN (Ẑ) −LN (Z∗) − ⟨∇LN (Ẑ) ,∆⟩
= 1
N







vec (∇vec (∇LNi (tẐ + (1 − t)Z∗))) vec(∆),
2.8.3. Proof of Lemmas
Proof of Lemma 24



















































Denote vec(∆), vec(∇LN) ∈ IRnp vectorized forms of corresponding matrices. According to
Taylor expansion,
LN (Ẑ) −LN (Z∗) − ⟨∇LN (Ẑ) ,∆⟩
= 1
N







vec (∇vec (∇LNi (Ẑ + tZ∗))) vec(∆), (2.17)







vec (∇vec (∇LNi (Ẑ + tZ∗))) vec(∆)
= LN (Ẑ) −LN (Z∗) − ⟨∇LN (Ẑ) ,∆⟩
≤ − ⟨∇LN (Ẑ) ,∆⟩ + λ (∥Z∗∥∗ − ∥Ẑ∥∗)
≤ ∥∇LN (Ẑ)∥2 ⋅ ∥∆∥∗ + λ (∥Z
∗∥∗ − ∥Ẑ∥∗)
To further upper bound the nuclear norm ∥Ẑ −Z∗∥∗, we state two technical results:













2 log(n + p)
N





















Based on Lemma 27, with probability proceeding 1 − 1n+p , the selected tuning parameter
λ ≥ 2 ∥∇LN(Z∗)∥2.
According to Lemma 1 (B.2) in Negahban and Wainwright (2012) as well as Lemma 5 in
Cao et al. (2020), we obtain Lemma 24.
Proof of Lemma 25
For notational simplicity, we denote















RiDKL (softmax (Z∗i ) , softmax(Zi)) .
The main lines of this proof are in the same spirit as Lemma 2 in Cao et al. (2020) as well
as Lemma 3 in Negahban and Wainwright (2012). We use a peeling argument to prove the
probability of the following ”bad” event is small:
B ≜





log⟨softmax(Z) − softmax (Z∗) ,Ek⟩ −DR (softmax (Z∗i ) , softmax(Zi))∣
≥DR (softmax (Z∗i ) , softmax(Zi)) +E(n, p, r)} ,
where E(n, p, r) is defined by
E(n, p, r) ≜ (2.18)
91
⎡⎢⎢⎢⎢⎣
[(βR/n) ∨maxi,jX∗ij] log(n + p)
N

































We separate the constraint set {Z ∶ Z1p = 0⃗n} into pieces and focus on a sequence of small
sets:




DKL (softmax (Z∗i ) , softmax(Zi)) ≤ 2lη} , l = 1,2,3, . . .
Notice






DKL (softmax (Z∗i ) , softmax(Zi)) ,
it suffices to estimate the probability of the following events and then apply the union
bound,
Bl ≜









+E(n, p, r),Z1p = 0⃗n} ,
Since Cl ⊂ D(2lη) ≜ {Z ∶ Z1p = 0⃗n,DR (softmax (Z∗i ) , softmax(Zi)) ≤ 2lη} we can establish
the upper bound of the probability of event B by using the union bound, the fact that
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(n + p)−l ≤ 2
n + p.




βR ∨ (maxi,j softmax(Z∗i )jp)
(mini,j softmax(Z∗i )jp)
2








2 ⋅ [βR ∨ (maxi,j softmax(Z∗i )jp)]
αR (mini,j softmax(Z∗i )jp)
3
⋅ r(n + p) log(n + p)
N
,
which completes the proof.































T ∇2softmax ((1 − t)Z∗i + tẐi) (Ẑi −Z∗i ) ,
where ∇2softmax (ξ) = −diag {softmax(ξ)} + softmax(ξ)T softmax(ξ). Let us denote u ≜
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yT (Ip − diag(u)−
1











yT (Ip − diag(u)−
1







As a result, we have (2.16).















Lemma 28. EY(k) = 0⃗n×p.
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Proof.
E (Y(k)i ) = E [
ei(n)TEk ⋅ ∇clr−1(Z∗i )
⟨softmax(Z∗i )T ,ETk ei(n)⟩
]
= E [ ei(n)
TEk ⋅ ∇clr−1(Z∗i )
⟨softmax(Z∗i )T ,ETk ei(n)⟩
∣ei(n)TEk1p = 1] ⋅Prob(ei(n)TEk1p = 1),
where E [ ei(n)
TEk ⋅∇clr−1(Z∗i )
⟨softmax(Z∗i )T ,ETk ei(n)⟩
∣ei(n)TEk1p = 1] is just having ξ ≜ ei(n)TEk as multinomial
distribution with softmax (Z∗i ) as true composition and 1 as total count; that is,
E [ ei(n)
TEk ⋅ ∇clr−1(Z∗i )
⟨softmax(Z∗i )T ,ETk ei(n)⟩
∣ei(n)TEk1p = 1]
= Eξ∈{0,1}1×p∼Mult(1,softmax(Z∗i )) [














ej(p)T∇clr−1(Z∗i ) = 1Tp∇clr−1(Z∗i ) = 0⃗Tp .
As a result, EY(k) = 0⃗n×p.
Next we are to use Lemma 6 in Cao et al. (2020), for which we have to provide upper
bounds for ∥Y(k)∥
2
, ∥E [Y(k)]T Y(k)∥
2
, ∥EY(k) [Y(k)]T ∥
2
:


























clr−1(Z∗i )j] . (2.20)
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]
T
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Prob (ei(n)TEk1p = 1) ⋅
Eξ∈{0,1}1×p∼Mult(1,softmax(Z∗i ))
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softmax (Z∗i )j (ej(p) − softmax (Z∗i )


























νi ∥softmax (Z∗i )∥
2
2 . (2.21)








ei(n)TEk ⋅ [∇clr−1(Z∗i )]
2
ETk ei(n)
⟨softmax(Z∗i )T ,ETk ei(n)⟩2
⎫⎪⎪⎬⎪⎪⎭
= diag {Prob (ei(n)TEk1p = 1) ⋅
E
⎡⎢⎢⎢⎢⎣
ei(n)TEk ⋅ [∇clr−1(Z∗i )]
2
ETk ei(n)


































softmax(Z∗i )j ⋅ ∥ej(p) − softmax(Z∗i )T ∥
2
⎫⎪⎪⎬⎪⎪⎭










νi (1 − ∥softmax(Z∗i )∥
2
2) . (2.22)








≥ t) ≤ (n + p) exp(− N
2t2/2
σ2 +MNt/3) , (2.23)




















2 log(n + p)
N
, (2.24)
with probabity at least 1 − 1n+p .
2.8.4. Concentration inequalities
Lemma 29. Let n× p random matrices {Ek}Nk=1 be independent and identically distributed
with distribution Π = R1Tp ○ softmax(Z∗) on {ei(n)ej(p)T , (i, j) ∈ [n] × [p]} and {εk}Nk=1 is
an i.i.d. Rademacher sequence. Assume αRn ≤ Ri ≤
βR
n for any Z



















Lemma 30. We define a constraint set D(T ) with some constant T > 0,




DKL (softmax (Z∗i ) , softmax(Zi)) ≤ T } . (2.25)
And denote by ZT the function on the constraint set D(T )
UT ≜ sup
Z∈D(T )




RiDKL (softmax (Z∗i ) , softmax(Ẑi))∣ .
Under the assumption that αRn ≤ Ri ≤
βR





























∣log softmax (Z∗i )j − log softmax (Ẑi)j ∣ ≤ log
maxi,j softmax (Z∗i )j
mini,j softmax (Z∗i )j
,
we obtain the following concentration inequality by a version ho Hoeffding’s inequality due

















It remains to upper bound the quantity EUT . By using a standard symmetrization argu-
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ment, we obtain
EUt = E sup
Z∈D(T )














































where {εk}Nk=1 is an independent and identically distributed Rademacher sequence. Then
the contraction principle from Theorem 4.12 in Ledoux and Talagrand (2013), together with
Holder’s inequality between nuclear and operator norm, yields
EUT ≤
4














mini,j softmax (Z∗i )j
sup
Z∈D(T )
































































mini,j softmax (Z∗i )j
⋅
⎡⎢⎢⎢⎢⎣




















mini,j softmax (Z∗i )j
⎤⎥⎥⎥⎥⎥⎦
≤ E(n, p, r) + αRT
8n
.
finally, plugging the upper bound of EUt into concentration inequality (2.27), we obtain
(2.26).
Proof of main results
2.8.5. Proof of upper bound on singular subspace distance
A simple proof of the upper bound
Lemma 31 (Weyl’s lemma). ∣σi (Ẑ) − σi (Z∗)∣ ≤ ∥Ẑ −Z∗∥.
Weyl’s lemma 31 and Davis-Kahan sin Θ theorem (see a version from Li and Li (2018); Hsu
(Accessed: 2016)), for right singular vectors VZ∗ ,VẐ and an unitarily invariant norm ∥ ⋅ ∥U
we obtain
∥sin Θ (VẐ,VZ∗)∥U ≤
∥(Ẑ −Z∗)VZ∗∥U





and if we pick ∥ ⋅ ∥U = ∥ ⋅ ∥F , Theorem 18 implies Theorem 21. Same for left singular vectors
of course.
Proofs of the asymptotic expansion of the singular subspace distance
As an extension, we can also derive Theorem 21 from following result similar to asymptotic
expansion results under Frobenius norm in Koltchinskii and Lounici (2014); Koltchinskii
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et al. (2017); Li and Li (2018); Xia (2018):
Theorem 32. Under assumptions and selection of tuning parameter in Theorem 18 and





















CHAPTER 3 : Generative Adversarial Net (GAN) for Block-missingness
Imputation of GTEx Dataset
A fundamental biological question is to answer the question of to what extent the gene
expression values of a subset of tissues can be used to recover the full transcriptome in
other tissues. To address this challenge, we present a method for tissue-level gene expression
imputation based on Generative Adversarial Imputation Networks. In order to increase the
applicability of our approach, we leverage data from GTEx v8, a reference resource that has
generated a comprehensive collection of transcriptomes from a diverse set of human tissues.
We show that generative adversarial nets (GANs) outperform baseline methods in terms of
predictive performance.
3.1. Introduction
GTEx dataset (Consortium et al., 2015, 2017) is a large reference resource that has gener-
ated a comprehensive collection of human transcriptome data in a diverse set of 47 tissues
from over 800 donors. This dataset provides important insights into how genetic variants
are associated with gene expression levels in a tissue specific manner. It has also shown
that many issues have similar expression levels for subsets of genes and share similar gene
regulation mechanisms (Consortium et al., 2017; Boyle et al., 2017; Saha et al., 2017; Mo-
hammadi et al., 2017). The results of these studies have provided great insights into the
mechanisms of cross-tissue transcriptional regulation and accelerated discoveries for expres-
sion quantitative trait loci (eQTL). In addition, integrating eQTL information in genetic
association analysis has become an effective way to bridge SNPs, genes, and complex traits.
Many methods have been developed to co-localize eQTL with loci identified in GWAS to
identify candidate risk genes for complex traits (Nicolae et al., 2010; Hou et al., 2014;
Giambartolomei et al., 2014; Zhu et al., 2016). Hu et al. (2019) summarizes these work.
GTEx has been applied to build predictive models for predicting gene expression levels
when one only has genotype data. However, for a given tissue, the sample size where the
gene expression data are available is often small. It is therefore important to impute the
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missing gene expression levels using the expression data observed in other tissues and the
genotype data of the individuals. Using these imputed data, one can expect to build better
predictive model for gene expressions and to increase the power of detecting the eQTLs by
increasing the sample sizes.
Various machine learning methods have been proposed under different problem formula-
tions. Chen et al. (2016) developed an imputation method that uses random forests. Neural
networks provide another research directions to impute the gene expressions, including auto
encoder-decoders (Xie et al., 2017). Recently, generative adversarial nets have also been de-
veloped for missing data imputation for GTEx data, including the methods of Ghasedi Dizaji
et al. (2018); Wang et al. (2018); Torne et al. (2020), where the methods of Ghasedi Dizaji
et al. (2018); Wang et al. (2018) focus on about 1000 landmark genes. Although Torne et al.
(2020) focuses on 12,557 protein-coding genes, it only focuses on imputing gene expression
by other gene expression levels within each tissue, where the cross-tissue information is
ignored.
In this paper, we develop a new GAN framework for imputing the missing gene expression
data in GTEx data, where our model utilizes both the gene expression data across all tissues
and the genotype data of each individual sample.
3.2. GAN for Gene Expression Imputation
Consider a dataset D = {x̃,m, r,q}, where x̃ = [x̃(1),⋯, x̃(T )]T ∈ IRT×G represents a vector
of gene expression values with missing components. Here T is the number of tissues and G
is the number of genes. For the tth tissue, x̃(t) ∈ IRT . q ∈ N c is the vector of c categorical
(e.g. ’sex’, ’dthhrdy’) and r ∈ IRk+S is the vector of k quantitative covariates (e.g. ’age’) and
S SNP genotype data (numerically coded as 0,1,2). It is worth noticing although SNPs data
typically only have values {0,1,2}, if we treat at least ten thousands SNPs (e.g. S = 41,578
SNPs) as categorical covariates, the neural network would be too large unless further major
re-design of neural network architecture from (Torne et al., 2020). We therefore treat the
genotype data as continuous covariates.
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Let m ∈ {0,1,nan}T×G be a mask indicating which tissues of the original vector of expression
values x are missing (0) or observed (1) or not even observed (nan). To better illustrate
























It is worth noting that we keep nan in m in order to secure the details of the GAN imple-
mentation since later on zero padding in x happens for both the case when xi is missing
(with mi = 0) and the case when xi is unobserved (with mi = nan).
Our goal is to recover the original gene expression vector x ∈ IRT×G by modeling
P (X = x∣X̃ = x̃,M = m,R = r,Q = q) . (3.2)
3.2.1. GAN architecture
Similar to (Torne et al., 2020), our method builds on (Torne et al., 2020; Yoon et al., 2018)
and estimates a generative model via an adversarial process driven by the competition
between two players, the generator and the discriminator. However,
(1) We focus on tissue-level missing imputation, same as (Dey and Mazumder, 2020), that
is, we use tissue-tissue expression-level correlations to facilitate imputation of transcrip-
tome data from uncollected GTEx tissues. As a comparison, (Torne et al., 2020) does
imputation of ”missing” gene expressions by other gene expressions within the same
tissue and does not utilize cross-tissue information.
(2) As for missing data, (Torne et al., 2020; Yoon et al., 2018) use generative adversarial
nets to handle missing imputation but their raw data does not actually have missing
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data.
(3) In terms of the covariates for each individual, (Torne et al., 2020) adds just a small
number of covariates for individuals. However, the covariates for individuals are not
actually responsible for the good results. On the other hand, we add SNPs for each
individual as the covariates, which turns out to improve our prediction results, when
compared to a generative adversarial nets without the SNPs covariates.
Although generator and discriminators are similar to the ones in (Yoon et al., 2018; Torne
et al., 2020), we write them explicitly to emphasize that
(a) the randomness of mask vectors m is at the tissue-level while the randomness of the
hint vectors h is still at the gene-level.
(b) our mask vectors m ∈ {0,1,nan}T×G instead of m ∈ {0,1}T×G. This enable us to secure
the correct calculation of the losses. Possible implementation issues involving nan are
nan ⋅ 0 = nan, etc., and in the writeup these details are consistent with ones in the
implementation.
Generator. The generator aims at recovering gene expression in all tissues, that is T ×G
gene expressions, producing samples from (3.2). Formally, we define the generator as a
function
G ∶ IRT×G × IRT×G × {0,1,nan}T×G ×N c × IRk+S → IRT×G,
that imputes expression values as follows:
x̄ = G (x⊙ (m == 1),z⊙ (m == 0),m, r,q) , (3.3)
where z = [z(1),z(2),⋯, z(T )]T ∈ IRT×G is a vector sampled from a fixed noise distribution.
Here ⊙ denotes the element-wise multiplication. Similar to (Yoon et al., 2018; Torne et al.,
2020), we mask the T ×G dimensional noise vector as z ⊙ (m == 0), encouraging a bijec-
tive association between noise components and genes. Before passing the output x̄ to the
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Figure 8: Architecture of generative adversarial nets for GTEx missing data imputation.
The generator takes gene expression values x̃ with missing components according to a mask
m, and categorical (e.g. tissue type q ∈ N c) and numerical (e.g. age and SNPs; r ∈ IRk+S)
covariates, and outputs the imputed values x̃. The observed components of the generator’s
output are then replaced by the actual observed expression values x̃ , yielding the imputed
sample x̃. The discriminator receives x̃, the sample covariates, and the hint vector h, and
produces the probabilities ỹ of each gene being observed as opposed to being imputed by
the generator.
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discriminator, we replace the prediction for the non-missing components by the original
observed expression values
x̂ = (m! = 0)⊙ x̃ + (m == 0)⊙ x̄, (3.4)
Discriminator. The discriminator takes the imputed samples x̂ and attempts to distin-
guish whether the expression value of each gene has been observed or produced by the
generator. This is the same as (Torne et al., 2020) but is in contrast to the original GAN
discriminator that receives information from two input streams (generator and data distri-
bution) and attempts to distinguish the true input source.
Formally, the discriminator is a function
D ∶ IRT×G × IRT×G ×N c × IRk+S → [0,1]T×G,
that outputs the probability ŷ ∈ [0,1]T×G of each gene being observed as opposed to being
imputed by the generator:
ŷ =D(x̂,h, r,q). (3.5)
Here, the vector h ∈ IRT×G corresponds to the hint mechanism described in (Yoon et al.,
2018), which provides theoretical guarantees on the uniqueness of the global minimum for
the estimation of generator’s output (3.3). Specifically, the role of the hint vector h is to
leak some information about the mask m to the discriminator. Similar to (Yoon et al.,
2018; Torne et al., 2020), we define the hint vector h as follows:
h = b⊙m + 1
2
(1 − b) ∈ {0,1,nan}T×G,b ∼ B(1, p), p ∼ U(α,β), (3.6)
where b ∈ {0,1}T×G and h inherit nan values from the mask vectors m and are used only to
secure the correct calculation of generator losses. Similar to (Torne et al., 2020), we sample
b from a Bernoulli distribution parameterized by a random probability p × U(α,β) where
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α ∈ [0,1] and β ∈ (α,1] are the hyper-parameters.
It is worth noting that randomness of b as well as hint vectors h is still at gene level although
the randomness of m is at tissue-level. This accounts for a large number of genes T ×G and
allows to trade off the number of mask components that are revealed to the discriminator.
Optimization. Similar to (Goodfellow et al., 2014; Yoon et al., 2018; Torne et al., 2020),
we optimize the generator and discriminator adversarially, interleaving gradient updates for
the discriminator and generator.
The discriminator aims at determining whether genes have been observed or imputed based
on the imputed vector x̂, the covariates q ∈ N c and r ∈ IRk+S and hint vector h. Same as
(Torne et al., 2020), we achieve this via the following loss function LD ∶ {0,1,nan}T×G ×
IRT×G × {0,1}T×G → IR:
LD (m, ŷ,b) =
−1
Z1
(1 − b)T [(m == 1)⊙ log ŷ + (m == 0)⊙ log (1 − ŷ)] , (3.7)
where
Z1 = 1 + [(1 − b)⊙ (m! = nan)]T [(1 − b)⊙ (m! = nan)] , (3.8)
is the normalization term.
The generator aims at implicitly estimating the gene expressions. Therefore, its role is not
only to impute the expression corresponding to missing genes (with mask mi = 0) but to
reconstruct the expression of the observed inputs. Similar to (Yoon et al., 2018; Torne et al.,
2020), we use the following loss function LG ∶ {0,1,nan}T×G × IRT×G × {0,1}T×G → IR:
LG (m,x, x̄, ŷ,b) =
−1
Z1
(1 − b)T [(m == 0)⊙ log ŷ] + λ
Z2
(m == 1)T (x − x̄)2 , (3.9)
where normalization term Z1 is in (3.8) and Z2 = (m == 1)T (m == 1); λ > 0 is the hyper-
parameter. Intuitively, the first term in (3.9) corresponds to the adversarial loss, whereas
the second term accounts for the loss that the generator incurs in the reconstruction of the
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observed gene expression values.
Architecture. Our architecture shown in Fig. 8 is different from that of (Torne et al.,
2020) in the sense of
(a) x involves cross-tissue information and randomness of mask vectors m is at the tissue-
level.
(b) we have SNPs data in numerical covariates r ∈ IRk+S .
3.3. Results
3.3.1. Experimental details
The GTEx dataset is a public genomic resource of genetic effects on the transcriptome across
a broad collection of human tissues (Consortium et al., 2015, 2017). Our dataset contains
838 unique donors, each possibly having T = 31 tissues, each donor has S = 41,578 relevant
SNPs. We also select the intersection of all the protein-coding genes among these tissues,
yielding 11,204 unique human genes. Furthermore, our final data set includes G = 4,827
unique human genes that have at least one relevant SNP identified by eQTL analysis. This
allows us to compare the performances with other eQTL-based methods. Table 10 shows,
for each tissue, number of observed samples/ patients in training and validation datasets,
separately.
To prevent any leakage of information between the training and testing sets, we enforce all
samples from the same donor to be within the same set. Specifically, we sort the identifiers
in alphabetical order and select a suitable split point, forcing the two sets to be disjoint.
After splitting the data, the training set, which we use to train and tune the model, consists
of 628 donors, that is, 75% of the total 838 donors, while the testing set, on which we
evaluate the final performance, contains the remaining 210 donors.
GAN implemetation. For each sample, we include ’sex’ and ’dthhrdy’ as categorical
covariates in q and the donor’s age and SNPs as numerical covariate in r. We do not
normalize SNPs covariates. We train our model using RMSProp with learning rate 10−3.
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Table 10: Number of observed samples in training and validation datasets for each tissue.
tissue training validation total
Adipose Subcutaneous 437 144 581
Adipose Visceral Omentum 365 104 469
Adrenal Gland 174 59 233
Artery Aorta 291 96 387
Artery Coronary 155 58 213
Artery Tibial 438 146 584
Brain Cerebellum 178 31 209
Brain Cortex 176 29 205
Brain Nucleus accumbens basal ganglia 170 32 202
Breast Mammary Tissue 283 113 396
Cells Cultured fibroblasts 311 172 483
Colon Sigmoid 242 76 318
Colon Transverse 276 92 368
Esophagus Gastroesophageal Junction 250 80 330
Esophagus Mucosa 360 137 497
Esophagus Muscularis 345 120 465
Heart Atrial Appendage 278 94 372
Heart Left Ventricle 297 89 386
Liver 161 47 208
Lung 386 129 515
Muscle Skeletal 543 163 706
Nerve Tibial 405 127 532
Pancreas 214 91 305
Pituitary 213 24 237
Prostate 163 58 221
Skin Not Sun Exposed Suprapubic 411 106 517
Skin Sun Exposed Lower leg 464 141 605
Spleen 172 55 227
Stomach 229 95 324
Thyroid 441 133 574
Whole Blood 501 169 670
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Mask and hint generation. Instead of assuming that the data is missing completely at
random (MCAR) (Yoon et al., 2018; Torne et al., 2020), every time we randomly select
half of the tissues as missing when generating mask vectors m ∈ IRT×G since we think this
scenario/problem formulation may be different from the scenario/problem formulation in
Torne et al. (2020).
More specifically, during the training, for mask vectors m ∈ IRT×G, for dth donor (suppose
it has Td tissues observed, Td ≤ T ), we randomly set Td/2, half of observed tissues that has
ground truths, that is, not ”unobserved” with m(t1) = m(t2) = 0⃗G. The way of generating
the hint vectors h is the similar to the ones in Torne et al. (2020) where we sample the b
from B(1, p) where p ∼ U(0,8,0.95).
During the prediction, let us use an example to demonstrate the way to generate mask
vectors m and consequentially the way we evaluate the testing dataset. For the dth donor,
let’s assume that it has tissue {t1, t2, t3, t4, t5} observed, that is with ground truth. We
randomly permute {t1, t2, t3, t4, t5} as, for example, {t5, t3, t1, t2, t4}, we then set mask vector
m ∈ IRT×G with
(a) m(t5) = m(t3) = 0⃗G, m(t1) = m(t2) = m(t4)1G, other components of mask m are nan.
Predicted gene expressions are x̃(t5),(a), x̃(t3),(a).
(b) m(t1) = m(t2) = 0⃗G, m(t4) = m(t5) = m(t3)1G, other components of mask m are nan.
Predicted gene expressions are x̃(t1),(b), x̃(t2),(b).
(c) m(t4) = m(t5) = 0⃗G, m(t3) = m(t1) = m(t2)1G, other components of mask m are nan.
Predicted gene expressions are x̃(t4),(c), x̃(t5),(c).
We use x̃ with x̃(t1),(b), x̃(t2),(b) x̃(t3),(a)x̃(t4),(c), x̃(t5),(c) as final predicted/inference results
for this donor in the test set.
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3.3.2. Baseline methods
Here we provide an overview of the imputation results, including a comparison with other
imputation methods.
Baseline methods. The baseline methods to compare with are:
1. OLS with each gene regressing over a selected number of SNPs covairates. The selec-
tion of SNPs for each gene is by eQTL analysis.
2. Basic neural network (basic NN), or multi-layer perceptron similar to (Chen et al.,
2016) but we implement it from the scratch since both version of GTEx and the
version of neural-network package are different from (Chen et al., 2016).
3.3.3. Imputation results: comparison between GAN and OLS
Instead of using R-square (Xie et al., 2017; Torne et al., 2020), we use mean squared error
(Xie et al., 2017) and the squared correlation between predicted and observed expression (Hu
et al., 2019). Fig. 9 and Fig. 10 show tissue-level boxplots, including detailed comparison
between OLS and GAN. Fig. 11 and 13 show scatter plots of pairs of mean squared errors
from OLS and GAN, separately; each pair or each scatter point represents one gene for a
given tissue. To conclude, from Fig. 11 and Fig. 13, we observe that GAN outperforms
OLS in terms of mean squared errors and squared correlations.
3.3.4. Imputation results: comparison of multiple methods
While Fig. 14 shows the boxplots of mean squared error and squared correlation for each
tissue and each method, Table 11 summarizes means and standard deviations of the im-
putation results for different methods. We conclude our GAN-based methods generally
outperform the other two baseline methods in terms of mean squared error and squared
correlation.
3.4. Discussion
Our work continue work in (Torne et al., 2020) and impute gene expression in tissue-
level. We present Generative Adversarial Nets (GANs) for tissue-level gene expression




Figure 9: Comparisons of the mean squared errors from OLS and GAN. (a) Comparisons
of mean square errors of imputing missing gene expression levels. (b) Average percentage
of decrease in mean square errors.
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Figure 10: Squared correlation of results from OLS and GAN.
Table 11: Means and standards deviation of mean squared error and squared correlation of
imputation results from different methods.
method mean standard deviation
mean squared error
OLS 1.015 0.191
basic NN 0.986 0.158
GAN 0.950 0.188
GAN(+blood as covariates) 0.918 0.175
GAN (residuals) 0.955 0.191
squared correlation
OLS 0.015 0.026
basic NN 0.030 0.040
GAN 0.088 0.110
GAN(+blood as covariates) 0.085 0.112






Figure 11: Plots of pairs of mean squared errors from OLS and GAN, separately, for 12






Figure 12: Scatter plots of pairs of mean squared errors from OLS and GAN, separately for





Figure 13: Scatter plots of pairs of mean squared errors from OLS and GAN, separately for
7 tissues, where each pair or each scatter point represents one gene for the given tissue.
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Figure 14: Mean squared errors and squared correlation of results from OLS, basic NN and
GANs (GAN, GAN with blood gene expression as covariates and GAN on residuals).
118
(GANs) outperform baseline methods in terms of predictive performance. We actually
could have compare to more well-performed methods like (Wang et al., 2016), etc. but
(Wang et al., 2016) takes days to run through.
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