Hungarian method is a classical method for solving assignment problems. It also can be widely used in other problems, such as matching problem. This paper researches its application on using structural index reduction method to solve high-index DAEs, based on the combinatorial relaxation theory. Combinatorial relaxation theory converts the complex mathematical problem to the matching problem of bipartite graph. Based on this theory, this paper presents the main idea of Hungarian method and puts up three implementations for Hungarian method. At last, it compares the time performance of the three implementations by running a set of experiments.
INTRODUCTION
Using computer to build and simulate mathematical models is a good way to determine and optimize properties of products without building costly physical prototypes. This approach is widely used in industrial product design and development, such as spaceships, cars, medicines, etc [1] . With the development of industry, the products are more and more complex, and they are often from several different domains, such as biological, electrical, mechanical and thermodynamic, etc. The traditional single-domain modeling and simulation approach cannot meet the requirement of the complex product. So it is necessary to find a better approach to solve this problem. Multi-domain modeling and simulation is one of popular approaches at present [2] .
Modelica [3, 4] is an object-oriented equation-based programming language. It is good for designing complex physical systems by using its strong software component model. For the Modelica modeling and simulation, it often entails a large-scale and high-index differential algebraic equation (DAE) system, such as electrical systems [5] based on Kirchhoff's law, mechanical systems [5] based on Newton's law. It is difficult to solve the high-index differential algebraic equations (DAEs) directly. At present, there are four special kinds of DAEs being solved directly by using some numerical methods, such as Backward Difference method, Runge-Kutta method [6] , etc. They are: Index 0 DAE, Hessenberg Index 1 DAE, Hessenberg Index 2 DAE and Hessenberg Index 3 DAE [7] . The popular method to solve the high-index DAE is transforming it to one of the four special kinds of DEAs through index reduction [8] .
Index reduction based on structural indices of DAE systems, such as Pentelides algorithm [8] , is one of popular index reduction methods. But the calculation of structural index is based on a general assumption that the leading coefficients of the DAE system are algebraically independent. When this assumption is invalid, the structural index may be not equal to the differential index because of numerical cancellations. So the structure index reduction may fail in some special cases. This drawback prevents the structural index reduction method from solving general high-index DAEs. In order to deal with this drawback, Kazuo Murota [9, 10] has proposed a combinatorial relaxation theory.
Combinatorial relaxation theory combines matrix, matroid, graph and combinatorial optimization [11] . It uses simple graph theory to solve complex mathematical problems. As the nonzero entries of the structural matrix A str are algebraically independent, it converts computing the degree of the subdeterminant of structural matrix to the weighted matching problem of bipartite graph [12] . Specifically, it describes the n ¥ n structure matrix A str as a bipartite graph G = (X, Y, E). Where the vertex set X corresponds to the row set of A str , the vertex set Y corresponds to the column set of A str , the edge set E = {(i, j)|i OE X, j OE Y, (A str ) ij ≠ 0} corresponds to the set of nonzero entries of A str . And each edge (i, j) OE E is given a weight w ij = deg s (A str ) ij . Assuming M is a k-matching of G, then the weight w(M) = S (i,j)OEM w ij = S (i,j)OEM deg s (A str ) ij of M is the degree of a k ¥ k minor of structural matrix A str .
From above descriptions, we can have that the matching problem of bipartite graph is very important to implement the combinatorial relaxation theory. For the matching
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Research and Implementation of Hungarian Method Based on the Structure Index Reduction for DAE Systems problem of bipartite graph, this paper researches the application of Hungarian method on using structural index reduction method to solve high-index DAEs, based on the combinatorial relaxation method. And it gives three implementations for the Hungarian method. It is organized as follows: Section 2 presents background and main idea of the Hungarian method; Section 3 gives three implementations for Hungarian method: DFS single-augmented method, BFS single-augmented method and multi-augmented method; Compares and analyzes the three implementations through a set of numerical experiments for both sparse bipartite graphs and dense bipartite graphs in section 4. And section 5 gives a conclusion.
HUNGARIAN METHOD
Hungarian method [13] is a combinatorial optimization algorithm. It solves the assignment problem in polynomial time and is anticipated later primal-dual methods. Harold Kuhn developed and published the method based on the earlier works of two Hungarian mathematicians: Dénes König and Jenö Egervávy in 1955. Then the Kuhn's Hungarian method has become the starting point of a fast developing area of efficient combinatorial optimization [14] . Based on the Berge theorem and Hall theorem, it was improved by Edmonds in 1965, and his weighted matroid intersection algorithm [15] based on Hungarian method was another fundamental breakthrough. Later, Ford and Fulkerson extended the method to general transportation problems. In 1989, Dimitri P. and David A. Castñon put up the parallel asynchronous Hungarian methods [16] . As the Hungarian method is fast and simple, and it is suitable for all the problems which can be described as an integer programming. From the 20th century to now, Hungarian method is widely used in various assignment problems and matching problems, such as the register reduction during complex functional unit allocation [17] , DNA computing [18] , etc.
Hungarian method for maximum matching in a bipartite graph is based on the idea of using an augmenting path to construct a new matching M k+1 , of cardinality k+1, based on the given matching M k of cardinality k.
For a bipartite graph G = (X, Y, E), a matching M ⊆ E is a subset of edges, and there is no two edges in M sharing the same vertex. An edge is called matched if it is in matching M, and if it is not in matching M, call it free. If a vertex x is an endpoint of edge (x, y) OE M, the vertex x is called matched, and the vertex y is called the mate of vertex x. If a vertex is not matched, then call it free. Alternating path is a path P (a subset of edges of E) from a free vertex x(x OE X) to a free vertex y(y OE Y) such that P = ((x, y 1 ), (y 1 , x 1 ),...(x k , y)) consisting of matched edges and free edges alternatively. An alternating path P corresponds to a tree [19] , which consists of odd edges, and vertices x(x OE X) and vertices y(y OE Y) appear alternately, and the matched edges and free edges also appear alternately in the tree. All augmenting paths in G correspond to a forest.
Given a bipartite graph G = (X,Y,E) and a matching M, the Hungarian method works as follows:
Step 1: Select a free vertex x from the vertex set X;
Step 2: Search for augmenting path, if there is no any augmenting path with starting vertex x, go to Step1;
Step 3: If there is an augmenting path P with starting vertex x, then M is not the maximum matching in G, and there is a matching MЈ(MЈ = M ⊕ E (P)) being greater than M. Use MЈ to replace M, go to Step1, and continue searching for augmenting path related to M.
Repeat this process until there is no augmenting path in G, the matching M is the maximum matching at last.
For the Hungarian method, this paper presents three implementations in details in the next section, and also analyzes and compares the three implementations through time complexity and space complexity.
THREE IMPLEMETNATIONS
From section 2, it can have that searching for the augmenting path is a key part of the Hungarian method. According to the technology of searching for the augmenting path, this section gives and compares three implementations for the Hungarian method: DFS single-augmented method, BFS single-augmented method and Multi-augmented method.
DFS Single-augmented Method
DFS [20] (Depth-first search) is an algorithm for traversing or searching a graph. One starts at a source vertex and explores as far as possible along each branch until a goal vertex is found. Then the search backtracks, returning to the most recent vertex it hasn't finished exploring.
DFS single-augmented method searches only one augmenting path every time using DFS, and its details are showed as follows:
Step 2: Select an unmatched vertex x as the source vertex from the vertex set X, and initialize all vertices y i (y i OE Y, i = 1, 2..., n) as unlabeled. Then search for all unlabeled vertices y(y OE Y) . If the current vertex y j is not matched and can be arrived from vertex x, it finds out an augmenting path. Then label the vertex y j ,
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Research and Implementation of Hungarian Method Based on the Structure Index Reduction for DAE Systems mark it marched by x and modify the matching M, the recursion ends. If the current vertex y j is matched by x i , serve the vertex x i as a source vertex and continue to search all unlabeled vertices y(y OE Y). Repeat this process until it finds an unmatched vertex y k , lastly, it finds an augmenting path from x to vertex y j . Then mark y j being marched by x and modify the matching M.
Step 3: If there is no augmenting path in graph G, stop, and output the maximum matching M. Otherwise go to Step 2. This method needs n times to search augmenting path, and the time complexity of searching for one augmenting path with DFS is O(n 2 ). So the time complexity of DFS single-augmented method is O(n 3 ).
BFS Single-augmented Method
BFS [21] (Bread-first search) is a classical strategy for searching in a graph. Given a graph G(V, E), the BFS begins at a source vertex s and inspects all the neighboring vertices. Then for each of those neighbor vertices in turn, it inspects their neighbor nodes which were unvisited, and so on. That is to say, it inspects these vertices with k distances from s, and then inspects these vertices with k + 1 distances from s, and so on.
BFS single-augmented method searches just one augmenting path every time by using BFS. Its process is as follows:
Input:
Step 2: Select an unmatched vertex x from set X, and inspect all vertices y i (y i OE Y, i = 1,2...n) to find vertices such that being not matched by x and arrived from vertex x with distance k availably. If there is a vertex y u satisfying the conditions, it obtains an augmenting path with distance k. Then, giving vertex y u the label x and modifying the matching M. Continue to inspect the vertices until there is no vertex y(y OE Y) being not matched by x and arrived from vertex x with distance k availably.
Step 3: Same to
Step 2, inspect all vertices y i (y i ) OE Y,i = 1,2...n to find vertices such that being not matched by vertex x and arrived from vertex x with distance k+1. Repeat this step and continue to search all other such vertices with distance k+2, k+3... until there is no vertex satisfying the conditions.
Step 4: If there is no any augmenting path in G, stop, and output the maximum matching M. Otherwise go to Step 2.
Hungarian algorithm is polynomial time. It updates the matching M increasing one edge when it finds out an augmenting path, so it needs at most n times to find all augmenting paths. For the adjacent matrix, the time complexity of searching for one augmenting path with BFS is O(n 2 ). So the time complexity of BFS singleaugmented method is O(n 3 ).
Multi-augmented Method
Multi-augmented method [22] combines BFS and DFS to search more than one augmenting path every time. That is, at the step of searching for the augmenting path, it searches for more than one shortest augmenting path concurrently, rather than one shortest augmenting path. All the shortest augmenting paths searched by BFS form into a maximal augmenting path set P, and then augment the paths in P using DFS concurrently.
The process of multi-augmented method is as follows:
Input: Bipartite graph G(X, Y, E)
Output: Maximum matching M
Step 1: Initialize M = F.
Step 2: Select all unmatched vertices x from vertex set X to form into a set S. Then for the vertex x i (x i OE S), search for its all neighboring unmatched vertices y(y OE Y) using BFS and form a maximum augmenting path set P.
Step 3: Along all augmenting paths p in the set P, augment all paths p concurrently using DFS.
Step 4: If there is no augmenting path in graph G, stop, and output the maximum matching M. Otherwise go to Step 2.
All the shortest augmenting paths searched by using BFS every time have same length. With the executing of the algorithm, the length of the shortest augmenting paths increases gradually. At last, it needs O(n 0.5 ) times to gain the maximum matching. And the time complexity of augmenting the path p(p OE P) with DFS is O(n 2 ). Therefore, the time complexity of multi-augmented method is O(n 2.5 ).
Analysis of Three Methods
The time complexity of BFS single-augmented method and DFS singleaugmented method are O(n 3 ), and the time complexity of multi-augmented method is O(n 2.5 ). But in practice, the time of DFS is linear in the size of the graph including vertices and edges, and the DFS has backtracking operation, so BFS is faster than DFS, especially for large scale graph. Multi-augmented method combines BFS and DFS, it reduces the DFS's search range by using BFS, and so its time complexity depends on the reducing search range. In the sparse graph, the reducing search range is large, so the multi-augmented method is faster than BFS single-augmented method and DFS single-augmented method. In the dense graph, the reducing search range is very small, so the multi-augmented method is still faster than DFS single-augmented, but slower than BFS single-augmented method.
The space complexity of DFS is only proportional to the depth limit and it doesn't need to store all vertices during the searching process, but BFS needs to store all vertices, so the space needed for searching to the same depth using DFS is smaller than using BFS. As the DFS is an uninformed search, it may suffer from non-termination if the length of a path in the search graph is infinite. But the BFS is an informed search. As multi-augmented method doesn't need to store all vertices and the length of path searching by DFS is shorter than DFS single-augmented method's, its space complexity is smaller than DFS singleaugmented method and BFS single-augmented method.
From above descriptions, the three methods have their own advantages and disadvantages, so different problems should choose different methods.
EXPERIMENT
Modeling of complex physical systems with Modelica usually entails a largescale, high-index DAE system. According to its structure matrix A str , firstly, we construct a bipartite graph G(X, Y, E) with |X| = |Y| = n, |E| = m, corresponding to the DAE system. Where vertex set X stands for the row set of matrix A str , the vertex set Y stands for the column set of matrix A str , the edge set E corresponds to the set of nonzero entries of A str = ((A str ) ij ), and each edge (i, j) OE E is given a weight w ij = deg s (A str ) ij .
We have evaluated the time performance of DFS single-augmented method, BFS single-augmented method and multi-augmented method through running a set of numerical experiments for sparse bipartite graphs (corresponding to sparse structural matrices) and dense bipartite graphs (corresponding to dense structural matrices). We run experiments in the environment: Linux platform (Debian 4.4.5-8), Intel(R) Xeon(R) CPU X5472 @3.00GHz, Memory 16 GB, Compiler Gcc version 4.4.5.
Experiment for Sparse Bipartite Graph
In order to evaluate the time performance of the three methods for sparse bipartite graph with the ratio of edges to vertices unchanged (that is, keeping the sparsity of the bipartite graph unchanged) and increasing the number of vertices, this paper provides some numerical experiments, the test data and results are shown in "Table I" and " Figure I" .
From " Table I " and " Figure I" , the results show that for the large sparse bipartite graph (corresponding to large sparse matrix, m < n log n), the multi-augmented method is the fastest, BFS single-augmented method is later, and the slowest is the DFS single-augmented method. With the node increasing, the advantages of multi-augmented method is more and more significant:multiaugmented method is about 3 times faster than BFS single-augmented method and about 115 times faster than DFS single-augmented, BFS single-augmented method is about 31 times faster than DFS single-augmented, when n = 1000; multi-augmented method is about 36 times faster than BFS single-augmented method and about 7026 times faster than DFS single-augmented, BFS singleaugmented method is 189 times faster than DFS single-augmented, when n = 10000. But in the Case 1, as the graph is a dense graph (m ≥ n log n), BFS single-augmented method is faster than the multi-augmented method and DFS single-augmented method.
In order to evaluate the time performance of the three methods for sparse bipartite graph with the number of vertices unchanged and increasing the number of edges (that is, changing the sparsity of the bipartite graph), we give some numerical experiments as follows. The test data and results are showed in "Table II" and " Figure II" . " Table II" and " Figure II" show that for the large-scale sparse bipartite graph (m < n log n), multi-augmented method and BFS single-augmented method are significantly faster than DFS single-augmented method with the increasing of n and m. Of course, multi-augmented method is faster than BFS single-augmented method. But as the bipartite graph becomes denser and larger (m = 100 * n), the BFS single-augmented is slightly faster than multi-augmented method.
From these results, we can see that the run time of BFS single-augmented method slightly decreases with the bipartite graph becoming denser when the number of vertices remains unchanged. This is because that an augmenting path corresponds to a tree, and all augmenting paths in a bipartite graph G correspond to a forest. It needs O(n 2 ) times to search a tree, and it needs O(T ¥ (n 2 )) times to search a forest, where T is the number of trees in the forest. For the BFS, the sparser the bipartite graph G is, the more the number T of trees is, so the total running time O(T ¥ (n 2 )) is more costly. The denser the bipartite graph is, the less the number T of trees is, and the total running time O(T ¥ (n 2 )) is also less. For example, in the "Table II", the run time of the sparser bipartite graph with m = 10 * n (4.3ms and 455.2ms) is more than the denser bipartite graph with m = 100 * n (2.8ms and 177.3ms). For the DFS, the less the number T of trees is, the longer the length of the tree; the more the number T of trees is, the shorter the length of the tree. The time of searching a tree with DFS is linear in the length of a tree, so the run time of the denser bipartite graph (m = 100 * n) is more than the sparser bipartite graph (m = 10 * n). 
Journal of Algorithms & Computational Technology
Vol. 8 No. 2 227
Experiment for Dense Bipartite Graph
We run a set of experiments to evaluate the time performance of the three methods for the dense bipartite graph with changing the number of vertices and the density of the bipartite graph. In these test cases, the relationship between vertices and edges satisfies m ≥ n log n, some results are shown in "Table III and Figure III" .
From results in " Table III" and " Figure III" , we can see that for the dense bipartite graph, BFS single-augmented method is the fastest, multi-augmented method is later, and the slowest is DFS single-augmented method. When the ratio of the edges and the vertices keeps the same (m = nlogn), the time of DFS single-augmented grows linearly with the number of vertices increasing. Examples n = 100 n = 1000 n = 10000 Run time(ms) m = 10*100 m = 100*1000 m = 1000*10000 
CONCLUSION
Solving large-scale high-index DAE systems is a difficult problem at present. Graph-theoretic structural approach is a good method for it. But this approach may fail when the structural index is not equal to the differential index because of accidental numerical cancellations. Combinatorial relaxation theory can detect and correct this drawback. This paper presents how to transform computing the degree of the subdeterminant of structural matrix to computing the matching problem of bipartite graph, and researches the applications of the Hungarian method on computing the structural index of DAE systems. In this paper, we give three implementations for Hungarian method, and compare their time performance for the sparse bipartite graph and the dense bipartite graph, corresponding to the sparse structural matrix and the dense structural matrix respectively, by running a set of experiments. From theory analysis and experiment results, it can have that for the sparse bipartite graph, multiaugmented method is faster than BFS single-augmented method and DFS single-augmented method; for the dense bipartite graph, BFS single-augmented method is the fastest. But in some situations, we must consider the space complexity, so which method should be used depends on the problems requiring for space and time. In the future, we will consider parallelizing these methods such that we can solve the matching problem of large-scale bipartite graph fast and efficiently.
