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). Despite these advances there remains a significant 48 gap in our knowledge regarding the specific cognitive processes that underpin pain expectations. 49
Predictive coding provides the dominant theoretical framework for understanding the effects of 50 expectation on perception (Clark, 2013 , Friston, 2003 , including pain perception ( Bayesian model of pain expectations because they are over-confident in their mildly-pessimistic expectations, so that they rely less on their 92 sensory data. That level of understanding is necessary to allow an individual's response to treatment to be 93 predicted, thus providing the basis for a tool that can support clinical decision making. 94
This paper details the construction and testing of a mathematical model of the impact of pain 95 expectations on pain perception using experimental data garnered from a novel predictive cue task. The 96 purpose of this model construction was threefold. Firstly, we wished to assess the effect of expectation 97 uncertainty on pain perception in light of the conflicting past results mentioned above. Our second 98 objective was to identify, using the experimental data, a number of putative cognitive processes that give 99 rise to the umbrella term 'pain expectations'. Finally, leading on from the second objective, we wished to 100 assess whether a model could be constructed that would enable individuals to be distinguished based on 101 the aforementioned cognitive processes. 102 7 Bayesian model of pain expectations 2. Method 144
General experimental design 145
Two experiments were conducted on independent samples. Experiment 2 was conducted for validation, 146 with task delivery modifications introduced to enhance the translational impact of the approach. During 147 each experiment participants performed a 'pain rating' task (Figure 1.) . In each trial of the task, 148 participants' expectations regarding the upcoming stimulation were manipulated. This manipulation was 149 achieved by offering the participants a choice between two 'cues' expressing different probability 150 distributions for the intensity of the upcoming stimulation in terms of the possible intensities and 151 corresponding probabilities. After selecting one of the cues the participant then experienced a pain 152 stimulation level generated in accordance with the probabilities represented by the selected cue. Finally, 153 the participant was required to rate the intensity of the stimulation they received. This choice mechanism 154 was used (in contrast to just presenting participants with one cue) to ensure that the participants both 155 attended to, and understood, the pain probability cues they were presented with. The choice mechanism 156 also acted to give the participants a sense of control over the upcoming pain, so as to minimise the possible 157 influence of learned helplessness on their pain experience (Bhat et al., 2010) . The trials were designed in 158 such a way that one cue (herein referred to as the 'target') was always preferable to the other (herein 159 referred to as the 'lure') in terms of expected pain intensity. Trials where the participants chose the lure (or 160 failed to make a choice at all) were discarded from the data analysis as in such instances it was not certain 161 that the participants had understood the cues. The targets were created in accordance with a design that 162 allowed a systematic manipulation of the relevant aspects of pain expectation. 163
The task utilised here is novel in the context of pain research. However, it has been used extensively to 164 examine how people value financial outcomes (Talmi, Atkinson, & El-Deredy, 2013) as well as taste and 165 pain outcomes (Hird et al., 2017) . It differs from placebo paradigms because the manipulated quantity is 166 the individual's expectation about the impending pain, rather than about the efficacy of treatment. One 167 particular feature of this task (in contrast with placebo and other cue-based paradigms) is the avoidance of 168 deception. In placebo paradigms participants are told that an ineffective intervention (e.g. an inert cream) 169 8 Bayesian model of pain expectations is in fact a proven treatment (e.g. an active analgesic). In current cue-based paradigms (e.g. Atlas et al., 170 2010) , cues intentionally mislead participants, for example informing them that an impending pain stimulus 171 will be high intensity, when it may in fact be of moderate intensity. We avoided deception firstly because 172 the integrity of data resulting from deception paradigms is reliant on the participant remaining naïve to the 173 deception throughout the experiment, and secondly because deception is problematic as far as translation 174 into clinical settings is concerned. Files needed to run the experimental paradigms, the analysis code and 175 the complete datasets are available to download from BioRxiv. 176 177 178
Figure 1. Schematic of one experimental trial in experiments 1 (top) and 2 (bottom). Each trial began with 179 a cue selection phase (left panel) where the participant had to choose between two cues. Participants who 180
understand these cues should choose the left, target cue to minimise the chances of receiving strong pain. 181
Once a cue was selected it appeared on its own for 2s (second panel). This selected cue was assumed to 182 influence participants' pain expectations. Here the selected cue gives the participant 50% chance of 183 receiving pain level '4' and 50% of receiving pain level '7'. With this cue selected the expected pain level for 184 a participant who is not particularly anxious or overly optimistic is 5.5. Participants then received a painful 185 electric stimulation corresponding to one of the levels depicted on the selected cue, e.g. a '4' (third panel). The top panel of Figure 1 shows an example of a trial from Experiment 1. In this example the 'target' cue 193 presented a 50% chance of receiving level 4 pain and 50% chance of receiving level 7 pain. This target 194 therefore provided an expected pain intensity of 5.5, and is therefore preferable to the 'lure' cue, which 195 presents a 50% chance of receiving level 5 pain and 50% chance of receiving level 7 pain (expected intensity 196 = 6). The cues were designed to provide a balanced manipulation of the following variables across the 197 sequence of trials experienced by each individual: the expected value of the pain (the mean: 4.5, 5.5), the 198 number of different pain levels that could potentially be delivered (2, 4), the prediction error (the 199 difference between expected level of pain and intensity of the delivered stimulation: 0.5,1.5) and the sign 200 of the prediction error (positive or negative). Using the trial depicted in Figure 1 as an example, if the target 201 cue was selected and the level 7 pain subsequently delivered, then the prediction error would be +1.5 (7 -202 5.5). The positive sign of the prediction error indicates that the pain level that was experienced was higher 203 than the average pain level participants would expect on the basis of the cue they selected. In summary, 204 the experimental corresponded to a 2 (mean expected pain: 4.5, 5.5) x 2 (number of cue options: 2, 4) x 2 205 (direction of the prediction error: positive, negative) x 2 (the size of the prediction error: 0.5, 1. Acute experimental pain was delivered to the participants using electric stimulation, which has been shown 216 to produce effects of expectations that are equivalent to those produced with the more typical laser Participants were given an information sheet prior to the study informing them of the justification for the 234 study and of the use of electrical stimulation. On arriving at the laboratory participants were first asked to 235 sign a consent form, and then to confirm that they had read the information sheet. The electrode was then 236 11 Bayesian model of pain expectations attached to the back of the participant's right hand. Once the electrode was attached the participants 237 undertook a pain calibration procedure. This procedure was necessary firstly to ensure that the participant 238 could tolerate the stimulations, and secondly to ensure that the stimulations were psychologically 239 equivalent across participants. Once the pain calibration procedure was complete participants were given 240 instructions relating to the pain rating task. Participants were then given 6 practice trials of the pain rating 241 task before undertaking the task proper. 242 243
Pain calibration. 244
During this procedure participants received a series of stimulations, starting from 0.2V, and incrementing 245 by 0.2V at each step. Participants rated each stimulation on a scale from 0 -10 where a score of 0 reflected 246 not being able to feel the stimulation, 3 reflected a stimulation level that was on the threshold of being 247 painful, 7 related to a stimulation that was deemed 'painful but still tolerable' and 10 related to 248 'unbearable pain'. The scaling procedure was terminated once the participant reported the level of pain as 249 being equivalent to '7' on the scale. This calibration procedure was performed twice to allow for initial 250 habituation/sensitisation to the stimulation. The voltage levels rated as '3', '4', '5', '6', and '7' on the 251 second run of the calibration procedure were used as the different pain levels to be delivered during the 252 pain rating task. The average voltage used for each pain level are shown in Supplementary Each trial began with a 250ms fixation cross, before two cues, presented as two pie charts, appeared side-256 by-side on the screen (+/-160 pixels from the centre: Figure 1 ). Participants were required to choose 257 between these cues using the mouse. Numbers on the 'slices' of each pie chart indicated the level of 258 stimulation that the slice related to, while the size of the slice depicted the probability of the stimulation 259 level being delivered if the cue was selected. Participants had up to 8 seconds to make their selection. The 260 target cue was always clearly preferable to the lure in terms of expected pain value (see General Methods). 261
If the participant failed to make any selection within the 8s time limit then the lure cue was automatically 262 12 Bayesian model of pain expectations selected. The selected cue was then presented alone in the centre of the screen for 2 seconds, at which 263 point the cue disappeared and one of the pain levels depicted on the cue was delivered to the back of the 264 hand according to the probabilities depicted on the cue. Finally a visual-analogue scale (Hjermstad et al., 265 2011) ranging from 0-100, appeared 500ms after the offset of the stimulation. Participants were required 266 to rate their experience of the stimulation on this scale using the mouse, with the trial only proceeding 267 once a rating had been given. Participants were told that even though the stimulation they would receive 268 would always be one of those predicted by the selected cue, they should rate the pain they actually felt. 269
The use of a 0-100 rating scale gave the participants sufficient scope to report trial-by-trial differences in 270 pain experience, while preventing them from simply reporting which intensity they thought had been 271 delivered (which would be a possibility if participants were asked to rate their experience using the same 0- Participants undertook 5 blocks of trials, with 32 trials in each block, giving a total of 160 trials. Each block 279 consisted of a randomised presentation of 24 types of trials, depicted in Supplementary Table 2 . In 16 of 280 these the target cue corresponded to one of the 16 experimental conditions according to the 2x2x2x2 281 experimental design described above. Four additional trial types were required to complete the design (see 282 Supplementary Table 2 ). Four further trials types, involving target cues which depicted the delivery of pain 283 levels 3, 4, 5 and 6 with 100% probability, were included for the purpose of a manipulation check. A self-284 timed break was given every 20 trials. The design of Experiment 2 was similar to that of Experiment 1. The following changes were made with the 288 potential clinical application of the paradigm in mind. Firstly, sets of playing cards were used as cues 289 instead of pie charts (Figure 1 ). This allowed the results from Experiment 1 to be (potentially) replicated 290 using cues that may be more readily understood by a clinical audience. Secondly only trial types involving 2 291 different intensities with equal (50%) probabilities were included in the design. This meant that only 3 292 aspects of pain expectation were manipulated within participants; the expected pain level (4.5, 5, 5.5), the 293 size of the prediction error (0.5, 1.5, 2), and the direction of the prediction error (positive or negative). This 294 change allowed a reduction to the number of trials appearing in the experiment, and therefore a reduction 295 in the length of the experiment. This was thought beneficial due to the limited time available in the clinic 296 for diagnostic procedures. 297 298
Participants 299
Thirty-two undergraduates from the Manchester University Psychology Department (26 female, Mean age 300 19.3, σ = 1) participated in the study for course credit. Participants were excluded if they had a history of 301 psychiatric or neurological disorders. The study received ethical approval from the North West 6 Research 302
Ethics committee (Greater Manchester South). Data from three participants was excluded because they did 303 not achieve the criterion performance level of 85%, leaving a sample of 29 (24 female, mean age 19.3, σ = 304 1). 305 306
Materials and procedure 307
The materials were the same as in Experiment 1, but instead of charts, the cues consisted of spade suit 308 playing cards. Each cue took the form of a pair of playing cards (100x130 pixels in size), with each card 309 corresponding to one slice of the charts used in Experiment 1. During the selection phase the two cards 310 from each pair of cards were presented 225 and 100 pixels from the centre of the screen, with one pair 311 14 Bayesian model of pain expectations being presented to the left of the screen and the other to the right. After selection, the two cards 312 comprising the selected cue were presented +/-75 pixels from the centre of the screen. 313
Participants undertook 5 blocks of trials. Each block consisted of a randomised presentation of 16 types of 314 trials depicted in Supplementary Table 3 . In 8 of these, the target cue corresponded to one of the 8 315 experimental conditions in a 2 (the expected pain level: 4.5, 5.5) x 2 (the size of the prediction error: 0.5, 316 1.5) x 2 (the direction of the prediction error: positive or negative) experimental design. In 4 trial types the 317 target cue corresponded to one of the 4 experimental conditions in a 2 (the size of the prediction error: 0.5, 318 1.5) by 2 (the direction of the prediction error: positive or negative) experimental design. We employed 319 these two designs together in order to compare their efficacy, and decide which design was best for future 320 experiments. Four additional trial types involving target cues which depicted the delivery of pain levels 3, 4, 321 5 and 6 with 100% probability were again included for the purpose of a manipulation check. In total, 322 therefore, each participant undertook 80 trials, with self-timed breaks given every 20 trials. The average 323 voltage used for each pain level during the experiment are shown in Supplementary Table 1 . 324 325 2.5 Statistical analysis 326
Modelling 327
The predictive coding framework suggests that our perceptual systems are organised in a hierarchical 328 manner. Within this framework perceptual systems at a high level in the hierarchy hold prior distributions 329 relating to sensory input which are shaped by past experience. Perceptual expectations at any specific point 330 in time arise from these prior distributions. For example, during pain perception, the prior distributions 331 (priors) held at high levels of the hierarchy, are compared to incoming pain at lower levels. Discrepancies 332 between the priors and sensory input are then projected back to the higher level, causing the prior to be 333 updated into a posterior distribution (from which the resulting pain experience arises) while also altering 334 the basis on which subsequent priors will be calculated (Buchel et al., 2014) . The models presented in this 335 paper are influenced by this framework, formalising response to pain in terms of a Bayesian prior-to-336 posterior updating process. Apart from the baseline model, we consider 5 Bayesian models, which are all 337 based on a multiplicative decomposition of the joint probability that conforms to the Bayes theorem, under 338 the stipulated assumptions. These 5 models can be considered Bayesian because they allow a prior 339 distribution representing pain expectation to be updated, on the basis of sensory information, into a 340 posterior distribution representing the final perceptual experience. The models are Bayesian also in that 341 they regard model parameters as random variables. From a statistical standpoint the full version of these 342
Bayesian models is 'hierarchical' in that it involves a multilevel Bayesian structure consisting of two levels 343 ) using the pain responses on the 100% probability trials to standardize the responses across 350 participants so as to avoid issues of differential scale use. Thus and were selected to minimize the 351 squared error between participants' ratings and the delivered intensity. Before the pain stimulation was 352 delivered, participant i at the jth trial also saw a cue. Let the cue consist of information , involving the 353 possible magnitudes ( 1 … ) of the incoming pain stimulus, also expressed on a 0-100 scale, and 354 their corresponding probabilities of occurrence, ( 1 … ). Thus conditional on , the intensity of 355 the incoming pain stimulus has mean and standard deviation respectively given by 356
On the jth trial, an individual i exposed to cue represents the predicted intensity of the upcoming 358 pain as a probability distribution P( | ). In the terminology of predictive coding, this is the 'prior 359 distribution' of the intensity of the upcoming pain. We formulate ( | ) as a product of two normal 360 distributions, one incorporating cue-independent information and the other incorporating the cue 361 information (see appendix for derivation): 362
where the symbol ∝ stands for "proportional to" and Normal(x, y) stands for the normal distribution 364
with mean x and standard deviation y, occasionally truncated to ensure that random variables satisfy their 365 range constraints, whenever appropriate. 366 In the appendix we justify the following: 384 2) ( | , ) ∝ ( , ) × ( | ) 385
In this term, each predicted value of is compared with the external sensory information, associating 386 each such value with a measure of 'surprise', which our model takes to increase with an increasing distance 387 between and the actual intensity of the stimulation, . The value of β determines the extent that the 388 perceptual mechanism will tolerate a given disparity between the predicted experience and the actual 389 complexity. This criterion is sensitive to non-normalities of the posterior distributions of the parameter. An 436 exploration of these posteriors did not reveal departures from normality that might raise concern. At any 437 rate, in order to protect from any anomalous behaviour of DIC, we ranked the models also in terms of a 438 cross-validated measure of performance, specifically, leave-one-subject-out (LOSO) cross-validation (Xu & 439 Huang., 2012). In LOSO, the data for each experiment is partitioned by participant. For each partition the 440 models are fit with the remaining data from the same experiment and a log likelihood of the hold out data 441 is calculated. The DIC-based ranking and the cross-validated ranking were identical. 442
Using data from Experiment 1, we first compared fixed-parameter models 1-5 where all participants 443 shared the same values for the parameters. In these comparisons the baseline model (Model 1) serves as 444 the null hypothesis, as it assumes that the cue exerts no effect on pain experience, namely, no effect on the 445 prior and thus no effect of expectations of any kind. The comparison between the mean-only model (Model 446
3) and the multimodal model (Model 2) serves to assess the relevance of the expected value of the cue. 447
Following these comparisons, the same data were analysed with an elaboration of the winning fixed-448 parameters model, now allowing the parameters β, ρ, η, µ, and ν, and to vary across individuals (the 449 'Hierarchical', Model 6). We took the values of these parameters in individual i (respectively denoted by βi 450 ρi, ηi, µi, and νi,) to be independently drawn from corresponding population-level normal distributions, with 451 hyperparameters independently drawn from flat hyperprior distributions, resulting in a multilevel model. 452
This model allows us to describe the variability of the individual-specific posterior estimates for parameters, 453 and therefore to infer how the parameters vary across the population. Finally, we fitted these models to 454 20 Bayesian model of pain expectations data from Experiment 2, to provide validation that the findings from the first dataset would generalise to 455 an independent dataset. 456
As regards parameter estimation, the models, when combined with data, gives rise to a Bayesian 457 posterior distribution for the unknown model parameters. 
Results 468
The average performance during the cue selection task (i.e. proportion of targets selected) was 96% in 469 Experiment 1 and 97% in Experiment 2, suggesting that participants understood the task well. In both 470 experiments the mean ratings given during the trials where the cue provided 100% chance of a particular 471 stimulation intensity increased linearly as a function of increased stimulation levels, confirming that 472 participants were able to distinguish between the stimulation levels ( Supplementary Table 4 ). 473 Table 1 summarizes the DIC and LOSO log likelihood values for the fixed-parameter models. Lower DIC 474 values indicate higher likelihood of the data being generated by the model and thus better fit. Higher LOSO 475 values (lower in absolute value) also indicate a better fit. A difference greater than 10 between the DICs for 476 two models is considered strong evidence against the model with the higher score. For Experiment 1, 477
Model 1 fitted the data less well than the other models, which have all assumed that the cue has some 478 effect on the rating. The 'Mean-only model' (Model 3) fitted the data better than the 'Multimodal model' 479 (Model 2) justifying the use of the mean of the cue as a useful property of the cue information. The best-480 21 Bayesian model of pain expectations fitting fixed-parameter model was the 'Full model' (Model 5). This finding supports the hypothesis that 481 both cue-dependent and cue-independent biases influence pain perception. When the same models were 482 tested using the data from Experiment 2, the results of the model comparisons were the same (Table1 Table 2 summarizes the parameter estimates achieved from fitting Model 5, the winning 'Full model'. 504
Within this perspective, the finding that the average value of ρ is of smaller magnitude than the average 505 value of β suggests that that the prior distribution for is biased towards the mean of the cue. These 506 parameters are inversely proportional to the strength of the cue and stimulus information when they are 507 combined to form the posterior in this model. Thus, the parameter values suggest that an increase in the 508 mean of the cue will, on average, and all other variables remaining equal, correspond to an increase in the 509 mean of the rating . The positive average value of η supports the hypothesis that an increase in the cue 510 variance will, on average, correspond to an increase in the variance of the prior distribution for and thus 511 a smaller effect of the cue on the perceived intensity, in accordance with predictive coding. 512 Table 1 also Figure 2 illustrates the way in which Model 6 explains the 517 responses of two different participants in Experiment 1 to a trial where these participants were exposed to 518 the same cue. The charts on the top row illustrate the participants' cue-independent priors before (i.e. 519 23 Bayesian model of pain expectations either the cue or stimulus are delivered). In the middle row, the likelihood of the cue (red dashed curve) is 520 incorporated to create a posterior (black curve) which will later serve as the 'prior distribution' (blue curve), 521 ( | ). In the last row the 'prior distribution' (now the blue curve) is incorporated with the likelihood respectively. We see that the cue-independent priors differ in location and strength leading to differences 548 in how the cue shapes the prior distribution. 549 Six models of pain perception were tested using data collected from two experiments that utilised a 579 short, novel and deception-free experimental paradigm. A model comparison performed using data from 580 the first experiment supported a number of hypotheses. Firstly, it was found that modelling cue-dependent 581 priors using the mean pain intensity suggested by the cue provided a better model fit for the data than 582 using separate modal values for each intensity represented in the cue. Secondly it was found that increased 583 variance in the prior (and thus the generated expectation) decreased the influence which that prior exerted 584 on the perception of pain. Thirdly, it was shown that adding parameters that describe cue-independent 585 biases in pain perception significantly improved model fit, suggesting that such biases produce an effect on 586 pain perception that is independent of cued pain expectations. Fourthly, as the best fitting 'Full model' 587 corresponded most closely to the predictive coding framework, the results of this study lend support for 588 the predictive coding conceptualisation of pain perception. Finally, this winning model produced a 589 significantly better fit of the data when its parameters were allowed to vary at an individual level, 590
suggesting that there are substantial individual differences in sensitivity to aspects of pain expectations. 591
The results also show that this individual-level model can be used to distinguish individuals based on the 592 28 Bayesian model of pain expectations characteristics of their pain expectations. Importantly, the above model comparison results were replicated 593 when the analysis was repeated using data from a second experiment, a conceptual replication of the first 594 which involved an independent sample. 595
The comparison between the fits achieved by the models presented in this paper allowed us to assess 596 the viability of the predictive coding framework. The fact that Models 2 and 3 outperformed Model 1 597 replicated the typical finding the expectation can alter pain perception (e.g. Atlas variance within the cue information has on the prior (η) was found to have a positive value, it can be 603 concluded that greater uncertainty in the pain expectation decreases its effect on perception. This finding 604 aligns with predictive coding, but is in contrast to previous work which has suggested that greater 605 expectation uncertainty may increase the influence of expectation (Watkinson et al., 2013) or may increase 606 the level of perceived pain independent of the expectation (Yoshida et al., 2013). As there were many 607 discrepancies in the methodology used between these three studies, the reason for these divergent 608 findings will need to be investigated in future research. It is possible that the different types of pain stimuli analogue scale, such that greater uncertainty was operationalised in ticks that were more spread out, there 615 is a possibility that participants may have misinterpreted the meaning of this display, perhaps thinking that 616 a larger spread implied greater pain intensity. It is worth noting that of all the parameters in the 'Full 617 model', the estimates of parameter η appeared to be less precise than the other parameters when 618 29 Bayesian model of pain expectations calculated at an individual level (Figure 4.) . The values of η also differed noticeable between the two 619 experiments. Therefore, further research is needed to understand exactly how expectation uncertainty 620 maps onto pain experience. Nevertheless, our results corroborate predictive coding accounts of pain 621 perception, in accordance with previous claims in favour of that framework in the same and in other 622 modalities (Clark et al., 2008; Krol & El-Deredy, 2011; Krol & El-Deredy, 2015) . 623
Another finding of interest in relation to the cognitive aspects of pain expectation was that Model 5 624 outperformed Model 4, a result which suggests that cue-independent (i.e. trait-like) differences in pain 625 expectation have a significant effect on pain perception over and above the effect of cue-dependent pain 626 expectations. The way the effect of cue-independent expectations was modelled, as shaping the prior 627 distribution that was informed by the cue, was inspired by work on cognitive expectations where optimism 628 bias modulates participants' ability to learn from the information they are given (Garrett & Sharot, 2017) . 629
Experimental studies of the pain perception process have often ignored the influence of expectations that 630 exist outside of those generated by the experimental paradigm, which in clinical settings are known to 631 contribute greatly to pain experience. In the case of chronic pain patients such expectations are likely to 632 contribute more to perceived pain than more cue-dependent expectations. Because pessimistic 633 expectations about procedure pain could prevent patients from taking up critical preventative treatments, 634 such as colonoscopy (Trevisani, Zelante, & Sartori, 2014) future work on pain expectation therefore needs 635 to consider the influence that individual differences in cue-independent pain expectations have on pain 636 perception. 637 While much previous research has supported the predictive coding account of pain perception (e.g. 'hierarchical' model was found to fit the experimental data significantly better than its fixed-parameter 643 equivalent, suggesting that the model and its parameters were able to characterise each individual 644 Yoshida, W., Seymour, B., Koltzenburg, M., & Dolan, R. J. (2013). Uncertainty increases pain: evidence for a 903 novel mechanism of pain modulation involving the periaqueductal gray. 
