Abstract. Although informal models of evidential reasoning have been successfully applied in automated reasoning systems, it is generally difficult to define the range of their applicability. In addition, they have not provided a basis for consistent management of evidence bearing on hypotheses that are related hierarchically. The Dempster-Shafer (D-S) theory of evidence is appealing because it does suggest a coherent approach for dealing with such relationships. However, the theory's complexity and potential for computational inefficiency have tended to discourage its use in reasoning systems. In this paper we describe the central elements of the D-S theory, basing our exposition on simple examples drawn from the field of medicine. We then demonstrate the relevance of the D-S theory to a familiar expert-system domain, namely the bacterial-organism identification problem that lies at the heart of the mycin system. Finally, we present a new adaptation of the D-S approach that achieves computational efficiency while permitting the management of evidential reasoning within an abstraction hierarchy.
Introduction
The representation and manipulation of incomplete and imperfect knowledge are issues central to the design of reasoning systems. Drawbacks in traditional probabilistic approaches to the management of such uncertainty led us to develop the certainty factor (CF) model of inexact reasoning [15] . The initial CF model was implemented in the medical advice program known as mycin and subsequently adapted for use in similar (emycin) systems [3] the generality of the approach. We have accordingly been attracted to the mathematical theory of evidence developed by Arthur Dempster. Although it also makes assumptions that do not hold in all problem-solving domains, its coherent approach to the management of uncertainty among hierarchically related hypotheses merits careful study and interpretation in the context of automated reasoning systems. This theory was first set forth by Dempster in the 1960s and subsequently extended by Glenn Shafer when he published A Mathematical Theory of Evidence [14] . The theory's relevance to the issues addressed in the CF model was not immediately recognized [19] , but recently researchers have begun to investigate applications of the theory to artificial intelligence systems [2, 6, 7, 10, 11, 16 ].
An advantage of the Dempster-Shafer (D-S) theory over previous approaches is its ability to model the narrowing of the hypothesis set with accumulation of evidence, a process which characterizes diagnostic reasoning in medicine and expert reasoning in general. An expert uses evidence which may apply not only to single hypotheses but also to sets of hypotheses that together comprise a concept of interest. The functions and combining rule of the D-S theory are well suited to represent this type of evidence and its aggregation.
We believe there are several reasons why the D-S theory is not yet well appreciated by the artificial intelligence research community. One problem has been the mathematical notation used in most of the books and papers that discuss it. In addition, the discussions generally lack simple examples that could add clarity to the theory's underlying notions. Finally, the D-S theory is widely assumed to be impractical for computer-based implementation due to an evidence-combination scheme that assures computational complexity with exponential-time requirements. Although we could not totally avoid mathematical notation in this paper, we do address all three of the issues cited here, paying particular attention to methods for applying the theory in ways that are computationally tractable.
In 1981, Barnett showed that apparent exponential-time requirements of the D-S model could be reduced to simple polynomial time if the theory were applied to single hypotheses, and to their negations, and if evidence were combined in an orderly fashion [2] . However, Barnett's proposal did not solve the larger problem of how to allow evidential reasoning about sets of hypotheses in a way that is computationally tractable for complex domains.
In this paper we propose a technique that permits adapting the D-S theory so that hierarchical relationships among hypotheses are handled in a consistent manner. The method builds on Barnett's approach, augmenting it to provide the additional features in a computationally efficient manner. We shall show that the technique requires an assumption (that the hypothesis space can be reduced to a strict hierarchy) and an approximation (it assigns disconfirmatory evidence only to hypotheses with 'meaning' in the domain), but it does manage to capture the major strengths of the D-S theory while achieving a
