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RESUMO
O presente trabalho caracteriza uma nova classe, 
de tamanho considerável, de palavras no alfabeto de duas le 
tras e de complexidade arbitrária maior que um, que são un_i 
versais para todo grupo simétrico.
ABSTRACT
The present work characterizes a sizable new 
class of a words in a two-letter alphabet, and of arbitra 
ry complexity greater than one, which are universal for 
every symmetric group.
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INTRODUÇÃO
-1-
No estudo de uma classe C das algebras ge 
rais, que são definidas equacionalmente, Jan Mycielski em 
1963 considerou útil identificar aquelas formas equaciona 
is que não fazem distinção entre subclasses de C. Estas 
formas podem ser denominadas C-universais.
Em particular, para uma dada classe C dos 
semigrupos quer-se identificar as palavras W(L^,...,L ) 
tais que, para cada S€C e para cada ztS a equação z= 
W(x^,...,xn) apresenta solução para algum <x^,...,xn>€S*? 
Tais palavras são ditas C-universais.
O presente trabalho considera, principal­
mente, as seguintes classes de monõides: A classe FSym 
de todos os grupos simétricos finitos, a classe ISym de 
todos os grupos simétricos infinitos e a classe Sym que 
é a união das anteriores. Nossos três principais resulta­
dos oferecem condições suficientes para WtL^,]^) ser C- 
universal para cada uma das três classes acima. Nós obti­
vemos estes resultados pela extensão de algumas técnicas 
usadas por A. Ehrenfeucht e D.M. Silberger, que trata - 
ram das palavras da forma BnAm . Nossa contribuição envoi 
ve a consideração de uma família de relações .W. de equi­
valência em um monõide livre.
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CAPÍTULO I - Generalidades
1.1. Preliminares: Neste capitulo introduzimos convenções e 
notações que utilizaremos no presente trabalho. Além disso 
apresentamos définições e propriedades especificas da área 
objeto do estudo realizado. Alguns dos resultados que se 
rão utilizados posteriormente são também listados e demons 
trados como lemas ou corolários.
1.2. .Notações: Neste trabalho to denota {0,1,2,...} e Z de 
nota &>U{n:-n€w}. Para k€w o símbolo k também denota 
o conjunto {x:x€w e x<k}.
Para um conjunto arbitrário X a expressão |xj 
denota o número cardinal de X. Assim temos, por exemplo, 
que para todo kcw segue-se que |k|=k e que 1^ 1=/^-
Outros exemplos: 0=<j>; 5={0,1,2,3,4}'? 5V3={x:x£5 e x£3}-{3, 
4}; 5-3=2={0,l}. Em geral, para n€.meu teímos que [m>n| = 
|m-n|=m-n e que wVn={m,m+l,m+2 ,...}, e ainda quei, mu={m,
2m,3m,...}. Também Z'vL=Zx{0}={ ... ,-2,-1, 0,1,2, ... }.
\
Seja ncojxl. A expressão njm significa que 
m/n€Z; isto é; que existe q€Z tal que m=nq. Nesta situa­
ção dizemos que n é um divisor ou fator de m, e que m é 
múltiplo de n. Para i€.w, quando n^ "jm mas n^+^jm, então dl. 
zemos que n1 divide exatamente m, e anotamos n1 j|m.
Para ktuoxl e xt£ , a expressão 1*1^ . denota 
o ünico elemento y€.k tal que k|(x-y).
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Sejam kew\2 e C={nj: jeklGZVL. Então por 
máximo divisor comum de C entendemos o elemento máximo 
do conjunto {x: x£w\l e para todo j€k (x|nj)}; a expres - 
são n^o,nl'•’*,nk-l^ denota o maior fator comum de C. 
Também por menor múltiplo comum de C entendemos o elemento 
mínimo do conjunto {x: x€w\l e para todo j£k (n^  |x) }; a 
expressão [nQ,n^, ... ,n^_jJ denota o menor múltiplo comum 
de C .
Seja n£u>\2. Então S(n) denota o menor fa 
tor primo de n e M(n) denota [2,3,...,n], Um par ordena 
do de inteiros positivos <n,m> ê dito par de ehrenfeucht 
se, e somente se, M(S(n))fm e M(S(m))'fn.
Observemos que quando {n,m}çwvl segue que 
<2n+l,2m+l> é par de ehrenfeucht e que <2n,2m> não o é. 
Outros exemplos: <12,9> não é par de ehrenfeucht, mas 
<30,35> ê par de ehrenfeucht. Além disso, <m,n> e par de 
ehrenfeucht se, e somente se, <n,m> ê par de ehrenfeucht.
Sejam X um conjunto arbitrário e fSXxX.
Seja A um conjunto qualquer. Por ffA . denotamos (AxX)Hf. 
A expressão f [a ] denota {y:<x,y>4f, para algum x€A} en­
quanto que Wrld(f) denota Dom(f)UIm(f). Utilizaremos 
Prt(X) para denotar {f: f ê função com Wrld(f)<iX}. Além 
disso X denota (f:f£Prt(X) e tal que Dom(f)=X}, enquan­
to que Sym(X) denota o conjunto de todas as permutações em
- - X -X. Observemos que Prt(X) ê um monóide, que X é um submo
- Xnoide de Prt(X) e que, Sym(X) e um subgrupo de X. A compo­
sição da relação binária f com a relação binária g será
denotada simplesmente por fg. Por idfx nós indicamos 
{<x,x>: x€X}. Quando fçXxX usaremos f° para denotar idpX; 
f° também denota idfwrld(f).
Sejam f e g relações binárias. Diremos que 
f ê isomõrfica bigraficamente com g se, e somente se, e- 
xistem um conjunto Y e h€Sym(Y) tais que f={<h(x),h(y)> : 
<x,y>eg}. Quando f é isomõrfica bigraficamente com g a- 
notamos f^g. Além disso temos que - ê relação de equivalên 
cia e que f^f 1 paira qualquer função injetiva f.
Sejam X conjunto arbitrário e FçSym(X). 
Diremos que F ê disjunta como permutações, anotamos dcp, 
se e somente se para cada par f e g de elementos distintos 
de F temos que para todo x€X (x=f(x) ou x=g(x)).
Observemos que uma família FCSym(X) poderá 
ser dcp sem ser "disjunta aos pares". Por outro lado, F 
pode ser "disjunta aos pares" sem ser dcp.
1.3. Lema: Sejam F dcp com FeSym(X) e {f,g}SF. Então 
fg=gf.
Demonstração: Se f=g, então fg=gf. Portanto suporemos que 
fj^ g. Seja x€X. Se f(x)=x=g(x), então fg(x)=gf(x). Des­
ta forma, sem perda de generalidade, suponhamos que x^fíx). 
Então, como F é dcp, temos que x=g(x). Além disso f(x)^ 
ff(x) pois fGSym(X). Segue-se que gf(x)=f(x) porque F é 
dcp. Logo gf(x)=fg(x). (F.P.)
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Seja F dcp, cora FÇSym(X) . A expressão IIF deno­
ta o subconjunto de XxX cujos elementos são todos os <x,y> 
tais que para todo f<EF (x=f (x) =y) ou existe f€F (x^f (x) =y) .
1.4. Corolário: Seja F dcp, com FçSym(X). Então ÜFGSym(X).
Demonstração: Temos que Dom (IIF) =X2Im (IIF) . Seja y€X. Se 
y=f (y) para toda f€F, entãò <y,y>Ç.3IF. Por outro lado, se y^ 
f(y) para algum f£F, então <f ^(y),y>OF, portanto, yGIm(nF). 
Segue-se que X=Im(IIF). Desde que JI{f}=f para fCLSym(X), e 
que n4)=idf'X, podemos supor que JF ! >1 -
Se y=f(t) para todo f€F, então <y,t>tITF se 
e somente se y=t. Suponhamos que existe gfcF tal que y^g(y). 
Então <y,y>£lIF mas <y, g (y) >€IIF. Além disso, F não contém 
mais do que um elemento f tal que y^f(y), porque F ê 
dcp. Segue-se que <y,g(y)> ê o único elemento em IIF ten 
do y como primeira coordenada. Portanto f ê uma função.
Seja. IIF (x) =z=ÜF (y) . Admitamos que x^y. En 
tão sem perda de generalidade suponhamos que y^z. Logo, exi£ 
te g£.F tal que z=g(y). Se x=f(x) para todo f€.F, então 
g (x) =x=JIF (x) =z=g (y) , e consequentemente x=y porque gÇ.Sym(X). 
Portanto, existe hGF tal que x^h(x)=z. Resumindo vimos 
que Xjéh (x) =z=g (y) . Se h=g, èntao x=y porque h€.Sym(X). 
Segue-se que hj^ g. Desta forma, F sendo dcp temos que 
x=g(x) e que y=h(y). Logo, pelo Lema 1.3,. inferimos que 
gh(x)=hg(x)=h(x)=z=g(y)=gh(y), e portanto que x=y porque 
gjh£Sym(X). Desta contradição concluimos que HF é injetiva. 
Portanto IIF é uma permutação de X. (F.P.)
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Observação: fÇXxX se, e somente se, f é um digrafo (grafo 
direto) cujo conjunto dos vértices é o subconjunto Wrld(f), 
de X.
Seja fSXxX. Diremos que f ê conexo se, e 
somente se, para cada {x,y}QWrld(f), se x^y então existe u 
ma sequência finita x=zQ, z-^, ..., z j=y tal que para todo i€j
{<*t.*!+!>.<z1+l.zi>>nf*l’-
Sejà gÇrXxX. Então g ê chamado subdigra- 
fo de f se, e somente sè, gQf.
Denominamos idfx ciclo trivial em X, ou
1-ciclo em X, ou ciclo de comprimento 1 em X.
Seja idfx^fGSym(X). Chamamos f ciclo não 
trivial em X se, e somente se, existir exatamente um gçf 
tal que (1)|g|>l, ' tal que (2) g ê  conexo, e tal que- (3) 
se gshof e se h ê conexo, então g=h.
Quando f é um ciclo não trivial cujo sub 
digrafo maximal conexo ê g como no parágrafo anterior, en 
tão f ê chamado |g|-ciclo em X, ou ciclo de comprimento |g| 
em X.
Observações: Se g não é finito então |g|=>^. Neste caso 
chamamos f ciclo infinito em X, ou w-ciclo em X. De ou­
tra forma, f ê dito ciclo finito em X.
Se fGSym(X) ê conexo, então f ê ciclo em 
X. O recíproco não ê verdadeiro.
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1.5. Lema: Seja id[x^fÇSym(X). Então existe exatamente uma 
família F dos ciclos não triviais em X tal que F é dcp e 
tal que f=HF.
Demonstração: Seja G={g:gçf, |g|>l,.g é conexo e ((gçhsf e 
h é conexo) implica que g=h)}. Para cada g£G seja c(g)=g u 
id f (X\Wrld (g)1. Seja F={c(g) : g£G}. Então F é uma famí - 
lia dcp dos ciclos não triviais em X tal que f-IIF.
Sejà F-^  uma família dcp dos ciclos não 
triviais em X tal que f-IIF^ . Temos que demonstrar que F^=F.
Escolhamos h^€F^. Existe g^Ch^ tal que 
|g^|>l, tal que g^ ê conexo, e tal que se g-^ S-heh^  e se h é 
conexo, então
Seja <x,y>£g^. Sendo jg^j>l, e sendo g^ um 
subdigrafo conexo da permutação h^ de X, então x^y. Desde 
que x ?^ (x) =h-^  (x) =y, segue-se que f (x) = (HF^ ) (x) =yj<íx. Assim 
vimos que g^f* e também que existe h=c(g)ÇF para g£.G tal 
que <x,y>=<x,f (x) xíg^Og. Observe que g^çg^ugef e que g^ug é 
conexo. Portanto gcg^, logo g=g1* Lembrando que h^ é um 
ciclo em X, concluimos que h=h^. Demonstámos que F.p.F. Se­
melhantemente inferimos que F£F^. (F.P.)
Seja f um ciclo não trivial em X e seja g 
o subconjunto (unicamente determinado) de f tal que |g|>l, 
tal que g é conexo, e tal que se h ê conexo e se gehsf 
então g=h. Temos basicamente dois casos a considerar:
I: |g]=k£w. Então existe uma injeção i->x^  
de k em X, e g tem a forma • • ^ xk-i^ "xo* Escrever®
mos f=(xQ x-^  ... x^ ..-^ ) •
IIs !g|=}^. Então existe uma injeção i+x^ 
de Z em X e g tem a forma x^ -vx^ +  ^para todo i£Z. Escre 
veremos f=(...x_ 2 x_^ xQ x-^ X2 »..).
Finalmente, para cada x£X a expressão (x)
denota id fx.
Seja f€Sym(X) . Então V' (f) denota <p se 
f=id|'X. Se f^idfX, então V 1 (f) denota a unicamen­
te determinada família F tratada no Lema 1.5. Os elemen 
tos de V"(f) são chamados "componentes não triviais de f".
A expressão V(f) denota V ’(f)u{(x): f(x) = 
x€X}. Pretendemos,' nesta definição, "contar" (incluir em 
V(f)) a identidade idff exatamente uma vez para cada pon­
to x€X que é fixado por f. Cada tal (x) é chamada "uma 
componente trivial de f".
Exemplo: Seja f=(0 1)(2 3)(4 5 6), com f£Sym(X). Quando 
X=7, então V(f) =V’ (f) ={ (0 1) , (.2 3) , (4 5 6) } e |V(f)|= 3. 
Mas, por outro lado, quando X=9, então V(f)=V*(f)U{(7) ,
(8) }= { (0 1) , (2 3),(4 5 6),(7), (8)}, e |V(f)|=5.
Seja f€Sym(X). Então A(f) denotai|g[:c(g)
Ç V  (f) }UT, com T«tj) se x^f(x) para cada x£X, mas com T={1} 
se existe x€X tal que x=f(x).
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Qbservação: No exemplo anterior A(f)={2,3} quando X=7, 
mas A(f)={1,2,3} quando X=9.
No caso em que f€Sym(X) e f =id('X, f ê 
chamada uma involução de X. Segue-se que f£Sym(X) ê uma 
involução se, e somente se, A(f)S{l,2 }.
Observação: Para f€Sym(X) e n£Z temos que |V(f)|<|v(fn)| 
porque as potências de f não podem "ligar" componentes 
distintas de f.
Por convenção 7r0=idf“X quando X é definido.
1.6. Corolário: Seja k€w. Seja f£Sym(X) tal que |V*(f)|=k, 
com V'(f)={g^:i€k}. Então para cada h€Sym(k) temos que
f=gh(o)gh(l)* * *gh(k-1 )=gogl‘’*gk-l*
Demonstração: Suporemos que k>l. Suporemos também que para 
todo conjunto Y e para todo y€Sym(Y) com m=|V'(y)|<k e V"(y)=
{v^ : i€m} acontece que y=v0vl*•*Vm-1=VH(o)* *’VH(m-1) Para 
todo H€Sym(m).
Escolhamos, agora, h€Sym(k). Existe jek tal 
que H(j)=k-1. Seja H^=h(j k-1), e seja H=H^fk-l. Observe 
mos que (k-1) =k-l=H1 [k-l] =H |k-l] . Assim vimos que h €, 
Sym(k-l).
Seja ••‘g^-2 * Então, por hipóte­
se de xnduçao, y9k-l=go** * 9k-2gk-l=gH (0) *’* gH(k-2) 
gk-l=gHx (0)*•* gH1 (k-2)gH1 (k-l) * Se9ue'se Pel° Lema 1.3, 
aplicado (k-l-j) (k-2-j) vezes, que vgk-1=gh(0) •. • 9h(k-2)
gh(k-1 )*
Mas V' (y) ={g^:i£k-l} é dcp, e também {y'gk_]_} ® dcP* 
Portanto, se 9k_i ^x» então y(x)=x e f (x)=7rV' (f) (x) =
(ttV' (u) )gk-1 (x)=gk_1TTV' (y) (x)=gk_1 (x) . Semelhantemente, 
se então f (x) = (-rrV1 (y)) g^.^ (x) = (irV1 (y)) (x) =
y(x). Inferimos que e portanto, que f=gh Q^j...
^h(k-2)gh(k-l)* 0 cor°lãrio segue por indução. (F.P.)
Seja X um conjunto arbitrário. Uma permu 
tação f£Sym(X) é di,ta cíclica se, e somente se, |V(f) | —1 -
Para cada k€w\l a expressão c^ signifi 
ca a permutação cíclica (0 1 ... k-1) do conjunto k. A 
lêm disso a expressão s denota ( . . . - 2  - 1  0 1 2 ...). 
Verifiquemos que A(ck)={k}, A(s)={XQ}f |v(ck) [=1= |v(s) j.
Para ncw e para todo xek, temos que c^=|x+n|^. Segue 
se que c^=c^=id('k. Também que, para {t,p}£Z c ^ +t=c^.
r.7. Lema: Seja {n,k)cw\l, com (n,k)=l. Então existe 
uma permutação cíclica f£Sym(k) tal que fn=c^. Além dis 
so, a permutação c£ é cíclica.
Demonstração: Por [l, Theorem l] existem inteiros x 
e y tais que nx+ky=l. Segue que ck=ckX+JCy= ^ck^R *ck^  
(c£)nidfk=(c£)n . Seja f=c^. Então, ck=fn, e f€Sym(k) . 
Observando também que l^|V(f) |<|v(fn) j = |v(cJí;) |=1, vemos 
que a permutação f do conjunto k é cíclica. Finalmen 
te observamos que c£x não é cíclica se c£ não é cícli­
ca. Mas ckX=c]c* Portanto, c£ é cíclica. (F.P.)
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1.8. Lema: Sejam {k,n}çwvL e j=(n,k). Então A(c£)= {k/j} 
í >
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e !v(c£) |=j.
Demonstração; Consideremos primeiramente o caso especial, 
n|k. Existe q€ü>\l tal que k=nq. Então c£=(0 1 ••• nq-2 
nq-l)n tem a componente (i i+n ... i+(q-l)n) para cada 
i€n. Segue-se que A(c£)={q}={k/n}, e que |V(c£)|=n.
Do parágrafo anterior temos que A(c^)={k/j} 
e que (v(c^)|=j. Sejam g^g^* • • • '9j_i os 3 subdigrafos 
maximais conexos do digrafo c^. Para cada i€j a função 
g^ é uma permutação cíclica de Dom(g^). Também, |Dom(gi> |= 
k/j. Observando que (k/j,n/j)=(k,n)/j=l, vemos, pelo Le­
ma 1.7, que Çíj1 é uma permutação cíclica de Dom(g^) , pa­
ra cada iej. Então, c£= (c^ ) n/^ = (Uíg^ :^it j }) : 
i£j }. Concluimos que A (c£) == {k/j }, e portanto què tem 
exatamente k/(k/j)=j componentes, e que cada tal componen­
te ê um ciclo de comprimento k/j. (F.P.)
1.9. Desdobramento de ciclos: Seja c=(xQ x-^  ... xq_i) ^  
ciclo em ura conjunto arbitrário. Seja {i,j}çw tal que i<j< 
q-1. Então a operação c-*c(xi x^) "desdobra" ( ou "quebra”)
o q-ciclo c em um (q+i-j)-ciclo {xQ ... x^
e em um (j-i)-cíclo xi+ 2 *•* xi^  ’ °t,servemos Que x£
e x . aparecem sublinhados para indicar que x. e x. são
J -*■ J
pontos de c "usados por (x. x.)". Ê claro que cada um dos
J
ciclos obtidos pode ser novamente quebrado.
A "quebra" c-*c(x^  x^ ) observada acima ê um 
sd tipo de transformação Sym(X) ->Sym(X) que iremos empregar 
para mudar a forma digráfica de c. Realmente, para esta fi_ 
nalidade, vamos empregar uma sequência c-»-cf ->cf0f .. -*■ 
cfQf^...fp_ 1 das transformações de Sym(X). O nosso motivo 
em apontar os pontos"usados por cada f^" com iCp, ê para
garantir que a família {f^ : i€p} seja dcp. Na figura 3 
do apêndice vemos duas quebras, de um ciclo, por dois ci­
clos disjuntos.
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1.10. Encurtamento de ciclos: Sejam c= (x^  x -^ ... Xg_x^  e 
(i,j}Çui tal que i<j<q. A operação c-*c(Xj Xj_x*’*xi+1 xj.) 
"encurta" o q-ciclo c de exatamente j~i. Isto é, resul­
ta em ura (q-{j-i))-ciclo e em (j-i) pontos fixados por -(x^  
Xj^... xi) . Observemos que (x^  Xj_x xi+l xi^  ® âe 
comprimento j-i+l, e também que o (q-j+i)-ciclo (xQ x-^ ...
x. x.,,...x ,) terá exatamente um ponto "usado por (x- x .i 3+1 q-1 3 3
. x.)". Vemos que se i=0 e j=q-l na operação ante­
rior, teremos destruído o ciclo c completamente, passando 
a ter q pontos fixos. (Figura 4 do apêndice).
1.11. Estudo das palavras: Seja' £~{A,B,C,...} um alfabeto 
fixo, finito e arbitrário. Designaremos por Z* ao monõide 
das palavras finitas no alfabeto £. Os elementos de I*, de­
nominados palavras, serão denotados por letras gregas minús 
cuias. A letra <j> denotara a palavra vazia. Quando {a,g}ÇX*, 
entao a$ significa a palavra construída pela concatenação de 
a e 8 .
Exemplos: a<|>=<|>a=a. Se a=ABA e B=BBA então aS=ABABBA en­
quanto que 3a=BBAABA.
Observação: Para todoía,$,y}SE* temos que (aB)y=a(By). Po 
rêm a6=3a nem sempre é válido. Basta ver o exemplo anteri­
or.
Sejam B€£* e newsl. Definimos Bn=
n X o8 3 e 8 =<p. Também definimos comprimento de uma palavra 
3 , anotamos |0 |, indutivamente por: | cj> | =0 ; |L| = 1 para todo 
L£Z e para todo {a,8te£*. temos que | aB | = | a | + | S | .
Exemplos: Se a=AABBBA=A B A então |a|=6 . Se para
L€E e n€u>, então |B|=n.
Por ã denotamos a palavra formada pelos mes 
mos elementos que compõe a, concatenados em ordem inversa.
Exemplos: Ln=Ln para todo L€£ e todo n^l. Se
a=A2B3CAB^ então .a=B^ACB3A2. Além disso, para todo a£S*, 
temos que | a | = |a|.
Uma palavra não vazia g é dita raiz de a€E* 
se, e somente se, a=gn para algum inteiro positivo n. Ve 
mos que toda palavra a^ej) admite exatamente uma raiz de me­
nor comprimento, que é denominada raiz primitiva de a, e é 
anotada por -rr(a). Uma palavra a^cf) é primitiva se, e so­
mente se, a=Tr(a). Caso contrário, isto ê, quando ct^ iría), 
denominaremos a não primitiva. Observemos que tt (tt (a) ) =tt (a) 
para toda a€I*N.{<j)}.
Exemplos: ii(Ln)=L, para todo LÇZ. Se a=AB2AB2AB2AB2AB2AB2 = 
(AB2 ) 6 então AB2, (AB2) 2 e (AB2) 3 são raízes de a e ir(a)=AB2.
-13-
2 3 2 3A palavra B=A B C e primitiva pois tt(B)=A B C=8.
Para cada L6.E a expressão Mult (L, a) denota 
o conjunto de todas as posições nas quais a letra L ocorre 
para a formação da palavra a.
Uma palavra a ê dita não trivial se, e so - 
mente se, |Mult(L,a)|^1 para todo L€L.
A expressão gcd(a) denota o maior fator co 
mum de {|Mult(L,a) |: L€£}.
2 3Exemplos: Se a=A B ab então Mult(A,a)={1,2,6 } pois A o- 
corre nas "posições" 1,2 e 6 da palavra a; Mult(B,a)={3,4, 
5,7}; |Mult(A,a)|=3 e |Mult(B,a)|=4 logo a é nao trivial. 
Além disso gcd(a)=l. Se g=A2B^A^B4 então gcd(S)=7.
1.12. Lema: Seja {a, 6)— £*M4>). Então a3=3a se, e somente 
se tt (a) =7r ( 8) =7r (a8)■.
Demonstração: [8 , Lemma 2.2.] (ver apêndice, página 50)
1.13. Bordos: Uma palavra $^<f> ê denominada segmento de aCE* 
se, e somente se, a=Àgô para algum {À,<5}S:£*. A palavra S 
ê dita segmento a direita (respectivamente, segmento a esquer 
da) de a se, e somente se, a=AB (a=8À) para algum A£E*. Se 
B ê segmento de a tal que 0<]8 |<|a| então 3 é chamado seg. 
mento proprio de a. Uma palavra 8 é dita bordo de ct se, e 
somente se 8 ê, ao mesmo tempo, segmento próprio a direita e 
a esquerda de a.
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7 3 2 ~ 2 -Exemplo: Se a=A'B CDA B entao B=A B e bordo de a pois,
sendo X1=B2CDA2B e A2=A2B3CD segue-se que a=8X1=X2 6.
Além disso 0< | A^  | =7= | A2 | <10= j a  j .
Uma palavra $^cj> é chamada bordo curto 
de aGE* se, e somente se, oí=ByB para algum y€£*.
Exemplo: a=ABABABA tem bordos A, ABA e ABABA. Porém 
os bordos curtos de a são apenas A e ABA. Observemos 
que um bordo B de à ê curto se, e somente se, 2 | 8 (■< f ot | .
1.14. Lema: Seja {a, 3» Y» <5)Ç£* e seja a$-yô com Ja|í|y|. 
Então existe y€E* tal que ay=y e B=y<5.
Demonstração: A existência de y£E* tal que ay=y é óbvia. 
Desta forma a$=ayô e, portanto, 6=y<5. (F.P.)
1.15. Proposição: Uma palavra a€2* tem bordo se» e somen­
te se, a tem bordo curto.
Demonstração: Temos que um bordo curto de a ê também bordo
de a. A reciproca ê menos trivial.
Suponhamos que a admite um bordo B^  e que
2|0^|>|a|. Temos assim que para algum{A^,p^}S
£*\{<í>}. Notemos que 2 } 6-jJ > j a  |= | 1= | X-jJ+| BjJ-. Assim
| A^  | < | B-^ | e, pelo Lema 1.14, existe B2€.£*N‘í <í>) ta-l <3ue
2
^1 ^2=^1=^2P1 ' Então 0<|B2 l< |B1 | e também, A^ ^2=^1^1 =
2 - 
a=^lpl=^2pl ’ Assim e kordo de a. De modo analogo ob-
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teríamos bordos 8 3,8 4,... de a tais que |8^(>|8 2 I>i$3 I>••*
A sequência de bordos • 8 3' tem que ser finita, por­
tanto admite um último termo 8j • Mas 2 )8j|<.|a| porque, ca­
so contrário, 8j não seria o último elemento da sequência.
Concluímos então que 8 - é bordo curto de a. (F.P.)D
1.16. Complexidade de uma palavra: Sejam {a.,A}£E*, L££ e 
n<La)^ l. 0 par ordenado <À,Ln> ê dito L-bloco de tamanho n 
de a se e somente se:
(i) ’ ÀLn ê segmento a esquerda de a;
n+i w  -(ii) ÀL nao e segmento a esquerda de a;
(iii) L não ê segmento a direita de X.
Quando <À,Ln> for bloco de a, então Ln i dito segmento in 
dividual máximo de a.
Denominamos complexidade de uma palavra a£Z* 
ao número de blocos distintos de a.
2 3 2Exemplos: Se a=AB A B entao seus segmentos individuais ma
- 2 3  ~ 1ximos sao A, B e A . Os blocos de a sao <<|>,A>,. <A/B">,
2 3 2 3 2 -<AB ,A > e <AB A ,B >. Portanto a complexidade de a e 4.
Se L€.E* e n<s.l então a complexidade de Ln é 1. Com 
{A,B}SZ* e para {m,p,n}çcovl temos que AnBITI tem complexida­
de 2 enquanto que BnAmBP tem complexidade 3.
1.17. Palavras ciclicamente equivalentes: Seja {a,8}££*. A 
notamos a^ 8 para indicar que a ê ciclicamente equivalente a
8 . Dizemos que a^8 se e somente se existir íij,à}ç:e* tal que 
a=yA enquanto que 8=Ap.
Exemplo: A2B3A'VA3B3^BA3B2^B2A3B^B3A3^AB3A2.
1.1S. Proposição: A relação ^ é relação de equivalência em l*. 
Demonstração: (i) a=<j)a=a<j)=a; logo a^a, para todo aeE*.
(ii) Se a^S então a=Ay e 8=yA para algum 
{y,A}££*. Assim 6=yA enquanto que a=Ay. Temos então que B^a.
(iii) Sejam e B^y. Então existe {y^,y2 ,A^ , 
A2 >Ç£* tal que a=y^A^, ^i^i= =^1J2^2 e Y=^21J2 " <3ois casos a 
considerar:
19 caso: |y^y2 |«|a|. Temos que | A1 1 = | a  j -  | y^ | >• 
|y1y2l - | y11 = ! y-L | + | y2 | - | V1 1 = | y2 I • Além disso ^1 y1”1J2A2 e' C~ 
mo |y0 U|Ax | , pelo Lema 1.14 segue-se que existe y3€Z* tal
que M2^3= l^ e tal ^ue ^2=^3 iJl* Anotando M^y2=H3 teffl°s que
y^A2=y1ÍJ2^3=,Jl')ll= a ' Por ou'tro la<^ ° Y=^21J2==^ 31"11^12~^31Ü3 * PortaB 
to, neste caso temos que a^y.
29 caso: |y1y2 |>|a|. Temos que |y^j+|A^|=
|yiAi| = |ajc|yiy2 |=I Vi|+Iy2 I e portanto, que | A^  J < [ y2[ - Lem­
brando que -^ =^ 2 ^ 2 temos' pelo Lema 1.14, que existe y-j^* 
tal que A^y^y., e y^=y3 A7. Seja ^3=^2^1* Entao a=y-^A^=
u3 ^2^1=^3 ^ 3 * ^°r ou1::ro la<^ ° Y=:^ 21J2=^2^11J3= 3^'J3" Assim tam­
bém para | y ^y 2 j > j a. j temos que a^y. (F.P.)
0 símbolo a/^ denota {B:3^a}.
1.19. Lema: Seja {a,$}££*M<i>}. Então se e somente se
| a | = | 3 | e 7T (a) ( 6) •
Demonstração: [8 , Lema 3.2].
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1.20. Proposição: Seja a€E* tal que a^ <p • Então | otA | = | n (a) | *
Demonstração: Consideremos primeiramente o caso a=Tr(a)* Admita 
mos que ir (a) =yv=y-^v^ com {y, V/y^, v^}ÇE* e 0< ] u i < I Ui I - 
mamos que vy^ v-^ y-^ . Observemos que |. vj>|\Jjj. Supondo que vy= 
pelo Lema 1.14. temos que existe tal que v-j_Y=v
e yy=y^. Então tt (a) =y v=yv-^ y e tt (a) =y^v^=Yy • Ou seja: 
(y v-^) y^ ir (a) =y (y v^ ) . Além disso temos que |yv^|>Syj>0 e ]yÍ>0 
e, pelo Lema 1.12 segue que tt (y) =tt (y v^ ) (a) o que ê impos 
sível já que ] tt (y) U  I Y 1 < I Y 1 + I Uv-£ | = | y v | = I tt (a) I . Portanto 
|n (a)/^ | = | {Xi : | | < ! tt (ot) j e X^ é segmento a esquerda de 
Tr(a)}j. Mas, como o número de segmentos a esquerda de Tr(a) é 
igual a J tt (ot) | conclui-se que | tt (a) \ = | tt (a) | .
Agora consideremos o caso que a=ir(a)n com n>l. 
Consideremos também que a=yv=y^v^ com | y | -|y^ | múltiplo de 
jiT(a) |. Segue-se que existe {i,j}Cn e existe uma palavra X 
tal que y=iT(a)1A ,e y^=Tr(a)^À. Vemos então que X é segmento
a esquerda de tt (a) . Assim existe a tal que Acr=iT (a) . Então v=
/ v n-l-i , xn-1-j T . .n-l-i , Ni,'ott (a) e v-,=aiT(a) . Logo vy=<xrr (a) ir (a) A=j-
arr (a) A, e semelhantemente v^ y^ =crrr (a) A. Segue-se que 
vy=v^y^ quando |y|-|y^| ê múltiplo de | tt (ot) |. Vemos portanto 
que o número |a/^| é igual ao número dos segmentos v a esquer 
da de tT(a) . Do parágrafo anterior segue então que | a/^ | =
| TT (Ot) | . (F.P.)
1.21. Definição: Seja W£Z*. Seja .W.SE*xE* definida como 
segue: a.W . 3 se e somente se existe uma sequência a=y0 ,y^, . . 
Yj=B tal que, para todo i£j se tenha:
(i) ai%a . + 1 ou .
(ii) existe ipfcW tal que ou
(iii) existe iptW tal que •
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Diremos que a sequência a=y ,y,,...,y. = B
^  J
leva a em 3 por W.
1.22. Lema: A relação .W. ê relação de equivalência em £*. 
Demonstração: Decorre da definição e da Proposição 1.18.
O símbolo a/W denota {B:B.W.ot}.
1.23. Universalidade de uma palavra para um semigrupo. Seja
ae£*\{<)>}. Seja S um semigrupo e seja x£S. Dizemos que
a representa x em S, e anotamos (a+xJS, se existe um ho
momorfismo H:£*-*S tal que H(a)=x. Denominamos a universal 
para S, se e somente se (aix)S para todo x€S. Quando a é
universal para S escrevemos que (a+^S) ou, simplesmente,
que ê S-universal. (Figuras 1 e 2 do apêndice)
Exemplo: Seja S um semigrupo arbitrário munido da operação * 
definida por a*b=b para todo {a,b}çs. Seja a€E*\{cj)}. Seja 
segmento a direita de a. Então, se xGS e sê H:E*-*S e 
qualquer homomorfismo satisfazendo H(L)=x nós temos que 
(aix)S. Basta notar que a=8L para algum B€£*M<f>} implica em 
H(a)=H(3L)=H(3)*H(L)=x. Além disso, como para todo x£S po­
demos escolher um homomorfismo H :£*-»S, de modo análogo ao 
anterior, temos que (a4-4-S) qualquer que seja a€E*\{4>}.
Seja M uma família de semigrupos. Dizemos que 
a ê M-universal se e somente se a é X-universal para todo XGM. 
Dizemos que a ê finitamente M-universal, e anotamos FM-univer 
sal se e somente se a ê X-universal para todo X finito perten 
cente a M e, finalmente, afirmamos que a é infinitamente M-uni
versal, anotamos IM-universal se e somente se a é X-univer- 
sal para todo X infinito,-, de M.
Neste trabalho, Prt denota (Prt(X):X é um 
X -conjunto}; Myc denota { X:X e ura conjunto} e Sym denota 
(Sym(X):X ê um conjunto}.
Observemos que, para mostrar que uma pala­
vra é FSym-universal, basta mostrar que para todo k€u)V2, 
esta palavra representa c^ em Sym(k). Mas, para mostrar que 
uma palavra é ISym-universal, devemos mostrar também que es­
ta palavra representa s em Sym(Z).
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CAPÍTÜLO II - Termos universais
Preliminares: Em 1963 Jan Mycielski introduziu as noções de 
"Termo Universal" e de "Junção Universal", dando inicio ao 
estudo de uma nova área. Ele perguntou quais palavras são u-
niversais para quais monóides; especificamente, quais pala-
~ - - Xvras são universais para todos os monóides simétricos X.
0 primeiro trabalho publicado, em 1966, so­
bre o "problema de Mycielski" ê de autoria de J.R. Isbell 
[5]. Seus principais resultados são os Teoremas 2.1 e 2.2, 
que listamos abaixo, juntamente com corolários e casos parti 
culares de relevante importância.
2.1. Teorema: Se uma palavra não tem bordos curtos, então ê 
IMyc-universal.
2.2. Teorema: Sejam p primo e n=p1 para algum i€w\l. En
— Xtao para qualquer X finito e para qualquer f£ X existe u
~ X nma involuçao h€Sym(X) e existe ge X tal que f=g h.
2 2(1) Segue-se do Teorema 2.1 que, se a=A B ,
então a é IMyc-universal. Porém a não é FMyc-universal já
que a não ê universal para 2 2 .
2 2(2) Se a=A B A entao a e FMyc-universal.
„ _pk\ 2n+l tt2n+l pk on(3) Se a=B^ A ou se a=B A —
de {n,p,k}çw e p é primo, então a é Myc-universal.
Neste mesmo artigo Isbell formula algumas
perguntas:
2(1) Sao Myc-universais as palavras BA BA e
2BAB A, as quais sao FMyc-universais?
X(2) Se uma palavra a é X-universal para 
algum X infinito então a é IMyc-universal?
(3) Existe uma palavra a não trivial tal 
que é possível demonstrar, sem usar o Lema de Zorn, que a ê 
Myc-universal?
Em 1972 G.F.McNulty [6] em sua dissertação 
de doutoramento, na qual estuda a noção de "Junção Universal", 
apresenta uma generalização do Teorema 2.1. Ela ê a seguinte:
2.3. Teorema: Seja X infinito. Seja tal que para{a,8) 
çJ com 0,^6 acontece que, nem a é segmento de 8, nem existe
tal que jj é, ao mesmo tempo, segmento a direita de a  e
X -segmento a esquerda de B. Seja H:J-> X função arbitraria. En
~ Xtao existe um homomorfismo K; E*-> X tal que K(MT=H.
Um outro tipo de generalização do Teorema 2.1 
é apresentada por D.M.Silberger [9} em 1973:
2.4. Teorema: Seja a uma palavra que não admite bordos. Então 
a é IPrt-universal.
Combinando as técnicas das demonstrações dos 
Teoremas 2.3 e 2.4 Silberger e McNulty, em 1974, provam que:
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2.5. Teorema: Sejam X infinito e JÇ£*\{<|>}. tal que para{a,B)sSJ 
com' ot^ B acontece que, nem a é segmento de 6, nem existe y^(j> 
tal que y ê, ao mesmo tempo, segmento a direita de a e segmen 
to a esquerda 3. Seja H:J-*Prt(X) função arbitrária. Então 
existe um homomorfismo K: E*->-Prt (X) tal que Kfj=H.
Na caracterização das palavras IMyc-univer- 
sais é importante citar que, de acordo com vários matemáticos, 
entre os quais Sierpinski e R.A. McKenzie, basta estudar o 
alfabeto E={A,B} de duas letras. Observação mais ampla, de 
Silberger, afirma que o mesmo sucede para caracterizar pala­
vras que são IPrt-universais.
Observa-se facilmente que, para todo X, se a
- Xê Prt(X)-universal então a é X-universal. Desta forma, o 
principal teorema de [10], de autoria de Silberger, contribui 
na solução do "problema de Mycielski". Este é:
,2.6. Teorema: Seja a€E*. Então a é Prt-universal se e somente 
se a representa f em Prt(Wrld f) para toda função f in- 
jetiva e conexa.
Alguns dos resultados decorrentes deste teore 
ma que fazem parte do trabalho são:
(1) Para todo nèo) as palavras (AB)nA, B(BA)n 
e (BA)nA são Prt-universais.
(2) B^A2 e B2A^ são Prt-universais.
(3) Se x e y são inteiros ímpares positivos 
então BXAy é Prt-universal.
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(4) Se n^ -1 então as palavras BAn+^BAn e 
BnABn+^A são Prt-universais.
Observe-se que, quando n=l, os resultados de
(4) respondem, de modo afirmativo, a pergunta (1) de Isbell.
Uma importante pergunta é: Se a é Myc~uni- 
versal então a é Prt-universal?
Basta observar que em (2) Isbell prova que
2 2 XA B A é X-universal para todo X finito mas que Silbergert
r ~ 2 2 ~em [9, 6.22J mostra que, se X=3 entao A B A  nao e Prt(X)-
universal. Assim vimos que, pelo menos para X=3, a implica-
X - —ção, a e X-universal -> a e Prt (X) -universal, nao e verdadei
ra.
Em 1977 A.Ehrenfeucht e D.M.Silberger [3] 
estendendo o método usado por Isbell para estabelecer o Teo­
rema 2 .2 , demonstraram o:
'2.1. Teorema: Sejá n inteiro positivo tendo um menor fator 
primo ímpar p. Seja 2 ||n. Então as seguintes afirmações 
são equivalentes:
(I) 2k+1<p
(II) Para todo conjunto X finito e para
X x ntoda f€. X existem g£ X e uma involução h tal que f=g h.
Os seguintes resultados relacionados com os 
Teoremas 2.2 e 2.7 são também de autoria de Ehrenfeucht e 
Silberger [4]. Deste trabalho destacamos o teorema principal 
e um importante corolário.
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2.8 .Teorema: Sejam n e m  inteiros maiores que 2. Então as 
três afirmações seguintes são equivalentes:
(I) M(S(m))fn e M(S (n) ) jm;
(II) BnAm é Myc-universal;'
(III) BnAm i FSym-universal.
2.9. Corolário: Seja s>l. Sejam L^,L2 ,...,Lg letras distin 
tas. Seja n(j)>l para todo j. Seja a a palavra de comprimen 
to (i) denotada por a=L^ ^  ^  • • -Lg ^  . Então as a- 
firmações seguintes são equivalentes:
(I) Existem inteiros i e j tais que 
l*i<j<s e tais. que M_(S (n(i) ) ) fn( j) e M(S (n(j) )) "fn(i) ;
'(II) a é Myc-universal;
(III) a é FSym-universal.
A mais recente contribuição na área, a ser 
publicada, é escrita por D.M.Silberger [7]. Seu principal te 
orema segue:
2.10. Teorema: Sejam n e m  inteiros maiores que 2. As afir­
mações seguintes são equivalentes:
(I) M(S(n))|m e M(S(m))fn;
(II) BnAm e Prt-universal;
(III) BnAm é Myc-universal;
(IV) B^ 111 é Sym-universal.
Na demonstração deste teorema Silberger ob­
serva que existem involuções g e f de Z tais que s=gf. 
(Ver figura 5.) Segue-se que (BnAm4'S) Sym (Z) para n e m  in­
teiros quaisquer.
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Para o trabalho que desenvolvemos ê rele­
vante citar o artigo de A.Ehrenfeucht, S.Fajtlowicz, J. 
Malitz e J.Mycielski [2] onde aparece:
2.11. Teorema: Seja a££*. Se a ê Sym(X)-universal para al 
gum conjunto infinito X então a é Sym(Y)-universal para 
todo Y tal que | Y ] =p<^ .
Estes autores observam também que existe i
(f»g}ÇSym(Z) tal que A(f)={3}, tal que A(g) = {l,2} e 
tal que s=fg. (Ver figura 6 .)
2 2Eles remarcam que a palavra B A  e 
Sym(Z)-universal. Deste fato concluímos que a ISym-uni- 
versal não implica a Sym-universal.
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CAPÍTULO III - Grupos simétricos finitos
3.1. Preliminares: No presente capitulo aplicamos algumas das 
técnicas introduzidas em |4, Theorem lj, para estudo de pala 
vras de complexidade dois, com a finalidade de caracterizar u 
ma nova classe infinita de palavras de complexidade arbitrári 
a que são FSym-universais. Esta aplicação depende das classes 
de equivalência .W. em £*, introduzidas em 1.21 e 1.22, e cul 
mina no Teorema 3.13.'Além disso demonstramos que, se uma pa~
c
lavra não vazia ê FSym-universal, então essa palavra é primi 
tiva.
3.2. Lema: Seja k£u>\2. Então existe h£Sym(k) tal que h e 
c^h são involuçoes, e tal que h(0)=0 .
Demonstração: Seja k=2. Então se h=id[2 o lema segue.
Suporemos que k>3. Seja f-^ =(l k-1) . Então 
ckfi=(0 1 ... k-1)(1- k-1)=(0 1)(2 3 ... k-1). Da mesma forma 
vemos que (k^l 2 3 ... k-2)(2 k-2)=(kzl 2)(3 4 ... k-2).Por 
tanto, com f (2 k-2), segue-se que 1 ) (k- 1  2) (k- 2
3 4 ... k-3). Seja j o maior número inteiro menor que (k-l)/2 
e seja h=f^f2 -..fj onde fi=(i k-i) para todo i£{l,2 ,...,j}. 
Então h ê uma involução com h(0)=0 e Cj,h é uma involução. 
(F.P.)
3.3. Corolário: Seja k€.to\2. Seja ieto. Então existe h6Sym(k)
í+ 1 i tal que A(h)G2 +1 , tal que c^h tem exatamente q2 compo­
nentes 2-cIclicas para algum qtw, e tal que A (c,h)Q {1, 2 } .
Demonstração: Suporemos que 2^'+'*'>k. Então seja h=c^. Obser 
vemos que h satisfaz as condições do corolário. Desta forma 
podemos supor que 2^+^^k.
Sejam r e q inteiros tais que 0<k-q21+'*'=r< 
21+1. Seja h1=(q21+1+r-l q21+1+r-2 ... q21 + 1 q21+1-l) com 
h-j£Sym(k) . Então A(h^) ={l,r+l}. Além disso cJ<.h1=(0 1 2  ... 
q2^+^-l) cuja única componente não trivial é um q2i+"*'-ciclo 
tendo menos que dois pontos usados. Agora, nas condições do 
Lema 3.2, existe h2€Sym(k) com h2 (q2^ '+'*"-l) =q2'i'+^-l, tal que 
c^h^h2 tem exatamente q2x componentes 2-cíclicas, tal que
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A(t^h )&{1, 2,r+l}£2i + 1 + l, e tal que A (ckh^h2) çil, 2 } . Desta
forma satisfaz o corolário. (F.P.)
3.4. Lema: Seja {p, k+2 }cujn3 . Seja h=(p-l pk-1) com h€Sym(pk). 
Então h['2=id['2 e as componentes de são uma de comprimen 
to p e outra de comprimento pk-p.
Demonstração: c k-h«(0 1 ... p-1 p p+1...pk-2 pk-1) (p-1 
pk-l) = (0 1 ... p-1)(p p+1 ... pk-2 pk-1). (F.P.)
Observemos que o ciclo (p p+1 ... pk-2 pk-1) 
tem um sõ ponto usado por h.
3.5. Corolário: Seja ktwNl. Seja p€Lu>\3. Então existe uma in- 
volução h€Sym(pk) tal que A(c j<.h)={p} e tal que h)'2=idf2.
Demonstração: Seja h=ir^ "^  h. onde para cada jekvl temos que
3
hj€Sym(pk) e que hj-((p-l)j pk-j). Temos que h é uma involu 
ção, e que h|2=id|'2 porque p>3. Seja h ^ = h ^ h 2...hj para cada 
je.(k-l)>vl. Segue que as componentes de c j^ h ^  são exatamente
j de comprimento p e uma de comprimento p(k-j).
Podemos então concluir que A(Cp^h) = {p}.(F.P.)
3.6. Corolário: Sejam {k+l,p}çwx3 e i£co. Então existe h€ 
Sym(k) tal que A(h)Çpi+ ,^ tal que A (ckh)C{l,p}, e tal que 
c^h tem exatamente qp1 componentes p-cíclicas para algum 
q£w.
Demonstração: Existe (q,r}çu) tal que k-qp =rcp . Se
q=0, então consideremos h=c^'L e observemos que A(h)={r}S
1+1 Í "f" 1 p , que A (c-^ h) = { 1 }G(l»p} t e que c^h tem 0=qp compo­
nentes p-cíclicas. Portanto poderemos supor que q>0. Ago 
ra, no caso que r-0 , temos que k=qp:*'+ ,^ e o corolário se­
gue imediatamente do Corolário 3.5. Portanto suporemos tam 
bém que r>0. Seja h^=(k-l k-2 ... k-r)(k-r-1 k-r-2),com 
h^€.Sym(k), e observemos que  ^ ••• qp^+^“2 qp^+ )^ •
Além disso, observemos que, se r=l então tem exatamen
te um ponto qp^+ ^ - 2 que ê usado por h^, mas se r>l então 
tem o bloco de exatamente dois pontos (de fato, adjacentes no 
ciclo) qp^+^-2 e qp^+  ^ que são usados por . Então, segue 
se do Corolário 3.5, que existe h^Symík) que é uma involu­
ção tal que a família ê dcp, e tal que Aíc^h^h^Q 
{l,p}. Com efeito, quebra a componente qpÍ+^-cíclica 
(0 1 ... qp^ ^ - 2  qp**'*') de em exatamente qp1 compo­
nentes p-cíclicas. Seja h=h^h2, e observemos que A(h)S{l,
2, r }«sp1+1. (F.P.)
3.7. Lema: Sejam p€.Wv2, ic.tov.1 e k=qp'*'+^+r com {q,r)£u e
i  4 *1com r<p . Seja f^Sym(k) tal que A(f)S{l,p} e tal que f
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tem exatamente qp1 componentes p-cíclicas. Então existe
i+l *g€Sym(k) tal que g tem exatamente q componentes p -ci
clicas, tal que g(x)=x se e somente se f(x)=x para todo
i
xc-k e tal que g =f.
Demonstração: [3, Lemma3]. Sejam x e y inteiros positivos. 
Seja d a permutação cíclica (1 2 ... x x+1 ... 2x ... yx-1
yx) do conjunto {1,2,...,xy}. Seja h a permutação (1 
x+ 1 ... (y-l)x+l) ( 2  x+ 2 ...(y-l)x+2) ... (x 2x ... yx) do
conjunto {1 , 2 , . . . ,x.y} tendo exatamente x componentes y-cl
Xclicas e tal que A(h)={y}. Entao d =h. Vemos que, começan­
do com h por intercalação das x componentes y-clclicas de 
h, temos as condições para construir uma permutação d cí- 
clica de {l,2 ,...,xy} tal que d =h.
Agora listaremos as componentes p-cxclicas 
de f em q sequências cada qual tendo exatamente p1 ter­
mos. Usando a técnica explicada no parágrafo anterior, cons­
truiremos uma permutação g do conjunto k tal que g fixa 
exatamente os mesmos elementos de k que são fixados por f,
tal que A (g)G {1, p'*'+  ^} , tal que g tem exatamente q compo
i
nentes não triviais, e tal que g^ =f. (F.P.)
3.8. Lema: Seja X um conjunto arbitrário. Seja H: £*->-Sym (X) 
um homomorfismo tal que H(y)=id!'X para todo yéW££*. Então, 
para todo Sta/W temos que H(a)~H(8).
Demonstração: Seja B€a/W. Então existe uma sequência a=Y0 »
, . . . »Yj = 6 que leva a em 6 por W. Suporemos que HCy^-HCy^) 
-...^HÍy^) para algum i£j arbitrário.
Se então Yi+1=y v e Y^= vy para algum
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{y,v}^£*. Podemos supor que v^ cj^ y . Logo, por f11, Theorem l] 
segue-se que H (Yi+ )^ -H (y) H (v) =H ( v) H (y) H ( v) H (v) ^-H(v)H(y) = 
H(y^). Portanto H (Yi+1 )-H{ y .
Agora, se Yi^=Y;i_+ 1 para algum ijj£W, então 
H (y • )-H (y •) idfx==H (y . ) H (ií») =H (y • ^) =H (y • . n) e novamente temos
X  1  X  X  3* * JL
que H(yí+1 )-H(yí).
De modo análogo se Y^=Y^+ 2 para algum \|»6W 
temos que H(y^)-H(Yi+ )^ •
Segue-se então que, quaisquer que sejam Yj_ e 
Yi + i da sequência 0t=^ o'Y1» • ••rYj==S temos que H (Yi) -H (Yi+1) 
e assim, por indução, que H(a)-H(B). (F.P.)
3.9. Lema: Seja f-g com {f,g}çSym(X). Seja aCE* com 
(a-J-f) Sym (X) . Então (a+g)Sym(X).
Demonstração: Por hipótese temos que (a+f)Sym(X). Então e- 
xiste um homomorfismo : £*->Sym (X) tal que H^{a)=f. Como 
f-g e {f,g}çSym(X). segue-se, por [ll, Theorem l] que e- 
xiste hkSym(X) tal que hfh "''=g. Seja H :E*-*Sym(X) defi-
y
nido por Hg (x)=hHf (x)h 1 para cada tGE*. Então para {o,x}ÇE* 
temos que ( ax) =hH^ (ax) h ^hH^ (a) (t) h ^=hH^ (a) id fXH^ ( x) 
h "L=hH^(a)h ^hHf(T)h (a)H (r), e portanto que H é um
y y y
homomorfismo. Além disso H (a)=hH^(a)h ^=hfh ^=g. (F.P.)
3.10. Corolário: Seja X um conjunto arbitrário. Seja f€Sym(X). 
Seja (a+f)Sym(X). Então (a4-f) Sym(X) .
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Demonstração: Seja H:£*->Sym(X) um homomorfismo tal que H(a)=f. 
Então, certamente H(ã)=f ^. Mas f ^sf porque fGSym(X). A- 
gora o corolário segue diretamente do Lema 3.9. (F.P.)
3.11. Corolário: Sejam WÇ-£*, ftSym(X) e a€E*. Seja H^: £*-»- 
Sym(X) um homomorfismo tal que H (a)=f e tal que Ha(y)=id|x 
para todo y£W. Seja 8«£a/W. Então existe um homomorfismo
Hg: E*->-Sym (X) tal que Hg(B)=f.
Demonstração: Pelo Lema 3.8, temos que ( 6) =Ha (a) =f . 0 co­
rolário decorre agora do Lema-3.9. (F.P.)
3.12. Corolário: Sejam W££* e ctt£*. Para toda ftSym(X) con 
sideremos a existência de um homomorfismo Hf: £*->Sym (X) tal 
que Hf(a)=f enquanto que Hf(ijj)=idrx para todo ijj£W. Então 
cada elemento de a/W é Sym(X)-universal.
Demonstração: Ê consequência imediata do Corolário 3.11.(F.P.)
3.13. Teorema: Seja {n,m,p}sw^2, com m impar e p primo 
tal que p )|n enquanto que p ^S(m). Sejam P=p e 
Q=M(P+1) quando p=2 mas Q=M(P) quando p>2. Sejam ainda W^= 
{BP',A®} e g£BnAm/W^. Então 8 i FSym-universal.
Demonstração: Basta mostrar que (B^c^) Sym (k) para todo k€ü)V2.
Primeiramente, seja p=2. Pelo Corolário 3.3
temos que existe h£Sym(k) tal que A(c^hjÇíl,2}, tal que À(h)Ç
2i+^+l^S(m) e tal que c^h tem exatamente q 2  ^componentes
2-cíclicas para algum q£w. Desta forma, como m é impar, se
x'rA(h) então x^2i+1 <S(m) e portanto, (x,m)=l. Segue-se, pe
rn ■“ 1lo Lema 1.7, que existe aeSym(k) tal que a =h e tal que 
A(a)=A(h). Além disso temos que a^=aM^2 +^=idfk.
Seja agora p^ -3. Pelo Corolário 3.6 existe h &. 
Sym(k) tal que A(h)£p ^S (m) , tal que A(c^h)Ç.{i,p} , e tal 
que c^h tem exatamente qp1 componentes p-ciclicas para
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algum qew. Então, se xGA(h), temos que (x,m)=l e, nova-
in ™ 1mente pelo Lema 1.7, que existe aéSym(k) tal que a =h 
com A(a)£pi+1. Além disso a^=aM p^ =^id|'k.
Desta forma, em qualquer dos casos anterio­
res, seja f=c^h. Então, pelo Lema 3.7, segue-se que e- 
xiste gesym(k) tal que g tem exatamente q componentes 
p^^-cíclicas e tal que g 5^ =f. Lembrando que px J ! n, ve­
mos que (n/p1 ,p)=l. Portanto, pelo Lema 1.7, existe b£
Sym(k) tal que bn/^  ■=g com A(b)=A(g)G{1,p^+^}. Desta for 
■p i+ 1  
ma b =b^ =idfk.
, i , i i -ui_“l P ni ,,n/p \P m Alem dass o c^=c^.hh =g^ a = (b ^ a =
b a .
Seja H^: £*-*Sym(k) o homomorfismo gerado 
por Hk (A)=a e Hk (B)=b. Então (BnAm)=c^ enquanto que 
H^. (i>) ~id j'k para todo í^ ew^ . Segue-se, pelo Corolário 3.12, 
que ß é Sym (k)-universal para todo k€o). Portanto ß ê FSym- 
universal. {F.P.)
3.14. Proposição: Seja (n,k}Çwx2. Então (A^c^.) Sym (k) se e 
somente se (n,k)=l.
Demonstração: Suporemos primeiramente que (An|c^)Sym(k) e 
que (n,k)=j para algum jewv.2. Então existe feSym(k) tal 
que fn=c^ com (n,k)=j. Mas, pelo Lema 1.8, temos que 
A(fn)={k/j}. Observemos agora que A(c^)={k} e, desta forma 
fn^ck. Temos a contradição.
Consideremos agora que (n,k)=l. Então, pelo 
Lema 1.7, existe ffeSym(k) tal que fn=c^. Portanto, (An+c^ ) 
Sym(k) . (F .P.)
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3.15. Corolário: Seja a£E*\{<j)}. Se a é FSym-universal então 
a=Tr (a) .
Demonstração: Suponhamos que a^ -n (a) . Então existe ne.ojv.2 
tal que a=rr(a)n . Seja k£w\2. Por hipótese temos quô (alc^ .) 
Sym(k). Então existe um homomorfismo H:E*->Sym(k) tal que 
H(a)=Cjt. Desta forma H (a) =H (tt (a) n) =0 .^ Observando-se :que pa­
ra vários valores de k, (n,k)^l temos, pela Proposição 3.14, 
um absurdo. Assim sendo a-n(a). (F.P.)
Ê interessante observar que a recíproca não
r 2 2
ê verdadeira. Temos por |JL2, Theorem §l] , que B A não re
2 2 2 2presenta c-, em Sym(2) , mas noentanto, tt (B A ) =B A .
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CAPlTULO IV - Representação em Sym(Z) de uma permutação
cíclica de Z.
4.1. Preliminares: Apresentamos neste capitulo resultados co 
nhecidos, de palavras de complexidade dois e três que repre 
sentam s em Sym{Z). Mostramos que palavras não primitivas 
não podem representar s em Sym(Z) e, principalmente, com 
técnicas similares as do capítulo III, caracterizamos, no Te 
orema 4.6 uma nova classe.infinita de palavras que represen­
tam s em Sym(Z).
4.2. Lema: An não representa s em Sym(Z) qualquer que se 
ja n>l.
Demonstração: Basta provar que é impossível escrever s na 
forma fn onde fG.Syra(Z) .
Suporemos que existe feSym(Z) tal que fn=s
para algum n>l.
Observemos que, qualquer que seja o conjunto 
X, se g£Sym(X) então, cada componente cíclica de g não se 
rã ligada com outras componentes cíclicas de g quando g11 ê 
construida, mas pode ser desmembrada em ciclos disjuntos. As 
sim temos que | V(gn)j V(g) j.
Temos agora que l=|v(s)|=|V(fn))>|V(f)| e, 
desta forma, que |V(f)|=1. Portanto f ê uma permutação cí 
clica de Z. Mas, neste caso f=s. Vemos portanto que 
|V(fn)|=n para n>l o que ê, claramente, um absurdo. Logo 
não existe f£Sym(Z) tal que fn=s. (F.P.)
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Observação: Segue do Lema 4.2 que não ê verdade que (An+s)M 
para n>l para qualquer monõide M das relações binárias 
em Z. Para ver isto, observemos que se s=hn, então é neces­
sário que heSym(Z), o que, por 4.2 é impossível.
4.3. Corolário: Seja osé£*\{<t>}. Se a i palavra não primitiva 
então a não representa s ém Sym(Z).
Demonstração: Seja a uma palavra não primitiva. Então a=7r(a)n 
para algum n>l. Admitamos que (als)Sym(Z). Decorre que e- 
xiste um homomorfismo H: E*->-Sym(Z) tal que H(a)=s. Seja 
f€.Sym(Z) tal que H(-rr(a))=f. Desta forma temos que s=H(a) = 
H ( tt (a) n) =H (tt (a) ) n=fn. Segue, do Lema 4.2, que isto é ab­
surdo. (F.P.)
4.4. Lema: Sejam n e m  números inteiros positivos. Seja 
a=BnAm . Então (a4-s) Sym(Z) .
D,emonstração: Sejam v e u números inteiros Impares tais que
X 1 ■"* "í “ 1n=2 v e tambem que m=2J u para {i, j }sw\l. Seja {g-^ , 
h^)eSym(Z) tal que w (“k k+1) e ui ^  * E—
tão A(g^)={2} enquanto que A (h-^) = {1, 2 } . Além disso observa­
mos que g^s=h^. Portanto s=g-^ h^^ .
Vamos agora definir g . =11, -0i-l (-k -(k+1)
JL K G . £  ÜJ
... - (k+21-1-l) k+1 k+2 ... k+21"1) e h.= (0) II. -j-l^ .Kít CO
(-(k+1) -(k+2) ... -(k+2^"1) k+1 k+2 ... k+2^-1). Então
temos que {g. ,h . }ÇSym(Z) , que A(g.)={21} e que A(h.)={l,
i - 2 i _ 1  2 j ~ 1 2J}. Além disso g^ =g^ enquanto que •
Observemos que (21 ,v)=l. Então, por [l,Theo
rem l], existe {r,t}çz tal que r21+tv=l. Assim g^=
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g f 1+tV= ( g f ) r (9Í)V=i<srz(gJ)v=(gJ)v . Seja gtSym(Z) tal que 
g ^=g^* Então (g 1 )V=(g^)V e, portanto, g V=g£ ou gv=gi1.
De modo análogo, com (2-I,u)=l segue que, por 
[l, Theorem l], existe {p,q}£Z tal que p23+qu=l. Deste mo­
do hj=h^2'í+qu=(h?:Í)p (h?)u=idf‘Z(h?)u=(h?)u . Seja h«LSym(Z) 
tal que h=hC?. Então hU=h. .
3  3
-1. , 2 1 ~3\- 1 1 2 3 “ 1
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Desta forma s=g, h,=(g. ) h,^1 1 i3
(g v) 2 (hu) 2 =g" vh2 ' u=gnhm . Assim, se H: £*->-Sym (Z) 
é um homomorfismo gerado por H(A)=h e H(B)=g segue-se que 
(a+s)Sym(Z). (F.P.)
4.5. Corolário: Sejam n, x e y inteiros tais que n^O e (x^O 
ou y^O). Então, se a=BXAnB^ segue-se que (a+s)Sym(Z).
Demonstração: Basta provar que s=hxgnh^ onde {g,h}£Sym(Z).
Seja (h,g^}Q3ym(Z) tal que s=g?hm , nas con­
dições do Lema 4.4 e tal que x+y=m. Então temos que s=g^hm= 
íd fZg^hm=hXh Xg^hXh^. Seja géSym(Z) tal que g=h xg-^ hx .
Segue que gn=(h xg^hx)n=h xg*?hx . Portanto s=hxgnh^ e as­
sim (AxBnAy+s)Sym(Z). (F.P.)
4.6. Teorema: Seja {i, j ,n,m}€w\l tal que 2'’' ^||n e tal que 
23~^|jm. Sejam L=2'‘_ e M=23 . Sejam ainda W2={BL ,AM} e 
BeBnAin/W2. Entao (B^s)Sym(Z).
Demonstração: Por hipótese temos que 2^  j^ Jn e que 2? ^l|m. 
Então existem v e u inteiros ímpares tais que 2^  ^v=n en­
quanto que 23 '*'u:=m. Seja H o homomorfismo definido no últi- 
mo paragrafo da prova do Lema 4.4. Basta observar que H(A )=
H(A)M=h2 =id|'Z e também que H (BL) =H (B) L=g2 =id|'Z. Portanto 
aquele homomorfismo, H:E*-*Sym(Z) tem a propriedade adicio 
nal que H(ij;}=idj'Z para todo Então, pelo Corolário 3.
1 1 , segue-se que, para todo $€BnArn/W2 tem-se que (8 + s) 
Sym(Z). (P.P.)
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CAPlTULO V - Palavras Sym-universais
5.1. Preliminares: Nos capítulos III e IV apresentamos têcni 
cas que, mediante a utilização de classes de relações de e 
quivalência em E*, nos davam condições para caracterizar 
classes de palavras de complexidade arbitrárias que são, res 
pectivamente, Sym(k)-universais para todo ktw e Sym(Z)-uni 
versais. Neste capitulo fazemos a "interseção" destes resul 
tados para obter nosso principal Teorema 5.2. Alem disso 
apresentamos outros resultados relacionados que obtivemos.
5.2. Teorema: Seja {p,q,i}cw onde p e primo e q é pri- 
mo Impar tal que p ^q. Seja a=Bp Aq. Sejam x=2 e 
y=M(l+2^+ )^ quando p=2; mas, sejam x=2p^+  ^e y=M(p^+ )^ 
quando p>2. Sejam ainda W={BX,A^} e { 6 . Então
3 é Sym-universal.
Demonstração: Pelo Corolário 3.10 segue-se que 3 ê Sym-uni­
versal se e somente se 8 ê Sym-universal. Portanto, sem 
perda de generalidade, . suporemos que 3£ot/W. Lembrando os 
Teoremas 3.13 e 4.6 observamos que x=|P,L] e que y=|'Q, 
M]. Portanto nosso teorema decorre imediatamente dos teore­
mas citados. (P.P.)
5.3. Proposição: Seja at£* tal que gcd(a)=l. Então a ê Sym- 
universal .
Demonstração: Seja k€o)^ l. Mostraremos que (a^ -c^ ) Sym(k) .
Seja L^ a letra que aparece em a exatamen
te n(i) vezes para todo ifc{l,2,...,p}; isto ê, |Mult(L^, 
a)j=n(i). Como gcd(a)=l, então por uma extensão de |l,Theo 
rem 1], temos que existem inteiros x^,X2,...(x tais que 
x1n(l)+x2n(2) +__+xpn(p)=l. Seja H: E*-*Sym (k) homomorfismo
definido por H(Li)=c^i para ie{l,2,...,p}. Segue-se que
c =cx1n (1)+x2n (2) + -- +xpn(p) _ (cxi) n (D (cx2)n (2> . . . (cxP)n ^
k k k k k
porque as potências de c^ obviamente comutam. Portanto 
temos que H(a)=c
-» X *Usando a mesma técnica onde H(L^)=s pode 
mos mostrar que (a+s)Sym(Z). Concluimos então que a ê 
Sym-universal. (F.P.)
5.4. Lema: Seja k6o). Então existem involuções g e h de 
Sym(k) tais que c^=gh.
Demonstração: Decorre imediatamente do Lema 3.2. (F.P.)
5.5. Lema: Existem involuções g e h com {g,h}r-Sym(k) 
tais que s=gh.
Demonstração: Decorre imediatamente do primeiro parágrafo da 
demonstração do Lema 4.4. (F.P.)
5.6. Corolário: Sejam X um conjunto arbitrário não vazio e 
fCSym(x). Então existem involuções g e h de Sym(X) tais 
que f=gh.
Demonstração: Decorrência direta dos Lemas 5.4 e 5.5. (F.P.)
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5.7. Corolário: Seja {n (i) ,m (i) }çto^ l para todo ifc{l,2,... 
k-1} . Seja n (k) >0^m (k) . Seja o^Bn (1) Ara(1) . . .Bn(k) com
exatamente um n(i) impar e exatamente um m(j) impar. En­
tão a ê Sym-universal.
Demonstração: Para toda feSym(X), pelo Corolário 5.6, te­
mos que existem involuções g e h de X tais que f=gh. 
Assim, observando que gimPar=g, que himPar=h e também que 
gPar=id f'X=h^ 5ar o corolário segue. (F.P.)
5.8. Proposição: Seja <n,m> par de inteiros tal que {n,m}£ 
w\ 2  e tal que para todo ktu) \ 2 existe Ç1165 ou ^ k + '^ 
m)=1=(k-ik,n) ou (i^+l,n)=1=(k-i^m). Então BnAm e Sym- 
universal .
Demonstração: Pelo Lema 4.4 temos que (BnAm'l'S) Sym(Z) . Seja 
kfewNl. Observemos que  ^ ^k ^k+1 *’* ^-1).Sem
perda de generalidade suponhamos que (i^+l,n)=1=(k-i^,m). En 
tão, pelo Lema 1.7, segue que existe {g,h}<=Sym(k) tal que 
gn = ( 0 1 ... i^ ) e tal que hm=(ik **• • porque A(g)=
{i^+1} e A(h)={k-i^.}. Assim vemos que para todo keu>%2 
(B^^iCj^) Sym (k) . Segue-se que BnAm ê Sym-universal por ge­
neralização do Corolário 3.10. (F.P.)
5.9. Corolário: Seja <n,m> par de inteiros nas condições da 
Proposição 5.8. Entaõ <n,m> é par de ehrenfeucht.
Demonstração: Decorre imediatamente da Proposição 5.8 e do 
Teorema 2.10. (F.P.)
Observação: A reciproca do Corolário 5.9 não ê verdadeira. 
Basta notar que o par <30,35> é par de ehrenfeucht mas, para 
k=5 este par não satisfaz as condições da Proposição 5.8.
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CAPlTULO VI - Perguntas abertas e comentário geral
Pergunta 1. (Mycielski): Se a é FSym-universal então a e 
Sym-universal?
Para responder de modo afirmativo a pergun 
ta 1, basta que (a+s) Sym (Z) se, para todo keto, nós ti. 
vermos que (a^c^)Sym(k).
Nosso Teorema 4.6 indica que muitas pala 
vras em {A,B}* satisfazèm a afirmação (tt (a) +s) Sym (Z) .
Em [4] Ehrenfeucht e Silberger formulam a:
Pergunta 2: (tt (a) 4-s) Sym (Z) para todo a^cj)?
Do Corolário 3.15 temos que, se cjj^a^TT (a) 
então a não é FSym-universal. Assim vemos que a resposta 
afirmativa para a pergunta 2 implica na resposta afirmativa 
para a pergunta 1 .
Nos não fizemos consideração para uma possí
- Xvel extensão do argumento de R.A.McKenzie para X infini­
tos, ou do argumento análogo de D.M.Silberger [9] para 
Prt(X) infinitos, que se aplique aos Sym(X) infinitos, o 
que poderia, talvez, indicar ser suficiente considerar E* 
com j £[=2 .
Pergunta 3: Existe algum algoritmo "razoável" que indique 
que se nós sabemos todos os elementos a€.{A,B}* para os quais 
(a+s)Sym(Z), então este algoritmo permite decidir se (B^ s) 
Sym(Z) para BC-E* onde E Õ um alfabeto finito mas arbitrário?
Das figuras 5 e 6 do apêndice e seus respec
tivos argumentos algébricos temos que existe {g ,h }ÇSym(Z)
P Si
tal que A(g )c{l,p} e A(h )Ç{l,q) e ainda que s=g h -h g pa 
P  SI r 4  4  F
ra os casos <p,q>=<2,2> e <p,q>=<2,3>. Desta forma temos a:
Pergunta 4: Para todo {p,q}, com p e q -primos, existe 
h }çSym(Z) tal que s=g h , tal que A(g )ç{l,p}, e tal que 
A(h )&{l,q}?
Procurando aplicar as observações de Mycielj3 
ki e as nossas, formulamos a:
Pergunta 5: Seja a€:{A,B}*. Se (a+s) Sym(Z) então existe {n,m, 
N,M}£u)\2 tal que W={BN,AM } e aCB^^/W?
A pergunta 5, na verdade, procura verificar 
o alcance que tem nossa técnica neste trabalho.
Em |*4] Silberger e Ehrenfeucht perguntam se, 
quando X ê finito e quando (BnAm+ + Sym (X) ) então 
XX)? Neste caso perguntamos:
Pergunta 6 : Se a=BnAm com <n,m> par de ehrenfeucht, e se 
BCa/W^, então B é FMyc-universal?
Mais geralmente:
Pergunta 7: Se B£a/W nas condições do Teorema 5.2, então 3 ê 
Myc-universal?
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Finalmente de |2| sai a seguinte pergunta
aberta:
Pergunta 8 : Se existe Y infinito tal que a. ê Syra(Y)-uni­
versal então a é iSym-universal?
Na figura, (a 4- x)M por H:E* -»■ M
APÊNDICE
Figura 1.
Figura 2.
Agora observamos que (a i x)M por H; (aqui 
H é representado por linhas continuas) . Mas, (a + X)M]_ 
por H não é válido pois H [£*] M^. Porém (a + x)M^ por 
K; (K é representado por linhas tracejadas).
Para subsemigrupo do semigrupo M com
x£M^, o fato que (a \ x)M não garante automàticamente 
que (a + x)M^.
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Desdobramento de ciclos -46-
como exemplo.
Vamos considerar o ciclo ck com k=ll
cll;
10 '
cllfl:
1 0•< - v7
\ “ /
9 ■'*—  8
.6—  1
/ “ , < \
5 :
n ; ✓
4 ■*— 3
V
3
y
Enquanto que as linhas contí 
nuas representam c ^  seja
f^ = { 0 6) representada pela
linha tracejada.
Agora as linhas contínuas re 
presentam cx]_f]_ e as traceja 
das f2 = (1 4)(7 10). Obser­
vemos que f2 nao usa 0 3 Pon~ 
tos usados por que apare­
cem sublinhados. Obtivemos 
por c, n f i um 5-ciclo e um 6-' i m
ciclo
cllflf2 :
0-*-*7 1— *5 
- ~ -v /
2— *3 8— ^9
\ /  \ /
4 10
Figura 3
Temos agora desdobrado o 11- 
cíclo Cj um 2“cicl0 e em
três 3-ciclos. Notemos que 
f = fjf2 ® uma involução do 
conjunto 11. A fim de garan­
tir isto, decorre a importân 
cia de f2 não usar pontos u- 
sados por f^ .
Observemos que (a b)(b c) = (a b c). Assim 
vemos que pode acontecer que n^° ® uma ínv°luçã° se
{f-L,f2 } for uma família de involuções que não é dcp.
Encurtamento de ciclos -47
Vamos estudar o exemplo onde c ^  é tal
que k = 9.
c 9:
'
1 ^ 3‘ 
*
4.
Cg é representado por linhas con­
tínuas e o 4-ciclo f^=(4 3 2 1) 
por linhas tracejadas.
c9f 1!
0 --P-l
X  " \
8 5
n7^—  6
O  O  O2 3 4*
c9flf2:
8 1
\ /6*--5
(2) ' p  l7^
Figura 4
O 4-ciclo f-^ "encurtou" o 9-ciclo 
Cg para um 9-(4-1)= 6-ciclo obten 
do ainda 4-1= 3 pontos fixos.
Seja f2= (7 6) o 2-ciclo repre­
sentado por linhas tracejadas.
Agora o 6-ciclo cgf-j_ foi novamente 
encurtado por um 2-ciclo f  ^e obti 
vemos um 6-(2-1)=5-ciclo e
quatro ciclos triviais. (Observe - 
mos que f=f^f2 é uma permutação de
9, e que A(f)= Atf^UAffj) por­
que f. 2 não usa nenhum ponto em 9
que foi usado por f^ ,
Desta forma temos que: Cgf = (0 1 2 3 4 5 6 7 8)(4 3 2 l) 
(7 6) = ( 0 1 5 6 8 ) .
É claro que nós temos, condições para encur­
tar, com uma f^ que não usa pontos em 9 usados por f, um 
pouco mais.
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Apresentamos a seguir uma nova demonstração do 
Lema 1.12, devida a D.M. Silberger, que não foi publicada an­
teriormente. Esta prova ê por si só suficiente o que não ocor 
re com a demonstração original.
Demonstração: É evidente que se ir (a)  =ir (3) =tt (aB) , então a8=3a.  • 
Vamos demonstrar a recíproca.
Suponhamos que para quaisquer palavras a e x 
não vazias, se |crx|<|aB| e se ax=xa, então tt (a)  =tt (t)-n (ax) . 
Suponhamos também que a6=Ba. Se ja|=|B], então a=B e portanto 
ir (a) =ir (6) . Por outro lado, podemos supor, sem perda de genera 
lização, que |a|<lB|. Então existe p^cf» tal que ap=B=pa, e por 
tanto pela hipótese de indução segue que tt (a) =tt (p) =tt (ap) =Tr (B) ♦ 
Em qualquer caso ir (a) =tt (B) . Basta agora mostrar que tt (a) =tt (aB) *
Desde que então existe {a,b}~
2 K aiK ^
wnI tal que i r (a)  - a  e i r (a)  =B- Assim aB=Tr (a)  ; tambem e-
xiste c€w<L tal que aB=TT (aB) C- Segue-se que | tt (aB) | tt (a)  | e
também que c^a+b>;2. Para concluir que rr (aB) t^i (a)  , ê suficien­
te demonstrar que |Tr(aB)| = jTT(a)j.
Admitamos que j ir (aB) | < ! tt (a)  | . Então, da equação 
. tt (aB) C=tt (a)  a+b temos que existem nçw\l e {5,e}£Ê* tais que 
| Ô | = | e | < |tt (aB) ! e tais que tt (aB) n ô=Tr (a ) =e7r (aB) n . Se <5=<j>, então 
a=TT (a ) a =TT ( aB)na contradizendo a minimalidade de |Tr(a) |. Segue- 
se que 0<|ô| = je|<|Tr(aB) | .
Das relações £tt (aB) n=ir (aB) n <5 e 0< | e | < |tt (aB) | te
mos que £T=Tr(aS) para algum Então, e (xe) n~1x 6= (et) nô
=tt (aB) n6=efr (aB) n=e (ex) n=e ( et ) n ^ex e portanto (x e) n- x^ 6=.( cr) n~^ 
ex. Inferimos que x6=ex.
No caso que n>l podemos inferir também que xe=
n _  T ^
ex pois (te) =(er) , e então que xe=x5, resultando que
e=ô.
No outro caso, para n=l, temos que exô=7r (aB) <5=
7T (ag) nô=7r (a) =E7T (aB) n=eTT (ag) =eex , e logo que exô (ex <5) a+^
(e xô) a+k=Tr (a.) a+k=a=Tr (aB) C= (et ) c=ex (ex ) ° \  e então sendo 
c^>a+b^2 temos 6 ( e x ô ) a+^ ( e x ) c _ '*'=ex ( ex ) 0 -2  . Da equação seguin 
te 6 ( e x ô ) a+^ ^ = e x ( e x ) c 2 junto com a equação |S|=je l inferimos 
que S=e também no caso em que n=l.
Em resumo, temos que it (aB) nô=7r (a)  =eir (aB) n=ô7r (aB) n, 
que n^l e que e também que j it (aB) n ô | = | it (a)  | < | a | < | aB j .
Portanto pela hipótese de indução segue que ir (6) =tt (tt (aB) n ) = 
ir ( 6tt (aB) n) = tt (tt (a) ) =ir (a)  . Mas, temos também que j tt (6) | ^  | ô | < 
jtt (aB) | < [ff (a) | , e portanto que tt (5) (a)  . Da contradição obtida 
concluimos que |Tr(aB)|/|ir(a)|» (F.P.)
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