Abstract-In this paper, we derive inner-and outer-bound sets for the type-reduced set of an interval type-2 fuzzy logic system (FLS), based on a new mathematical interpretation of the Karnik-Mendel iterative procedure for computing the type-reduced set. The bound sets can not only provide estimates about the uncertainty contained in the output of an interval type-2 FLS, but can also be used to design an interval type-2 FLS. We demonstrate, by means of a simulation experiment, that the resulting system can operate without type-reduction and can achieve similar performance to one that uses type-reduction. Therefore, our new design method, based on the bound sets, can relieve the computation burden of an interval type-2 FLS during its operation, which makes an interval type-2 FLS useful for real-time applications.
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• "Knowledge is mined from experts using IF-THEN questionnaires," e.g., connection admission control for ATM networks [4] . The four kinds of uncertainties mentioned above flow through a type-2 FLS and produce uncertainties at its output. For an interval type-2 FLS (the only kind that is practical to date), the output is uncertain within an interval which is obtained through some kind of type-reduction method [2] , [3] , [10] .
Type-reduction is an extension of type-1 defuzzification, obtained by applying the Extension Principle [12] to a specific defuzzification method. It represents a mapping of a type-2 fuzzy set into a type-1 fuzzy set. There exist many kinds of type-reduction methods (e.g., centroid, center-of-sets, center-ofsums, and height type-reduction); but, for an interval type-2 FLS, regardless of the type-reduction method and how its input is modeled (e.g., as a singleton, type-1 fuzzy set, or type-2 fuzzy set), the type-reduced set is always an interval set and is determined by its two end points and . In information theory, the uncertainty of a random variable is measured by its entropy [1] . Recall that a one-dimensional random variable that is uniformly distributed over a region has entropy equal to the logarithm of the length of the region. Comparing the membership function (MF),
, of an interval fuzzy set , where y otherwise (1) with the probability density function of a random variable , which is uniformly distributed over , where otherwise (2) we find that they are almost the same except for their amplitudes. Therefore, it is reasonable to consider the extent of the uncertainty of the fuzzy set to be the same as (or proportional to) that of the random variable . Since the output of an interval type-2 FLS is uncertain within the type-reduced set, which is an interval type-1 fuzzy set, the length of the type-reduced set can therefore be used to measure the extent of the output's uncertainty.
In an interval type-2 FLS, the result of the input and antecedent operations is the firing set , which is an interval type-1 fuzzy set, i.e., (3) where and represent the lower and upper firing degrees of the th rule (formulas for which are given in Section II) 1063 -6706/02$17.00 © 2002 IEEE and is the number of rules. When, for example, center-of-sets type-reduction (described in Section II) is used, and can be represented as (4) (5) where and ( ) are the end points of the centroid of the consequent type-2 fuzzy sets and and are very important switching numbers which depend on the input (how to compute them is also described in Section II). Only after and are determined are the end points of the type-reduced set determined. Unfortunately, although and are related to the input data and the MF parameters of an interval type-2 FLS, they cannot be predetermined as explicit functions of these quantities. To compute and we need to implement two iterative procedures, developed by Karnik and Mendel [2] , [10] , for each given value of , one for and a similar one for . The computation of and represents a bottleneck for interval type-2 FLSs. The main result of this paper is a method for eliminating this bottleneck so that type-2 FLSs are then feasible for real-time applications.
Karnik, Mendel, and Liang [3] have observed that an interval type-2 FLS can be interpreted as a collection of embedded type-1 FLSs (Appendix I provides some background materials about type-2 fuzzy sets, including a definition of embedded type-1 fuzzy sets). We have found that embedded type-1 FLSs play very important roles in understanding uncertainty in a type-2 FLS. Two of them let us compute and , whereas some of the others let us compute the inner-bound set and the outer-bound set for the type-reduced set. Fig. 1 shows the type-reduced set and its inner-and outer-bound sets, where and . In this paper, we show how to compute the inner-bound and the outer-bound sets, explain why they are useful and important and demonstrate that they can be computed without the computation of or . In Section II, we provide a new mathematical interpretation to the procedure for computing a type-reduced set. In Section III, we derive the inner-and outer-bound sets for the type-reduced set. In Section IV, we propose a design method for an interval type-2 FLS based on the inner-and outer-bound sets. In Section V, we apply the new design method to the problem of predicting the Mackey-Glass time series. Finally, in Section VI, we draw conclusions.
II. TYPE-REDUCED FUZZY SET FOR AN INTERVAL TYPE-2 FLS
A type-reduced fuzzy set for an interval type-2 FLS is a generalized centroid, which can be expressed as [2] , [10] 
where is an interval type-1 fuzzy set determined by its two end points and and is the number of rules. For center-of-sets type-reduction, is the firing interval and is the centroid of the consequent set of the th rule. The meanings of and in other type-reduction methods are explained in Appendix II.
The firing interval is determined by [5] , [10] 
and (8) where
In these equations, the input is a -dimensional vector, i.e., , is the type-2 (which includes type-1 and type-0 as special cases) fuzzy model for the th input, is the type-2 (which includes type-1 as a special case) antecedent set of the th rule for the th input, and are lower and upper membership functions (LMFs, UMFs) and, and represent t-norm operations.
The end points of the type-reduced set, and , can be computed using an iterative method, developed by Karnik and Mendel [2] , [10] , which we reinterpret for the purposes of this paper in the following:
Theorem 1: Assume and ( ) are reordered (as required in [2] and [10] ) such that (11) (12) and define and , for , , as
The end points and of the type-reduced fuzzy set of an interval type-2 FLS, given by (6) , are the minimum of all and the maximum of all , respectively, i.e.,
where (16) and (17) where (18) The solutions of (16) and (18), and , are obtained using the Karnik-Mendel iterative procedure [2] , [10] .
Equation (11) 
III. INNER-AND OUTER-BOUND SETS FOR A TYPE-REDUCED SET
A type-reduced set is not only associated with the uncertainty of the output of an interval type-2 FLS, but is also crucial to defuzzification. Unfortunately, the time-consuming Karnik-Mendel iterative procedure must be used to obtain the type-reduced set. In this section we provide inner-and outer-bound sets for the type-reduced set, both of which can be calculated without type-reduction. These two sets can not only be used to estimate the uncertainty contained in the output of an interval type-2 FLS, but can also be used to directly derive the defuzzified output under certain conditions. Consequently the inner-and outer-bound sets have the potential to eliminate the computional bottleneck of an interval type-2 FLS.
An interval type-2 FLS can be interpreted as a collection of embedded type-1 FLSs [5] , [10] . The following embedded type-1 FLSs only use the LMFs (or UMFs) of the input and antecedent fuzzy sets, together with the left (or right) end points of the centroids of the consequents:
UMFs left (20)
LMFs right (21)
UMFs right (22)
We refer to them as boundary type-1 FLSs for an interval type-2 FLS. We have found that boundary type-1 FLSs are very important in deriving the inner-and outer-bound sets of a typereduced set.
Theorem 2:
The end points and of the type-reduced set of an interval type-2 FLS for the input , are bounded from below and above by ( A proof of Theorem 2 is given in Appendix IV. We refer to [ , ] and [ , ] as the inner-and outer-bound sets for the type-reduced set [ , ] of an interval type-2 FLS. From (27) and (28), we see that the lengths of the intervals and are determined by how different the lower and upper firing degrees are and how the consequents are distributed. When is small (i.e., the uncertainties contained in the firing intervals are small) and/or the difference among and the difference among are small 1 (i.e., the consequents are distributed close to each other), then and are small and consequently the differences of , , and are small. These observations are consistent with our intuition.
Theorem 2 is true for all type-reduction methods; however, because [ , ] Our main goal is to not perform type-reduction during the real-time operation of a type-2 FLS. We propose, therefore, to approximate the type-reduced set by its inner-and outer-bound sets, i.e., to approximate [ , ] by [ , ] and to compute the output of the FLS as ( Fig. 1 ). If this is going to be acceptable, then the difference between and the usual defuzzified output, , must be small.
, between the defuzzified outputs of the type-reduced set and its approximation set for the input , which is defined as (29) is bounded from above as (30)
A proof of Corollary 1 appears in Appendix IV. In Section IV, we shall propose two new risk functions for the design of an interval type-2 FLS, one including and another including
. Here, we demonstrate that using has advantages over using . Let (see Fig. 1 ) Then, can be rewritten as the sum or difference of and , as follows.
• When
• When From (34), we see that being small does not necessarily imply that both and are small; whereas, from (37), we see that being small is sufficient for both and [and, therefore, [from (33) and (34)] ] to be small, in which case the approximation set [ , ] is close to the type-reduced set [ , ] , and their defuzzified outputs are also close.
Why is this important? When using an interval type-2 FLS, we must be concerned about its uncertainty range (i.e., the typereduced set) as well as its defuzzified output. Therefore, it is important to make both the approximation set and its defuzzified output approach the type-reduced set and its defuzzified output, respectively. From this point of view, using is preferred to using during the design.
IV. APPLICATION OF THE INNER-AND OUTER-BOUND SETS TO DESIGNING AN INTERVAL TYPE-2 FLS
The major advantage of the inner-and outer-bound sets is they can be calculated without having to use the Karnik-Mendel iterative procedure. If the type-reduced set could be approximated by its inner-and outer-bound sets, then type-reduction could be eliminated and an interval type-2 FLS could lend itself to real-time applications.
Theorem 3: For a group of input-output data and an interval type-2 FLS, let the risk function (i.e., the sample mean of the squared error),
, associated with the type-reduced set [ , ] , be given by 2 The triangle inequality is ky + y k ky k+ky k, where y and y are two vectors in an N -dimensional space and k1k is the norm defined on the space. From the basic inequality, we can derive ky k = k(y + y ) 0y k ky + y k+ ky k, which means that ky k0ky k ky + y k ky k + ky k, i.e., jky + y k0ky kj ky k. We usually choose the parameters (e.g., the number of rules and the shapes and parameters of the input, antecedent and consequent MFs) of an interval type-2 FLS to minimize . If we could incorporate the difference between the defuzzified outputs of the type-reduced set and its approximation set, such as or , during the design procedure, then it should be possible to approximate the type-reduced set by its inner-and outer-bound sets and eliminate type-reduction during the real-time operation period of the interval type-2 FLS.
We propose the following two risk functions for the design of an interval type-2 FLS:
(46) and (47) where is a weight. When , and are identical to and both the new design methods reduce to the usual one.
V. DESIGNING AN INTERVAL TYPE-2 FL PREDICTOR FOR THE MACKEY-GLASS TIME SERIES, BASED ON

AND
An interval type-2 FLS has been used to predict the chaotic Mackey-Glass time-series in [5] . Liang and Mendel have shown that when the chaotic signal is corrupted by nonstationary noise, an interval type-2 FLS achieves much better performance than a type-1 FLS. In this section, we shall design two groups of interval type-2 FLSs, one group based on and the other group based on , to predict the Mackey-Glass time-series. We let in (46) and (47) be 1, 0.8, 0.5, 0.2, and, 0 respectively. We then choose the parameters of the FLS to minimize the corresponding or . Since our goal is to demonstrate that the two newly-proposed design methods will permit an interval type-2 FLS to operate without type-reduction, we then compare the operating performance of the interval type-2 FLS with and without type-reduction for all the above values of and for both design methods.
The Mackey-Glass time series is modeled as
When , this series exhibits chaotic behavior. After discretization, (48) can be rewritten as where is a small number and the initial values of for are set randomly. In our simulations, we chose and . We assumed was corrupted by uniformly distributed, zero mean, nonstationary additive noise , so that the available measurements were (51) where dB SNR dB. Let and denote the standard deviations of the noise corresponding to 10 dB and 10 dB SNR, respectively. Then, at each value of , was assumed to be uniformly distributed in the interval [ , ] that was broken into 100 levels. In each interval type-2 FLS designed as follows, four antecedents were used for forecasting; namely, , , , and were used to predict and, two fuzzy sets were used for each antecedent; hence, there were a total of 16 rules. Gaussian primary membership functions of uncertain means ( ) were chosen for the antecedents, Gaussian primary membership functions with uncertain standard deviations ( ) were chosen for the input measurements (i.e., the measurements were modeled as type-2 fuzzy numbers) and center-of-sets type-reduction was used. The parameters to be tuned in each rule included: 1) two mean values for each antecedent ( , , , ); 2) two standard deviation values for each input measurement ( , , ); and 3) two end points of the centroid of each consequent set ( , , ). Hence, there were parameters for each interval type-2 FLS to be determined during the tuning procedure.
Each interval type-2 FLS was designed based on the first 1000 noisy data:
. The first 504 design data were used to tune the parameters using a steepest descent algorithm so as to minimize the associated risk function [ or ] ; whereas, the remaining 496 design data [ ] were used for testing. The design procedure (training + testing) was implemented for 6 epochs and in each epoch we computed the following quantities for the design testing data:
• the root-mean-squared error between the desired output and the output of the interval type-2 FLS with type-reduction, ; • the root-mean-squared error between the desired output and the output of the interval type-2 FLS without typereduction, ; • the root-mean-squared difference between the outputs of the interval type-2 FLS with and without type-reduction, and its upper bound ; • the sum of the root-mean-squared difference between the left end points and the root-mean-squared difference between the right end points of the type-reduced set and its approximation set, , defined as follows ( Fig. 1) : (52) (53) where is the number of testing or validating data ( in our simulation). This quantity reveals the difference between the type-reduced set and its approximation set.
Afterwards, each interval type-2 FLS was validated using another set of 496 noisy data [ ], for which we also computed the above 5 quantities. Validation was done to test our hypothesis that type-reduction is not needed during the real-time operation of an interval type-2 FLS when it is properly designed.
Because the design and validation data are random, we repeated this entire procedure 50 times (50 Monte-Carlo realizations). The means and standard deviations (SDs) of the five quantities , , , , and for 50 realizations are summarized in Tables I-IV and Figs. 2-5 . From these results, we make the following observations. 1) From Tables I and II , we see that for both groups of experiments, based on and , respectively, the mean values and the standard deviations of and , corresponding to the designs are much worse than those of the other designs, both for the testing data and the validating data (so we only plot the mean values and the standard deviations of and for the designs in Figs. 2 and 3 ; and we only discuss the results for the designs in the following observations). This shows that we should not use From Figs. 2 and 3 , we see that for both groups of experiments, based on and , respectively, the mean values and the standard deviations of and for the testing data decrease and seem to approach the same limiting values as the training epochs increase. However, when or is weighted too much, e.g., when
, it takes more epochs of training to let the interval type-2 FLS perform well. From Tables I and  II , we see that the results for the validating data show that the mean values and the standard deviations of and for all the designs, based on and , are close; but the quantities for the designs are a little worse than for the others. If we are only concerned about the performance of an interval type-2 FLS with respect to and , then the designs based on and can achieve similar results. 4) From Tables I and II, it appears that the best results are achieved for the design. 5) From Figs. 4 and 5 , we see that the mean values and the standard deviations of , and for the designs based on are always smaller than those based on (the solid lines lie below the dotted lines). This shows that the designs based on can reduce the difference between the type-reduced set and its approximation set, as well as the difference between their defuzzified outputs. If we are also concerned about the approximation of the type-reduced, as well as the defuzzified output, then the designs based on are preferred to those based on .
VI. CONCLUSION
Based on a new mathematical interpretation of the Karnik-Mendel iterative procedure for computing the type-reduced set of an interval type-2 FLS, we have derived an inner-bound set and an outer-bound set for the type-reduced set. Our bounds provide estimates of the uncertainty contained in the output of an interval type-2 FLS without having to perform the costly computations of type-reduction.
We have also shown how to incorporate the difference, , between the defuzzified outputs of the type-reduced set and its approximation set and its upper bound into the design of an interval type-2 FLS, so that the resulting FLS can be used during real-time applications. Our simulation experiments have demonstrated that an interval type-2 FLS designed based on or can operate without type-reduction and can achieve similar performance, in the defuzzified output level, to one that uses type-reduction. Our new method therefore looks very promising to relieve the computation burden of an interval type-2 FLS during operation, which will make an interval type-2 FLS very useful for real-time applications.
We prefer in the design, because an interval type-2 FLS designed based on it can operate without type-reduction and can achieve similar performance, in both the type-reduced and the defuzzified output levels, to one that uses type-reduction. Before the design, an appropriate weight should be determined in terms of the tradeoff between the convergence speed and the approximation accuracy (a larger value of results in a faster convergence of the FLS, but a larger difference between the type-reduced set and its approximation set). Our example suggests choosing . In summary, after the FLS is designed, its operational equations are: , , and , using (25)-(28), and (to approximate the type-reduced set) and finally (to obtain the defuzzified output from the approximation set).
APPENDIX I BACKGROUND KNOWLEDGE ABOUT TYPE-2 FUZZY SETS AND FLSS
In this appendix, we collect some important definitions about type-2 fuzzy sets ( [2] , [5] , [10] ).
A. Definition 1
A type-2 fuzzy set, denoted , is characterized by a type-2 membership function , i.e.,
where denotes union over all admissible and . At each fixed value of , is the primary membership of . 
B. Definition 2
C. Definition 3
Assume that each of the secondary membership functions of a type-2 fuzzy set has only one secondary grade that equals one. A principal membership function is the union of all such points at which this occurs, i.e., (57) and is associated with a type-1 fuzzy set.
D. Definition 4
Uncertainty in the primary memberships of a type-2 fuzzy set consists of a bounded region which is called the footprint of uncertainty (FOU) of , i.e., (58) 
In the continuous case, the number of is uncountable, whereas for the discrete case, there are of the .
G. Definition 7
An FLS (which contains rules, fuzzifier, inference engine and output processor) is a type-2 FLS when either its inputs, antecedents, or consequents are type-2 fuzzy sets. The output processor of a type-2 FLS consists of type-reduction followed by defuzzification. For an interval type-2 FLS, the secondary membership functions of the inputs, antecedents and consequent sets are all intervals sets.
H. Definition 8
An embedded type-1 FLS for a type-2 FLS is associated with the embedded type-1 fuzzy sets of the inputs, antecedents and consequents. A type-2 FLS can be interpreted as a collection of embedded type-1 FLSs.
APPENDIX II BRIEF COMPARISON OF DIFFERENT TYPE-REDUCTION METHODS FOR INTERVAL TYPE-2 FLSS
Center-of-sets, centroid, center-of-sums, and height type-reduction can all be expressed as in (6) 
A. Proof of Theorem 2
We prove Theorem 2 in two steps. First, we show [ , ] is an inner bound for the type-reduced set (Fig. 1) . Then, we derive the outer-bound set, [ , ] , based on the distance between the type-reduced set and its inner-bound set. Next, we treat and as independent variables and use the min-max method to find , i.e.,
Notice that is the maximum of with respect to and is the minimum of with respect to . Since is indirectly determined by the input , we cannot arbitrarily choose its value; instead, we consider the worst case (i.e., the maximum value) of with respect to , to find the upper bound for . On the other hand, since is a free parameter, we can choose its value arbitrarily to find a tight upper bound for . To find and , we calculate the partial derivative of in (86) with respect to as follows:
Because the numerator of (88) is not a function of , we cannot determine by setting . Instead, we must analyze (88) in order to determine . We observe the following from (88).
• When is chosen so that (89) with defined as (90) then , which means that is a monotonically decreasing function with respect to and, therefore, its maximum value with respect to occurs at , i.e.,
In this case, is a monotonically decreasing function with respect to and, therefore , which means that is a monotonically increasing function with respect to and, therefore, its maximum value with respect to occurs at , i.e., where we have used the definitions of and in (13) to get the last line from the second line. 2) Proceeding in the same way, we get a similar result for , i.e.,
3) From (99) and (100), we obtain the following lower bound for and upper bound, for :
with the right-hand side of the inequality defined as and (102) with the right-hand side of the inequality defined as . Because , [ , ] is a valid outer-bound set for [ , ] .
B. Proof of Corollary 1
is the difference between the defuzzified outputs of the type-reduced set [ , ] and its approximation set [ , ] and it can be written as follows: (103) This equation is the starting point for the derivation of . 1) From Fig. 1 , it is clear that (104) and (105) i.e.,
Adding (104) and (106) together, we get (107) Hence (see Fig. 1 ) (108) 2) Similarly (see Fig. 1 ) (109) 3) Combining the aforementioned results, we find that (110)
