Abstract. The problem of the minimization of a function f: R ~ --~ under finitely many equality constraints and perhaps infinitely many inequality constraints gives rise to a structural analysis of the feasible
Introduction
An optimization problem of semi-infinite type has the following specific property: the feasible set is described by means of infinitely many inequality constraints. In this paper, we consider semi-infinite optimization problems of the following form:
gaG(X) = min G(x, y), (2) y c Y and the extremal set Eo(x) (the index set of active inequality constraints),
EG(X)={y~ YlG(x,y)=O}, x~M[H, G].

An easy but important observation is the following: for ~ e M[H, G], each y ~ EG(Y~) is a global minimum for G(g, • )Iv. Now, if each y ~ EG(~)
is nondegenerate (to be specified below), then the set EG(Y~) is discrete, and hence finite (recall that Y is a compact set), say EG(~) = { y l , . . . , yp}.
Then, application of the implicit function theorem around each point (2, y;), gives rise to a local minimum yi(x) for G(x, ")Iv depending on x. As a consequence, we obtain in a neighborhood 0// of 2~ the representation 6 b ( x ) , ~
G(x, y (x)),
6~ ( 
M[H,G]c~°ll={x6aglH(x)=O,d)b(x)>-O,i=l,...,p}.
Unfortunately this latter reduction principle cannot be applied at all feasible points. In fact, we will show, using ideas from singularity theory (cf. Ref. 5) , that the violation of the assumptions for applying the reduction principle might be stable under perturbations of the defining pair (H, G). In spite of the latter negative result, it was shown in Ref. 6 that the reduction principle is generically applicable in a neighborhood of the local minima of (SIP). In the present paper, we use the reduction principle at certain points in the proofs in order to be able to exploit the results from Ref. 1. This paper is organized as follows. In Section 2, w e state the main theorems and discuss the reduction principle. Section 3 contains several lemmas and the proof of the theorems.
Definitions and Main Results
Let ck(N n, R m) denote the space of k-times continuously differentiable mappings from R" to R m.
The index set Y in (1) will be described by means of a finite number of smooth (in)equality constraints,
Y = {y ~ R~[ U(y) = O, V(y) >-0},
Y compact, 
Bo05) = {j 6 B I vj07) = 0},
and where Dui(~) stands for the row vector of first partial derivatives of ui evaluated at the point )5, Dvj(y) being defined similarly. The validity of (LICQ) on Y assures that the set Y is a smooth manifold with boundary and corners (cf. Ref. 7) , such as an interval, a rectangle, etc.
An extension of (LICQ) above can be formulated (and will be used) for sets of the type M [H, G] as introduced in Section 1 (Dx denoting partial differentiation with respect to x). Note that, formally, condition (ELICQ2) implies (ELICQ1). The following constraint qualification (EMFCQ) will play a crucial role in this paper; it is not difficult to see that (ELICQ) implies the validity of (EMFCQ), the converse being false. 
D~,G(g,y).~>O,
for all yeEc (2) .
A vector ~e N" satisfying (8a) and (8b) will be called an EMF-vector at 2. Before stating our first theorem, we have to introduce the notion of a Lipschitzian manifold, which is a special type of topological manifold. Let H" denote the nonnegative orthant in •", i.e., H" = { x e R n Ix->0}. in the latter case, £ is called boundary point. The set of all boundary points will be denoted by OM. In the following theorems, we use several topologies which we now introduce. For r_< k, the space Ck(~ ", ~) will be topologized by means of the strong Cr-topology (also called Cr-Whitney topology), denoted by C~ (cf. Ref. 8) . In fact, for finite r, the C~-topology is generated by allowing perturbations of the functions and their derivatives up to order r which are controlled by continuous positive functions e(. ): ~"~ • (rather than positive constants E); note that the infimurn of E(. ) over R" might be zero. The C~-topology for C°(R ", R) is generated by means of the union of the bases for the C~-topology, r=O, 1 , 2 , . . . . The C~-topology for Ck(R ", R ~) is obtained by means of the product-topology induced by C~ on the m-fold product Ck(R ", R) x.
• • x Ck(~ ", R).
In order to state our continuity theorem, we need the notions of lower and upper sernicontinuity of a point-to-set mapping ~ from a topological space T into the family ~(~' ) of all subsets of ~". Following Berge, Ref. For an extensive study of these two notions (and of related ones) in parametric optimization, see Ref. 10 .
The family of all compact subsets of ~" endowed with the Hausdorff metric (of. Ref. 9 ) is denoted by ~(~' ) . Now, we have the following theorem. 
is both upper sernicontinuous and lower semicontinuous at all (/4, G) ~ ~.
Moreover, if in addition M [H, G] is compact, then 6 can be chosen in such a way that ~44 maps ~ to ~¢(R') and is continuous as well.
We emphasize that continuity of a mapping F: T~ ~(~' ) , with T a topological space, cannot prevent bifurcations of the set F(t), when t traverses T. This is illustrated in the next example. 
The continuity of F is easily verified. Note that, when t traverses zero from negative to positive values, the set F(t) bifurcates from one connected component into two components.
The subsequent stability theorem, however, shows that, under the assumptions of Theorem 2.2, bifurcations of the feasible set do not occur. We shall end this section with a discussion on the reduction principle. For omitted details, we refer to Refs. 4, 11, and 12. (ND2) the matrix V r. D2L (2, fi) . V is nonsingular, where
i~A j~Bo (.f ) and where the columns of the matrix V constitute a basis for the tangent space T(35),
i~A j~Bo (Y) In particular, a point )7 ~ Y is a nondegenerate local minimum for G(2, ")fY if, besides (12) Further, we have 3-(y, X,/2, ~) = 0, and the Jacobian matrix of 3-with respect to z = (y, ;t, b~) at the point (35, X, #, 2) is nonsingular,
The latter nonsingularity follows from (ND2) and the fact that r a n k ( E ) = tAI + tBo(y)I, so, we can apply the implicit function theorem, and we locally obtain a Cl-mapping x~--~(y(x), A(x),/x(x)) such that 
Then, it follows that
and hence ~b is a C2-function.
For later constructions, we also need the structure of the second derivative of ~b at ~ [cf. I Ref. 7, Eq. (4.1.12)]: Unfortunately, the violation of the reduction principle might be stable under perturbations of the problem data. This will now be explained with a simple example arising from an analysis based on singularity theory (cf.
There are no equality constraints, and we are interested in the feasible set 
Lemmas and Proofs of the Theorems
The proof of the subsequent lemma will be deleted, since it runs almost identically along the lines of the proof of Lemma 2ol in Ref. and the Jacobian matrix D~(~) is nonsingular. Consequently, qb is a locally invertible and hence a local C~-coordinate transformation sending Y onto the origin. Now, the set H-I(0) is locally transformed under qb to the set {Ore} x ~-' . Note that, if H is of class C k, k-> 2, then ~ is also of class C k. Lemma 3.1 implies that (EMFCQ) remains valid in the new coordinates.
The next lemma on the solvability of a compact system of linear inequalities is well known. Let conv(. ) denote the convex hull. 
is solvable if and only if 0~ conv(K). , and the manifold condition is trivially fulfilled at ~. Now, suppose that tho(~) = 0. From the validity of (EMFCQ), especially (EMFCQ2), it follows that the system of linear inequalities Proof. Using the compactness of Y, this follows directly by a continuity argument. Note that, for the proof of part (ii), we need (i).
DxG(~,y).~>O, ycEo(~),
[] Let ff be a vector field on an open subset a//of ~", i.e., ~ is a mapping from ~d to R". If~ is of the class C k, k -> 1 (resp. locally Lipschitz continuous), then ~ admits a unique flow (say qb) which is defined on an open neighborhood of ag x {0} c R " x R, and which is of class C k as well (resp. locally Lipschitz continuous). Recall that, for any g c ~, we have
a~(~, o) = ~, o/at[a,(y:, t)] = ~(~(~, t));
this means that @(~, t) represents the ~'-trajectory through g, where t stands for the integration time. For proofs and more details on this subject, see Ref. 17 .
In the following lemma, we restrict ourselves to the case where rn = 0 (no equality constraints). Proof. We only discuss the case where ~ ~ ~ and i > 0; in the other cases, the proof runs along the same lines.
Since ~ is a C'-vector field, its flow @ is a C~-mapping on a suitably chosen neighborhood of (~, 0); this essentially demonstrates (i). Moreover, 
if f -a < -t < T ( x , y ) (resp. if T(x,y)<t<-?+a).
We define [] Proof of Theorem 2.2. As far as the upper semicontinuity of d/ is concerned, the proof is a direct consequence of the definition of the C 1-Whitney topology and the following definitions:
-> 0}, where I1" II stands for Euclidean norm;
(ii) both mappings (2,/4)~11/4(x)11 and (x, G),-~gao(x) are continuous w.r.t, the topologies induced by I1" II and C1,.
Next, we prove that ~ is lower semicontinuous.
Assume that this is not true. Then, there exists a point ~7 e M [H, G] and a compact neighborhood a// of ~ (with smooth boundary) such that, in any open Cl,-neighborhood ff of (H, G), we can select a pair (H °, G °) with d / ( H °, G°)c~ ~t = Q .
In the sequel, we consider only neighborhoods (7 such as in Lemma 3.5(ii). This means that, for all (H, G ) e (7, we may apply the manifold theorem. We distinguish between two cases. This, however, is violated by our initial assumption that At(G ~) c~ q / = Q for all t,. Hence, for H ~ G, the set H-l(0) is a C°~-manifold. As a consequence, we can delete the equality constraints in our further investigation, since the subsequent ideas from transversality theory extend to smooth manifolds.
The set Y need not to be compact in the rest of the proof. Since Y is a smooth manifold with boundary and corners, it suffices to explain the method of proof in the case Y = H r. The main tool consists of application of the multijet transversality theorem (cf. Ref. 11, Chapter 7). Let g ~ R ~ be given. Then, for )7 ~ Y = H r to belong to Ec(~), and thus y to be a minimum for G()7, .)iy, the following conditions are necessary:
(iii) DyG(~, y).37 = 0.
(32c) Formula (32) gives rise to the introduction of the following complementarity subset E c R r x R r,
For fixed i, the set {v~-> 0, w i -> 0, v ~. w ~= 0} can be partitioned (stratified) into three manifolds,
In this way, the set E has been partitioned into products of srnooth manifolds (product stratification), and the highest dimension of such a product manifold is equal to r.
Next, consider the 1-jet extension j~G of G,
jIG: (x, y)~--~(x, y, O, OxG, DrG).
(35)
We are interested in those points (x, y) satisfying The set /~ can again be partitioned into manifolds (in an analogous way as the set E), and the least number of defining equations (least codimension) is equal to r + 1 (the entry 1 corresponding to w 3= 0). Considering the set Eo(x), which consists of p elements, gives rise (roughly speaking) to p copies of mappings j~G as defined in (35). The available dimension then equals p(n + r), corresponding to p copies of (x, y). However, there are at least (p-1)n+p(r+l) restrictions to be fulfilled. The number ( p -1 ) n reflects the fact that the copies (x ~, y~) , . . . , (x p, yP), corresponding to Eo (x), have to satisfy the p -1 systems of equations
G(x,
In the transversal case, which happens to be generic in virtue of the multijet transversality theorem (cf. Ref. 11, Chapter 7), we must have the following inequality:
Number of restrictions (codimension) <-available dimension.
Hence, in the transversal case the following inequality should be satisfied:
and we obtain p <-n.
This shows the generic finiteness of Eo(x), and hence (ELICQ1).
The validity of (ELICQ2) follows from a sharpened calculation of restrictions (codimension), taking the p copies of D~G into account. The violation of (ELICQ2), in case p -< n, means that rank{Dr~ G(x, y~), i = 1 , . . . , p} -< p -1.
(39)
In the case of the mildest violation, i.e., the case where the least number of restrictions occur in (39), the n x p matrix in the left-hand side of (39) has rank p -1. Now, the set of n x p matrices, p ---n, having rank equal to p -1 constitutes in ~nP a manifold of codimension n -p + 1 (cf. Ref.
11).
Hence, in the transversal case, the inequality (38) with n -p + 1 added in the left-hand side should hold, which obviously is false. Therefore, such a situation does not occur generically. This completes the sketch of the proof of Theorem 2.4, Part (a).
Part (b). This follows immediately from Lemma 3.5, the C~-density of COO(Rk, R) in C~(g~k,R), and the fact that (ELICQ) implies (EMFCQ).
[] Remark 3.2. Theorem 2.4 can be refined in the following way. Let us forget about equality constraints at this point. Instead of perturbing the function G on the space I~ n x R r, we can refine the perturbation by firstly deleting, for some 2~R ", the set {2} ×R r from R " x R r. Note that q/:= (~n x Rr)\({2} x R r) is an open subset of g~" x R r. Then, we can endow the space Coo(q/, R) again with the C~-topology; and again, the multijet transversality theory can be applied, but now regarding the open subset q / a s a smooth manifold. Now, let 6 be a neighborhood of Gbou consisting of those elements from C°°(q/, R) whose functional values and derivatives up to order two differ from GI~ up to a continuous positive function e(. ): q /~ R, where e(x, y) ---d ((x, y), {2} x Rr) and where d stands for the Euclidean distance. Then, any t~ c ~ can be extended to a CZ-function on R " x R ~, just by defining the derivatives up to order two on the set {if} x R ~ to be those of G. This allows quite delicate perturbations which will be used in the proof of Theorem 2. 
Remark 3.3. In the proof of Theorem 2.3, we sometimes use the expression "we add locally at K a function g to the function h," where K is a compact set. By this expression, we mean that we actually add the function g(x)~(x) to h(x), where ((x) is a C~-function having the following properties:
(i) 0<_ ~(x)_< I;
(ii) ~ has a compact support; (iii) ~:(x) is identically equal to one in some neighborhood of K.
For the proof of our stability theorem, we need one more lemma. Proof. The proof consists of three steps, each providing us with an arbitrarily good approximation of G.
Step 1. In this step, we proceed as in Remark 3. 
The Cls-density of C°°(q, R) in C~(°?/, R) yields the existence of a function E C°°(a//, R) such that G -G is controlled, in the sense of the Cls-topology, by e(. ). We extend G to the whole R" × R r by defining
A straightforward verification shows that the extended function (again denoted G) is continuously differentiable at (x, y ), and moreover,
So, we are able to approximate our function G arbitrarily well (in the C~-sense) by a function G which already is of class Coo on ~// [and still fulfills (ii) and (iv)].
Step 2. In this step, we approximate G (see Stej0 
R~(x,y)=-G(x,y)+DxG(:~,O).(x-~)+D~G(~,O)'f.
Note that R~ is of the class C ~ at ()7, 0), whereas R~ is of class Coo (smooth) everywhere else on B~ (8) .
For e > 0 sufficiently small, we may assume that the lower level set ~, ,
given by G(x, y) <--e, is contained in B~ (6) . Then, using a partition-of-theunity argument (Ref. Put Gi = G -k R i. Then, G; is of the class C ° on the whole B~(36). Moreover, by shrinking 6 and e appropriately, we assure (~ to be arbitrarily close (in the Cls-sense) to G. Now, it is easily seen that, for i = 1 , . . . , p, DxG~ = DxG, at (2, 0) = (2, 37~),
(~i(2, y) -> 0, for all y c Y,
Gi(ff, y) = 0, if y = 37 g, i = 1 , . . . , p.
Finally, we add all functions R~ to G and obtain the announced function G.
Step 3. In this final step, we approximate G (see Step 2) by a function as required in the lemma.
We deal with the linear Y-coordinates around 7 as introduced in the preceding step, and emphasize that, w.r.t, these Y-coordinates, the Hessian matrix of G is completely annihilated in some neighborhood of (2, 0)= (2, 37~). By 33', we denote the partition of 33 corresponding to the active inequality constraints at 3~ with vanishing Lagrange multipliers for G(2,. ); cf. Definition 2.5. 
where the matrix A is symmetric, positive-definite with sufficiently small entries. In this way, we obtain our function (~ as required. D
Proof of Theorem 2.3.
Sufficiency. The proof is essentially based on Theorem 2.1, Lemmas 3.5, and 3.6, these results being direct generalizations, to the case where Y is an infinite compact index set, of results which were already obtained in Ref. 1 . For the rest, the proof is identical to that in Ref. 1 . Therefore, the proof of the sufficiency part will be deleted here. Case 2. Rank DH(2) = rn. In this case, the set H-~(0) is (eventually after smooth approximation, cf. Lemma 3.8) a C%manifold in a neighborhood of ~ and so, for a further local analysis, we may delete H, i.e., we put m = 0.
Since (EMFCQ), in particular (EMFCQ2), is not satisfied at 2, it follows that Eo(2) ~ Q and that the system of linear inequalities 
is not solvable. Since Eo(~) is compact, we can apply Lemma 3.2, and hence, 0e conv{D~G(2, y)ly ~ E~(~Z)}.
Next, we choose a minimal (finite) subset, say {37 ~ . . . . ,37P} c Eo(~), s.t. 0 ~ conv{D~G(2, 37'), i = 1 , . . . , p}.
Consequently, there exist unique numbers ~ eR, i = 1,... ,p, such that 
Now, we may apply Lemma 3.9 to the Chfunction G. We approximate arbitrarily well by a Coo-function (again denoted G), such that G fulfills 
where the entries of the matrix W i consist of derivatives with respect to y and mixed derivatives with respect to x and y. We proceed by adding to the function G, locally at K (={g} x Y), a function of the type ( 1 / 2 ) ( xg)v. C. ( x -g ) , C being a symmetric n x n matrix with arbitrarily small entries. The matrix C is chosen in such a way that the matrix 
