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TALAGRAND CONCENTRATION INEQUALITIES FOR
STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS
DAVAR KHOSHNEVISAN AND ANDREY SARANTSEV
Abstract. One way to define the concentration of measure phenomenon is via Talagrand
inequalities, also called transportation-information inequalities. That is, a comparison of
the Wasserstein distance from the given measure to any other absolutely continuous mea-
sure with finite relative entropy. Such transportation-information inequalities were recently
established for some stochastic differential equations. Here, we develop a similar theory for
some stochastic partial differential equations.
1. Introduction
Let (E , ρ) be a metric space with a Borel σ-algebra B(E). Consider a Borel probability
measure Q on E. Define Ar := {x ∈ E : dist(x ,A) ≤ r} for every Borel set A ⊆ E and all
r > 0; also, let Acr := E \Ar denote the complement of Ar in E. Now, consider
(1.1) α(r) := sup
{
Q(Acr) : A ∈ B(E), Q(A) ≥ 12
}
.
The concentration of measure phenomenon is the property that α(r) ≈ 0 when r ≫ 1. The
quality of the concentration of Q depends on the rate at which α(r) tends to zero as r →∞.
Le´vy initiated the study of concentration of measure by verifying that the normalized
Lebesgue measure on Sn−1 concentrates [34, §1.1]. The theory reached new heights in the
work of Milman on the local theory of Banach spaces. Later on, Talagrand investigated the
concentration of product measures [47, 48, 49, 50]. These references include also detailed
pointers to the earlier parts of the literature. One of Talagrand’s novel ideas in this direction
was that “a Lipschitz-continuous function of many variables, which does not depend much
on any single variable, is nearly a constant”; see [4, 6, 34].
Concentration of measure is related closely to the log-Sobolev and Poincare´ inequalities [2,
9, 10, 11, 29, 40, 53], with intimate connections to information theory [5], optimal transport
[53], random matrices [3], random graphs [15, Chapter 2], and large deviations [22, 23].
Concentration of measure has been successfully applied to problems in stochastic finance
[33], model selection in statistics [38], and to the analysis of randomized algorithms [25].
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Among other things, concentration of measure has been established for the law of a large
family of discrete-time Markov chains [36, 44, 46], discrete-time stationary processes [37],
the solution of a nice stochastic differential equation (SDE) [8, 24, 42, 43, 51], and for the
law of the solution of a stochastic partial differential equation (SPDE) that is driven by a
centered Gaussian noise that is white in time and whose spatial correlation operator is trace
class [51]. Since the latter SPDEs are approximately finite-dimensional SDEs, it might be
possible to derive concentration of measure for such SPDE from concentration for SDE. By
contrast, our aim is to prove the concentration of measure for the law of the solution of a
parabolic SPDE driven by space-time white noise.
To simplify our exposition, let us choose and fix two real numbers D, T > 0, a function
u0 ∈ L∞[0 , D], and a second-order differential operator L that acts on ϕ ∈ C∞([0, D]) via
(L ϕ)(x) := 1
2
a2(x)ϕ′′(x) + b(x)ϕ′(x) for all x ∈ [0, D].
When there is also a temporal variable t, the “prime” continues to represent differentiation
with respect to the spatial variable x. Here, a, b satisfy the following assumption:
Assumption 1.1. a, b ∈ C∞([0 , D]), and a is bounded uniformly away zero and infinity.
Consider also two measurable functions σ, g : [0 , T ] × [0 , D] × R → R such that R ∋
u 7→ σ(t , x , u) and R ∋ u 7→ g(t , x , u) are Lipschitz continuous uniformly for (t , x) ∈
[0 , T ] × [0 , D], and σ is bounded. Throughout, we work on a filtered probability space
(Ω ,F , {Ft}t∈[0,T ],P) where the filtration {Ft}t∈[0,T ] is assumed to be right continuous, F0 is
assumed to be augmented with all P-null sets, and FT := F .
With the background notation under way, let us consider the SPDE:
(1.2)
∂
∂t
u(t , x) = (L u)(t , x) + g(t , x , u(t , x)) + σ(t , x , u(t , x))
∂2
∂t ∂x
W (t , x),
for (t , x) ∈ (0 , T ] × (0 , D), subject to initial data u0 and one of the following boundary
conditions on [0 , D]:
(a) (Homogeneous Dirichlet). u(t , 0) = u(t , D) = 0 for all t ∈ (0 , T );
(b) (Homogeneous Neumann). u′(t , 0) = u′(t , D) = 0 for all t ∈ (0 , T ); or
(c) (Periodic Boundary). u(t , 0) = u(t , D) and u′(t , 0) = u′(t , D) for all t ∈ (0 , T ).
The forcing termW := {W (t , x)}t∈[0,T ],x∈[0,D] of (1.2) denotes the two-parameter Brownian
sheet ; that is, W is a mean-zero Gaussian process with
Cov[W (t , x) ,W (s , y)] = (s ∧ t)(x ∧ y) for all s , t ∈ [0 , T ] and x , y ∈ [0 , D].
It follows easily from the above that the weak derivative ξ := ∂2W/(∂t ∂x) is space-time white
noise; that is, ξ a generalized, centered, Gaussian random field with covariance measure
(1.3) Cov [ξ(t , x) , ξ(s , y)] = δ0(t− s) δ0(x− y),
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where δ0 stands for the Dirac delta function centered at zero. This space-time white noise is
adapted to the filtration {Ft}t∈[0,T ] and is generated by it: That is, for every t ∈ [0 , T ], the
σ-algebra Ft is generated by {W (s , x)}s∈[0,t], x∈[0,D], followed by the standard procedures of
making the filtration right-continuous and augmented by P-null sets. It is well known that
(1.2) has a unique predictable solution u — in the sense of Walsh [54] — that has Ho¨lder-
continuous trajectories. See Walsh [54, Chapter 3] for the analysis of (1.2) in a specific case;
the present, more general case follows from the theory of Dalang [16]. In particular, we
mention that the solution to (1.2) is understood in the following, mild, sense:
u(t , x) =
∫ D
0
G(t , x , y)u0(y) dy +
∫
(0,T )×(0,D)
G(t− s , x , y)g(s , y , u(s , y)) dy ds
+
∫
(0,t)×(0,D)
G(t− s , x , y) σ(s , y , u(s , y))W (ds dy),
(1.4)
where G is the heat kernel for the operator L with the same boundary conditions as in
(1.2); see also Dalang [16, 19]. The theory of Walsh [54, Chapter 3] can be extended in a
well-known, standard, way to deduce that u also satisfies the following moment bound:
sup
t∈[0,T ]
sup
x∈[0,D]
E (|u(t , x)|p) <∞ for all p ∈ [1 ,∞).
From now on, let P denote the law of the solution {u(t, x)}t∈[0 ,T ], x∈[0,D]. In a standard
way, we may view P as a Borel-regular probability measure on the space C([0 , T ]× [0 , D])
of real-valued continuous functions on [0 , T ]× [0 , D]. We may also view P as a Borel-regular
probability measure on Lp([0 , T ]× [0 , D]) for every p ∈ [1 ,∞).
The following summarizes some of the main results of this paper in somewhat informal
language. More formal statements will come in due time:
(1) The measure P concentrates as a Borel measure on E = L2([0 , T ]× [0 , D]).
(2) If σ is a constant, then P concentrates as a Borel measure on E = C([0 , T ]× [0 , D]).
It is well known that one can study concentration of measure by establishing Talagrand
concentration inequalities (see §4), otherwise known as transportation-cost information in-
equalities (TCI inequalities). These are inequalities that compare Wasserstein distance with
relative entropy. We verify our concentration results by showing that, in fact, P satisfies a
TCI inequality. A key step of the proof is to appeal to a suitable version of the Girsanov
theorem. This is consistent with the use of the Girsanov theorem in the previous literature
on concentration of measure for SDEs and SPDEs with regular noise [8, 24, 42, 51], and is in-
timately related to the earlier fact that the Girsanov theorem generally yields transportation
inequalities in the abstract Wiener space via L logL-type entropy bounds, first discovered by
Feyel and U¨stu¨nel in [27, 28]; see also [52]. We prove necessary technical results from scratch
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in Lemma 3.1 (Girsanov representation of equivalent measure) and Lemma 4.1 (martingale
representation).
Our methods can readily be extended to study TCI inequalities for (1.2) in case where L
has another form than the one studied here. One needs only a reasonable set of heat-kernel
estimates. The particular form of L is not germane to the present discussion. An example
of the kind of operator that can be studied by the same methods that we employ is the
fractional Laplacian L = −(−∆)γ , where γ ∈ (1 , 2) [18, 21, 39]. Heat kernel estimates for
this operator can be found in [13, 14].
For d ≥ 2, the SPDE (1.2) does not have mild solutions as in (1.4) as classical functions,
see [17, pp. 31-32, Exercise 6.10]. However, it has solutions in Sobolev spaces. This theory
was developed by Krylov in [31, pp.231-233], and in subsequent papers [12, Subsection 2.2],
[26, 30]. An interesting topic for future research would be to prove concentration inequalities
for them in Sobolev norms, including the case of a colored noise instead of the white noise.
1.1. Organization of the paper. In Section 2 we recall Talagrand concentration inequal-
ities and state our main results: (a) Theorem 2.1 for constant σ, and concentration in the
space of continuous functions; and (b) Theorem 2.2 for the general case, and concentration
in the space L2. Section 3 is devoted to proofs of these results. The Appendix contains
the proof of a martingale representation theorem for space-time white noise. This sort of
representation theorem is undoubtedly well known. We include the proof as it is short and
self contained.
2. Concentration Inequalities for SPDE: Main Results
2.1. Background on Talagrand concentration inequalities. Recall from the Introduc-
tion that (E , ρ) is a metric space with Borel σ-algebra B(E). Fix a real number p ≥ 1,
and recall that the Wasserstein distance of order p between two Borel probability measures
Q1,Q2 on E is defined as
Wp(Q1,Q2) := inf
pi
[∫
{ρ(x , y)}p pi(dx dy)
]1/p
,
where the inf is taken over all couplings pi of Q1 and Q2. (A coupling on E is a Borel
probability measure pi on E ×E whose marginal distributions are respectively Q1 and Q2.)
The relative entropy H(Q2 | Q1) of Q2 with respect to Q1 is defined as follows:
H(Q2 | Q1) := EQ2
[
log
dQ2
dQ1
]
= EQ1
[
dQ2
dQ1
log
dQ2
dQ1
]
if Q2 ≪ Q1,
and H(Q2 | Q1) =∞ if Q2 6≪ Q1. See also [27, 28]. Here, we denote by EQ the expectation
with respect to measure Q for every probability measure Q; that is, EQf :=
∫
f dQ for every
bounded and measurable function f : E → R.
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Definition 2.1. We say that a Borel probability measure Q1 satisfies the transportation-cost
information (TCI) inequality of order p with constant C > 0 when
(2.1) Wp(Q1 ,Q2) ≤
√
2CH(Q2 | Q1).
for every Borel probability measure Q2 on E. Throughout, we let Tp(C) denote the set of
all Borel probability measures Q1 that satisfy (2.1) for every Borel probability measure Q2
on E.
According to Ho¨lder’s inequality,
Tp′(C) ⊆ Tp(C) whenever 1 ≤ p ≤ p′ and C > 0.
The following result from [35] (see also [34, p. 118]) relates TCI inequalities to the concen-
tration of measure phenomenon: If Q ∈ T1(C), then the function α defined in (1.1) satisfies
α(r) ≤ e−r2/(8C) for r ≥ r0 := 2
√
2C ln 2.
It is known that Q ∈ T1(C) for some constant C > 0 iff Q has a sub-Gaussian tail ; that is,∫
E
e[ρ(x0,x)]
2/(2C) dQ(x) <∞,
for some, hence all, x0 ∈ E. See [2, 24]. Equivalently, Q ∈ T1(C) iff
(2.2)
∫
eafdQ ≤ ea2C/2,
for all a ∈ R and every 1-Lipschitz function f : E → R such that EQf = 0; here, 1-Lipschitz
means that satisfies |f(x)− f(y)| ≤ ρ(x , y) for all x, y ∈ E.
It follows immediately from (2.2) that every probability measure Q ∈ ∪C>0T1(C) has
sub-Gaussian tails. In particular, compactly-supported Borel probability measures are in
∩C>0T1(C). By contrast, similar descriptions of Tp(C) for p > 1 require more subtle analysis.
For example, when p > 1, the space Tp(C) does not even contain a non-trivial Bernoulli
measure. The space T2(C) has the particularly important property of tensorization: If Q1
and Q2 are in T2(C), then Q1 × Q2 is in T2(C) (as a Borel probability measure on E × E,
of course). This property sets T2(C) apart as an important family of probability measures,
and hence plays a central role in the sequel.
2.2. Main results. Let us state the main results of this article. Recall from the Introduction
the following assumptions on the functions g and σ:
Assumption 2.1. There exists a real number Lg > 0 such that for all (t , x) ∈ [0 , T ]× [0 , D]
and u, v ∈ R,
(2.3) |g(t , x , u)− g(t , x , v)| ≤ Lg|u− v|.
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Assumption 2.2. There exist real numbers Lσ, Kσ > 0 such that for all (t , x) ∈ [0 , T ] ×
[0 , D] and u, v ∈ R,
(2.4) |σ(t , x , u)− σ(t , x , v)| ≤ Lσ|u− v|; |σ(t , x , u)| ≤ Kσ.
Let (t , x , y) 7→ G∞(t , x , y) denote the usual [Gaussian] heat kernel of the operator L
on the whole real line instead of [0 , D], with coefficients a and b continued to R as follows:
a(x) = a(0) for x ≤ 0, a(x) = a(D) for x ≥ D; similarly for b. It is well known that:
(1) G ≤ G∞, in the case of Dirichlet boundary conditions;
(2) G = G∞ + G0 for a smooth and bounded function G0, in the case of Neumann or
periodic boundary conditions.
Because the second-order differential operator L is in divergence form, Aaronson-type
heat-kernel estimates imply that GT,α <∞ for α ∈ [1 , 2), where
(2.5) GT,α :=
∫ T
0
[H(t)]α dt <∞, and H(t) := sup
x∈[0 ,D]
∫ D
0
[G(t , x , y)]2 dy.
See Bass [1, Chapter 7, Theorem 4.3], or [20]. Consequently,
(2.6) GT := sup
x∈[0,D]
∫
(0,T )×(0,D)
[G(t , x , y)]2 dy dt <∞.
As mentioned earlier, one can consider concentration inequalities in different Banach spaces.
Since u is continuous, we can for example consider concentration in the space of continuous
functions on (0 , T )× (0 , D), endowed with norm,
(2.7) ‖u‖∞,T := max
(t,x)∈(0,T )×(0,D)
|u(t , x)|.
Theorem 2.1. For σ ≡ 1, under Assumptions 1.1 and 2.1, the law P of the solution u of
(1.2), viewed as a Borel probability measure on E = C([0 , T ] × [0, D]), is in T2(C∞) with
respect to the norm (2.7), with the constant
(2.8) C∞ := 2GT e2L2gT 2 .
Remark 2.1. Choose and fix an arbitrary η > 0. A simple adaptation of the proof of Theorem
2.1 shows that we may replace the condition σ ≡ 1 with σ ≡ η.
In the non-constant case, we instead view the random continuous function u as a random
element in the space L2([0 , T ]× [0 , D]), endowed with the norm ‖·‖T,2, where
(2.9) ‖u‖2T,2 :=
∫
(0,T )×(0,D)
[u(t , x)]2 dx dt.
TALAGRAND CONCENTRATION INEQUALITIES FOR SPDE 7
Theorem 2.2. Under Assumptions 1.1, 2.1, 2.2, for every α ∈ (1 , 2), the probability measure
P, viewed as a Borel probability measure in the space L2([0 , T ]× [0 , D]), is in T2(C2,α) with
respect to the norm (2.9), where we define β from α−1 + β−1 = 1, and
(2.10) C2,α := TD3
2−β−1K2σGT exp
[
Tβ−132β−1L2βσ
(
Gβ/αT,α + GβTT β/α
)]
.
3. Proofs
3.1. Representation of an equivalent measure. The following lemma essentially de-
scribes all probability measures Q ≪ P on C([0 , T ] × [0 , D]) or L2([0 , T ] × [0 , D]). This
lemma is an analogue of the result [24, Theorem 5.6, (5.7)], though it is applicable to the
setting of space-time white noise instead of that of finite-dimensional Brownian motion.
Take any Q ≪ P on L2([0 , T ] × [0 , D]). The Radon–Nikody´m derivative dQ/dP is a
function L2([0 , T ] × [0 , D]) → R. Therefore, we can realize the random variable ξ :=
(dQ/dP)(u) on the filtered probability space (Ω ,F , {F}0≤t≤T ,P). Define a new probability
measure Q on this probability space by
dQ = ξdP,
and let E˜ := EQ denote the expectation with respect to this new measure. Consider the
nonnegative P-martingale M that is defined by
(3.1) M(t) := EP(ξ | Ft) = dQ
dP
∣∣∣∣
Ft
for all t ∈ [0 , T ].
General theory assures us that the process M is a.s. continuous (up to a modification, which
we adopt) with respect to P, and therefore also with respect to Q.
Lemma 3.1. There exists an adapted (jointly measurable) processX = {X(s , x)}(s,x)∈[0,T ]×[0,D]
such that, Q-a.s. for all t ∈ [0 , T ),
(3.2) ‖X‖2t,2 :=
∫
(0,t)×(0,D)
X2(s, x) dx ds <∞
and W˜ : [0 , T ]× [0 , D]→ R, defined by
(3.3) W˜ (t , x) :=W (t , x)−
∫
(0,t)×(0,x)
X(s , y) dy ds,
is a Brownian sheet under the measure Q. Moreover,
(3.4) M(t) = exp
(∫
[0,t]×[0,D]
X(s , x)W (ds dx)− 1
2
‖X‖2t,2
)
Q-a.s.,
and
(3.5) H(Q | P) = 1
2
E˜
(‖X‖2T,2) .
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Proof. Let τ := inf{t ≥ 0 :M(t) = 0}∧T , with the convention inf∅ :=∞. In light of (3.1),
Q{τ = T} = 1. Up until the stopping time τ , the martingale M can be represented as the
stochastic exponential of another continuous local martingale N :
(3.6) M(t) = eN(t)−
1
2
〈N〉t for all t ∈ [0 , τ).
Let τn := inf{t ≥ 0 : N(t) /∈ (n−1, n)}. Then τn ↑ τ a.s. Observe that the stopped process
(3.7) Nn(t) := N(t ∧ τn) (t ∈ [0 , T ])
defines a square-integrable P-martingale with respect to the filtration {Ft}t≥0. By Lemma
4.1 below, there exists a process Xn ∈ L2(Ω× [0 , T ]× [0 , D]) such that P-a.s.,
(3.8)
∫
[0,t]×[0,D]
Xn(s , x)W (ds dx) = Nn(t) for all t ∈ [0 , T ],
for every positive integer n. Without loss of generality, we can define Xn(t) ≡ 0 for t > τn.
Now, the optional stopping theorem ensures that, for every pair of integers n > m,
E (Nn(t) | Fτm) = Nn (t ∧ τm) = N(t ∧ τn ∧ τm) = N(t ∧ τm) = Nm(t) P-a.s.
Since Xn(t)1{t≤τm} is Fτm-measurable, by uniqueness of the representation from Lemma 4.1
(3.9) Xn (t ∧ τm) = Xm (t ∧ τm) when n > m, P -a.s.
As shown above,
(3.10) Q {τn ↑ τ = T as n ↑ ∞} = 1,
and let
(3.11) X(t) := Xn(t) for all t ≤ τn and for all n ≥ 1.
The consistency relation (3.9) ensures that the process X from (3.11) is defined coherently.
The stochastic process X is the process from the statement of the lemma.
In accord with (3.7), (3.9), (3.11), N(t) =
∫
[0,t]×[0,D]
X dW for all t ∈ [0 , T ]. Therefore,
(3.4) follows from (3.6). For every n ≥ 1,
(3.12) E˜
∫
(0,τn)×(0,D)
X2(s , x) dx ds <∞,
Therefore,
(3.13) Q
{∫
(0,τn)×(0,D)
X2(s , x) dx ds <∞ for every n ≥ 1
}
= 1.
Choose and fix a time t < T . Because of (3.10), Q-a.s. there exists a random n ≥ 1 such
that t ≤ τn. Therefore, we can deduce (3.2) from (3.13).
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Next we verify (3.3). Apply the Girsanov theorem of da Prato and Zabczyk [45, Theorem
10.1.4] with ψ := X , to see that W˜ is indeed a space-time white noise and that the Radon–
Nikody´m formula (3.4) is valid. This establishes (3.3).
Finally, let us show (3.5). From (3.1), we can express
(3.14) H(Q | P) =
∫
L2([0,T ]×[0,D])
[
dQ
dP
ln
dQ
dP
]
dP = E
[
dQ
dP
ln
dQ
dP
]
= E [M(T ) lnM(T )] .
Since M is a nonnegative martingale, if τ < T then M(T ) = M(τ) = 0, and thus (with
convention 0 ln(0) := 0) we obtain the identity M(T ) lnM(T ) =M(τ) lnM(τ). Since τn ↑ τ
and M is P-a.s. continuous, it follows that
(3.15) lim
n→∞
M(τn) lnM(τn) =M(τ) lnM(τ) =M(T ) lnM(T ) P-a.s.
Take expectation and interchange it with limits in (3.15). Indeed, the function x 7→ x ln(x) is
continuous and bounded from below on [0 ,∞); it also is decreasing on [0 , e−1] and increasing
on [e−1 ,∞). Recall the definition of τn and notice that the convergence in (3.15) is a.s.
nondecreasing starting from n ≥ 3. Combine (3.14) and (3.15), and swap EP and limn→∞ in
order to find that
H(Q | P) = lim
n→∞
E [M(τn) lnM (τn)] .
Next we calculate the preceding expectation for every n.
Since M(τn) is the Radon–Nikody´m derivative of Q over P on the σ-algebra Fτn ,
E [M(τn) lnM (τn)] = E˜ [lnM (τn)] = E˜
[
N (τn)− 12〈N〉τn
]
= E˜
[∫
[0,τn]×[0,D]
X(s , x)W (ds dx)− 1
2
∫
[0,τn]×[0,D]
X2(s , x) ds dx
]
= E˜
[∫
[0,τn]×[0,D]
X(s , x) W˜ (ds dx) +
1
2
∫
[0,τn]×(0,D)
X2(s , x) dx ds
]
=
1
2
E˜
[∫
[0,τn]×(0,D)
X2(t , x) dx ds
]
.
We have used the fact that , since W˜ is aQ-Brownian sheet, (3.13) ensures that the stochastic
integral with respect to the corresponding white noise has mean zero. The limit as n→∞
is equal to 1
2
E˜(‖X‖2T,2) by the monotone convergence theorem. This completes the proof
of (3.5), and whence the Lemma 3.1. 
3.2. Proof of Theorem 2.1. For all (t , x) ∈ [0 , T ]× [0 , D] let
(3.16) I(t , x) :=
∫ D
0
G(t , x , y)u0(y) dy.
Given an arbitrary Borel probability measure Q ≪ P on C([0 , T ] × [0 , D]), Lemma 3.1
ensures that we can couple (P ,Q) as follows (using notation from Lemma 3.1): On the
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filtered probability space (Ω,F , (F)0≤t≤T ,Q), this is the law of a process (u , v), where u and
v solve the following equations:
u(t , x) = I(t , x) +
∫
[0,t]×[0,D]
G(t− s , x , y) W˜(ds dy)
+
∫
(0,t)×(0,D)
G(t− s , x , y)g(y , u(s , y)) dy ds
+
∫
(0,t)×(0,D)
G(t− s , x , y)X(s , y) dy ds,
(3.17)
v(t , x) = I(t , x) +
∫
[0,t]×[0,D]
G(t− s , x , y) W˜ (ds dy)
+
∫
(0,t)×(0,D)
G(t− s , x , y)g(y , v(s , y)) dy ds.
(3.18)
By the definition of the Wasserstein distance W2,
(3.19) W2(P ,Q) ≤
{
E˜
[
max
t∈[0,T ]
max
x∈[0,D]
|u(t , x)− v(t , x)|2
]}1/2
.
In light of (3.5) and (3.19), it remains to prove that
(3.20) E˜
[
max
t∈[0,T ]
max
x∈[0,D]
|u(t , x)− v(t , x)|2
]
≤ C∞E˜
(‖X‖2T,2) .
From (3.17) and (3.18), we can represent u(t , x)− v(t , x) as
u(t , x)− v(t , x) =
∫
(0,t)×(0,D)
G(t− s , x , y) [g(y , u(s , y))− g(y , v(s , y))] dy ds
+
∫
(0,t)×(0,D)
G(t− s , x , y)X(s , y) dy ds.
(3.21)
Since (x1 + x2)
2 ≤ 2(x21 + x22) for all real numbers x1 and x2,
|u(t , x)− v(t , x)|2 ≤ 2
[∫
(0,t)×(0,D)
G(t− s , x , y) [g(y , u(s , y))− g(y , v(s , y))] dy ds
]2
+ 2
[∫
(0,t)×(0,D)
G(t− s , x , y)X(s , y) dy ds
]2
.(3.22)
For every t ∈ [0, T ], define the quantity
(3.23) ν(t) := max
t∈[0,T ]
max
x∈[0,D]
|u(s , x)− v(s , x)|2 .
To estimate the first term in the right-hand side of (3.22), we apply the the Cauchy–Schwarz
inequality with respect to the finite measure G(t − s , x , y) dy ds on [0 , t] × [0 , D], whose
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total measure is not more than t, in order to see that[∫
(0,t)×(0,D)
G(t− s , x , y) [g(y , u(s , y))− g(y , v(s , y))] dy ds
]2
≤ tL2g
∫
(0,t)×(0,D)
G(t− s , x , y) [u(s , y)− v(s , y)]2 dy ds
≤ TL2g
∫
(0,t)×(0,D)
G(t− s , x , y)ν(s) dy ds
≤ TL2g
∫ t
0
ν(s) ds.
(3.24)
In the last line we used the fact that
∫ D
0
G(r , x , y) dy ≤ 1 for all r > 0 and x ∈ (0 , D). On
one hand, the preceding bounds the first term on the right-hand side of (3.22) from above.
On the other hand, the second term on the right-hand side of (3.22) is not greater than
2GT‖X‖2T,2 thanks to the Cauchy–Schwarz inequality and (2.6). Thus, we find that
(3.25) |u(t , x)− v(t , x)|2 ≤ 2L2gT
∫ t
0
ν(s) ds+ 2GT ‖X‖2T,2.
Maximize over (t , x) ∈ (0 , T )× (0 , D), and then apply the expectation E˜ to see that
(3.26) E˜[ν(t)] ≤ 2L2gT
∫ t
0
E˜[ν(s)] ds + 2GT E˜
(‖X‖2T,2) for all t ∈ (0 , T ).
An appeal to the Gronwall inequality verifies (3.20), and hence also Theorem 2.1. 
3.3. Proof of Theorem 2.2. As we did in the proof of Theorem 2.1, by Lemma 3.1, for
every probability measure Q ≪ P on L2([0 , T ] × [0 , D]), we can couple (P ,Q) as follows:
Recall the definition of I in (3.16). Consider a stochastic process (u , v) on the filtered
probability space (Ω,F , (F)0≤t≤T ,Q), defined as follows: Under the measure , we have:
u(t , x) = I(t , x) +
∫
(0,t)×(0,D)
G(t− s , x , y)σ(y , u(s , y)) W˜(ds dy)
+
∫
(0,t)×(0,D)
G(t− s , x , y)g(y , u(s , y)) dy ds
+
∫
(0,t)×(0,D)
G(t− s , x , y)σ(y , u(s , y))X(s , y) dyds;
(3.27)
v(t , x) = I(t , x) +
∫
(0,t)×(0,D)
G(t− s , x , y)σ(y , v(s , y)) W˜(ds dy)
+
∫
(0,t)×(0,D)
G(t− s , x , y)g(y , v(s , y)) dy ds.
(3.28)
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Then the law of (u, v) in L2([0, T ]× [0, D])×L2([0, T ]× [0, D]) is a coupling of P and Q. By
definition of the Wasserstein distance W2,
(3.29) W2(P ,Q) ≤
{
E˜
[∫
(0,T )×(0,D)
|u(t , x)− v(t , x)|2 dx dt
]}1/2
.
In light of (3.5) and (3.19), Theorem 2.1 will follow, once we prove that
(3.30) E˜
[∫
(0,T )×(0,D)
|u(t , x)− v(t , x)|2 dx dt
]
≤ C2,αE˜
(‖X‖2T,2) .
We conclude by establishing (3.30). Thanks to (3.27) and (3.28),
u(t , x)− v(t , x) =
∫
(0,t)×(0,D)
G(t− s , x , y) [g(y , u(s , y))− g(y , v(s , y))] dy ds
+
∫
(0,t)×(0,D)
G(t− s , x , y) [σ(y , u(s , y))− σ(y , v(s , y))] W˜ (ds dy)(3.31)
+
∫
(0,t)×(0,D)
G(t− s , x , y) σ(y , u(s , y))X(s , y) dyds.
Apply to (3.31) the elementary inequality (x1+x2+x3)
2 ≤ 3(x21+x22+x23), valid for all real
numbers x1, x2, x3, in order to see that
|u(t , x)− v(t , x)|2 ≤ 3
[∫
(0,t)×(0,D)
G(t− s , x , y) [g(y , u(s , y))− g(y , v(s , y))] dy ds
]2
+ 3[η(t , x)]2 + 3
[∫
(0,t)×(0,D)
G(t− s , x , y) σ(y , u(s , y))X(s , y) dyds
]2
,(3.32)
with η(t , x) :=
∫
(0,t)×(0,D)
G(t− s , x , y) [σ(y , u(s , y))− σ(y , v(s , y))] W˜ (ds dy).
Apply the Cauchy–Schwartz inequality to the first term on the right-hand side of (3.32) in
order to deduce from (2.3) that[∫
(0,t)×(0,D)
G(t− s , x , y) [g(y , u(s , y))− g(y , v(s , y))] dy ds
]2
≤
∫
(0,t)×(0,D)
[G(t− s , x , y)]2 dy ds ·
∫
(0,t)×(0,D)
[g(y , u(s , y))− g(y , v(s , y))]2 dy ds
≤ GTL2g
∫
(0,t)×(0,D)
[u(s, y)− v(s, y)]2 dy ds.
(3.33)
Similarly to (3.23), for every t ∈ [0 , T ], define
(3.34) m(t) := sup
s∈[0,t]
sup
x∈[0,D]
E˜
(|u(s , x)− v(s , x)|2) .
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Owing to (2.3) and the respective definitions of H and m from (2.5) and (3.34), the Q-
expectation of the second term on the right-hand side of (3.32) can be estimated as
E˜
(|η(t , x)|2) = E˜ ∫
(0,t)×(0,D)
[G(t− s , x , y)]2 [σ(s , y , u(s , y))− σ(s , y , v(s , y))]2 dy ds
≤ L2σ E˜
∫
(0,t)×(0,D)
[G(t− s , x , y)]2 [u(s , y)− v(s , y)]2 dy ds
≤ L2σ
∫
(0,t)×(0,D)
[G(t− s , x , y)]2m(s) dy ds
= L2σ
∫ t
0
H(t− s)m(s) ds = L2σ(H ∗m)(t).(3.35)
Finally, we estimate the third term on the right-hand side of (3.32) by applying first the
Cauchy–Schwarz inequality, and then (2.3), in order to find that[∫
(0,t)×(0,D)
G(t− s , x , y)σ(y , u(s , y))X(s , y) dyds
]2
≤ K2σ
∫
(0,t)×(0,D)
[G(t− s , x , y)]2 dy ds
∫
(0,t)×(0,D)
[X(s , y)]2 dy ds
≤ K2σGT‖X‖2T,2.
(3.36)
Apply E˜ to both sides of (3.32). Combine this with (3.33), (3.35), (3.36) in order to see that
m(t) ≤ 3L2σ(H ∗m)(t) + 3GTL2g
∫ t
0
m(s) ds+ 3K2σGT E˜
(‖X‖2T,2) .(3.37)
Since (x1+x2+x3)
β ≤ 3β−1(xβ1 +xβ2 +xβ3 ), the preceding yields the following self-referential
inequality for m:
mβ(t) ≤ 32β−1
{
L2βσ [(H ∗m)(t)]β + GβTL2βg
[∫ t
0
m(s) ds
]β
+K2βσ G
β
T
[
E˜‖X‖2T,2
]β}
.(3.38)
Choose two positive Ho¨lder-conjugates α−1 + β−1 = 1, and note that
[(H ∗m)(t)]β ≤
[∫ t
0
Hα(s) ds
]β/α ∫ t
0
mβ(s) ds ≤ Gβ/αT,α
∫ t
0
mβ(s) ds,
and [
∫ t
0
m(s) ds]β ≤ tβ/α ∫ t
0
mβ(s) ds ≤ T β/α ∫ t
0
mβ(s) ds. Therefore, (3.38) implies that
(3.39) mβ(t) ≤ 32β−1L2βσ
(
Gβ/αT,α + GβTT β/α
)∫ t
0
mβ(s) ds+ 32β−1K2βσ GβT
[
E˜
(‖X‖2T,2)]β .
Thus, Gronwall’s inequality yields
(3.40) mβ(T ) ≤ 32β−1K2βσ GβT
[
E˜
(‖X‖2T,2)]β e32β−1L2βσ T (Gβ/αT,α +GβTTβ/α).
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Trivially estimating the integral in ‖u− v‖2T,2, we get:
(3.41) E˜(‖u− v‖2T,2) ≤ TDm(T ).
Combining (3.40) and (3.41) and raising both sides to the power 1/β, we finally obtain
(3.30), and hence completes the proof of Theorem 2.2.
4. Appendix: Martingale Representation
Fix a time horizon T > 0 throughout. The following theorem is an infinite-dimensional
analogue of the classical martingale representation theorem [32, Chapter 3, Theorem 4.15].
Related two-parameter martingale representation theorems can be found in [7, 41], for ex-
ample. Though we are quick to point out that the following is a bona fide, one-parameter
martingale representation theorem for martingales that are defined via the “1-filtration” of
a space-time (2-parameter) white noise.
Lemma 4.1. Every real-valued continuous square-integrable martingale M = {M(t)}0≤t≤T
can be represented as a stochastic integral M(t) =
∫
[0,t]×[0,D]
X dW for an adapted process X
on [0 , T ] such that X(t) ∈ L2[0 , D] for every t ≥ 0 and E(‖X‖2T,2) <∞.
Proof. Let {ej}j≥1 be an orthonormal basis of L2[0 , D]. For every integer n ≥ 1 define Fn
to be the σ-algebra generated by all random variables of the form W (ej ⊗ 1[0,s]) as j ranges
in {1 , . . . , n} and s ∈ [0 , T ]. For all n ≥ 1 and t ∈ [0 , T ], define
(4.1) Mn(t) := E(M(t) | Fn).
Because M is square-integrable, E(|M(t)|2) <∞ for every t ∈ [0 , T ]. Thus {Mn(t)}n≥1 is a
martingale for every t ∈ [0 , T ]. By Le´vy’s martingale convergence theorem for discrete-time
martingales,
(4.2) lim
n→∞
Mn(t) =M(t) a.s. and in L
2 for every fixed t ∈ [0 , T ].
Define Wk(s) := W (ek ⊗ 1[0,s]) for every s ∈ [0 , t] and k = 1, . . . , n, and note that
W1,W2, . . . ,Wn are i.i.d. Brownian motions. The random variable Mn(t) is measurable
with respect to Fn(t) := Fn ∩ F(t), and the latter defines a filtration generated by n i.i.d.
Brownian motions. From the right-continuity of {F(t)}t∈[0,T ] follows the right-continuity of
{Fn(t)}t∈[0,T ]. Therefore, a finite-dimensional version of the martingale representation theo-
rem from [32, Chapter 3, Theorem 4.15] implies that there exist n processes Xn,1, . . . , Xn,n,
all indexed by [0 , T ] that are adapted to the filtration {Fn(t)}0≤t≤T and satisfy
(4.3) Mn(t) =
n∑
k=1
∫ t
0
Xn,k(s) dWk(s).
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For positive integers n > m and for every t ∈ [0 , T ],
(4.4) E(Mn(t) | Fm) =Mm(t).
Consider the sum in (4.3) and write it as
∑m
k=1+
∑n
k=m+1. Because {Wk}k>m are indepen-
dent of Fm and {Wk}1≤k≤m are Fm-measurable, it follows from (4.4) that
(4.5) E(Mn(t) | Fm) =
m∑
k=1
∫ t
0
E(Xn,k(s) | Fm) dWk(s).
We apply (4.3) once again, but this time replace n by m everywhere, in order to see that
(4.6) Mm(t) =
m∑
k=1
∫ t
0
Xm,k(s) dWk(s).
Let Leb denote the linear Lebesgue measure. Compare (4.5) and (4.6), and use the unique-
ness of such martingale representations, in order to see that for all positive integers m < n
and 1 ≤ k ≤ m,
(4.7) E (Xn,k(t) | Fm) = Xm,k(t) (P⊗ Leb)-a.e.
Thanks to (4.1), E(|Mn(t)|2) ≤ E(|M(t)|2) for every n ≥ 1 and t ∈ [0 , T ]. Since E(|Mn(t)|2) =∑n
k=1 E
∫ t
0
[Xn,k(s)]
2 ds – see (4.3) – it follows that
sup
n≥1
n∑
k=1
E
∫ t
0
[Xn,k(s)]
2 ds <∞.
Consequently, there exists a Leb-null set N ⊂ [0 , T ] such that
sup
n≥k
E [Xn,k(s)]
2 <∞ for every integer k ≥ 1 and all s ∈ [0 , T ] \ N .
Fix a time point t ∈ [0 , T ] \N . The classical martingale convergence theorem, once applied
to the discrete-time martingale {Xn,k(t)}n≥k, implies that
(4.8) lim
n→∞
Xn,k(t) = X∞,k(t) a.s. and in L
2;
Therefore, for every t ∈ [0 , T ],
n∑
k=1
∫ t
0
E
(|Xn,k(s)−X∞,k(s)|2) ds = lim
m→∞
E
∫ t
0
|Xn,k(s)−Xm,k(s)|2 ds
= lim
m→∞
E
(|Mm(t)−Mn(t)|2)
= E
(|M(t)−Mn(t)|2)
→ 0 as n→∞.
(4.9)
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As a result, we find that
lim
n→∞
∫ t
0
Xn,k(s) dWk(s) =
∫ t
0
X∞,k(s) dWk(s) a.s. and in L
2,
∞∑
k=1
E
∫ t
0
[X∞,k(s)]
2 ds <∞.
We now show that, for all t ∈ [0 , T ],
(4.10) lim
n→∞
Mn(t) =M∞(t) :=
∞∑
k=1
∫ t
0
X∞,k(s) dWk(s).
To see this, let us first write
E
(|Mn(t)−M∞(t)|2)
=
n∑
k=1
E
∫ t
0
[X∞,k(s)−Xn,k(s)]2 ds+
∞∑
k=n+1
E
∫ t
0
[X∞,k(s)]
2 ds.
(4.11)
The first term on the right converges to 0 as n → ∞ because of (4.9). The corresponding
second term tends to 0 as n → ∞ for the following reasons: Because of (4.8) and Fatou’s
lemma, for every m ≥ 1 and t ∈ [0 , T ],
m∑
k=1
E
∫ t
0
[X∞,k(s)]
2 ds ≤ lim sup
n→∞
m∑
k=1
E
∫ t
0
[Xn,k(s)]
2 ds
= lim sup
n→∞
E(|Mn(t)|2) ≤ E(|M(t)|2).
Therefore, we let m → ∞ to find that ∑∞k=1 E ∫ t0 [X∞,k(s)]2 ds ≤ EM2(t) < ∞, and hence
the second term on the right-hand side of (4.11) goes to zero as n→∞, as was announced.
This completes the proof of (4.10). Finally, we may compare (4.2) with (4.10) to see that
(4.12) M(t) =
∞∑
k=1
∫ t
0
X∞,k(s) dWk(s) a.s. for every t ∈ [0 , T ].
It is easy to see that both sides have continuous modifications, viewed as random processes
indexed by t ∈ [0 , T ]. Thus, we can deduce Lemma 4.1 from the preceding by applying
(4.12) to the continuous modifications of both sides of (4.12). 
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