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Abstract. The topic of physical human-robot interaction received a lot
of attention from the robotics community because of many promising
application domains. However, studying physical interaction between a
robot and an external agent, like a human or another robot, without
considering the dynamics of both the systems may lead to many short-
comings in fully exploiting the interaction. In this paper, we present a
coupled-dynamics formalism followed by a sound approach in exploiting
helpful interaction with a humanoid robot. In particular, we propose the
first attempt to define and exploit the human help for the robot to accom-
plish a specific task. As a result, we present a task-based partner-aware
robot control techniques. The theoretical results are validated by con-
ducting experiments with two iCub humanoid robots involved in physical
interaction.
Keywords: physical Robot-Robot Interaction, physical Human-Robot
Interaction, Humanoids.
1 INTRODUCTION
The evolution of robotic systems over the last decade is much more rapid than
it has ever been since their debut. Robots existed as separate entities till now
but the horizons of a symbiotic human-robot partnership are impending. In
particular, application domains like elderly care, collaborative manufacturing,
collaborative manipulation, etc., are considered the need of the hour. Across
all these domains, it is crucial for robots to physically interact with humans to
either assist them or to augment their capabilities. Such human in the loop phys-
ical human-robot interaction (pHRI) scenarios demand careful consideration of
both the human and the robot systems while designing controllers to facilitate
robust interaction strategies for successful task completion. More importantly,
a generalized human-robot interaction formalism is needed to study the phys-
ical interaction adaptation and exploitation. Towards that goal, in this paper,
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we present a generalized human-robot interaction formalism and partner-aware
robot control techniques.
The three main components of any pHRI scenario are: 1) a robotic agent, 2)
a human agent and, 3) the environment surrounding them. Over the course of
time, physical interactions are present between any of the two components. An
intuitive conceptual representation of the interactions occurring during pHRI
is presented in [20]. More specifically, the interaction between a human and
a humanoid robot is particularly challenging because of the complexity of the
robotic system [10]. Unlike traditional industrial robots which are fixed base
by design, humanoid robots are designed as floating base systems to facilitate
anthropomorphic navigational capabilities. The aspect of balancing has received
a lot of attention in the humanoid robotics community and several prior efforts
[5] [12] [14] went into building controllers that ensure stable robot behavior. More
recently momentum-based control proved to be a robust approach and several
successful applications have been realized [41] [11] [17] [13] ensuring contact
stability [27] with the environment by monitoring contact wrenches through
quadratic programming [29] [42] [26]. In general, these controllers are built to
ensure robustness to any external perturbations and hence they are often blind
to any helpful interaction a human is trying to have with the robot to help
achieve its task.
The knowledge of human intent is a key element for successful realization of
pHRI tasks. The process of human intent detection is broadly divided into intent
information, intent measurement and intent interpretation [20]. The choice of
a communication channel is directly related to intent measurement and affects
the robot’s ability to understand human intent. Accordingly, a myriad of tech-
nologies have been used as interfaces for different applications of pHRI. In the
context of rehabilitation robotics, electroencephalography (EEG) [22] [39] [23]
and electromyography (EMG) [34] [2] [40] [44] proved to be invaluable. Force
myography (FMG) [6] [43] [35] is a relatively new technology which has been
successfully used in rehabilitation. EMG has also been successfully used by [32]
to realize a pHRI collaborative application to continuously monitor human fa-
tigue. Force/Torque sensors mounted on the robots are often the most relied
technology in pHRI scenarios for robot control as they facilitate direct moni-
toring and regulation of the interaction wrenches between the human and the
robot [4] [3] [15] [31] [8]. Vision based techniques like human skeletal tracking
[37], human motion estimation [18] and hand gesture recognition [36] are also
used as interfaces.
In general, the designer decides on the choice of the interface, to commu-
nicate the human intent, depending on the application and often times using
a single interface mode is limiting. Hence, a combination of vision and haptic
interfaces are used in literature to realize successful applications of human-robot
collaboration [1] [7]. However, we believe there is an impending change in this
paradigm and the future technologies of pHRI will leverage on getting as much
holistic information as possible from humans involved in pHRI, especially for
domains like collaborative manufacturing. Having both the kinematic quantities
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like joint positions and velocities and dynamic quantities like joint accelerations
and torques of the human will enable real-time monitoring of the human dynam-
ics to build robust controllers for successful task completion taking into account
the physical interactions between the human and the robot.
In a typical physical interaction scenario, the dynamics of the two agents in-
volved play a crucial role in shaping the interaction. So, in order to understand
the interaction more concretely, the dynamics of both the systems have to be
considered together rather than in isolation. In this paper, we take into account
the dynamics of the combined system and present a coupled-dynamics formal-
ism. Also, we attempt at mathematically characterizing and quantifying external
helpful interaction with the robot that contributes towards task completion. Fur-
thermore, we present a task-based partner-aware robot control techniques that
account for external help. We validate our approach using an experimental sce-
nario in which assistance provided by an external interacting agent is leveraged
by the robot for its task completion. This paper is organized as follows: Sec-
tion 2 introduces the notations, the system modeling, and the typical contact
constraints. Section 3 presents the task-based control law. Section 4 lay the de-
tails of the experiments conducted. Section 5 presents the results followed by
conclusions and further extensions.
2 BACKGROUND
2.1 Notation
In this section, we present the basic notation used in this paper. A denotes an in-
ertial frame, with z -axis pointing against the gravity. The constant g denotes the
norm of the gravitational acceleration. We advise the reader to pay close atten-
tion to the notational nuances. The human-related notations are denoted with
double− bold terms, e.g., n, robot-related notations are denoted with “straight”
terms, e.g., n, and notations that apply to both the systems are denoted with
slanted terms, e.g., n. In addition, composite matrices are denoted with BOLD
terms, e.g., M .
2.2 Modeling
A typical physical human-robot interaction scenario is shown in Fig. 1. There
are two agents: the human, and the robot. Both agents are physically interacting
with the environment and, in addition, are also engaged in physical interaction
with each other.
In the first approximation, both the human and the robot can be considered
as multi-body mechanical systems composed of n + 1 and n + 1 rigid bodies
respectively, called links, connected through n ∈ N and n ∈ N joints with one
degree of freedom. Even though the assumption of a human body being mod-
eled as rigid bodies is far from reality, it serves as a rough approximation when
formulating physical human-robot interaction dynamics and allows us to syn-
thesize robot controllers optimizing both human and robot variables. Further,
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Fig. 1: A typical human-robot dynamic interaction scenario
we consider both the human and the robot to be free-floating systems, i.e. none
of the links have an a priori constant pose with respect to the inertial frame.
The configuration space of a free-floating system is characterized by the joint
positions and the pose of a specific frame attached to a link of the system,
generally referred to as base frame denoted by B. In the case of a free-floating
mechanical system, the configuration space is a set of elements representing the
floating base and the total number of joints, say n. Hence, it lies on the Lie group
Q = R3 × SO(3) × Rn. We denote an element in the configuration space with
q = (qb, s) ∈ Q. It consists of pose of the base frame qb = (ApB,A RB) ∈ R3×SO(3)
where ApB ∈ R3 denotes the position of the base frame with respect to the inertial
frame; ARB ∈ SO(3) denotes the rotation matrix representing the orientation of
the base frame with respect to the inertial frame; and the joint positions vector
s ∈ Rn capturing the topology (shape) of the robot. Specifically, q ∈ Q denotes
an element of the human configuration space and q ∈ Q denotes an element of
the robot configuration space.
To the purpose of finding mathematical models for both the (approximation
of the) human and the robot, we apply the Euler-Poincare´ formalism to both
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multi-body systems [21]. Then, we obtain the following equations of motion
describing the dynamics of the human and the robotic agents respectively:
M(q)ν˙ + C(q, ν)ν + G(q) = Bτ H + JT f∗ (1a)
M(q)ν˙ + C(q, ν)ν + G(q) = Bτ R + JT f∗ (1b)
In general, M ∈ Rn+6×n+6 is the mass matrix, C ∈ Rn+6×n+6 is the Coriolis
matrix, G ∈ Rn+6 is the gravity term, B = (0n×6, 1n)T is a selector matrix,
τ H,R ∈ Rn is a vector representing the agent joint torques. Here, n is the number
of joints that are assumed to compose either the model of the human or that
of the robot, and may be different in the two cases. We also assume that each
agent, is subject to a total of nc = nm + ne ∈ N distinct wrenches. These
wrenches are composed of two subsets: the wrenches due to mutual interaction,
denoted with the subscript m and the wrenches exchanged between the agent
and the environment, denoted with the subscript e respectively, In either case,
the contact wrenches are represented by:
f∗ =
 fm1 ; fm2 ; .... fmnm ;
f ene+1; f
e
ne+2; .... f
e
ne
 ∈ R6nc
Accordingly, f∗ =
[
fm fe
]T
with fm the external wrenches applied on the
human agent by the robotic agent and fe the external wrenches applied on the
human agent by the environment. Similarly, f∗ =
[
fm fe
]T
with fm the external
wrenches applied on the robotic agent by the human agent and fe the external
wrenches applied on the robotic agent by the environment.
We define a set of frames C = {c1, c2, ....cnm , cnm+1 , cnm+2 , ...., cne} and as-
sume that the application point of the k-th external wrench on an agent is
associated with a frame ck ∈ C, attached to the agent link on which the wrench
acts, and has z -axis pointing in the direction normal to the contact plane. Fur-
thermore, the external wrench fm/ek is expressed in a frame whose orientation is
that of the inertial frame A, and whose origin is that of the frame ck.
The jacobian Jck = Jck(q) is the map between the agent’s velocity ν =
[νB ; s˙] ∈ Rn+6 and the velocity of the frame ck given by Avck = [Ap˙ck ; Aωck ]:
Avck = Jckν (2)
The jacobian matrix has the following structure [9]:
Jck(q) =
[
Jbck(q) J
j
ck
(q)
]
∈ R6×n+6 (3a)
Jbck(q) =
[
13 −S(Apck − ApB)
03×3 13
]
∈ R6×6 (3b)
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2.3 Contact Constraints
We assume that holonomic constraints of the form c(q) = 0 act on both the
human and the robot during their interaction with the environment. The links
that are in contact with the ground can be considered as end-effector links that
are rigidly fixed to the ground for the duration of the contact and hence have
zero velocity. Following the equation (2), this can be represented as follows for
the human and the robot respectively:
Jckν = 0 (4a)
Jckν = 0 (4b)
Differentiating the above kinematic constraints yields:[
Jbck J
j
ck
] [v˙B
s¨
]
+
[
J˙bck J˙
j
ck
] [vB
s˙
]
= 0 (5a)
[
Jbck J
j
ck
] [v˙B
s¨
]
+
[
J˙bck J˙
j
ck
] [vB
s˙
]
= 0 (5b)
Now, during physical human-robot interaction, there is a contact between
the robot and the human. We assume that these contacts can be modeled as
holonomic constraints of the form c(q, q) = 0. To this purpose, we consider a
frame cHm ∈ CH attached to the human link which is in contact with the robot.
More precisely, let ATcHm(q) denote the homogeneous transformation from c
H
m
to the inertial frame. Similarly, we consider another frame cRm ∈ CR attached
to the robot link in contact with the human. Let ATcRm(q) denote the homoge-
neous transformation from cRm to the inertial frame. The relative transformation
between the frames cHm and c
R
m is given by:
cHmTcRm =
AT−1cHm (q)
ATcRm(q) (6)
When c
H
mTcRm (or a part of it) is constant, it means that the robot and the
human are in contact. By setting c
H
mTcRm to a constant, we obtain the aforemen-
tioned holonomic constraint of the form c(q, q) = 0. We assume a stable contact
between the human and the robot during physical human-robot interaction,
which leads to the condition that the relative velocity between the two frames
cHm and c
R
m is zero, i.e., the two contact frames move with the same velocity with
respect to the inertial frame as given by the following relation:
AvcHm =
cHmXcRm
AvcRm (7)
where c
H
mXcRm is a frame transformation matrix. In this work we assume the
contact frames to be coinciding and hence, the transformation matrix is Identity
i.e. c
H
mXcRm = I6×6
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In light of the above, the equation (7) can be written as:
AvcHm =
AvcRm , (8)
which can be represented as follows
JcHmν = JcRmν (9)
Differentiating the equation (9) we get,
[
JbcHm J
j
cHm
] [v˙B
s¨
]
+
[
J˙bcHm J˙
j
cHm
] [vB
s˙
]
=
[
JbcRm
JjcRm
] [v˙B
s¨
]
+
[
J˙bcRm
J˙jcRm
] [vB
s˙
]
(10a)
[
J˙bcHm J˙
j
cHm
−J˙bcRm −J˙
j
cRm
]
vB
s˙
vB
s˙
+
[
JbcHm J
j
cHm
−JbcRm −J
j
cRm
]
v˙B
s¨
v˙B
s¨
 = 0 (10b)
Furthermore, the constraint equations (5a) (5b) (10a) and (10b) can be rep-
resented in a compact form as follows:
PV +QV˙ = 0 (11)
where,
• P =

J˙bck J˙
j
ck 0 0
0 0 J˙bck J˙
j
ck
J˙bcHm
J˙jcHm
−J˙bcRm −J˙
j
cRm
 ∈ R6×(n+n+12)
• Q =

Jbck J
j
ck 0 0
0 0 Jbck J
j
ck
JbcHm
JjcHm
−JbcRm −J
j
cRm
 ∈ R6×(n+n+12)
• V =
[
ν ν
]T
∈ Rn+n+12
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2.4 Contact and interaction wrenches
First, observe that we can combine equation (1a) and equation (1b) to obtain a
single equation of motion for the composite system as shown in Eq. (12)[
M 0
0 M
][
ν˙
ν˙
]
+
[
h
h
]
=
[
B 0
0 B
][
τ H
τ R
]
+
[
JT 0
0 JT
][
f∗
f∗
]
(12)
where, h = C(q, ν)ν + G(q), h = C(q, ν)ν + G(q)
According to the Newtonian mechanics, in the case of rigid contacts the
perturbations exerted by the robot on the human is equal and opposite to the
perturbation exerted by the human on the robot. As a consequence, when the
external wrenches are expressed with respect to the inertial frame, the interaction
wrenches f can be written as follows:
f = fm = −fm (13)
As a consequence, the equation (12) can be written in a compact form as
follows:
MV˙ + h = Bτ + JTf∗ (14)
where f∗ =
[
f fe fe
]T ∈ R6(nm+ne+ne) and J a proper jacobian matrix. This
equation implies that
V˙ = M−1[Bτ + JTf∗ − h] (15)
We make use of the equation (15) in the constraint equation (11)
PV +QM−1[Bτ + JTf∗ − h] = 0
⇒ QM−1JTf∗ = −[QM−1[Bτ − h] + PV ]
⇒ f∗ = −Γ−1[QM−1[Bτ − h] + PV ]
where, Γ = QM−1JT
Furthermore,
f∗ = −Γ−1QM−1Bτ + Γ−1QM−1h− Γ−1PV (17)
Through coupled-dynamics, equation (17) shows that the external wrenches
are a function of system configuration q, q, system velocity ν, ν, and joint torques
τ H, τ R. This can be represented as a function f∗ = g(q, q, ν, ν, τ H, τ R). This rela-
tion can be further decomposed as,
f∗ = G1τ H +G2τ R +G3(q, q, ν, ν) (18)
where,
• G1 ∈ R6(nm+ne+ne)×n
• G2 ∈ R6(nm+ne+ne)×n
• G3 ∈ R6(nm+ne+ne)
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3 Partner-aware control
Let χ ∈ Rp be a robot-related quantity of dimension p that is assumed to have
a linear map to the robot’s velocity, i.e.:
χ = Jχ(q) ν (19)
where Jχ(q) ∈ Rp×(n+6). Let χd denote the desired value of χ, and χ˜ = χ−χd the
error to be minimized. On time differentiating (19) and by substituting the robot
acceleration ν˙ with its expression obtained from the model (1b) one can observe
that the acceleration χ˙ depends upon the robot torques τ R, namely, χ˙ = χ˙(τ R).
Then, a classical approach for the control of the robot quantity χd consists of
finding the robot joint torques τ R such that
χ˙ = χ˙d − kd χ˜− kp
∫ t
0
χ˜ds, kd, kp > 0 (20)
This is a classical feedback linearization approach [16]. In the language of
optimization theory, the above feedback linearization control task can be framed
in the following optimization problem
τ R∗ = arg min
τR
|χ˙(τ R)− χ˙d + kdχ˜+ kp
∫ t
0
χ˜ds|2 (21a)
s.t.
MV˙ + h = Bτ + JTf∗ (21b)
PV +QV˙ = 0 (21c)
The feedback linearization approach is fundamentally agnostic to any inter-
action from an external agent. This is evident from Eq. (20) since no human
quantity appears on the right-hand side of this equation. This motivates us to
propose partner-aware robot control techniques that exploit help provided by an
external agent during the physical interaction.
3.1 Partner-aware robot control leveraging external help
Certainly, instead of completely canceling out any external interaction by the
feedback control action, it is gainful and desirable to exploit it to accomplish
the robot’s task. This poses, however, the question of characterizing and quan-
tifying human help with respect to the robot task. In our previous work [38] we
relied on using the interaction wrench estimates from the robot as human intent
information. However, in a coupled system, wrench information introduces an
algebraic loop in the control design as the wrench estimates from the robot are
computed using the robot joint torques [28]. Instead, a sound approach is to
leverage the joint torques of the human as they are largely self-generated and
self-regulated. Additionally, considering the joint torques opens new possibilities
for our future work to investigate and optimize human ergonomics. Refer to the
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APPENDIX section 6 for details on how the human joint torques are exploited
in our approach.
The following lemma proposes control laws that exploit the human contribu-
tion towards the achievement of the robot control objective, thus actively taking
into account the physical human-robot interaction. The associated analysis is
based on considering the energy of the robot control task.
Lemma 1. Assume that the control objective is to asymptotically stabilize the
following point (
χ˜,
∫
χ˜ds
)
= (0, 0) (22)
Apply the following robot torques to the robot system (1b)
τ R = −∆† [ Λ + KD χ˜ + max(0, α) χ˜‖ ] +N∆τ R0 (23)
with
• ∆ = Kd JχM−1[B + JT G¯2] ∈ Rp×n
• N∆ the null-space projector of the matrix ∆;
• τ R0 a free n−dimensional vector;
• Λ = Kd [ [ JχM−1JT ]G¯3(q, q, ν, ν)− JχM−1h + J˙χν +Kp
∫ t
0
(χ−χd)ds−
χ˙d ] ∈ Rp
• KD ∈ Rp×p is a symmetric, positive-definite matrix
• α ∈ R is a component proportional to the human joint torques τ H projected
along χ˜‖ i.e., the direction parallel to χ˜
Assume that the matrix ∆ is full rank matrix ∀ t ∈ R+. Then
• The trajectories (χ˜,
∫
χ˜ds) are globally bounded
• The equilibrium point (22) is stable
A sketch of the proof of Lemma 1 is outlined in the appendix. Observe that
the control law (23) includes a degree of redundancy under the assumption that
the matrix ∆ is fat, i.e. the dimension of the robot control task is lower than
the robot actuation. As a consequence, the free vector τ R0 can be used for other
control purposes like robot postural task.
4 EXPERIMENTS
In the case of complex humanoids robots, state-of-the-art whole-body controllers
often consider controlling the robot momentum [33] [26] and accordingly the Eq.
(19) becomes,
L = Jcmm(q) ν (24)
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where, Jcmm is the centroidal momentum matrix.
The primary task of the robot we considered is to perform a stand-up motion
by moving its center of mass (CoM) through the sit-to-stand transition with
momentum control as the primary control objective. The robotic platform used
in our experiments is the iCub humanoid robot [24] [25]. The Simulink controller
is designed with four states for the robot as highlighted in Fig. 2. During the
state 1, the robot balances on a chair and enters to state 2 when an interaction
wrench of a set threshold is detected at the hands indicating the start of pull-up
assistance from an external agent. During state 2, the robot moves its center of
mass forward and enters state 3 when the external wrench experienced at the
feet of the robot is above a set threshold. During state 3, the robot moves its
center of mass both in forward and upward directions and enters state 4 when
the external wrench experienced at the feet of the robot are above another set
threshold. Finally, during state 4 the robot moves its center of mass further
upward to stand fully erect on both the feet. Accordingly, during the states 1
and 2 the contacts with the environment (chair), accounted in the controller, are
at the upper legs of the robot. Similarly, for the states 3 and 4 the feet contacts
of the robot with the environment (ground) are accounted in the controller.
Fig. 2: State machine of the controller
Considering the human model as a multi-body mechanical system of rigid
links allows us to use another humanoid robot in place of a human for the exper-
iment without the loss of integrity of the experiment to validate our framework.
So, we designed a preliminary experimental scenario with two iCub humanoid
robots as shown in Fig. 3.
The purple iCub robot is run in torque control mode and received torque
inputs from the controller for the stand-up task. The green iCub robot is in
position control mode. A predetermined trajectory generated using a minimum-
jerk trajectory generator [30] is given as a reference to the torso pitch, shoulder
pitch and elbow joints of the green iCub robot. The resulting motion mimics the
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Fig. 3: Experimental scenario with two icub robots involved in physical interac-
tion (picture is only representative)
pull-up assistance to the purple iCub robot for performing the stand-up task.
Hence, the green iCub robot is considered as an external interacting agent whose
joint motion is indicated in Fig. 4 and the associated joint torques are shown in
Fig. 5.
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80
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Fig. 4: Interacting agent joint trajectories
The hands of the iCub robot are quite fragile and are not designed to make
sustained power grasps. This posed quite a challenge during our experiments.
Mechanical coupling of the hands to the bar using just the fingers is hard to
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Fig. 5: Interacting agent joint torques
maintain rigidly during the entire duration of the experiment because of the
hardware limitations of the fingers motors. So, we took additional precautions
of using tape to ensure strong coupling throughout the experiment.
5 RESULTS
A predetermined trajectory generated using a minimum-jerk trajectory genera-
tor [30] is given as a reference to the center of mass of the purple iCub robot
to perform the sit-to-stand transition. At the start of the Simulink controller
the purple iCub robot is seated on the metallic structure that serves as a chair.
Once the controller is started, it receives joint quantities as inputs from both
the robots and actively generates joint torque inputs for the purple iCub robot
to maintain its momentum and track the center of mass.
The time evolution of the center of mass tracking is shown in Fig. 6. The
vertical lines indicate the time instance at which a new state begins. Between
states 2 and 3, the purple iCub robot is seated on the chair with its upper leg as
contact constraints. This seriously limits the robot motion along the x-direction
and hence the tracking error of the center of mass along the x-direction is not
negligible. Similarly, between states 3 and 4, the robot has to stand-up relative
quickly and the contact constraints change from the upper legs to the feet. This
contact switching, along with unmodeled phenomena such as joint friction limits
the robot motion along the z-direction and hence the tracking error of the center
of mass along the z-direction is not negligible. Apart from these two instances,
the overall center of mass tracking is good.
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Fig. 6: Time evolution of the desired and measured CoM trajectory while per-
forming stand-up motion on application of the control law (23)
The primary control objective of momentum control is also realized well as
highlighted by the time evolution of the linear and angular momentum of the
robot as shown in Fig. 7. Between states 3 and 4, both the linear and angular
momentum error increased momentarily. Understandably this results from the
impact at the contact switching that occurs at the beginning of state 3. However,
the overall robot momentum is maintained close to zero and eventually, the
momentum error converges to zero when the robot becomes stable after standing
fully erect.
The time evolution of α i.e. the component of the interaction agent joint
torques projected in the direction parallel to the task is shown in Fig. 8. The
instantaneous values of α change over the course of the experiment according to
the joint torque values of the green iCub robot. Between the states 2 and 3, the
negative values of α contribute towards making the Lyapunov function decrease
faster as indicated in Fig. 9. This highlights the fact that the physical interaction
with an external agent is exploited (in terms of the joint torques) by the purple
iCub robot to perform the stand-up task.
The time evolution of the Lyapunov function V from equation (25) is shown
in Fig. 9. After the controller is started, during the state 1 the system has small
energy while the robot is seated on the chair. This is highlighted in the inset
plot shown for the duration between 1-2 seconds. Starting from state 2 as the
robot starts moving, the total energy of the systems starts to increase as shown
between states 2 and 3. As the robot enters state 3 the energy quickly drops
during the contact switching from upper legs to feet. This is a direct reflection
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Fig. 7: Time evolution of the linear and angular momentum while performing
stand-up motion on application of the control law (23)
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Fig. 8: Time evolution of α under the influence of physical interaction with ex-
ternal agent
of exploiting the physical interaction with the green iCub robot. Between state 3
and 4 while the robot is moving to a fully erect stance the energy rises slightly and
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eventually settles to a stable value. The inset plot during the duration between
16-17 seconds highlights the system energy when the robot is in a stable fully
erect position. Clearly, the energy needed for a full stand-up posture is higher
than that of the seated position during the state 1.
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Fig. 9: Time evolution of lyapunov function on application of the control law
(23)
6 CONCLUSIONS AND FUTURE WORK
In this paper, we highlighted how the classical approach of feedback linearization
fails short to account for the physical interactions from an external agent. Then
we presented a generalized framework for human-robot interaction based on
coupled-dynamics approach and attempted at mathematically formalizing help
from an external agent like a human during physical interaction with the robot.
Additionally, we presented a sound approach to consider human intent in the
case of a coupled system in order to gainfully exploit the interaction to achieve
the task. We built a partner-aware controller and validated our approach by
realizing the complicated task of standing up involving physical interactions
between two complex humanoid robots. The preliminary case study with two
humanoid robots clearly demonstrates the general applicability of our framework
and proves that the resulting controllers are both reactive and robust to external
physical interaction according to the nature of the interaction with respect to
the task at hand.
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In the near future, we will conduct experiments involving a human subject in
a sensorized suit providing a real-time estimation of the human dynamics [19] and
present the results with full proof of stability and convergence of control laws.
Furthermore, we are investigating the possibilities to improve human ergonomy
using the assistance from the robotic agent involved in the physical interaction.
APPENDIX: sketch of proof of Lemma 1
Proof: The stability of χ˜ can be analyzed by considering the following Lyapunov
function:
V =
Kd
2
‖χ− χd‖2 + Kp
2
∥∥∥∥∥
∫ t
0
(χ− χd)ds
∥∥∥∥∥
2
(25)
where Kd,Kp ∈ Rp×p are two symmetric, positive-definite matrices. Now,
on differentiating (25) and using the robot dynamics (1b) along with the force
decomposition (18) obtained through coupled-dynamics, we get:
V˙ = − χ˜T KD χ˜ + χ˜T [ α− max(0, α) ] χ˜‖ (26)
where,
V˙ = − χ˜T KD χ˜ ∀ α > 0
V˙ = − χ˜T KD χ˜ + χ˜T α χ˜‖ ∀ α ≤ 0
The fact that the human joint torques help the robot to perform a control
action is encompassed in the right-hand side of the above equation. The com-
ponent of human joint torques projected in the direction parallel to the task
i.e. α makes the Lyapunov function decrease faster. Thus the control law (23)
ensures that V˙ ≤ 0 which proves that the trajectories are globally bounded.
From Lyapunov theory, as V˙ ≤ 0 in the neighborhood of the point (0, 0) the
equilibrium point (22) is stable. The complete proof of Lemma 1 is beyond the
scope of this paper due to the space limitations and it will be presented in full
in our forthcoming journal publication.
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