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French Abstract
La déploiement massif de capteurs, de téléphones mobiles et d’autres appareils a entraîné une
explosion du volume, de la variété et de la vitesse des données générées (messages, événements,
tuplets), et qui nécessitent d’être analysées.
Notre société devient de plus en plus interconnectée et produit de grandes quantités de don-
nées provenant des processus métier instrumentés, de la surveillance de l’activité des utilisateurs
[43, 150], des objets connectés et assistants portables [69], des capteurs, des processus financiers,
des systèmes à large échelle, d’expériences scientifiques, entre autres. Ce déluge de données est
souvent qualifié de big data en raison des problèmes qu’il pose aux infrastructures existantes en
matière de transfert, de stockage et de traitement de données [19].
Une grande partie de ces données volumineuses ont plus de valeur lorsqu’elles sont analysées
rapidement, au fur et à mesure de leur génération. Dans plusieurs scénarios d’application émer-
gents, tels que les villes intelligentes, la surveillance opérationnelle de grandes infrastructures
et l’Internet des Objets (IoT, Internet of Things ) [21], des flux continus de données doivent
être traités dans des délais très brefs. Dans plusieurs domaines, ce traitement est nécessaire
pour détecter des modèles, identifier des défaillances [115] et pour guider la prise de decision.
Les données sont donc souvent rassemblées et analysées par des environnements logiciels conçus
pour le traitement de flux continus de données.
Ces environnements logiciels pour le traitement de flux de données déploient les applications
sous-la forme d’un graphe orienté ou de dataflow. Un dataflow contient une ou plusieurs sources
(i.e. capteurs, passerelles ou actionneurs); opérateurs qui effectuent des transformations sur les
données (e.g., filtrage et agrégation); et des sinks (i.e., éviers qui consomment les requêtes ou
stockent les données).
La plupart des transformations effectuées par les opérateurs complexes – appelées aussi
opérateurs avec état – stockent des informations en mémoire entre les executions. Un flux de
données peut également avoir des opérateurs sans état qui prennent en compte uniquement les
données requises par l’exécution actuelle. Traditionnellement, les applications de traitement
de flux de données ont été conçues pour fonctionner sur des grappes de ressources homogènes
(i.e., cluster computing) ou sur le cloud [18]. Dans un déploiement cloud, l’application entière
est placée sur un seul fournisseur cloud pour que l’application puisse bénéficier d’un nombre
virtuellement infini de ressources. Cette approche permet aux applications élastiques de traite-
ment de flux de données d’allouer des ressources supplémentaires ou de libérer une capacité
inactive à la demande pendant l’exécution d’une application, afin de répondre dynamiquement
aux besoins.
Dans de nombreux scénarios, l’élasticité des nuages ne suffit pas à respecter les contraintes de
temps du traitement de flux de données en raison de l’emplacement des sources de données et des
changements lors du cycle de vie de l’application. Dans les scénarios IoT, les sources de données
sont principalement situées aux extrémités de l’Internet et les données sont transférées vers le
ix
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cloud par des liens longue distance, ce qui augmente la latence de bout en bout des applications,
aussi appelé temps de réponse ; c’est à dire, la différence entre le temps où les données sont
générées jusqu’au moment où elles atteignent les sinks). La surcharge de communication liée
au transfert de données par des liens Internet à haute latence rend impossible le traitement en
temps quasi réel sur des architectures composées uniquement de clouds.
Une infrastructure cloud souvent utilisée pour les scénarios IoT – appelée ici infrastructure
massivement distribuée – est celle où les données sont produites en permanence par plusieurs
capteurs et contrôleurs, puis transmises à des passerelles, des commutateurs ou des concentra-
teurs situés à la périphérie du réseau et finalement traitées dans dans les noeuds de calcul des
centres de calcul et données. Une infrastructure edge en périphérie comprend généralement des
périphériques avec des capacités de mémoire et de processeur faibles, mais non négligeables,
regroupés en fonction de leur emplacement ou de la latence du réseau. Un groupe de périphérie
peut transférer des données vers un autre groupe ou vers le cloud, et le canal utilisé pour la
communication est souvent l’Internet.
Plus récemment, des environnements logiciels [11, 109] et des architectures ont été pro-
posés pour le traitement de flux de données sur des infrastructures hautement distribuées afin
d’améliorer l’évolutivité et les latences de bout en bout des applications. Les ressources pé-
riphériques, souvent appelés edge computing, peuvent être exploités pour compléter les capacités
informatiques du cloud et réduire la latence de bout en bout globale des applications, leurs
besoins en bande passante et d’autres mesures de performances. L’exploration d’une telle in-
frastructure permet d’utiliser plusieurs modèles de performance et de minimiser les coûts liés à
l’exécution de traitement de flux de données. L’utilisation d’une infrastructure cloud présente
des défis supplémentaires en matière de planification des applications, d’élasticité des ressources
et de modèles de programmation. La tâche de planification ou de configuration des opéra-
teurs de traitement de flux de données sur une infrastructure hautement distribuée avec des
ressources hétérogènes est généralement appelée placement d’opérateur, et s’est révélée être
NP-difficile [27]. Déterminer comment déployer les opérateurs ou les migrer du cloud aux
ressources périphériques du type edge computing est également un défi en raison des limitations
des périphériques (en termes de mémoire, processeur, bande passante réseau) et du réseau (i.e.,
Internet).
Les applications de traitement de flux de données ont une longue durée de fonctionnement
pendant laquelle les conditions de charge et d’infrastructure peuvent changer. Après leur place-
ment, il peut être nécessaire de réaffecter des opérateurs en raison de charges de travail variables
ou de défaillances de périphériques. Le processus de réorganisation ou de migration des opéra-
teurs d’une application de traitement de flux de données sur des ressources de calcul est appelé
ici reconfiguration. Cette reconfiguration et le choix des opérateurs à réaffecter sont également
NP-difficile.
L’espace de recherche de solution permettant de déterminer le placement des opérateurs de
traitement de flux de données ou leur reconfiguration peut être énorme en fonction du nombre
d’opérateurs, de flux, de ressources et de liens réseau. Le problème devient encore plus complexe
lorsqu’on considère plusieurs métriques de qualité de service, par exemple, la latence de bout en
bout, le volume de trafic utilisant des liens réseau edge-cloud, le coût monétaire lié au déploiement
de l’application et la surcharge liée à la sauvegarde de l’application. À mesure que l’infrastructure
et les applications cloud prennent de l’ampleur, essayer de concevoir un plan de (re)configuration
tout en optimisant plusieurs objectifs peut entrainer un espace de recherche plus consequent.
Nous proposons dans cette thèse un ensemble de stratégies pour placer les opérateurs dans
une infrastructure massivement distribuée cloud-edge en tenant compte des caractéristiques des
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ressources et des exigences des applications. En particulier, nous décomposons tout d’abord le
graphe d’application en identifiant quelques comportements tels que des forks et des joints, puis
nous le plaçons dynamiquement sur l’infrastructure. Des simulations et un prototype prenant
en compte plusieurs paramètres d’application démontrent que notre approche peut réduire la
latence de bout en bout de plus de 50% et aussi améliorer d’autres métriques de qualité de
service.
L’espace de recherche de solutions pour la reconfiguration des opérateurs peut être énorme
en fonction du nombre d’opérateurs, de flux, de ressources et de liens réseau. De plus, il est
important de minimiser le coût de la migration tout en améliorant la latence. Des travaux
antérieurs, Reinforcement Learning (RL) et Monte-Carlo Tree Search (MCTS) ont été utilisés
pour résoudre les problèmes liés aux grands nombres d’actions et d’états de recherche. Nous
modélisons le problème de reconfiguration d’applications sous la forme d’un processus de décision
de Markov (MDP) et étudions l’utilisation des algorithmes RL et MCTS pour concevoir des plans
de reconfiguration améliorant plusieurs métriques de qualité de service.
Les principales contributions de cette thèse sont énumérées ci-dessous :
• Une exploration de l’élasticité des applications de traitement de flux de données et le place-
ment d’opérateurs d’application de traitement de flux de données dans des infrastructures
hétérogènes;
• Un modèle décrivant le calcul et les services de communication en se concentrant sur le
temps de latence de bout en bout, ainsi que sur les contraintes de ressources en matière
d’application et de calcul;
• Des stratégies de configuration des applications de traitement de flux de données prenant
en compte l’optimisation mono et multi-objectifs;
• Une modélisation MDP utilisée par les algorithmes RL en considérant l’optimisation d’un
ou de plusieurs objectifs pour reconfigurer les applications de traitement de flux de données.
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Society is becoming more interconnected producing vast amounts of data as result of in-
strumented business processes, monitoring of user activity [43, 150], wearable assistance [69],
sensors, finance, large-scale scientific experiments, among other reasons. This has led to an
explosion in the volume, variety and velocity of data generated (i.e. messages, events, tuples)
and that requires analysis of some type. This data deluge is often termed as big data due to
the challenges it poses to existing infrastructure regarding data transfer, storage, and processing
[19].
A large part of this big data is most valuable when it is analysed quickly, as it is generated.
Under several emerging application scenarios, such as in smart cities, operational monitoring
of large infrastructure, and Internet of Things (IoT) [21], continuous data streams must be
processed under very short delays. In multiple domains, there is a need for processing data
streams to detect patterns, identify failures [115], and gain insights. Streaming data is often
gathered and analysed by Data Stream Processing Engines (DSPEs).
A DSPE commonly structures an application as a directed graph or dataflow, as depicted
in Figure 1.1. A dataflow has: one or multiple sources (i.e., sensors, gateways or actuators);
operators that perform transformations on the data (e.g., filtering, and aggregation); and sinks
(i.e., queries that consume or store the data). Most complex operator transformations – hereafter
called stateful operators – store information about previous executions as new data is streamed
in. A dataflow can also have stateless operators that consider only the current execution and
its input data. Traditionally, Data Stream Processing (DSP) applications were conceived to run
on clusters of homogeneous resources or on the cloud [18]. In a cloud deployment, the whole
application is placed on a single cloud provider to benefit from virtually unlimited resources.
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This approach allows for elastic DSP applications with the ability to allocate additional resources







Figure 1.1: Abstract view of a DSP application with one data source, multiple operators and two sinks.
In many scenarios, cloud elasticity is not enough to meet DSP time requirements due to the
location of the data sources and changes during the application life-cycle. In IoT scenarios data
sources are mainly located at the edges of the Internet, and data is transferred to the cloud
via long-distance links that increase the end-to-end application latency1 (i.e., the time data is
generated to the time it reaches the sinks). The communication overhead incurred by transferring
data through high-latency Internet links makes it impossible to achieve near real-time processing
on clouds alone. The joint exploration of the cloud and devices at the edges of the Internet, called
cloud-edge infrastructure, has led to new concepts in DSP. Figure 1.2 presents a common cloud-
edge infrastructure for IoT scenarios [28] – termed here as highly distributed infrastructure –
where data is continuously produced by multiple sensors and controllers, forwarded to gateways,
switches, or hubs on the network edge using low latency networks and eventually to the cloud
for processing. The edge commonly comprises devices with low, but non-negligible, memory
and CPU capabilities grouped according to their location or network latency. One edge group
can transfer data to another group or to the cloud, and the communication channel is often the
Internet.
More recently, software frameworks [11, 109] and architecture have been proposed for car-
rying out DSP using hybrid cloud-edge infrastructure for improving the scalability and aiming
to achieve short end-to-end latencies. The edge devices can be leveraged to complement the
computing capabilities of the cloud and reduce the overall end-to-end application latency, band-
width requirements and other performance metrics. Exploring such infrastructure allows for
employing multiple performance models and minimise the overhead and costs of performing
DSP. Using cloud-edge infrastructure, however, introduces additional challenges regarding ap-
plication scheduling, resource elasticity, and programming models. The task of scheduling DSP
operators on highly distributed infrastructure with heterogeneous resources is generally referred
to as operator placement (i.e., application configuration) and has proven to be NP-hard [27].
Determining how to deploy the operators or move them from the cloud to edge devices is also
challenging because of the device limitations (i.e., memory, CPU and network bandwidth) and
the network (i.e., Internet).
As DSP applications are long-running, the load and infrastructure conditions can change
during their execution. After their initial placement, operators may need to be reassigned due
to variable workload or device failures. The process of reorganising or migrating DSP application
operators across compute resources is hereafter called application reconfiguration. Reconfiguring
1Response time and end-to-end latency are used interchangeably throughout this thesis for referring to end-
to-end application latency.







Figure 1.2: Overview of cloud-edge infrastructure which consists of cloud, edge, and sensors and
controllers.
DSP applications and deciding what operators to be reassigned to which resources is also NP-
Hard. The DSP application reconfiguration is guided by some strategies [128], for instance,
pause-and-resume [36] or parallel track [73]. Pause-and-resume shutdowns or pauses the original
operator before its state and code are migrated and execution efficiently restored on the new
resource. A drawback of this approach is the increase in end-to-end latency, which is caused by
need to pause upstream operators which will store the incoming data until the migration finishes,
and then synchronise the data. Parallel track creates a new instance of the operator that is ran
concurrently until the old and the new operator instances synchronise their states. Although it
is faster than pause-and-resume, it requires enhanced mechanisms for state migration.
Moreover, the solution search space for determining a DSP application (re)configuration
can be enormous depending on the number of operators, streams, resources and network links.
The problem becomes even more complex when considering multiple Quality of Service (QoS)
metrics such as end-to-end latency, volume of traffic using WAN links, monetary cost incurred
by the application deployment, and the overhead posed by saving the application state and
migrating operators to new resources. As the cloud-edge infrastructure and applications grow
larger, trying to devise a (re)configuration plan while optimising multiple objectives can result
in a larger search space.
1.1 Challenges in DSP Applications Deployment
A DSP application comprises operators that are heterogeneous regarding their behaviour and
memory, CPU, and bandwidth requirements. An operator’s behaviour means that it can discard
or replicate data, maintain states, or change the size of the data it handles. Also, the CPU and
memory capacity of a resource can impact the operator’s behaviour. One challenge when de-
ploying a DSP application is to model the involved communication and computation considering
heterogeneous compute resources and DSP application operators.
To complicate matters further, DSP applications are latency-sensitive, meaning that data
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must be handled in a timely manner. On one hand, cloud follows a pay-as-you-go model offering
unlimited virtual resources for processing and storing events, hence supporting all kinds of
operator requirements and behaviours. On the other hand, edge devices are often closer to
where data is generated, but cannot support operators that have large compute and memory
requirements due to their low processing and memory capacity. In addition, transferring data
from cloud servers to edge devices, or vice-versa is done through WAN links, which incurs a
significant increase in end-to-end latency.
The decisions on how to (re)configure DSP applications across cloud-edge infrastructure is
challenging due to the heterogeneity of compute resources, QoS requirements, operators’ be-
haviours, and limitations of computing resources. We discuss them as we explain each infras-
tructure and the steps for (re)configuring DSP operators.
1.1.1 Challenges in Edge Computing
Edge computing comprises devices with low capacity that are geographically distributed. A
group of edge devices connected to the same LAN network is also called a cloudlet in this thesis.
Edge computing comprises several cloudlets interconnected by WAN networks. When consid-
ering DSP applications, the data often is ingested by these devices and must flow to different
cloudlets or to the cloud. Accounting for this infrastructure, there are multiple challenges to de-
ploy the entire application on edge devices. One challenge derives from device limitations since
DSP applications often have processing and/or memory-intensive operators, as well as operators
with high volumes of data to store, which edge devices cannot fully support. Another challenge
is on how to deploy the DSP application because operators have heterogeneous requirements
and behaviours.
1.1.2 Challenges in Cloud Computing
Using a cloud to host an entire DSP application has limitations with respect to handling data in
near real-time. Cloud services can provide unlimited virtual resources, but the communication
overhead impacts the application performance. Since edge devices are responsible for data
ingestion to the dataflow, the data might traverse WAN links to reach cloud servers, and hence
create an issue in meeting execution requirements.
1.1.3 Challenges in DSP Operator Placement
The problem of initially placing the DSP on heterogeneous infrastructure has proven to be
NP-Hard [27]. One issue is how to split the application across the available resources. Since
the application and the infrastructure are heterogeneous, it is difficult to model the system,
infrastructure, and QoS metrics. Another issue is how to define the application configuration
scenario, which can be considered as either a single-objective or a multi-objective optimisation
problem.
1.1.4 Challenges in DSP Application Reconfiguration
The DSP application reconfiguration consists of determining a new placement based on an
initial configuration. To reconfigure an application, the system must stop or pause the flow
between operators, and then reconfigure the operators following the new deployment plan. DSP
applications have operators that keep states and generally process data following time semantics.
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The process of stopping or pausing an application to move operators and states requires storing
the data until the reconfiguration ends. After reconfiguring the application, operators must
catch up and process all stored data without discarding them. The limited capacity of edge
device becomes a challenge when storing large volumes of data during operator migration. Also,
the reconfiguration overhead can be high, thus becoming a challenge to meet near real-time
processing due to the time required to synchronise stored data.
1.2 Research Problem and Objectives
This thesis focuses on (re)configuration of DSP applications on cloud-edge infrastructure with
the goal of improving single and multi-QoS metrics. To tackle the above-mentioned challenges,
we seek to meet the following objectives:
• How to model a DSP application on cloud-edge infrastructure? The most com-
mon approach used to design a model is to employ Queueing Theory [22, 59, 96, 100, 147,
149]. However many existing models ignore connections between operators (i.e. streams)
and that these operator connections follow rules (i.e. round robin) to distribute data
among the connected down streams; the communication is hence neglected or oversimpli-
fied. Moreover, models disregard the changes in size and number of data tuples caused
by each operator. Infrastructure limitations are generally overlooked, such as ignoring the
memory limitations of edge devices. A model is therefore needed to help decide how to
match operators and compute resources.
• How to configure or place DSP applications considering single or multi-objective
optimisation? The default scheduler in many DSPEs is agnostic of matching the resource
requirements with availability. In addition, existing resource-aware schedulers are static
and oblivious to considering multiple QoS metrics. Therefore, a resource-efficient scheduler
is required to tackle user-defined QoS metrics and infrastructure’s limitations.
• How to reconfigure a DSP application on cloud-edge infrastructure? There
are several strategies to control the dataflow when reconfiguring the DSP application by
employing pause-and-resume or parallel track [73]. However, the overhead to migrate
operators and states is often neglected. Furthermore, schedulers oversimplify the problem
of reassigning operators to compute resources in order to reduce the search space. An
approach that considers a large search space is required.
1.3 Evaluation Methodology
This thesis describes mechanisms for (re)configuring DSP applications across cloud-edge in-
frastructure that enable single or multi-objective optimisation. To evaluate the mechanisms
proposed in this thesis, we perform discrete-event simulations as well as empirical experiments
on real-life testbeds. Simulations create controllable environments for repeatable experiments.
Real-life testbeds provide the uncertainty on communication and computation when running
DSP applications.
We ran application benchmarks with synthetic applications covering multiple communication
patterns, resource consumption requirements, and time-space operator complexities. Also, we
included real-world DSP applications from the Realtime IoT Benchmark (RIoTBench) [129].
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The details on the methodology followed to investigate each proposed method is described
in the respective chapter.
1.4 Thesis Contribution
The key contributions of this thesis are listed below:
1. A survey of DSP application elasticity and DSP application (re)configuration in heteroge-
neous infrastructure.
2. A mathematical model that describes the computation and the communication services
focusing on single and multi-QoS metrics, and existing constraints of cloud-edge infras-
tructure.
3. Strategies for configuring DSP applications considering single and multi-objective optimi-
sation.
4. A Markov Decision Process (MDP) framework employed in Reinforcement Learning (RL)
algorithms covering single and multi-objective optimisation to reconfigure DSP applica-
tions.
1.5 Thesis Organisation
The organisation of the thesis chapters is shown in Figure 1.3. Chapter 2 provides a taxonomy
and survey of the state-of-the-art on resource elasticity and (re)configuration of DSP applica-
tions. Chapter 3 introduces the system model and problem statement providing details on how
each system component and QoS metrics are modelled. Chapter 4 focuses on operator place-
ment of DSP applications on cloud-edge infrastructure, covering single and multi-QoS objective
solutions. Chapter 5 introduces RL methods employing single and multi-QoS metrics solution
to deal with DSP application reconfiguration on cloud-edge infrastructure. Chapter 6 presents
the conclusions and future directions.
The core chapters of this thesis are mainly derived from conference and journal publications
completed during my Ph.D., which are listed as follows:
• Chapter 2 presents a survey and taxonomy of resource elasticity, and (re)configuration of
DSP applications on heterogeneous infrastructure. It defines the scope of this thesis and
positions its contribution in the area. This chapter is partially derived from:
– Alexandre da Silva Veith, Marcos Dias de Assunção, and Laurent Lefèvre, “As-
sessing the Impact of Network Bandwidth and Operator Placement on Data Stream
Processing for Edge Computing Environments”, Conférence d’informatique en Paral-
lélisme, Architecture et Système (COMPAS), 2017.
– Marcos Dias de Assunção, Alexandre da Silva Veith, and Rajkumar Buyya, “Dis-
tributed data stream processing and edge computing: A survey on resource elasticity
and future directions”, Journal of Network and Computer Applications, Volume 103,
Pages: 1–17, Elsevier, February, 2018.
– Alexandre da Silva Veith, and Marcos Dias de Assunção, “Apache Spark”, Ency-
clopedia of Big Data Technologies, Springer International Publishing, Pages: 77–81,
2019.
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Figure 1.3: The thesis organisation.
• Chapter 3 introduces the system model for application (re)configuration on cloud-edge
infrastructure considering both a single and a multi-objective approach. This chapter is
derived from:
– Alexandre da Silva Veith, Marcos Dias de Assunção, and Laurent Lefèvre, “Latency-
Aware Strategies for Placing Data Stream Analytics onto Edge Computing”, USENIX
Workshop on Hot Topics in Edge Computing (HotEdge), Boston, USA, 2018.
– Alexandre da Silva Veith, Marcos Dias de Assunção, and Laurent Lefèvre, “Latency-
Aware Placement of Data Stream Analytics on Edge Computing”, in Proceedings of
the 16th International Conference on Service-Oriented Computing (ICSOC), Hangzhou,
China, Pages: 215–229, Springer International Publishing, 2018.
– Eduard Gibert Renart, Alexandre da Silva Veith, Daniel Balouek-Thomert, Mar-
cos Dias de Assunção, Laurent Lefèvre, and Manish Parashar “Distributed Operator
Placement for IoT Data Analytics Across Edge and Cloud Resources”, in Proceedings
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of the 19th Annual IEEE/ACM International Symposium in Cluster, Cloud, and Grid
(CCGrid), Pages: 459–468, Lanarca, Cyprus, May, 2019.
• Chapter 4 proposes strategies for DSP application configuration on cloud-edge infrastruc-
ture considering end-to-end application latency and multiple QoS metrics. This chapter is
derived from:
– Alexandre da Silva Veith, Marcos Dias de Assunção, and Laurent Lefèvre, “Latency-
Aware Strategies for Placing Data Stream Analytics onto Edge Computing”, USENIX
Workshop on Hot Topics in Edge Computing (HotEdge), Boston, USA, 2018.
– Alexandre da Silva Veith, Marcos Dias de Assunção, and Laurent Lefèvre, “Latency-
Aware Placement of Data Stream Analytics on Edge Computing”, in Proceedings of
the 16th International Conference on Service-Oriented Computing (ICSOC), Hangzhou,
China, Pages: 215–229, Springer International Publishing, 2018.
– Eduard Gibert Renart, Alexandre da Silva Veith, Daniel Balouek-Thomert, Mar-
cos Dias de Assunção, Laurent Lefèvre, and Manish Parashar “Distributed Operator
Placement for IoT Data Analytics Across Edge and Cloud Resources”, in Proceedings
of the 19th Annual IEEE/ACM International Symposium in Cluster, Cloud, and Grid
(CCGrid), Pages: 459–468, Lanarca, Cyprus, May, 2019.
• Chapter 5 introduces a Reinforcement Learning (RL) algorithm to reconfigure DSP appli-
cation considering end-to-end application latency and multiple QoS metrics on cloud-edge
infrastructure. This chapter is partially derived from:
– Alexandre da Silva Veith, Felipe Rodrigo de Souza, Marcos Dias de Assunção,
Laurent Lefèvre, and Julio Cesar Santos dos Anjos, “Multi-Objective Reinforcement
Learning for Reconfiguring Data Stream Analytics on Edge Computing”, in Proceed-
ings of 48th International Conference on Parallel Processing (ICPP), Kyoto, Japan,
2019.
– Alexandre da Silva Veith, Marcos Dias de Assunção, and Laurent Lefèvre, “Monte-
Carlo Tree Search and Reinforcement Learning for Reconfiguring Data Stream Pro-
cessing on Edge Computing”, in Proceedings of International Symposium on Com-
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2.1 Introduction
Over the past, many Data Stream Processing Engines (DSPEs) have been deployed on clouds
[18] aiming to benefit from characteristics such as resource elasticity. Elasticity, when properly
exploited, refers to the ability of a cloud to allow a service to allocate additional resources or
release idle capacity on demand to match the application workload. Although efforts have been
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made towards making Data Stream Processing (DSP) more elastic, many issues remain unad-
dressed. There are challenges regarding the placement of DSP operators on available resources,
identification of bottlenecks, and application reconfiguration. These challenges are exacerbated
when services are part of a larger infrastructure that comprises multiple execution models (e.g.
lambda architecture, workflows or resource-management bindings for high-level programming
abstractions [30, 61]) or hybrid environments comprising both cloud and edge computing re-
sources [81, 82].
More recently, software frameworks [11, 109] and architectures have been proposed for car-
rying out DSP using constrained resources located at the edge of the Internet. This scenario
introduces additional challenges regarding application scheduling, resource elasticity, and pro-
gramming models. This chapter surveys DSP solutions and approaches for deploying DSP on
cloud computing and edge environments, discusses open issues, and positions this thesis in the
subject. The chapter hence makes the following contributions:
• It reviews multiple generations of DSPEs, describing their architectural and execution
models.
• It analyses and classifies existing work on exploiting elasticity to adapt resource allocation
to match the demands of DSP services. Previous work has surveyed DSP solutions without
discussing how resource elasticity is addressed [153]. This chapter provides a more in-depth
analysis of existing solutions and discusses how they attempt to achieve resource elasticity.
• It describes ongoing efforts on resource elasticity for DSP and their deployment on edge
computing environments.
• It highlights open issues and positions the thesis in the area of DSP application (re)configuration
on cloud-edge infrastructure.
2.2 Data Stream Processing Architecture and Elasticity
This section describes background on DSP systems for big-data. It first discusses how layered
real-time architecture is often organised and then presents a historical summary of how such
systems have evolved.
2.2.1 Online Data Processing Architecture
Architecture for online1 data analysis is generally composed of multi-tiered systems that comprise
many loosely coupled components [3, 50, 90]. While the reasons for structuring architecture in
this way may vary, the main goals include improving maintainability, scalability, and availability.
Figure 2.1 provides an overview of components commonly found in a DSP architecture. Although
an actual system might not have all these components, the goal here is to describe how a DSP
architecture may look like and position the DSP solutions discussed later.
The Data Sources (Figure 2.1) that require timely processing and analysis include Web
analytics, infrastructure operational monitoring, online advertising, social media, and Internet
of Things (IoT). Most Data Collection is performed by tools that run close to where the data
is and that communicate the data via TCP/IP connections, UDP, or long-range communication
1Similar to Boykin et al., hereafter use the term online to mean that “data are processed as they are being
generated”.
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Figure 2.1: Overview of an online data-processing architecture.
[37]. Solutions such as JavaScript Object Notation (JSON) are used as a data-interchange
format. For more structured data, wire protocols such as Apache Thrift [16] and Protocol
Buffers [110], can be employed. Other messaging protocols have been proposed for IoT, some
of which are based on HTTP [21]. Most data collection activities are executed at the edges of a
network, and some level of data aggregation is often performed via, for instance Message Queue
Telemetry Transport (MQTT), before data is passed through to be processed and analysed.
An online data-processing architecture can comprise multiple tiers of collection and process-
ing, with the connection between these tiers made on an ad-hoc basis. To allow for more modular
systems, and to enable each tier to grow at different paces and hence accommodate changes, the
connection is at times made by message brokers and queuing systems such as Apache ActiveMQ
[9], RabbitMQ [112] and Kestrel [84], publish-subscribe based solutions including Apache Kafka
[14] and DistributedLog [47], or managed services such as Amazon Kinesis Firehose [6] and
Azure IoT Hubs [24]. These systems, termed here as “Messaging Systems”, enable for instance,
the processing tier to expand to multiple data centres and collection to be changed without
impacting processing.
Over the years several models and frameworks have been created for processing large volumes
of data, among which MapReduce is one of the most popular [46]. Although most frameworks
process data in a batch manner, numerous attempts have been made to adapt them to handle
more interactive and dynamic workloads [29, 41]. Such solutions handle many of today’s use
cases, but there is an increasing need for processing collected data always at higher rates and
providing services with short response time. DSP systems are commonly designed to handle and
perform one-pass processing of unbounded streams of data. This tier, the main focus of this
chapter, includes solutions that are commonly referred to as stream management systems and
complex-event processing systems. The next sections review data streams and provide a historic
overview of how this core component of the data processing pipeline has evolved over time.
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Moreover, a data processing architecture often stores data for further processing, or as sup-
port to present results to analysts or deliver them to other analytics tools. The range of Data
Storage solutions used to support a real-time architecture are numerous, ranging from relational
databases, to key-value stores, in-memory databases, and NoSQL databases [70]. The results of
data processing are delivered (i.e. Delivery tier) to be used by analysts or machine learning and
data mining tools. Means to interface with such tools or to present results to be visualised by
analysts include RESTful or other Web-based APIs, Web interfaces and other rendering solu-
tions. There are also many data storage solutions provided by cloud providers such as Amazon,
Azure, Google, and others.
2.2.2 Data Streams and Models
The definition of a data stream can vary across domains, but in general, it is commonly regarded
as input data that arrives at a high rate, often being considered as big data, hence stressing
communication and computing infrastructure. The type of data in a stream may vary according
to the application scenario, including discrete signals, event logs, monitoring information, time
series data, video, among others. Moreover, it is important to distinguish between streaming
data when it arrives at the processing system via, for instance, a log or queueing system, and in-
termediate streams of tuples resulting from the processing by system elements. When discussing
solutions, this work focuses on the resource management and elasticity aspects concerning the
intermediate streams of tuples created or/and processed by elements of a DSP system.
An input data stream is an online and unbounded sequence of data elements [26, 60]. The
elements can be homogeneous, hence structured, or heterogeneous, thus semi-structured or un-
structured. More formally, an input stream is a sequence of data elements e1, e2, . . . that arrive
one at a time, where each element ei can be viewed as ei = (ti, Di) where ti is the time stamp
associated with the element, and Di = 〈d1, d2, . . .〉 is the element payload, here represented as a
tuple of data items.
As mentioned earlier, many DSPEs use a dataflow abstraction by structuring an application
as a graph, generally a Directed Acyclic Graph (DAG), of operators. These operators perform
functions such as counting, filtering, projection, and aggregation, where the processing of an
input data stream by an element can result in the creation of subsequent streams that may
differ from the original stream in terms of data structure and rate.
Frameworks that structure DSP applications as dataflow graph generally employ a logical
abstraction for specifying operators and how data flows between them; this abstraction is termed
here as logical plan [87] (see Figure 2.2). As explained in detail later, a developer can provide
parallelisation hints or specify how many instances of each operator should be created when
building the physical plan that is used by a scheduler or another component responsible for
placing the operator instances on available cluster resources. As depicted in the figure, physical
instances of a same logical operator may be placed onto different physical or virtual resources.
With respect to the selectivity of an operator (i.e. the number of items it produces per
number of items consumed) it is generally classified [56] (Figure 2.3) as selective, where it
produces less than one; one-to-one, where the number of items is equal to one; or prolific,
in which it produces more than one. Similarly, an operator can transform the data after its
execution – Data Transformation Pattern – and this pattern result in expansion, when the
output data size is greater than the input data size; stable, the operator transformation does
not change the data size; and compression, where the output data size is smaller than the input
data. Regarding state, an operator can be stateless, in which case it does not maintain any state













Figure 2.2: Logical and physical operator plans.
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Figure 2.3: Types of operator selectivity and state.
Organising a DSP application as a graph of operators allows for exploring certain levels of
parallelism (Figure 2.4) [135]. For example, pipeline parallelism enables an operator to process
a tuple while an upstream operator can handle the next tuple concurrently. Graphs can con-
tain segments that execute the same set of tuples in parallel, hence exploiting task parallelism.
Several techniques also aim to use data parallelism, which often requires changes in the graph
to replicate operators and adjust the data streams between them. For example, parallelising
regions of a chain graph [56] may consist of creating multiple pipelines preceded by an operator
that partitions the incoming tuples across the downstream pipelines – often called a splitter
– and followed by an operator that merges the tuples processed along the pipelines – termed
as mergers. Although parallelising regions can increase throughput, they may require mecha-
nisms to guarantee time semantics, which can make splitters and mergers block for some time
to guarantee, for instance, time order of events.
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Types of parallelism Pipeline parallelism
Task parallelism
Data parallelism
Figure 2.4: Some types of parallelism enabled by dataflow based DSP.
2.2.3 Distributed Data Stream Processing
Several systems have been developed to process dynamic or streaming data [90, 122] (i.e.,
DSPEs). One of the categories under which such systems fall is often called Data Stream
Management System (DSMS), analogous to DataBase Management Systems (DBMSs) which
are responsible for managing disk-resident data usually providing users with means to perform
relational operations among table elements. DSMSs include operators that perform standard
functions, joins, aggregations, filtering, and advanced analyses. Early DSMSs provided SQL-
like declarative languages for specifying long-running queries over unbounded streams of data.
Complex Event Processing (CEP) systems [141], a second category, support the detection of
relationships among events, for example, temporal relations that can be specified by correlation
rules, such a sequence of specific events over a given time interval. CEP systems also provide
declarative interfaces using event languages like SASE [67] or following dataflow specifications.
The first generation of DSPEs provided extensions to the traditional DBMS model by en-
abling long-running queries over dynamic data, and by offering declarative interfaces and SQL-
like languages that allowed a user to specify algebra-like operations. Most engines were restricted
to a single machine and were not executed in a distributed fashion. The second generation of
engines enabled distributed processing by decoupling processing entities that communicate with
one another using message-passing processes. This enhanced model could take advantage of
distributed hosts, but introduced challenges about load balancing and resource management.
Despite the improvements in distributed execution, most engines of these two generations fall
into the category of DSMSs, where queries are organised as operator graphs. IBM proposed
System S [133], an engine based on data-flow graphs where users could develop operators of
their own. The goal was to improve scalability and efficiency in stream processing, a problem
inherent to most DSMSs. Achieving horizontal scalability while providing declarative interfaces
still remained a challenge not addressed by most engines.
More recently, several DSPEs were developed to perform distributed DSP while aiming to
achieve scalable and fault-tolerant execution on cluster environments. Many of these engines
do not provide declarative interfaces, requiring a developer to program applications rather than
write queries. Most engines follow a one-pass processing model where the application is designed
as a data-flow graph. Data items of an input stream, when received, are forwarded throw a graph
of processing elements, which can, in turn, create new streams that are redirected to other
elements. These engines allow for the specification of User Defined Functions (UDFs) to be
performed by the processing elements when an application is deployed. Another model that has
gained popularity consists in discretising incoming data streams and launching periodical micro-
batch executions. Under this model, data received from an input stream is stored during a time
window, and towards the end of the window, the engine triggers distributed batch processing.
Some systems trigger recurring queries upon bulk appends to data streams [71]. This model aims
to improve scalability and throughput for applications that do not have stringent requirements
regarding processing delays.
We are currently witnessing the emergence of a fourth generation of DSPE, where certain
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processing elements are placed on the edges of the network. Architectural models [119], DSPEs
[39, 109], and engines for certain application scenarios such as IoT are emerging. Architecture
that mixes elements deployed on edge computing resources and the cloud is provided in the
literature [39, 77, 119].
The generations of DSPEs are summarised in Figure 2.5. This thesis focuses on state-of-
the-art frameworks and technology for DSP and solutions for exploiting resource elasticity for
DSPEs that accept UDFs. We discuss the third generation of DSPEs, but focus on challenges




First: extensions to traditional DBMS
Second: distributed execution
Third: user-defined functions
Fourth: highly distributed, 
edge computing+cloud
Figure 2.5: Generations of DSPEs.
2.3 Data Stream Processing Engines and Tools
While the first generation of DSPEs were analogous to DBMSs, developed to perform long
running queries over dynamic data and consisted essentially of centralised solutions, the second
generation introduced distributed processing and revealed challenges on load balancing and
resource management. The third generation of solutions resulted in more general application
frameworks that enable the specification and execution of UDFs. This section discusses third-
generation solutions that enable the processing of unbounded data streams across multiple hosts
and the execution of UDFs. Numerous frameworks have been proposed for distributed processing
following essentially two models (Figure 2.6):
• the operator-graph model described earlier, where a processing system is continuously
ingesting data that is processed at a by-tuple level by a DAG of operators; and
• a micro-batch in which incoming data is grouped during short intervals, thus triggering a
batch processing towards the end of a time window. The rest of this section provides a





Figure 2.6: Data stream processing models.
2.3.1 Apache Storm
An application in Apache Storm [136], also called a Topology, is a computation graph that defines
the processing elements (i.e. Spouts and Bolts) and how the data (i.e. tuples) flows between
them. A topology runs indefinitely, or until a user stops it. Similarly to other application
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models, a topology receives an influx of data and divides it into chunks that are processed by
tasks assigned to cluster nodes. The data that nodes send to one another is in the form of










































Figure 2.7: Main components of an Apache Storm cluster [3].
Figure 2.7 depicts the main components of an Apache Storm cluster [3]. Apache Storm uses
a master-slave execution architecture where a Master Node, which runs a daemon called Nimbus,
is responsible for scheduling tasks among Worker Nodes and for maintaining a membership list
to ensure reliable data processing. Nimbus interacts with Zookeeper [17] to detect node failure
and reassign tasks accordingly if needed. An Apache Storm cluster comprises multiple worker
nodes, each worker representing a virtual or physical machine. A worker node runs a Supervisor
daemon, and one or multiple Worker Processes, which are processes (i.e. a JVM) spawned by
Apache Storm and able to run one or more Executors. An executor thread executes one or more
tasks. A Task is both a realisation of a topology node and an abstraction of a Spout or Bolt.
A Spout is a data stream source; it is the component responsible for reading the data from an
external source and generating the data influx processed by the topology nodes. A Bolt listens
to data, accepts a tuple, performs a computation or transformation – e.g. filtering, aggregation,
joins, databases queries, and other UDFs – and optionally emits a new tuple.
Apache Storm has many configuration options to define how topologies make use of host
resources. An administrator can specify the number of worker processes that a node can create,
also termed slots, as well as the amount of memory that slots can use. To parallelise nodes of
an Apache Storm topology a user needs to provide hints on how many concurrent tasks each
topology component should run or how many executors to use; the latter influences how many
threads will execute spouts and bolts. Tasks resulting from parallel Bolts perform the same
function over different sets of data but may execute in different machines and receive data from
different sources. Apache Storm’s scheduler, which is run by the Master, assigns tasks to workers
in a round-robin fashion.
Apache Storm allows for new worker nodes to be added to an existing cluster on which
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new topologies and tasks can be launched. It is also possible to modify the number of worker
processes and executors spawned by each process. Modifying the level of parallelism by increasing
or reducing the number of tasks that a running topology can create or the number of executors
that it can use is more complex and, by default, requires the topology to be stopped and
rebalanced. Such operation is expensive and can incur a considerable downtime. Moreover,
some tasks may maintain state, perform grouping or hashing of tuple values that are henceforth
assigned to specific downstream tasks. Stateful tasks complicate the dynamic adjustment of
a running topology even further. As described in Section 2.5, existing work has attempted to
circumvent some of these limitations to enable resource elasticity.
2.3.2 Twitter Heron
While maintaining API compatibility with Apache Storm, Twitter’s Heron [87] was built with a
range of architectural improvements and mechanisms to achieve better efficiency and to address
several of Storm issues highlighted in previous work [136]. Heron topologies are process-based
with each process running in isolation, which eases debugging, profiling, and troubleshooting. By
using its built-in back pressure mechanisms, topologies can self-adjust when certain components
lag.
Similarly to Storm, Heron topologies are directed graphs whose vertices are either Spouts or
Bolts and edges represent streams of tuples. The data model consists of a logical plan, which is
the description of the topology itself and is analogous to a database query; and the physical plan
that maps the actual execution logic of a topology to the physical infrastructure, including the
machines that run each spout or bolt. When considering the execution model, Heron topologies
comprise the following main components: Topology Master, Container, Stream Manager, Heron




























































Figure 2.8: Main architecture components of a Heron topology [87].
Heron provides a command-line tool for submitting topologies to the Aurora Scheduler, a
scheduler built to run atop Mesos [76]. Heron can also work with other schedulers including
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YARN, and Amazon EC2 Container Service (ECS) [5]. Support to other schedulers is enabled
by an abstraction designed to avoid the complexity of Storm Nimbus, often highlighted as an
architecture issue in Storm. A topology in Heron runs as an Aurora job that comprises multiple
Containers.
When a topology is deployed, Heron starts a single Topology Master (TM) and multiple
containers (Figure 2.8). The TM manages the topology throughout its entire life cycle until
a user deactivates it. Zookeeper [17] is used to guarantee that there is a single TM for the
topology and that it is discoverable by other processes. The TM also builds the physical plan
and serves as a gateway for topology metrics. Heron allows for creating a StandBy TM in case
the main TM fails. Containers communicate with the TM hence forming a fully connected
graph. Each container hosts multiple Heron Instances (HIs), a Stream Manager (SM), and a
Metrics Manager (MM). An SM manages the routing of tuples, whereas SMs in a topology form
a fully connected network. Each HI communicates with its local SM when sending and receiving
tuples. The work for a spout and a bolt is carried out by HIs, which unlike Storm workers, are
JVM processes. An MM gathers performance metrics from components in a container, which
are in turn routed both to the TM and external collectors. An Heron Tracker (HT) is a gateway
for cluster-wide information about topologies.
An HI follows a two-threaded design with one thread responsible for executing the logic
programmed as a spout or bolt (i.e. Execution), and another thread for communicating with
other components and carrying out data movement in and out of the HI (i.e. Gateway). The two
threads communicate with one another via three unidirectional queues, of which two are used
by the Gateway to send/receive tuples to/from the Execution thread, and another is employed
by the Execution thread to export collected performance metrics.
2.3.3 Apache S4
The Simple Scalable Streaming System (S4) [102] is a distributed DSPE that uses the actor
model for managing concurrency. Processing Elements (PEs) perform computation and exchange
events, where each PE can handle data events and either emit new events or publish results.
S4 can use commodity cluster hardware and employs a decentralised and symmetric runtime
architecture comprising Processing Nodes (PNs) that are homogeneous concerning functionality.
As depicted in Figure 2.9, a PN is a machine that hosts a container of PEs that receive events,
execute user-specified functions over the data, and use the communication layer to dispatch and
emit new events. ZooKeeper [17] provides features used for coordination between PNs.
When developing a PE, a developer must specify its functionality and the type of events it
can consume. While most PEs can only handle events with given keyed attribute values, S4
provides a keyless PE used by its input layer to handle all events that it receives. PNs route
events using a hash function of their keyed attribute values. Following receipt of an event, a
listener passes it to the processing element container that in turn delivers it to the appropriate
PEs.
2.3.4 Apache Flink
Flink offers a common runtime for DSP and batch processing applications [12]. Applications are
structured as arbitrary DAGs, where special cycles are enabled via iteration constructs. Flink
works with the notion of streams onto which transformations are performed. A stream is an
intermediate result, whereas a transformation is an operation that takes one or more streams as
input, and computes one or multiple streams. During execution, a Flink application is mapped to









Figure 2.9: A processing node in S4 [102].
a streaming workflow that starts with one or more sources, comprises transformation operators,
and ends with one or multiple sinks. Although there is often a mapping of one transformation
to one dataflow operator, under certain cases, a transformation can result in multiple operators.
Flink also provides APIs for iterative graph processing, such as Gelly [13].
The parallelism of Flink applications is determined by the degree of parallelism of streams
and individual operators. Streams can be divided into stream partitions whereas operators are
split into subtasks. Operator subtasks are executed independently from one another in different






























































Figure 2.10: Apache Flink’s execution model [12].
Flink’s execution model (Figure 2.10) comprises two types of processes, namely a master
also called the JobManager and workers termed as TaskManagers. The JobManager is respon-
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sible for coordinating the scheduling tasks, checkpoints, failure recovery, among other functions.
TaskManagers execute subtasks of a Flink dataflow. They also buffer and exchange data streams.
A user can submit an application using the Flink client, which prepares and sends the dataflow
to a JobManager.
Similar to Storm, a Flink worker is a JVM process that can execute one or more subtasks
in separate threads. The worker also uses the concept of slots to configure how many execution
threads can be created. Unlike Storm, Flink implements its memory management mechanism
that enables a fair share of memory that is dedicated to each slot.
2.3.5 Spark Streaming
Apache Spark is a cluster computing solution that extends the MapReduce model to support
other types of computations such as interactive queries and DSP [151]. Designed to cover
a variety of workloads, Spark introduces an abstraction called Resilient Distributed Datasets
(RDDs) that enables running computations in memory in a fault-tolerant manner. RDDs,
which are immutable and partitioned collections of records, provide a programming interface for
performing operations, such as map, filter and join, over multiple data items. For fault-tolerance
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Figure 2.11: D-Stream processing model [152].
Under the traditional stream processing approach based on a graph of continuous operators
that process tuples as they arrive, it is arguably difficult to achieve fault tolerance and handle
stragglers. As application state is often kept by multiple operators, fault tolerance is achieved
either by replicating sections of the processing graph or via upstream backup. The former
demands synchronisation of operators via a protocol such as Flux [126] or other transactional
protocols [142], whereas the latter, when a node fails, requires parents to replay previously sent
messages to rebuild the state.
To handle faults and stragglers more efficiently, Zaharia et al. [152] proposed D-Streams,
a discretised DSP based on Spark Streaming. As depicted in Figure 2.11, D-Streams follows a
micro-batch approach that organises DSP as batch computations carried out periodically over
small time windows. During a short time interval, D-Streams stores the received data, which
the cluster resources then use as input dataset for performing parallel computations once the
interval elapses. These computations produce new datasets that represent an intermediate state
or computation outputs. The intermediate state consists of RDDs that D-Streams processes
along with the datasets stored during the next interval. In addition to providing a strong
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unification with batch processing, this model stores the state in memory as RDDs [151] that
D-Streams can deterministically recompute.
2.3.6 Other Solutions
System S, a precursor to IBM Streams2, is a middleware that organises applications as DAGs
of operators and that supports distributed processing of both structured and unstructured data
streams. Stream Processing Language (SPL) offers a language and engine for composing dis-
tributed and parallel data-flow graphs and a toolkit for building generic operators [77]. It
provides language constructs and compiler optimisations that utilise the performance of the
Stream Processing Core (SPC) [7]. SPC is a system for designing and deploying DSP DAGs
that support both relational operators and user-defined operators. It places operators on con-
tainers that consist of processes running on cluster nodes. The SPC data fabric provides the
communication substrate implemented on top of a collection of distributed servers.
Esc [124] is another DSPE that also follows the data-flow scheme where programs are DAGs
whose vertices represent operations performed on the received data and edges are the composition
of operators. The Esc system, which uses the actor model for concurrency, comprises a system
and multiple machine processes responsible for executing workers.
Other systems, such as TimeStream [111], use a DAG abstraction for structuring an applica-
tion as a graph of operators that execute user-defined functions. Employing a graph abstraction
is not exclusive to DSP. Other big data processing frameworks [118] also provide high-level APIs
that enable developers to specify computations as a DAG. The deployment of such computations
is performed by engines using resource management systems such as Apache YARN.
Google’s MillWheel [2] also employs a data flow abstraction in which users specify a graph
of transformations, or computations, that are performed on input data to produce output data.
MillWheel applications run on a dynamic set of hosts where each computation can run on
one or more machines. A master node manages load distribution and balancing by dividing
each computation into a set of key intervals. Resource utilisation is continuously measured to
determine increased pressure, in which case intervals are moved, split, or merged.
The Efficient, Lightweight, Flexible (ELF) DSP system [80] uses a decentralised architecture
with ‘in-situ’ data access where each job extracts data directly from a Web server, placing it
in compressed buffer trees for local parsing and temporary storage. The data is subsequently
aggregated using shared reducer trees mapped to a set of worker processes executed by agents
structured as an overlay built using Pastry Distributed Hash Table (DHT). ELF attempts
to overcome some of the limitations of existing solutions that require data movement across
machines and where the data must be somewhat stale before it arrives at the DSP system.
Apache Edgent [11], SensorBee [125], and Apache Nifi [15] are lightweight DSPEs designed
to be employed in gateways and small footprint edge devices enabling local, real-time, analytics
on the continuous streams of data coming from sensors or any device. Working in conjunction
with centralised analytic systems, they provide efficient and timely analytics across the whole
infrastructure ecosystem.
2IBM has rebranded its DSP solution a few times over the years. Although some papers mention System S
and InfoSphere Streams, hereafter we employ simply IBM Streams to refer to IBM’s DSP solution.
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2.4 Managed Cloud Systems
This section describes public cloud solutions for processing streaming data and presents details
on how elasticity features are made available to developers and end users. The section primarily
identifies prominent technological solutions for processing of streaming data and highlights their
main features.
2.4.1 Amazon Web Services (AWS) Kinesis
A streaming data service can use Firehose for delivering data to AWS services such as Amazon
Redshift, Amazon Simple Storage Service (S3), or Amazon Elasticsearch Service (ES). It works
with data producers or agents that send data to Firehose, which in turn delivers the data to
the user-specified destination or service. When choosing S3 as the destination, Firehose copies
the data to an S3 bucket. Under Redshift, Firehose first copies the data to an S3 bucket before
notifying Redshift. Firehose can also deliver the streaming data to an ES cluster.
Firehose works with the notion of delivery streams to which data producers or agents can
send data records of up to 1000 KB in size. Firehose buffers incoming data up to a buffer
size or for a given buffer interval in seconds before it delivers the data to the destination
service. Integration with the Amazon CloudWatch [4] enables monitoring the number of bytes
transferred, the number of records, the success rate of operations, time taken to perform certain
operations on delivery streams, among others. AWS enforces certain limits on the rate of bytes,
records and number of operations per delivery stream, as well as streams per region and AWS
account.
Amazon Kinesis Streams is a service that enables continuous data intake and processing for
several types of applications such as data analytics and reporting, infrastructure log processing,
and complex event processing. Under Kinesis Streams producers continuously push data to
Streams, which is then processed by consumers. A stream is an ordered sequence of data records
that are distributed into shards. A Kinesis Streams application is a consumer of a stream that
runs on Amazon Elastic Compute Cloud (EC2). A shard has a fixed data capacity regarding
reading operations and the amount of data read per second. The total capacity of a stream
is the aggregate capacity of all of its shards. Integration with Amazon CloudWatch allows for
monitoring the performance of the available streams. A user can adjust the capacity of a stream
by resharding it. Two operations are allowed for respectively increasing or decreasing available
capacity, namely splitting an existing shard or merging two shards.
2.4.2 Google Dataflow
Google Cloud Dataflow [61] is a programming model and managed service for developing and
executing a variety of data processing patterns such as Extract, Transform, and Load (ETL)
tasks, batch processing, and continuous computing.
Dataflow’s programming model enables a developer to specify a data processing job that
is executed by the Cloud Dataflow runner service. A data processing job is specified as a
Pipeline that consists of a directed graph of steps or Transforms. A transform takes one or more
PCollection’s – that represent data sets in the pipeline – as input, performs the user-provided
processing function on the elements of the PCollection and produces an output PCollection.
A PCollection can hold data of a fixed size, or an unbounded data set from a continuously
updating source. For unbounded sources, Dataflow enables the concept of Windowing where
elements of the PCollection are grouped according to their timestamps. A Trigger can be
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specified to determine when to emit the aggregate results of each window. Data can be loaded
into a Pipeline from various I/O Sources by using the Dataflow SDKs as well as written to
output Sinks using the sink APIs. As of writing, the Dataflow SDKs are being open sourced
under the Apache Beam incubator project [10].
The Cloud Dataflow managed service can be used to deploy and execute a pipeline. During
deployment, the managed service creates an execution graph, and once deployed the pipeline
becomes a Dataflow job. The Dataflow service manages services such as Google Compute Engine
[63] and Google Cloud Storage [62] to run a job, allocating and releasing the necessary resources.
The performance and execution details of the job are made available via the Monitoring Interface
or using a command-line tool. The Dataflow service attempts to perform certain automatic job
optimisations such as data partitioning and parallelisation of worker code, optimisations of
aggregation operations or fusing transforms in the execution graph.
On-the-fly adjustment of resource allocation and data partitioning are also possible via Au-
toscaling and Dynamic Work Rebalancing. For bounded data in batch mode Dataflow chooses
the number of VMs based on both the amount of work in each step of a pipeline and the current
throughput. Although autoscaling can be used by any batch pipeline, as of writing autoscaling
for streaming-mode is experimental and participation is restricted to invited developers. It is
possible, however, to adjust the number of workers assigned to a streaming pipeline manually,
which replaces a running job with a new job while preserving the state information.
2.4.3 Azure Stream Analytics
Azure Stream Analytics (ASA) enables real-time analysis of streaming data from several sources
such as devices, sensors, websites, social media, applications, infrastructures, among other
sources [25].
A job definition in ASA comprises data inputs, a query, and data output. Input is the data
streaming source from which the job reads the data, a query transforms the received data,
and the output is to where the job sends results. Stream Analytics provides integration with
multiple services and can ingest streaming data from Azure Event Hubs and Azure IoT Hub, and
historical data from Azure Blob service. It performs analytic computations that are specified in
a declarative language; a T-SQL variant termed as Stream Analytics Query Language. Results
from Stream Analytics can be written to several data sinks such as Azure Storage Blobs or
Tables, Azure SQL DB, Event Hubs, Azure Service Queues, among other sinks. They can also
be visualised or further processed using other tools deployed on Azure compute cloud. As of
writing, Stream Analytics does not support UDFs for data transformation.
The allocation of processing power and resource capacity to a Stream Analytics job is per-
formed considering Streaming Units (SUs) where an SU represents a blend of CPU capacity,
memory, and read/write data rates. Certain query steps can be partitioned, and some SUs
can be allocated to process data from each partition, hence increasing throughput. To enable
partitioning the input data source must be partitioned and the query modified to read from a
partitioned data source.
2.5 Elasticity in Data Stream Processing Systems
Cloud computing is a model under which organisations of all sizes can lease IT resources and
services on-demand and pay as they go [18]. Resources allocated to customers are often Virtual
Machines (VMs) or containers that share the underlying physical infrastructure, which allows
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for workload consolidation that can hence lead to better system utilisation and energy effi-
ciency [131]. Another important feature of clouds is resource elasticity, which enables organisa-
tions to change infrastructure capacity dynamically with the support of auto-scaling operations.
This capability is essential in several settings as it helps service providers: to minimise the
number of allocated resources and to deliver adequate Quality of Service (QoS) levels, usually
synonymous with low response times.
In addition to deciding when to modify the system capacity, auto-scaling algorithms must
identify adequate step-sizes (i.e. the number of resources by which the cloud should shrink and
expand) during scale out/in operations in order to prevent resource wastage and unacceptable
QoS [101]. An elastic system requires not only mechanisms that adjust service execution to
current resource capacity – e.g. present horizontal scalability – but also an auto-scaling policy
that defines when and by how much resource capacity is added or removed.
When considering solutions for managing elasticity of DSP, this section discusses the tech-
niques and metrics employed for monitoring the performance of DSP systems and the actions
carried out during auto-scaling operations. The actions performed during auto-scaling operations
include, for instance adding/removing computing resources and adjusting the DSP application
by changing the level of parallelism of certain processing operators, adjusting the processing
graph, merging or splitting operators, (re)assigning operator to computing resources, among
other issues.
Over time several types of applications have benefited from resource elasticity, a key feature of
cloud computing [93]. As highlighted by Lorido-Botran et al., elasticity in cloud environments is
often accomplished via a Monitoring, Analysis, Planning and Execution (MAPE) process where:
1. application and system metrics are monitored ;
2. the gathered information is analysed to assess current performance and utilisation, and
optionally predict future load;
3. based on an auto-scaling policy an auto-scaler creates an elasticity plan on how to add or
remove capacity; and
4. the plan is finally executed.
After analysing performance data, an auto-scaler may choose to adjust the number of re-
sources (e.g. add or remove compute resources) available to running, newly submitted, applica-
tions. Managing elasticity of DSP applications often requires solving two inter-related problems:
(i) allocating or releasing IT resources to match an application workload; and (ii) devising and
performing actions to adjust the application to make use of the additional capacity or release
previously allocated resources. The first problem, which consists in modifying the resource pool
available for a DSP application, is termed here as elastic resource management. A decision made
by a resource manager to add/remove resource capacity for a DSP application is referred to as
scale out/in plan3. We refer to the actions taken to adjust an application during a scale out/in
plan as elasticity actions.
Similarly to other services running in the cloud, elastic resource management for DSP ap-
plications can make use of two types of elasticity, namely vertical and horizontal (Figure 2.12),
which have their impact on the kind of elastic actions for adapting an application. Vertical
3The term scale out/in is often employed in horizontal elasticity, but a plan can also be scale up/down when
using vertical elasticity. For brevity, we use only scale out/in in the rest of the text
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elasticity consists in allocating more resources such as CPU, memory and network capacity on
a host that has previously been allocated to a given application. As described later, DSP can
benefit from this type of elasticity by, for instance, increasing the instances of a given opera-
tor (i.e. operator fission [78]). Horizontal elasticity consists essentially in allocating additional
computing nodes to host a running application.
Elasticity type Vertical
Horizontal
Figure 2.12: Types of elasticity used by elastic resource management.
To make use of additional resources and improve application performance, auto-scaling oper-
ations may require adjusting applications dynamically by, for example, performing optimisations
in their execution graphs, or modifying intra-query parallelism by increasing the number of in-
stances of certain operators, or (re)assigning operators. Previous work has discussed approaches
on reconfiguration schemes to modify the placement of DSP operators dynamically to adjust an
application to current resource conditions or provide fault-tolerance [88]. The literature on DSP
often employs the term elastic to convey operator placement schemes that enable applications
to deliver steady performance as their workload increases, not necessarily exploring the types of
elasticity mentioned above.
Although the execution of scale out/in plans presents similarities with other application
scenarios (e.g. adding/removing resources from a resource pool), adjusting a DSP system and
applications dynamically to make use of the newly available capacity or release unused resources
is not a trivial task. The enforcement of scale out/in plans faces multiple challenges. Horizontal
elasticity often requires adapting the graph of processing elements and protocols, exporting
and saving operator state for replication, fault tolerance and migration. As highlighted by
Sattler and Beier [122], performing parallel processing is often difficult in the case of window- or
sequence-based operators including CEP operators due to the amount of state they keep. Elastic
operations, such as adding nodes or removing unused capacity, may require at least re-routing
the data, changing the manner an incoming dataflow is split among parallel processing elements,
among other issues. Such adjustments are costly to perform, particularly if processing elements
maintain state. As DSP queries are often treated as long running that cannot be restarted
without incurring a loss of data, the initial operator placement (also called task assignment),
where processing elements are deployed on available computing resources becomes more critical








Figure 2.13: Elasticity actions for data stream processing engines.
Given how important the initial operator placement is to guarantee the elasticity of DSP
systems, we classify elasticity actions into two main categories, namely static and online as
depicted in Figure 2.13. When considering the operator DAG based solutions, static techniques
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comprise optimisations made to modify the original graph (i.e. the logical plan) to improve task
parallelism and operator placement, optimise data transfers, among other goals [78]. Previous
work provided a survey of various static techniques [88]. Online approaches comprise both
actions to modify the pool of available resources and dynamic optimisations carried out to
adjust applications dynamically to utilise newly allocated resources. The next sections provide
more details on how existing solutions address challenges in these categories with a focus on
online techniques.
2.5.1 Static Techniques
A review of strategies for placing processing operators in early distributed DSP systems has
been presented in previous work [88]. Several approaches for optimising the initial task assign-
ment or scheduling exploit intra-query parallelism by ensuring that certain operators can scale
horizontally to support larger numbers of incoming tuples, thus achieving greater throughput.
R-Storm [107] handles the problem of task assignment in Apache Storm by providing custom
resource-aware scheduling schemes. Under the considered approach, each task in a Storm topol-
ogy has soft CPU and bandwidth requirements and a hard memory requirement. The available
cluster nodes, on the other hand, have budgets for CPU, bandwidth and memory. While con-
sidering the throughput contribution of a data sink, given by the rate of tuples it is processing,
R-Storm aims to assign tasks to a set of nodes that increases overall throughput, maximises re-
source utilisation, and respects resource budgets. The assignment scenario results is a quadratic
multiple 3-dimensional knapsack problem. After reviewing existing solutions with several vari-
ants of knapsack problems, the authors concluded that existing methods are computationally
expensive for distributed DSP scenarios. They proposed scheduling algorithms that view a task
as a vector of resource requirements and nodes as vectors of resource budgets. The algorithm
uses the Euclidean distance between a task vector and node vectors to select a node to execute
a task. It also uses heuristics that attempt to place tasks that communicate in proximity to one
another, that respect hard constraints, and that minimise resource waste.
Pietzuch et al. [108] create a Stream-Based Overlay Network (SBON) between a DSPE and
the physical network. SBON manages operator placement while taking into account network
latency. The system architecture uses an adaptive optimisation technique that creates a multi-
dimensional Euclidean space, termed as the cost space, over which the placement is projected.
Optimisation techniques such as spring relaxation are used to compute operator placement using
this mathematical space. A proposed scheme maps a solution obtained using the cost space onto
physical nodes.
The scheme proposed by Zhou et al. also [155] for the initial operator placement attempts
to minimise the communication cost whereas the dynamic approach considers load balancing of
scheduled tasks among available resources. The initial placement schemes group operators of
a query tree into query fragments and try to minimise the number of compute nodes to which
they are assigned. Ahmad and Çetintemel [1] also proposed algorithms for the initial placement
of operators while minimising the bandwidth utilised in the network, even though it is assumed
that the algorithms could be applied periodically.
Cardellini et al. [35] introduce an integer programming formulation that takes into account
resource heterogeneity for the Optimal Distributed Stream Processing Problem (ODP). They
propose an extension to Apache Storm to incorporate an ODP-based scheduler, which estimates
network latency via a network coordination system built using the Vivaldi algorithm [44]. It has
been shown, however, that assigning DSP operators to VMs and placing them across multiple
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geographically distributed cloud while minimising the overall inter cloud communication cost,
can often be classified as an NP-Hard problem [64] or even NP-Complete [138]. Over time,
however, cost-aware heuristics have been proposed for assigning DSP operators to VMs placed
across multiple clouds [40, 64].
2.5.2 Online Techniques
Systems for providing elastic DSP generally comprise two key elements:
• a subsystem that monitors how the DSP system is utilising the available resources (e.g.
use of CPU, memory and network resources) [51] and/or other service-level metrics (e.g.
number of tuples processed over time, tail end-to-end latency [74], critical paths [139]) and
tries to identify bottleneck operators; and
• a scaling policy that determines when scale out/in plans should be performed [91].
As mentioned earlier, in addition to adding/removing resources, a scale out/in plan is backed
by mechanisms to adjust the query graph to make efficient use of the updated resource pool.
Proposed mechanisms consist of, for instance, increasing operator parallelism; rewriting the
query graph based on certain patterns that are empirically proven to improve performance and
rewriting rules specified by the end user; and migrating operators to less utilised resources.
The mechanisms can be employed on centralised (e.g., cluster and cloud) or highly distributed
(e.g., cloud-edge) infrastructure. This section provides a non-exhaustive list of work regarding
approaches to operator placement and application reconfiguration on centralised and highly
distributed infrastructure.
Centralised Infrastructure
Most solutions are application and workload agnostic – i.e. do not attempt to model application
behaviour or detect changes in the incoming workload [86] – and offer methods to: (i) optimise
the initial scheduling, when processing tasks are assigned to and deployed onto available re-
sources; and/or (ii) reschedule processing tasks dynamically to take advantage of an updated
resource pool. Operators are treated as black boxes and (re)scheduling and elastic decisions
are often taken considering a performance metric. Certain solutions that are not application-
agnostic attempt to identify workload busts and behaviours by considering characteristics of the
incoming data.
Sattler and Beier [122] argue that distributing query nodes or operators can improve reli-
ability “by introducing redundancy, and increasing performance and/or scalability by load dis-
tribution”. They identify operator patterns – e.g. simple standby, check-pointing, hot standby,
stream partitioning and pipelining – for building rules for restructuring the physical plan of an
application graph, which can increase fault tolerance and achieve elasticity. They advocate that
re-writings should be performed when a task becomes a bottleneck; i.e. it cannot keep up with
the rate of incoming tuples. An existing method is used to scan the execution graph and find
critical paths based on monitoring information gathered during query execution [139].
While dynamically adjusting queries with stateless operators can be difficult, modifying a
graph of stateful operators to increase intra-query parallelism is more complex. As stated by
Fernandez et al. [51], during adjustment, operator “state must be partitioned correctly across a
larger set of VMs”. Fernandez et al. hence propose a solution to manage operator state, which
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they integrate into a DSPE to provide scale out features. The solution offers primitives to export
operator state as a set of tuples, which is periodically check-pointed by the processing system.
An operator keeps state regarding its processing, buffer contents, and routing table. During a
scale out operation, the key space of the tuples that an operator handles is repartitioned, and
its processing state is split across the new operators. The system measures CPU utilisation pe-
riodically to detect bottleneck operators. If multiple measurements are above a given threshold,
then the scale-out coordinator increases the operator parallelism.
Previous work has also attempted to improve the assignment of tasks and executors to
available resources in Storm and to reassign them dynamically at runtime according to resource
usage conditions. T-Storm [143] (i.e. Traffic-aware Storm), for instance, aims to reduce inter-
process and inter-node communication, which is shown to degrade performance under certain
workloads. T-Storm monitors workload and traffic load during runtime. It provides a scheduler
that generates a task schedule periodically, and a custom Storm scheduler that fetches the
schedule and executes it by assigning executors accordingly. Aniello et al. provide a similar
approach, with two custom Storm schedulers, one for offline static task assignment and another
for dynamic scheduling [8]. Performance monitoring components are also introduced, and the
proposed schedulers aim to reduce inter-process and inter-node communication.
Lohrmann et al. [91] introduce policies that use application or system performance metrics
such as CPU utilisation thresholds, the rate of tuples processed per operator, and tail end-to-end
latency. They propose a strategy to provide latency guarantees in DSP systems that execute
heady UDF data flows while aiming to minimise resource utilisation. The reactive strategy (i.e.
ScaleReactively) aims to enforce latency requirements under varying load conditions without
permanently overprovisioning resource capacity. The proposed solution assumes homogeneous
cluster nodes, effective load balancing of elements executing UDFs, and elastically scalable
UDFs. The system architecture comprises elements for monitoring the latency incurred by
operators in a job sequence. The reactive strategy uses two techniques, namely Rebalance and
ResolveBottlenecks. The former adjusts the parallelism of bottleneck operators whereas the
latter, as the name implies, resolves bottlenecks by scaling out so that the first technique can
be applied again at later time.
The Esc DSP system [124] comprises several components for task scheduling, performance
monitoring, management of a resource pool to/from which machines are added/released, as well
as application adaptation decisions. A processing element process executes UDFs and contains
a manager and multiple workers, which serve respectively as a gateway for the element itself
and for executing multiple instances of the UDF. The PE manager employs a function for
balancing the load among workers. Each worker contains a buffer or queue and an operator.
The autonomic manager of the system process monitors the load of machines and the length
of the worker processes. For adaptation purposes, the autonomic manager can add/remove
machines, replace the load balancing function of a PE manager and spawn/kill new workers,
kill the PE manager and its workers altogether. The proposed elastic policies are based on load
thresholds that, when exceeded, trigger the execution of actions such as attaching new machines.
StreamCloud (SC) [65] provides multiple cloud parallelisation techniques for splitting DSP
queries that it assigns to independent subclusters of computing resources. According to the
chosen technique, the number of resulting subqueries depends on the number of stateful operators
that the original query contains. A subquery comprises a stateful operator and all intermediate
stateless operators until another stateful operator or a data sink. SC also introduces buckets that
receive output tuples from a subcluster. Bucket-Instance Maps (BIMs) control the distribution
of buckets to downstream subclusters, which may be dynamically modified by Taneja et. al.s
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(LBs). A load balancer is an operator that distributes tuples from a subquery to downstream
subqueries. To manage elasticity, SC employs a resource management architecture that monitors
CPU utilisation and, if the utilisation is out of pre-determined lower or upper thresholds, it can:
adjusts the system to rebalance the load; or provision or releases resources.
Heinze et al. [74] attempt to model the spikes in a query’s end-to-end latency when moving
operators across machines, while trying to reduce the number of latency violations. Their target
system, FUGU, considers two classes of scaling decisions, namely mandatory, which are operator
movements to avoid overload; and optional, such as releasing an unused host during light load.
FUGU employs the Flux protocol for migrating DSP operators [126]. Algorithms are proposed
for scale out/in operations as well as operator placement. The scale-out solution extends the
subset sum algorithm, where subsets of operators whose total load is below a pre-established
threshold are considered to remain in a host. To pick a final set, the algorithm takes into
consideration the latency spikes caused by moving the operators that are not in the set. For scale-
in, FUGU releases a host with minimum latency spike. The operator placement is an incremental
bin packing problem, where bins are nodes with CPU capacity, and items are operators with CPU
load as weight. Memory and network are second-level constraints that prevent placing operators
on overloaded hosts. A solution based on the FirstFit decreasing heuristic is provided.
Gedik et al. [57] tackle the challenge of auto-parallelising distributed DSPEs in general
while focusing on IBM Streams. As defined by Gedik et al. [57], “auto-parallelisation involves
locating regions in the application’s data flow graph that can be replicated at run-time to apply
data partitioning, in order to achieve scale.” Their work proposes an elastic auto-parallelisation
approach that handles stateful operators and general purpose applications. It also provides a
control algorithm that uses metrics such as the blocking time at the splitter and throughput to
determine how many parallel channels provide the best throughput. Data splitting for a parallel
region can be performed in a round-robin manner if the region is stateless, or using a hash-based
scheme otherwise.
Also considering IBM Streams, Tang and Gedik [135] address task and pipeline parallelism
by determining points of a data flow graph where adding additional threads can level out the
resource utilisation and improve throughput. They consider an execution model that comprises
a set of threads, where each thread executes a pipeline whose length extends from a starting
operator port to a data sink or the port of another thread’s first operator. They use the notion of
utility to model the goodness of including a new thread and propose an optimisation algorithm
find and evaluating parallelisation options. Gedik et al. [56] propose a solution for IBM Streams
exploiting pipeline parallelism and data parallelism simultaneously. They propose a technique
that segments a chain-like data flow graph into regions according to whether the operators they
contain can be replicated or not. For the parallelisable regions, replicated pipelines are created
preceded and followed by, respectively split and merge operators.
Wu and Tan [142] discuss technical challenges that may require a redesign of distributed
DSP systems, such as maintaining large amounts of state, workload fluctuation and multi-
tenant resource sharing. They introduce ChronoStream, a system to support elasticity and
high availability in latency-sensitive stream computing. To facilitate elasticity and operator
migration, ChronoStream divides the application-level state into a collection of computation
slices that are periodically check-pointed and replicated to multiple specified computing nodes
using locality-sensitive techniques. In the case of component failure or workload redistribution,
it reconstructs and reschedules slice computation. Unlike D-Streams, ChronoStream provides
techniques for tracking the progress of computation for each slice to reduce the overhead of
reconstructing if information about the lineage graph is lost from memory.
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STream processing ELAsticity (Stela) is a system capable of optimising throughput after a
scaling out/in operation and minimising the interruption to computation while the operation is
being performed [144]. It uses Expected Throughput Percentage (ETP), which is a per-operator
performance metric defined as the “final throughput that would be affected if the operator’s pro-
cessing speed were changed”. While evaluation results demonstrate that ETP performs well as a
post-scaling performance estimate, the work considers stateless operators whose migration can
be performed without copying large amounts of application-related data. Stela is implemented as
an extension to Storm’s scheduler. Scale out/in operations are user-specified and are utilised to
determine which operators are given more resources or which operators lose previously allocated
resources.
Hidalgo et al. [75] employ operator fission to achieve elasticity by creating a processing
graph that increases or decreases the number of processing operators to improve performance
and resource utilisation. They introduce two algorithms to determine the state of an operator,
namely a short-term algorithm that evaluates load over short periods to detect traffic peaks; and
(ii) a long-term algorithm that finds traffic patterns. The short-term algorithm compares the
actual load of an operator against upper and lower thresholds. The long-term algorithm uses a
Markov chain based on operator history to evaluate state transitions over the analysed samples to
define the matrix transition. The algorithm estimates for the next time-window the probability
that an operator reaches one of the three possible states (i.e. overloaded, underloaded, stable).
Li et al. [89] introduce greedy techniques for operator placement and migration in DSP
systems based on Deep Reinforcement Learning for enabling model-free control in DSP systems
avoiding issues of high complexity of model-based approaches (e.g. queueing theory). The
proposed methods learn from run-time metrics without employing any mathematically solvable
system model. One approach combines Deep Reinforcement Learning and Deep Q Network, but
it has issues related to the action space requiring methods to reduce it. Restricting the action
space can result in limited exploration of the actions and thus resulting in a sub-optimal approach
with poor solutions. To solve the aforementioned issue, the authors present an Actor-critic-
based method where the actor and critic network can be pre-trained by historical transitions
samples, the training includes the reduction in the action space applying k-Nearest Neighbors
for considering only actions with high Q-values.
Highly Distributed Infrastructure
In recent past, researchers and practitioners have also exploited the use of containers and
lightweight resource virtualisation to perform migration of DSP operators. Pahl and Lee [106]
review container technology as means to tackle elasticity in highly distributed environments
comprising edge and cloud computing resources. Both containers and virtualisation technolo-
gies are useful when adjusting resource capacity during scale out/in operations, but containers
are more lightweight, portable and provide more agility and flexibility when testing and deploy-
ing applications.
To support operator placement and migration in Mobile Complex Event Processing (MCEP)
systems, Ottenwälder et al. [105] present techniques that exploit system characteristics and pre-
dict mobility patterns for planning operator-state migration in advance. The envisioned infras-
tructure comprises a federation of distributed brokers whose hierarchy comprises a combination
of cloud and fog resources. Mobile nodes connect to the nearest broker, and each operator along
with its state are kept in their own virtual machine. The problem tackled consists of finding a
sequence of placements and migrations for an application graph so that the network utilisation
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is minimised and the end-to-end latency requirements are met. The system performs an incre-
mental placement where, a placement decision is enforced if its migration costs can be amortised
by the gain of the next placement decision. A migration plan is dynamically updated for each
operator and a time-graph model is used for selecting migration targets and for negotiating the
plans with dependent operators to find the minimum cost plans for each operator and reserve
resources accordingly. The link load created by events is estimated considering the most re-
cent traffic measurements, while latency is computed via regular ping messages or using Vivaldi
coordinates [44].
Salahuddin et al. [120] propose a dynamic resource allocation technique for Vehicular Ad
hoc Networks. The authors argue that some companies can leverage computing resources of
Vehicular Ad hoc Networks and thus provide a pay-as-you go model (i.e. Vehicular Cloud) for
resource usage. The provisioning problem in Vehicular Cloud is modelled as Markov Decision
Process (MDP) and solved using MATLAB. The solution allows for operator placement and
migration seeking to minimise the cost of resource provisioning, the end-to-end application time
and the overhead of dynamic resource provisioning.
Taneja et al. [134] offers a scheduling policy for application configuration on cloud and edge
computing resources. The solution covers static application characteristics that consider user-
defined information such as event emission rate of sensors, data processing rate of operators,
among other application parameters. The policy organises computing resources and application
operators in two distinct vectors, and then sorts both in ascending order of their CPU capacity
and CPU requirement respectively. Then the policy iterates the operators’ vector, and at each
iteration, gets the computing resource on the middle of the computational vector for placing the
operator. During the placement decision, the policy evaluates whether the computing resource
meets or not the CPU, memory, and bandwidth requirements. For constraining scenarios, the
policy identifies a computing resource which is capable of supporting the requirements. Other-
wise, the computing vector is reorganised according to the residual capacity.
Mai et al. [94] support operator placement and application reconfiguration in DSP sys-
tems by considering either cloud and edge. The proposed solution employs a combination of
Reinforcement Learning (RL) and Neural Network. The neural network is trained to minimise
the end-to-end processing time. Similarly, Russo et al. [117] propose a hierarchical solution
for controlling the elasticity of a DSP application on a cloud-edge infrastructure. The authors
model the problem as multi-objective problem and thus employ a full backup model-based RL.
Sajjad and Danniswara [119] introduce a stream processing solution, i.e. SpanEdge, that
uses central and edge data centres. SpanEdge follows a master-worker architecture with hub and
spoke workers, where a hub-worker is hosted at a central data centre and a spoke-worker at an
edge data centre. SpanEdge also enables global and local tasks, and its scheduler attempts to
place local tasks near the edges and global tasks at central data centres to minimise the impact
of the latency of Wide Area Network (WAN) links interconnecting the data centres.
Mehdipour et al. [95] introduce a hierarchical architecture for processing streamlined data
using edge and cloud resources. They focus on minimising communication requirements between
edge and cloud when processing data from IoTs devices. Shen et al. [127] advocate the use of
Cisco’s Connected Streaming Analytics (CSA) for conceiving an architecture for handling DSP
queries for IoT applications by exploiting cloud and edge computing resources. CSA provides a
query language for continuous queries over streams.
Geelytics [42] is a system tailored for IoT environments that comprise multiple geographi-
cally distributed data producers, result consumers, and computing resources that can be hosted
either on the cloud or at the network edges. Geelytics follows a master-worker architecture
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with a publish/subscribe service. Similarly to other data stream processing systems, Geelytics
structures applications as DAGs of operators. Unlike other systems, however, it enables scoped
tasks, where a user specifies the scope granularity of each task comprising the processing graph.
The scope granularity of tasks and data-consumer scoped subscriptions are used to devise the
execution plan and deploy the resulting tasks according to the geographical location of data
producers.
Moira [52] is a goal-oriented framework built on top of Apache Flink for dynamically op-
timising resource allocation. The user must specify the application DAG and the weights of
three parameters (i.e. throughput, latency and the monetary cost). Moira constantly moni-
tors the environment where the application is deployed, and provides the monitored data to an
optimiser method which employs Linear Least Squares for exploring the underlying relations
among the performance metrics. The method provides the new reconfiguration plan. Similarly,
ELYSIUM [92] profiles the application workload and hence produces accurated estimations. It
employs a Q-Learning algorithm to take decisions that allow it to be reactive or proactive.
2.6 Open Issues and Positioning
Most distributed DSP systems have been traditionally designed for running locally to explore
cluster of homogeneous computing resources or virtually unlimited computing resources of a
single cloud service provider as presented in Section 2.3. Section 2.3 also introduced some
lightweight systems conceived to deploy DSP applications on a constrained device at the edge of
the Internet. None of the presented approaches can deploy or manage DSP applications across
multiple cloud server providers and multiple constrained devices. On one hand, heavyweight
DSP systems such as Apache Storm, Apache Flink and Apache Spark extrapolate the limited
capacities of edge devices. On the other hand, lightweight systems like Apache Edgent and
Apache Nifi cover only local deployments avoiding geo-distributed infrastructures.
More recently, architectural models have emerged for more distributed environments span-
ning multiple clouds or for exploiting the edges of the Internet (i.e., edge [82, 121]). Section 2.4
presented some management systems for managing DSP applications, but they do not support
dynamic deployments across the available resources because they do not have scheduling poli-
cies for handling the heterogeneity of computing resources or the high overhead imposed by the
communication. Existing work aims to use the Internet edges by trying to place certain DSP
elements on micro data centres (i.e., cloudlets [123]) closer to where the data is generated [34],
transferring events to the cloud in batches [137], or by exploiting mobile devices in the edge for
DSP [99]. Proposed architecture aims to place data analysis tasks at the edge of the Internet in
order to reduce the amount of data transferred from sources to the cloud, improve the end-to-end
latency, or offload certain analyses from the cloud [39].
Task scheduling considering hybrid scenarios has been investigated in other domains, such
as mobile clouds [54] and heterogeneous memory [53]. For stream processing, Benoit et al.
[27] show that scheduling linear chains of processing operators onto a cluster of heterogeneous
hardware is an NP-Hard problem, whereas placement of virtual computing resources and network
flows onto hybrid infrastructure has also been investigated in other contexts [116]. Table 2.1
summarises a selected number of solutions that aim to provide elastic DSP. The table details
the infrastructure targeted by the solutions (i.e. cluster, cloud, edge); the types of operators
considered (i.e. stateless, stateful); the metrics monitored and taken into account when planning
a scale out/in operation; the type of elasticity envisioned (i.e. vertical or horizontal); and the




















Table 2.1: Static and online techniques for elastic data stream processing.
Solution InfrastructureOperator type Metrics for Elasticity Elasticity
Type Actions
Sun et al. [131] cloud stateful Resource use (energy consumption)and System metrics (response time) N/A operator placement
SBON [108] multi-cloud stateless System metrics (response time) N/A operator placement andmigration
R-Storm [107] cloud stateful
Resource use (CPU, memory,




[51] cloud stateful Resource use (CPU) horizontal
operator state check-pointing,
fission
T-Storm [143] cluster stateless Resource use (CPU, inter-executortraffic load) N/A
operator migration, topology
rebalance
Adaptive Storm [8] cluster stateful Resource use (CPU, inter-node traffic) N/A operator placement andmigration
Nephele SPE [91] cluster stateless System metrics (task and channellatency) vertical data batching, operator fission
Esc [124] cloud stateless1 Resource use (machine load), systemmetrics (queue lengths) horizontal







stateful Resource use (CPU) horizontal
query splitting and placement,
compiler for query
parallelisation
FUGU [74] cloud stateful Resource use (CPU, network andmemory consumption) horizontal
operator migration, query
placement
Gedik et al. [57] cluster stateless andpartitioned stateful











































Stela [144] cloud stateless System metrics (impacted throughput) horizontal3 operator fission and migration
MCEP [105] edge + cloud stateful System metrics (load on eventstreams, inter-operator latency) N/A
operator placement and
migration
Li et al. [89] cloud stateful System metric (average end-to-endlatency) N/A operator migration
Salahuddin et al.
[120] edge + cloud stateless
System metrics (cost and overhead of






Mai et al. [94] edge + cloud stateless System metric (end-to-end latency) horizontal operator migration
Taneja et al. [134] edge + cloud stateless System metric (end-to-end latency) N/A operator placement
SpanEdge [119] edge + cloud stateless System metric (end-to-end latency) N/A operator placement andmigration
Geelytics [42] edge + cloud stateless Resource use (network) and Systemmetric (end-to-end latency) N/A operator placement
Moira [52] edge + cloud stateful
Resource use (network, CPU) and
System metric (end-to-end latency,
cost)
N/A operator placement andmigration
ELYSIUM [92] cloud stateful Resource use (CPU) horizontaland vertical
operator placement and
migration
Russo et al. [117] edge + cloud stateful System metric (monetary costs) horizontaland vertical
operator fission, operator
migration
1 Esc experiments consider only stateless operators.
2 Nodes must be pre-configured with StreamCloud.
3 Execution of scale out/in operations are user-specified, not triggered by the system.
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This thesis investigates mechanisms for application (re)configuration. The proposed methods
seek to achieve elastic DSP systems. A target scenario is IoT, which poses challenges on how
systems manipulate large volumes of data and manage and achieve scalability. The current state
of DSP systems oversimplifies applications and infrastructure neglecting key characteristics and
emerging requirements. For instance, existing work considers all data sinks to be located in the
cloud, with no feedback loop to actuators located at the edge [34, 103]. Hence, there is a lack
of solutions covering scenarios involving smart cities, precision agriculture, and smart homes
comprising various heterogeneous sensors and actuators, as well as, time-constraint applications
that may contain actuators often placed close to where data is collected.
The conventional approach for implementing DSP applications is to send data from all sources
to the cloud for processing and data analytics. As shown in Table 2.1, there are several solu-
tions [51, 107, 131, 143] exploring application (re)configuration on the cloud or on clusters.
However, using only the cloud has limitations that impact the end-to-end application latency,
network congestion, storage cost, and privacy. Moreover, cloud providers charge for computing,
networking, storage resources, and messages exchanged between the edge and the cloud, making
the conventional approach expensive while limiting the potential impact of IoT.
Edge services are emerging close to the data sources and can provide potential data-processing
capabilities. Therefore, the edge devices can be leveraged to complement the computing capabil-
ities of the cloud and reduce the overall latency and bandwidth requirements. Using cloud-edge
infrastructure also allows for exploring different models to minimise the cost of performing data
analytics.
The use of the cloud-edge infrastructure poses the following challenges:
• Deciding how to split DSP applications among the edge and cloud resources is difficult
due to the operators’ heterogeneity;
• Exploring heterogeneous infrastructure for deploying dataflow applications has proved to
be NP-hard [27]; and
• Moving operators from cloud to edge devices is challenging due to the devices’ limitations
with respect to memory, CPU, and often network bandwidth [20].
Addressing the challenges above allows for shorter end-to-end application latency, a reduction
in edge to cloud data transfers, costs, and can ensure efficient use of edge and cloud resources
which remain relevant nowadays [72]. Many proposed solutions are oblivious to operator patterns
and behaviours, edge device limitations and heterogeneous computing resources. For instance,
previous work [42, 94, 119, 120, 134] neglects or does not present properly operator states in
their models. Some solutions [52, 105, 117] employ stateful operators, but ignore the required
memory for storing states when considering cloud-edge infrastructure even being a constraint
of the devices. Also some solutions for application reconfiguration [94, 120] focus on stateless
operators when deciding how to reorganise the application neglecting the time and bandwidth
requirements for the operator migration. Moreover, current models [52, 92, 120] for application
(re)configuration forget most of the existing operator patterns (e.g., selectivity and operator
data transformation), which have a direct impact over the communication overhead.
This thesis proposes a model for application (re)configuration covering heterogeneous opera-
tor behaviours and computing resources covering the aforementioned challenges and the current
issues of the state-of-the-art. The model takes into account constraints such as memory and
bandwidth, which many methods are oblivious as they are designed to meet cloud requirements
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or are over-simplified. The model explores smart scenarios that comprehend on-line data pro-
cessing architecture that incorporates, for instance, a messaging system based on IoT Hubs. The
model introduces a holistic approach to the DSP application (re)configuration problem, building
a flexible system capable of handling multiple QoS metrics.
This thesis employs the proposed model and offers strategies and algorithms for managing
DSP application (re)configuration on cloud-edge infrastructure. The solutions explore tech-
niques such as Series-Parallel-Decomposable Graphs (SPDG) from graph theory to establish
the application configuration, and Monte-Carlo Tree Search (MCTS) based algorithms and Q-
learning of RL to investigate reconfiguration. Current models for employing RL to the ap-
plication (re)configuration problem oversimplify the operator behaviours [117, 120] or cover
a single performance metric [92]. Previous work [92, 117] exacerbates the problem since Q-
Learning requires maintaining a lookup table. The proposed reconfiguration solution extends
the state-of-the-art modelling a MCTS algorithm as a multi-optimisation problem and proposing
enhancements to the algorithm.
2.7 Conclusion
Both academia and industry have shown interest in DSP elasticity, as well as (re)configuring DSP
applications to satisfy QoS requirements with minimal resource cost. These topics have received
extensive attention in the literature – a work that has paved the way to self-adaptive deployment
by proposing techniques such as elastic resource scaling, and dynamic operator scheduling.
In this chapter, we presented a comprehensive taxonomy and survey on DSP elasticity and
application (re)configuration. Following the taxonomy, we discussed existing work in detail and
compared the strengths and weaknesses of different methods. As a result, we identified open is-
sues in DSP elasticity and application (re)configuration on an emerging scenario, i.e., cloud-edge
infrastructure. Among the various issues involving the subject, we opt for investigating how to
reconfigure a DSP application among available computing resources while meeting QoS metrics
of IoT scenarios. In the next chapter, we present the first step of our investigation, which is a
mathematical model of the application (re)configuration problem on cloud-edge infrastructure.
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3.1 Introduction
As discussed in Section 2.3, Data Stream Processing Engines (DSPEs) often use simple policies
to (re)configure operator tasks onto available compute resources. The schedulers of these systems
also consider homogeneous resources, commonly assigning tasks to resources in a round-robin
fashion while ignoring intricacies of operators and resources. This often results in poor per-
formance and load imbalances when deploying Data Stream Processing (DSP) applications on
heterogeneous and highly-distributed infrastructure. Current work proposes placement strategies
considering user intervention [119] and many models do not support memory and communication
constraints [79].
There is also a lack of solutions on application reconfiguration where the entire application
life-cycle is taken into account, during which the load can change, devices can fail, among other
issues that can occur [36]. Furthermore, existing work on application (re)configuration offers
solutions attempting to optimise Quality of Service (QoS) metrics designed for clusters or clouds
which are not highly distributed infrastructure with heterogeneous computing resources [51].
Likewise, other efforts offer solutions where the behaviour of a DSP application deployment
on heterogeneous infrastructure is non-stochastic. Such works propose solutions using only
linear approaches [35]. Existing solutions often design the system seeking to optimise one QoS
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Figure 3.1: Overview of cloud-edge infrastructure.
metric, hence neglecting important user-requirements and a holistic view of the DSP deployment
environment only achievable by considering several metrics [65].
This chapter addresses how to model an application (re)configuration on a highly distributed
infrastructure by including aspects and characteristics which are frequently omitted in previous
work. The model covers operator behaviours as presented in Section 2.2.2, such as selectivity, op-
erator data transformation pattern and operator state. Furthermore, the model includes splitters
and mergers from the data parallelism. Although splitters commonly perform data distribution
across data streams in a round-robin fashion, our model contemplates various schemes by em-
ploying probabilities to data streams. The model also explores the impact of QoS metrics on
application (re)configuration problem and proposes objective functions meeting one or multiple
QoS metrics at a time.
3.2 Data Stream Processing Infrastructure and Architecture
Gedeon et al. [55] discuss how real-life infrastructure such as cellular base stations, routers, and
street lamps can be used to host cloudlets [81]. The authors highlight recent investment and
emerging projects including Humble Lamppostproject1, SM!GHT2, Edgemicro3, LinkNYC4, and
DOT5, which demonstrate that cloud-edge infrastructure will become even more accessible in
near future.
Figure 3.1 depicts the cloud-edge infrastructure for hosting DSP systems considered in this
thesis, which comprises cloud server providers and stakeholders that own or operate cloudlets.
The cloud servers and cloudlets are interconnected by the Internet. Each cloud server represents
a service supplied by a cloud service provider (e.g., Amazon EC2, Microsoft Azure) irrespective
of the number of servers that the provider uses. The internal network of a cloud provider is




























Figure 3.2: Architecture for scheduling DSP application across cloud and edge resources.
to-end application latency. In contrast, each cloudlet has multiple and heterogeneous devices
connected to a LAN. The internal communication of a cloudlet often adopts technologies such as
LTE and other wireless equipment that increase the latency significantly [81]. For this reason,
the internal links and edge devices in a cloudlet are analysed individually. With respect to
computing resource capacities, this thesis considers two constraints:
• memory, edge devices have limited features in this sense, and frequently DSP operators
store data in memory which can be more than the device’s capacity; and
• CPU, which impacts the volume of processed data and can also be a constraint on edge
devices.
Similarly to computing resource capacities, this thesis focuses on impacting metrics of net-
work capacities. For instance, it considers the bandwidth which can be limited and network
latency, which raises the application latency significantly.
Regarding how data is generated and consumed, this thesis assumes a scenario where sen-
sors are geographically distributed with data sources and data sinks either on the cloud or on
cloudlets. We focus on system architecture capable of managing operators across cloud and edge
devices considering each resource as multi-tenant. A scheduler, responsible for system manage-
ment, leverages performance metrics on application runtime and infrastructure statistics. The
envisioned architecture for deploying DSP applications depicted in Figure 3.2 is based on a
master/work approach and consists of mainly two components:
• Orchestrator: Performs (re)configuration guided by the scheduler hosted in an orches-
trator node using performance metrics collected my monitoring modules. The module also
has an application repository service that stores information about application topology
and operator code.
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• Worker: Hosts operators that execute functions over the data streams, or stores data
after processing. A worker also comprises a dispatching service in charge of managing
internal connections across operators and distributing arrival data to operators; a monitor
that obtains performance metrics of operators and compute resources; and a data transfer
service that manages intercommunication between resources.
A user submits to the orchestrator all the operators’ executable code encapsulated in contain-
ers, along with the application topology and QoS requirements which the orchestrator stores in
the repository. Initially, the orchestrator profiles the application using techniques such as those
offered by Kaur et al. [83]. Software Defined Network solutions [35] or discovery algorithms such
as Vivaldi [44] can be used to determine and maintain the network topology information. At
last, the scheduler employs data from the application, user requirements, and infrastructure to
decide how to split the application operators dynamically and on which computing resources to
place them. The scheduling happens in phases:
• Initial operator placement (application configuration), which refers to the initial ap-
plication deployment. This deployment, which happens after the user submits the appli-
cation, runs policies for establishing in which computing resource a given operator must
be hosted considering application dataflow and infrastructure information.
• Application reconfiguration, the process of reorganising or migrating operators across
available computing resources. This process follows the Monitoring, Analysis, Planning
and Execution (MAPE) loop. The scheduler monitors the application performance met-
rics. The QoS requirements are analysed when the execution reaches a given deadline or all
application paths have generated enough data to assist in establishing statistics; whichever
comes last. Based on the analysis, the scheduler plans the operator reconfiguration. At
last, the scheduler executes the reconfiguration plan.
We consider a single Orchestrator hosted on the cloud. The existing availability guarantees
in cloud services allow this thesis to focus on solutions to application (re)configuration, whereas
cloud and edge failures are left for future work.
During the initial application configuration, the operators code stored in the application
repository is copied following the scheduler decisions. At reconfiguration, the operators are
migrated from their current location to new resources decided by the scheduler. Each container
is created to meet the CPU and memory required by an operator, and is isolated. A computing
resource only hosts containers that do not exceed its memory and CPU capacity.
The aforementioned cloud and edge devices scenario is considered because it reduces the
amount of data transferred at different application phases, avoiding network constraints that
might exist along a path from edge to the cloud. Moreover, we are interested in evaluating the
use of DSP application operators traditionally employed for cluster/cloud-based DSP solutions
in more decentralised environments comprising cloud and edge resources.
3.3 Modelling a DSP System
The next section describes a Queueing Theory model covering the DSP application and in-
frastructure characteristics and requirements to (re)configure applications on cloud-edge infras-
tructure. Table 3.1 summarises the notation used throughout this chapter and the rest of this
thesis.















Figure 3.3: Example of four operators and their respective queues placed on two resources.
3.3.1 Infrastructure Model
The infrastructure is viewed as a graph N = (R,L) where R is the union set of cloud compute
resources (Rc) and edge resources (Re), and L is the set of logical links interconnecting the re-
sources, comprising WAN interconnections (Lw) and LAN links (Ll). A computational resource
is defined as a tuple rk = 〈cpurk,memrk〉 ∈ R, where cpurk is the CPU capability in Millions of
Instructions per Second (MIPS) 6 and memrk is the memory capability in bytes. Similarly, a
network link is a tuple k ↔ l = 〈bdwk↔l, latk↔l〉 ∈ L, where k ↔ l represents the interconnection
between resource k and l, bdwk↔l the bandwidth capability in bits per second (bps), and latk↔l
the latency in seconds. We consider the latency of a resource k to itself (i.e., latk↔k) to be 0.
3.3.2 Application Model
A DSP application is a graph G = (O, E) of operators O comprising data sources Osrc, data
sinks Oout where data is stored or published, and transformations Otrn that execute functions
over the incoming data, and streams E of data events flowing between operators. Each operator
is a tuple oi = 〈cpuoi ,memoi , ψoi , ωoi , wsoi 〉 ∈ O, where cpuoi is the CPU requirement in MIPS to
handle an individual event, memoi is the memory requirement in bytes to load the operator, ψ
o
i
is the ratio of number of input events to output events (i.e., selectivity), ωoi is the ratio of the
size of input events to the size of output events (i.e., operator data transformation pattern), and
wsoi is the length of the operator’s window in number of events. The rate at which operator i
can process events at resource k is denoted by µ〈i,k〉 and is essentially µ〈i,k〉 = cpurk ÷ cpuoi . An
operator can have one or multiple output streams. An event stream eρi→j ∈ E connects operator
i to j with a probability ρ that an output event emitted by i will flow through to j. If eρi→j is
the only output stream of operator i, then ρ = 1.
The rate at which operator i produces events (λouti ) is a product of its input event rate λ
in
i
and its selectivity ψoi . The output event rate of a source operator depends on the number of
measurements that it takes from a sensor or another monitored device. The output event rate of
a data source operator k ∈ Osrc depends on the number of measurements it takes from a sensor
or another monitored device. We can then recursively compute the input and output event rates
for downstream operators j as follows:
6The unit MIPS allows for establishing the computing resource capabilities and the required computing time
for messages. In our scenario, sensors collect data periodically, and each one follows a pattern of content. The
operator function is constant and message contents have minor variations. The MIPS can be applied due to
messages require approximately the same number of instructions and do not have a substantial variance in the
processing time. However, the proposed model can be extended to handle FLOPS or even other metrics.
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Table 3.1: Main notation adopted in the problem description.
Symbol Description
R Set of cloud ∪ edge resources
Rc, Re Sets of cloud and edge resources
L Set of all network links
Lw,Ll Set of WAN and LAN links
N ,G Network and application graphs
k↔ l A link connecting resources k and l
cpurk, mem
r
k CPU and memory capacities in MIPS and bytes of resource k
latk↔l,bdwk↔l Latency and bandwidth in seconds and bps of bidirectional link k↔ l
O Set of data source ∪ transformation ∪ data sink operators
Osrc, Otrn, Oout Set of data sources, transformations and data sink operators
E Set of event streams between operators
cpuoi , mem
o
i CPU and memory req. of operator i
wsoi Length of operator i’s window in number of events
ψoi Selectivity of operator i
ωoi Data compression rate of operator i
eρi→j Event stream with probability ρ that an event
emitted by operator i will flow to j
λini , λ
out
i Input/output event rate of operator i
ς ini , ς
out
i Input/output event size of operator i
stime〈i,k〉 Service time of operator i at resource k
ctime〈i,k〉〈j,l〉 Communication time from operator i at resource k to j at l
mem〈i,k〉 Overall memory required by operator i when deployed at resource k
pi, Lpi A graph path and its end-to-end latency
P The set of all paths in an application graph
µ〈i,k〉 The rate at which operator i can process events at resource k
W Set of non-negative weights
1〈i→j,k↔l〉 Indicates when the stream between operators
i and j has been assigned to the link between resources k and l
1〈i,k〉 Indicates whether operator i is placed on resource k
AL,D,C,W QoS metrics of aggregate end-to-end latency, reconfiguration overhead,
monetary cost, and WAN traffic
Cm, Cc Monetary cost for events and connections following the pricing policy
T icode, T
i
state Time for transferring operator i’s code and state
M (Re)configuration plan
M Set of QoS metrics
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λini = λ
out




λini × ψoi × ρsi→j ∀i ∈ O, i /∈ Osrc (3.2)
λoutj = λ
in
j × ψoj ∀j ∈ O, j /∈ Oout (3.3)
Likewise, we can recursively compute the average size ς ini of events that arrive at a down-
stream operator i and the size of events it emits ςouti by considering the upstream operators’
event sizes and their respective operator data transformation pattern (i.e., ωoi ). In other words:
ς ini = ς
out
k ∀sk→i ∈ E , k ∈ Osrc (3.4)
ς inj = ς
in
i × ωoi ∀i, j ∈ O,∀si→j ∈ E , i, j /∈ Osrc (3.5)
ςoutj = ς
in
j × ωoj ∀j ∈ O, j /∈ Oout (3.6)
A computational resource can host one or more operators. Operators within a same host
communicate directly whereas inter-node communication occurs via a communication service as
depicted in Figure 3.3. The queueing system model for communication and processing services
was chosen due to its wide use in DSPEs. As presented in Chapter 2, frameworks often run
operators in containers, and the communication between them is via brokers. After an operator
processes a message, the message pushed to the queue(s) of the downstream operator(s). The
Dispatching Service and Data Transfer Service mimics the Stream Manager in Apache Heron or
the Supervisor in Apache Storm, which controls the execution of containers. The local manager
was decoupled in our case because of the geo-distributed nature of cloud-edge infrastructure.
The Dispatching Service manages the communication between operators locally while the Data
Transfer Service handles the external ones. Operators in the same computing resource write
directly to their downstream operator queues while in external communications message brokers
bring guarantees for the message delivery.
Events are handled in a First-Come, First-Served (FCFS) fashion both by operators and the
communication service that serialises events to be sent to another host. This guarantees the
time order of events; an important requirement in many data stream processing applications.
Both operators and the communication service follow a widely employed M/M/1 model [22, 36,
59] for their queues which allows for estimating the waiting and service times for computation
and communication. The used queue model is one of the most widely researched models in
the classic literature and it is capable of capturing randomness in arrival and service times.
Arrivals occur according to a time-homogeneous Poisson process with a constant rate – event
bursts are unconsidered because we assume that sensors are wired and collect data periodically
–, and the service rate has an exponential distribution with a constant mean time –we assume
a homogeneous processing time for computing each message. Moreover, a stateful operator
can have an impact on the computation time as it waits until it receives a number of events
before considering the window complete (wsoi ). The computation or service time stime〈i,k〉 of








The communication time ctime〈i,k〉〈j,l〉 for operator i placed on a resource k to send an event
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3.3.3 Infrastructure and Application Constraints
Edge devices are limited in terms of memory, computing, and communication capabilities. A
(re)configuration mappingM needs to respect the following constraints:





∀i ∈ O,∀k↔ l ∈ L|1〈i,k〉 = 1 (3.10)




1〈i,k〉 × λini ≤ cpurk ∀k ∈ R (3.11)
∑
i∈O
1〈i,k〉 × (memoi + wsoi × ς ini ) ≤ memrk ∀k ∈ R (3.12)
Data requirements of streams placed on links are guaranteed by:∑
si→j∈E
k↔l∈L
1〈i→j,k↔l〉 × ςouti ≤ bwdk↔l ∀k ↔ l ∈ L (3.13)
Constraints 3.14 and 3.15 ensure that an operator is not placed on more than one resource
and that a stream is not placed on more than a network link respectively:∑
k∈R
1〈i,k〉 = 1 ∀i ∈ O (3.14)
∑
k↔l∈L
1〈i→j,k↔l〉 = 1 ∀si→j ∈ E (3.15)
3.3.4 Quality of Service Metrics
As DSP applications must handle incoming data events under short delays, the goal of the
operator (re)configuration is to minimise the response time while reducing one or multiple metrics
including the monetary cost, the WAN traffic and the reconfiguration overhead.
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Aggregate End-to-End Application Latency
A path in a DSP application graph is a sequence of operators from a source to a sink. A path
pi of length n is a sequence of n operators and n − 1 streams, starting at a source and ending
at a sink:
pi = o0, o1, . . . , ok, ok+1, . . . , on−1, on (3.16)
where o0 is a source and on is a sink. The set of all possible paths in the application graph
is denoted by P. The end-to-end latency of a path is the sum of the computation time of all
operators along the path and the communication time required to stream events on the path.
















WAN communication usually operates through the Internet where the lack of network guar-
antees and instability might introduce delay and delay-jitter when transferring data between






1〈i→j,k↔l〉 × ςouti (3.19)
Monetary Cost of Communication
The monetary cost of event exchange is based on the main elements7 of Internet of Things (IoT)
services of two major Cloud-edge players, namely Amazon IoT Core8 and Microsoft Azure IoT
Hub9. The price comprises the cost of the number of connections and that of exchanging events.
The price for exchanging events is calculated as the number of events that reach the cloud from
the edge and vice-versa.
The first part of the cost represents events arriving from the edge to the cloud or vice-versa.






1〈i→j,k↔l〉 × 1〈j,l〉 × 1〈i,k〉 × λinj +
1〈j→i,k↔l〉 × 1〈i,k〉 × 1〈j,l〉 × λoutj
) (3.20)
7For simplicity, we consider mainly two costs in IoT Hubs, namely connections and events.
8AWS IoT Core - https://aws.amazon.com/iot-core/pricing/
9Microsoft Azure IoT Hub - https://azure.microsoft.com/en-us/pricing/details/iot-hub/
46
CHAPTER 3. MODELLING DATA STREAM PROCESSING USING QUEUEING
THEORY






1〈i→j,k↔l〉 × 1〈j,l〉 × 1〈i,k〉+
1〈j→i,k↔l〉 × 1〈i,k〉 × 1〈j,l〉
) (3.21)
Hence the total cost is given by:
C = Cc × price_connections+ Cm × price_events (3.22)
where price_connections and price_events are a provider’s prices for connections and events,
respectively.
Reconfiguration Overhead
Distributed data stream processing applications are often long-running and can experience vari-
able load requirements that change the working conditions of operators. Unlike the Cloud, edge
resources are often more constrained and less reliable, with higher failure rates. To preserve the
application performance within acceptable bounds it is important to adjust the initial configu-
ration and conveniently reassign operators to available resources. Similarly to solving the DSP
application configuration problem, addressing reconfiguration consists of accommodating the ap-
plication operators onto the available resources in order to optimise one or multiple QoS metrics.
Reconfiguration here is a pause-and-resume approach which involves the following operations.
First, the DSP system terminates the operator running on the current location and pauses its
upstream operators to avoid emitting data towards the operator being reconfigured. Then, the
operator is migrated to the new location along with its internal state in case it is stateful. Finally,
the DSP system starts the new operator and resumes the application execution.
Formally, the reconfiguration overhead consists of the total downtime incurred by migrating
operator code (T icode) and state (T
i
state), where T icode and T
i
state refer to the time required to move
the memoi and the ws
o
i of operator i, respectively. The migration time comprises the transfer
time using an available route in the infrastructure, the sum of the link data transfers considering
the bandwidth capability and their latencies. Since operator migrations happen in parallel, the




[1〈i,k〉 × (T icode + T istate)] (3.23)
3.3.5 Single-Objective versus Multi-Objective (Re)configuration
As DSP applications are generally latency-sensitive, this thesis initially provides solutions that
minimise the aggregate end-to-end application latency or end-to-end application latency. When
optimising for a single metric, the problem of placing a distributed DSP application consists of
finding a mapping that minimises the aggregate end-to-end application latency of all application




When considering multiple metrics, the goal is to find a plan M : O → R, E → L where
operators are (re)reconfigured to computational resources and streams to link(s) in a way that
minimises M = {m0, ...,mk} QoS metrics. We employ the Simple Additive Weighting method
[148] that computes a value, hereafter termed as the aggregate cost (agg_cost), over normalised
metric values by assigning non-negative weights W = {w0, ..., wk|w0 + ... + wk = 1} to the





The agg_cost is flexible as it allows a user to specify the importance of each QoS metric by
assigning weights. The multi-objective approach also allows for adding new QoS metrics without
complex changes in the model.
3.4 Conclusion
In this chapter, we modelled DSP applications and infrastructure topology by employing Queue-
ing Theory. The chapter presented the target DSP architecture, which comprises a cloud-edge
infrastructure managed and controlled by a cloud-hosted orchestrator. The orchestrator takes
decisions based on user-defined and performance metrics. The metrics are applied to a model that
accounts for application behaviours such as selectivity, operator data transformation pattern,
and operator state. The model also considers splitters and mergers from the data parallelism
that are often neglected in previous work.
According to previous work on configuring DSP applications, our model address certain
weaknesses in IoT scenarios. For instance, it is structured to work with architectures designed
for highly distributed infrastructure and can handle either single or multiple QoS metrics. The
model’s features led us to formulate and investigate the application (re)configuration in two
phases. In the first phase, we investigate the application configuration by considering a static
IoT scenario where the user and system yield information to decision-making. The second
phase consists of incorporating the dynamicity of the DSP application life-cycle where the ap-
plication operators must be reorganised on the available resources to maintain the application
performance. In the next chapter, we examine the first phase, where we introduce strategies
to perform the DSP application configuration dynamically, looking at optimising a single and
simultaneous QoS metrics.
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Chapter 4
Strategies for Data Stream Processing
Placement
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4.1 Introduction
The deployment of Data Stream Processing (DSP) applications onto heterogeneous infrastruc-
ture has proved to be NP-hard [27]. Moreover, moving operators from cloud to edge devices
is challenging due to limited capabilities of edge devices [20]. Existing work proposes archi-
tecture that places certain stream processing elements on micro data centers located closer to
where the data is generated [32] or employs mobile devices for DSP [49, 99]. To simplify the
placement problem, communication is often neglected [42], but it could be an important issue
in highly distributed infrastructure [81]. Likewise, the operator behaviour and requirements are
oversimplified using static splitting decisions, such as those proposed by Sajjad et al. [119].
This chapter introduces a set of strategies to place operators onto cloud and edge infras-
tructure while considering characteristics of resources and meeting application requirements.
We consider analytics applications with multiple geographically distributed sources and sinks.
In particular, we decompose the application graph by identifying behaviours such as splitters
and mergers and then dynamically create a candidate placement for the operators consider-
ing resources from a cloud-edge infrastructure. Based on the candidate placement, we propose
strategies to address the application configuration problem. The problem is addressed as two
distinct optimisation schemes:
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Figure 4.1: Method for finding the dataflow split points, where red means placed on edge, blue repre-
sents placed on cloud, and green delimits splitters and mergers.
• Single-objective: The proposed solutions account only for the end-to-end application la-
tency. We execute comprehensive simulations covering multiple application settings, and
our approach demonstrates an improvement of up to 50% compared to state-of-the art
strategies.
• Multi-objective: We use one of the strategies proposed for single-objective and expand it
to cover WAN traffic and the monetary cost of communication. We implemented it in a
real-life framework. Results show a reduction of over 38% in the end-to-end application
latency. Meanwhile, the approach reduces the data transfer by at least 38%, and saves up
to 50% in messaging costs.
4.2 Strategies Considering End-to-End Application Latency
This section explains how patterns in the DSP application graphs are identified and then intro-
duces strategies that employ these patterns to devise placement decisions. The strategies focus
on identifying operator placements that minimise the end-to-end application latency.
4.2.1 Finding Application Patterns
As depicted in Figure 4.1, a dataflow can comprise multiple patterns such as (i) splitters, where
messages can be replicated to multiple downstream operators or scheduled to downstream oper-
ators in a round-robin fashion using message key hashes, or considering other criteria [103]; (ii)
parallel regions that perform the same operations over different sets of messages or where each
individual region executes a given set of operations over replicas of the incoming messages; and
(iii) mergers, which merge the outcome of parallel regions.
The strategies consider Series-Parallel-Decomposable Graphs (SPDG) and related techniques
to identify graph regions that present these patterns [48]. The operator patterns refer to the
final destination of the messages, either cloudlets or to the cloud. This information is used to
build a hierarchy of downstream and upstream relations between regions and assist on placing
operators across cloud and edge resources. The streams in the graph paths that separate the
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operators are hereafter called the split points. Figure 4.1 illustrates the phases of the method to
determine the split points (green circles), where red circles represent operators placed on edge
resources whereas blue ones are on the cloud:
1. the method starts with sources and sinks whose placements are predefined by the user;
2. split points are discovered (green circles) as well as sinks that correspond to actuators that
can be placed on the edge;
3. the branches between the existing patterns (green, red and blue circles) are transformed
into series regions; and
4. a hierarchy following the dependencies between regions is created.
Algorithm 1 describes the function GetRegions used to identify the patterns and obtain the
series regions. Operators are grouped in series regions according to their stream connections
and message destination. The series regions are used in the operator placement decisions. First,
the function adds two virtual vertices to the graph, one named virt_src connected to all data
sources and another named virt_sink to which all sinks are connected (line 2-4). The virtual
vertices allow for recognising all paths between sources and sinks. Breadth-first search traversal
algorithm [107] is used to discover the application paths. Second, each path is iterated moving
operators to a temporary vector and classifying the operators as upstream and downstream
according to the number of input and output edges (lines 5-8). If the operator is a split point,
the temporary vector is converted into a subset of regions set, and the temporary vector receives
the current operator (lines 9-10). Third, the function removes the redundant values (line 11).
At last, the region set is iterated comparing the regions by the first and the last position values
(equal values represent a connection) and consequently, they are stored in the hierarchy set
(lines 12-16).
4.2.2 Operator Placement Strategies
Data must be handled in short delays to meet the stringent requirements of DSP. For this reason,
we propose strategies which rely on the end-to-end application latency metric. The proposed
solutions exploit the resulted hierarchy set from GetRegions to sort operators according to their
upstream operators, i.e., the operator 11 shown in Figure 4.1 must be placed after operator 1,
2 and 10. This approach establishes an operator ordering (i.e., deployment sequence), which
allows for applying our model linearly. For instance, the model requires the output data rate
from the previous operators to estimate the requirements of a given operator, and through the
deployment sequence it is possible to estimate these requirements sequentially, which allows us
to propose two strategies:
• Response Time Rate (RTR), which estimates the end-to-end application latency of all
available computing resources; and
• Response Time Rate with Region Patterns (RTR+RP), which uses the hierarchy
to split the application graph across edge and cloud, optimising only the response time on
the edge.
As presented earlier, the end-to-end application latency of an operator in a path comprises
the time taken to transfer data and the time to compute an event. As an operator can be in
multiple paths, the response time rate corresponds to the total time taken to transfer data from
multiple paths rather than evaluating each path individually.
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Algorithm 1: Algorithm to detect splitters and mergers.
1 Function GetRegions(G = (O,S),Osrc,Oout)
2 O ← O ∪ virt_src ∪ virt_sink
3 S ← S ∪ svirt_src→o,∀o ∈ Osrc
4 S ← S ∪ so→virt_sink, ∀o ∈ Oout
5 for p ∈ GetAllPaths(G, virt_src, virt_sink) do
6 for o ∈ p do
7 temp← temp ∪ {o}, ∀o 6∈ {virt_src, virt_sink}
8 ups← |〈∗, o〉 ⊂ S|, downs← |〈o, ∗〉 ⊂ S|
9 if ups > 1 or downs > 1 and o 6∈ {virt_src, virt_sink} then
10 regions← regions ∪ temp, temp← {o}
11 Delete duplicate regions
12 for src_series ∈ regions do
13 for dst_series ∈ regions do
14 if src_series 6= dst_series then
15 if src_series[|src_series| − 1] = dst_series[0] then
16 hierarchy ← hierarchy ∪ {src_series, dst_series}
17 return hierarchy
Response Time Rate (RTR)
RTR is a greedy strategy that places operators incrementally by evaluating the end-to-end
application latency of paths while respecting the resource constraints presented in Section 3.3.5.
RTR calculates the response time for each operator by considering the previous mappings,
resource capabilities, and operator requirements. The approach initially organises the deploy-
ment sequence by employing a breadth-first search traversal algorithm [107] to give priority to
upstream operators. Each operator of the deployment sequence has its response time estimated
for non-constrained computational resources (Algorithm 2). After that, the resources are sorted
in ascending manner by their response times. The host with the shortest response time is picked,
and the host’s residual capabilities are updated.
Response Time Rate with Region Patterns (RTR+RP)
RTR+RP is a strategy that handles complex dataflows that contain multiple paths from sources
to sinks. It explores the operator patterns (split points) and the sink placement (cloud or
edge) respecting the environment constraints (Section 3.3.3). Based on the region hierarchy
(Figure 4.2), the operators are classified and allocated. Operator 5, for instance, was reallocated
since the edge does not respect the resource constraints. RTR+RP aims to allocate operators
across edge and cloud meeting the response time rate only for operators located in the edge, in
contrast to the RTR strategy that evaluates the response time rate for all operators.
RTR+RP defines the deployment sequence similar to RTR, but it builds upon the classifi-
cation of operators considering the served sink infrastructure (candidate infrastructure).
The classification is:
• cloud-only when an operator only serves sinks placed on the cloud; and
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Algorithm 2: Calculating the computational response times.
1 Function EstimateResponseTimes(N = (R,L),G = (O,S), o)
2 for child ∈ 〈o, ∗〉 ⊂ S do
3 upstreams← 〈child, r〉,∀r ∈ R and mo〈child,r〉 = 1
4 for r ∈ R do
5 comm← 0
6 for mapping ∈ upstreams do
7 if GetHost(mapping) 6= r then
8 com← comm+ ctime〈mapping〉〈o,r〉
9 if MeetConstraints then

































Final placement with 
constraint evaluation
Figure 4.2: Blue circles are operator candidates to be deployed on cloud whereas red circles are candi-
dates for edge. The right-hand graph shows the final deployment.
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• edge when an operator shares paths with sinks located at the edge.
Each operator on the deployment sequence has its candidate infrastructure evaluated. Edge
candidates have their response time estimated for non-constrained edge devices where the device
with the shortest response time is picked. In contrast, cloud candidates do not have their response
time estimated. Hence, the cloud hosts its operator candidates and those that do not meet the
constraints on the edge. At last, after the operator mapping, the resources have their residual
capabilities updated.
4.2.3 Experimental Setup and Performance Evaluation
This section first describes the experimental setup, performance metrics and then discusses
experimental results on how the strategies impact the end-to-end application latency.
Experimental Setup
We built a framework atop OMNET++1 discrete event simulator to model and simulate dis-
tributed DSP applications. A computational resource is an entity with CPU, memory and
bandwidth capabilities whereas operators comprise waiting queues and transformation opera-
tions that pose demands in terms of CPU, memory and bandwidth.
We model our computing resources as:
• Raspberry PI’s 2 (RPi) (i.e., 4,74 Millions of Instructions per Second (MIPS)2 at 1 GHz
and 1 GB of RAM), which are considered to edge devices; and
• AMD RYZEN 7 1800x (i.e., 304,51 MIPS3 at 3.6 GHz and 1 TB of memory), which are
considered as cloud servers.
The infrastructure comprises two cloudlets with edge computing devices (Cloudlet 1 and
Cloudlet 2 ) and a Cloud. Each cloudlet has 20 RPi’s, whereas the cloud consists of 2 servers.
A gateway interfaces each cloudlet’s LAN and the Internet [68]. The LAN has a latency drawn
from a uniform distribution between 0.015 and 0.8 ms and a bandwidth of 100 Mbps. The WAN
has latency drawn uniformly between 65 and 85 ms, and bandwidth of 1 Gbps. These values
reflect measurements carried out in previous work considering this type of environment [81].
As DSP applications exist in multiple domains with diverse topologies such as face recog-
nition, speech recognition, weather sensing. Sensors and actuators ingest a variety of events in
the system. We aim to capture this diversity by modelling and simulating two scenarios namely
microbenchmarks and complex applications with various application workloads.
Microbenchmarks: As in previous work [81], we first perform a controlled evaluation using
10 bytes, 50 KB, and 200 KB message sizes which corresponds to text, pictures/objects, and
voice records data types. Each application, depicted in Figure 4.3, has three input event rates
as presented in Table 4.2, a set of CPU requirements according to the message sizes as presented
in Table 4.1 and a configuration of splitter/merger operators to explore the path sizes.
The operators selectivity and operator transformation pattern rates4 use 100, 75, 50 and 25%
as parameters. Sources ingest messages from sensors while sinks act as actuators on cloudlets




4If the operator transformation pattern rate is equal to 100%, it means a stable system. Otherwise, it refers
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Table 4.1: CPU requirements following message sizes.




Table 4.2: Input event rate.
App. 10 bytes 50 KB 200 KB
App1 124999, 624999, 1249999 24, 124, 249 6, 31, 62
App2 124999, 374999, 624999 24, 74, 124 6, 19, 31
App3 124999, 218749, 300000 24, 43, 62 6, 10, 15




































Figure 4.3: Six-hop applications.
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Figure 4.4: Complex applications.
Complex Applications: This scenario presents multiple operator behaviours and larger
numbers of operators. We crafted the application graphs presented in Figure 4.4 using a Python
library5 and varying the parameters of the operators using a uniform distribution with the ranges
presented in Table 4.3. The cloudlets host the sink and source placements, except for the sink on
the critical path, which will be hosted on the cloud. This is the typical behaviour of Internet of
Things (IoT) applications that collect data from sensors located on the edge of the Internet and
have to provide response to nearby actuators, whereas part of the processing is performed at the
cloud. We generated 1160 graphs randomly applying multiple selectivities, operator transfor-
mation pattern rates, sink and source locations, input event sizes and rates, memory, and CPU
requirements. Inspired on the size and operator behaviours of RIoTBench [129] applications, a
Realtime IoT Benchmark suite, we created two sets of applications, namely:
• large (AppA and AppB) containing 25 operators; and
• small (AppC and AppD) holding 10 operators.
Table 4.3: Operator attributes.
Parameter Value
cpu (MIPS) 1-100
Operator transformation pattern rate 10%-100%
mem (bytes) 100-7500
Input event size 100-2500
Selectivity 10%-100%
Input event rate 1000-10000
Metrics: The main performance metric is the aggregate end-to-end application latency,
which is the time events are generated to the time they are processed by the sinks. To demon-
strate the gains obtained by our approach, we compared the proposed strategies against:
to a compression of 25%, 50% and 75% when considering 75, 50 and 25% rates, respectively.
5https://gist.github.com/bwbaugh/4602818
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Figure 4.5: CDF of end-to-end application latency for microbenchmarks.
• Cloud, a traditional approach which deploys all operators in the cloud, apart from operators
provided in the initial placement; and
• LB [134] from the state-of-the-art, which iterates a vector containing the application oper-
ators, gets the middle host of the computational vector and evaluates CPU, memory, and
bandwidth constraints to obtain the application configuration.
Evaluation of End-to-End Application Latency
Figure 4.5 summarises the response times for all microbenchmarks. For App1 we carried out 432
experiments considering 4 selectivities, 4 operator transformation patterns, 3 input event rates,
3 sink locations and 3 input event sizes. Each experiment ran for 300 seconds in simulation time.
RTR and RTR+RP have shown to be over 95% more efficient than Cloud approach and LB.
Initially, LB had its performance comparable to Cloud, but LB lost performance afterward due to
its specific modeling (i.e., health care, and latency-critical gaming) and method (computational
ordering).
Cloud achieved 5% better results (when the blue line crosses the red line at ≈200 ms) when
handling voice records (200 KB), selectivity, and data compression rate equal to 1 (without re-
ducing the size of the messages and discarding events) and when the sink was placed on Cloudlet
2 and the source was located on Cloudlet 1 (traverse WAN). For the scenario mentioned before,
the operators were CPU-intensive where Cloudlet 1 or 2 can host only one operator per edge
device at a time, which increases the communication costs. Moreover, RTR+RP outperformed
RTR for sinks placed on cloud, mainly without message discarding and no reduction on message
sizes. Even further, to investigate the impacts generated by the split points, we launched App2,
App3, and App4 and observed a gradual performance loss (decreasing on the distance between
green and red line - ≈100 ms) according to the position between the split points and sinks, and
the location of sinks. When sinks and sources require events to traverse the WAN and there is
a low number of hops between the split point and sink, the proposed strategies cannot define a
reasonable dataflow split because of the assumption to prioritise the sinks on the edge.
The complex application scenario investigates the outcomes for generic and multiple path
applications using various dataflow configurations. We launched each experiment during 60
seconds of simulation time, and the sources and sinks were distributed uniformly and randomly
across the infrastructure, except for operator 17 on AppA, operator 24 on AppB, operator 9
on AppC, and operator 9 on AppD placed in cloud due to the critical path. Figure 4.6 shows
the CDF of response times. Even under large applications RTR+RP was able to reduce the
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Figure 4.6: CDF of response times for complex applications.
Small ApplicationsLarge Applications
Figure 4.7: Communication and computation time for sinks placed on cloud and cloudlets.
response time by applying the region pattern identifications and recursively discovering the
operator dependencies with a given sink placement onto dataflows with various paths.
Our strategies outperformed Cloud in over 6% and 50% under small and large applications,
respectively. Cloud poses high communication overhead when the sink is located on cloudlets
due to messages having to traverse the Internet. Similarly, we improve the response times in over
23% (small) and 57% (large applications) compared to the LB approach. This occurs because
LB does not estimate the communication overhead and assumes a shorter response time on
cloudlets.
Figure 4.7 shows the communication latency which comprehends the total time to transfer
a message between the resources, and the computation that corresponds to the total time to
compute all operators. The communication cost for sinks placed on cloudlets at Cloud approach
was about 160 ms, and RTR+RP was 76 ms. Our solution outperformed Cloud in up to 52%
by putting operators closer to cloudlet sinks, but sinks on the cloud. RTR+RP had a slight
performance loss of 3%. Hence, our approach is effective in reducing the communication cost,
and, by doing so, it compensates the edge limitations and reaches good results in minimising
the total response time.
RTR outperforms LB and Cloud because when planning the operator placement, it sequen-
tially estimates the operator response times applying our proposed model (Chapter 3) while
Cloud and LB analyse only the resource capabilities when establishing the operator placement.
In contrast, RTR+RP focuses on IoT scenarios where there exist feedback-loop relative to ac-
tuators. Actuators require short delays for message processing. RTR+RP splits the application
operators by regions according to the infrastructure destination of the messages, and then gives
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priority to cloudlet destinations when estimating the response time because actuators are gen-
erally placed on cloudlets. Doing so, RTR+RP improves the edge devices utilisation by placing
operators that send messages to cloulets and avoiding to waste their capabilities feeding data
sinks placed on the cloud (i.e., do not require low response time). As the application dataflows
contain several actuators, much of the operators are placed on cloudlets closer to data sources
or sinks neglecting the high communication overhead imposed by Internet links.
The proposed strategies allow for reducing the end-to-end application latency, but in many
scenarios there are other QoS metrics or user-defined requirements that impact the performance.
In addition, although a simulated environment provides a controlled scenario, it cannot capture
all existing complexities of a distributed DSP architecture. For these reasons, in the next
section, we explore the implementation of our approach in a real-life Data Stream Processing
Engine (DSPE) where we expand RTR+RP strategy by including new QoS metrics.
4.3 Strategy Using Multiple Quality of Service Metrics
This section describes a case study that requires a holistic view of the DSP environment where
multiple Quality of Service (QoS) metrics must be considered. We consider a geo-distributed
DSP system that requires a stack of services that must be scalable. The services must exchange
data among themselves to guarantee availability. However, this communication often occurs
through the Internet, which poses challenges regarding delays and the cost of exchanging data
among elements of the service stack. To address the issues above, we extend the RTR+RP
strategy to take into account the WAN traffic and the monetary cost of communication. We
select it because it achieved the best results when considering the end-to-end application latency.
The strategy was implemented in R-Pulsar, a real-life DSP framework allowing the scheduler to
compute operator placements covering multiple QoS metrics presented in Section 3.3.5.
4.3.1 Case study: Observe Orient Decide Act Loop
The Observe Orient Decide Act (OODA) loop refers to the decision-making cycle of observe,
orient, decide, and act, developed by military strategists and the United States Air Force [31].
OODA is a decision-making cycle to process data streaming from sensors in real time, becoming


















Figure 4.8: RIoTBench IoT high-level logical interactions among sensors, applications and users.
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Anshu et al. [129] offer a suite of DSP applications that follows the closed-loop OODA
cycle. The applications are based on common IoT patterns for data pre-processing, statistical
summarisation, and predictive analytics. These are coupled with workloads sourced from real
IoT observations. A high-level overview of the logical interaction of the DSP applications is
depicted in Figure 4.8.
Extract-Transform-Load (ETL) consumes data from hundreds of thousands of edge sen-
sors, and pre-processes, cleans, and archives the data. Further, the results are published to an
edge broker so that clients interested in real-time monitoring can subscribe to it, while a copy
is forked to the cloud for storage, and another to the next dataflow step.
Statistical Summarisation (STATS) performs higher order aggregation and plotting
operations, and stores the generated plots into the cloud, from where webpages can load the
visualisation files on browsers.
Model Training (TRAIN) periodically loads the stored data from ETL step and trains
forecasting models that are stored in the cloud, and notifies the message broker of an updated
model being available.
The Predictive Analytics (PRED) subscribe to the message broker and downloads the
new models from the cloud, and continuously operates over the pre-processed data stream from
ETL to make predictions and classifications that can indicate actions to be taken on the domain.
It then notifies the message broker of the predictions, which can independently be subscribed to
by a user or device for action.
The ETL dataflow requires a low-latency cycle in order to achieve real-time monitoring, in
addition it also requires some of its operators to be located in the cloud for storing messages and
others to be at the edge of the network. This makes the ETL workflow the perfect candidate
workflow for testing the operator placement strategy proposed.
4.3.2 The DSPE and a Multi-Objective Strategy
This section presents the R-Pulsar framework, its components, and how a multi-objective strat-
egy was implemented on it.
R-Pulsar Framework
R-Pulsar is a lightweight data analytics software stack for collecting, processing, and analysing
data at the edge and/or at the cloud. R-Pulsar has been extended to provide developers with
the ability to decide how to split the application operators across edge and the cloud resources,
by specifying a set of constraints.
R-Pulsar consists of the associative rendezvous programming model (AR), an abstraction for
content-based decoupled interactions (interactions defined in terms of semantic profiles instead
of names) and rendezvous points [114]. The rendezvous point (RP) is a node where the dataflow
computations occur, and it can be a gateway located at the edge of the network or a server in
the cloud. R-Pulsar uses a peer-to-peer (P2P) network to connect and communicate with all
the RP nodes.
R-Pulsar Layers: R-Pulsar has been extended with the following three layers in order to
automatically split and orchestrate dataflows between the edge and the cloud.
• R-Pulsar Infrastructure Controller: Designed to act similarly to Software Defined
Network (SDN) controllers, this layer keeps track of the network resources available in
real time. Some of the basic tasks include inventorying devices within the R-Pulsar P2P
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network, their capabilities, locations, and network statistics. The services of this layer are
used by Scheduler presented in Chapter 3 for providing insights and then helping in the
operator placement.
• R-Pulsar Plan Finder: This layer computes an optimised operator placement plan. It
uses a three-step approach for calculating the sub-optimal operator placement plan for
deploying dataflows between the edge and the cloud. We describe later the three-step
operator placement strategy developed for R-Pulsar.
• R-Pulsar Executor/Monitor: The primary responsibility is to monitor dataflows run-
ning on the R-Pulsar P2P network, including dataflow deployment, operator assignment,
and operator reassignment in case of failure. These services are found in both Workers and
Orchestrator (see Chapter 3). Each Worker is responsible for executing and monitoring its
operators. Data gathered from the operator executions is provided to the Orchestrator,
which assists in determining the operator reassignments and defining whether the system
is running properly.
R-Pulsar Nodes: Each rendezvous point (RP) in the R-Pulsar P2P network can be elected
as a master or as a worker. R-Pulsar differs from other master/worker clusters such as Apache
Storm [136] in the sense that R-Pulsar master and worker node roles are assigned dynamically
every time a dataflow is deployed.
The master RP’s primary responsibility is to manage, coordinate, and monitor a dataflow
running on the R-Pulsar P2P network, including dataflow deployment, operator assignment,
and operator reassignment in the event of a failure. Each time a new dataflow is deployed in
the P2P network a new master RP for that dataflow is elected. The master RP receives the
role of Orchestrator presented in Chapter 3. R-Pulsar [113] creates a location-aware overlay
network where computing nodes are organised in quadtree following their latency for avoiding
the constant update of the routing tables. Each quadtree is a tree data structure in which each
internal node has at maximum four children and represents a 2D-bounded box covering a part
of the space to index, using a root node to cover the entire area. A new RP is added to the
system by determining which quadrant the RP point occupies, and inserting it to the quadtree
from the root node to the appropriate leaf node. Every time the quadtree splits, the system
creates four new P2P rings. The master RP is in charge of manning the quadtree structure, and
dictates when to split P2P structure. Any time the overlay network is splitted, the master RP
randomly elects one of the RP nodes of the subdivision to be the master node of that region.
Deploying a topology to the R-Pulsar P2P network involves submitting the pre-packaged
dataflow file along with topology configuration, which will be stored in the Application Reposi-
tory in the Orchestrator. Then the information will be routed to the responsible RP using the
content-based interactions [114]. The content-based interactions allow users to route dataflows
to unknown RPs; the RP who receives the message will be automatically elected as the master
RP for that dataflow. Once the master RP has been elected, it then uses the infrastructure
controller layer to collect the network information of all the worker RPs. That information is
then passed to the operator placement algorithm to generate a placement strategy. Once the
operator placement algorithm has an efficient operator placement plan, then the master RP
distributes the application operators stored in the Application Repository to the worker RPs.
Each worker node is responsible for creating, starting, and stopping worker operators assigned
to that node. Worker RPs are also responsible for once the master RP has died to perform a
master RP election.






















































































Figure 4.9: Phases to determine the final placement using split points, where red means placed on
edge, blue represents placed on cloud, and green delimits splitters and mergers.
The master RP also tracks the status of all worker nodes and the operators assigned to
each one. If the master RP detects that a specific worker node has failed to heartbeat or has
become unavailable, it will reassign that worker RP operators to other worker RP nodes in the
federation. The master RP is not a single point of failure in the strictest sense. This quality
is because the master RP does not take part in the dataflow data processing, rather it merely
manages the deployment, operator assignment, and monitoring of the dataflow. In fact, if the
master RP dies while a dataflow will continue to process data as long as the worker RPs assigned
with operators remain healthy.
R-Pulsar does not have a scheduler to establish operator placement dynamically on edge-
cloud infrastructure. Then, the next section describes a RTR+RP version, which considers
multiple QoS metrics and also introduces how the interaction between the framework and the
configuration strategy happens.
Response Time Rate with Region Patterns with Multiple QoS Metrics
The strategy for operator placement on R-Pulsar applies statistics collected by profiling the
application and the location of sinks and sources. The operator placement aims to minimise the
agg_cost (Section 3.3.5) by splitting the IoT application across edge and cloud by considering
priorities of operators according to the infrastructure to which the sinks are assigned. As depicted
in Figure 4.9, the operator placement strategy comprises three phases:
Phase 1 – Application Profiling: By using the infrastructure controller layer, the worker
RPs and the master RPs continuously collect statistics [83] from the running dataflow. The
collected data includes the following information about the operators:
• The arrival rate of events;
• Processing time per event;
• Number of MIPS required to process a message;
• Memory to run the operator;
• Arrival message size; and
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• Outcome message size;
This information is used to establish the selectivity, operator transformation pattern, as well as,
the CPU and memory requirements.
Phase 2 – Candidate Placement: The candidate placement is established using phases 1,
2, 3, and 4 presented in Section 4.2.1. After that, the operators are organised following whether
their data flows to sinks placed on the edge or the cloud. For operators that send data only to
the cloud, their target infrastructure is the cloud, otherwise, it is the edge.
Phase 3 – Final Placement: Once phase 2 has completed and the profiling phase has
established the requirements of the different operators, an operator placement strategy is cre-
ated and deployed. The strategy reduces the combinatorial space by estimating only once the
computation and communication overheads (Section 3.3.2) to operators targeted to cloud (Phase
2). Otherwise, operators to edge (edge candidate placements) have their overheads estimated
for all edge devices evaluating their constraints (Section 3.3.3). The strategy gives high priority
to edge since cloud sinks often store messages for batch processing, whereas the edge side hosts
actuators. If edge devices cannot meet all operator requirements then the operator is moved
to the cloud, hence, the cloud hosts its operator candidates and those that do not meet the
constraints on edge. Along with the overhead estimations, the strategy greedily uses the edge
candidate placements for sequentially estimating the agg_cost and at each iteration, it picks
the device with the minimal value to assign the operator.
4.3.3 Experimental Setup and Performance Evaluation
This section presents an experimental evaluation of our system. First, we present the setup and
the other approaches in which the experiments will be evaluated and compared against. Second,
we present an evaluation of our system based on latency, data transfer rate, and messaging cost.
Experimental Setup
Our experiments are performed using the following edge and cloud setup:
• We used an experimental edge testbed inspired by Hu et al. [81] that consists of 13 Rasp-
berry Pis; 5 Raspberry Pis model 3 (4x ARM Cortex-A53 1.2 GHz, 1 GB of RAM and
10/100 Ethernet), and 8 Raspberry Pis model 2 (4x ARM Cortex-A7 900 MHz, 1 GB of
RAM and 100 Ethernet).
• For the cloud we used the Chameleon cloud [38] with 5 instances of type m1.medium (2
CPU and 4 GB RAM).
The 13 Raspberry Pis are connected to the same LAN. The Raspberry Pis use the external
WAN [68] (the Internet) for connecting to the cloud. The LAN has a latency of 0.523 ms
and a bandwidth of 15 Mbits/sec. The WAN has latency of 66.75 ms, and bandwidth of 87.0
Mbits/sec.
All the tests are evaluated using the ETL dataflow. The ETL dataflow is an implementation
of the ETL RIoTBench topology and consists of: a single data source outputting data every 5
seconds, 2 sinks one located at the edge and one located at the cloud, and 7 tasks that need to
be deployed between the edge and the cloud of the network. The experiments were conducted
using Sense Your City dataset6 which consists of transmitting data each minute from sensors in 7
6http://map.datacanvas.org
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cities across 3 continents, with about 12 sensors per city. The data content includes metadata on
the sensor ID, geolocation, and five timestamped observations (outdoor temperature, humidity,
ambient light, dust, and air quality).
Metrics: The performance metrics consist of end-to-end application latency, WAN traffic,
and monetary cost for communication. We compare our strategy against the following strategies:
• Cloud and LB [134] as presented in Section 4.2.3; and
• Random which simulates the user trying to guess the best placement for the dataflow be-
tween the edge and the cloud. Random is the average of 15 different dataflow deployments
between the edge and the cloud resources.
Evaluation of End-to-end Application Latency
The conducted experiment evaluates the end-to-end application latency using Equation 3.25
presented in Section 3.3.5, where wl is equal to 1, and ww and wc are equal to 0. The experiment
aims to evaluate how efficient the Cloud, Random, and LB approaches are at minimising the end-
to-end application latency and compare the R-Pulsar operator placement approach. In addition,
three failures were manually injected to showcase the dynamicity and flexibility to recover from
node failures (see Figure 4.10). The first failure makes 38% of the edge cluster unavailable (100
ms). The second failure affects the remaining 62% of the nodes (300 ms). Before the 62% of the
nodes fail, the 38% of the nodes are back online. The third and last failure affects 50% of the
cloud instances (505 ms).
Response Time (Milliseconds)
Figure 4.10: End-to-end application latency optimisation with 3 self injected failures affecting edge
and cloud resources, while comparing R-Pulsar with Cloud, Random and LB approaches.
Figure 4.10 shows that on average messages are computed 31% faster when compared to the
traditional cloud setup, and 38% faster than Random and the LB placement approaches. The
reason why the Random failures recover much faster than LB when compared to R-Pulsar is
because Random is the average of multiple different deployments and in some cases the first
failure is not affected. Figure 4.10 demonstrates that R-Pulsar operator placement strategy
is capable of splitting the dataflow efficiently between the edge and the cloud and reduce the
end-to-end application latency.
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The second experiment aims to evaluate how efficient the Cloud, Random, and LB approaches
are at minimising end-to-end application latency and compare it with R-Pulsar approach. In
this experiment no failures were injected.
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Figure 4.11: End-to-end application latency optimisation cumulative distribution function (CDF) com-
parison with Cloud, Random and LB approaches.
Figure 4.11 shows that when R-Pulsar operator placement approach is used 80% of the
messages see a reduction in the end-to-end application latency by 44% compared to the LB and
Random approaches and 38% compared to the Cloud.
Evaluation of Data Transfer Rate
The Data transfer rate consists of the sum of all message sizes that traverse a WAN link per
second. The values for Equation 3.25 presented in Section 3.3.5 are ww equal to 1, and wl and
wc equal to 0. This third experiment aims to evaluate how efficient are the Cloud, Random, and
LB approaches at minimising the transfer rate between the edge and the cloud and compare the
results with R-Pulsar operator placement approach. Minimising the transfer rate between the
edge and the cloud is a critical point in order to achieve real-time analytics.
Figure 4.12 shows that 80% of the time R-Pulsar reduces the transfer rate between the edge
and the cloud on average by 35% when compared to the LB approach. It reduces the data
transfer rate by 45% when compared to the Cloud and Random.
This next experiment aims to evaluate the efficiency of minimising the transfer rate and the
end-to-end latency at the same time (ww = .5, wl = .5, and wc = 0). This experiment was also
carried out using the Cloud, Random, and LB approaches.
Figure 4.13 shows that the R-Pulsar operator placement approach can also optimise the data
transfer rate and the end-to-end latency by 46% and 38% respectively when compared to the
Cloud, 36% and 45% respectively when compared to the LB, 38% and 44% respectively when
compared to the Random approach.
Evaluation of Messaging Cost
The last two experiments aim to calculate the messaging cost of running the dataflow for a
month using the cost models of two major actors, AWS and Microsoft, in a real life edge and
cloud scenario. For this reason, we setup Equation 3.25 presented in Section 3.3.5 with wc equal
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Figure 4.12: End-to-end data transfer rate optimisation cumulative distribution function (CDF) com-
parison with Cloud, Random and LB approaches.








































Figure 4.13: Multi optimisation evaluation, end-to-end application latency and data transfer rate
comparison with Cloud, Random, and LB approaches.
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to 1, and wl and ww equal to 0. The goal of this optimisation is to reduce the number of messages
that reach the cloud servers.
Table 4.4: Azure IoT Hub and Amazon IoT Core messaging pricing.
Microsoft IoT Hub Pricing AWS IoT Core Pricing
Free Tier - 8,000 messages/day
$0
Every 1 million messages/day
$1.00
Tier 1- 400,000 messages/day
$25
Up to 1 billion messages/day
$1.00
Tier 2 - 6,000,000 messages/day
$250
Next 4 billion messages/day
$0.80
Tier 3 - 300,000,000 messages/day
$2,500
Over 5 billion messages/day
$0.70
Table 4.4 depicts two IoT cost models. The first cost model comes from the Microsoft Azure
IoT Hub [98]. Each tier enables a maximum number of messages exchanged between the Azure
IoT Edge and the Azure IoT Hub and vice versa per day. T1 allows up to 400,000 messages a
day, T2 allows up to 6,000,000 messages a day, and T3 allows up to 300,000,000 messages a day.
The second cost model comes from the Amazon IoT Core [23] where messaging is metered
by the number of messages transmitted between your devices and AWS IoT Core and vice
versa per day. Amazon offers multiple costs for different regions, for this experiment we choose
the cheapest region (N.Virginia) which charges $1 per million messages sent, and the cost per
message decreases after the first 1 billion messages per day.





















Figure 4.14: Messaging cost savings evaluation based on the Microsoft Azure IoT Hub pricing model,
for four different setups.
Figure 4.14 depicts the cost of deploying the ETL dataflow using the Microsoft cost model
using the four different approaches presented earlier. When using a small setup (15 sensors), the
monthly cost for our system will be $25 a month while the Cloud, LB, or Random approaches
will cost $250 a month, savings of 90%. A similar behaviour happens with a medium (200
sensors) and extra large (10,000 sensors) setups.
Figure 4.15 depicts the cost of deploying the ETL dataflow using the Amazon cost model.
Our system obtains a 50% cost reduction when compared to the Cloud and LB in all four
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Figure 4.15: Messaging cost savings evaluation based on the Amazon IoT pricing model, for four
different setups.
setups (15, 200, 5,000 and 10,000 sensors). In addition, our system obtains a 97% savings when
compared to the Random approach in all four different setups.
4.4 Conclusion
In this chapter, we described two strategies to minimise an application’s response time by split-
ting its graph dynamically and distributing its operators across cloud and edge resources. Our
solutions were evaluated considering key aspects to identify application behaviours. The RTR
strategy estimates the response time of each operator in all computational resources while the
RTR+RP strategy splits the dataflow using region patterns and then calculates the response
time only for operators that are candidates to be deployed on the edge. We simulated the
strategies’ behaviour and compared them against the state-of-the-art. The results showed that
our strategies are capable of achieving 50% better response time than Cloud deployment when
applications have multiple splitters and mergers.
This chapter also described R-Pulsar, a framework for solving the operator placement prob-
lem in IoT scenarios. The RTR+RP strategy was extended by considering data transfer rates
and messaging costs. The strategy was implemented as a programming model for specifying
how DSP applications will be split across the edge and the cloud. Evaluation of this application
configuration was performed using an experimental testbed comprising edge and cloud resources
on which we deployed and executed real-world DSP applications. The RTR+RP extension was
evaluated against three other strategies from the literature, showing the ability of the strategy
to efficiently place the computations across the available computing resources. Results showed
that the system was capable of reducing the end-to-end latency in over 38%, the data transfer
rate in up to 38% and save the communication costs in over 50%.
While this chapter addressed the application configuration, during an application’s life cycle
things can change; changes that can require an application to be reconfigured. In the next
chapter, we address the application reconfiguration as a Reinforcement Learning (RL) problem.
We introduce a Markov Decision Process (MDP) model and apply it to a proposed algorithm
and baseline RL algorithms.
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5.1 Introduction
After an initial placement, operators may need to be reconfigured due to variable load conditions
or device failures. The solution search space for the application reconfiguration can be enormous
depending on the number of operators, streams, resources, and network links. Existing work
has investigated Reinforcement Learning (RL) and Monte-Carlo Tree Search (MCTS) to tackle
problems with large search spaces and states. For instance, some solutions explore how to
improve Quality of Service (QoS) metrics in Data Stream Processing (DSP) scheduling [94, 104]
while others focus on DSP elasticity in a general manner [117].
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In this chapter, we model the environment for application reconfiguration as a Markov De-
cision Process (MDP), and employ RL algorithms considering either single and multiple QoS
metrics. The proposed RL algorithms with the MDP framework makes part of the scheduler
on the Orchestrator component. The algorithms interact with the monitor components on the
Workers to collect performance metrics and gather information for assisting in their decisions.
Once the RL algorithms have enough data to establish statistics, they analise the QoS metrics,
plan the application reconfiguration and then communicate the migrations to the Dispatching
Service. The Dispatching Service is in charge of triggering the migrations providing the right
location of the operator and transferring it by the Data Transfer Service. While running the
migrations the whole application dataflow is paused, the operators are migrated in parallel, and
the produced events are stored in data sources until all the migrations are finished. Our pro-
posed RL algorithm minimises the end-to-end application latency, and results show that it is
capable of achieving similar or better latency improvement while requiring fewer operators to be
migrated when compared to baseline RL algorithms. We also implement a multi-objective ap-
proach considering metrics such as WAN traffic, reconfiguration overhead, the monetary cost of
communication, and end-to-end application latency. Results demonstrate that when compared
to state-of-the-art approaches on operator placement, our version of RL algorithms reduces in
over 50% the target QoS metrics.
5.2 Background on Reinforcement Learning
The concept of learning through interacting with an environment is probably the main idea
when we think about the nature of learning. For instance, much of our knowledge is based on
experiences resulting from interactions. Whether we are learning to drive a car or developing a
conversation, we are aware of the feedback of our environment concerning what we do, and we
try to influence the environment through our behaviour.
Similarly, computers can learn from experience and improve methods and algorithms which
are well explored on Artificial Intelligence. Reinforcement Learning (RL) accounts specially for
goal-directed learning by interacting with the environment. Modeling a problem considering an
RL approach involves learning on how to map situations to actions in order to optimise a given
numerical reward signal. Essentially, the RL system is a closed-loop problem since taken actions
influence the later inputs.
One of the challenges considering RL is the trade-off between exploration and exploitation.
Often the Reinforcement Learning agent prefers actions that it has tried in the past which
resulted in a more effective reward. However to discover such actions, the agent has to try
actions that have not been tried before. The agent has to exploit what it already knows to be
good actions to maximise the reward, but it also has to explore new actions to learn making better
selections in the future. The dilemma is that neither exploration nor exploitation can be pursued
exclusively without failing at the task. The RL agent must vary actions and progressively favor
those which result in a better reward.
The RL environment is generally modelled as an MDP framework. The MDP provides a
decision-making framework where an RL agent makes decisions by interacting with a simulated
environment over a number of steps. An MDP is composed of the following:
• States, which correspond to the set of environment states;
• Actions, to be taken in the environment;
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• Reward function, which defines the reward derived from taking a given action in a given
state; and
• Transition dynamic, which represents the probability of taking an action in a given state.
The goal of solving an MDP is to determine the mapping from states to actions (i.e., pol-
icy), which maximises the reward. When the transition model and reward function are available,
dynamic programming easily solves this task. Otherwise, the concept of an iterative approach re-
mains the backbone of most RL algorithms. These algorithms apply greedy approaches based on
Monte-Carlo (MC) and/or Temporal Difference (TD) in order to keep track of state transitions
when evaluating the application using the MDP framework and by applying mathematical ap-
proaches to balance exploration of new solutions and exploitation of good and well-known ones.
This chapter focuses on MCTS, Temporal-Difference Tree Search (TDTS), and Q-Learning al-
gorithms, which are derived from MC and TD to investigate application reconfiguration.
5.2.1 Monte-Carlo Tree Search
MC methods sample sequences of states, actions, and rewards by interacting with an environ-
ment. Using only current experience from the environment to learn is striking because it requires
no prior knowledge of the transition dynamic or the policy for determining actions from given
states, but can still attain optimal behaviour. One powerful approach is learning by simulated
experience. Although a model is required, it must provide sample transitions, avoiding the en-
tire probability distributions of the transition dynamics required for dynamic programming. MC
methods help for solving the RL problem using averaging sample returns.
One algorithm derived from MC is MCTS which applies heuristic search methods to es-
tablish the best available action in a given situation. It obtains knowledge by simulating the
given problem and thus requires at least its sample model, which is simpler than discovering
the complete transition model of a given task. The MCTS incrementally builds a search tree
which is led by the most promising direction using an exploratory action-selection policy. The
MCTS algorithm consists of a closed-loop, and when increasing the number of iterations the
algorithm brings more precise solutions. The algorithm builds a search tree using the results of
the iterations [58]. Formally, each node n(s) of the search tree T represents a state s that has
been seen during simulation. A node/state maintains a count N(s) with the number of times
it was visited, an action value Q(s, a) for each action a ∈ A(s) and a count N(s, a) with the
number of times the action was picked. An iteration usually consists of four consecutive phases:
• selection which represents the election of actions already memorised in the tree using a
tree policy or employing a default policy for non memorised actions;
• expansion which uses the selected action to add a new node into the tree;
• playout which employs the MDP model to determine a new state and reward using the
current state of the environment and the selected action; and
• backpropagation which backpropagates the result from the playout to feedback up the tree.
A simulation or episode starts at the root state s0 and is divided into two phases. For each
episode, the estimated value function can be updated with an incremental mean. When a state st
is found in the search tree, a tree policy is employed to select an action. Otherwise in the second
phase a default policy continues the simulation until a terminal state. The simplest policy is
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greedy that selects maxaQ(s, a) in the first phase and random actions during the second phase.
MCTS attempts to approximate value functions from experience.
The MCTS algorithm in its basic form can take many steps to converge to a good solution,
thus making it costly. This is mostly due to the effect that the large search space has over the
action-values. Another issue is the inaccurate estimation of the action-values; MCTS accounts
only for the final outcome to update the Q(s, a) while some methods sample predicted future
states and bootstrap to adjust the estimations. To solve the basic MCTS drawbacks, variants
of the algorithm were proposed. For instance, the algorithms MCTS-UCT and TDTS-Sarsa(λ)
change the MCTS behaviour to obtain the action-value Q(s, a). Each algorithm mainly varies
the Tree Policy and backpropagation – different approaches to feedback up the obtained results of
the iteration in tree – methods by employing Upper Confidence Bound (UCB) and/or Temporal
Difference.
MCTS-UCT: MCTS with Upper Confidence Bounds for Trees (UCT) is an algorithm [132]
that applies UCB in the tree policy to avoid the inefficiencies of the greedy approach that might
stick to a limited number of actions after a few poor choices. The UCT algorithm uses an
optimistic approach in the face of uncertainty by giving a bonus that represents the uncertainty
in the Q(s, a) value, hence aiming to explore actions less frequently visited which can favour
potential action-values.
The UCT algorithm handles each state of the decision tree as a multi-armed bandit, in
which each action available to the operator corresponds to an arm of the bandit. The tree policy
chooses a∗ action using UCB1 algorithm [132] to maximise a UCT on the value of actions Q(s, a)
to balance the exploitation of known good reconfiguration mappings evaluating Q(s, a) and the
exploration of untried reconfigurations. The constant C is the factor used to control the impact
of the exploration on node selection:





a∗ = maxaQ(s, a) (5.2)
5.2.2 Temporal Difference Tree Search
TD learning combines MC and dynamic programming ideas. Similar to MC, TD can use raw
experience to learn without knowing the transition model or the policy. While MCTS needs to
wait until an episode ends to update the node and action values, the basic implementation of
TD, i.e., TD(0), waits until the next step and updates the values after transitioning to a new
state st and receiving the reward R(st). Since TD bases its update on an existing estimate, it
is said to be a bootstrapping method. A TD variant that unifies TD and MCTS and allows for
specifying the number of future states on which estimates are evaluated is TD(λ) where a large
value for λ will eventually result in MCTS behaviour.
TDTS-Sarsa(λ): is a TD method that combines Sarsa(λ) and UCT algorithms. The
general Sarsa derives its name from how the policy evaluation algorithm is structured, where a
state-action (S,A) pair yields a reward R and takes the execution to a new state, S′, at which
the policy picks action A′, and the value of this transition is evaluated to Q(S′, A′). Sarsa(λ)
considers m steps of experience [140].
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5.2.3 Q-Learning
Q-learning algorithm has an agent that tries to learn an optimal state-action transition policy
based on state-action rewards that it receives by interacting with the environment [132]. The
agent computes the return, the so called Q-values, of state-actions so that it picks actions that
maximise the reward. With Q-values computed the value of state s is:
Q(s) = maxaQ(s, a) (5.3)
Action values are updated when transitioning from state s to s′ as follows:
Q(s, a) = Q(s, a) + α[R(s) + γmaxa′Q(s
′, a′)−Q(s, a)] (5.4)
where α is the learning rate and γ is the discount factor [132].
All mentioned RL algorithms often employ a model to simulate the interaction with the
environment. Hence, in the next section, we describe an MDP model for application reconfigu-
ration.
5.3 Modeling DSP Application Reconfiguration as an MDP
The application reconfiguration is structured as an MDP that represents an agent’s decision-
making process (i.e., DSP scheduler) when performing the operator reassignment. The MDP
maintains possible states of a simulated environment that uses the model described in Chapter 3
for evaluating the impact of operator migrations.
An MDP provides a decision-making framework where an agent makes decisions by inter-
acting with a simulated environment over a number of steps. As described earlier, an MDP
comprises a set of environment states S including the initial state s0 and a terminal state s|S|−1,
where each state s has a set of possible actions A(s) and a reward function R(s). At a non-
terminal state, the agent picks an available action and interacts with the simulated environment
to determine the state and reward for the next step. For instance, at step t in Figure 5.1 the sys-
tem is at state st and transitions to st+1. Such transition corresponds to performing a possible
action at at st; and receiving a reward rt by evaluating the transition to state st+1.
For building the set of possible environment states for the reconfiguration, we first create a
deployment sequence D, which consists of a sorted list of operators that need to be reassigned
to resources. The sequence is built using breadth-first search [107] to traverse the application
graph, where the system gives priority to upstream operators. A state st at time step t is
a tuple st = 〈Mt,Rt,Lt, dt, ct〉 ∈ S, where Mt contains a mapping of operator/stream onto
resource/link(s), Rt and Lt consist of the residual capacities of resources and links respectively,
dt is an index to the operator deployment sequence D, and ct ∈ {0, 1} indicates whether the
mappingMt violates a constraint (Section 3.3.3).
An action a under state st consists in assigning the operator referred to by dt (i.e., oi) to a
resource a such that 1〈i,a〉 = 1; where 1〈i,a〉 = 1 indicates that operator i is placed on resource a.
Each possible action can consist in maintaining the current mapping of operator oi or migrating
it to another resource. The number of actions is equal to the number of compute resources Rt
with enough memory to meet operator oi requirements, i.e., A(s) = {a ∈ Rt|memra ≥ memoi }.
A transition from state st to st+1 also changes the index to the deployment sequence from
dt to dt+1 where st is a non-terminal state and dt < |D| and ct 6= 1. In Figure 5.1, which depicts
the MDP-simulated deployment of the example given in Figure 3.3, the state st has index dt
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Figure 5.1: Example of MDP-based operator reconfiguration.
pointing to operator 2, whereas state st+1 provides dt+1 referring to operator 3. In this example,
action at is taken to reassign operator 3 to r3. After taking action at at state st, the system
yields a new state st+1. If the new state maintains the current mapping, the agent copies all
the information from st and updates dt+1 to consider the next operator in sequence D. If the
operator referred to by dt is migrated, the agent evaluates the expected cost of the new state
using the model of Chapter 3. The cost function varies depending on the selected approach,
whether it is single or multi-objective.
When simulating the operator migration while transitioning from state st to state st+1, the
agent updates the operator/stream mapping Mt+1, the residual capacities of resources Rt+1
and links Lt+1, and whether constraints are violated ct+1. Using the location of the migrated
operator and the locations of upstream operators, the agent reassesses the stream mapping as
it directly effects the arrival rate (i.e., the network bandwidth) of the migrated operator. Since
there can be multiple paths between two compute resources, the agent picks the one with the
most residual bandwidth to support the volume of events emitted by the upstream operator
and with the shortest latency. If the paths violate a constraint, the agent sets ct+1 to 1 and
skips the rest of the evaluation altogether. Otherwise, the agent continues and evaluates the
operator mapping, where it calculates the input event rate in the target computational resource
considering its upstream operators to verify if the resource can support the memory and CPU
requirements, setting ct+1 to 1 if any constraint is violated. The simulation then returns either
cost = −1 indicating constraint violations, or the cost obtained in the simulation. At last, the
agent updates the residual capacities of compute resources Rt+1 and links Lt+1.
The reward R(st+1) of a state st+1 is given by the difference between the costs0 of the original
mapping and the costst+1 of the state st+1. In other words:
R(s) = costs0 − costst+1 (5.5)
By solving the MDP one obtains a policy π(s) : s ∈ S 7→ a ∈ A(s) with the migrations
needed to reconfigure the operator deployment. An optimal policy is a solution that maximises
the expected reward. By considering that, we propose two approaches as follows:
1. Single-objective: we extend MCTS-UCT to consider all UCT when deciding despite looking
at the UCT in hierarchical form. The new version of the algorithm, called MCTS-Best-
UCT, covers the single-objective approach presented in Section 3.3.5, and we called it as
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MCTS-Best-UCT. Together with the algorithm, we introduce a domain optimisation to
improve the action searching when moving from one state to another.
2. Multi-objective: we employ known RL algorithms along with the multi-objective function
presented in Section 3.3.5.
5.4 Single-Objective Reinforcement Learning Algorithm
This section presents a domain optimisation to sort operators to be migrated, and an algorithm
to devise reconfiguration plans.
5.4.1 Building a Deployment Hierarchy
In some IoT scenarios, DSP applications have data sinks placed on the cloud that store data
or send data to external application while data sinks on edge feed actuators or alert data sinks,
which are time-sensitive. The search space of the application reconfiguration can be enormous
due to the number of available computing resources and application operators. When addressing
only the Aggregate End-to-End Latency (AL) metric into the optimisation problem, we can
assume that operators that flow data only to data sinks on the cloud have less priority than
operators that send data to sinks on the edge. From this a priori knowledge, we propose a
domain optimisation to sort operators when evaluating the application reconfiguration. The
approach increases the chance that operators with greater impact on AL are evaluated first.
The operators are sorted using the candidate infrastructure of Response Time Rate with
Region Patterns (RTR+RP) algorithm presented in Section 4.2, building a Deployment Hierar-
chy (DH) to be exploited by the MDP. Cloud candidates in the RL algorithm iteration do not
move from the cloud until the algorithm explores all combinations of edge candidates on avail-
able computing resources. We also ignore sources and sinks as their placement is user-defined
and do not change.
5.4.2 Traditional MCTS-UCT
MCTS, depicted in Algorithm 3, is a search mechanism consisting of running a number of
simulations to build a search tree with the results [58]. MCTS builds the decision tree one node
at a time, starting with the root node with the state given by the current deployment. At each
iteration, the algorithm takes a set of actions resulting in an episode whose evaluation will force
the creation of a new node. The episode comprises a set of tuples 〈s, a, r, s′〉 where s is the
evaluated state, a is the action to be taken, r is the reward given by R(s), and s′ is the state
resulting from taking action a in state s.
In the context of operator reconfiguration, the episode creation (lines 8–19) begins at the
root node and iterates over the deployment sequence D. At each iteration, the algorithm picks a
possible action from A(s) that either maintains the placement or migrates the operator. Herein
a possible action evaluates existing nodes and ignores actions that would result in assigning
operators to constrained nodes. When a state node exists in the search tree, a tree policy is
employed to evaluate actions; otherwise a default policy is used. The simplest combination
of policies comprises greedy selection maxaQ(s, a) as tree policy and random choice of actions
as default policy. After selecting an action, the algorithm evaluates it using the simulated
environment and appends the resulting state to the episode, along with the reward and the
action itself (lines 16–17). If the new state is invalid, the algorithm considers it as terminal.
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Otherwise, the new state is evaluated in the next iteration (line 18) and this process is repeated
until the end of the deployment sequence.
The first state observed in the tuples of the episode that does not contain a node in the
decision tree (line 21), will result in the creation of a new node in the tree (line 22). The
action value Q(s, a) and the counter with the number of times the action was chosen N(s, a)
are initialised with 0 (lines 23–24). After expanding the decision tree, the value obtained in the
terminal state of the episode (line 26) will be used to update the Q(s, a) and N(s, a) in the
traversal nodes towards the root node (lines 27–29). The update method varies depending on
the variant of the MCTS algorithm – e.g., MCTS-UCT and TDTS-Sarsa(λ).
Algorithm 3: The MCTS algorithm.
1 Function MCTS(s0)
2 T ← n(s0)
3 while within computational budget do
4 episode←GenerateEpisode (T , s0)
5 ExpandTree (T , episode)
6 Backup (T , episode)
7 return n(s) ∈ T with the best reward
8 Function GenerateEpisode(T , s0)
9 episode← {}
10 s← s0
11 while s is not terminal do




16 (s, a, r, s′)←SimulateTransition (s, a)
17 append (s, a, r, s′) to episode
18 s← s′
19 return episode
20 Procedure ExpandTree(T , episode)
21 (s, a, r, s′)← first tuple where n(s′) /∈ T ∧ s′ ∈ episode
22 T ← T ∪ n(s′)
23 Q(s′, a)← 0
24 N(s′, a)← 0
25 Procedure Backup(T , episode)
26 R← r from episode(|episode| − 1)
27 for i = Length(episode) down to 1 do
28 (s, a, r, s′)← episode(i)
29 UpdateTreeValues (T , s, R)
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5.4.3 MCTS-Best-UCT
The algorithm extends MCTS-UCT by storing the UCB value at each node and enabling a search
for the best UCT node. The MDP reconfiguration model allows for making any node terminal
as it contains a valid stream and operator mapping. Algorithm 4 depicts the MCTSBestUCT
function that receives the current mapping (s0), initialises the search mechanism and builds
the tree. MCTSBestUCT is similar to MCTS-UCT, but with different function behaviours.
TreePolicy (line 9) returns the node with highest UCT value, whereas MCTS-UCT starts the
search at the root and estimates the UCT values up to a new state n′ /∈ T . DefaultPolicy
(lines 15-17) expands and simulates (f(s(n), a)) for the new node (n′) taking a random action
from the input node. Backup (lines 19-23) includes and updates the UCB value for each node
as well as the N(s) count and Q value.
Algorithm 4: The MCTS-Best-UCT algorithm.
1 Function MCTSBestUCT(s0)
2 create root node n0 with state s0








11 choose a ∈ untried actions from A(s(n)) at random







19 while n is not null :
20 N(n)← N(n) + 1
21 Q(n)← Q(n) + ∆









5.4.4 Experimental Setup and Performance Evaluation
This section describes the experimental setup, performance metrics and results.
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Figure 5.2: Evaluated applications.
Experimental Setup
The infrastructure is the same as in Section 4.2. That is, 2 cloudlets with 20 Raspberry PI’s 2
each and a cloud with two servers1.
We consider two dataflows, shown as AppA and AppB in Figure 5.2, with multiple data
paths. The edge hosts sources (3, 6 for AppA and 7, 13 for AppB) and sinks (18, 23 for AppA
and 11, 19, 24 for AppB), except for the sink on the critical path (17 for AppA and 21 for
AppB), which is hosted on the cloud.
As performance metrics we consider:
• latency improvement, which represents the best percentage of latency improvement at
a given number of simulations of the MCTS algorithms and Q-Learning;
• number of operator migrations, which refers to migrations needed by the devised plan
to achieve the latency improvement; and
• the minimal AL (in ms), which is achieved when the simulations finish.
Evaluation of End-to-End Application Latency
We evaluate the algorithms under three scenarios:
• Scenario 1: Deploying the whole DSP application wherein the MCTS algorithms, Q-
Learning and MCTS-Best-UCT receive the Cloud placement and run a budget of 10000
simulations to devise a reconfiguration.
• Scenario 2: Applying DH and conducting the experiments as above.
• Scenario 3: Evaluating the minimal AL against state-of-the art algorithms (Cloud,
Taneja’s [134], RTR and RTR-RP [130]) and the baseline approaches in MCTS, Q-Learning
and MCTS-Best-UCT.
1All evaluations use the built-in-house framework, network infrastructure, Python library for crafting the
applications and operator behaviours described in Section 4.2.3.
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Figure 5.3: Latency improvement and operator migrations for AppA without DH.
Figure 5.4: Latency improvement and operator migrations for AppB without DH.
Scenario 1: Figure 5.3 shows the results on latency improvement and number of migrations
for AppA. MCTS-Best-UCT needs more simulations to start improving the latency, but at 8140
simulations it outperforms the other approaches until the budget finishes. Although it achieves
less than 1% of latency improvement compared to TDTS-SARSA(λ) and ≈ 2% compared to
the remaining approaches, as the right-hand graph shows, it requires less migrations to achieve
the latency improvement (10% less migrations than TDTS-SARSA(λ), and 35% less compared
to Q-Learning and MCTS-UCB). This is because MCTS-Best-UCT maintains a global view of
UCB values and at each simulation expands the tree from the node with the best UCB.
Figure 5.4 presents the results for AppB. MCTS-Best-UCT reaches latency improvement
with less simulations outperforming Q-Learning, MCTS-UCT and TDTS-SARSA(λ) by over
3%, 11% and 4%, respectively. As shown on the right-hand figure, MCTS-Best-UCT requires 16
operator migrations while Q-Learning, MCTS-UCT and TDTS-SARSA(λ) perform 18, 17 and
18, respectively.
Scenario 2: Figure 5.5 shows the latency improvement and number of migrations for AppA.
DH prioritises reassigning operators that process and forward events to sinks placed on the edge
and does not reassign operators that forward events only to the cloud. As the left-hand figure
shows, the number of simulations to find a good solution decreases. MCTS-Best-UCT requires ≈
8000 simulations without DH and ≈ 1800 with DH. MCTS-Best-UCT achieves the best latency
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Figure 5.5: Latency improvement and operator migrations for AppA with DH.
and the least number of migrations, down from 9 without DH to 6 with DH.
Figure 5.6: Latency improvement and operator migrations for AppB with DH.
Figure 5.6 shows the latency improvement and number of migrations for AppB. With DH the
number of migrations decreases by ≈ 31% compared to Scenario 1 and the latency improvement
increases by ≈ 7%. MCTS-Best-UCT outperforms MCTS-UCT and TDTS-SARSA(λ) by over
8% and 5%, respectively. Considering Q-Learning, MCTS-Best-UCT has a slight loss in the
latency improvement of less than 0.5%, but its is acceptable because Q-Learning is more costly
to maintain and search into a lookup table with all possible system states. On the other hand,
MCTS-Best-UCT requires only 5 migrations to optimise the end-to-end application latency.
Scenario 3: Figure 5.7 summarises the results on minimal AL with and without DH. The
RTR and Cloud were evaluated without applying DH because they consider the whole application
dataflow. On the other hand, RTR-RP was evaluated considering DH as the algorithm optimises
the number of operators to be assigned. The results show that the RL approaches can improve
and provide more stable operator reconfigurations regarding AL than the state-of-the-art. The
reason is that RL algorithms balance exploration and exploitation of solutions. Also, considering
AL, MCTS-Best-UCT outperformed Taneja’s algorithm and Cloud by over 48%, and RTR by
over 20% without DH. With DH our proposed algorithm outperformed RTR+RP by over 5%.
When compared to the other RL algorithms on average MCTS-Best-UCT reduces the end-to-end
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Figure 5.7: Minimal AL of state-of-the-art against RL approaches with/without DH.
application latency by ≈4%.
Our algorithm demonstrated that it improves the AL metric with fewer migrations in appli-
cation reconfiguration when compared to baseline RL algorithms. When considering the DH,
results showed that it achieves better results when considering the same number of iterations.
During the evaluation of RL algorithms, we identified their potential in solving large space prob-
lems when compared to application configuration solutions. The next section, we advance in the
application reconfiguration problem extending existing RL algorithms to handle multiple QoS
metrics.
5.5 Multi-Objective Reinforcement Learning Algorithms
We extend MCTS-based algorithms such as MCTS-UCT and TDTS-Sarsa(λ) to address the
operator reconfiguration problem by considering multiple metrics such as WAN traffic, reconfig-
uration overhead, the monetary cost of communication and the end-to-end application latency.
5.5.1 Reinforcement Learning Algorithms
The Q-Learning algorithm has shown to be inefficient when considering a single-objective ap-
proach, as presented in Section 5.4. Q-Learning also incurs a high overhead due to maintaining
the Q-table; the application reconfiguration problem has a big range of states and actions. These
issues led us to work with TDTS and MCTS. In this section, we explore MCTS-UCT and TDTS
to identify the application reconfiguration considering a multi-objective approach.
In our version of MCTS,DefaultPolicy method of Algorithm 3 uses a random walk approach
to choose actions. In the UCT (s, a) function of the TreePolicy the exploitation is replaced by
Q(s,a)
N(s,a) as it is the most common approach when using MCTS-UCT. The Backup method of the
algorithm increments the number of node visits N(s, a) and adds the reward from the last tuple
to Q(s, a).
5.5.2 Experimental Setup and Performance Evaluation
This section describes the experimental setup, the performance metrics that are evaluated and
the obtained results.
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Experimental Setup
The infrastructure is the same as in Section 4.2. That is, 2 cloudlets with 20 Raspberry PI’s 2
each and a cloud with two servers2.
We consider 11 application graphs with single and multiple data paths. Each application
has at least 20% of stateful operators.
We use the following QoS requirements as performance metrics:
• aggregate end-to-end latency, which is the difference from the time when events are
generated to the time they are processed by the sinks;
• monetary cost, which represents the cost in dollars by using the Microsoft Azure IoT
Hub Pricing policy;
• WAN traffic, which corresponds the amount of data transferred inter cloudlet, among
cloudlets and cloud communication; and
• reconfiguration overhead, which is the maximum time to reassign operators and states
across the infrastructure.
The RL algorithms are compared against a traditional deployment approach (Cloud) and a
solution from the state-of-the-art that performs cloud-edge placement [134] (LB). Also, we show
the benefits and the behaviours of RL algorithms by varying the metric weights.
Performance Evaluation
The performance evaluation was conducted by giving a budget of 10,000 iterations to the RL
algorithms and we analyse them under three aspects. First, we compare the RL algorithms
against traditional and the state-of-the-art solutions that are oblivious to multi-objective opti-
misations. Second, we demonstrate the non-negligible impact of the reconfiguration overhead.
At last, we show the behaviour of RL algorithms when applying multiple weights to the QoS
metrics.
RL algorithms versus traditional and state-of-the-art deployment: Figure 5.8 sum-
marises the results for application reconfiguration while optimising the end-to-end latency only
(i.e., latency weight equal to 1). The presented values consist of weighted means where weights
are the number of produced messages in each of the eleven evaluated applications normalised by
the maximum observed value for all solutions (Cloud, LB and RL algorithms). The left-hand
graph in Figure 5.8 demonstrates that RL algorithms can achieve ≈ 20% better end-to-end la-
tency, and reduce the WAN traffic by over 50% and the monetary cost by 15%. The downside of
employing end-to-end latency as single-criterion optimisation is the lack of monetary cost and
WAN traffic guarantees. The right-hand graph in Figure 5.8 shows the aforementioned drawback
where the RL algorithms increase the monetary cost by over 15%.
The multi-objective approach provides a holistic view of the environment and allows for
optimising multiple metrics simultaneously while avoiding unwanted spikes of monetary cost
and WAN traffic. Figure 5.9 summarises the values when applying equal weights to end-to-end
latency, WAN traffic and monetary cost. The results show that the RL algorithms outperform the
state-of-the-art and traditional approach in terms of end-to-end latency and bring guarantees to
2All evaluations use the built-in-house framework, network infrastructure, Python library for crafting the
applications and operator behaviorus described in Section 4.2.3.
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Figure 5.8: Cloud and LB, with end-to-end latency weight = 1.
LB
Figure 5.9: Cloud and LB with weights for end-to-end latency, monetary cost and WAN traffic equal
to 0.33.
WAN traffic and monetary cost when addressing the problem as a multi-objective optimisation.
For instance, the RL algorithms reduce the end-to-end latency by 15% on average while bringing
the monetary cost down by 70% and reducing the communication by 65%.
Overhead of the reconfiguration decisions: Although the WAN traffic, end-to-end la-
tency, and monetary cost have a non-negligible impact on the quality of operator placement,
it is important to consider the overhead that a reconfiguration decision might incur. The re-
configuration overhead comprises the time required to move operator states and code from one
computational resource to another and restart the operator at the destination resource. Using
a pause-and-resume approach, the system will be paused until the reconfiguration finishes while
operators located upstream to those being migrated will store the events being ingested by the
application data sources. For instance, if the system takes one second for reconfiguring an ap-
plication, and a data source generates 10,000 events per second, then these events will be held
by upstream operators resulting in long synchronisation overhead that can be unacceptable for
time-sensitive applications.
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Cloud LB Cloud LB
Figure 5.10: Reconfiguration overhead of Cloud and LB. On the left-hand graph the end-to-end latency
weight is 1; the right-hand graph shows results of equal weights to end-to-end latency, monetary cost
and WAN traffic.
Figure 5.10 presents the reconfiguration overhead for the weighted scenarios of the previous
execution. The RL algorithms achieved lower reconfiguration overhead in over 40% when start-
ing from the Cloud approach. As LB handles the infrastructure as a single set of computational
resources (i.e., the computational resources are considered to be in the same local area) achiev-
ing a disperse deployment as presented by Veith et al. [130]. On the one hand, LB operator
deployment needs to migrate operators from multiple areas (between edge sites and among edge
sites and the cloud), and on the other hand, starting with Cloud, the RL algorithms have to
move operators just from the cloud to the edge.
RL algorithm behaviours when applying multiple weights to QoS metrics: A set
of experiments is conducted covering various combinations of metric weights to investigate how
the RL algorithms react under multiple optimisation criteria. The metric values were obtained
from the same weighted average of Section 5.5.2, but normalised by the maximum observed
values from all experiments (two previous scenarios). Hereafter, the term base values is used
as a reference to the end-to-end latency, monetary cost and WAN traffic obtained from LB and
Cloud operator deployments. For the reconfiguration overhead we consider the maximum value
from RL algorithms when oblivious to this metric. Figure 5.11 summarises the results of equal
weight of 0.25 to all metrics when starting with a deployment using either Cloud or LB. The
RL algorithms reduce in over 45% the end-to-end latency, monetary cost and WAN traffic while
achieving ≈ 30% less reconfiguration overhead against the base values.
As DSP applications are time-sensitive, we evaluate a scenario focusing on improving the
end-to-end latency along with the other QoS metrics. Figure 5.12 introduces the results with
a weight of 0.7 to end-to-end latency and 0.1 to the other metrics. The set of weights allows
for reducing the reconfiguration overhead by over 30%, the end-to-end latency by over 50%,
the WAN traffic by more than 50% and the monetary cost in ≈ 45% compared to the base
values. The current set of weights significantly reduces the reconfiguration overhead and slightly
improves the end-to-end latency at the cost of raising the WAN traffic and the monetary cost
when compared to the scenario that assigns equal weights to all QoS metrics. The high priority
given to the end-to-end latency, the agg_cost presented in Section 3.3.5, and the optimistic
approach in the face of uncertainty of UCT-based algorithms – TDTS-Sarsa(λ) and MCTS-



















































































Figure 5.12: Cloud and LB with weights 0.7, 0.1, 0.1, and 0.1 for end-to-end latency, monetary cost,
WAN traffic and reconfiguration overhead, respectively.
UCT – led to explore actions that improve the reconfiguration overhead.
The previous scenarios provided some insights regarding the trade-off between end-to-end
latency and the other metrics. The priority assigned to the end-to-end latency did not converge
to a significant improvement whereas assigning equal weights of 0.25 achieves certain stability
that does not vary when changing end-to-end latency to 0.7. However, focusing only on the
end-to-end latency introduces a degradation of WAN traffic and monetary cost metric. Hence,
we merged the two previous scenarios by giving 0.4 importance to the end-to-end end-to-end
latency and 0.2 to WAN traffic, monetary cost, and reconfiguration overhead. Figure 5.13 shows
that as expected the end-to-end latency remains stable and the weights assigned to the QoS
metrics allow for keeping the monetary cost down while reducing the reconfiguration overhead
and the WAN traffic.
One can observe that the set of metric weights as well as the initial placement (Cloud or
LB) dictate the performance of the RL algorithms. In this sense, the best configuration was
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Figure 5.13: Cloud and LB with weights 0.4, 0.2, 0.2, and 0.2 for end-to-end latency, monetary cost,
WAN traffic and reconfiguration overhead, respectively.
achieved by employing 0.4 to end-to-end latency and splitting 0.6 equally among the other
QoS metrics. Also, both MCTS approaches had a similar behaviour as they are UCT-based
and hence avoid the inefficiency of the greedy approach that may stick to a limited number of
actions. In addition, TDTS had a slight degradation of performance when compared to the
basic MCTS method. This happens because the algorithm SARSA(λ) requires a fine tune of
its parameters (reward discount and eligibility trace decay rates) as presented in Section 5.2.
Overall, the proposed MDP model and the multi-objective reward brought a holistic view to the
RL algorithms allowing for outperforming the state-of-the-art and the traditional approach.
5.6 Conclusion
This introduced an MDP model and employed MCTS-UCT and TDTS-Sarsa(λ) algorithms to
devise application reconfiguration plans. We proposed an algorithm to minimise the aggregate
end-to-end latency while reducing the number of required iterations to create an episode. We
also introduced a domain optimisation for RL algorithms in order to reduce the action search
space. The method applies a domain knowledge avoiding to reconfiguring operator that only
process and forward events to sinks on the cloud. We compared the performance of the state-
of-the-art on MCTS algorithms and Q-Learning algorithms against the proposed method and
algorithm. The results showed that our approach is capable of achieving similar or better latency
improvement while requiring fewer operators to be migrated.
We also extended RL algorithms to tackle multi-objective problem optimisation by con-
sidering end-to-end latency, WAN traffic, monetary cost, and reconfiguration overhead. We
considered an IoT scenario for evaluating our approach that comprises several DSP applications
and a cloud-edge infrastructure. Our version of RL algorithms was evaluated and compared
against state-of-the-art solutions. The results showed that our MDP model and multi-objective
approach enable RL algorithms to have a holistic view of the application reconfiguration and
allow for reducing all target QoS metrics by over 50%.
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6.1 Discussion
This thesis addressed the challenge of (re)configuring Data Stream Processing (DSP) applications
on infrastructure combining cloud and edge computing resources. We focused on mechanisms
that can improve the application performance. Solutions for DSP application (re)configuration
need to meet QoS requirements such as end-to-end application latency, monetary cost, WAN
traffic, reconfiguration overhead, among others.
We investigated existing work on DSP elasticity, and (re)configuration, and enumerated sev-
eral characteristics of existing systems such as their architectural views, data management and
structure, operational models, operator behaviours and scheduler organisation. This investiga-
tion revealed:
• An extensive literature on DSP application elasticity, and (re)configuration on the cloud;
• Some efforts on modelling the (re)configuration of DSP applications; and
• Attempts to improve the execution of DSP applications by exploring the edge computing.
The investigation also showed a lack of mechanisms that build on these efforts, that enable
placing DSP applications on highly distributed infrastructure, and that meet either a single or
multiple Quality of Service (QoS) requirements simultaneously. These lessons led to a proposed
set of mechanisms for (re)configuring DSP applications on highly distributed infrastructure. The
mechanisms were conceived using Queueing Theory that allows for estimating: the number of
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messages waiting to be handled, the time for processing and transferring messages, the required
amount of memory for storing states and waiting messages, the arrival rate and departure rate
of messages, the required amount of computation to process the arriving number of messages,
and so on. The model viewed the DSP system as multi-layered architecture, which is required
to execute applications on highly distributed infrastructure. The model also considered existing
DSP operator behaviours such as operator selectivity, changes in the volume of data across
operators, and the communication overhead in a geographically distributed infrastructure.
The complexity of (re)configuring DSP applications on heterogeneous computing resources
inspired the conception of mechanisms based on single and multi-objective optimisation. Instead
of hosting all operators required by a DSP solution in the cloud itself, we considered a more
decentralised approach where the application is decoupled and placed across multiple geograph-
ical locations. Our effort aims to improve resource utilisation and data movement, which can
be achieved by deploying DSP operators along a physical path by considering data source and
sink locations. In this kind of infrastructure, there are variables such as computational power,
network bandwidth, network latency, application constraints, network topology, that have a
significant impact on placement decisions and bring complexity to the problem. The problem
is exacerbated when considering highly distributed infrastructure as assigning operators to het-
erogeneous resources has proven to be NP-hard [27]. The concept of exploring the edges allows
the DSP applications to reduce QoS metrics such as volume of transferred data, end-to-end
application latency and communication costs.
With respect to finding solutions for configuring DSP application, this thesis proposed strate-
gies that rely on the end-to-end application latency for meeting the single objective optimisation.
When considering multiple objective optimisation it extended one of the proposed strategies to
include metrics as monetary cost and WAN traffic. The configuration strategies look at the
DSP application as Series-Parallel-Decomposable Graphs (SPDG), where we investigated tech-
niques for decomposing the graph and providing an operator ordering by giving priority to
upstream operators when evaluating their placement. In addition, experiments evaluated the
performance of the strategies by considering microbenchmarks and complex applications with
multiple paths. Simulation results obtained by modelling the cloud-edge infrastructure and
DSP application showed that it is possible to split the DSP operator graph across edge devices
and cloud dynamically thus improving the end-to-end latency and respecting edge devices and
network constraints. The benefits derive from how effective the approach reduces the communi-
cation overhead. By doing so, it compensates the limitations of edge devices and minimises the
end-to-end application latency by over 50% when compared to Cloud only deployment.
We also extended one strategy to include new QoS metrics and implemented it in the R-
PULSAR framework, which is a real-life Data Stream Processing Engine (DSPE) developed
to deal with cloud-edge infrastructure. Results showed that our approach can save over 50%
the communication costs, reduce in up 38% data transferred across computing resources, and
minimise over 38% the end-to-end application latency. Our approach allows a user to specify
the importance of QoS metric weights by employing a Simple Additive Weighting method where
multiple metrics can be handled simultaneously.
This effort on configuring DSP applications motivated the investigation of mechanisms for
another phase of the DSP application life-cycle, namely the application reconfiguration. DSP
applications are long-running, and the load and infrastructure conditions can change after their
initial placement, which can require their reconfiguration. Meanwhile, we observed how emerg-
ing techniques on Reinforcement Learning (RL) had proposed efficient mechanisms to address
problems with large search spaces. As a result of our investigation, we applied RL mechanisms
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to handle the application reconfiguration problem. We contributed with an Markov Decision
Process (MDP) model, an RL algorithm based on MCTS-UCT, and a domain optimisation for
improving the RL action search space.
The proposed algorithm and domain optimisation were employed to address the minimise the
end-to-end application latency while reconfiguring a DSP application. Simulation results showed
that domain optimisation allowed the RL algorithms to achieve better end-to-end application
latency in fewer iterations, while our algorithm achieved good latency improvement with fewer
operator migrations when compared to existing RL algorithms. We also extended existing RL
algorithms to handle multi-objective optimisation. Simulation results revealed that our approach
led to reducing the QoS metrics by over 50% when compared to cloud deployment.
Moreover, the solutions proposed in this thesis can be applied to address multiple societal is-
sues. Improving the latency of applications and resource utilisation can prevent resource wastage
and therefore reduce the CO2 footprint of the employed computing infrastructure. Moreover,
IoT is becoming key to optimise the management of industrial and operational infrastructure.
By decoupling DSP applications and allowing their placement on cloud-edge infrastructure, we
allow for a larger number of applications to be deployed, also enabling executing applications
with more stringent requirements of near-real-time. This enables a new range of applications in
fields like accessibility, education, sustainability, among other areas.
6.2 Future Directions
Nowadays, organisations often demand not only online processing of large amounts of streaming
data, but also solutions that can perform computations on large data sets by using models
such as MapReduce. As a result, big data processing solutions employed by large organisations
exploit hybrid execution models (e.g, using batch and online execution) that can span multiple
data centres. In addition to providing elasticity for computing and storage resources, ideally, a
big data processing service should be able to allocate and release resources on demand. This
section highlights some future directions in this area.
6.2.1 SDN and In-Transit Processing
Networks are becoming increasingly programmable and flexible by using several solutions such
as Software Defined Network (SDN) [85] and Network Functions Virtualization (NFV), which
can provide mechanisms required for allocating network capacity for certain dataflows both
within and across data centres with certain computing operations been performed in-network.
In-transit DSP can be carried out where certain processing elements, or operators, are placed
along the network interconnecting data sources and the cloud. This approach raises security
and resource management challenges. In scenarios such as Internet of Things (IoT), having
components that perform processing along the path from data sources to the cloud can increase
the number of hops susceptible to attacks.
Most of the existing work on DSP application (re)configuration considered network metrics
such as latency and bandwidth while proposing decentralised algorithms, without taking into
account that the network can be programmed and capacity allocated to certain network flows.
The interplay between hybrid models and SDN as well as joint optimisation of DSP application
(re)configuration and flow routing in edge computing can be better explored.
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6.2.2 Investigation of Machine Learning Mechanisms
Emerging cognitive assistance scenarios [69] offer interesting use cases where machine learning
models can be trained on the cloud and then be deployed on edge computing resources. This
thesis applied RL algorithms with the goal of exploring edge computing resources, but focusing
on how to split DSP applications dynamically across edge and cloud computing resources. We
focused on applying MCTS-based algorithms and Q-Learning, but our model can be leveraged
to implement a big range of ML algorithms for application (re)configuration problem using for
example Trust Region Policy Optimisation (TRPO), Support Vector Regression (SVR), among
others algorithms.
The solution offered in this thesis for sorting DSP operators improve the chance that op-
erators that have a greater impact on latency are evaluated first. Our solution gives priority
to given actions by considering whether an operator sends data to the cloud or when deciding
operator migrations. The approach leads to solutions that improve the aggregate end-to-end
latency metric. When considering monetary costs for communication and reconfiguration over-
head, operators that send data to the cloud must have the same priority because they affect the
metrics directly. There is hence a lack of mechanisms to dynamic explore the action search space,
for example, Convolutional Neural Networks (CNNs) and Neural Networks (NNs) to create a
network of action probabilities at TreePolicy. By training this network, the process of picking
actions can be improved.
6.2.3 Programming Models for Hybrid and Highly Distributed Architecture
DSPEs that provide high-level programming abstractions have been introduced in recent past to
ease the development and deployment of big data applications that use hybrid models [30, 61].
Platform bindings have been provided to deploy applications developed using these abstractions
on the infrastructure provided by commercial public cloud providers and open source solutions.
Under the Apache Beam project [10], efforts have been made towards providing a unified
SDK while enabling processing pipelines to be executed on distributed processing back-ends such
as Apache Spark [151] and Apache Flink [12]. Beam is particularly useful for embarrassingly
parallel applications. There is still a lack of unified SDKs that simplify application development
covering the whole spectrum, from data collection at the Internet edges to processing at micro
data centres (more closely located to the Internet edges) and data centres.
This thesis offered a programming model for specifying how DSP applications should be
split across the edge and the cloud. However, this field should be better explored where high-
level programming abstractions and bindings to platforms capable of deploying and managing
resources under such highly distributed scenarios are desirable.
6.2.4 Simulation Frameworks for DSP Systems
Currently, there are simulators that can handle cloud-edge infrastructure like Omnet++ and
others designed specifically for this type of infrastructure such as iFogSim [66] and RECAP [33].
However, they do not offer DSP toolkits, and users must implement support for DSP by them-
selves, which is time-consuming. Moreover, simulators do not support certain types of networks
and protocols that comprise the fabric of edge infrastructure such as LTE, LoRaWAN, Zigbee,
among others. Efforts should be made towards developing high-level APIs that facilitate the
modelling and simulation of DSP applications and the comparison of scheduling mechanisms.
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6.2.5 DSP System, and Failure and Energy Consumption Models
In this thesis, we addressed the problem of application (re)configuration. An extension to this
work would consider scenarios where computing resources can fail during the execution of a DSP
application, or when there exists energy constraints for edge devices. Nowadays, there is a lack of
understanding on the type and frequency of failures and energy consumption of sensors and edge
devices. Including these features in our solutions was out of the scope of this thesis. It requires
a deep analysis of the cloud-edge infrastructure in order to build failure and energy consumption
models. Hence, an effort is required to build models capturing the aforementioned behaviours.
A call to arms is necessary towards devising energy consumption and failure models for data
stream analytics on cloud-edge infrastructure. Such models could enable the development of
more fault tolerant and sustainable solutions for resource management in highly distributed
infrastructure.
6.2.6 Scalability
Market research constantly advocates the continuous and exponential growth of IoT and in-
vestments in this field1. Considering this and the current state of DSPEs, there is a lack of
solutions that handle the ever-increasing number of edge devices. This thesis proposed a cen-
tralised management solution for DSP systems. Some solutions [45, 145, 146, 154] have explored
blockchain-based technology to support distributed control systems and provide decentralised
management. It is extremely important that attempts should be made towards decentralised
resource management systems mainly considering aspects such as scalability, privacy, and secu-
rity.
1According to Gartner Inc. the market for IoT is likely to have an estimated 20.4 billion connected sensors
by 2020 [97]
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