Detecting errors on electric motors using psychoacoustic sound features by Rutar, Erik
 
UNIVERZA V LJUBLJANI 















Zaznavanje napak na elektromotorjih s pomočjo 















































UNIVERZA V LJUBLJANI 

















Zaznavanje napak na elektromotorjih s pomočjo 


















































Zahvalil bi se rad profesorju dr. Juriju Prezlju za strokovno pomoč in nasvete pri izvajanju 
magistrske naloge. V času izdelave magistrske naloge mi je namreč bil ves čas na voljo ter 
me usmerjal. Prav tako se zahvaljujem podjetju za dobavo vzorcev za testiranje, ter za pomoč 
pri simuliranju napak. Zahvaljujem se tudi oddelku Razvoja hrupa in vibracij, ki je svoj delež 
dodal s posojilom profesionalne merilne opreme za izvedbo meritev.  
Prav tako mi je ob strani stala družina in me podpirala tako moralno kot finančno skozi 
celoten študij, kateri brez njih ne bi mogel potekati nemoteno. Posebna zahvala gre tudi moji 










































Zaradi močne konkurence na trgu je kontrola hrupa elektromotorjev vedno bolj prisotna in 
vedno bolj stroga, zato podjetje teži k nenehnemu znižanju hrupa elektromotorjev. Prav tako 
je z ustrezno obdelavo zvoka, lahko le-ta močan indikator napak na elektromotorjih.  
Podjetje že izvaja različne kontrolne meritve, ki določajo ustreznost motorja, a se pri montaži 
pojavijo napake, ki jih je težko zaznati preko merjenja teh fizikalnih veličin. Z obstoječimi 
kontrolnimi napravami za hrup, pa se opazuje le absolutne vrednosti hrupa in vibracij 
(klasičen pristop), kateri se večkrat izkaže za neučinkovitega. 
V delu je predstavljen povzetek raziskave, ki je bila opravljena na 20-ih vzorcih 
elektromotorjev. Cilj naloge pa je preveriti ali lahko s pomočjo računanja psiho-akustičnih 































Because of the strong competition in electric motors manufacturing, manufacturers put more 
and more effort in noise control. Besides, noise might be a very strong indicator of possible 
motor errors, if observed properly. 
Company is already measuring many properties of electric motor although during the 
mounting process of electric motors, many mistakes can be done and some of them can not 
be detected with those measurements. Existing control devices are based on absolute values 
of noise and vibration (classic approach), which in many cases, doesn't seem to be effective, 
so use of a psycho-acoustic approach in failure detection, might be worth trying. 
In this work, the research was done using 20 sample electric motors. The goal of the research 
was to determine, whether we can distinguish between good and bad samples, by extracting 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
A m2 Površina 
C / Crest faktor 
c m/s Hitrost zvoka 
E dB Stopnja vzbujanja 
f Hz Frekvenca 
Fs Hz Frekvenca vzorčenja 
fX / Gostota verjetnosti 
I W m-2 Zvočna intenzivnost 
k / Kalibracijski faktor 
Kurt / Kurtosis faktor 
LI dB Raven zvočne intenzivnosti 
Lp dB Raven zvočnega tlaka 
mx  Povprečna vrednost 
N son Glasnost 
N' son/bark Specifična glasnost 
n0ratio / Razmerje višjih harmonikov 
p Pa Tlak 
r m Razdalja 
R J K-1 mol-1 Splošna plinska konstanta 
Rough asper Roghness (hrapavost zvoka) 
S acum Sharpness (ostrina zvoka) 
Skew / Skewness faktor 
t s Čas 
T K Temperatura 
ton / Tonality 
W W Zvočna moč 
ZCR / Prečkanje ničle (zero crossing) 
ΔL dB Globina maskiranja 
ε % Napaka algoritma 
Κ / Razmerje specifične toplote 
λ nm Valovna dolžina 
ρ kg m-3 Gostota 
σ  Standardna deviacija 
ω s−1 Krožna frekvenca 
   
Indeksi   
   
a Aksialno  
max Maksimalna vrednost vektorja  
mod Modulacija  
ok Okolica  
p,sk Skupni tlak  
 
xxii 
ratio Razmerje   
RMS Root-mean-square  
RMS,sk Skupni root-mean-square  
s Vzorčenje  
T Klasifikacija po točkah  
time Čas  







Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
AC Alternate current (izmenični tok) 
AM  Aritmetična sredina (arithmetic mean) 
DC Direct current (enosmerni tok) 
deep-NN Deep learning 
GM Geometrijska sredina (geometric mean) 
GMM Gaussian Mixture Method 
HMM Hidden Markov Model 
kNN k-Nearest Neighbor (k-najbližjega soseda) 
MCR Mid-reference level crossing (prečkanje sredine) 
MT Merilna Točka 
NOK Not OK – motor z napako 
PMDC Permanent magnet DC (DC motor s trajnimi magneti) 
RMS Root-mean-square 
RPM Revolutions per minute (vrtljaji na minuto) 
SFM Spectral flatness measure (ploskost signala) 
SPL Sound pressure level (raven zvočnega tlaka) 
STD Standardna Deviacija 
SVM Support Vector Machine 
TP  Transportni pokrov 
ZCR Zero Crossing (prečkanje ničle) 











Nemško podjetje, s sedežem v Stuttgartu, je eden izmed vodilnih opremljevalcev 
polizdelkov za avtomobilsko industrijo in je podjetje s skupno preko 50.000 zaposlenih v 
stotih različnih proizvodnih obratih. Poleg tega imajo šest raziskovalnih in razvojnih centrov 
po svetu. Leta 2014 je kupilo Slovensko podjetje in je s tem potisnilo v sam svetovni vrh 
proizvajalcev elektromotorjev. Podjetje proizvaja elektromotorje za različne vrste aplikacij 
kot npr. pogonske sisteme, alternatorje, zaganjalnike, pomožne pogonske sisteme itd. ter je 
s tem vključeno v svet avtomobilske industrije (oznaka ''automotive''). Podjetje opremlja 
električne pogonske sisteme, katere vgrajujejo svetovno znana avtomobilska podjetja. Poleg 
''automotive linije'' pa podjetje proizvaja vrsto različnih elektromotorjev za gradbeno 
mehanizacijo kot npr. pogonski sklopi za hidravlične sisteme, pogonski sklopi za dvižne 
platforme, viličarje, letalske vozičke kateri se prodajajo tako znotraj EU kot tudi v države 
Severne Amerike ter Japonsko. 
1.1. Ozadje problema 
Podjetje proizvaja celo serijo različnih izdelkov z oznako ''automotive'', kar še dodatno 
poostri zahteve po predvsem zanesljivem delovanju (prometna varnost) ter po tihih 
elektromotorjih (udobje). Zahteve se na trgu višajo tudi zaradi večanja konkurence, kar pa 
nenehno stopnjuje kompleksnost kontrole končnih izdelkov. S tem so obstoječe kontrolne 
naprave na področju hrupa zastarele in je zaradi želje po zagotavljanju kakovosti in 
zanesljivosti potrebno kontrolne naprave posodobiti. 
Na montažnih linijah se izvajajo nekateri standardni, avtomatski testi kvalitete 
elektromotorja (izolacijska prebojnost, tesnost, upornost, induktivnost itd.), večji deficit pa 
se kaže v testiranju hrupa in vibracij elektromotorja. Kontrola vibracij je do sedaj izvedena 
zgolj z evaluacijo absolutnih vrednosti. Hrup pa se preverja tako, da je na montažno linijo 
nameščena tiha soba, v katero je postavljena kontrolna naprava, ki preverja nivo zvočnega 
tlaka, kar pa se večkrat izkaže kot neučinkovito. Nivo zvočnega tlaka je namreč večkrat pod 
dopustno mejo, čeprav je motor neustrezen. Človeško uho sicer napako na manjši seriji 
motorjev zazna, a se človek na vsak hrup nekoliko prilagodi in bi zato bila tudi subjektivna 
ocena ustreznosti motorja na večji seriji neučinkovita. Smiselno je torej zasnovati napravo, 
ki bi poleg nivoja zvočnega tlaka, zvok klasificira na podoben način, kakor to izvede tudi 
človeško uho (psiho-akustične cenilke). Ta način klasifikacije zvoka se v zadnjem času 




Raziskava je v tej nalogi razdeljena na dva dela in sicer na izvajanje meritev ter na obdelavo 
podatkov. Tako smo se v prvem sklopu osredotočili na simuliranje napak ter izvajanje 
meritev. Za izvedbo takšne raziskave je torej najprej potrebno zbrati elektromotorje in sicer 
20 ustreznih vzorcev, katere lahko s pomočjo drugih merilnih postopkov (merjenje 
električnih karakteristik elektromotorja, kontrola hrupa) objektivno ocenimo kot ustrezne. 
Na motorjih je nato potrebno določiti točke, ki so najbližje oz. ki najbolje predstavljajo 
simulirane napake. Tako smo na vzorcih z napako ležaja označili merilno točko v neposredni 
bližini ležajev, za napako komutatorskega obroča bomo izbrali merilno točko tik nad njim 
itd. 
Od dvajsetih vzorcev, bomo nato 10 označili kot ustrezne, ostalim desetim bomo pa 
simulirali klasične napake, ki se pojavijo na elektromotorjih in jih ustrezno označili. Vse 
napake bomo simulirali tako, da bojo najbolje posneli realno napako, ki se pojavi pri 
montaži. Tako je ležaj smiselno aksialno preobremeniti, na kolektorju izvesti ''iglo'' ter 
poškodovati površino, za simuliranje napake drsanja izolacije rotorskega paketa pa bo 
potrebno nekoliko improvizirati. 
Dobre in slabe vzorce postavimo v tiho sobo na montažno linijo (meritev postavljena v 
industrijsko okolje), in v vsaki točki posnamemo 5 sekund zvoka.  
V drugem sklopu raziskave je predstavljena analiza dobljenih podatkov iz meritve in 
evaluacija vzorcev. Dobljene meritve shranimo in iz njih izračunamo testne statistike. Ker 
gre za veliko populacijo podatkov (frekvenca vzorčenja 48 kHz), zaključke pa se sklepa le 
na vzorčni populaciji, je potrebno upoštevati tudi statistične lastnosti izračunanih značilnic, 
kot so npr. povprečje in standardna deviacija. Izračunane značilnice si najlažje predstavljamo 
z izrisom v grafu. 
Od rezultatov pričakujemo, da bo izračunana vrednost  testne statistike serije dobrih vzorcev 
na grafu znotraj nekega intervala, torej bo neka testna statistika, pri dobrih vzorcih imela 
statistično gledano enako populacijo, serija slabih vzorcev pa bi pri teh testnih statistikah 
odstopala, torej bi bila zunaj tega intervala. V kolikor bi se izkazalo da meritve zares 
odstopajo, bi bilo potrebno izvesti še algoritem, ki loči statistiko populacije izmerkov slabih 







2. Teoretične osnove in pregled literature 
2.1. DC motor 
2.1.1. Zgradba in delovanje DC motorja 
DC motor oz. motor na enosmerni tok je električna naprava, ki pretvarja električno energijo 
(enosmerno napetost) v mehansko energijo (navor). Je en izmed dveh najosnovnejših tipov 
elektromotorjev (drugi je AC motor – motor na izmenični tok). Izhaja iz osnove, da zanka 
žice po kateri teče tok, proizvede elektromagnetno polje, ki je poravnano s središčem zanke. 
Če to zanko postavimo znotraj nasprotno usmerjenih magnetov, se na zanki pojavi magnetna 
sila. Smer in velikost proizvedenega magnetnega polja lahko spreminjamo s spreminjanjem 
smeri in magnitude električnega toka, ki teče skozi zanko. Na ta način lahko DC motorju 
krmilimo smer in hitrost vrtenja. 
 
Slika 2.1: Shematski prikaz principa delovanja DC motorja [15] 
DC motor je sestavljen iz štirih glavnih delov: 
 Rotor s komutatorskim obročem (vrteči del DC motorja) 
 Stator (stoječi del DC motorja) 
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 Krtačke (le krtačni DC motorji) 
 Ohišje 
Najenostavnejši tip DC motorja ima v statorju permanentne magnete, rotor pa je navit. 
Skoraj vsi tipi DC motorjev, imajo nekakšen notranji mehanizem - elektromehanski (krtačke 
– krtačni DC motor) ali elektronski (vezje – brezkrtačni DC motor) da periodično menjajo 
smer toka skozi motor. Na ta način dosežemo, da se motor sploh zavrti. Glavna prednost 
brezkrtačnih je predvsem tišje delovanje, prednost krtačnih DC motorjev pa enostavnost ter 
cenenost. Slabost krtačnih DC motorjev pa je v tem, da imamo zaradi naleganja grafitnih 
krtačk iskrenje, ter obrabo le-teh. 
Uporabljen tip DC motorja pa ima navit tako stator kot rotor in je za spreminjanje smeri 
magnetnega polja potrebno naleganje krtačk po komutatorskem obroču - komutacija. 
2.1.2.Tipi DC motorjev glede na vezavo 
V primeru da v elektromotorju nimamo trajnih magnetov, je navitje statorja in rotorja lahko 
postavljeno v serijsko (zaporedno), shunt (vzporedno) ali kombinirano vezavo. Vsaka izmed 
vezav ima svoje prednosti in svoje slabosti. 
 
2.1.2.1.  DC motor s trajnimi magneti (PMDC) 
Ta tip motorja ima v statorju trajne magnete, rotor pa je navit oz. redkeje tudi obratno. V tem 
primeru motor uporablja trajne magnete za oskrbo z magnetnim poljem. Prednosti takega 
motorja so da ne potrebuje napajanja statorja, kar zviša efektivnost DC motorja, poleg tega 
pa je zaradi tega zgradba motorja enostavnejša ter ima manjše dimenzije. Vse skupaj pa 
znižuje ceno elektromotorja. Slabosti takega tipa DC motorja so da je magnetno polje, ki ga 
proizvede stator konstantno in ga ne moremo zunanje krmiliti. Zaradi tega je natančna 
kontrola hitrosti takega DC motorja zahtevna. Poleg tega se zaradi prevelikega toka skozi 
rotor pojavi tako veliko magnetno polje, da se magneti v statorju razmagnetijo. PMDC 
motorji se uporabljajo za aplikacije za relativno majhne moči. 
 
Slika 2.2: Vezalna shema motorja s trajnimi magneti 
 
2.1.2.2.  Serijski – zaporedno vezani DC motor 
V tem primeru sta navitje statorja in rotorja vezana v zaporedno vezavo. Stator je navit z 
nekaj ovoji večje žice da lahko prenaša velike tokove. Tak tip DC motorja proizvede velik 
navor pri nizkih vrtljajih – zagonski navor. Nevarnost takega motorja je, da se vrtilna hitrost 
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v neobremenjenem stanju  lahko poveča do take mere, da se motor poškoduje. Njegova 
slabost pa je, da je njegova vrtilna hitrost močno odvisna od obremenitve DC motorja. Zaradi 
tega navadno serijski DC motorji niso primerni za aplikacije, kjer se zahteva konstantna 
hitrost vrtenja. V tej nalogi smo se omejili na zaporedno vezani DC motor, katerega smo tudi 
obravnavali. 
 
Slika 2.3: Vezalna shema zaporedno vezanega DC motorja 
 
2.1.2.3.  Paralelni – vzporedno vezani DC motor (shunt) 
Pri paralelnem DC motorju je navitje statorja vzporedno vezano z navitjem rotorja. Zaradi 
tega se paralelno vezanim DC motorjem lahko natančno krmili hitrost. Navitje v statorju je 
lahko priključeno na isti električni vir kot rotor ali pa ločeno. Prednost ločenega napajanja 
je v tem, da se tak tip elektromotorja lahko uporablja tudi v sistemih z rekuperacijo energije. 
 
Slika 2.4: Vezalna shema vzporedno vezanega elektromotorja - z ločenim vzbujanjem statorja 
(levo) in s skupnim vzbujanjem (desno) 
 
2.1.2.4.  Kombinirani (ang. compound) DC motor 
Je kombinacija zaporedne in vzporedne vezave. Kombiniran DC motor ima eno navitje 
statorja vezano zaporedno, drugo pa vzporedno z navitjem rotorja. Zaporedna vezava tako 
nudi boljši zagonski moment, vzporedna – shunt – vezava pa skrbi za boljšo regulacijo 
hitrosti.  
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Slika 2.5: Vezalna shema kombiniranega DC motorja 
2.1.3. Električne karakteristike serijsko vezanega DC motorja 
Električne karakteristike DC motorja so veličine, ki opredelijo kvaliteto delovanja našega 
elektromotorja. Glede na zahteve kupca, se v predrazvoju določi teoretične krivulje za 
posamezno karakteristiko. Motor se nato izdela, v merilnici pa izmerijo še realne 
karakteristike elektromotorja in s tem opredelijo ali je motor ustrezen ali ne. 
 
Kot glavne električne karakteristike motorja se smatrajo: 
 Tok v odvisnosti od navora bremena 
 Moč v odvisnosti od navora bremena 
 Vrtljaji v odvisnosti od navora bremena 
 Izkoristek v odvisnosti od navora bremena 
 
Slika 2.6: Teoretične električne karakteristike DC motorja AMK 
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2.1.4. Uporaba in aplikacija DC motorjev (AMK) 
Obstaja zelo velik spekter velikosti in zmogljivosti DC motorjev, zato so v splošnem DC 
motorji zelo pogosto uporabljeni za zelo različne namene. Glavni namen uporabe za 
raziskavo izbranih DC motorjev je pogonski sklop hidravlične črpalke za različne aplikacije. 
Ker gre v večini primerov za vgradnjo DC motorja v industrijsko oz. gradbeno mehanizacijo, 
hrup elektromotorja nima velikega vpliva na ugodje uporabnika, je pa nivo in tip hrupa zelo 
dober indikator za morebitne napake na elektromotorju. 
2.2.  Montaža DC motorja 
2.2.1. Opis operacij (Flow Chart) in napake pri montaži 
Ker je proizvodnja DC motorjev v podjetju avtomatizirana, se elektromotor sestavlja na 
montažni liniji. Zaradi kompleksnosti elektromotorja, se v podjetju ne montirajo vsi sestavni 
deli na eni montažni liniji. V okviru magistrske naloge opazujemo končno montažno linijo, 
na kateri se sestavljajo podsestavi (rotor, stator, ležaji, ohišje…) v nek končni izdelek 
pripravljen za prodajo. Ker se skoraj vsak podsestav do zaključne montažne linije že testira, 
je smiselno okarakterizirati zgolj napake, ki se lahko pojavijo pri montažni liniji. V podjetju, 
se posamezne delovne operacije na montažni liniji prikaže v t.i. Flow chart-u. 
 
Slika 2.7: Opis operacij (ang. Flow chart) montaže AMK motorjev 
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Ena izmed klasičnih napak se pojavi pri delovni operaciji št. 50 – pripraviti rotor. Tu se lahko 
pojavi napaka zaradi nepravilne montaže ležajev. Zaradi tesnega ujema med gredjo in 
ležajem je potrebno namreč ležaj pritisniti na notranji obroč, zaradi kompleksnosti montaže 
pa to vedno ni mogoče. Zato se včasih zgodi, da se ležaj najprej vgradi v ohišje in šele nato, 
se ležaj skupaj z ohišjem potisne na gred. V tem primeru se na ležaju pojavijo aksialne sile, 
ki bi lahko presegle dovoljeno aksialno silo za kroglični ležaj in s tem povzročile trajno 
poškodbo tečine v ležaju. Poleg tega so nekateri ležaji vprašljive kvalitete in je zato pred 
izdajanjem elektromotorja kupcu potrebno preveriti njihovo ustreznost. 
2.3.  Definicija zvoka, hrupa in vibracij [2] 
Zvok ali zvočno valovanje je pojav, ki nastane pri mehanskem nihanju materialnih delcev v 
nekem mediju, ki ima maso in elastičnost, v slišnem področju frekvenc. Taki mediji so: plini, 
tekočine in toga telesa (v vakuumu zvok ne more nastajati in ne širiti). Nihanje materialnih 
delcev se kaže kot periodično nihanje tlaka (gostote in hitrosti delcev) okrog neke ravnotežne 
lege.  
Ravnotežna lega pri zvoku v zraku je atmosferski tlak 105 Pa. Zvočni tlak je dinamični tlak, 
ki je proti statičnemu tlaku okolica razmeroma majhen. Pri normalnem govoru je višina 
zvočnega tlaka okrog 0,1 Pa nad in pod atmosferskim tlakom na razdalji 1 m od govornika 
in znaša komaj milijoninko statičnega tlaka okolice. 
 
Slika 2.8: Nihanje zvočnega tlaka okoli atmosferskega tlaka 
Hrup je ena od oblik zvočnega valovanja. Vsako zvočno valovanje nosi določeno 
informacijo. Če je ta informacija razumljiva, koristna ali prijetna, potem je to zaželena 
informacija, ki jo imenujemo signal ali melodija, če pa je informacija nerazumljiva, 
nekoristna ali moteča, potem je to nezaželena informacija, ki jo imenujemo hrup, šum ali 
trušč. Hrup je torej nezaželena oblika zvoka, katerega definicija ni odvisna od jakosti zvoka 
ali njegove frekvence ampak od poslušalca samega, njegovega trenutnega razpoloženja, 
utrujenosti, zdravstvenega stanja, starosti, spola, itd. 
Vibracije so nihanja mehanskih sistemov ali posameznih delov strukture. Zaradi tega 
nastane vibracijski ali strukturalni hrup. Vibracije so lahko lastne ali naravne in vsiljene. 
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2.4.  Osnovne značilnosti zvočnega valovanja [2] 
Vsako zvočno valovanje je definirano s frekvenco, valovno dolžino in hitrostjo širjenja 
zvoka. 
Lastnost osnovnega tona nekega zvočnega valovanja je določena s številom tlačnih 
sprememb na sekundo, pri katerih motnje zvočnega tlaka nihajo med pozitivno in negativno 
vrednostjo. Fizikalno merilo teh nihanje je frekvenca f, ki pomeni število ciklov ali 
sprememb na sekundo. Enota za frekvenco je s−1 ali hertz Hz. Frekvenca vsiljenega 
valovanja je odvisna le od vzbujanja, ki povzroča valovanje.  
Valovna dolžina λ zvočnega valovanja je razdalja med analognima točkama nekega 
valovanja oziroma med dvema zaporednima hriboma ali zgoščinama. Valovna dolžina je 
odvisna od medija, v katerem se valovanje širi in od vira valovanja. Valovna dolžina je 




= 𝑐 ⋅ 𝑇  [𝑚]         ( 2.1 ) 
pri tem sta c hitrost zvoka in T čas, ki ga potrebuje valovanje, da prepotuje razdaljo, enako 
valovni dolžini λ, imenujemo ga tudi perioda. To je čas, ki je potreben za celoten cikel in je 
enak recipročni vrednosti frekvence, T=1/f.  
 
 
Slika 2.9: Valovna dolžina valovanja [20] 
Dejanska hitrost zvoka je karakteristična za dani medij in je odvisna od vrste in lastnosti 
medija, v katerem se valovanje širi. Tako se enačba za izračun hitrosti razlikuje za vsak 
medij (plini, tekočine, toga telesa). Mi se bomo osredotočili na hitrost zvoka v plinih ki je 
definirana kot: 
𝑐 = √𝜅 ⋅
𝑝
𝜌
= √𝜅 ⋅ 𝑅 ⋅ 𝑇        ( 2.2 ) 
pri tem so 𝜅 =
𝑐𝑝
𝑐𝑣
 – razmerje specifičnih toplot pri konstantnem tlaku in konstantnem 
volumnu, 𝜌 – gostota medija v kg/m3 R – plinska konstanta, T – absolutna temperatura v K. 
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2.5.  Definicija ravni zvočnega tlaka in intenzivnosti  
V praksi je faktor sprememb zvočnega tlaka čez 1010, faktor zvočne intenzivnosti čez 1020, 
zvočne moči do 1010 in faktor frekvenc do 106. Da bi ohranili konstantni odstotek merilne 
natančnosti in zaradi preglednejšega zapisa zvočnih veličin z velikimi števili, so vpeljali 
logaritemsko merilo za zvočni tlak, zvočno intenzivnost in zvočno moč. Takšni skali so dali 
ime raven, ki nadomešča logaritem. Raven podaja logaritemsko razmerje katerekoli 
akustične veličine (tlaka, intenzivnosti, moči, gostote enrgije,…) z njeno referenčno 
vrednostjo. Ker logaritem nima dimenzije, so ravnem dodelili enoto Bel (B), desetinki 
vrednosti pa decibel (dB). [2] 
Raven zvočnega tlaka 𝐿𝑝 in zvočni tlak p sta povezana preko naslednje enačbe: 
𝐿𝑝 = 10 log10
𝑝2
𝑝0
2 = 20 log10
𝑝
𝑝0
= 20 log 𝑝 + 94𝑑𝐵    ( 2.3 ) 
Pri tem je p dejansko izmerjena vrednost RMS (ang. Root Mean Square) v Pa, 𝑝0 pa 
referenčna vrednost 2 ⋅ 10−5𝑃𝑎. RMS vrednosti uporabljamo zato, ker bi bila vsota 
sprememb zvočnega tlaka v pozitivni in negativni smeri, gledano na atmosferski tlak, enaka 
nič in kot taka neuporabna za obdelavo. Natančnejši opis in enačba za izračun efektivne 
vrednosti signala je podana nižje v Poglavju 2.10.4. 
Včasih nas zanima koliko zvočne energije oddaja nek vir. Zvočno intenzivnost 𝐼 nam 
definira kvocient med zvočno močjo W in površino S skozi katero se pretaka v enoti časa. 
Zvočna energija se prenaša v obliki valov. Ker se valovi širijo skozi celoten medij prihaja 
do izgub na določenih ovirah, ki mu stojijo na poti. Pri sferičnem valovanju imamo opravka 
z inverznim kvadratnim zakonom intenzivnosti, po katerem se znižuje raven zvočne 
intenzivnosti 𝐿𝐼 za 6 dB s podvojitvijo razdalje. Spodnja enačba popisuje razmerje med 











               ( 2.4 ) 
Kjer so W – zvočna moč, ki jo seva vir, 𝑝𝑅𝑀𝑆
2  – kvadrat vrednosti RMS zvočnega tlaka na 
razdalji r, 𝜌𝑐 – specifična  akustična impedanca, ki znaša pri temperaturi okolice 𝑇𝑜𝑘 = 20°𝐶 





Raven zvočne intenzitete je definirana podobno kakor raven zvočnega tlaka: 
𝐿𝐼 = 10 log10
𝐼
𝐼0
= 10 log 𝐼 + 120            ( 2.5 ) 
2.6. Generiranje hrupa v elektromotorju 
Hrup pri elektromotorjih je lahko posledica različnih dejavnikov. V glavnem po izvoru 
ločimo dve glavna načina generiranja hrupa v elektromotorju in sicer mehanski ter električni 
hrup.  
2.6.1. Mehanski hrup elektromotorja 
 Hrup zaradi vibracij - Elektromotorji so konstruirani iz precej togih materialov, kot 
so železo, jeklo, aluminij, baker itd., med posameznimi elementi pa obstaja neka 
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zračnost. Vrtenje elektromotorja s takšnimi elementi pa povzroča vibracije. Zaradi 
vibracij, se pojavi osciliranje zračnih molekul, katero pa se izraža v generiranju 
mehanskega hrupa.   
 Hrup zaradi trenja – Pojavi se zaradi trenja na mestih medsebojnega drsenja 
elementov kot npr. kontakt krtačka – kolektor oz. zaradi trenja med kroglicami in 
ohišjem v ležajih itd. 
 Aerodinamični hrup – Pojavi se zaradi gibanja zraka pri vrtenju ventilatorja oz. 
ostalih rotirajočih delov elektromotorja – rotor z navitjem, enkoder na rotorju ipd. 
2.6.2. Električni hrup elektromotorja 
 Hrup zaradi iskrenja – Komutatorski obroč je razdeljen na različne pole, preko 
katerih prehaja krtačka. Ob prehodu med posameznimi poli pa se pojavi iskrenje, 
katero povzroča povečan hrup elektromotorja. Iskrenje med kolektorjem in krtačko 
pa se lahko pojavi tudi ob poskakovanju krtačke po kolektorju (neustrezna površina 
kolektorja). 
 Hrup ob zagonu elektromotorja – Ob zagonu elektromotorja steče v navitje velik tok 
(večji kot med obratovanjem), kar pa se navadno izraža v večjem generiranem hrupu. 
Ta prispevek hrupa pa je pri majhnih tokovih zanemarljiv.  
 Hrup zaradi izolacijske plasti na kolektorju – Redko se zgodi, da se na površini 
kolektorja tvori tanka izolativna plast, ki deloma ovira obratovalni tok. Zaradi 
nekonstantnega toka se generira dodatni hrup, kateri pa je ravno tako za našo 
raziskavo zanemarljiv. 
2.7.  Merjenje zvoka 
2.7.1. Seštevanje zvočnih virov [5] 
Poznamo korelirane (povezane) ter nekorelirane zvočne vire. Korelirani zvočni viri imajo 
enako sliko signala, razlikujeta pa se samo po amplitudi in časovni zakasnitvi. Nekorelirani 
zvočni viri pa so med seboj popolnoma neodvisni.  
Predpostavimo da imamo dva zvočna vira, ki sta med seboj nekorelirana. Postavljena sta na 
razdalji 𝑟1 ter 𝑟2.  
 
Slika 2.10: Prikaz seštevanja zvočnih virov [5] 
Prispevek zvočnega tlaka vsakega izmed virov se izračuna po enačbi: 










𝑒𝑖(𝜔2𝑡−𝑘𝑟2)        ( 2.7 ) 
Iz enačbe (2.7.) je razvidno, da se z večanjem oddaljenosti r, nivo zvočnega tlaka p 
zmanjšuje. Ker je tlak skalarna veličina, ga lahko tudi v tem primeru enostavno seštevamo: 
𝑝(𝑥, 𝑦, 𝑧, 𝑡) = 𝑝1(𝑥, 𝑦, 𝑧, 𝑡) + 𝑝2(𝑥, 𝑦, 𝑧, 𝑡)      ( 2.8 ) 
Če zgornja dva zvočna vira opazujemo na časovnem intervalu 𝑇 = 𝑡2 − 𝑡1 lahko na njem 
izračunamo efektivno vrednost tlaka, ki jo povzročita oba vira neodvisno, njuno skupno 




2         ( 2.9 ) 
Če enačbo zapišemo z zvočnimi ravnmi, dobimo: 









10 )     ( 2.10 ) 
Vidimo, da je postavitev mikrofona v neposredno bližino merjenega elektromotorja koristno 
iz dveh razlogov. Kot prvo, se zaradi razlik v razdaljah izognemo vsem morebitnim motnjam 
zvočnih virov iz okolice, poleg tega pa z približanjem vsaki merilni točki nekoliko 
zmanjšamo vpliv zvoka iz drugih merilnih točk in se s tem lahko nekoliko bolj osredotočimo 
na zvok ki prihaja iz merjene točke. 
2.7.2. Merjenje vibracij s pomočjo mikrofona 
Ker želimo na elektromotorju določevati klasične napake, katerih lokacijo poznamo, je 
nesmiselno meriti zvok od daleč. Smiselno se je tako z mikrofonom precej približati do 
merilne točke, kjer se lahko pojavi klasična napaka (mikrofon postaviti do 10 mm stran od 
merilne točke), tako da smo že v območju vibracij, kar pomeni da z mikrofonom zaznavamo 
dejanske vibracije elektromotorja. Z bližanjem mikrofona elektromotorju se hkrati izognemo 
vplivom hrupa iz okolice. Bistvenega pomena pri merjenju zvoka je tudi izbrani čas 
integracije, kateri vpliva na dinamiko opazovanih ravni. Potrebno ga je ustrezno izbrati za 
naš primer, saj bi s prevelikim časom integracije izgubili pomembne informacije o hitrih 
dogodkih, s premajhnim časom integracije pa lahko dobimo informacije, ki niso realna slika 
obravnavanega problema. Navadno se uporabljajo trije tipični časi integracije in sicer 𝑡𝑖 =
32 ms (''impulse''), 𝑡𝑓 = 125 ms (''fast'') ter 𝑡𝑠 = 1000 ms (''slow''). Za našo naravo 
problema bomo uporabili integracijski čas 125ms, zvok bomo zajemali s frekvenco 
vzorčenja 48kHz in sicer tako da zajemamo v vsaki točki 5 sekund posnetka. 
2.8.  Fourierjeva transformacija [4] 
2.8.1. Definicija 
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Fourierjeva transformacija razstavi funkcijo časa (signal) na frekvence, ki ta signal 
sestavljajo. Gre za funkcijo frekvence v kompleksni obliki, katere absolutna vrednost 
predstavlja amplitudo osnovnega signala pri dani frekvenci, kompleksni del pa predstavlja 
fazni zamik od osnovne sinusoide. Imenujemo jo tudi prezentacija signala v frekvenčni 
domeni, osnovni signal pa prezentacija signala v časovni domeni.  
 
Slika 2.11: Simbolni prikaz ''luščenja frekvenc'' s pomočjo Fourierjeve transformacije - signal v 
časovni domeni (rdeča barva) in signal v frekvenčni domeni (temno modra barva) 
Fourierjeva transformacija izhaja iz Fourierjeve vrste, ki pravi da lahko vsako periodično 
funkcijo f(t) s periodo T, ki ustreza Dirichletovim pogojem, zapišemo kot vsoto neskončne 
vrste sinusnih in kosinusnih členov [4]: 
𝑓(𝑡) = 𝐴0 + 𝐴1 cos(𝜔𝑡) + 𝐴2 cos(2𝜔𝑡) + ⋯ + 𝐵1 sin(𝜔𝑡) + 𝐵2 sin(2𝜔𝑡) + ⋯, ( 2.11 ) 




Funkcijo f(t) lahko zapišemo tudi v obliki neskončne vsote z eksponentnimi členi: 
𝑓(𝑡) = ∑ 𝐶𝑖 𝑒
𝑗𝑖𝜔𝑡∞
𝑖=−∞          ( 2.12 ) 










       ( 2.13 ) 
Razlika med dvema sosednjima frekvencama je enaka 









= 𝜔      ( 2.14 ) 
Vpeljemo še Fourierjev integral. V kolikor imamo opravka z aperiodičnimi funkcijami, 














]     ( 2.15 ) 
 Ker iz Enačbe (2.14.) za Δ𝜔 sledi 𝐶𝑖(𝑗𝜔) → 0, ko gre 𝑇 → ∞, pojem spektralne amplitude 
izgubi svoj pomen. Zato raje uvedemo spektralno gostoto F', ki je definirana z izrazom  





          ( 2.16 ) 
Z upoštevanjem le tega lahko Enačbo (2.12.) zapišemo v obliki 
𝑓(𝑡) = lim
Δ𝜔→0
∑ 𝐹′(𝑗𝜔)𝑒𝑗𝜔𝑡Δ𝜔∞𝜔=−∞        ( 2.17 ) 
Izvedemo limitiranje in kot rezultat dobimo izraz, ki ga imenujemo Fourierjev integral: 
𝑓(𝑡) = ∫ 𝐹′(𝑗𝜔)𝑒𝑗𝜔𝑡𝑑𝜔
∞
−∞
        ( 2.18 ) 







       ( 2.19 ) 
Zgornji dve enačbi (2.18) in (2.19) skupaj tvorita definicijo Fourierjeve transformacije. Če 
uporabimo zamenjavo 𝐹(𝑗𝜔) = 2𝜋𝐹′(𝑗𝜔) dobimo izraz oblike: 
ℱ[𝑓(𝑡)] = 𝐹(𝑗𝜔) = ∫ 𝑓(𝑡)𝑒−𝑗𝜔𝑡𝑑𝑡
∞
−∞
      ( 2.20 ) 
Oziroma inverzno Fourierjevo transformacijo'' 






     ( 2.21 ) 
Ker pa imamo v našem primeru digitalni sistem, ki se obnaša kot diskretni in ker analizo 
izvajamo v Matlabu, pa imamo opravka z diskretno Fourierjevo transformacijo (v 
nadaljevanju DFT). Ker je kompleksnost DFT prevelika, uporabimo algoritem hitre 
Fourierjeve transformacije (v nadaljevanju FFT) oz. Matlab-ovo funkcijo definirano z 
ukazom fft(). Gre sicer za nekoliko drugačen postopek od DFT-ja, vendar v bistveno krajšem 
času dobimo enak rezultat kot pri DFT. FFT izračuna DFT zaporednih izmerkov in sicer 
tako, da matriko DFT faktorizira v diagonalno matriko z večino elementov enakih 0. Kot 
rezultat nam tak postopek bistveno zmanjša kompleksnost ter čas izračuna diskretne 
Fourierjeve transformacije. 
2.8.2.Uporaba Fourierjeve transformacije pri analizi zvoka 
Spekter v splošnem predstavlja potek neke fizikalne veličine, ki se pojavlja v širokem 
območju amplitud, v funkciji frekvenc. S pomočjo spektra in spektralne analize določimo 
sestavo zvočnega valovanja oziroma hrupa. Glede na obliko zvočnega spektra delimo 
zvočno valovanje na ton, zven in širokopasovno obliko spektra ter na širokopasovni spekter 
z izrazitimi toni diskretnih frekvenc. 
Zvočni spekter določa sila, ki vzbuja zvočno valovanje. Če ima nihanje zvočnega 
tlaka obliko ene same sinusoide, imenujemo tak zvon ton. V frekvenčnem spektru je ton 
prikazan diskretno, z eno samo črto (Slika 2.12).  
Če imamo zvok sestavljen iz več sinusnih valovanj z različnimi frekvencami, ki so 
med seboj v celoštevilčni (harmonični) zvezi, tako da je frekvenca vsakega vala celoštevilčni 
mnogokratnik najnižje ali osnovne frekvence, govorimo o zvenu. Zven ima linijski spekter. 
Višji harmoniki zvena in njihove amplitude določajo barvo osnovnega tona. Pozorni 
moramo biti na definicijo tona v glasbi, namreč v glasbi predstavlja ton isto kot v fiziki zven. 
Ton in zven sta mogoča samo v laboratorijskih razmerah. V praksi imamo opravka z 
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neperiodičnim zvočnim valovanjem, z velikim številom naključnih frekvenc in amplitud. V 




Slika 2.12: Fourierjeva transformacija različnih signalov [2] 
2.9.  Psihoakustika 
'Psihoakustika je multi-disciplinarna znanost, ki se ukvarja s korelacijo med fizikalnimi 
(vibracije, teorija valovanja) in fiziološkimi (zgradba ušesa) vedami ter psihološkim 
načinom zaznavanja pri nastajanju, prenosu ter zaznavanju zvoka. V letih od 1952 do 1967 
je raziskovalna skupina na področju zvoka na Inštitutu za Telekomunikacije v Stuttgartu 
veliko prispevala k kvantitativni korelaciji akustičnih dražljajev in slušnih občutkov, t.i. 
psiho-akustiki. Od leta 1967 dalje pa delo nadaljujejo raziskovalne skupine Inštituta za 
Elektro-akustiko v München-u. [1] 
Za razliko od fizikalnih značilnosti zvoka (zvočni tlak, frekvenca, globina modulacije,…), 
nam veličine v povezavi z zaznavanjem zvoka (t.i. psiho-akustične cenilke) podajajo 
linearno povezavo človeškega zaznavanja zvoka. To pomeni, da se podvajanje vrednosti 
psiho-akustičnih veličin kaže v podvajanju nivoja človeškega zaznavanja zvoka.'' Potrebno 
je še omeniti, da se številne uporabljene zvokovne cenilke uporabljajo tudi pri ostalih 
analizah signalov (vibracije, nihanja, meritve napetosti, toka itd.) in ne samo pri zvoku. Gre 
torej za statistike, ki opredeljujejo obliko ter značilnost našega signala, ki ga lahko dobimo 
iz različnih zaznaval. 
2.10. Psihoakustične cenilke zvoka 
V teoriji torej poznamo standardizirane psiho-akustične cenilke, ki popišejo določene 
lastnosti merjenega zvoka. Ker so nekatere cenilke preveč kompleksne in zajemajo veliko 
količino lastnosti, ki nas ne zanimajo se odločimo uporabiti približke teh cenilk. Gre za 
statistike, ki fizikalno predstavljajo podobne značilnosti zvoka, so pa izračunane na drugačen 
način. Ker imamo veliko populacijo zajetih podatkov pa poleg psiho-akustičnih cenilk, 
izračunamo tudi določene statistične cenilke (statistično povprečje, standardna deviacija,…), 
ki bolje opredelijo vrednosti izračunanih psiho-akustičnih cenilk. Vse cenilke so bile 
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izračunane s pomočjo programskega okolja Matlab. Nekatere cenilke so izračunane s 
pomočjo Matlabovih integriranih funkcij, ostale pa smo v Matlab implementirali sami. 
2.10.1. Prečkanje ničle (ang. Zero Crossing) 
Zero Crossing predstavlja število prečkanj našega signala prek ničle v določenem časovnem 
intervalu. Tako je zero crossing definiran kot: 





𝑡 = 1        ( 2.22 ) 
pri čemer je s signal dolžine t in 1𝑅<0 indikatorska funkcija. Uporabljena cenilka Zero 
Crossing se je največkrat izkazala za uporabno za ugotavljanje ali določen posnetek vsebuje 
tudi človeški govor.  
 
Slika 2.13: Prikaz računanja prečkanja ničle 
2.10.2.  Čas med prečkanji ničle (ang. Zero Crossing time) 
Drugo uporabno cenilko zvoka smo poimenovali Zero-Crossing time in sicer opredeljuje čas 
med posameznimi prečkanji ničle, torej čas med posameznim Zero-Crossing-om. V 
nadaljevanju je cenilka označena z ''𝑍𝐶𝑡𝑖𝑚𝑒 '' in je definirana kot: 
𝑍𝐶𝑡𝑖𝑚𝑒(𝑖) = (𝑛(𝑍𝐶𝑅𝑖+1) − 𝑛(𝑍𝐶𝑅𝑖)) ⋅
1
𝐹𝑠
 [𝑠]      ( 2.23 ) 
𝑛𝑍𝐶𝑅 … 𝑧𝑎𝑝𝑜𝑟𝑒𝑑𝑛𝑎 š𝑡𝑒𝑣𝑖𝑙𝑘𝑎 𝑚𝑒𝑟𝑖𝑡𝑣𝑒 𝑝𝑟𝑖 𝑝𝑜𝑗𝑎𝑣𝑢 𝑖 − 𝑡𝑒𝑔𝑎 𝑍𝑒𝑟𝑜 𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝑎 
𝐹𝑠 … 𝑓𝑟𝑒𝑘𝑣𝑒𝑛𝑐𝑎 𝑣𝑧𝑜𝑟č𝑒𝑛𝑗𝑎 
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2.10.3.  Čas med prečkanji referenčnega nivoja (ang. Mid-
reference crossing time) 
Gre za integrirano Matlab-ovo funkcijo, ki najprej izračuna aritmetično sredino signala. Je 
funkcija ki je nadvse podobna funkciji ''Zero Crossing time''. Funkcija midcross(x) vrne 
vektor časovnih trenutkov vsakič ko vhodni x signal prečka 50% oz. nastavljeno vrednost 
referenčnega nivoja. V našem primeru je bil referenčni nivo postavljen na 25% maksimalne 
amplitude. 
 
Slika 2.14: Prikaz pojava ''Prečkanje referenčnega nivoja'' 
Da dobimo čas med posameznimi prehodi, je potrebno vsako zabeleženo vrednost odšteti od 
prejšnje. Ker funkcija midcross() uporablja interpolacijo za določevanje prehode, lahko 
funkcija vrne vrednosti ki niso večkratniki vzorčnega časa. 
𝑀𝐶𝑡𝑖𝑚𝑒(𝑖) = (𝑛(𝑀𝐶𝑅𝑖+1) − 𝑛(𝑀𝐶𝑅𝑖)) ⋅
1
𝐹𝑠
 [𝑠]      ( 2.24 ) 
𝑛𝑀𝐶𝑅 … 𝑧𝑎𝑝𝑜𝑟𝑒𝑑𝑛𝑎 š𝑡𝑒𝑣𝑖𝑙𝑘𝑎 𝑚𝑒𝑟𝑖𝑡𝑣𝑒 𝑝𝑟𝑖 𝑝𝑜𝑗𝑎𝑣𝑢 𝑖 − 𝑡𝑒𝑔𝑎 𝑀𝑖𝑑𝑑𝑙𝑒 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑐𝑟𝑜𝑠𝑠𝑖𝑛𝑔𝑎 
𝐹𝑠 … 𝑓𝑟𝑒𝑘𝑣𝑒𝑛𝑐𝑎 𝑣𝑧𝑜𝑟č𝑒𝑛𝑗𝑎 
2.10.4.  RMS vrednost signala 
RMS vrednost (ang. Root Mean Square) se uporablja za določevanje efektivne vrednosti 
nekega signala. Lahko gre za signal nihanja napetosti, toka, ali v našem primeru zvočnega 
tlaka. Gre za eno-številčno vrednost, ki opisuje efektivno vrednost zvočnega tlaka in 
njegovega frekvenčnega spektra. Zvočno valovanje nosi neko energijo. Ker je povprečna 
vrednost signala valovanja zvočnega tlaka vedno 0, računamo povprečje kvadrata signala. 
Za osnovne oblike signala (sinusna, kvadratna, trikotna,…) poznamo povezavo med 
amplitudo signala in RMS vrednostjo, a ker je pojavna oblika zvoka v sinusni obliki redka, 
je potrebno efektivno vrednost signala vedno računati po izvorni enačbi in sicer za zvezne 
sisteme velja: 








        ( 2.25 ) 






𝑖=1         ( 2.26 ) 
Pozorni moramo biti na interval T (čas integracije), na katerem računamo efektivno vrednost 
signala. Če je interval T prekratek, potem ne dobimo prave efektivne vrednosti (interval 
integracije T mora biti dolg vsaj nekaj valovnih dolžin), če je interval T predolg pa izgubimo 
informacijo o kratkih časovnih dogodkih v signalu.  
 
Slika 2.15: Računanje efektivne vrednosti signala (RMS) 
2.10.5.  CREST factor 
CREST oz. vršni faktor sicer ne spada med psiho-akustične cenilke, vendar ga bomo v naši 
raziskavi upoštevali kot enega izmed lastnosti zvočnega signala. Predstavlja razmerje med 
maksimalno vrednostjo signala in RMS vrednostjo istega signala. Z drugimi besedami, crest 
faktor nam pove, kako izraziti so vrhovi v nekem nihajočem signalu.  
  
Slika 2.16: Prikaz maksimalne ter RMS vrednosti 
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          ( 2.27 ) 
2.10.6.  Glasnost (ang. Loudness) 
Glasnost pripada kategoriji intenzitete zaznavanja. Gre za korelacijo psihološkega 
zaznavanja ter fizikalnih vrednosti nivoja zvočnega tlaka. V praksi se razlika med glasnostjo 
in nivojem zvočnega tlaka kaže tako, da dva tona z različno frekvenco in enakim nivojem 
zvočnega tlaka, povzročita drugačen občutek glasnosti v človeškem ušesu. [6]:''Pri tem 
upoštevamo, da je občutljivost ušesa na zvok logaritemsko odvisna od jakost zvoka. 
Glasnost izračunamo kot integral specifične glasnosti 













)    ( 2.28 ) 
𝑁 = ∫ 𝑁′𝑑𝑧 (𝑠𝑜𝑛)
24 𝐵𝑎𝑟𝑘
0
        ( 2.29 ) 
𝐸𝑇𝑄 … 𝑠𝑡𝑜𝑝𝑛𝑗𝑎 𝑣𝑧𝑏𝑢𝑗𝑎𝑛𝑗𝑎 𝑝𝑟𝑖 𝑚𝑒𝑗𝑖 𝑠𝑙𝑖š𝑛𝑜𝑠𝑡𝑖 𝑣 𝑑𝐵 





𝐸 … 𝑠𝑡𝑜𝑝𝑛𝑗𝑎 𝑣𝑧𝑏𝑢𝑗𝑎𝑛𝑗𝑎 𝑛𝑎 𝑘𝑟𝑖𝑡𝑖č𝑛𝑖 𝑝𝑎𝑠 𝑣 𝑑𝐵 
Glasnost nam torej podaja občutek glasnosti v ušesu dveh istih tonov, neodvisno od 
frekvence signala. Raven glasnosti nekega zvoka (ang. Loudness level) je raven zvočnega 
tlaka (ang. Sound Pressure Level, SPL) tona s frekvenco 1kHz ki je enako glasen kot 
omenjeni zvok. Enota za raven glasnosti se imenuje fon (ang. phon). Raven glasnosti lahko 
izmerimo za katerikoli zvok, najpogosteje pa se jo uporablja za čiste tone različnih frekvenc. 
Linije, ki povezujejo iste točke ravni glasnosti se imenujejo izofone. Slika 2.17 predstavlja 
linije enakih ravni glasnosti za čiste tone v prostem zvočnem polju. Številke s katerimi so 
linije označene predstavljajo raven glasnosti 𝐿𝑁 v fonih in glasnost N v sonih.'' 
 
Slika 2.17: Prikaz glasnosti v odvisnosti od frekvence 
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V našem primeru smo glasnost izračunali s pomočjo integrirane Matlabove funkcije iz Audio 
System Toolbox-a ''integratedLoudness()''. Gre za približek glasnosti katera je definirana 
zgoraj. Definicija izračuna ki jo uporablja Matlabova funkcija je podana v standardih ITU-R 
BS.1770-4 in EBU R 128.  
2.10.7. Ostrina zvoka (ang. Sharpness) 
Ostrina zvoka je tesno povezana s tem, koliko je prisotnih visokih frekvenc v spektru zvoka. 
Na ostrino zvoka najbolj vpliva njegov spekter in frekvenca ozkopasovnega hrupa. 
Sharpness lahko izračunamo kot obteženo vsoto specifične glasnosti, v različnih terčnih 
spektrih, posebno v 1/3-oktavnem spektru. Faktor obtežitve narašča proti višjim 
frekvenčnim pasovom.  
Enota za merjenje ostrine izhaja iz latinske besede za ostrino – acum. Referenčni zvok, 
kateremu pripada ostrina 1 acum, je ozkopasovni hrup frekvence 1kHz in 60dB SPL, s širino 
pasu manjšo od 150Hz.  
V teoriji se ostrina zvoka izračuna kot integral specifične glasnosti in sicer po enačbi: 







        ( 2.30 ) 
kjer je S-ostrina zvoka izračunana od specifične glasnosti N'. V Matlabu ostrino zvoka 
izračunamo tako, da najprej izračunamo spekter po oktavnih frekvenčnih pasovih (1/3-
oktave) in na teh pasovih računamo RMS. Na koncu še seštejemo amplitudo zadnjih 24 
pasov in dobimo približek psiho-akustične cenilke Sharpness. 
2.10.8. Hrapavost zvoka (ang. Roughness) 
Hrapavost zvoka je kompleksen učinek, ki opredeljuje subjektivno percepcijo hitrih 
amplitudno moduliranih signalov (tipično 15-300Hz). Enota za merjenje hrapavosti je asper. 
1 asper je definiran kot hrapavost ki jo proizvede ton s frekvenco 1000Hz ter 60dB SPL in 
je amplitudno moduliran pri 70Hz.  
Na percepcijo zvoka vpliva tudi dolžina. Zvok, ki je krajši od 300ms se subjektivno zdi daljši 
od objektivne dolžine, kar pa močno vpliva na subjektivno percepcijo hitro spreminjajočega 
– hrapavega zvoka. Tako nam npr. zvok ki traja 10ms daje občutek trajanja 20 ms. 
Na Sliki 2.18 je s polno črto označena globinska modulacija, s črtkano črto pa je označeno 
naše subjektivno dojemanje modulacije. Ker se nam zdi trajanje hitro spreminjajoče se ravni 
subjektivno daljše, se raven, ki jo uho zazna, ne spusti tako hitro, kot objektivno izmerjena 
raven. 
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Slika 2.18: Veličine za izračun hrapavosti zvoka 
V teoriji, hrapavost zvoka izračunamo kot integral oz. v diskretnem svetu kot vsoto globine 
maskiranja, po 24ih frekvenčnih pasovih in sicer po enačbi: 
𝑅𝑜𝑢𝑔ℎ = 𝑘 ⋅ ∫ 𝑓𝑚𝑜𝑑 ⋅ Δ𝐿 ⋅ 𝑑𝑧
24𝑏𝑎𝑟𝑘
0
       ( 2.31 ) 
kjer je k – kalibracijski faktor,  𝑓𝑚𝑜𝑑 – frekvenca modulacije in Δ𝐿 – globina maskiranja. 
V Matlabu roughness računamo tako, da računamo RMS na zelo kratkih časovnih intervalih. 
2.10.9. Tonalnost (ang. Tonality) 
Tonalnost je psihoakustična cenilka zvoka in nam pove kako je zvok podoben tonu. Merimo 
ga kot razmerje med geometrično sredino signala (GM) in aritmetično sredino (AM). To 
razmerje imenujemo tudi ploskost signala ali s kratico SFM – ang.Spectral Flatness 
Measure. Tonalnost izračunamo z enačbami: 
𝑆𝐹𝑀(𝑧) = 10 ⋅ log10 (
𝐺𝑀
𝐴𝑀
)        ( 2.32 ) 
𝑡𝑜𝑛(𝑧) = min (
𝑆𝐹𝑀
−60
)        ( 2.33 ) 
pri čemer je z kritični pas. Za širokopasovne signale, tonalnost signala zavzema vrednost 
med 0 in 1. 
2.10.10.  Razmerja višjih harmonikov 
Ko govorimo o razmerju višjih harmonikov imamo v mislih frekvenčno domeno signala. 
Gre torej za razmerje med amplitudo osnovnega harmonika (amplituda signala pri frekvenci, 
ki je enaka frekvenci vrtenja elektromotorja) in amplitudo signala pri celoštevilčnem 
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večkratniku vrtilne frekvence elektromotorja. V praksi iz spektra določimo intervale, kjer 
signala med seboj očitno odstopajo in izračunamo razmerja. V vsakem intervalu tako dobimo 
svoj spekter razmerja višjih harmonikov. 
 
 
Slika 2.19: Prikaz amplitude osnovnega harmonika (rdeče) ter višjih harmonikov (črno, zeleno,…) 




         ( 2.34 ) 
2.10.11.  Porazdelitev amplitude signala 
Na vsakem časovno odvisnem signalu, lahko izvedemo statistično analizo vrednosti signala. 
To naredimo tako, da na intervalu, razdelimo amplitudo na ''n'' delov (razredov) in 
preverjamo kolikokrat se konica grafa oz. izmerjena vrednost nahaja v nekem razredu - Slika 
2.20. 
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Slika 2.20: Razdelitev amplitude v posamezne razrede 
Ko celotno amplitudo razdelimo na razrede, lahko enostavno preštejemo kolikokrat je vrh v 
nekem razredu. S tem dobimo sicer diskretno porazdelitveno funkcijo, a vendar z večanjem 
števila razredov, oblika diskretne porazdelitvene funkcije konvergira k zvezni porazdelitveni 
funkciji.  
 
Slika 2.21: Gostota verjetnosti amplitude po posameznih razredih 
Ker je direktno iz diagrama s pomočjo programa težko določiti razliko med porazdelitvami, 
je smiselno iz tega povzeti reprezentativne cenilke. Pomembne cenilke za popis porazdelitve 
amplitude so povprečje signala in standardna deviacija le-tega, Skewness ter Kurtosis faktor.  
2.10.12. Standardna deviacija amplitude 
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Zelo pomembna cenilka naše porazdelitve je standardna deviacija. Pove nam kakšen je 
raztros amplitude okoli povprečja in se jo izračuna po enačbi (2.35) 
𝜎𝑥 = √∑ (𝑥𝑖 − 𝑚𝑋)
2 ⋅ 𝑓𝑋(𝑥𝑖)𝑥𝑖𝜖 𝑆𝑋         ( 2.35 ) 
pri čemer je: 
𝑥𝑖 … 𝑖 − 𝑡𝑖 𝑖𝑧𝑚𝑒𝑟𝑒𝑘 𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 
𝑚𝑥 … 𝑝𝑜𝑣𝑝𝑟𝑒č𝑛𝑎 𝑣𝑟𝑒𝑑𝑛𝑜𝑠𝑡 𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 
𝑓𝑋(𝑥𝑖) … 𝑔𝑜𝑠𝑡𝑜𝑡𝑎 𝑣𝑒𝑟𝑗𝑒𝑡𝑛𝑜𝑠𝑡𝑖 𝑧𝑎 𝑝𝑜𝑗𝑎𝑣 𝑖 − 𝑡𝑒𝑔𝑎 𝑑𝑜𝑔𝑜𝑑𝑘𝑎 
 
Ker je standardna deviacija zelo pomembna cenilka pri statistični obdelavi velike količine 
podatkov, smo na enak način standardno deviacijo računali tudi pri večini ostalih psiho-
akustičnih cenilk. Standardno deviacijo smo torej računali kot raztros med posameznimi 
intervali. Tako smo s standardno deviacijo popisali kako se nam vrednost neke cenilke 
spreminja med vsakim intervalom. 
 
2.10.13. Kurtosis faktor 
Gre za pojem, ki se ga uporablja v teoriji verjetnosti oz. statistiki. Večkrat se ga omenja pod 
imenom 4. moment porazdelitve. Je cenilka porazdelitve gostote verjetnosti in sicer opisuje 
kako je porazdelitev ''bogata'' v repih. Tako v simetrični porazdelitvi z enim samim vrhom 
(unimodalna porazdelitev) pozitiven Kurtosis pomeni, da ima porazdelitev malo podatkov 
(izmerkov) v repih, negativen Kurtosis pa da ima porazdelitev v repu veliko podatkov in je 
tako rep manj izrazit. 
Če je Kurtosis faktor naše porazdelitve blizu 3, pomeni da imamo porazdelitev ki je precej 
podobna normalni – Gaussovi porazdelitvi. Glede na ta kriterij ločimo 3 tipe porazdelitev po 
Kurtosisu in sicer:  
 Kurt[X] > 3 – lepto kurtosis 
 Kurt[X] < 3 – platy kurtosis 
 Kurt[X] = 3 – meso kurtosis 
 
Slika 2.22: Oblika krivulje v odvisnosti od Kurtosis faktorja 
Kurtosis faktor v teoriji izračunamo po enačbi: 
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      ( 2.36 ) 
𝑚𝑋 … 𝑝𝑜𝑣𝑝𝑟𝑒č𝑛𝑎 𝑣𝑟𝑒𝑑𝑛𝑜𝑠𝑡 
𝜎 … . 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑛𝑎 𝑑𝑒𝑣𝑖𝑎𝑐𝑖𝑗𝑎 
V Matlabu izračunamo Kurtosis faktor s pomočjo ukaza kurtosis(X), pri čemer je X vektor 
podatkov porazdelitve. [19] 
2.10.14. Skewness (nagib) 
Tudi skewness je pojem, ki se ga uporablja v teoriji verjetnosti oz. statistiki. Imenujemo ga 
tudi 3. statistični moment. Predstavlja merilo asimetričnosti porazdelitve verjetnosti in ga 
izračunamo po enačbi: 





]         ( 2.37 ) 
Lahko je pozitiven, negativen ali nedefiniran. V primeru ko je skewness negativen, je 
porazdelitev nagnjena v desno, torej je levi rep daljši, večina podatkov porazdelitve pa je 
pomaknjena na desno stran.  
 
 
Slika 2.23: Prikaz vpliva Skewnessa na obliko krivulje 
V primeru ko je skewness pozitiven (porazdelitev pozitivno nagnjena), ima porazdelitev 
daljši rep na desni strani, večina podatkov porazdelitve pa je pomaknjena na levo. 
V Matlabu izračunamo Skewness s pomočjo ukaza skewness(X), pri čemer je X vektor 
podatkov porazdelitve. [19] 
2.10.15. Percentile 
Tudi Percentile je cenilka, ki se jo uporablja za vrednotenje v statistiki. Gre za merilo, ki 
pove mejo, pod katero je določen odstotek podatkov. Tako npr. 20-i percentil pove vrednost, 
pod katero je 20% vseh podatkov. V našem primeru smo uporabili 10-i percentil, kar pomeni 
da smo iskali vrednost, pod katero je 10% vseh izmerjenih vrednosti. 
V Matlabu se vrednost izračuna s pomočjo funkcije prctile(), ki kot vhod prejme vektor 
podatkov ter vrednost meje (10%). [19] 
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2.11. Klasifikacija izračunanih cenilk zvoka – 
''clustering'' – grupiranje 
Klasifikacija je postopek razvrščanja značilnic procesa v enega izmed kategorij razredov. 
Postopek klasifikacije je razdeljen na dva dela, in sicer na učenje statističnega modela ter 
razpoznavanje. V fazi učenja se iz cenilk ocenijo statistični parametri modela posameznega 
zvočnega vira, ki se kasneje uporabljajo v fazi razpoznavanja. Osnovni namen učenja je 
posploševanje, kar z drugimi besedami pomeni, da si mora statistični model ''zapomniti'' le 
bistvene lastnosti zvočnega vira, nebistvene pa izpustiti. Dobro je, če je statistična ocena, ki 
jo pri tem naredimo, odvisna tudi od količine podatkov, ki so na voljo. Več kot je podatkov, 
bolj bomo ''verjeli'' oceni in obratno. V fazi razpoznavanja se preverja statistično ujemanje 
značilnic z modeli oziroma razredi. Pripadnost posameznemu razredu se določi bodisi na 
osnovi stopnje zaupanja ali na osnovi maksimalnega ujemanja s posameznim statističnim 
modelom. Uspešnost pravilne identifikacije stroja ali naprave pa je odvisna od: 
 Dolžine učnega posnetka 
 Kvalitete učnega in testnega posnetka, 
 Akustične okolice in naprav za zajem signala, 
 Razmerja med ravnjo zvočnega tlaka obravnavanega zvoka in zvoka 
ozadja 
 Izbire cenilk oziroma metod parametrizacije in 
 Izbire klasifikatorja 
Obstaja več algoritmov za klasifikacijo objektov v razrede, npr. kNN (ang. k-Nearest 
Neighbor), metoda skritih Markovih modelov HMM (ang. hidden Markov models), metoda 
podpornih vektorjev SVM (ang. support vector machine) GMM (ang. Gaussian Mixture 
Method), deep-NN (ang. deep learning),… Vsaka metoda pa ima tako prednosti kot tudi 
slabosti. [7] 
2.11.1. kNN – število najbližjih sosedov 
Gre za enega izmed najenostavnejših algoritmov za strojno učenje. Je neparametrična 
metoda, kar pomeni, da se v fazi učenja ne izdela statističnih modelov posameznih razredov. 
Proces klasifikacije zato potrebuje celoten nabor testnih objektov, kar pomeni da je algoritem 
kNN potraten s časom. Uporabljen je na področjih, kjer imamo več lastnosti enega podatka, 
oz. če je podatek večdimenzionalen in ga moramo obravnavati kot vektor.  
Primerjalna funkcija za vsak naš časovni interval izračuna oceno podobnosti podatkov iz 
baze posnetkov iz mikrofona. Oceno podobnosti izvede za vsako vnaprej določeno cenilko. 
Končna ocena je skupek posameznih evklidski razdalj: 
√(𝑝1 − 𝑞1)
2 + (𝑝2 − 𝑞2)
2 + ⋯ + (𝑝𝑛 − 𝑞𝑛)
2 = √∑ (𝑝𝑖 − 𝑞𝑖)
2𝑛
𝑖=1    ( 2.38 ) 
kjer sta p in q primerjalna posnetka, 𝑝𝑖 in 𝑞𝑖 pa predstavljata posamezne cenilke posnetka.  
Naprava računa razdalje od preskušanega vzorca, do k-najbližjih referenc. Algoritem tako 
označi preskušan vzorec, glede na to, katere reference so najbližje in se največkrat pojavijo. 
Koeficient k določimo sami in je za naš primer, ko imamo kriterija samo dva (dober/slab 
elektromotor), potrebno izbrati liho vrednost parametra, da se izognemo izenačenemu 
izidu.[7] 




Slika 2.24: Prikaz klasifikacije k-NN 
V programskem okolju Matlab, se algoritem kNN definira s pomočjo ukaza fitcknn() s 
katerim najprej zasnujemo algoritem – definiramo referenco in ime kriterijev ter podamo 
faktor k. Nato pa s pomočjo ukaza predict() kličemo prej definirani algoritem in s tem 
klasificiramo naše cenilke. [19] 
  






3. Metodologija raziskave 
V tem poglavju je predstavljen eksperimentalni del raziskave. Najprej smo si zastavili 
eksperiment. Potrebovali smo torej vzorce, ki jih je bilo potrebno pripraviti (jim simulirati 
napake). Nato smo si zastavili način merjenja zvoka glede na zastavljeno problematiko in 
izvedli meritve. Na koncu pa smo izvedli še preračune izmerjenih podatkov v programskem 
okolju Matlab. Meritve smo izvajali na podjetju, v tihi sobi na montažni liniji DC motorjev. 
Ker tiha soba ni popolnoma izolirana od okolice, bi lahko le-ta odločilno vplivala na naše 
meritve, zato se meritve odločimo izvajati po končani izmeni. 
3.1.  Priprava vzorcev 
Za izvajanje raziskave smo uporabili 20 vzorcev elektromotorjev in sicer serijsko vezanih 
DC motorjev tipa AMK. Najprej smo s pomočjo merjenja električnih karakteristik določili 
brezhibnost električnih lastnosti. Meritve so izvedli v ''Službi testiranj in meritev'' v podjetju.  
Tako smo lahko primerjali izmerjene električne karakteristike s teoretičnimi 
karakteristikami DC motorja tipa AMK. Rezultati meritev so prikazani v spodnjem 
diagramu. 
 
Slika 3.1: Električne karakteristike AMK motorja 
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Meritve so bile izvede na vseh elektromotorjih a je zaradi podobnosti grafov v raziskavi 
prikazana meritev le enega elektromotorja. Ker se izmerjene karakteristike nadvse ujemajo 
s teoretičnimi, lahko ocenimo, da imamo z električnega vidika, vseh 20 vzorcev ustreznih za 
našo raziskavo.  
Motorji pa so lahko neustrezni tudi zaradi hrupa, kar pa le redko oz. zelo težko ugotovimo s 
pomočjo električnih karakteristik. Z namenom potrditve nizkega hrupa elektromotorjev smo 
tako najprej izmeril raven zvočnega hrupa pri 3000RPM, katerega meja je določena pri 
65dB. Vsi motorji so bili pod to mejo in tako je bil tudi ta kriterij za ustreznost motorjev 
izpolnjen.  
V določenih primerih pa samo raven zvočnega hrupa ni dovolj za določevanje ustreznosti 
elektromotorja. V primeru drsanja izolacije rotorskega paketa po statorju, se pojavi za 
človeka zelo nadležen hrup, ki pa je povsem pod mejo dovoljenega nivoja zvočne ravni. 
Povečan hrup, ki ne presega mejne vrednosti pa se lahko pojavi tudi zaradi prevelike 
hrapavosti kolektorja oz. zaradi igle na robovih lamel kolektorja, ki se pojavi pri frezanju. 
Zato so bili vsi motorji skrbno pregledani tudi za te vrste napak in opredeljeni kot dobri. Na 
podjetju izvajajo še ostale meritve kot so npr. prebojna trdnost, tesnost itd., ki pa na hrup 
elektromotorja nimajo vpliva, zato teh meritev nismo izvajali.  
3.2.  Simuliranje napak na elektromotorjih 
Ko smo imeli potrjeno, da vseh 20 vzorcev lahko označimo kot ustrezne za prodajo, smo se 
lotili simuliranja klasičnih napak. Za izvedbo raziskave smo tako prvih deset vzorcev (1-10) 
označili kot dobre vzorce (v nadaljevanju DV), na ostalih desetih (11-20) pa smo se odločili 
simulirati klasične napake, ki se lahko pojavijo v realnem svetu.  
3.2.1. Napaka na ležajih 
Kot glavno težavo za ustreznost elektromotorjev smo označili napako na ležajih. Napaka na 
ležajih lahko pomeni preveliko hrupnost elektromotorja ter povečanje vibracij in s tem 
skrajšanje življenjske dobe elektromotorja. Poznamo dve najpogostejši vrsti napak na 
ležajih. Lahko se pojavi aksialna preobremenitev ležaja pri montaži, lahko pa se zaradi slabe 
kvalitete ležajev pojavi ležaj s spremenjenim premerom kroglice. Slednjega ne moremo 
simulirati, saj bi morali ležaj razdreti in zamenjati kroglico. Zato se odločim na šestih vzorcih 
aksialno preobremeniti ležaj. Potrebno je bilo še določiti ustrezno aksialno silo, pri kateri se 
že pojavijo poškodbe v tečini ležaja, t.i. ''Brinelling''. Za to se obrnimo na proizvajalca 
ležajev SKF. Na njihovi spletni strani [14] je podano, da je za ležaje z notranjim premerom 
večjim od 12 mm dovoljena maksimalna aksialna obremenitev, ki je manjša od polovice 
dovoljene radialne obremenitve ležaja. Obremenitev, ki presega predpisano pa lahko 
drastično zmanjša življenjsko dobo ležaja. Dovoljeno aksialno silo torej izračunamo po 
Enačbi (3.1). 
𝐹𝑎 ≤ 0,5 ⋅ 𝐶0           ( 3.1 ) 
Ležaj 6003 
𝐶0 = 3,25 kN 
𝐹𝑎6003 = 0,5 ⋅ 3,25kN 
𝐹𝑎6202 = 1,625 kN 
Ležaj 6202 
𝐶0 = 3,75 kN 
𝐹𝑎6003 = 0,5 ⋅ 3,75kN 




To so torej obremenitve, ki bi ob daljši prisotnosti lahko znižale življenjsko dobo našega 
ležaja. Ker se pri teh obremenitvah, še ne pojavi t.i. ''Brinelling'' pa se odločimo statično 
aksialno obremenitev povečati do take mere, da se na tečini pojavijo poškodbe. Tako se 
odločimo vsak ležaj preobremeniti z 6 oz. 10kN. Enega izmed ležajev smo nato prečno 
prerezali in pregledali. S prostim očesom tudi pri 10kN preobremenitvi še vedno ne vidimo 
poškodb, medtem ko jih z mikroskopom že opazimo. Pričakovali smo, da bodo te poškodbe 
dovolj vplivale na hrup elektromotorja, da bi na meritvi opazili odstopanje. Obremenjevanje 
smo izvedli v podjetju v ''Področju metrologije in laboratorijev''. Ko smo sestavili motorje s 
preobremenjenimi ležaji smo ugotovili, da so poškodbe prevelike, saj je bil hrup 
elektromotorja znatno povečan. Ker se v realnosti pri montaži nikoli ne pojavijo tako velike 
sile, se odločim ležaje preobremeniti z nižjo aksialno silo (1,75kN; 2,25kN; 2,05kN ter 
2,54kN). Potek aksialnega obremenjevanja je prikazan na spodnji sliki. Pri zagonu motorja 
s temi ležaji ugotovimo, da je hrup precej manjši od tistega s preobremenjenimi ležaji z 6 
oz. 10kN. Ker je bila raven zvočnega tlaka nekoliko povišana v primerjavi z dobrimi motorji, 
se odločimo vzorce uporabiti v naši raziskavi. 
 
 
Slika 3.2: Potek preobremenjevanja ležajev 
3.2.2. Napaka na kolektorju 
Večkrat je vzrok za hrupne elektromotorje neustreznost kolektorja. V podjetju pa se soočamo 
s tremi pogostejšimi napakami na kolektorju: 
 
 Hrapavost površine kolektorja  
Kolektor gre pri izdelavi skozi več izdelovalnih postopkov vključno s struženjem in 
brušenjem in ima lahko zato poškodovano oz. hrapavo površino. Poleg tega pa se na 
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robu kolektorja zaradi nepazljivosti pri manevriranju z njim lahko vtisne rahla 
poškodba. To povzroča dodatno iskrenje ter rahlo poskakovanje krtačk po kolektorju, 
kar pa poleg ostalih neugodnih lastnosti, poveča hrupnost elektromotorja. To napako je 
relativno enostavno simulirati, saj je kolektor iz mehkega materiala (baker) in lahko 
njegovo površino enostavno poslabšamo (naredimo hrapavo) s pomočjo grobe pile za 
železo. 
 Pojav ''igle'' pri frezanju kolektorja 
Ker mora kolektor biti aksialno razdeljen z namenom ustvarjanja polov, se to izvede s 
pomočjo frezanja. V primeru nekoliko obrabljenega noža pa se na začetku utora pojavi 
tako imenovana igla oz. zaokrožitev roba. Tudi to povzroča dodatno iskrenje ter 
poskakovanje krtačke po kolektorju, kar pa vpliva na obliko hrupa elektromotorja. 
Napako se odločimo simulirati tako da s pomočjo ploščatega izvijača grobo drsamo po 
zarezah in s tem zavihamo rob. 
 
Slika 3.3: Simuliranje igle na kolektorju 
 Medlamelni skok krtačk 
Zadnja nekoliko pogostejša napaka pa je tako imenovani med-lamelni skok krtačk. Tudi 
ta napaka je posledica slabega izdelovalnega postopka in sicer lahko se zgodi da je en 
pol kolektorja nekoliko bolj izbočen od ostalih polov. Tudi to povzroči poskakovanje 
krtačk po kolektorju. Ker je to napako zelo težko simulirati (segrevanje v komori na 
400C ter nato apliciranje centrifugalne obremenitve) in ker je rezultat te napake 
relativno podoben pojavu igle na kolektorju, se odločim to napako izpustiti. 
3.2.3. Napaka na izolaciji rotorskega paketa 
V elektromotorju je rotorski paket popolnoma izoliran od navitja, zato je v utore rotorskega 
paketa vstavljena izolacija. Zgodi se, da je odrezana izolacija nekoliko predolga, in začne 
drsati po statorju. Težava je v tem, da je tudi v tem primeru raven zvočnega tlaka motorja 
sicer nizka (pod dovoljeno mejo) vendar je zaradi tipa zvoka, hrup nesprejemljiv. Ker se 
izolacija v rotor vstavi pred navitjem rotorja, je simuliranje dejanske napake v tem primeru 
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nemogoče (rotorji so bili naviti in izdelani na Kitajskem). Zato smo se odločili poškodovati 
varovalni obroč na navitju rotorja, ki služi kot pomoč pri upiranju navitja proti centrifugalni 
sili in je izdelan iz steklene volne ter laka. Zaradi tega ga je relativno enostavno poškodovati, 
napaka pa povzroča zelo podoben tip hrupa kot ga povzroča drsanje rotorske izolacije po 
statorju. Varovalni obroč poškodujemo v obeh smereh (v ter nasprotni smeri vrtenja rotorja). 
 
 
Slika 3.4: Poškodba varovalnega obroča 
Oznake vzorcev in njihove napake so predstavljeni v Preglednica  3.1 
Preglednica  3.1 : Oznake vzorcev in njihove napake 
Št. vzorca Vrsta napake Preobremenitev 
1-10 brezhibni vzorci / 
11 
statična aksialna 
preobremenitev ležaja v 




preobremenitev ležaja v 




preobremenitev ležaja v 




preobremenitev ležaja v 




preobremenitev ležaja v obeh 
pokrovih (6003 / 6202) 





preobremenitev ležaja v obeh 
pokrovih (6003 / 6202) 
2,25 / 2,54kN 
17 








Poškodovan varovalni obroč 






3.3.  Metoda merjenja 
3.3.1. Načrtovanje meritve 
Pred začetkom merjenja smo si najprej določili kritične točke, v katerih smo merili zvok. 
Zvok smo zajemali s pomočjo mikrofona in sicer na razdalji do 10mm od elektromotorja. S 
tem izničimo vpliv ostalih merilnih točk na našo meritev ter vpliv hrupa iz okolice. Z 
namenom odkrivanja specifičnih napak, smo na motorjih označili 7 točk, ki so najbližje 
elementom z napako.  
 
 
Slika 3.5: Demonstracija merilnih točk na elektromotorju 
Tako nam merilne točke (v nadaljevanju MT) predstavljajo: 
 MT 1 – odkrivanje napak na ležaju v transportnem pokrovu 
 MT 2 – odkrivanje napak na ležaju v transportnem pokrovu 
 MT 3 – dodatna merilna točka 
 MT 4 – odkrivanje napak na varovalnem obroču rotorja ter na kolektorju 
 MT 5 – odkrivanje napak na kolektorju 
 MT 6 – odkrivanje napak na ležaju v zadnjem pokrovu 
 MT 7 – odkrivanje napak na ležaju v zadnjem pokrovu 
Zahteve meritve: 
 Motor merimo v tihi sobi na montažni lini, da ga s tem postavimo v realno okolje 
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 Merilna kartica mora omogočati zajem vsaj 48kHz, programska oprema pa mora 
omogočati izvoz meritve v .wav/.mat formatu datoteke 
 Napajalnik mora imeti nastavljivo napetost ter zagotavljati konstantno napajalno 
napetost za pogon elektromotorja 
 Mikrofon oddaljen do 10mm od vira hrupa 
Uporabljena merilna oprema: 
 Tiha soba na montažni liniji 
 Mobilna merilna postaja LMS SCADAS mobile 
 Kondenzatorski mikrofon ½''  
 Stojalo za mikrofon 
 Siemens LMS TEST.LAB programska oprema 
 Prenosni računalnik HP 
 Napajalnik z nastavljivo napetostjo in priklopnimi kleščami 
 Kljunasto merilo 
 Ročni tahograf 
3.3.2. Potek meritve 
Motor smo najprej postavili na tekoči trak na montažno linijo in ga s tem postavili v realno 
okolje. Pred prvo meritvijo smo določili napajalno napetost, s katero smo poganjali 
elektromotor. Čeprav gre za 24V motor, smo izbrali napajalno napetost le 6V, saj se motor 
brez bremena vrti na zelo visokih vrtljajih že pri šestih voltih. S pomočjo tahografa smo 
odčitali vrtilno napetost, s katero se vrti elektromotor ter si meritev zabeležili. Ugotovili smo 
da se motor pri 6V napajalne napetosti vrti z 3400-3600RPM. Hitrost vrtenja je nekoliko 
nihala, saj motor smo poganjali brez bremena. Meritve hitrosti elektromotorja pa smo 
ponavljali za vsak motor posebej.  
 
Slika 3.6: Prikaz merilnega mesta 
S pomočjo kljunastega merila smo postavili mikrofon na razdaljo do 10mm stran od 
elektromotorja, od merjene merilne točke. Motor smo zagnali in po 10ih sekundah, ko je 
motor dosegel končne vrtljaje, smo začeli meritev. Merili smo 5 sekund in nato motor 
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odklopili od napajalne napetosti. Meritev smo shranili, se pomaknili v naslednjo merilno 
točko, ter ponovili meritev. Vse meritve smo na koncu shranili v .mat datoteke, katere smo 
lahko nato uvozili v Matlab. 
3.4. Obdelava meritev in računanje cenilk 
3.4.1. Obdelava meritev 
Pred začetkom obdelave meritve, smo se odločili za čas integracije 125ms, kar je bila za naš 
primer najbolj reprezentativna dolžina meritve. S časom krajšim od tega bi merili kratke 
pojave, kateri niso primerni za našo raziskavo, z daljšim časom pa bi spregledali krajše 
pojave, ki prikažejo problematiko našega primera.  Da bi meritev bila še bolj reprezentativna, 
smo cenilke računali na 10ih intervalih po 125ms, tako da smo za vsako merilno točko dobili 
10 vrednosti cenilk. Ker je bila celotna meritev daljša od 1250 ms, kolikor se je potrebovalo 
za računanje cenilk, smo lahko prvo sekundo meritve odstranili, da smo izničili možne 
motnje, ki bi se lahko pojavile pri zagonu meritve.  
3.4.2. Računanje cenilk 
Da smo lahko določili katere cenilke so sploh uporabne za naš primer, smo najprej izračunali 
povprečje cenilk po vseh 10ih intervalih in jih izrisali na grafu. Izračunali smo še povprečje 
vrednosti cenilk prvih desetih vzorcev (brezhibni vzorci) in povprečje na grafu izrisali z 
modro črtkano črto. V kolikor je bilo mogoče, smo izračunali še standardno deviacijo med 
10imi intervali prvih 10ih vzorcev in maksimalno izrisali z rdečo črtkano črto. Za vzorce z 
napako pa smo računali posamezne standardne deviacije in jih izrisali na graf v obliki 
rdečega intervala odstopanja. V kolikor je bila izračunana standardna deviacija cenilke že 
sama po sebi cenilka našega signala, intervala odstopanja nismo mogli izrisati. S pomočjo 
dveh pomožnih črt ter intervala odstopanja, smo lažje predvidevali ali je bil vzorec z 
izračunano cenilko statistično res različen od drugega in se s tem že vnaprej izognili napačni 
klasifikaciji. 
V programskem okolju Matlab smo računali naslednje cenilke: 
1. Mid Crossing time (MC_time) 
2. Zero Crossing (ZC) 
3. Standardna deviacija Zero Crossing-a (ZC_std) 
4. Zero Crossing time (ZC_time) 
5. Standardna deviacija Zero Crossing time-a (ZC_time_std) 
6. Crest faktor (CREST) 
7. Standardna deviacija Crest faktorja (CREST_std) 
8. RMS vrednost signala (RMS) 
9. Standardna deviacija RMS vrednosti (RMS_std) 
10. Razmerja višjih harmonikov (n0_ratio) 
11. Sharpness 
12. Standardna deviacija Sharpness-a 
13. Roughness 
14. Tonality 
15. Standardna deviacija Tonality-a 
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16. Kurtosis faktor 
17. Standardna deviacija Kurtosis faktorja 
18. Skewness 
19. Standardna deviacija Skewness-a 
20. Percentile 
21. Standardna deviacija Percentile-a 
22. Povprečna vrednost amplitude signala (M_avg) 
23. Standardna deviacija amplitude signala (M_std) 
Kot končni rezultat preračuna posamezne cenilke smo dobili matriko 20x7 torej po sedem 
točk za vsak elektromotor. Gre za skrčeno obliko rezultata (povprečje 10ih intervalov), saj 
smo na ta način lažje predstavili rezultate z grafi ter na njih izločili neuporabne cenilke.  
V nadaljevanju smo najprej predstavili diagrame vseh cenilk, da smo lahko preverili katere 
cenilke so uporabne in kdaj, katere pa ne. Odstopanje cenilk sem opazoval za vsako 
simulirano napako v pripadajoči merilni točki, kot je navedeno v poglavju 3.3.1. 
3.4.3. Izbor in sortiranje cenilk 
V tem delu smo izmed vseh izračunanih cenilk izbrali tiste, ki značilno odstopajo od cenilk 
dobrih vzorcev. Cenilke, ki niso odstopale od cenilk dobrih motorjev smo lahko zavrgli saj 
so za nas bile neuporabne, ostale pa smo uporabili za učenje kNN klasifikacijskega 
algoritma. Za lažji pregled, smo cenilke, ki so odstopale od dobrih označili z rdečim 
pravokotnikom. 
3.4.3.1.  Prečkanje referenčne vrednosti (MC_time) 
 
Slika 3.7: Vrednosti cenilke ''Prečkanje referenčne vrednosti'' (MC_time) 
Metodologija raziskave 
38 
Iz grafa je razvidno, da sta očitno odstopanje od dobrih motorjev izkazovala le motorja 17 
in 18, torej motorja z napako igle na kolektorju. Ta dva motorja sta izkazovala odstopanje le 
v točki 6. 
3.4.3.2.  Prečkanje ničle (ZC_count) 
 
Slika 3.8: ''Vrednosti cenilke Prečkanje ničle'' (ZC count) 
Cenilka Zero Crossing se je izkazala za učinkovito za motorja št. 17 in 18 v merilni točki 5 
in 6. V merilni točki 6 pa sta odstopanje izkazovala tudi motorja 19 in 20, to sta bila motorja 
z napako na izolaciji ter neustrezno hrapavostjo površine kolektorja. 
3.4.3.3.  Standardna deviacija Prečkanja ničle (ZC_std) 
Tudi ta cenilka se je izkazala za uporabno, saj sta izrazito odstopanje v merilni točki 5 
izkazovala motorja 17 ter motor 20. V merilni točki 6 je izrazito odstopal motor št. 11 – 




Slika 3.9: Vrednosti cenilke ''Standardna deviacija prečkanja ničle'' (ZC_std) 
3.4.3.4. Čas med prečkanji ničle (Zero Crossing time) 
Iz diagrama je razvidno, da cenilka ZC_time v nobenem primeru ne izkazuje odstopanja in 





Slika 3.10: Vrednosti cenilke ''Čas med prečkanji ničle'' (ZC_time) 
3.4.3.5.   Standardna deviacija Zero Crossing time-a (ZC_time_std) 
 
Slika 3.11: Vrednosti cenilke ''Standardna deviacija časa med prečkanji ničle'' (ZC_time_std) 
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Tudi standardna deviacija Časa med prečkanji ničle ni izkazovala odstopanja za značilna 
merilna mesta in jo zato lahko izključimo iz baze podatkov. 
3.4.3.6.  Crest faktor 
 
Slika 3.12: Vrednosti cenilke ''Crest faktor'' 
Tudi cenilka Crest faktor ni izkazovala odstopanja za značilna merilna mesta in smo jo 
zato izključili iz baze podatkov. 
3.4.3.7.  Standardna deviacija Crest faktorja 
Standardna deviacija Crest faktorja je izkazovala prevelik raztros vrednosti dobrih vzorcev 
in je bilo zato težko določiti uporabne podatke. Motorja 17 in 18 sta sicer izkazovala 
nekolikšno odstopanje od ostalih vzorcev, a smo zaradi prevelikega raztrosa tudi to cenilko 




Slika 3.13: Vrednosti cenilke ''Standardna deviacija Crest faktorja'' 
3.4.3.8.  RMS vrednost signala 
 
Slika 3.14: Vrednosti cenilke ''RMS signala'' 
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Ker RMS vrednost predstavlja efektivno vrednost signala, se je v večih primerih izkazala 
za učinkovito. Tako je v merilni točki 3 odstopal motor št. 15 (motor z napako na obeh 
ležajih), motorja 17 in 18 sta značilno odstopala v merilnih točkah (4 in 6). Motor z napako 
hrapavosti kolektorja (št. 20) pa je ravno tako izkazoval odstopanje v točkah 4 in 6. 
3.4.3.9.  Standardna deviacija RMS 
 
Slika 3.15: Vrednosti cenilke ''Standardna deviacija RMS'' 
Tudi standardna deviacija RMS vrednosti se je izkazala za koristno cenilko in sicer v merilni 
točki 2 je izrazito odstopanje izkazoval motor št. 16 torej motor z napako na obeh ležajih. V 
merilni točki 4 sta izrazito odstopanje izkazala motorja 18 in 20, v merilni točki 5 motorji 
17, 18 in 20. V merilni točki 6 pa je veliko odstopanje izkazal motor številka 18. 
3.4.3.10. Razmerje višjih harmonikov 
Ta cenilka je izkazovala izrazito odstopanje le v dveh primerih in sicer v merilni točki 1 je 
značilno odstopal motor št. 15, torej motor z napako na obeh ležajih. V merilni točki 4 pa 




Slika 3.16: Vrednosti cenilke ''Razmerje višjih harmonikov'' 
3.4.3.11. Sharpness (ostrina zvoka) 
 
Slika 3.17: Vrednosti cenilke ''Ostrina zvoka'' (Sharpness) 
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Cenilka Sharpness se je ravno tako izkazala za uporabno. Odstopanje v merilni točki 2 je 
izkazoval motor z napako na ležaju v transportnem pokrovu in sicer motor št. 14. V merilni 
točki 5 in 6 pa so očitno odstopanje izkazovali motorji 17 in 18 (igla na kolektorju) ter 
motor št. 20 (neustrezna hrapavost površine kolektorja). 
3.4.3.12. Standardna deviacija Sharpness-a  
 
Slika 3.18: Vrednosti cenilke ''Standardna deviacija Sharpness-a'' (Sharpness STD) 
Ta cenilka je izkazovala precejšnji raztros vrednosti, a je nekaj izračunov še vedno odstopalo 
od vrednosti dobrih vzorcev in smo zato tudi to cenilko označili kot uporabno. V merilni 
točki 2 je tako izkazoval odstopanje motor št. 14, v merilni točki 3 motor 13 ter v merilni 
točki 5 motor št. 18. 
 
3.4.3.13. Roughness (hrapavost zvoka) 
Hrapavost zvoka se je izkazala za učinkovito v merilnih točkah 4 in 5. V obeh merilnih 
točkah so značilno odstopanje izkazovala motorja 17 in 18 (motorja z iglo na kolektorju) ter 




Slika 3.19: Vrednosti cenilke ''Hrapavost zvoka'' (Roughness) 
3.4.3.14. Tonality (tonalnost zvoka) 
 
Slika 3.20: Vrednosti cenilke ''Tonalnost'' (Tonality) 
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Psihoakustična cenilka Tonality je izkazovala odstopanja v 3-eh merilnih točkah in sicer v 
točki 4, 5 in 6. V merilni točki 4 je odstopanje izkazoval motor št. 17 – motor z napako na 
kolektorju. V merilnih točkah 4 in 5 pa so izrazito odstopanje izkazovali motorji 17, 18 in 
20. 
3.4.3.15. Standardna deviacija Tonality-a 
 
Slika 3.21: Vrednosti cenilke ''Standardna deviacija tonalnosti'' (Tonality STD) 
Standardna deviacija Tonality-a je izkazovala prevelik raztros vrednosti, zato je bila kljub 
odstopanjem nekaterih motorjev od povprečja neuporabna za raziskavo in smo jo izključili 
iz baze podatkov za učenje algoritma. 
3.4.3.16. Kurtosis faktor 
Kurtosis faktor ni izkazoval posebnih odstopanj za noben motor v nobeni točki, zato smo 




Slika 3.22: Vrednosti cenilke ''Kurtosis faktor'' 
3.4.3.17. Standardna deviacija Kurtosis faktorja 
 
Slika 3.23: Vrednosti cenilke ''Standardna deviacija Kurtosis faktorja'' (Kurtosis STD) 
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Standardna deviacija Kurtosis faktorja se je izkazala za uporabno le v merilni točki 2, kjer 
odstopa motor št. 13, to je motor z napako na ležaju v transportnem pokrovu. 
3.4.3.18. Skewness 
 
Slika 3.24: Vrednosti cenilke ''Skewness'' 
Tudi cenilka Skewness je izkazovala relativno velik raztros, zato smo se odločili uporabiti 
le vrednost motorja 19 v merilni točki 5. 
3.4.3.19. Standardna deviacija Skewnessa 
Tudi standardna deviacija Skewness-a je izkazovala velik raztros in je bila zato kljub 




Slika 3.25: Vrednosti cenilke ''Standardna deviacija Skewness-a'' (Skewness STD) 
3.4.3.20. Percentile 
 
Slika 3.26: Vrednosti cenilke ''Percentile'' 
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Cenilka Percentile se je izkazala kot uporabna. Izrazito odstopanje so namreč izkazovali 
motorji v 4ih merilnih točkah in sicer MT2, MT3, MT4, ter MT6. V merilni točki 2 je 
odstopal motor št. 16 (napaka na obeh ležajih), v merilni točki 3 je odstopal motor 15, ki je 
imel ravno tako napako na obeh ležajih. V merilni točki 4 so odstopali motorji 17, 18 ter 20 
(napake na kolektorju) ter v merilni točki 6 je izrazito odstopal motor št. 20. 
3.4.3.21. Standardna deviacija Percentile-a 
 
Slika 3.27: Vrednosti cenilke ''Standardna deviacija Percentile-a'' (Percentile STD) 
Tudi ta cenilka se je izkazala za uporabno. V merilni točki 2 je odstopanje pokazal motor 
16 (napaka na obeh ležajih), v merilni točki 5 je odstopanje pokazal motor št. 17, to je 
motor z napako igle na kolektorju, v merilni točki 6 in 7 pa je odstopanje izkazoval motor 
št. 11 – motor z napako na ležaju v zadnjem pokrovu. 
3.4.3.22. Povprečna vrednost amplitude 
Ker gre za signal, ki je prikaz nihanja zvočnega tlaka, v signalu nimamo prisotne DC 
vrednosti, zato je smiselno, da je povprečna vrednost na nekem daljšem časovnem intervalu 




Slika 3.28: Vrednosti cenilke Povprečna vrednost amplitude 
3.4.3.23. Standardna deviacija amplitude 
 
Slika 3.29: Vrednosti cenilke ''Standardna deviacija amplitude'' 
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Standardna deviacija amplitude se je izkazala za učinkovito le v merilni točki 7 in sicer je 
odstopal motor št. 11,  to je motor z napako na ležaju v zadnjem  pokrovu. 
3.4.3.24. Integrirana glasnost (ang. Integrated Loudness) 
 
Slika 3.30: Vrednosti cenilke ''Integrirana glasnost'' (Integrated loudness) 
Ker so vrednosti cenilke Integrated Loudness premalo odstopale oz. ker je imela cenilka 
prevelik raztros vrednosti, smo se odločili to cenilko izločiti iz baze podatkov za učenje 
algoritma. 
3.4.4. Povzetek izbora in sortiranja 
Po končanem sortiranju cenilk smo rezultate zbrali v Tabeli 3.1. Za vsako cenilko ter vsak 
motor smo napisali v katerih točkah odstopa. V kolikor določena cenilka ni izkazovala 
odstopanja, smo tisti stolpec oz. vrstico obarvali s sivo barvo. V kolikor je cenilka nekega 
motorja odstopala v vseh zanj značilnih merilnih točkah, smo to v tabeli označili z besedo 
''vse''. V zadnji vrstici tabele je označeno koliko cenilk je uporabnih za posamezno napako 
za učenje kNN algoritma. 
Iz Tabele 3.1 je jasno razvidno, da iz baze podatkov za učenje algoritma lahko izločimo 
naslednje cenilke: 
 Zero Crossing time 
 Standardna deviacija Zero Crossing time-a 
 CREST factor 
 Standardna deviacija CREST factorja 
 Standardna deviacija Tonality-a 
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 Kurtosis faktor 
 Standardna deviacija Skewness-a 
 Povprečna vrednost amplitude 
 Integrated loudness 






















  M11,M12 M13,M14 M15,M16 M17,M18 M19 M20 
Merilne točke za tip 
napake 
T6, T7 T1, T2, T3 
T1, T2, 
T3, T6, T7 
T4, T5, T6 T4, T5 T4, T5, T6 
1 MC_time       T6     
2 ZC       T5,T6   T6 
3 ZC_std T6,T7     T5   T5 
4 ZC_time             
5 ZC_time_std             
6 CREST             
7 CREST_std             
8 RMS     T3 T4, T6   vse 
9 RMS_std     T2 T5   T4,T5 
10 n0 ratio     T1 vse     
11 Sharpness   T2   T5,T6   T5,T6 
12 Sharp_std   T2,T3   T5     
13 Roughness       T4, T5   T4, T5 
14 Tonality       vse   T5, T6 
15 Tonal_std             
16 Kurtosis              
17 Kurt_std   T2         
18 Skewness        T5   
19 Skew_std             
20 Percentile     T2,T3 T4   T4, T6 
21 Perc_std T6,T7   T2  T5     
22 M_avg             
23 M_std T7           
24 Int_loud             






3.5.  Klasifikacija izračunanih cenilk 
3.5.1. Formiranje k-NN algoritma 
Po končanem sortiranju cenilk smo začeli s klasifikacijo le-teh. Najprej smo v Matlabu 
formirali matrike podatkov, ki ustrezajo dobrim ter slabim vzorcem. Za vsako točko smo 
torej formirali matriko podatkov dobrih in slabih vzorcev, katere smo nato shranili v .txt 
datoteko. Tako dobimo 7 datotek (za vsako točko posebej) katere so baza podatkov za učenje 
algoritma. Nato z drugim vektorjem poimenujemo kateri elementi v matriki pripadajo 
dobrim motorjem in kateri pripadajo posamezni napaki – torej definiramo oznake. Ob 
zagonu programa, le-ta prebere vse potrebne podatke in formira kNN algoritem.  
3.5.2. Testiranje k-NN algoritma 
3.5.2.1.  Testiranje k-NN algoritma na vzorcih za učenje 
V poglavju 3.5.1 smo definirali potek formiranja k-NN algoritma. Ko je algoritem formiran, 
potrebujemo .wav datoteko posnetka našega elektromotorja, ki ga želimo klasificirati. Ko 
motor posnamemo, zaženemo drugi program z imenom ''kNN_main.m'' v katerega vnesemo 
ime posnetka, ki ga želimo klasificirati ter podamo v kateri točki je bil posnetek posnet. 
Program nam avtomatsko izračuna vse potrebne cenilke posnetka in jih nato vstavi v 
klasifikacijski algoritem. Program vrne ustrezno oznako motorja, ki je bila podana v 
vektorju, definiranem v poglavju 3.5.1. 
Ko smo algoritem formirali, ga je bilo potrebno še testirati. Da ugotovimo, če algoritem 
deluje pravilno, smo se odločili le-tega testirati na vzorcih, ki smo jih uporabili za učenje. 
Tako smo s pomočjo ''for zanke'' v algoritem posamezno vnašali vseh 140 posnetkov (20 
motorjev,  po 7 točk) ter si oznake, ki jih algoritem vrne, beležili v Tabeli 3.2 ter Tabeli 3.3. 
V kolikor smo algoritem pravilno formirali, bi v tem poizkusu morala biti 100% uspešnost. 
To pomeni da bi do 10-ega motorja algoritem moral vrniti 'OK', motor 11 in 12 'Lezaj ZP', 
motor 13 in 14 'Lezaj TP', motor 17 in 18 'Igla', motor 19 'Obroc' in motor 20 bi moral imeti 
oznako 'Hrap.' – hrapavost kolektorja. 
Tabela 3.2: Tabela napovedi kNN algoritma na vzorcih za učenje (dobri motorji) 
  M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 
T1 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 
T2 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 
T3 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 
T4 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 
T5 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 
T6 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 







Tabela 3.3: Tabela napovedi kNN algoritma na vzorcih za učenje (slabi motorji) 


































































































'Igla' 'Igla' 'Obroc' 'Hrap.' 
 
Kot je razvidno iz Tabele 3.2 ter Tabele 3.3, je algoritem napovedal napake na 
elektromotorjih s 100% uspešnostjo,  kot smo to tudi pričakovali. S tem smo lahko sklepali, 






4. Rezultati in diskusija 
4.1. Testiranje k-NN algoritma na novih meritvah 
Da smo lahko ovrednotili našo celotno raziskavo ter dejansko uspešnost našega algoritma, 
pa smo potrebovali nove meritve. Odločili smo se iste motorje še enkrat posneti v vseh 
točkah in izvesti klasifikacijo na teh vzorcih. 
V tem primeru smo pričakovali nekaj odstopanja, saj posnetki za testiranje algoritma niso 
bili več enaki kot posnetki za učenje. Ponovno smo izvedli meritve, posnetke uvozili v 
Matlabov program, klasificirali motorje in si beležili rezultate v Tabelo 4.1 in 4.2. 
Tabela 4.1: Tabela napovedi k-NN algoritma na vzorcih za testiranje (dobri vzorci) 
  M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 




T2 'OK' 'OK' 'OK' 
Oba  
lezaja' 
'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 
T3 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 




T5 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 
T6 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 
T7 'OK' 'OK' 'OK' 
Lezaj  
TP' 
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Tabela 4.2: Tabela napovedi k-NN algoritma na vzorcih za testiranje (slabi vzorci) 































































































'Igla' 'Igla' 'OK' 'Hrap.' 
Klasifikacija motorjev na vzorcih za testiranje ni pokazala tako dobrih rezultatov, saj je kar 
nekaj vzorcev algoritem razvrstil nepravilno. Narobe klasificirane vzorce smo označili z 
oranžno barvo. 
Kljub temu, da smo algoritem formirali pravilno (100% uspešnost klasifikacije na vzorcih 
za učenje) pa smo po končani klasifikaciji motorjev na testnih meritvah ugotovili, da 
algoritem naredi veliko napak. Algoritem namreč zgreši v 21ih primerih od 140ih. Napako 







⋅ 100% = 15%      ( 4.1 ) 
pri čemer je 𝜖 napaka klasifikacije, 𝑛𝑛𝑎𝑝𝑎č𝑛𝑖 število napačnih klasifikacij ter 𝑛𝑣𝑠𝑖 število vseh 
klasifikacij.  
Opazili smo, da je algoritem deloval precej dobro na vzorcih, ki so bili brez napak. Tam je 
bilo napačnih klasifikacij le 7 od 70ih, kar pomeni le 10% napako (𝜖 =
7
70
⋅ 100% = 10%), 
kar pa je bilo precej boljše. Prav tako je algoritem elektromotorje z napako ocenil kot 
ustrezne le v 6 od 70ih primerov, kar pomeni 11,4% napako (𝜖 =
8
70
⋅ 100% = 11,4%). 
Algoritem je imel torej veliko napako, ko je klasificiral tip napake na elektromotorju, v 
kolikor pa bi bilo potrebno določiti le če je vzorec dober ali slab, pa bi algoritem bil precej 
bolj uspešen.  
4.2. Forimiranje k-NN algoritma z OK/NOK klasifikacijo 
Ker je 15% napaka bistveno preveč za implementacijo sistema v proizvodnjo, smo se 
odločili algoritem formirati tako, da bo znal ločiti le med dobrimi vzorci in vzorci z napako. 
Tip napake pa smo tokrat izpustili. Znova smo ponovili postopek iz Poglavja 3.5.1 z razliko 
da smo v vektor oznak motorjem od 1-10 podali le oznako 'OK', vzorcem št. od 11-20 pa 
smo podali oznake 'NOK'. Ker smo imeli za vsak motor 7 merilnih točk, smo se odločili da 
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bomo vzorec označili kot dober, če bo več merilnih točk nakazovalo na dober motor kot na 
slab. V nasprotnem primeru, smo motor označili kot slab.  
4.3. Testiranje k-NN algoritma z OK/NOK klasifikacijo 
Za lažjo obdelavo rezultatov, smo se odločili namesto oznake OK, uporabiti 1 ter namesto 
oznake NOK uporabiti 0. V kolikor je bilo povprečje oznak za posamezen motor nižje od 
0,5 smo motor označili kot slab, v nasprotnem primeru pa smo motor označili kot dober. 
Ponovno smo pognali program klasifikacije za vse motorje in vse točke, ter v Tabeli 4.3 in 
4.4 beležili oznake, ki jih je algoritem vrnil za vsak posamezen vzorec.  
Tabela 4.3: Prikaz rezultatov klasifikacije algoritma dobrih vzorcev 
  M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 
 T1 1 1 1 1 1 0 1 0 1 0 
 T2 1 1 1 1 1 1 1 1 1 1 
 T3 1 1 1 0 1 1 1 1 1 1 
 T4 1 1 1 1 1 1 1 1 0 1 
 T5 1 1 1 1 1 1 1 1 1 1 
 T6 1 1 1 1 1 1 1 1 1 1 
 T7 1 1 1 0 0 1 1 1 1 1 
Povprečje 
ocen:  
1 1 1 0,71 0,86 0,86 1 0,86 0,86 0,86 
Oznaka:  OK OK OK OK OK OK OK OK OK OK 
Tabela 4.4: Prikaz rezultatov klasifikacija algoritma slabih vzorcev 
  M11 M12 M13 M14 M15 M16 M17 M18 M19 M20 
 T1 0 1 1 0 0 1 0 1 1 1 
 T2 0 0 0 0 1 0 0 0 0 0 
 T3 0 0 0 0 0 0 0 0 0 0 
 T4 0 0 0 0 0 0 0 0 0 0 
 T5 0 0 0 0 0 0 0 0 0 0 
 T6 0 0 0 0 0 0 0 0 0 0 
 T7 0 0 0 0 0 0 0 0 1 0 
Povprečje ocen:  0 0,14 0,14 0 0,14 0,14 0 0,14 0,29 0,14 
Oznaka:  NOK NOK NOK NOK NOK NOK NOK NOK NOK NOK 
 
Kot vidimo iz Tabele 4.3 in 4.4, na ta način je naš algoritem vse motorje sortiral ustrezno, 
torej s 100% uspešnostjo. V kolikor torej potrebujemo klasifikacijo motorjev le v dve skupini 
(ustrezni/neustrezni) algoritem deluje s 100% uspešnostjo. Prav tako smo opazili, da se 
uspešnost po posameznih točkah razlikuje, kar pomeni da so nekatere točke bolj 
reprezentativne od drugih. V ta namen smo izvedli še analizo uspešnosti klasifikacijskega 
algoritma po točkah. 
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4.4. Analiza dobljenih rezultatov s klasifikacijo po točkah 
Pri pregledu rezultatov, je bilo vidno da se je uspešnost algoritma razlikovala pri posameznih 
točkah. V Tabeli 4.5 ter 4.6 je predstavljena napaka klasifikacije algoritma po točkah. 
Napako smo izračunali po Enačbi 4.2 in sicer tako, da smo prešteli kolikokrat je bil določen 




⋅ 100%         ( 4.2) 
Tabela 4.5: Napaka algoritma s klasifikacijo po točkah (dobri vzorci) 
  M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 𝒏𝒏𝒂𝒑𝒂č𝒏𝒊 
T1 'OK' 'OK' 'OK' 'OK' 'OK' 'Igla' 'OK' 
Lezaj  
TP' 
'OK' 'Obroc' 3 
T2 'OK' 'OK' 'OK' 
Oba  
lezaja' 
'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 1 
T3 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 0 




T5 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 0 
T6 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 'OK' 0 
T7 'OK' 'OK' 'OK' 
Lezaj  
TP' 
'Igla' 'OK' 'OK' 'OK' 'OK' 'OK' 2 
Tabela 4.6: Napaka algoritma s klasifikacijo po točkah (dobri vzorci) 































































































'Igla' 'Igla' 'OK' 'Hrap.' 1 15% 
Iz Tabele 4.5 ter 4.6 je razvidno, da se je napaka klasifikacije močno razlikovala od točke 
do točke. Tako je imela točka 2 10% napako, točka 3 in 4 in 7, 15% napako, v točki 1 pa se 
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je pojavila kar 50% napaka. V merilnih točkah 5 in 6 pa so rezultati bili zelo dobri. V teh 
dveh točkah smo imeli namreč 100% uspešnost algoritma. Vrstici v tabeli, ki to prikazujeta 
smo obarvali z zeleno barvo. S tem lahko sklepamo da sta merilni točki 5 in 6 precej boljši 














V magistrskem delu smo se osredotočili na odkrivanje in določevanje napak na 
elektromotorjih s pomočjo psiho-akustičnih in ostalih cenilk zvoka. Za raziskavo smo 
potrebovali 20 vzorcev, od katerih smo 10 označili za dobre 10-im pa simulirali klasične 
napake, ki se pojavijo na montažni liniji. Šestim vzorcem smo aksialno preobremenili ležaje, 
dvema vzorcema smo simulirali iglo na kolektorju, en vzorec je imel poškodovan varovalni 
obroč na rotorju, zadnjemu pa smo poškodovali površino kolektorja.  
Nato smo v tihi sobi na montažni liniji izvedli meritve in sicer s pomočjo mikrofona, merilne 
kartice in računalnika smo zajeli zvočne posnetke v sedmih točkah na elektromotorju. Vsaka 
izmed točk je bila skrbno izbrana in sicer tako, da je bila postavljena na mesto simulirane 
poškodbe. Mikrofon smo postavili do 10mm stran od merilne točke, da smo izničili 
potencialne motnje iz okolice ter zmanjšali vpliv ostalih merilnih točk na merjeno točko. 
Po izvedbi meritev smo začeli s preračuni psiho-akustičnih cenilk v programskem okolju 
Matlab. Iz signalov smo izračunali vsega 24 cenilk, od tega se je po sortiranju izkazalo 15 
cenilk za uporabne. Preostalih 9 cenilk ni izkazovalo značilnega odstopanja med dobrimi in 
slabimi elektromotorji in smo jih zato izključili iz baze podatkov. Uporabne cenilke smo 
nato shranili v ''.txt'' datoteko in s tem tvorili bazo podatkov.  
Sledilo je formiranje k-NN algoritma za klasifikacijo elektromotorjev. Algoritem smo 
formirali tako, da smo kot vzorec za učenje uporabili ''.txt'' datoteko baze podatkov. Z 
dodatnim vektorjem smo podali še oznako posameznim elektromotorjem in algoritem je bil 
pripravljen. Ustreznost formiranja algoritma smo najprej testirali tako, da smo algoritem 
testirali na vseh posnetkih za učenje in pričakovali 100% uspešnost klasificiranja napak. Ker 
se je test izkazal za uspešnega (100%), smo meritve ponovili na istih motorjih in ponovno 
izvedli klasifikacijo. Tokrat algoritem je algoritem deloval z 11,4% napako (Poglavje 4.1) 
saj cenilke med posameznimi slabimi elektromotorji niso dovolj odstopale da bi algoritem 
prepoznal razliko.  
Ugotovili smo, da algoritem težko loči posamezne napake med seboj, precej bolje pa loči 
dobre od slabih in obratno. Algoritem je namreč označil slab motor kot dobrega le v 8,6% 
primerov, dober motor pa je kot slabega označil le v 10% primerov (Poglavje 4.1). Zato se 
odločimo formirati nov algoritem, kateri bo sortiral le dobre motorje od slabih (OK/NOK), 
brez določevanja katera napaka je prisotna. Ker smo imeli na vsakem motorju 7 merilnih 
točk, smo za vsako točko klasificirali ali je bil motor dober (1) ali slab (0) in nato izračunali 
povprečje po vseh točkah. V kolikor je bila povprečna vrednost manj od 0,5 smo motor 
označili kot slab, v nasprotnem primeru pa smo motor označili kot dobrega. V tem primeru 
pa je algoritem deloval s 100% uspešnostjo (Poglavje 4.3). 
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V magistrskem delu smo ugotovili, da ima napaka na kolektorju dovolj značilen zvok, da se 
tudi izračunane psiho-akustične cenilke dovolj razlikujejo. Tako lahko tudi s pomočjo 
klasifikacijskega algoritma natančno ločimo to vrsto napake. Za ostale napake (napaka na 
ležajih) pa izračunane cenilke ne izkazujejo dovolj velikega odstopanja, da bi klasifikacijski 
algoritem zanesljivo deloval. Ker je algoritem, ki bi bil zanesljiv za vse vrste napak in ker je 
v podjetju trenutno želja po ločevanju le dobrih od slabih, se zadovoljimo z OK/NOK 
algoritmom, ki torej zanesljivo loči le dobre od slabih. V kolikor se pa osredotočimo le na 
določene merilne točke, ki kažejo največjo zanesljivost, pa bi lahko določevali tudi tip 
napake 
 
Z delom smo raziskali možnosti pri detekciji in klasifikaciji napak na elektromotorjih 
direktno na montažni liniji. Ugotovili smo da je nekatere napake mogoče ločiti od ostalih, 
za detekcijo ostalih pa bi bilo potrebno vložiti še precej časa. Pokazali smo način, kako lahko 
na ta princip ločujemo dobre elektromotorje od slabih. 
 
Predlogi za nadaljnje delo 
Za nadaljnje delo predlagam zbiranje realnih vzorcev (slabih) namesto da se dobrim simulira 
klasične napake. Čeprav so simulirane napake približek realnega stanja, se generiran zvok 
lahko toliko razlikuje, da bi se algoritmu poslabšala uspešnost. Uspešnost klasifikacije za 
napake na ležajih, bi se lahko povečala z obsežnejšo modalno analizo, za katero bi lahko 
zaprosil na oddelku 'Razvoja hrupa in vibracij' v kolikor ne bi bile vse kapacitete trenutno 
zapolnjene s projekti. Ponovljivost meritev bi lahko izboljšali tudi tako, da bi en mikrofon 
nadomestili s sedmimi in bi tako z enim zagonom motorja posneli vseh sedem točk. Meritev 
bi s tem trajala bistveno manj časa, kar pa tudi pomeni stabilnejše razmere na meritvah 
(manjša razlika v temperaturi elektromotorja med prvo in sedmo meritvijo, itd.). Meritve bi 
lahko izboljšali tudi tako, da bi motor merili v obremenjenem ter razbremenjenem stanju, a 
zaradi premajhne zmogljivosti preizkuševališča to ni bilo mogoče. 
Prav tako bi bilo za zanesljivejše delovanje potrebno natančneje raziskati še vpliv lokacije 
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