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Résumé
La reconstruction et la résurrection moléculaire de protéines ancestrales est au coeur de
cette thèse. Alors que les données moléculaires fossiles sont quasi inexistantes, il est pos-
sible d’estimer quelles étaient les séquences ancestrales les plus probables le long d’un arbre
phylogénétique décrivant les relations de parentés entre séquences actuelles. Avoir accès à
ces séquences ancestrales permet alors de tester de nombreuses hypothèses biologiques, de
la fonction des protéines ancestrales à l’adaptation des organismes à leur environnement.
Cependant, ces inférences probabilistes de séquences ancestrales sont dépendantes de
modèles de substitution fournissant les probabilités de changements entre acides aminés.
Ces dernières années ont vu le développement de nouveaux modèles de substitutions d’acides
aminés, permettant de mieux prendre en compte les phénomènes biologiques agissant sur
l’évolution des séquences protéiques. Classiquement, les modèles supposent que le proces-
sus évolutif est à la fois le même pour tous les sites d’un alignement protéique et qu’il est
resté constant au cours du temps lors de l’évolution des lignées. On parle alors de modèle
homogène en temps et en sites. Les modèles récents, dits hétérogènes, ont alors permis
de lever ces contraintes en permettant aux sites et/ou aux lignées d’évoluer selon diﬀé-
rents processus. Durant cette thèse, de nouveaux modèles hétérogènes en temps et sites
ont été développés en Maximum de Vraisemblance. Il a notamment été montré qu’ils per-
mettent d’améliorer considérablement l’ajustement aux données et donc de mieux prendre
en compte les phénomènes régissant l’évolution des séquences protéiques aﬁn d’estimer de
meilleurs séquences ancestrales.
A l’aide de ces modèles et de reconstruction ou résurrection de protéines ancestrales en
laboratoire, il a été montré que l’adaptation à la température est un déterminant majeur de la
variation des taux évolutifs entre lignées d’Archées. De même, en appliquant ces modèles
hétérogènes le long de l’arbre universel du vivant, il a été possible de mieux comprendre
la nature du signal évolutif informant de manière non-parcimonieuse un ancêtre universel
vivant à plus basse température que ses deux descendants, à savoir les ancêtres bactériens et
archéens. Enﬁn, il a été montré que l’utilisation de tels modèles pouvait permettre d’amé-
liorer la fonctionnalité des protéines ancestrales ressuscitées en laboratoire, ouvrant la voie
à une meilleure compréhension des mécanismes évolutifs agissant sur les séquences biolo-
giques.
Mots-clés : Reconstruction de séquences ancestrales, résurrection, modèles hétérogènes
de substitution, température optimale de croissance, dernier ancêtre commun universel, ar-




The molecular reconstruction and resurrection of ancestral proteins is the major issue
tackled in this thesis manuscript. While fossil molecular data are almost nonexistent, phy-
logenetic methods allow to estimate what were the most likely ancestral protein sequences
along a phylogenetic tree describing the relationships between extant sequences. With these
ancestral sequences, several biological hypotheses can be tested, from the evolution of pro-
tein function to the inference of ancient environments in which the ancestors were adatapted.
These probabilistic estimations of ancestral sequences depend on substitution models
giving the diﬀerent probabilities of substitution between all pairs of amino acids. Classi-
caly, substitution models assume in a simplistic way that the evolutionary process remains
homogeneous (constant) among sites of the multiple sequence alignment or between lin-
eages. During the last decade, several methodological improvements were realised, with
the description of substitution models allowing to account for the heterogeneity of the pro-
cess among sites and in time. During my thesis, I developed new heterogeneous substitution
models in Maximum Likelihood that were proved to better ﬁt the data than any other homo-
geneous or heterogeneous models. I also demonstrated their better performance regarding
the accuracy of ancestral sequence reconstruction.
With the use of these models to reconstruct or resurrect ancestral proteins, my co-
workers and I showed the adapation to temperature is a major determinant of evolution-
ary rates in Archaea. Furthermore, we also deciphed the nature of the phylogenetic signal
informing substitution models to infer a non-parsimonious scenario for the adaptation to
temperature during early Life on Earth, with a non-hyperthermophilic last universal com-
mon ancestor living at lower temperatures than its two descendants. Finally, we showed that
the use of heterogeneous models allow to improve the functionality of resurrected proteins,
opening the way to a better understanding of evolutionary mechanisms acting on biological
sequences.
Keywords: Ancestral sequence reconstruction, resurrection, heterogeneous substitution
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1.1 Introduction aux diﬀérents concepts de Résurrection.
La résurrection est déﬁnie comme le fait de revenir à la vie après la mort. C’est un concept qui
peut très bien s’appliquer à un organisme vivant, une idée, un système politique etc. Ce concept
a inondé de nombreuses croyances et religions par le passé et est toujours actuellement l’objet
de fascinations pouvant prendre des formes diverses et variées. Une distinction est faite entre la
résurrection et la renaissance. La résurrection suppose que l’individu, l’idée etc reprend vie dans
une conﬁguration de lieu et physique identiques à celles qu’il ou elle possédait avant la mort. La
renaissance quant à elle conçoit également un retour à la vie après la mort mais dans un cadre
diﬀérent de celui originel. Cette renaissance peut s’eﬀectuer sous une forme diﬀérente où avoir
lieu dans un autre monde. Alors que dans les religions bouddhiste ou hindouiste la renaissance
peut être associée à une punition de l’âme ou du corps suite à des péchés physiques ou moraux,
les religions égyptienne antique, chrétienne et juive concoivent généralement la résurrection
comme quelque chose de positif. Elle est systématiquement associée au retour à la vie de l’être,
par le passage physique du corps de la position allongée (suite à sa mort) à la position levée.
Chez les égyptiens, le mythe d’Osiris est souvent associé à une résurrection. Après être devenu
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successivement le Dieu de la Fertilité et du développement végétal en passant par le Dieu des
Morts, Osiris ﬁnit par être le Dieu de la Résurrection à la Vie Eternelle après avoir été tué par
le Dieu Seth, son frère jaloux. Le culte d’Osiris et sa mythologie se sont développés jusqu’à
occuper le champ majeur de la religion funéraire. Le concept de résurrection associé à Osiris
est malgré tout assez controversé. En eﬀet, il est souvent mentionné qu’Osiris a été le sujet
d’une renaissance car il est ranimé dans le royaume de l’Au-delà dont il devient le souverain.
Une des images de la résurrection d’Osiris est la ﬁguration d’épis de céréales poussant sur son
corps momiﬁé. Le cycle annuel de la végétation qui meurt puis renaît symbolise le concept de
résurrection.
Figure 1.1 – Epis de céréales poussant sur le corps momiﬁé d’Osiris, symbole de résurrection.
Chez le Christianisme, la résurrection est mentionnée dans de nombreux écrits comme l’An-
cien Testament, les Évangiles ou les Actes de Apôtres. La plus importante concerne bien évi-
demment Jésus, dont la résurrection n’est pas un simple retour à la vie physique sur Terre mais
le passage à la vie nouvelle en Dieu. D’après les Évangiles, Jésus a ressuscité trois jours après
sa mort, la matin de Pâques. La religion musulmane place également la résurrection dans une
position d’importance. Il est considéré qu’Allah ramènera tous les hommes à la vie après leur
mort le Jour Promis. Les Chiites, représentant une branche de la religion musulmane, croient
quant à eux que la résurrection se manifestera par le retour des morts sous leur forme et avec
leur corps et leur âme originels.
Au delà du cercle des religions, la notion de résurrection est présente dans de nombreuses
manifestations artistiques. De nombreux romans, bandes dessinées, ﬁlms ou épisodes de séries
télévisées portent le nom de Résurrection. De même, de nombreux artistes musicaux ont produit
des albums dont le titre est Résurrection ou Resurrection en anglais. Par exemple, Resurrection
est un album à titre posthume du maitre absolu du Hip-Hop, 2pac, sorti en 2003. Virgo Four, duo
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anglais de musique house-techno a également sorti en 2011 un album portant ce nom. Enﬁn,
Ophélie Winter a, en 2009, sorti un album portant ce nom, symbolisant son retour tant attendu à
la chanson, rompant le désespoir de nombreux francophones ayant perdu la foi, depuis 2002 et
son précédent album, de pouvoir revoir un jour Ophélie sur le devant de la scène.
Figure 1.2 – Resurrection. Album posthume de 2pac.
La thèse que je présente ici place la renaissance et la résurrection au centre du sujet. Cette
résurrection sera abordée d’un point de vue scientiﬁque, à l’aide d’une démarche rationnelle
d’observation et d’interprétation des expériences, conférant à la démarche scientiﬁque sa néces-
saire propriété de répétabilité des expériences. La suite de mon message se place entièrement
dans ce cadre rigoureux. Dans le ﬁlm Jurassic Park, des dinosaures sont ressuscités à la suite de
clonages de leur propre ADN, découvert intact à l’intérieur d’intestins de moustiques préservés
dans de l’ambre. La question est de savoir s’il est possible un jour d’assister à un tel scénario où,
à partir d’ADN ancien et entièrement préservé, une espèce éteinte est ramenée à la vie. Bien que
la science du clonage ne soit encore qu’à ses prémices, il n’apparait pas a priori inenvisageable
de réaliser une telle prouesse méthodologique, dans un avenir plus ou moins proche. Ressus-
citer une espèce nécessiterait néanmoins plusieurs résurrections d’individus, de sexes opposés
dans le cas d’une espèce sexuée, et capables de se reproduire. Au delà des questions éthiques
et philosophiques qu’une telle démarche scientiﬁque implique, il est raisonnable de se poser la
question de l’intérêt de ressusciter un organisme ou une espèce éteinte. Cette question ne sera
pas abordée ici.
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Une des diﬃcultés majeures est de pouvoir avoir accès aux génomes conservés d’espèces
éteintes, ce qui limite grandement la liste des candidats potentiels à la résurrection (l’ADN se
dégrade rapidement au cours du temps, dû aux rayons UV, au processus de déamination etc).
Malgré tout, il existe quelques espèces éteintes mythiques dans l’esprit des gens et auxquelles
une attention peut être portée. Par exemple, le Mammouth (Mammuthus primigenius) représente
une cible intéressante : l’espèce s’est éteinte récemment et plusieurs spéciments fossiles entiers
ont été retrouvés dans la toundra arctique. Une collaboration internationale constituée de scienti-
ﬁques russes et coréens se penche actuellement sur la question de la résurrection du Mammouth,
dont l’ADN ancien pourrait être cloné à l’aide d’une éléphante (Zimmer, 2013). En outre, des
espèces très récemment éteintes dont des spécimens ont été conservés dans des musées répré-
sentent également des candidats à la résurrection. Des prélèvements peuvent être réalisés sur les
tissus anciens, aﬁn d’en extraire l’ADN et de tenter de le cloner dans une espèce proche. Le
tigre de Tasmanie, endémique à l’Australie, est un animal fascinant car il fut un des plus gros
marsupiaux carnivores ayant fréquenté l’homme. L’espèce s’est éteinte dans les années 1930 par
la volonté sans relâche des chasseurs de le voir disparaître. Malgré cela, des spécimens furent
conservés dans des musées australiens. Enﬁn, le dodo est une des espèces éteintes les plus cé-
lèbres dans l’opinion publique. Cet oiseau vivait sur l’île Maurice et plusieurs spécimens sont
également conservés dans des musées.
Figure 1.3 – Espèces éteintes pour lesquelles une résurrection peut être envisageable. A gauche,
le Mammouth (Mammuthus primigenius) ; au centre, le tigre de Tasmanie (Thylacinus cynoce-
phalus) ; à droite, le dodo (Raphus cucullatus)
Une espèce a été le sujet des premières tentatives de résurrection. Il s’agit du bouquetin
d’Espagne ou bouquetin ibérique (Capra pyrenaica). Quatre sous-espèces exitent chez cette
espèces. Une d’entre elle s’est éteinte durant le XIXeme siècle, tandis qu’une autre s’est éteinte
à la ﬁn des années 1990. Alors que cette sous-espèce (Capra pyrenaica ssp. pyrenaica) était en
danger, des scientiﬁques ont entrepris des prélèvements d’ADN sur des individus encore vivants
aﬁn d’envisager un clonage dans le futur. Les diﬀérentes tentatives de clonage à l’aide d’ovocytes
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de chèvre ont toutes échoué, entrainant l’arrêt du projet (Pina-Aguilar et al., 2009).
Récemment, plusieurs génomes complets anciens ont pu être séquencés. Parmi ceux là, les
génomes de Néandertal (Green et al., 2010) et de Denisova (Reich et al., 2010) ont permis d’avoir
accès à des séquences génomiques ancestrales le long de la branche humaine, ouvrant la voie à
une meilleure compréhension de la dynamique évolutive de notre génome. A une autre échelle,
le génome de souches de bactéries Yersinia pestis responsables de l’épidémie de peste noire
ayant eu lieu au XIVeme siècle a été séquencé, suite à des prélèvements sur des os et des dents de
victimes de l’épidémie (Bos et al., 2011), en espérant mieux comprendre les dynamiques évolu-
tives entrainant l’apparition d’agents infectieux hautement pathogènes. Ces dernières prouesses
méthodologiques permettant de faire renaître des génomes anciens illustrent les capacités des
biotechnologies à oﬀrir un matériel d’étude inespéré à la communauté scientiﬁque. Malgré tout,
la question de ressusciter Néandertal, Denisova ou la peste noire à partir de ces génomes n’a pas
été encore envisagée sérieusement. Heureusement ?
La présence dans le registre fossile de restes d’organismes permettant d’avoir accès à des
séquences moléculaires ancestrales (ADN ou protéines) est très limitée. Si cela était possible,
cela permettrait de mieux comprendre comment les séquences moléculaires, et notamment les
protéines, évoluent au cours du temps et acquièrent de nouvelles fonctions/structures. Il serait
même éventuellement possible de relier ces événements évolutifs à des changements adaptatifs
des espèces ancestrales portant ces molécules. Mais il est possible de contourner ces limitations,
en exploitant la richesse d’information présente dans les séquences protéiques actuelles. Pour
celles qui ont conservé le signal évolutif informant le chemin substitutionnel emprunté par leurs
ancêtres, l’utilisation de modèles probabilistes d’évolution des séquences moléculaires peut alors
permettre, dans un premier temps par ordinateur, puis éventuellement en laboratoire, d’estimer
et de synthétiser les séquences protéiques ancestrales aux séquences actuelles. La reconstruction
(ou renaissance) in silico, évenuellement suivie d’une résurrection moléculaire in vitro ou in vivo
a, dès 1963, été envisagée par Pauling and Zuckerkandl. C’est maintenant devenu un champ de
recherche à part entière dans lequel cette thèse s’inscrit modestement.
1.2 Principes généraux de la modélisation de l’évolution molécu-
laire.
Au cours du temps et au sein d’une espèce ou d’une population, les séquences d’ADN et de
protéines évoluent d’une génération à l’autre, en accumulant des mutations, dont le destin (éli-
mination, ﬁxation, maintien à une fréquence intermédiaire) peut être déterminé par des processus
sélectifs ou neutres. Les questions que les sections 1.2 et 1.3 abordent concernent l’explication
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de la façon dont l’évolution des séquences est modélisée mathématiquement et comment, à par-
tir de cette modélisation, le calcul d’un arbre phylogénétique retraçant l’histoire évolutive des
séquences est réalisé.
1.2.1 Modèles de Markov
Remarque : Cette section, concernant les modèles markoviens, leur utilisation en phylogénie
et la description des modèles nucléiques et de codons, se veut volontairement succinte. L’accent
sera plus mis sur les modèles protéiques, qui sont au coeur de cette thèse. Cependant, la présen-
tation des principes fondamentaux nécessaires à la compréhension et l’utilisation de ces modèles
est eﬀectuée.
1.2.1.1 Déﬁnition mathématique
Un processus markovien d’ordre r est un processus stochastique qui possède la propriété de Mar-
kov, stipulant que la distribution conditionnelle des états futurs ne dépend que des r distributions
des états présents et passés. Un processus de Markov d’ordre 1 stipule ainsi que la distribution
conditionnelle des états futurs ne dépend que de la distribution des états présents et non de ceux
du passé. C’est alors un processus sans mémoire. Il se déﬁnit mathématiquement de la façon
suivante :
soit (Xn+1) = X1,X2, . . . ,Xn,Xn+1 une suite de v.a. dont les états possibles appartiennent à un
ensemble E ﬁni ou dénombrable. Cette suite constitue une chaine de Markov d’ordre r si :
P(Xn+1 = in+1|Xn = in, . . . ,X2 = i2,X1 = i1)
= P(Xn+1 = in+1|Xn = in, . . . ,Xn−r+1 = in−r+1)
Dans le cas d’une chaine de Markov d’ordre 1, on a :
P(Xn+1 = in+1|Xn = in, . . . ,X2 = i2,X1 = i1)
= P(Xn+1 = in+1|Xn = in)
La modélisation des changements de bases (ou d’acides aminés) au cours du temps va alors être
permise à l’aide d’un processus markovien d’ordre 1. En eﬀet, les séquences évoluent par l’eﬀet
de mécanismes de mutation et sélection, qui n’ont pas accès aux états passés. Les diﬀérentes
probabilités du processus décrivant les passages d’un état de la chaine à un autre modélisent
alors les mécanismes biologiques entrainant l’évolution des séquences.
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1.2.1.2 Homogénéité, stationnarité et réversibilité
Une chaîne de Markov d’ordre 1 est dite homogène en temps si :
∀i, j ∈ E, ∃ pij, ∀n ∈N tel que P(Xn+1 = j|Xn = i) = pij
Dans le cas homogène, la probabilité de passer de i→ j ne dépend que de i et j quelle que
soit l’étape considérée. Le processus est alors considéré comme constant au cours du temps,
quelle que soit l’échelle évolutive des séquences/espèces considérées.
• Les valeurs pij = P(Xn+1 = j|Xn = i) constituent les probabilités de transition de la
chaine de Markov entre les états possibles.




p11 p12 · · · p1s





ps1 ps2 · · · pss
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
E = {1, 2, . . . , s}
0 ≤ pij ≤ 1
∑
j pi j = 1
• La matrice P(n) des probabilités pour n étapes de la chaine de Markov est égale à Pn.
• L’état du système après ces n transitions est donnée par le vecteur de probabilités F(n) :
F(n) =
(
f (n)1 , f
(n)





F(n) = F(n−1)P = F(0)Pn
avec F(0) la distribution initiale.
• Lorsque n → ∞, F(n) converge vers une distribution invariante (également appelée sta-
tionnaire) notée Π = (πi), telle que :
ΠP = Π
Alors, chaque ligne de la matrice Pn → Π.
• Toute chaîne de Markov possède au moins une distribution invariante. Dans la suite du
manuscrit, cette distribution stationnaire sera appelée proﬁl.
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Dans le cas d’une séquence dont l’évolution moléculaire est modélisée par un processus
markovien, le proﬁl du processus représente ainsi la composition globale (en bases, codons
ou acides aminés) à l’échelle de toute la séquence lorsque l’équilibre est atteint. Si la sé-
quence n’est pas à l’équilibre compositionnel (voir plus bas), le proﬁl spéciﬁe ainsi la direction
vers laquelle la composition de la séquence évolue.
• Un processus de Markov stationnaire est dit réversible dans le temps si
πipi j = π jpji
pour chaque paire d’états (i, j). Avec πi et π j, les fréquences stationnaires des caractères i
et j dans la séquence, et pij et pji, les probabilités de transition de i→ j et de j→ i.
• La réversibilité signiﬁe que lorsque l’équilibre est atteint, la probabilité ou quantité
espérée de changements de l’état i vers j est égale à la probabilité ou quantité espérée
de changements de l’état j vers l’état i
1.2.2 D’un temps discret au temps continu
Jusque ici, la chaîne de Markov considérait des variables aléatoires en temps discret. Cependant,
les molécules évoluent dans un temps qui est continu. Il est donc nécessaire de généraliser le
fonctionnement du processus markovien au temps continu. Dans ce cas, on a :
Lorsque h→ 0 : P(X(t + h) = j|X(t) = i)  qijh
Les valeurs de qij déﬁnissent la matrice Q = (qij), dite des taux instantanés, telle que :
Q =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
q11 q12 · · · q1s





qs1 qs2 · · · qss
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
qij ≥ 0 (i  j)
qii = −∑ ji qi j
∑
j qi j = 0




μAA μAT μAC μAG
μTA μTT μTC μTG
μCA μCT μCC μCG




−λA μAT μAC μAG
μTA −λT μTC μTG
μCA μCT −λC μCG
μGA μGT μGC −λG
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
avec :
• μi j (i  j) le taux de substitution instantané d’un nucléotide de l’état i vers l’état j,
• λi le taux de changement instantané d’un nucléotide dans l’état i vers un autre nucléotide
• et, par conséquent, 1 − λi le taux de conservation instantané d’un nucléotide.
Toutes ces notations sont généralisables à un alphabet de codons ou d’acides aminés en consi-
dérant un ensemble E de dimension 61 ou 20, respectivement.
À présent, la ﬁgure 1.4 présente les scénarios possibles pour atteindre l’état A au temps t+dt
et va nous permettre de modéliser de manière générale la dynamique des fréquences des états au





















Figure 1.4 – Intégration des chemins possibles pour arriver à l’état A au temps t + dt. Cette
ﬁgure est inspirée de la ﬁgure 2.2 du livre de Perrière and Brochier-Armanet (2010).
À partir de cette ﬁgure, il est aisé de voir apparaitre le système de quatre équations diﬀéren-
tielles suivant :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A(t + dt) = A(t)(1 − λAdt) + T(t)μTAdt + C(t)μCAdt + G(t)μGAdt
T(t + dt) = T(t)(1 − λTdt) + A(t)μATdt + C(t)μCTdt + G(t)μGTdt
C(t + dt) = C(t)(1 − λCdt) + A(t)μACdt + T(t)μTCdt + G(t)μGCdt
G(t + dt) = G(t)(1 − λGdt) + A(t)μAGdt + T(t)μTGdt + C(t)μCGdt
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Soit F(t) le vecteur des fréquences des quatre bases au temps t tel que F(t) = {A(t),T(t),C(t),G(t)}.
En écriture matricielle, le système des quatre équations diﬀérentielles précédentes devient donc :









avec F(0) = {A(0),T(0),C(0),G(0)} le vecteur des fréquences ancestrales.
On déﬁnit alors la matrice P(t), matrice des probabilités de transitions entre états continus,
en fonction de la matrice des taux instantanés :
P(t) = eQt =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
pAA(t) pAC(t) pAT(t) pAG(t)
pCA(t) pCC(t) pCT(t) pCG(t)
pTA(t) pTC(t) pTT(t) pTG(t)
pGA(t) pGC(t) pGT(t) pGG(t)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Le calcul de la matrice P(t) nécessite le calcul d’une exponentielle de matrice, ce qui peut
se réaliser assez aisément en calculant les valeurs et vecteurs propres la matrice Q dans le cas
où celle-ci est diagonalisable. Si ce n’est pas réalisable analytiquement, la matrice P(t) peut être
assez bien approchée par un développement de Taylor à faible degré. L’explication de ces calculs
dépasse le cadre de cette présentation brève des modèles markoviens appliqués à l’évolution
moléculaire.
1.2.3 Modèles nucléiques
Plusieurs modèles nucléiques ont été proposés depuis la ﬁn des années 70 et le modèle de Jukes
et Cantor (Jukes and Cantor, 1969). Les diﬀérents modèles visent à prendre en compte les spé-
ciﬁcités de l’évolution moléculaire des bases, comme la diﬀérence entre les taux de transition
et les taux de transversions, les fréquences d’équilibre diﬀérentes entre bases. En fonction de la
complexité des modèles, les probabilités de transitions entre états peuvent ou non être exprimées
analytiquement. La présentation précise de tous ces modèles dépasse le cadre de cette thèse. Les
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livres de Felsenstein (2004) et Yang (2006) expliquent très clairement l’ensemble de ces modèles
et de leurs implications. Néanmoins, il est possible de citer les modèles suivants :
• Jukes & Cantor à 1 paramètre (JC69).
• Kimura à deux paramètres (K81).
• Felsenstein à trois paramètres (F81).
• Hasegawa, Kishino & Yano à quatre paramètres (HKY85).
• Felsenstein 1984 à cinq paramètres (F84).
• Tamura à trois paramètres (T92).
• Tamura & Nei à six paramètres (TN93).
• Generalised Time Reversible à neuf paramètres (GTR).
Dans le comptage du nombre de paramètres pour chacun de ces modèles, le paramètre de
taux r est considéré. Ce paramètre peut s’éliminer dans le cas où l’on impose une normalisation
de la matrice aﬁn de contraindre le taux moyen global à une valeur donnée (par exemple un
taux global de 1 aﬁn de rendre interprétable les longueurs de branches d’un arbre phylogéné-
tique en nombre de substitution moyen par site – voir plus loin, section Modèles protéiques).
Le modèle GTR est le modèle réversible le plus général et peut être étendu à un modèle de co-
dons ou d’acides aminés. Il considère que tous les taux de substitutions instantanés entre états
sont diﬀérents et peuvent être estimés en fonction des données, par exemple par Maximum de
Vraisemblance (voir section 1.3). Le modèle GTR est riche en paramètres, puisqu’il possède
par défaut 9 paramètres dans le cas de l’ADN. En eﬀet, d’après l’hypothèse de réversibilité




π j = ρi jπ j
avec ρi j nommé échangeabilité de i vers j. L’échangeabilité ρi j représente la propension de l’état
i à évoluer vers l’état j. On a alors ρi j = ρ ji, d’où :
Q =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
μAA μAC μAT μAG
μCA μCC μCT μCG
μTA μTC μTT μTG




−λA ρACπC ρATπT ρAGπG
ρACπA −λC ρCTπT ρCGπG
ρATπA ρCTπC −λT ρTGπG




Q = S × diag(Π)
avec :
• S la matrice symétrique des échangeabilités,
• ρii = −λiπi ,
• et diag(Π) la matrice diagonale contenant les fréquences stationnaires, ou d’équilibre des
états de la chaine de Markov.
La matrice Π est souvent mentionnée comme un vecteur de fréquences d’équilibre, ou proﬁl.
Dans le cas nucléique, il y a alors 6 échangeabilités à estimer, et trois fréquences d’équilibres,
soient 9 paramètres.
1.2.4 Modèles de codons
L’évolution des séquences nucléotidiques codantes peut aussi être modélisée à l’aide de modèles
markoviens de substitution de codons. Dans ce cas, les diﬀérents états de la chaine de Markov
ne sont plus les quatre nucléotides mais les triplets de nucléotides codant pour un acide aminé,
ou codon. Il existe en tout 64 codons, dont trois codons stop, pour 20 acides aminés (dans le cas
général). Par conséquent, plusieurs codons peuvent coder le même acide aminé, ce qui donne
au code génétique sa propriété dite de redondance. Une conséquence de cette propriété de re-
dondance est qu’il devient possible de distinguer les substitutions nucléotidiques synonymes, qui
n’entrainent pas de changement d’acide aminé des substitutions non-synonymes, qui provoquent
un changement d’acide aminé. Étant donné que les forces sélectives agissent principalement au
niveau protéique, les pressions de sélection sont radicalement diﬀérentes selon que la mutation
est synonyme ou non-synonyme. La comparaison des taux de substitution synonymes vis à vis
des taux de substitutions non-synonymes donne ainsi accès à une mesure eﬃcace des eﬀets de
la sélection, et peut permettre de détecter des lignées ou des sites particuliers qui sont sous des
régimes sélectifs non-neutres, c’est à dire sur lesquels la sélection naturelle opère (Nielsen and
Yang, 1998; Yang, 2006).
Les premiers modèles de codons furent proposés par Goldman and Yang (1994) et Muse
and Gaut (1994). La chaine de Markov est utilisée pour modéliser le processus de substitutions
entre codons. Dans ces modèles, en considérant le paramètre ω comme étant le rapport des taux
de substitutions non-synonymes sur synonymes (communément appelé dN/dS), κ le rapport
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des taux de transitions sur transversions et π j la fréquence d’équilibre du codon j, le taux de
substitution instantané entre codons i et j est déﬁni comme suit :
qij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, si i and j diﬀèrent à deux ou trois positions de codon,
π j, si i and j diﬀèrent par une transversion synonyme,
κπ j, si i and j diﬀèrent par une transition synonyme,
ωπ j, si i and j diﬀèrent par une transversion non-synonyme,
ωκπ j, si i and j diﬀèrent par une transition non-synonyme.
Des modèles de codons plus sophisitiqués ont par la suite été développés, sur la base de
modèles de mélange de sous-modèles. Ces sous-modèles peuvent varier selon la valeur d’ω qui
peut être soit ﬁxé à 0 (sélection puriﬁcatrice) ou 1 (sélection neutre), soit estimé à partir des
données aﬁn de détecter des sites ou des lignées sous pression de sélection positive (Nielsen and
Yang, 1998; Yang et al., 2000; Yang and Nielsen, 2002).
1.2.5 Modèles protéiques
Avant l’avènement des techniques de séquençage permettant d’avoir accès à une grande quan-
tité de données nucléiques (pouvant ensuite être traduite en données protéiques pour les parties
codantes), les premières analyses phylogénétiques ont utilisé des séquences protéiques. Ainsi, le
premier arbre phylogénétique moléculaire reconstruit était basé sur l’étude de sept séquences de
19 acides aminés de ﬁbrinopeptides (Doolittle and Blombäck, 1964). L’avantage d’utiliser les
séquences protéiques plutôt que des séquences nucléiques est que, du fait de la dégénérescence
du code génétique et des substitutions synonymes des bases, les séquences protéiques sont plus
conservées, ce qui les rend plus robustes aux phénomènes de convergence substitutionnelle, ou
homoplasie. Elles permettent ainsi d’analyser des séquences ayant divergé il y a plus longtemps
ou évoluant à un taux plus rapide. En outre, il semble que, d’après les observations faites jus-
qu’à maintenant, les séquences protéiques soient moins sensibles que les séquences nucléiques
à des biais de composition, entrainant le regroupement de séquences partageant des composi-
tions moléculaires similaires (voir sections 1.4.4 et 2.1). En revanche, les séquences protéiques
deviennent non-informatives pour des degrés de divergence plus faible et ne permettent pas de
résoudre des relations de parentés dont l’origine est récente.
Une distinction peut être faite entre les modèles de substitution mécanistes et empiriques.
Les modèles mécanistes tentent de considérer explicitement les facteurs biologiques à l’oeuvre
inﬂuençant le processus évolutif d’évolution des acides aminés. A l’aide de paramètres estimés à
partir du jeu de données d’étude, ils ont, par exemple, pour but de quantiﬁer les phénomènes de
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biais mutationnels au niveau de l’ADN, de traduction des codons en acides aminés et du destin
des mutations d’un point de vue de la sélection (Rodrigue et al., 2010). En revanche, les modèles
empiriques décrivent les diﬀérents taux de substitutions entre acides aminés sans considérer
explicitement les facteurs qui inﬂuencent le processus évolutif (Whelan and Goldman, 2001;
Le and Gascuel, 2008). Les paramètres de ces modèles sont généralement estimés à partir d’un
grand jeu de données issues de bases de données et ﬁxés par la suite dans le but de les ré-
utiliser sur d’autres jeux de données. Même s’ils sont moins élégants et qu’ils ne permettent
pas d’ appréhender les forces et les mécanismes évolutifs à l’oeuvre par rapport aux modèles
mécanistes, les modèles empiriques semblent être plus eﬃcaces lorsqu’il s’agit de reconstruire
des arbres phylogénétiques (Yang, 2006). Il est à noter que les modèles mécanistiques ne sont
pas l’apanage des séquences protéiques et qu’ils peuvent être construits aﬁn de comprendre les
mécanismes d’évolution moléculaire à l’oeuvre au niveau ADN ou codon (Yang and Nielsen,
2008).
La grande majorité des modèles de substitution protéiques utilisés en pratique sont des ver-
sions empiriques du modèle GTR, pour lesquels les échangeabilités et les fréquences d’équi-
libres ont été appris extérieurement au jeu de données analysé à partir d’une base de données
d’alignements considérée comme représentative des séquences du vivant. La première matrice
de substitution empirique a été construite par Dayhoﬀ et al. (1978) à partir des familles de
séquences protéiques disponibles à cette époque. À partir de ces familles et des arbres phylogé-
nétiques correspondant, ils utilisèrent la reconstruction de séquences ancestrales par parcimonie
(voir section 1.6.1) le long de ces arbres pour compiler les informations de substitutions obser-
vées entre paires d’acides aminés, aﬁn de construire leur matrice de transitions. C’est à partir de
cette matrice que toute une série d’autres matrices furent reconstruites selon la distance phylogé-
nétique considérée. Dayhoﬀ et al. (1978) ont approximé la matrice de probabilités de transitions
pour une distance attendue de 0.01 substitution par site, produisant la matrice PAM1 (pour une
“Point-Accepted Mutation”) ou encore connue sous le nom de DAYHOFF. Ainsi, la matrice
PAM250 est la matrice de transition acceptant 250 mutations pour 100 sites et est mieux adaptée
pour retracer l’histoire évolutive de séquences éloignées. La matrice PAM fut par la suite amé-
liorée à l’aide d’une approche diﬀérente d’apprentissage de ses paramètres et à partir d’une plus
grande quantité de données pour produire les matrices BLOSUM62 (Henikoﬀ and Henikoﬀ,
1992) et JTT (Jones et al., 1992).
Les modèles proposés par la suite furent estimés en utilisant le Maximum de Vraisemblance
(Adachi and Hasegawa, 1996) en considérant le modèle GTR de façon à estimer les échangea-
bilités et les fréquences d’équilibres du modèle (le Maximum de Vraisemblance est expliqué à
la section 1.3). Cela implique l’estimation de 19x20/2 = 190 echangeabilités et 19 fréquences
d’équilibres. Dans la pratique et lors du calcul de la vraisemblance sur un arbre, la matrice
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Q est normalisée aﬁn d’obtenir des longueurs de branches interprétables. Ainsi, la contrainte
−sumiπiqii = 1 est appliquée, de telle sorte que les distances évolutives soient mesurées en
nombre moyen de changement par site. Ceci entraine l’élimination d’un paramètre à estimer, ce
qui laisse 189 échangeabilités à estimer. Comme ces 208 (189 + 19) paramètres sont estimés
au Maximum de Vraisemblance, un large jeu de données est nécessaire pour une optimisation
correcte des valeurs d’échangeabilités et de fréquences d’équilibre. De nombreux modèles ont
été constuits de cette façon. Nous citerons ici le modèle mtREV (ou MTMAM), spéciﬁque des
protéines mitochondriales de vertébrés ou mammifères (Adachi and Hasegawa, 1996), le modèle
WAG (Whelan and Goldman, 2001), appris à partir de données nucléaires et enﬁn le modèle LG
(Le and Gascuel, 2008), modèle le plus performant à l’heure actuelle. LG est une amélioration
du modèle WAG en prenant en compte plus de données et en prenant en compte la variation de
vitesse d’évolution entre sites (voir section 1.4.1). La Figure 1.5 montre les matrices symétriques
d’échangeabilités des modèles WAG et LG.
? ?
Figure 1.5 – Comparaison des échangeabilités des modèles WAG et LG. Cette ﬁgure a été ex-
traite de la ﬁgure 2 de Le and Gascuel (2008)
Il est possible de voir dans la ﬁgure 1.5 que les acides aminés ayant des propriétés bio-
chimiques similaires ont de plus grandes échangeabilités et vont avoir tendance à s’échanger
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plus fréquemment au cours de l’évolution. Par exemple, les acides aminés isoleucine (I) et va-
line (V), ainsi que les acides aminés arginine (R) et lysine (K) ont de fortes échangeabilités. En
revanche, la cystéine ou la proline, qui sont deux acides aminés très particuliers (du fait de la
présence d’un groupement thiol (-SH) pour la cystéine, permettant notamment de faire des ponts
disulfures et du fait de la présence d’un cycle pour la proline, impactant fortement son encom-
brement stérique), ont des échangeabilités très faibles avec l’ensemble des autres acides aminés.
L’autre caractéristique importante que ces matrices révèlent est la plus grande échangeabilité
entre acides aminés codés par des codons séparés par une seule mutation, et inversement dans
le cas d’acides aminés séparés par deux à trois mutations. Par exemple, l’acide aspartique (D) et
l’acide glutamique (E) peuvent se substituer par une unique mutation de base au niveau de leur
codon. À l’opposé, les codons codant pour la glycine (G) et la leucine (L) sont séparés par 2
mutations et ont des échangeabilités quasi nulles.
Lorsque de tels modèles empiriques sont utilisés dans la littérature, le proﬁl du modèle est
souvent modiﬁé pour être ajusté aux fréquences observées de l’alignement (Cao et al., 1994).
Ces modèles ont alors un suﬃxe ’+F’ ou ’-F’. Comme la plupart du temps le modèle de sub-
stitution utilisé est stationnaire et que l’on suppose que les séquences sont à l’équilibre compo-
sitionnel, il devient justiﬁer d’utiliser ces fréquences observées comme fréquences d’équilibres
du modèle, tout en gardant les échangeabilités empiriques propres au modèle. Généralement,
ﬁxer le proﬁl aux fréquences observées améliore l’ajustement du modèle aux données, mais pas
nécessairement (Groussin et al., 2013a).
1.3 Le maximum de vraisemblance en phylogénie
Le maximum de vraisemblance ou Maximum Likelihood (ML) est une méthode statistique lar-
gement utilisée pour estimer les paramètres d’une distribution de probabilité d’un échantillon
donné. Son application en phylogénie s’explique par la volonté de prédire quel les paramètres
du scénario évolutif ayant généré les données observées actuellement. Felsenstein (1981) fut
le premier à développer un algorithme eﬃcace du calcul de la vraisemblance en phylogénie,
permettant au maximum de vraisemblance d’être progressivement considéré lors d’analyses
phylogénétiques jusqu’à devenir au cours des années 1990 la méthode de référence pour les
phylogénéticiens.
1.3.1 Principe général de la vraisemblance
• Soit x = (x1, x2, x3, . . . , x) un échantillon de valeurs d’une variable aléatoire X provenant
d’une distribution de paramétre(s) θ inconnu(s) :
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– Si l’échantillon est aléatoire, alors les xi (1 ≤ i ≤ ) sont indépendantes et indenti-
quement distribuées et chacune a une probabilité P(xi|θ).
– Si l’ensemble de l’échantillon est considéré, alors la fonction de vraisemblance L(θ)
associée est égale à la probabilité simultanée :





Ainsi, la vraisemblance est égale à la probabilité des données (x) sachant les para-
mètres du modèle (θ).
– La plupart des méthodes n’utilisent pas directement la fonction de vraisemblance,
mais plutôt son logarithme, aﬁn d’éviter des problèmes numériques liés à la mani-





1.3.2 Application à la phylogénie
Transposons à présent cette notion de vraisemblance à la problématique phylogénétique. Il est
à noter que l’ensemble des principes développés ici est transposable à n’importe quel alphabet
moléculaire.
• Soit un alignement D comprenant un nombre d de sites :
– Chaque site dans l’alignement est désigné par le terme C(i) (1 ≤ i ≤ d).
– Dans ce cas, l’expression de la vraisemblance associée au site i est donnée par :
L(i) = P(C(i)|τ,b, ϑ)
avec τ, la topologie considérée, b le vecteur des longueurs de branches, et ϑ les
paramètres du modèle d’évolution utilisé. Par la suite et par souci de simpliﬁcation
des notations, nous regrouperons l’ensemble des paramètres phylogénétiques τ,b et
ϑ sous la variable θ.
– On en déduit l’expression de la vraisemblance pour l’ensemble des sites indépen-
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dants :







• La question est maintenant de savoir comment calculer la vraisemblance pour un site (ou
colonne) donné C(i) de l’alignement. Considérons l’arbre phylogénétique de la ﬁgure 1.6.
Cet arbre est un arbre à quatre feuilles de topologie τ et dont les longueurs de branches b
sont ﬁxées.
– S1, S2, S3 et S4 représentent les feuilles de l’arbre.
– N1, N2 et N3 représentent les nœuds internes.
– Les états de caractères correspondants sont dénotés par s1, s2, s3, s4, n1, n2, n3 ∈



















Figure 1.6 – Exemple d’arbre phylogénétique à quatre feuilles.
• Pour calculer la vraisemblance à un site i de l’alignement on prend en compte tous les
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P(n1)P(n2|n1, b5)P(n3|n1, b6)P(s1|n2, b1)












(P(n3|n1, b6)P(s3|n3, b3)P(s4|n3, b4))}
• Sous l’hypothèse que le processus markovien modélisant l’évolution des séquences a at-
teint l’état stationnaire, on a :
P(n1) = πn1
avec πn1 , la fréquence de l’état de caractère n1.
La vraisemblance d’une colonne C(i), sachant les paramètres θ du modèle, est alors vue
comme l’intégration probabiliste de tous les scénarios substitutionnels possibles le long de
l’arbre phylogénétique ayant abouti aux données observées aux feuilles.
1.3.3 Maximisation de la vraisemblance
L’approche du Maximum de Vraisemblance, par la suite nommée ML pour Maximum Likeli-
hood, consiste à maximiser la fonction de vraisemblance. Par cette maximisation, il s’agit de
déterminer l’ensemble des paramètres τ,b et ϑ pour lesquels les données sont les plus pro-
bables. Cette fonction est une fonction de plusieurs variables qu’il faut tenter de maximiser. Par
exemple, si l’on se place dans le cas homogène et que l’on considère que toutes les branches sont
caractérisées par le même modèle de substitution, lorsque de nouveaux paramètres de ce modèle
sont proposés, les probabilités de transition exprimées dans la formulation de L(i) sont modiﬁées,
de telle sorte que L(i) et donc L sont également modiﬁées, permettant d’estimer quels sont les
paramètres du modèle qui globalement à l’échelle de l’alignement maximisent la vraisemblance.
Cette fonction de vraisemblance est une fonction à plusieurs variables dont la recherche du
maximum global est complexe. Premièrement, cette fonction est dépendante de paramètres dis-
crets (la topologie) et continus (longueurs de branches, paramètres du modèle de substitution),
ce qui entraine que l’estimation du maximum ne peut se faire de manière jointe entre tous les pa-
ramètres. Deuxièmement, la combinatoire des valeurs de paramètres possibles est gigantesque,
entrainant la présence de maxima locaux dans l’espace des paramètres rendant diﬃcile la dé-
termination du maximum global. Enﬁn, il n’est pas toujours possible d’avoir accès aux dérivées
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analytiques premières et secondes de la fonction de vraisemblance pour tous les paramètres.
Toutes ces raisons expliquent pourquoi cette recherche du maximum global de la vraisemblance
s’eﬀectue en pratique par des approches heuristiques à travers l’optimisation numérique des pa-
ramètres. La description de toutes ces approches mathématiques dépasse le cadre de cette thèse.
Il est toutefois possible de mentionner les approches de Brent (Brent et al., 1973) (méthode
très utilisée pour les paramètres pour lesquels les dérivées de la fonction de vraisemblance ne
sont pas connues), les méthodes de Newton ou Newton-Raphson (Felsenstein et al., 1996; Yang,
2000) utilisant les dérivées ou encore les méthodes numérique dites de “hill-climbing” comme
le gradient conjugué ou la méthode Broyden-Fletcher-Goldfarb-Shanno (BFGS).
1.3.4 Algorithme d’élagage (Pruning algorithm)
Felsenstein (1981) a décrit un algorithme de programmation dynamique permettant de calculer
eﬃcacement la fonction de vraisemblance présentée plus haut. Cet algorithme, dit du “pruning”
ou d’élagage utilise la structure de l’arbre et la possibilité de reformuler la vraisemblance sous
forme de produits de vraisemblances conditionnelles des états aux noeuds. Considérons la ﬁ-







Figure 1.7 – Cas général d’un noeud interne.





1 si Nx est une feuille avec l’étatnx
0 si Nx est une feuille avec un état diﬀérent de nx
∑
nx1 P(nx|nx1, bx1)L(i)Nx1 (nx1) ×
∑
nx2 P(nx|nx2, bx2)L(i)Nx2 (nx2) sinon.
En partant des feuilles et en remontant dans l’arbre, il est possible de calculer les vraisem-
blances contionnelles pour chaque état, qui représentent, pour un noeud donné, la probabilité
d’observer les données aux feuilles sous ce noeud sachant l’état au noeud. Le calcul des vraisem-
blances conditionnelles aux noeuds s’eﬀectue donc récursivement en remontant dans l’arbre :
pour un noeud donné, les vraisemblances conditionnelles ne sont calculées que lorsque celles des
noeuds descendants l’ont été. L’algorithme de pruning permet alors de calculer successivement
les probabilités de beaucoup de sous-arbres, ce qui est très eﬃcace notamment lors de l’explo-
ration des topologies, évitant ainsi d’avoir à recalculer des vraisemblances pour les sous-arbres
n’ayant pas subi de changements topologiques.
1.3.5 Brève introduction au bayesien
L’ensemble des modèles développés dans cette thèse, ainsi que la grande majorité des calculs
phylogénétiques ont été eﬀectué dans le cadre du ML. C’est pourquoi l’approche bayesienne
n’est ici que partiellement introduite. Pour une explication plus précise de l’utilisation du baye-
sien en phylogénie, se référer aux livres de Felsenstein (2004) et Yang (2006).
Tout d’abord, il faut se rendre compte que le ML produit un résultat qui est une unique
réalisation du modèle phylogénétique. C’est la réalisation qui maximise la vraisemblance d’ob-
server les données sachant ce modèle. Dans le cadre bayesien, le résultat est une distribution de
réalisations. Les méthodes bayesiennes utilisent la notion de vraisemblance des données mais
également la notion de probabilité a priori des réalisations ou des paramètres du modèle θ.
Ainsi, d’après le théorème de Bayes,









La probabilité P(θ|D) est la probabilité a posteriori des paramètres du modèle sachant les
données. P(D) est la vraisemblance marginale des données et est appelé le facteur de Bayes,
tandis que P(θ) représente la distribution a priori des paramètres et P(D|θ) la vraisemblance
des données.
En pratique, le calcul des probabilités postérieures des arbres phylogénétiques ou des para-
mètres du modèle de substitution est analytiquement impossible. C’est pourquoi des méthodes
numériques de type chaines de Markov avec technique de Monte Carlo (MCMC pour “Markov
Chain Monte Carlo”) ont été développées et utilisées (Yang and Rannala, 1997) pour échantillon-
ner eﬃcacement dans l’espace des valeurs de paramètres et topologies postérieures. Le principe
des MCMC repose sur l’idée qu’une chaine de Markov prenant la forme d’une marche guidée
à travers l’espace multidimensionnel des paramètres peut être utilisée pour approcher la distri-
bution de probabilité de ces paramètres en échantillonnant les valeurs de manière périodique.
En phylogénie, chaque pas de la chaine MCMC va modiﬁer aléatoirement les paramètres du
modèle et donc la vraisemblance et permettre d’explorer les combinaisons de paramètres autour
de la vraisemblance maximale. L’algorithme le plus fréquemment utilisé permettant de guider
le MCMC est l’algorithme de Metropolis-Hastings (Metropolis et al., 1953; Hastings, 1970).
1.4 Vers des modèles plus réalistes d’un point de vue biologique
Les modèles de substitutions présentés dans les sections précédentes sont très simpliﬁés par
rapport à la complexité des mécanismes évolutifs agissant au niveau des séquences biologiques.
Malgré la démonstration de l’intérêt de leur utilisation pour comprendre certains aspects de
l’histoire évolutive des gènes, ils peuvent devenir limités voire systématiquement biaisés du
fait d’hypothèses trop simpliﬁcatrices quant aux processus évolutifs à l’oeuvre (Philippe and
Roure, 2011; Anisimova et al., 2013). Cela suggère le développement de modèles plus réalistes
d’un point de vue biologiques et qui sont inspirés de connaissances a priori sur les patrons
moléculaires. Cette partie présente succintement quelques détails concernant ces modèles plus
complexes. De très nombreux modèles complexiﬁant le modèle GTR simple ont été présentés
par le passé et une revue complète de la littérature concernant ces modèles dépasse le cadre de
cette thèse. En revanche, les modèles hétérogènes en sites (sections 1.4.1 et 1.4.3) et en temps
(sections 1.4.2 et 1.4.4) sont abordés, quoique de manière introductive seulement. Ils sont plus
largement détaillés dans les introductions des deux premiers manuscrits (sections 2.1 et 2.2),
présentant le développement de nouveaux modèles hétérogènes en temps et en sites.
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1.4.1 Variations des taux d’évolution entre sites
Les bases ou acides aminés n’évoluent pas tous à la même vitesse le long des séquences d’ADN
ou de protéines. De multiples raisons peuvent expliquer cela, allant de mécanismes neutres aux
mécanismes sélectifs. Il a été plusieurs fois démontré qu’ignorer ces variations de taux d’évolu-
tion peut avoir de lourdes conséquences sur les analyses phylogénétiques (Tateno et al., 1994;
Yang, 1996a; Sullivan et al., 2001). Pour modéliser ces variations de taux entre sites dans le
cadre d’un modèle Markovien de substitution en ML, plusieurs approches ont été proposées
(Yang, 2006). La plus utilisée considère qu’il n’y a pas de connaissance a priori des taux spéci-
ﬁques des sites et emploie une distribution Γ discrète pour fournir des taux possibles aux sites.
Ce modèle, proposé par Yang (1994), permet à un site d’être modélisé par un mélange de ma-
trices qui ne diﬀèrent que par leur taux. La matrice de substitution reste identique parmi les
composantes du modèle de mélange, à un facteur multiplicatif prêt. Pour un site donné, K vrai-
semblances vont être calculées avec ces K modèles dans le cas d’une distribution discrétisée en K
catégories. Ainsi, la vraisemblance d’un site est la vraisemblance pondérée des vraisemblances
calculées avec chaque taux, en considérant que les composantes de la distribution discrète sont
équiprobables. La vraisemblance totale devient :













Le paramètre d’échelle β de la distribution Γ est ﬁxé arbitrairement à la valeur du paramètre
de forme α, de telle sorte que la moyenne de la distribution soit égale à 1 et que le taux global
de la matrice de substitution soit aussi de 1 pour exprimer les longueurs de branches en nombre
de substitutions moyen par site (voir les explications dans les livres de Felsenstein (2004) et
Yang (2006)). Ce paramètre α est estimé au ML et permet de déﬁnir des taux diﬀérents pour les
diﬀérentes catégories (voir ﬁgure 1.8).
1.4.2 Variations des taux d’évolution dans le temps
L’utilisation d’une distribution Γ pour modéliser la variation de taux entre sites ne permet pas de
prendre en compte les variations potentielles des taux dans le temps. En eﬀet, pour une catégorie
donnée de la distribution Γ discrète, la vraisemblance est calculée le long de l’arbre en considé-
rant que le taux spéciﬁque de cette catégorie est le même entre lignées. Encore une fois, de mul-
tiples raisons peuvent expliquer pourquoi certaines lignées se mettent à évoluer plus lentement
ou plus rapidement dans le temps, comme lors d’adaptations à des environnements changeants.
Les modèles permettant de relâcher l’hypothèse de constance des taux dans le temps sont appe-

















Figure 1.8 – Distributions Γ, selon la valeur du paramètre de forme α.
tel modèle est le modèle de Galtier (2001), qui est en fait une extension du modèle Γ pour la
variation des taux entre sites. Ainsi, un site peut dans le temps sauter d’une classe de vitesse de
la distribution Γ à une autre, pour être caractérisé par une vitesse rapide dans certaines lignées
ou par une vitesse lente dans d’autres. Galtier (2001) a montré que ne pas prendre en compte ces
phénomènes aux niveaux des molécules d’ARN ribosomiques pouvait entrainer une mauvaise
estimation de la variance de la distribution des taux entre sites, ainsi qu’une moindre capacité à
détecter les substitutions multiples.
1.4.3 Variations des processus évolutifs entre sites
La plupart des modèles de substitutions décrits dans la littérature et considérés en pratique ne
contiennent qu’une seule matrice de taux de substitutions, utilisée pour calculer la vraisemblance
de tous les sites. Cependant, l’observation des proﬁls observés de sites indiquent que le processus
évolutif est hétérogène entre sites. Ceci reﬂéte les diﬀérentes pressions de sélection s’exerçant
le long d’une protéine, selon l’implication des sites dans des structures secondaires ou fonctions
particulières. Des modèles de substitutions prenant en compte ce phénomène ont été dévelop-
pés et ont montré leur eﬃcacité vis à vis de l’ajustement aux données ou de leur plus grande
résistance au biais d’attraction des longues branches (voir Introduction du manuscrit présenté en
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section 2.2). Par exemple, le modèle CAT (Lartillot and Philippe, 2004) permet de proposer un
grand nombre de modèles de substitution et d’allouer ces modèles aux sites, permettant à un site
d’être modélisé par un modèle qui lui est très spéciﬁque. Ces modèles de substitution varient
par leur proﬁl, qui peuvent être spéciﬁques de 2 à 4 acides aminés seulement aﬁn de reﬂéter les
proﬁls de site observés dans les séquences réelles. Une autre possibilité est d’utiliser un modèle
de mélange dans le même esprit que lorsque la variation des taux entre sites est prise en compte
avec la distribution Γ. Un site est alors modélisé par un mélange de matrices de substitution
qui ont des échangeabilités et/ou des proﬁls diﬀérents, et la vraisemblance totale du site est la
moyenne pondérée des vraisemblances calculées avec chacune des matrices. La vraisemblance
totale devient alors :
















• avec Z le nombre de composantes (matrices de substitution) du mélange




Lorsqu’un site est à la fois modélisé par un mélange de taux à K composantes et un mé-
lange de modèles à Z composantes, K × Z vraisemblances sont calculées par site. Cela entraine
un coût certain, à la fois en temps de calcul et en mémoire. Malgré cela, la modélisation des
deux phénomènes hétérogènes (taux et processus) est nécessaire pour que le modèle s’ajuste
correctement aux données. Le et al. (2012) ont alors proposé deux modèles, LG4M et LG4X,
qui présentent l’avantage de prendre en compte ces hétérogénéités tout en réduisant la quantité
de calcul. Ces modèles supposent que le processus varie selon le taux d’évolution. En d’autres
termes, chaque catégorie de la distribution Γ possède maintenant son propre processus, rédui-
sant le nombre de vraisemblances à calculer par sites. Ils ont montré que, comparativement aux
modèles site-homogènes, de grands gains de vraisemblance étaient observés, montrant l’intérêt
de les utiliser lors d’analyses phylogénétiques.
Enﬁn, si des connaissances a priori sont disponibles sur une variation des taux ou des proces-
sus entre sites ou gènes, il est possible d’utiliser un modèle qui combine les diﬀérentes partitions.
Ces partitions ont leur propre taux ou processus. Par exemple, il est connu que les trois positions
des codons n’évoluent pas aux mêmes taux car selon l’endroit où une mutation apparait dans
le codon, l’impact sur l’acide aminé peut être très diﬀérent. Il peut alors devenir intéressant de
45
créer une partition par positions de codons et d’utiliser un modèle qui combine les partitions. De
tels modèles ont été proposés par Yang (1995, 1996b) et sont eﬃcaces en pratique (Shapiro et al.,
2006). Récemment, Zoller and Schneider (2012) ont proposé un modèle améliorant le modèle
simple ne contenant qu’une seule matrice empirique. Ce modèle, appelé PCMA, est un modèle
semi-empirique. Zoller et Schneider ont estimé environ 3,000 matrices d’échangeabilités à partir
d’autant d’alignements extraits d’une large base de données. En utilisant ensuite une Analyse en
Composantes Principales (ACP ou PCA en anglais), ils ont pu extraire les 190 axes majeurs de
variabilité des échangeabilités entre gènes (190 car il y a 190 échangeabilités dans la matrice S).
Le modèle utilisé par la suite pour calculer la vraisemblance de l’alignement ne contient qu’une
seule matrice, dont la matrice d’échangeabilités est estimée à partir des données en utilisant les
axes de variabilité de l’ACP. Si les q premiers axes de l’ACP représentant la plus grande va-
riance sont considérés, le modèle estime q positions le long de ces q axes et calcule la matrice
d’échangeabilité correspondant à ces positions en renversant l’ACP. Cette manipulation permet
d’explorer l’espace des échangeabilités possibles dans un espace de faible dimension donné par
l’ACP. Cette technique se rapproche fortement de celle que nous avons mise en oeuvre dans le
modèle COaLA (Groussin et al., 2013a) présenté dans la section 2.1, qui permet d’estimer ef-
ﬁcacement les fréquences d’ équilibres d’une branche donnée avec un modèle hétérogène entre
lignées. À noter que le modèle PCMA ne rend pas compte de l’hétérogénéité du processus entre
sites, mais de l’hétérogénéité du processus entre gènes. Ils ont montré que leur modèle était
très eﬃcace et capable d’atteindre des performances égales à celles des meilleurs modèles de
mélanges (UL3 (Le et al., 2008b), hétérogène en sites).
1.4.4 Variations des processus évolutifs dans le temps
Les compositions moléculaires en bases des génomes ou en acides aminés des protéomes peuvent
varier de manière signiﬁcative d’une espèce à l’autre. Par exemple, dès 1962, Sueoka a mis en
évidence que les taux de G+C génomiques étaient très hétérogènes entre espèces bactériennes,
pouvant aller de 25% à 75% (Sueoka, 1962; Bentley and Parkhill, 2004). Plusieurs théories ont
été développées aﬁn de tenter d’expliquer ces observations. Il a ainsi été proposé que la sélec-
tion pouvait agir au niveau du génome aﬁn de sélectionner les compositions qui apporteraient
un avantage sélectif à l’organisme d’un point de vue écologique ou physiologique. Par exemple,
il existe un lien entre mode de vie aérobie ou anaérobie et composition en GC, de telle sorte que
la vie aérobie serait responsable de l’augmentation du taux de GC des espèces aérobiques (Naya
et al., 2002). Bien que cette corrélation soit eﬀective, aucun mécanisme clair expliquant le lien
vie aérobie et augmentation du G+C n’a été proposé. Des théories neutralistes ont également
été mises en avant, suggérant que ces diﬀérences de GC génomiques étaient essentiellement
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dûes à des biais mutationnels (Gautier, 2000; Rocha et al., 2006). Cependant, deux études ré-
centes publiées conjointement ont montré que le bias mutationnel vers AT était universel chez
les procaryotes, même chez les espèces ayant un fort taux de GC génomique (Hershberg and
Petrov, 2010; Hildebrand et al., 2010). Cela suggère qu’une force contrecarre l’eﬀet du biais
mutationnel. La question est maintenant de savoir si ce sont bien des processus sélectifs qui
sont responsables de cet eﬀet, ou si d’autres processus neutres, tels que le biais de conversion
génique biaisé vers GC sont à l’oeuvre (Galtier and Duret, 2007; Hershberg and Petrov, 2010;
Hildebrand et al., 2010).
Les variations de taux de GC génomique entre espèces procaryotes se répercutent en grande
partie sur la composition en acides aminés des protéines. L’hétérogénéité de composition en
GC génomique est même le facteur majeur expliquant la variance observée des compositions
protéomiques (Boussau et al., 2008). Ceci s’explique par le fait que certains acides aminés pos-
sèdent des codons plus riches en GC que d’autres, entrainant l’enrichissement de ces acides
aminés chez les espèces riches en GC. En outre, de nombreux facteurs environnementaux et
adaptatifs peuvent en partie expliquer les variations de compositions en acides aminés. Ainsi, il
a été montré que la température (Singer and Hickey, 2003; Lobry and Necsulea, 2006; Tekaia
and Yeramian, 2006; Zeldovich et al., 2007; Boussau et al., 2008) ou la salinité (Madern et al.,
2000; Kiraga et al., 2007; Paul et al., 2008) de vie de l’organisme inﬂuençait grandement les
compositions des protéines. Il est souvent considéré que ces variations compositionnelles sont
en lien avec une conservation ou une augmentation de la stabilité des protéines codées par ces
organismes résidant dans des environnements extrêmes.
Malgré ces nombreuses observations d’hétérogénéités de compositions, la plupart des mo-
dèles de substitutions utilisés dans la littérature font l’hypothèse que les compositions ne changent
pas au cours du temps et que les espèces évoluent à l’équilibre compositionnel. Il a plusieurs fois
été montré que l’utilisation de ces modèles sur des données présentant des variations de com-
position pouvait entraîner de mauvaises inférences phylogénétiques (Foster and Hickey, 1999;
Foster, 2004; Jermiin et al., 2004), notamment en regroupant les espèces partageant les mêmes
compositions. Récemment, un modèle sophistiqué permettant de modéliser l’évolution de cette
hétérogénéité de composition dans le temps a été proposé dans le cadre bayesien (Blanquart
and Lartillot, 2006, 2008). Une plus grande description de tous ces modèles est eﬀectuée dans
l’introduction du manuscrit présenté dans la section 2.1.
1.5 Nombre de paramètres d’un modèle et conséquences
En modélisation, une question importante est de savoir à quel point un modèle donné est capable
de s’ajuster aux données étudiées. Plus précisemment, cet ajustement mesure l’écart entre les
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données observées et les données attendues selon le modèle.
1.5.1 Notion de biais et de variance d’un modèle
Comme vu précédemment, un modèle contient des paramètres dont les valeurs peuvent être
estimées à partir des données. Un modèle peut alors être plus ou moins complexe selon le nombre
de paramètres considérés, qui visent à expliquer les phénomènes biologiques ayant abouti à la
distribution des données observées. À première vue, plus le modèle est complexe, plus il a des
chances d’expliquer précisemment les données. Seulement, le modèle est aussi susceptible de
générer des erreurs, dont l’expression est Erreur = Biais + Variance. Prenons l’exemple d’une
variable X dont la distribution des valeurs (points rouges) est représentée dans la ﬁgure 1.9. Si
l’on essaye d’expliquer la distribution de ces valeurs observées selon un modèle polynômial,
ce modèle peut être plus ou moins complexe selon le degré du polynome, les coeﬃcients du




y = a1X + b1
Modèle 2 :
y = a2 X2 + b2X + c2 
Modèle 3 :
y = an Xn + bn-1 Xn-1 + ... Modèle 1 :
y = a1 X + b1
Y = f(X)
X
Figure 1.9 – Exemple d’un modèle polynomial et ajustement aux données
Ce que l’on voit, c’est que le modèle 1 est biaisé et imprécis. Sa faible complexité ne lui per-
met pas de s’ajuster correctement aux données. Un modèle est à la fois un mécanisme descriptif
permettant d’expliquer les caractéristiques des données observées et la fois un mécanisme qui
doit être capable de les reproduire. Ainsi, malgré le fait que le modèle 3 “colle” aux données, il
perd sa capacité de prédiction (on dit qu’il a une plus grande variance). En eﬀet, si on rajoute
des données observées dans le graphe de droite, il y a de fortes chances pour que ces données
soient éloignées de la fonction polynomiale du modèle 3. À ce stade, il s’agit donc de trouver un
compromis entre biais et variance (Figure 1.10) de telle sorte que le modèle ait un minimum de




















Figure 1.10 – Ajustement aux données et compromis entre biais et variance d’un modèle
De manière générale, il s’agit d’identiﬁer le meilleur modèle en terme de complexité opti-
male, c’est à dire en terme de nombre de paramètres. En phylogénie, les modèles les plus com-
plexes vont dans la grande majorité des cas aboutir à une meilleure vraisemblance. Cependant,
ce gain de vraisemblance peut être dû à un trop fort ajustement aux données et donc augmenter
la variance. Comparer deux ou plusieurs modèles passe par la comparaison des vraisemblances
maximales à travers des critères statistiques abordés ci-dessous.
1.5.2 Comparaison de modèles emboités
Les modèles emboités sont des modèles qui sont des cas particuliers d’autres modèles. La grande
majorité des modèles nucléiques sont emboités et représentent des cas particuliers du modèle le
plus général, le modèle GTR. La ﬁgure 1.11 montre cet emboitement en précisant quelles sont
les hypothèses faites sur les paramètres pour qu’un modèle donné soit un cas particulier d’un
modèle plus général.
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Figure 1.11 – Emboitement des modèles nucléiques. Cette ﬁgure a été extraite du livre de Per-
rière and Brochier-Armanet (2010) (ﬁgure 2.6)
Un des tests les plus utilisés pour la sélection de modèles est le test LRT, pour Likelihood
Ratio Test, qui permet de comparer des modèles emboités.
• Soit M0 (n0 paramètres) et M1 (n1 > n0 paramètres) deux modèles avec M0 emboité
dansM1.
• Après calcul des deux vraisemblances L0 et L1 associées aux modèles M0 et M1, la
statistique LRT peut-être calculée comme suit :
LRT = 2 × ln(L1L0 )
• Il peut-être montré que le LRT suit une loi de χ2 avec n1 - n0 degrés de liberté.
• Le LRT quantiﬁe l’augmentation attendue de log-vraisemblance en passant du modèleM0
au modèleM1. Un jeu de données montrant un excès d’augmentation entraîne le rejet du
modèleM0.
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1.5.3 Comparaison de modèles non-emboités
Dans de nombreux cas, comme avec les modèles protéiques, les modèles comparés ne sont pas
emboités. Bien que l’utilisation du LRT ait été étudiée pour la comparaison de modèles non-
emboités, cette approche ne s’est pas répandue dans la littérature (Yang, 2006; Lewis et al.,
2011), la raison principale étant la diﬃculté à déterminer explicitement la formule de la distri-
bution de la statistique LRT sous l’hypothèse nulle qu’un des deux modèles est vrai. Le critère
AIC, pour Akaike Information Criterion permet lui de comparer des modèles non-emboités en
calculant pour chaque modèle le score suivant :
AIC = −2 × lnL + 2 × K
avec lnL la vraisemblance maximale du modèle et K le nombre de paramètres du modèle.
Ainsi, le modèle ayant le plus faible score d’AIC est préféré. Une variante de ce score AIC a été
proposé, qui représente en fait une correction du score AIC pour les jeux de données de petite
taille. Ce score, nommé AICc, se calcule comme suit :
AICc = AIC +
2 × K × (K + 1)
d − K − 1
avec d la taille de l’alignement, c’est à dire le nombre de sites.
Un autre critère très souvent utilisé est le BIC, pour Bayesian Information Criterion. Il est
égal à :
BIC = −2 × lnL + K × lnd
On peut remarquer tout d’abord que dans la condition où d >> K, le critère AICc converge
vers le critère AIC. Ensuite, ces critères ne s’appliquent pas de la même façon selon les jeux de
données. En eﬀet, le critère BIC pénalise beaucoup plus les modèles riches en paramètres que ne
le fait le critère AIC, de telle sorte qu’il n’est pas vraiment recommandé de l’utiliser sur de petits
jeux de données. En revanche il est plus adapté aux cas où le jeu de données est grand (comme
dans le cas de concaténats en phylogénie) aﬁn de pénaliser plus fortement les modèles riches
en paramètres. Finalement, tous ces critères (ainsi que le LRT) permettent d’autoriser l’ajout de
paramètres dans le modèle qu’à la condition que ces paramètres apportent un ajout signiﬁcatif à
la vraisemblance. Il faut savoir que l’utilisation de ces critères statistiques représente un champ
de recherche actif et controversé en statistiques, dont les tenants et aboutissants ne seront pas
développés ici.
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1.6 Reconstruction de séquences moléculaires ancestrales
Cette section s’attache à présenter les méthodes classiquement utilisées pour reconstruire des
séquences ancestrales à partir de modèles de substitution présentés plus haut. Dans la littérature,
de nombreuses méthodes existent pour reconstruire des caractères discrets ou continus le long
d’un arbre phylogénétique, en utilisant, par exemple, des matrices spéciﬁant des taux de change-
ments entre états discrets (Pagel and Meade, 2004) ou en supposant que le trait continu évolue
selon un processus brownien (Pagel, 1999). La présentation de toutes ces méthodes, quoique
passionnantes, dépasseraient le cadre de cette thèse qui s’attache tout particulièrement à la re-
construction ancestrale de séquences moléculaires.
1.6.1 Reconstruction de séquences ancestrales par Parcimonie
Le but du maximum de parcimonie est d’identiﬁer les états ancestraux à chaque noeud de l’arbre
qui minimisent le nombre de changements hypothétiques entre ces états aﬁn d’expliquer la dis-
tribution des états actuels aux feuilles. Fitch (1971) fut le premier à proposer une méthode de
reconstruction de séquences ancestrales basée sur le principe de la parcimonie, sachant que cette
méthode peut s’appliquer aussi bien aux données nucléiques, protéiques, qu’à n’importe quel
type de caractères discrets (morphologiques, etc). Chaque changement d’état est pénalisé uni-
formément, de telle sorte qu’un changement de l’état A vers l’état T a le même poids qu’un
changement de l’état A vers l’état G, si l’on prend l’exemple nucléique.
Si l’on se concentre sur la reconstruction ancestrale d’un site particulier d’un alignement,
l’algorithme fonctionne en attribuant à chaque noeud de l’arbre un ensemble d’états de carac-
tère qui sont compatibles avec le nombre minimum de changement. L’algorithme fonctionne
pour double récursivité, en partant tout d’abord des feuilles de l’arbre et en remontant jusqu’à
la racine. Cette traversée de l’arbre est appelée récursion post-order. A chaque étape, le coût
ou nombre de changements c est calculé et l’ensemble des états possibles S déterminé. Pour
les feuilles, considérées comme des noeuds de l’arbre, c = 0 et l’attribution des états est aisée
puisqu’elle correspond tout simplement à l’état observé actuellement. Ensuite, en reprenant les
notations de la ﬁgure 1.6, pour un noeud interne donné, par exemple N1 dont les deux descen-
dants N2 et N3 ont été précédemment visités, l’attribution des états à ce noeud correspond à
l’intersection des deux ensembles d’états des noeuds descendants, si cette intersection n’est pas
vide. Dans le cas contraire, c’est l’union des deux ensembles qui est attribué (1). Dans le cas
où le nouvel ensemble est une union, un changement est ajouté au nombre de changements déjà
pris en compte dans les parties inférieures de l’arbre.
La deuxième récursivité, dite pre-order, part de la racine de l’arbre et descend jusqu’aux
feuilles. Elle permet l’attribution des états ancestraux ﬁnaux aux noeuds internes. Dans le cas
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Algorithme 1 Pré-récursion de l’algorithme de Fitch
si SN2 ∩ SN3  ∅ alors
SN1 ← SN2 ∩ SN3
cN1 ← cN2 + cN3
sinon
SN1 ← SN2 ∪ SN3
cN1 ← cN2 + cN3 + 1
ﬁn si
où l’ensemble des états possibles à la racine déterminé par la récursion post-order est de di-
mension 1, l’état ancestral ﬁnal à la racine est égal à l’état présent dans cet ensemble. Dans le
cas contraire, plusieurs reconstructions également parcimonieuses existent et l’état ancestral se
choisit au hasard dans cet ensemble. Swoﬀord and Maddison (1987) ont proposé deux méthodes
d’assignation des états dans le cas d’ambiguïtés : la méthode ACCTRAN pour acceleration
transformation qui fait l’hypothèse que les changements de caractères ont eu lieu le plus tôt
possible dans l’arbre – ce qui a alors tendance à favoriser les réversions au détriment des conver-
gences – et la méthode DELTRAN pour delayed transformation qui fait l’hypothèse que les
changements ont été tardifs – ce qui favorise alors les convergences.
Au lieu de considérer que tous les changements d’états sont équiprobables comme dans
l’algorithme de Fitch (1971), il est possible d’avoir recours à une matrice de coûts arbitraires
spéciﬁant les coûts des diﬀérents types de changement d’états. Cela permet de réaliser une re-
construction pondérée par parcimonie, plus proche de la réalité biologique. Sankoﬀ (1975) a
proposé un tel algorithme, qui est une généralisation de l’algorithme de Fitch (1971) et qui
calcule le coût minimum d’un site et énumère les reconstructions qui produisent ce minimum
sachant la matrice des coûts. De la même façon que dans l’algorithme de Fitch, l’arbre est par-
couru par une récursion post-order suivie d’une récursion pre-order. Néanmoins, il est diﬃcile
de connaitre les poids optimaux à utiliser pour un jeu de séquences donné, ce qui limite l’emploi
d’un tel algorithme en pratique.
1.6.2 Reconstruction de séquences ancestrales par le biais de modèles probabi-
listes
1.6.2.1 Reconstruction par Maximum de Vraisemblance
Deux types de reconstruction de séquences ancestrales par Maximum de Vraisemblance sont
possibles, à savoir la reconstruction marginale ou la reconstruction jointe des caractères ances-
traux. La reconstruction marginale permet de déterminer pour un site donné à un noeud donné
l’état ancestral le plus probable. En revanche, la reconstruction jointe associe à l’ensemble des
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n noeuds de l’arbre l’ensemble le plus probable de n états ancestraux.
• Reconstruction marginale. Considérons l’arbre de la ﬁgure 1.6. Nous nous intéressons à
déterminer quel est l’acide aminé ancestral le plus probable au noeud V2 pour le site C(i).
Pour ce noeud, la probabilité postérieure de l’acide aminé a
P(n2 = a|C(i), θ) = P(n2 = a,C
(i)|θ)
P(C(i)|θ)
avec P(C(i)|θ) la vraisemblance du site et P(n2 = a,C(i)|θ) la probabilité jointe d’avoir
l’état a au noeud N2 et les états observés aux feuilles. Cette probabilité peut s’exprimer de
cette façon :
P(n2 = a,C(i)|θ) = P(n2 = a|θ) × P(C(i)|n2 = a, θ)
avec P(n2 = a|θ) la probabilité d’observer l’état a au noeud N2. Si l’on suppose que l’on
est à l’état stationnaire, on a : P(n2 = a|θ) = πa. P(C(i)|n2 = a, θ) représente la vrai-
semblance conditionnelle d’avoir les états C(i) aux feuilles sachant l’état a au noeud N2
et les paramètres du modèle. Ces vraisemblances conditionnelles sont calculées à l’aide
de l’algorithme d’élagage (pruning algorithm) de Felseinstein lors du calcul de la vrai-
semblance de l’arbre. Bien évidemment, tous ces calculs se font avec les paramètres du
modèle et les longueurs de branches préalablement (généralement) estimés au Maximum
de Vraisemblance.
• Reconstruction jointe. La reconstruction jointe considère tous les noeuds ancestraux en
même temps et l’ensemble des états ancestraux attribués aux noeuds pour un site donné
ayant la probabilité postérieure maximale est considéré comme la meilleure reconstruc-
tion. Ainsi, soit N = {a1, a2, a3} un ensemble d’états ancestraux correspondant aux noeuds
N1, N2 et N3. Pour un site donné, on a la probabilité postérieure de N qui est égale à :
P(N|C(i), θ) = P(n1 = a1,n2 = a2,n3 = a3|C(i), θ) = P(a1, a2, a3,C
(i)|θ)
P(C(i)|θ)
avec P(a1, a2, a3,C(i)|θ) qui est égal à :
P(a1, a2, a3,C(i)|θ) = πa1 × P(a2|a1, b5) × P(s1|a2, b1) × P(s2|a2, b2) × P(a3|a1, b6)
×P(s3|a3, b3) × P(s4|a3, b4)
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Les séquences ancestrales inférées par reconstruction marginale ou jointe sont souvent si-
milaires. Cependant, il peut arriver que les deux approches proposent des scénarios ancestraux
diﬀérents, notamment lorsque la divergence moyenne entre les séquences augmente. Il devient
alors intéressant de comparer les résultats au niveau des sites variables, surtout si ces séquences
sont par la suite clonées et exprimées in vivo en laboratoire aﬁn d’en étudier les propriétés bio-
chimiques. Il est fort probable que lorsque les deux méthodes proposent des états diﬀérents
pour un site à un noeud donné, la reconstruction soit, de fait, incertaine. Cela se reﬂète alors
au niveau des probabilités postérieures de chaque état qui indiquent que plusieurs états ont des
probabilités non négligeables. Si les deux approches proposent des scénarios diﬀérents pour des
reconstructions incertaines, il faut être très prudent vis à vis des conclusions biologiques tirées
et, éventuellement lorsque c’est possible, ressusciter les deux protéines en laboratoire aﬁn de
vériﬁer que les incongruences entre les deux méthodes n’ont pas d’inﬂuence sur les propriétés
biochimiques des protéines ancestrales.
Selon les cas, le calcul des séquences ancestrales par reconstruction jointe peut s’avérer diﬃ-
cile d’un point de vue du temps de calcul requis. Dès que le nombre de séquences dans l’aligne-
ment augmente, le nombre de noeuds internes augmente (linéairement) et la combinatoire des
scénarios à tester devient rapidement rédhibitoire. C’est encore plus le cas si une distribution Γ
est utilisée pour modéliser la variation de taux entre sites. Dans ce cas, alors que la reconstruction
marginale requiert un temps de calcul qui est linéaire avec le nombre de séquence (avec ou sans
loi Γ d’ailleurs), la reconstruction jointe est exponentielle avec le nombre de séquences (Pupko
et al., 2007). Ainsi, Pupko et al. (2000, 2002) ont développé un algorithme eﬃcace permettant
de calculer de manière eﬃcace et exacte la reconstruction jointe de maximum de vraisemblance
en considérant une distribution Γ. En pratique, cette reconstruction jointe peut s’eﬀectuer avec
plusieurs dizaines de séquences, ce qui rend accessible son utilisation, notamment dans le but de
comparer les reconstructions jointes et marginales.
Plusieurs études ont abordé la comparaison de la reconstruction des séquences ancestrales
par MP et ML (Yang et al., 1995; Zhang and Nei, 1997). De manière générale, il a été observé
que la reconstruction par parcimonie était bien moins précise que celle au ML. Le fait pour le
MP de ne pas prendre en compte les biais de taux de substitutions existant entre bases ou acides
aminés dans les séquences biologiques ainsi que de ne pas considérer les variations de taux dans
le temps modélisées par les longueurs de branches sont les arguments principaux avancés par
ces auteurs. Cependant, lorsque le niveau de divergence entre séquences est faible, l’approche
MP montre des performances similaires au ML. Enﬁn, l’autre désavantage de la parcimonie
est de ne pas pouvoir produire d’évaluation de la précision de la reconstruction comme peut
le faire le ML à l’aide des probabilités postérieures calculées. Cependant, l’approche MP peut
être plus intéressante que l’approche ML dans le cas de reconstruction de caractères discrets
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ancestraux comme les caractères morphologiques. En eﬀet, il n’y a souvent pas assez de données
pour estimer eﬃcacement les paramètres d’un modèle de changement des états morphologiques,
rendant l’approche ML très sensible aux biais stochastiques d’estimation des paramètres et donc
d’estimation des états ancestraux.
En sus des reconstructions marginale et jointe, d’autres approches ont été développées pour
reconstruire les séquences ancestrales. Par exemple, Schluter (1995) a développé une méthode
ML qui optimise conjointement un modèle de substitution spéciﬁque d’un site donné par le
biais de la reconstruction des états ancestraux de ce site. La reconstruction maximisant la vrai-
semblance de ce site conditionnellement aux paramètres de substitution optimisés est considérée
comme la meilleure reconstruction. Cette méthode n’est jamais devenue populaire dans la littéra-
ture, probablement dû au fait qu’elle requiert l’estimation de nombreux modèles de substitution
(un modèle par site) à partir d’une quantité très limitée d’information phylogénétique entrainant
potentiellement de nombreux problèmes de reconstruction des états ancestraux. Actuellement, la
reconstruction marginale par ML (Yang et al., 1995) est l’approche la plus fréquemment utilisée
dans les études abordant la reconstruction et la résurrection de protéines ancestrales (voir plus
bas). PAML (Yang, 2007), MEGA (Tamura et al., 2011), DAMBE (Xia, 2013) ou encore bp-
pAncestor (Dutheil and Boussau, 2008) (dépendant des librairies Bio++ (Guéguen et al., 2013))
sont les logiciels ou programmes les plus classiquement utilisés dans la littérature pour eﬀectuer
l’inférence de séquences ancestrales.
1.6.2.2 Reconstruction par méthodes bayesiennes
L’approche par Maximum de Vraisemblance requiert l’estimation au Maximum de Vraisem-
blance de la valeur des paramètres du modèle de substitution et des longueurs de branches.
Ceci peut devenir, en théorie, problématique lorsque de petits jeu de données sont analysés. Le
faible nombre de sites pouvant entraîner une diminution de l’eﬃcacité de l’optimisation des pa-
ramètres, ceci peut se réperctuer sur le calcul des états ancestraux les plus probables. Aﬁn de
prendre en compte les erreurs d’échantillonnage des valeurs de paramètres dans le calcul des
séquences ancestrales, des approches bayesiennes ont été proposées (Huelsenbeck et al., 2001;
Pagel et al., 2004). Ces méthodes utilisent des priors sur les paramètres évolutifs aﬁn d’inté-
grer les incertitudes sur les valeurs de ces paramètres en échantillonnant dans leur distribution
postérieures à l’aide d’algorithme MCMC.
La reconstruction de séquences ancestrales par Maximum de Vraisemblance considère qu’il
n’y a pas d’incertitude sur l’arbre phylogénétique, qui est considéré comme vrai. Dans la réalité,
cet arbre est souvent irrésolu, notamment à cause de la faible quantité d’information génétique
présente dans l’alignement du gène étudié. L’avantage de l’approche est de pouvoir prendre en
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compte cette incertitude en reconstruisant les séquences ancestrales en intégrant sur l’espace des
topologies. Ainsi, Huelsenbeck et al. (2001) and Hanson-Smith et al. (2010) ont testé l’inﬂuence
de la prise en compte de cette incertude. Alors que Huelsenbeck et al. (2001) ont montré que
les probabilités postérieures pouvaient être aﬀectées par l’incertitude sur l’arbre, Hanson-Smith
et al. (2010) ont montré sur données simulées et réelles que cela avait un impact très mineur sur
la détermination de l’état de maximum de probabilité postérieure.
Dans la réalité, il semble à première vue que les reconstructions par approches de Maximum
de Vraisemblance et approches Bayesiennes ne diﬀèrent que légèrement. Seulement, il faut faire
très attention sur l’eﬀet que cela peut avoir sur les conclusions biologiques. Hanson-Smith et al.
(2010) ont par exemple conclu qu’il ne servait à rien de prendre en compte l’incertitude sur
la topologie. Non seulement cette conclusion peut être criticable étant donnés les simulations
peu réalistes et les arbres de gènes globalement bien soutenus utilisés, mais selon le contexte
biologique et la protéine étudiée, quelques changements d’acides aminés seulement peuvent
modiﬁer les propriétés de stabilité ou de fonctionnalité des ancêtres ressuscités.
1.6.3 Biais de reconstruction des séquences ancestrales par parcimonie et Maxi-
mum de Vraisemblance
Les méthodes de parcimonie et de Maximum de Vraisemblance souﬀrent d’un biais systéma-
tique d’estimation des états ancestraux, notamment lorsque les états de maximum de parcimonie
ou de probabilité postérieure maximale sont considérés. Le biais réside entièrement dans le fait
d’utiliser la séquence de probabilité maximale et d’ignorer les solutions sous-optimales (Yang,
2006). Ce biais résulte en l’enrichissement en acides aminés fréquents dans les séquences an-
cestrales au fur et à mesure que l’on s’éloigne des feuilles. Pour un site donné, les approches
MP et ML vont avoir tendance à attribuer de manière biaisée aux noeuds ancestraux les carac-
tères les plus souvent rencontrés au niveau des sites, c’est à dire les caractères ayant une forte
fréquence observée (spéciﬁque du site), tout en excluant les caractères moins fréquents. La plu-
part du temps, les sites contraints fonctionnellement sont conservés à travers le temps, de telle
sorte qu’ils sont occupés par des états dit “favorables” pour la protéine, qui sont donc à forte
fréquence, alors que les états moins favorables vont être observés à faible fréquence. La consé-
quence du biais mentionné ci-dessus est que les protéines reconstruites vont progressivement
s’appauvrir en acides aminés moins favorables lorsque l’on s’éloigne des feuilles. Ainsi, les pro-
téines ancestrales de ces protéines comme la thermostabilité ou les constantes cinétiques risquent
d’être non seulement mal estimées, mais surtout systématiquement surestimées. Williams et al.
(2006) ont mis en évidence ce phénomène. En simulant des séquences protéiques selon un mo-
dèle thermodynamique de mutation-sélection contraignant les séquences à conserver une stabi-
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lité optimale selon un modèle structural, ils ont pu comparer les stabilités thermodynamiques des
protéines reconstruites à celles enregistrées pendant la simulation. Ils ont comparé les approches
MP, ML et bayesienne et ont remarqué que les méthodes MP et ML reconstruisaient systémati-
quement des protéines ayant une stabilité thermodynamique supérieure aux stabilités “vraies”.
Par contre, l’approche bayesienne n’est pas aﬀectée par ce biais car les résidus moins favorables
sont pris en compte dans la distribution postérieure des séquences ancestrales et seront présents
avec une fréquence non biaisée. Cependant, les stabilités thermodynamiques obtenues dans cette
étude à partir des séquences primaires de protéines sont théoriques et calculées à partir de po-
tentiels statistiques modélisant l’énergie libre de la séquence, en supposant une conservation de
la structure au cours du temps. Beaucoup de biochimistes considèrent ces prédictions comme
étant irréalistes et non ﬁables, insistant sur le fait qu’il est extrêmement diﬃcile d’estimer la
thermostabilité d’une protéine à partir de sa séquence primaire (Joanne Hobbs, communication
personnelle).
À ce biais s’ajoute un autre biais pour la reconstruction en ML. En eﬀet, l’approche ML
va avoir tendance à incorporer de manière biaisée dans les séquences ancestrales l’acide aminé
ayant la plus forte fréquence dans le modèle. En fonction de cet acide aminé et de la protéine
considérée, les propriétés biologiques des séquences ancestrales peuvent être impactées. En re-
vanche, la méthode bayesienne est robuste face à ce biais.
Ces observations ont poussé plusieurs chercheurs à suggérer de ne pas utiliser uniquement
la séquence ayant la probabilité maximale en ML lorsque des résurrections de ces protéines sont
envisagées aﬁn d’en étudier les propriétés (Williams et al., 2006). Au contraire, il est recom-
mandé de tirer aléatoirement quelques séquences dans la distribution postérieure des séquences
ancestrales et de toutes les caractériser expérimentalement aﬁn de vériﬁer que les caractéris-
tiques biologiques sont conservées parmi ces variants. Malgré cela, l’approche ML reste l’ap-
proche produisant les séquences ancestrales les plus précises, c’est à dire eﬀectuant le moins
d’erreur de reconstruction. De futures expériences sont nécessaires aﬁn de développer des ap-
proches ML robustes à ce type de biais. Une des possibilités est d’utiliser des modèles non-
homogènes dans le temps qui optimisent des fréquences d’équilibres variant le long de l’arbre.
Si l’acide aminé majoritaire dans le modèle change d’une branche à l’autre ou d’une région à
l’autre de l’arbre, le deuxième biais mentionné ci-dessus ne devrait plus se propager le long de
l’arbre lors de la reconstruction. Néanmoins, bien que cette approche soit intéressante, elle ne
reste justiﬁable qu’à partir du moment où les compositions globales des séquences analysées
varient, ce qui n’est pas toujours le cas.
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1.6.4 Reconstruction de séquences ancestrales et applications
La reconstruction de séquences ancestrales s’avère être une approche très intéressante pour la
production de nouvelles protéines à visée industrielle. La conception, par la suite appelée de-
sign, de protéines peut permettre la création de bibliothèques de séquences protéiques possédant
des propriétés fonctionnelles ou structurales optimisées par rapport à ce qui peut exister dans la
nature (Cole and Gaucher, 2011). Plusieurs techniques existent pour créer à partir de séquences
actuelles une vaste quantité de protéines ayant des caractéristiques diﬀérentes. Par exemple, la
construction de séquences consensus à partir de séquences actuelles ou l’incorporation d’acides
aminés consensus dans des protéines actuelles par mutagénèse dirigée a par le passé été uti-
lisé avec succès (Cole and Gaucher, 2011), comme dans le cas du design de protéines ayant
de meilleures stabilités thermodynamiques. Lehmann et al. (2002) ont calculé des séquences
consensus de phytases à partir de séquences de champignons. La phytase permet l’hydrolyse
d’acide phytique, molécule représentant la forme majeure de stockage de phosphore dans les
graines de plantes et qui n’est pas digérée par les animaux non-ruminants. Les protéines consen-
sus obtenues ont une stabilité thermodynamique bien supérieure aux séquences actuelles, ce qui
peut avoir un avantage important pour une utilisation à large échelle de ces protéines en indus-
trie. Au passage, ces auteurs ont exploité, probablement sans le savoir, le biais de reconstruction
mentionné dans la section 1.6.3, qui fait que les acides aminés “favorables” se retrouve ma-
joritairement dans la séquence consensus. D’autres techniques de design de protéines existent,
comme le DNA shuﬄing, consistant à fragmenter des séquences homologues d’ADN codant
puis de les recombiner aléatoirement à l’aide de PCR (Ness et al., 2002).
Une des problématiques rencontrée par le design de protéines est l’énorme combinatoire des
arrangements d’acides aminés possibles et la sélection des protéines d’intérêt (Denault et al.,
2007). Cet espace protéique est bien plus vaste que l’espace des protéines eﬀectivement fonc-
tionnelles. Les pressions sélectives imposant aux protéines un repliement, une fonctionnalité et
une stabilité eﬃcaces expliquent cette réduction de l’espace des possibles. Étant donné que les
séquences actuelles ont été par le passé sujettes à ces pressions de sélection, l’exploration de l’es-
pace des séquences ancestrales garantit plus facilement la construction de bibliothèques à la fois
plus restreintes et contenant des protéines fonctionnelles. Par exemple, Bershtein et al. (2008)
ont utilisé la reconstruction de séquences ancestrales de TEM-1 β-lactamase (enzyme produite
par des bactéries Gram négatives leur conférant une résistance à la pénicilline) pour montrer que
les ancêtres des séquences actuelles étaient plus stables et plus à même d’acquérir de nouvelles
fonctions. Cela suggère l’idée de les utiliser comme séquences ’parentes’ lors d’études d’évolu-
tion expérimentale en laboratoire qui ont pour but de produire une grande quantité de variants
géniques in vitro, en imposant de forts taux mutationnels.
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L’utilisation de séquences ancestrales à visée industrielle n’en est encore qu’à ses prémices.
Néanmoins, cette approche a déjà fourni des résultats très prometteurs et peut permettre d’envi-
sager la synthèse de protéines plus stables que les protéines actuelles dans des environnements
extrêmes tels que des environnements à haute température, acidité ou salinité.
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1.7 Description brève des articles présentés dans cette thèse.
Ci-dessous sont brièvement décrits les diﬀérents articles que je présente dans les trois prochaines
grandes parties (parties 2, 3 et 4). Ces articles sont soit déjà publiés au moment de la rédaction
de ce manuscrit ou à l’état de manuscrit soumis ou non-soumis. Les numérotations ci-dessous
correspondent aux numérotations des chapitres et sections présentant ces articles dans la suite
du manuscrit.
2. De nouveaux modèles de substitution protéiques hétérogènes en ML.
2.1. A Branch-Heterogeneous Model of Protein Evolution for Eﬃcient Inference of An-
cestral Sequences.
Cet article présente le développement d’un nouveau modèle de substitution hétéro-
gène en composition, applicable sur des données protéiques en Maximum de Vrai-
semblance. Ce modèle, appelé COaLA, permet de modéliser la variation de compo-
sitions globales en acides aminés entre lignées et utilise une analyse de correspon-
dences pour réduire l’espace des paramètres à optimiser.
2.2. Eﬃcient modeling of protein site-heterogeneities with empirical mixtures of proﬁles.
Ce manuscrit détaille un nouveau jeu de modèles empiriques hétérogènes en sites.
Ces modèles, nommés ECG, sont des modèles de mélange de proﬁles et permettent
de prendre en compte la variation du processus évolutif entre sites.
3. Renaissance in silico et évolution précoce du monde microbien.
3.1. Adaptation to Environmental Temperature Is a Major Determinant of Molecular
Evolutionary Rates in Archaea.
Dans cet article, les températures ancestrales de vie sont reconstruites le long de
l’arbre phylogénétique des Archées. Un résultat majeur de ce papier est la mise en
évidence du rôle de l’adaptation à la température au cours du temps dans la variation
des taux d’évolution entre espèces.
3.2. The molecular signal for the adaptation to cold temperature during early life on
Earth.
Plusieurs résultats précédents ont suggéré que le dernier ancêtre commun à toutes les
espèces actuelles vivait à basse température, contrairement à deux de ses descendants
proches, à savoir les ancêtres des Bactéries et des Archées. Cet article présente la
nature du signal phylogénétique capté par les modèles d’évolution pour proposer un
tel scénario non-parcimonieux d’adaptation à la température au niveau des lignées
les plus profondes de l’arbre de la vie.
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3.3. Ribosomal proteins as next generation standard for prokaryotic systematics.
Ce manuscrit présente l’intérêt de l’utilisation des protéines ribosomales pour la re-
construction phylogénétique des espèces procaryotes. Ceci est illustré par la recons-
truction phylogénétique des Protéobactéries. Le manuscrit présente aussi l’utilisation
de modèles hétérogènes en compositions et de détection de transferts horizontaux de
gènes aﬁn de raciner l’arbre des Protéobactéries.
4. La résurrection de protéines ancestrales.
4.1. Biologically motivated models strongly improve the functionality of resurrected pro-
teins.
Ce manuscrit présente un nouveau protocole de reconstruction de séquences pro-
téiques ancestrales dans le but de les ressusciter en laboratoire. Il présente l’im-
portance d’utiliser des modèles de substitutions hétérogènes et des arbres de gènes
réconciliés lors du calcul des séquences ancestrales les plus probables et valide ces
résultats in silico par la résurrection d’une enzyme impliquée dans la synthèse de la
Leucine.
4.2. Resurrection of halophilic proteins provides insights into the evolution of protein
structure and function.
Ce manuscrit décrit la reconstruction et la résurrection du gène de la malate déhy-
drogénase au sein des archées halophiles aﬁn de comprendre le lien entre la structure
et la fonction des protéines lors de l’adaptation aux environnements halophiles.
En annexe, deux autres articles publiés sont également présentés. Le premier décrit la nou-
velle version des librairies Bio++ dans lesquelles les nouveaux modèles présentés durant cette
thèse ont été développés. Le second résulte d’un stage eﬀectué lors de ma dernière année de
Master dans le laboratoire de Ziheng Yang et traite de l’estimation des temps de divergence le
long de l’arbre des Foraminifères benthiques.
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2
De nouveaux modèles de substitution protéiques
hétérogènes en ML.
2.1 Le modèle COaLA : modélisation eﬃcace de la variation de
composition globale dans le temps.
2.1.1 Introduction
Comme expliqué précedemment en introduction, les modèles hétérogènes en temps permettent
de modéliser les variations de la composition globale des séquences dans le temps. Galtier and
Gouy (1998) puis Boussau and Gouy (2006) ont implémenté un tel modèle en nucléique en
ML. Dans ce modèle, le taux global en bases G+C varie de branche à branche. Modéliser des
variations globales de compositions de branche à branche est très probablement irréaliste, mais
c’est une hypothèse qui facilite grandement l’implémentation de modèles hétérogènes en temps
en ML. Pour des données protéiques, en ML, seul bppML (Dutheil and Boussau, 2008) donnait
la possibilité d’utiliser un modèle hétérogène en temps avec des jeux de fréquences d’équilibres
spéciﬁques des branches. Cependant, cela nécessitait l’optimisation de 19×b paramètres, corres-
pondant à l’ensemble des fréquences d’équilibres le long d’un arbre contenant b branches. Cela
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rendait l’utilisation d’un tel modèle impossible, pour des raisons pratiques de temps de calcul et
des raisons d’eﬃcacité d’optimisation des paramètres.
Dans l’article qui suit, publié dans le journal Systematic Biology, un modèle hétérogène en
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Abstract.—Most models of nucleotide or amino acid substitution used in phylogenetic studies assume that the evolutionary
process has been homogeneous across lineages and that composition of nucleotides or amino acids has remained the
same throughout the tree. These oversimpliﬁed assumptions are refuted by the observation that compositional variability
characterizes extant biological sequences. Branch-heterogeneousmodels of protein evolution that account for compositional
variability have been developed, but are not yet in common use because of the large number of parameters required, leading
to high computational costs and potential overparameterization. Here, we present a new branch-nonhomogeneous and
nonstationary model of protein evolution that captures more accurately the high complexity of sequence evolution. This
model, henceforth called Correspondence and likelihood analysis (COaLA), makes use of a correspondence analysis to
reduce the number of parameters to be optimized through maximum likelihood, focusing on most of the compositional
variation observed in the data. The model was thoroughly tested on both simulated and biological data sets to show its
high performance in terms of data ﬁtting and CPU time. COaLA efﬁciently estimates ancestral amino acid frequencies
and sequences, making it relevant for studies aiming at reconstructing and resurrecting ancestral amino acid sequences.
Finally, we applied COaLA on a concatenate of universal amino acid sequences to conﬁrm previous results obtained with a
nonhomogeneous Bayesian model regarding the early pattern of adaptation to optimal growth temperature, supporting the
mesophilic nature of the Last Universal Common Ancestor. [Ancestral sequence reconstruction; nonhomogeneous model;
optimal growth temperature; phylogenomics; phylogeny.]
Many evolutionary studies use genomic sequences
to infer a phylogenetic tree depicting the relationships
between species. To reconstruct such trees, substitution
models that describe the stochastic process of evolution
acting on sequences are preferred. The use of complex
models of evolution has provided insights into early
events of evolution such as the origin of major groups
of organisms (Cox et al. 2008; Philippe et al. 2011), the
absolute or relative chronological appearance of major
clades or important phenotypic characters (Douzery
et al. 2004; Delsuc et al. 2006), and ancestral conditions of
life (Boussau and Gouy 2012). Over recent years, many
authors have proposed to perform ancestral sequence
reconstruction to tackle such problems, either at the
scale of a single gene alignment (Gaucher et al. 2008;
Finnigan et al. 2012) or at the scale of concatenates of
genes (Boussau et al. 2008; Groussin and Gouy 2011).
To infer the characteristics of ancestral molecules from
the analysis of extant genomes, accurate and biologically
relevant models of evolution must be utilized.
However, standard models are usually designed with
the simplifying assumptions that the evolutionary
process was globally stationary, reversible, and
homogeneous (Yang 2006; Jermiin et al. 2008; Jayaswal
et al. 2011a) (Fig. 1a). It has been shown that homologous
sequences can divergewidely in their base or amino acid
compositions (Hasegawa and Hashimoto 1993; Galtier
and Lobry 1997; Zeldovich et al. 2007). Consequently, the
assumption that the compositionofnucleotidesor amino
acids in the sequences has remainedunchanged from the
root of the tree to its leaves (stationarity hypothesis), and
that all branches of a phylogenetic tree share the same
relative amino acid substitution rates (homogeneity
hypothesis), is not appropriate for compositionally
heterogeneous sequences. Compositional heterogeneity
across sets of homologous sequences may lead to
erroneous reconstructions of phylogenetic trees or
ancestral frequencies (Ho and Jermiin 2004; Jermiin
et al. 2004; Blanquart and Lartillot 2006, 2008; Boussau
and Gouy 2006; Boussau et al. 2008). A natural approach
to avoid these erroneous reconstructions is to use a
model that represents in a more realistic fashion the
evolutionary process.
Several models that relax the homogeneity and
stationarity hypotheses have been developed, either
in the distance-based framework (Lake 1994; Lockhart
et al. 1994; Galtier and Gouy 1995; Tamura and Kumar
2002) or in the likelihood or Bayesian frameworks (Yang
and Roberts 1995; Galtier and Gouy 1998; Foster 2004;
Jayaswal et al. 2005, 2007, 2011b; Blanquart and Lartillot
2006; Dutheil and Boussau 2008; Zou et al. 2012). In
each of these methodological contexts, the branch-
heterogeneous models require several substitution
matrices to be used for a given phylogenetic tree (Fig. 1b)
whereas the branch-homogeneous models only require
one such matrix (Fig. 1a). Therefore, more parameters
need to be estimated for branch-heterogeneous models
than for branch-homogeneous models. The purpose
of branch-heterogeneous models is to decrease the
bias in the estimation of model parameters, but their
drawback may be an increase in variance. This trade-
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a) c)
b)
FIGURE 1. The COaLA model substantially decreases the dimension of the space of equilibrium frequency parameters. a) In homogeneous
and stationary models, only one vector of amino acid frequencies represents the equilibrium state of sequences and is used for likelihood
computation. This vector may be optimized by ML (LG+Fopt model) or not (LG or LG+Fobs models). b) With a standard nonhomogeneous
approach, the homogeneity and stationarity hypotheses are relaxed by assigning independent vectors of 19 equilibrium frequencies per branch
to model the variations of overall composition through time. c) With the COaLA model, small dimension vectors of coordinates along the ﬁrst
axes of the COA are optimized per branch. In this example, a two-dimension vector corresponding to the ﬁrst two axes is associated to each
branch and is optimized by ML (OPT). Reversing the COA (dashed arrows), from a vector of coordinates in the low-dimension space, one can
compute the corresponding vector of 20 frequencies that is used to compute transition probabilities along the branch.
of concern when employing parameter-rich models
(Wertheim et al. 2010). It is necessary to make sure
that the parameters that capture the time variability
of global compositions increase the ﬁt of the model
to the data enough to compensate for the increased
number of parameters. Objective criteria such as Akaike
Information Criterion (AIC) or Bayesian Information
Criterion (BIC) can be used to determine the optimal
choice for the trade-off between the ﬁt of the model
to the data and the number of parameters in the
model (Steel 2005). Thus, it was observed that branch-
heterogeneous models of sequence evolution may be
preferred or rejected over branch-homogeneous models,
depending on the choice of parameters or the amount
of heterogeneity in the data (Dutheil and Boussau
2008; Groussin and Gouy 2011). Finally, the issue of
computational cost has hampered the use of branch-
heterogeneous models at a broad scale, especially
for proteins, making the development of statistically
and computationally efﬁcient branch-heterogeneous
models necessary. Note that for convenience the terms
“branch-heterogeneous” and “nonhomogeneous” are
used interchangeably in the rest of the article, excepted
in cases where “nonhomogeneous” is used to describe
other types of heterogeneities (e.g., site-speciﬁc process-
heterogeneity).
Several studies have presented approaches to reduce
the number of parameters to be estimated with branch-
heterogeneous models. For instance, some methods do
not estimate one matrix per branch, but use groups of
branches that share substitution matrices (Yang 1998;
Foster 2004; Dutheil and Boussau 2008). These groups
can be deﬁned a priori (Dutheil and Boussau 2008),
or estimated during the course of the computation
(Jayaswal et al. 2011a; Dutheil et al. 2012). Similarly,
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breakpoints along the branches of the phylogeny:
substitution models are shared by all branches between
breakpoints, but change at breakpoints (Blanquart and
Lartillot 2006, 2008). Another approach to further reduce
the number of parameters has been to share some
parameters of the substitution matrices among all
branches and have only a subset of them estimated
separately for each branch or group of branches. Using
such an approach, Galtier and Gouy (1998) were able
to propose a branch-heterogeneous model of nucleotide
sequence evolution with only one extra parameter per
branch of the phylogenetic tree, namely branch-wise
equilibrium G+C contents. The resulting model has a
good ﬁt to the data because some nucleotide sequences
vary extensively in their G+C content. For amino acid
sequences, however, it is unclear how variations among
homologous sequences could be efﬁciently summarized
by a single or even a small number of variables for any
data set.
An efﬁcient model of protein evolution would be
useful in studies aimed at protein resurrection.Ancestral
sequence reconstruction and resurrection is a powerful
approach to characterize ancient molecular properties,
to highlight the complex relationship between sequence,
structure, and function, or to infer past lifestyle
conditions (Harms and Thornton 2010; Boussau and
Gouy 2012). The widely applied protocol for ancestral
sequence reconstruction starts with the choice of one
of the time-reversible Markov models that ModelTest
(Posada and Crandall 1998; Posada 2008) considers.
Then, this model is used in the PAML package (Yang
2007) to compute the most likely ancestral sequence
at each internal node of a maximum-likelihood (ML)
tree for the gene under consideration. However, the
variation of the substitution process through time or
among sites is not accounted for, even when billions
of years separate all sequences from their common
ancestor (Gaucher et al. 2008; Hobbs et al. 2011). Using a
model that can take into account a higher proportion
of the complexity of evolutionary processes without
excess of variance should help inferring better ancestral
sequences.
We do not know of any statistically and compu-
tationally efﬁcient branch-heterogeneous substitution
model for proteins in the ML framework. Here, we
present the correspondence and likelihood analysis
(COaLA) model, a new branch-heterogeneous model
of amino acid sequence evolution for ML. This model
achieves computational efﬁciency through the same
means as Galtier and Gouy (1998), reducing the
number of variables that need to be estimated per
branch of a phylogenetic tree; it focuses only on a
few directions explaining most of the compositional
variance observed in the data (Fig. 1c). These variables
correspond to linear combinations of observed amino
acid frequencies in the data set according to a
correspondence analysis (COA) (Greenacre 1984). COA
constructs linear combinationsof aminoacid frequencies
ranked by decreasing contribution to the explained
variance (these linear combinations are also called axes
or factors in the statistical literature; here, we refer
to them as axes). Consequently, exploring different
values along the ﬁrst axes amounts to exploring a high
proportion of the compositional variability encountered
in the data set. In addition, as COA has been previously
used to characterize the determinants of compositional
heterogeneity among protein sequences (Boussau et al.
2008), estimatedbranch-wise values along the axes of the
COA may be used to directly gain information about the
evolution of biological or physical properties affecting
compositions over time.
In this article, we describe the COaLA model and
how it is applied to the data. The model has been
tested on both simulated and biological data sets and
we show results focusing on its ability to efﬁciently
ﬁt the data, estimate ancestral frequencies as well
as ancestral sequences in comparison with standard
homogeneous models. Finally, we apply the model
on a previously published data set to conﬁrm the
phylogenetic signal explaining the early pattern of
adaptation to environmental temperature before the




We consider a tree, T, rooted at node r, along
which amino acid sequences evolve. Sequence evolution
proceeds from the root to the leaves of the tree, where
sequences are observed. At the root, a vector r speciﬁes
the amino acid frequencies of the (unobserved) ancestral
sequence. Along the branches of the tree,we assume that
substitutions occur according to aMarkovprocess. In the
context of molecular evolution, the kernel of the Markov
process is called the substitution matrix and is denoted
as Q. If the kernel is time-reversible, then Q can be
decomposed into two matrices,  and, where =yz is
a matrix of exchangeabilities (or relative exchange rates)
and=diag(y) is the diagonal matrix of stationary or
equilibrium frequencies (Whelan and Goldman 2001),
with y,z=1,. . .,20 (where 20 is the number of amino
acids). The general term of Q is computed as follows:





with yz =zy for y>z.
The transition probabilities py→z(t), deﬁned as the
probability of change from state y to state z along an







Common models of sequence evolution assume a
constant substitution rate matrix over the tree (Jermiin
et al. 2008). Such models are said to be globally
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evolutionary process is at equilibrium, in which case
the process is also said to be stationary with r =.
Reversibility implies that the ﬂux from one amino acid
y to another z is equal to the ﬂux from z to y:
ypy→z(t)=zpz→y(t).
These assumptions have two major consequences: (i)
such models (i.e., the commonly used models of
sequence evolution) cannot infer a direction of evolution,
so the root can be placed anywhere on the tree without
affecting the likelihood value (Felsenstein 1981; Yang
2006) and (ii) as previously noted (Galtier and Gouy
1998; BoussauandGouy2006), thesemodels assume that
all sequences in a tree share similar base or amino acid
frequencies.
As illustrated in Jermiin et al. (2008), the evolution-
ary process can be deﬁned as one of the six
(out of eight) possible permutations of homoge-
neous/nonhomogeneous condition, reversible/nonre-
versible condition, and stationary/nonstationary
condition. These conditions may be applied globally
(e.g., to every branch in the tree) or locally (e.g., to a
particular branch of the tree). The model presented here
is designed to work on amino acid data and to relax the
assumptions of global homogeneity, reversibility, and
stationarity; in other words, it allows different lineages
to diverge toward different amino acid compositions,
starting fromanother set of amino acid frequencies at the
root (r). Therefore, the model is nonreversible, and the
positionof the root affects the likelihoodvalue.COaLA is
inspired from the N2 model initially proposed by (Yang
and Roberts 1995), designed for DNA, in which a single
exchangeabilitymatrix is sharedbyall branchesofT, and
a distinct vector of equilibrium nucleotide frequencies
is associated with each branch of T. The model also uses
the vector r of amino acid frequencies at the root.
Mathematical Model
COA is a standard multivariate statistical technique
that decomposes the 2 statistic associated with a
contingency table into orthogonal factors that represent
most of the variance (Thioulouse et al. 1997). Here,
the contingency table is the matrix of observed amino
acid frequencies in protein sequences. In essence,
COA summarizes the original data variability using
a reduced number k<20 of variables (the factors or
axes), which are linear combinations of the 20 original
frequencies (see Appendix). Thus, COA reveals the
principal axes of a high-dimensional space, enabling at
the end the projection of amino acid frequencies into
a subspace of lower dimension. In that sense, COA is
similar toprincipal component analysis (PCA).However,
PCA uses the Euclidean distance between vectors of
frequencies, whereas COA uses the 2 distance, which
makes COA equally sensitive to deviations in rare amino
acids as it is to deviations in frequent amino acids.
The compositional variation among all compared
protein sequences is thus summarized in a subspace
capturing most of this variation. This subspace allows
us to reduce the dimension of the above-mentioned
branch-heterogeneous model of protein evolution along
a tree by working in the subspace of k principal axes
instead of the complete space of 20 parameters. The
dimension of the evolutionary model with branch-
speciﬁc equilibrium frequencies is thus reduced from 19
free parameters per branch to k per branch. From a set
of coordinates on a chosen number k of principal axes,
it is possible to reverse the COA in order to compute
a 20-dimensional vector of amino acid frequencies
for which the COA would give these coordinates as
factor values (see Appendix). The reduced evolutionary
model works by optimizing k coordinates on each
branch of T, which are transformed into branch-speciﬁc
vectors of equilibrium amino acid frequencies, which
in turn deﬁne branch-speciﬁc substitution matrices. To
illustrate this, consider a rooted phylogenetic tree of
30 species, containing 58 branches and imagine a full
branch-heterogeneous LG+Fopt model, where 19 free
frequencies are optimized per branch and on the root,
with a common LG exchangeability matrix (Le and
Gascuel 2008) for all branches. It can be compared with a
branch-heterogeneous COaLA model where only k free
parameters (k∈[1 :19]) representing axis positions are
estimated per branch and on the root. In the ﬁrst case,
the number of parameters (m) involved in the model is
m=19×58+19=1121, whereas in the second case, the
number of parameters is m=k×58+k. As most of the
COA performed on real alignments show that a large
majority of the variance is explained by the ﬁrst two
or three axes, the improvement in terms of number
of parameters can be huge. Thus, if k=2, m=118, a
number of parameters 10-fold smaller than with the full
approach.
Model Availability
The COaLA model is implemented in the Bio++
libraries (Dutheil et al. 2006), which are a set
of freely available C++ libraries dedicated, among
other things, to evolutionary biology. The model can
be employed with the BppML program, available
in the bppSuite series of programs (Dutheil and
Boussau 2008). BppML is a general program to
optimize a large set of homogeneous/stationary or
nonhomogeneous/nonstationary models in the ML
framework for several types of data sets (e.g., DNA,
codons, and proteins). Information on the model and on
how to download and install the libraries can be found
at http://pbil.univ-lyon1.fr/software/COaLA/.
Models Used in This Study
In the following, homogeneous and stationary,
homogeneous andnonstationary, andnonhomogeneous
and nonstationary approaches will be referred by H–










2013 GROUSSIN ET AL.—COALA: A NEW BRANCH-HETEROGENEOUS MODEL 527
all phylogenetic experiments, the LG exchangeability
matrix (Le andGascuel 2008) is used, but every empirical
exchangeability matrix may be employed (e.g., JTT
[Jones et al. 1992]; WAG [Whelan and Goldman 2001]).
When the vector of equilibrium frequencies speciﬁc
to the LG model is employed, we will refer to the
model as LG. If the vector of equilibrium frequencies
is ﬁxed to the observed frequencies computed from
the alignment under study (the so-called “+F” model
[Adachi and Hasegawa 1996]), the model is referred as
LG+Fobs. When stationary frequencies are optimized
by ML, LG+Fopt is used. COaLA can also be used
as an H–S model. If so, LG+COaLA[k] means that
the equilibrium frequencies of the single substitution
matrix in use by all branches are optimized through k
axis positions. With an H-NS approach, a second and
independent set of axis positions is optimized on the
root. With an NH approach, LG+COaLA[k] means that
k independent axis positions per branch and on the
root are optimized. In this study, the number of axis
positions k is set a priori and is equal for all branches
of the tree. This number is not optimized during the
run of the program. Rather, the method is run with all
integer values between 1 and k, and the optimal number
of axes is then determined according to model selection
statistical criteria (AIC or BIC, see below). Note that
the method could be generalized so that k is optimized




All simulations of amino acid sequences with
nonhomogeneous models were performed with
BppSeqGen, from the bppSuite series of programs
(Dutheil and Boussau 2008).
To simulate these nonhomogeneous amino acid
sequences, we considered the 5000 trees used by
Guindon and Gascuel (2003) to test the performance of
PhyML and which are available at http://www.atgc-
montpellier.fr/phyml/datasets.php. These trees contain
40 species. We randomly removed 20 of these 40
species for each of the 5000 trees. Branch lengths were
increased to allow different parts of the tree to have
sufﬁcient time to diverge in terms of compositions.
Thus, the height of the tree, deﬁned as the maximum
distance between a leaf and the root, was set to
a minimum of 0.8 substitutions/site and all other
branches were scaled up accordingly. The resulting
branch lengths are still realistic since the overall mean
is 0.13 substitutions/site/edge and the overall median is
0.08 substitutions/site/edge, showing that many small
branches remain in the trees. We simulated alignments
of 5000 amino acids, with rate heterogeneity across sites
modeled by a discretized  distribution with four rate
categories (Yang 1994). To specify the nonhomogeneity
and nonstationarity, we assigned different independent
sets of amino acid equilibrium frequencies to different
parts of the tree as well as one for the root; these
sets of frequencies were drawn from a Dirichlet
distribution. To do so, we determined the means and
standard deviations of each amino acid frequency from
a protein sequence alignment containing 3336 sites
from 115 species spanning the tree of life (Boussau
et al. 2008). These means and standard deviations
were used to deﬁne the marginal densities employed
to randomly draw the sets of equilibrium frequencies
from the Dirichlet distribution. For each amino acid,
we multiplied the observed standard deviations by 3 to
increase the nonhomogeneity of simulated sequences in
terms of composition. Only two or four different parts
of the tree are speciﬁed to have different equilibrium
compositions (see below), all branches belonging to one
of these parts being compositionally homogeneous. This
procedure was adopted in order to generate alignments
with sizeable levels of compositional heterogeneity. In
addition, we randomly drew a set of frequencies that
was assigned to the root. We then randomly chose an
integer number w (1 or 2). If w=1, independent sets
of frequencies were assigned on the ﬁrst two branches
around the root. If w=2 and if the root has four
descendant nodes, the ﬁrst six branches were assigned
different equilibrium compositions. Finally, all branches
below one of the nodes of the w-th generation were
assigned the set of frequencies of the preceding branch
leading to that given node.
For each of these 5000 simulated alignments, we
computed all pairwise Bowker tests (Bowker 1948) to
assess the global heterogeneity of the alignment. The
Bowker test relies on a pairwise comparison and on
a test of symmetry between two aligned sequences
(Ababneh et al. 2006). If the test statistic from the
Bowker test is signiﬁcant, then it is unlikely that the pair
of diverging sequences being considered have evolved
under the same process. As Dutheil and Boussau (2008)
proposed, we deﬁned the global heterogeneity of the
alignment as the number of tests that are statistically
signiﬁcant at the 5% level thatwe correctedwith aHolm–
Bonferroni correction (Holm 1979) for multiple test
comparisons.
Many among the 5000 alignments were moderately
heterogeneous according to the Bowker test (half of all
the alignments had less than 37% signiﬁcant pairwise
tests). To globally assess the ability of NH–NS COaLA
to estimate ancestral frequencies and branch lengths
regardless of the data heterogeneity, the 1000 (out of
5000) ﬁrst trees were selected and their corresponding
alignments were analyzed. Moreover, to compare the
ﬁt to the data between COaLA and H–S approaches,
we retrieved the alignments having the top 5% highest
heterogeneity among the 5000 alignments. The mean
heterogeneity of the resulting 272 alignments was in
accordance with what is observed on empirical data
(about 64% of the tests were signiﬁcant, which is
comparable with the heterogeneity of the biological data
sets used in this study [see below] and many other
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Assessing the Performance of COaLA on
Simulated Sequences
To globally assess the performance ofNH–NSCOaLA,
we ﬁrst focused on (i) its ability to estimate ancestral
frequencies and (ii) to ﬁt data.
We evaluated the capacity of different models
to reconstruct sequence evolution from simulated
alignments by two means. First, we investigated the
accuracy of the reconstructed amino acid frequencies at
the root. Second,we evaluated the capacity of themodels
to reproduce the composition of simulated alignments,
in a manner akin to parametric bootstrapping or
posterior predictive simulations (Huelsenbeck et al.
2001; Bollback 2002; Lartillot and Philippe 2004).
We ran each model on each simulated alignment,
and recorded the estimated parameters. Then, we
used these parameters to simulate new alignments
using BppSeqGen. Finally, we compared these newly
simulated alignments with the original alignments: for
each of the 20 sequences per alignment, the amino
acid frequencies were computed and compared with
the amino acid frequencies observed in the original
alignments.
We also investigated the inﬂuence of the alignment
size on the estimation of equilibrium frequencies (see
Supplementary Fig. S2 that can be found in the
Dryad data repository [doi:10.5061/dryad.7h66k]). We
simulated 1000 alignments containing either 100 or 200
amino acids, with the same trees and sets of parameters
as previously. This approachwasmotivated by twomain
reasons. First, it is not obvious whether NH–NS COaLA
is able to generate accurate parameter estimates for short
single-gene alignments. Second, in short alignments,
some amino acids, especially rare amino acids such as
tryptophan or cystein, may never be observed in any
sequences. In such a case, the standard COA algorithm
cannot be applied, since all elements of a column (here,
the counts of a particular amino acid) are divided by
its marginal sum. We devised a procedure to deal with
such cases (see “Results” section and Supplementary
Information). This procedure has proved to be efﬁcient
to avoid optimization problems.
To estimate the best model in terms of ﬁtting
data, either homogeneous or nonhomogeneous, BIC
values (Schwarz 1978) were computed for each model
(Felsenstein 2004; Ripplinger and Sullivan 2008) to
penalize the number of parameters inﬂuencing the
likelihood. A rooted tree is characterized by 2s−2
internal branches, s being the number of species. In
the case of the NH–NS COaLA model, we count k axis
positions optimized per branch and at the root, and add
the  parameter of the  distribution, which results in
the total number K of parameters
K=k×(2s−2)+k+1.
The BIC value is computed as:
BIC=−2×lnL+K×ln(n),
where lnL is the optimal log-likelihood and n is the
alignment length. In this study, the LG (Le and Gascuel
2008) empirical exchangeability matrix does not add
free parameters to the model. However, if a general
time reversible (GTR) matrix is considered, 190 free
exchangeabilities have to be taken into account in the
total number of parameters. Moreover, it is worth noting
that other statistical criteria for model selection may be
employed.AIC (Akaike 1974) is one such criterion,which
penalizes complex models less than does BIC (AIC=
−2×lnL+2×K). We chose to employ BIC because it
was observed that AIC tends to favor models that are
too parameterized with phylogenomic data sets (see
“Results” section). We thus recommend the use of
this criterion for model selection on large alignments.
However, the situation is rather different on single-gene
alignments, where BIC may penalize too strongly the
more complex models in comparison with AIC (see
“Results” section).
We note here that the NH–NS COaLA model used
to estimate evolutionary parameters on simulated
data sets is more parameter rich than the model
used to simulate sequences, as in the latter several
branches share the same substitution matrix (See
“Materials and Methods” section). Although these
simulation experiments therefore are a clear example
of overparameterization, we believe they can provide
valuable information regarding the accuracy of the
COaLA model. One way to avoid overparameterization
in this simulation setting would be to use the algorithms
presented in Dutheil et al. (2012), which select the
best branch-heterogeneous model on a ﬁxed tree by
ﬁnding the optimal partition of branches according to
statistical criteria such asAICor BIC.As thework of both
Dutheil et al. (2012) and ours are based on the Bio++
libraries, the COaLA model can be easily incorporated
to these programs to select the best conﬁgurations of axis
position assignments over the tree.
BIOLOGICAL DATA SETS
Phylogenomic Alignments
The COaLA model was tested on four previously
published phylogenomic data sets (see below). For each
data set, rate heterogeneity across sites was modeled
with a discretized  distribution with four categories
(Yang 1994).
Yeast data set.—This data set is a concatenation of 106
genes belonging to eight yeast species (Rokas et al.
2003). This alignment contains 42 342 amino acids
and the species tree presented in Figure 4 of the
corresponding paper is used to estimate evolutionary
parameters and compute the likelihood. The G+C
content of third codonpositions is heterogeneous among
the eight species, ranging from 0.28 in Candida albicans
to 0.45 in Saccharomyces kluyveri, possibly inﬂuencing the
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of the pairwise Bowker tests performed on the protein
concatenate are statistically signiﬁcant (according to
Holm correction for multiple comparisons).
Archaea data set.—These data are a concatenation of 72
protein-coding genes sampled in 35 archaeal species
and 10 bacterial species (Groussin and Gouy 2011). We
removed bacteria from the alignment, as well as the
two uncultured thaumarchaeal species, for which only
one protein sequence was present in the alignment. The
ﬁnal alignment of 9387 amino acids contains 33 archaeal
species. We used the topology presented in ﬁgure 3
of Groussin and Gouy (2011) to determine the best
evolutionary model with BppML. These sequences are
compositionally highly heterogeneous since 86% (after
correction formultiple tests) of thepairwiseBowker tests
signiﬁcantly rejected the stationarity or homogeneity
hypotheses.
Eocyte data set.—Cox et al. (2008) used 45 genes to
build a universal alignment of 5521 sites and 40 species.
Using a nonhomogeneous model that allowed them to
explore the space of tree topologies in the Bayesian
framework, they obtained a topology called “eocyte”
where Crenarchaea is the sister group of Eukaryotes.
This topology was used in our analysis of their
alignment. The compositional heterogeneity present in
the data is strong, with 77% signiﬁcant pairwise Bowker
tests (after multiple tests correction).
Three domains data set.—Boussau et al. (2008) used 56
unicopy genes to build a universal alignment of 30
species. Because of a drastic selection of sites allowing
only sites with less than 5% of gaps to remain in the
ﬁnal alignment, the total number of sites is rather small
(3336 sites). We increased the size of the ﬁnal alignment
by using a less drastic site selection. Each individual
gene alignment was realigned with Muscle v3.7 (Edgar
2004), internally used by Guidance v1.1 (Penn et al.
2010)with its default parameters. Guidance is a program
allowing users to evaluate the reliability of alignments
by taking into account the uncertainty of the guide
tree used to align sequence positions with a bootstrap
procedure. The resulting alignments were then treated
by Gblocks (Castresana 2000) to eliminate ambiguous
regions (default parameters with the authorization to
conserve gap sites were used). The ﬁnal gene alignments
were concatenated and the sites with more than 50% of
gaps were removed to eventually obtain an alignment of
amino acids with 6269 sites.
Single Gene Alignments
To evaluate both the ability to ﬁt the data and the
accuracy of ancestral sequence reconstruction on single-
gene alignments with NH–NS COaLA in comparison
with a homogeneous model, gene alignments were
constructed from 24 methanogenic archaeal genomes
(15 Methanococcales, 8 Methanobacteriales, and 1
Methanopyrale, see Supplementary Table S2). This
data set presents two advantages: these species do
not have extreme rates of evolution (Brochier-Armanet
et al. 2011) and are adapted to different optimal
growth temperatures (OGTs), leading to compositional
variability (Groussin and Gouy 2011). All genome
sequences were retrieved from GenBank. The software
package SiLiX (Miele et al. 2011) was employed to
cluster amino acid sequences into homologous gene
families. Unicopy gene families containing at least
80% of the 24 species were conserved, leading to
535 gene families. Each family was further aligned
with PRANK (Löytynoja and Goldman 2008) internally
used by Guidance. The resulting alignments were then
trimmed by Gblocks (Castresana 2000) with default
parameters and the authorization to conserve gap
sites. Phylogenetic trees were computed with PhyML
(Guindon and Gascuel 2003) with a WAG+(4) model
(Yang 1994; Whelan and Goldman 2001). The trees
were subsequently mid-point rooted and used with
their corresponding alignments to run COaLA in a
NH–NS fashion with a LG+COaLA[1]+(4) model.
From the ML estimates (model parameters and branch
lengths), 535 alignments were simulated (one per set of
ML estimates) with BppSeqGen (Dutheil and Boussau
2008). During simulations, ancestral sequences for each
internal node were conserved and are henceforth
referred to as “true” sequences. For each of the
535 simulated alignments, a model comparison was
performed with the H–S LG+Fopt and NH–NS LG+
COaLA[1] models. With the ML estimates obtained
with each model, ancestral sequences were computed
with BppAncestor (Dutheil and Boussau 2008), with
a marginal reconstruction (see Appendix). For each
internal node, the ML pairwise distances between the
homogeneously inferred sequence and the true sequence
and between the nonhomogeneously inferred sequence
and the true sequencewere computedwith theLGmodel
(Le and Gascuel 2008).
RESULTS
Simulations
NH–COaLA accurately estimates ancestral amino acid
frequencies.—We veriﬁed that the compositional
variance encountered in the simulated alignments
was distributed as in biological data. For the ﬁrst 1000
simulated alignments (out of 5000; see “Materials
and Methods” section “Sequence simulations”),
Supplementary Figure S1a shows that on average,
the ﬁrst three axes represent 53%, 23%, and 11%
of the total variance, which is very similar to what
can be observed in real sequences (Supplementary
Fig. S1b–e and see below). This suggests that our
simulated alignments have properties that are routinely
encountered in biological data sets. When COaLA
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FIGURE 2. Accuracy of estimation of ancestral root amino acid frequencies. On the y-axes, the differences between inferred amino acids
frequencies by ML and true amino acid frequencies used to simulate sequences are represented. a) Results obtained with the H–S LG+Fopt
model. b) Results obtained with the H–NS LG+COaLA[2] model. c) Results obtained with the NH–NS LG+COaLA[2] model.
two axis positions per branch were estimated, allowing
to take into account, on average, about 75% of the
variance (Supplementary Fig. S1a). Note that the NH–
NS model with 19 free parameters per branch was not
used in simulations as it generally takes too much time
to converge. A comparison with the NH–NS COaLA
model for calculation time and ﬁt to data is provided
with the analysis of real data (see below).
Figure 2 shows that for the ﬁrst 1000 alignments,
both the NH–NS and H–NS LG+COaLA[2] models
outperform the H–S LG+F model when it comes to
estimating ancestral root frequencies. The sums of the
squared differences between true and inferred amino
acid frequencies are equal to 4.38, 1.15, and 0.98 for the
H–S, H–NS, and NH–NS models, respectively, with the
NH–NS model exhibiting slightly better performances
than the H–NS approach (Wilcoxon paired test, P<
0.001). Furthermore,we observed that for both rare (such
as cysteine or tryptophan) or frequent amino acids (such
as alanine), the NH–NS COaLA model remains the best
(P<0.001) at estimating ancestral frequencies at the root
(the sums of the squared differences are, in the same
order as before, 0.018, 0.0025, and 0.0022 for tryptophan
and 0.398, 0.112, and 0.098 for alanine). This might be
explained by the fact that COA is equally sensitive to
deviations in rare amino acids as it is to deviations in
frequent amino acids.
For the H–S, H–NS, and NH–NS approaches, we
resimulated alignments from the parameters estimated
by BppML to compare the ability of the different
approaches to capture the evolutionary signal within
the tree. We reasoned that if the model is able to
correctly extract the signal from the data, sequences
simulated from the ML parameter estimates should be
close to the original sequences regarding their amino
acid compositions. Thus, the amino acid frequencies
of each simulated sequence were then computed and
compared with the amino acid frequencies of the


























































FIGURE 3. Accuracyof thephylogenetic signal capture. TheH,H–NS,
and NH–NS approaches are compared. For each of the original 1000
simulated alignments, parameters estimates were obtained with each
one of the three approaches. From these estimates, new alignments
were simulated with BppSeqGen. For each of the 20 sequences per
alignment, the amino acid frequencies were computed and compared
with the amino acid frequencies observed in the original alignments.
The medians of squared differences for each amino acid frequency are
represented. Solid line: H–S model. Dotted line: H–NS model. Dashed
line: NH–NS model. The NH–NS approach is the best approach
regarding the modeling of evolutionary processes and the capture of
the phylogenetic signal present in the data.
alignment. Medians of squared differences of amino
acid frequencies are presented in Figure 3. This ﬁgure
highlights that the NH–NS approach better captures
the evolution of compositional heterogeneities through
time, as attested by the low-squared differences between
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Inﬂuence of the size of the alignment on the estimation of
ancestral amino acid frequencies.—For short alignments,
the standard NH–NS COaLA model might experience
optimization problems for rare amino acids that may
be totally absent in the alignment. We implemented a
special procedure to dealwith such cases (see “Materials
and Methods” section and Supplementary Information
for a full description) to avoid optimization issues.
The branch-wise NH–NS models can be expected to
perform poorly with short alignments, because a large
amount of data is needed to accurately optimize the
equilibrium frequencies. Accordingly, Supplementary
Figure S2 shows that the optimization of ancestral root
frequencies for amino acid aligmentswith 100 sites is less
accurate than what can be obtained with a H–S model:
the sums of squared differences between the estimated
frequencies and the true frequencies are equal to 7.64 and
6.72, respectively (P<0.001). However, for amino acid
aligmentswith 200 sites,NH–NSCOaLAbecomes better
than a homogeneous model (4.55 and 5.27, respectively
[P<0.001], data not shown).
NH–COaLA accurately estimates branch lengths.—The
ability of NH–NS COaLA to accurately estimate branch
lengths was assessed (See Supplementary Information).
Supplementary Figure S3 shows that NH–NS COaLA
has similar performances to an H–S LG+Fobs model
without any bias.
NH–COaLA efﬁciently ﬁts data.—The H–S, H–NS, and
NH–NS sequence evolution models were compared
using the BIC, which aims at identifying the best
compromise between ﬁt of the model to the data
(likelihood) and small number of parameters. We
used the 272 most heterogeneous alignments (out of
5000 simulations), whose compositional heterogeneity,
measured by the fraction of statistically signiﬁcant
Bowker tests, is comparable with what can be observed
in real data (See “Materials and Methods” section).
The NH–NS LG+COaLA model with one or two
parameters per branch outperforms, according to the
BIC, the H–S LG+Fopt model in 53% and 70% of the
272 cases, respectively. Furthermore, the H–NS model
is better than the H–S model only in 10% of the cases
and is better than the NH–NS LG+COaLA model with
one and two parameters per branch only in 11% and
5% of the cases, respectively. These results illustrate the
excellent ﬁt of nonhomogeneous evolutionary models to
compositionally heterogeneous sequences.
Model misspeciﬁcations.—If one considers two Markovian
transition probability matrices, P1=eQ1l1 and P2=
eQ2l2 , modeling the evolutionary process along two
neighboring branches of length l1 and l2, the transition
probability matrix P
′
modeling evolution along the
combined branch can be expressed as P
′ =P1P2. In
a recent article, Sumner et al. (2012b) demonstrated
that the GTR model (Yang 2006), as well as several
other substitution models in the context of DNA
sequences, lacks closure under matrix multiplication.
More precisely, if P1 and P2 are two GTR transition
probability matrices with different exchangeabilities
and/or equilibrium frequencies, their product P
′
is not
a GTR transition probability matrix, but belongs to
a different model class. However, if P1 and P2 have
identical exchangeabilities and equilibrium frequencies
but differ by their branch lengths only, their product P
′
is a GTR probability matrix.
These considerations have a direct bearing on our
ability to infer evolutionary parameters. If one assumes
that the data have been generated through a succession
of GTR matrices that differ in their exchangeabilities
and/or equilibrium frequencies along branches of the
phylogeny, then a GTR-based model is bound to make
some error, and a proper model to perform inference
would be a model that has the closure property.
In contrast, if one assumes that the data have been
generated through a succession of GTR matrices that
differ in their branch lengths only, then the closure
property ensures that a H–S GTR-based model can
correctly estimate the parameters of the model provided
there is enough data.
It is of interest to determine whether the model
considered here, a single empirical exchangeability
matrixof theGTR-basedLGmodel (LeandGascuel 2008)
with branch-wise equilibrium frequencies lacks closure
under multiplication and is, as a result, affected by the
type of misspeciﬁcation studied in Sumner et al. (2012b).
To verify this point, and to quantify the amount of
misspeciﬁcation affecting our approach, we performed
an experiment similar to Sumner et al. (2012a). These
authors measured how much the nonclosure of the GTR
model affects the estimation of transition probabilities
for DNA sequences. In our case, two LG substitution
matrices P1 and P2 were employed,with the equilibrium
frequencies1 and2 ofQ1 andQ2 drawn from the same
Dirichlet distribution as presented above, modeling
the succession of two independent substitution models
along two successive branches. We then computed the
product P
′ =P1P2, with both l1 and l2 equal to 0.5
substitutions/site. Finally,we computed the equilibrium
frequencies of another substitution matrix P¯ with the
same LG exchangeability matrix that minimized its
distance to P
′








This distance measures the amount of misspeciﬁcation
caused by the nonclosure property of the model. If the
minimization procedure ﬁnds equilibrium frequencies
so that this distance is zero, the model has the desired
closure property. If not, the model is nonclosed under
multiplication and the distance reﬂects the amount of
errors in the estimation of transition probabilities due
to the nonclosure property. We ran 1000 simulations
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percentage error and the average absolute difference
between corresponding transition probabilities ofP
′
and
P¯. We observed that the mean distance dˆ(P
′
,P¯) is 0.02.
Furthermore, the mean percentage error in transition
probabilities is 5.0% and the mean absolute difference is
7×10−4. These results show that, like the GTR model for
nucleotide sequence evolution (Sumner et al. 2012a), our
model of amino acid sequence evolution based on a ﬁxed
LG exchangeability matrix with optimized equilibrium
frequencies lacks closure under multiplication. In both
cases, it remains to be seen to what extent this creates
a problem for evolutionary inference of parameters,
phylogenetic trees, and ancestral sequences. It will
be further interesting to study how H–S versus NH–
NS models cope with such model misspeciﬁcations.
Nonetheless, despite the nonclosure property of the
model employed here, NH–NS COaLA brings strong
beneﬁt in terms of data ﬁtting or inference of ancestral
frequencies and sequences in comparison with the H–S
model.
Tests on Phylogenomic Data Sets
COA of the observed frequencies.—The concatenated
alignments of yeast, archaea, and eocyte sequences are
studied here (the fourth “Three domains” alignment is
analyzed later). For each of these alignments, a matrix
of observed amino acid frequencies was computed and
used to compute a COA. For the yeast data set, the
ﬁrst and second axes account, respectively, for 63%
and 32% of the total variance initially present in the
data, meaning that the plane deﬁned by the ﬁrst two
factors of the COA reﬂect 95% of the total compositional
variance in the data (Supplementary Fig. S1b). In the
eocyte data set, the ﬁrst three axes account, respectively,
for 46%, 24%, and 9% (Supplementary Fig. S1c), while
their contribution is 43%, 28%, and 10% (Supplementary
Fig. S1d), respectively, in the archaea data set. These
variation axes are strongly linked to biological properties
that inﬂuence the global amino acid composition of
proteomes. We observed that the ﬁrst axis of the
COA highly correlates with the G+C content of third
codon positions (GC3) of each yeast species (r=−0.89).
In the eocyte data set, the ﬁrst factor discriminates
eukaryotic from archaeal/bacterial species. The second
factor highly correlates with the genomic G+C content
(r=0.9) and the third factor is strongly linked to OGT
(r=0.88). Finally, in the archaeal data set, the ﬁrst and
second axes highly correlate with the genomic G+C
content (r=0.74) and the OGT (r=0.83), as previously
reported (Groussin and Gouy 2011).
NH–COaLA ﬁts the data better than homogeneous models.—
We applied the COaLA model to these biological data
sets to estimate the ML values of branch lengths
and evolutionary parameters. Table 1 summarizes the
results. In all cases, according to the BIC, the NS
COaLA model ﬁts the sequence data better than the
best homogeneous and stationarymodel (LG+Fopt). For
TABLE 1. Assessing the ﬁt to the data between several evolutionary
models
Data set Process Model lnL nbr Param BIC
Yeast
H–S
LG −299506.1 1 599022.9
LG+Fobs −298702.5 1 597415.7
LG+Fopt −298575.3 20 597363.7
LG+COaLA[1] −298667.9 2 597357.1
H–NS LG+COaLA[1] −298 595.4 3 597 222.8
NH–NS
LG+F −297621.7 286 598290.3
LG+COaLA[1] −298543.5 16 597257.5
LG+COaLA[2] −298505.3 31 597340.9
LG+COaLA[3] −298500.6 46 597491.3
LG+COaLA[4] −298491.7 61 597633.3
LG+COaLA[5] −298486.4 76 597782.5
Eocyte
H–S
LG −277967.3 1 555943.2
LG+Fobs −278064.5 1 556137.6
LG+Fopt −277444.0 20 555060.3
LG+COaLA[1] −277877.0 2 555771.2
H–NS LG+COaLA[1] −277695.3 3 555416.4
NH–NS
LG+F −274279.4 1502 561501
LG+COaLA[1] −277263.8 80 555216.9
LG+COaLA[2] −276 483.0 159 554 336
LG+COaLA[3] −276253.3 238 554557.3
LG+COaLA[4] −276090.3 317 554912
LG+COaLA[5] −275946.5 396 555305.1
Archaea
H–S
LG −340369.1 1 680747.3
LG+Fobs −340047.3 1 680103.7
LG+Fopt −339217.9 20 678618.7
LG+COaLA[1] −339887.8 2 679793.9
H–NS LG+COaLA[1] −339865.7 3 679758.8
NH–NS
LG+F — 1236 —
LG+COaLA[1] −338985.4 66 678574.5
LG+COaLA[2] −338237.7 131 677673.7
LG+COaLA[3] −337 932.3 196 677 657.4
LG+COaLA[4] −337721.0 261 677829.4
LG+COaLA[5] −337541.1 326 678064.1
Bold lines highlight the best model according to the BIC.
the yeast data set, the H–NS model is the best model
in terms of BIC values. It is interesting to note that
the COaLA model, used in the homogeneous case with
fewer parameters, provides a better ﬁt than the classic
LG+Fopt model. Concerning archaea, the best model
is the NH–NS LG+COaLA[3] model. However, only
two axis positions per branch were necessary to best
ﬁt the eocyte data set. It is surprising to observe that
in this case the LG+Fobs model ﬁts the data less well
than the LG model, where the vector of equilibrium
frequencies is the one empirically estimated by (Le
and Gascuel 2008), on several biological data sets. The
exact same ﬁnal likelihood was also obtained using
PhyML, which indicates that this unexpected result
is not a problem speciﬁcally found by BppML. We
hypothesize that this is because the observed frequencies
are not ML estimates and potentially lead to worse
likelihood scores. Finally, we found that using AIC
instead of BIC for model selection (see “Materials and
Methods” section) systematically leads to the choice of










2013 GROUSSIN ET AL.—COALA: A NEW BRANCH-HETEROGENEOUS MODEL 533
BIC to more heavily penalize parameter-rich models.
For instance, with the archaea data set, AIC selects
the NH–NS LG+COaLA[7] model, where the seventh
axis of the COA only represents 1.4% of the total
compositional variance of the data.
With respect to the number of parameters involved,
the COaLA model strongly reduces the dimension of
the evolutionary model. Consequently, COaLA is fast
and saves a large amount of computing time: with the
yeast data set containing eight species, 5 h 32min were
necessary to compute the likelihood with 19 equilibrium
frequencies per branch in comparison with 2 h 38m for
theNH–NSCOaLA[1]model andwith 16min 14 s for the
H–NS COaLA[1] model. Concerning the eocyte data set,
the model with 19 equilibrium frequencies per branch
required about 522 h of calculation to converge to the
ML optimum. Comparatively, the best COaLA model
only required about 40 h of calculation. For the two
other data sets (archaea and three domains), we cannot
provide a precise comparison as the 19 equilibrium
frequencies per branchmodelwas stopped after 1month
of calculation before reaching theMLoptimum. The best
COaLA models used about 26 and 18 h of calculation,
respectively, with a very stringent threshold of 10−6
below which convergence is accepted.
Tests on Single Gene Data Sets
NH–COaLA is overparameterized for single-gene
alignments.—From the 24 methanogenic archaeal
genomes, we built all homologous gene families (see
“Materials and Methods” section) and conserved
the unicopy and nearly universal families, leading to
535 genes. For each of these gene families and their
corresponding ML phylogenetic trees (see “Materials
and Methods” section), we compared the performance
of the NH–NS LG+COaLA model with the best
H–S model (LG+Fopt) regarding the ﬁt to the data.
Only in 19 cases did the NH–NS LG+COaLA[1]
model with the optimization of one axis position
per branch outperform the homogeneous model,
according to the BIC criterion. However, the NH–NS
LG+COaLA[1] model outperformed the homogeneous
model in 172 cases according to AIC. Overall, these
results indicate that with small single-gene alignments,
COaLA may model the evolutionary process more
accurately than homogeneous models but is generally
overparameterized, calling for future improvements
(see “Discussion” section). However, in all estimations,
we did not observe unconventional frequencies for rare
amino acids, showing that the way COaLA copes with
the problem of completely absent amino acids (see
“Materials and Methods” section and Supplementary
Information) is robust.
NH–COaLA reconstructs ancestral sequences more
accurately.—In studies using ancestral sequence
reconstruction and resurrection, major biological
conclusions can sometimes rely on one or few amino

















FIGURE 4. Accuracy of the ancestral sequence reconstruction.
With the 535 simulations of single-gene alignments (see “Materials and
Methods” section), ancestral sequence reconstruction was performed
with a H–S model (LG+Fopt) and with a NH–NS model (LG+
COaLA[1]). For all ancestral sequences, a LG distance was computed
between the inferred and the true sequences recorded during the
simulation procedure. For each of the 535 cases, the mean LG distance
was calculated and thedistribution ofmeans is represented in light and
dark gray for the LG+Fobs and LG+COaLA[1] models, respectively.
The mean of the distributions (black arrows) are 0.25 and 0.06,
respectively (P<0.001).
acid differences between ancient or between extant and
ancient proteins (Finnigan et al. 2012; Huang et al. 2012).
However, these substitutions may differ depending on
the model employed. Here, we attempt to test whether
the NH–NS COaLA model can lead to better ancestral
sequence reconstruction, at the single gene level, in
comparison with the H–S LG+Fopt model.
We simulated the evolution of 535 gene families
using the parameter values (sequence length, tree shape,
branch lengths, and amino acid equilibrium frequencies)
given by the 535 alignments of methanogenic archaea
described above. We ran NH–NS COaLA[1] and H–S
LG+Fopt on these 535 alignments simulated in a
nonhomogeneous fashion and then reconstructed the
ancestral sequences with BppAncestor for all internal
nodes (see Appendix). These inferred sequences were
then compared with a LG distance (computed by
ML) to their true corresponding sequences recorded
during the simulation procedure. For each of the 535
simulations, we computed the average distance for
all nodes. Figure 4 shows the distribution of the 535
mean LG distances for the two models. First, the NH–
NS COaLA model outperforms the best H–S model
(LG+Fopt) regarding the accuracy of ancestral sequence
reconstruction. Second, the mean of the distribution of
the LG+Fopt model is 0.25 substitution/site, meaning
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exists between the inferred and the true sequence with
the H–S approach. In contrast, the mean distance is
reduced to 0.06 with the NH–NS approach of ancestral
sequence reconstruction.
NH–COaLA Conﬁrms the Mesophilic State of the Last
Universal Common Ancestor
This section is focused on the three-domains data set
used by Boussau et al. (2008) to study the early pattern of
adaptation to temperature. Given the results presented
above concerning the performances of COaLA, we
used the NH–NS approach to infer the ancestral
environmental temperatures over the universal Tree of
Life. We ﬁrst demonstrate that COaLA accurately ﬁts
the data with the concatenate alignment. Finally, we
conﬁrm the results regarding the early adaptation to
environmental temperature obtained by Boussau et al.
(2008) with a different NH–NS model.
Capturing the nonhomogeneity of the data.—We ﬁrst
determined the best model. Supplementary Table S1
shows that the NH–NS LG+COaLA[2] model better
ﬁts the data than the other models according to BIC.
Given the ML estimates of the evolutionary parameters
obtained with this model, 200 simulated alignments of
similar size as the original alignment were produced
to check the capability of COaLA to capture the
heterogeneity present in the data. On average, 35% of
the Bowker pairwise tests were signiﬁcant after the
Holm–Bonferroni correction, in comparison with 38%
signiﬁcant tests observed on the original alignment.
Consequently, according to this measure, 92% of the
original compositional heterogeneity is captured by the
model, even though only two parameters per branch
are used. When the NH–NS LG+COaLA[3] model is
used, thereby optimizing three axis positions per branch
instead of two, simulated alignments have on average
a higher level of heterogeneity than the original data
(41%vs. 38%, respectively). The BIC criterion is therefore
conservative and favors a model with fewer parameters,
even if it does not capture all the heterogeneity in the
data.
The COaLA model conﬁrms the early pattern of adaptation
to temperature.—Boussau et al. (2008) proposed that
the Last Universal Common Ancestor (LUCA) lived
in a mesophilic environment in opposition to its two
descendants, inferred as being thermophilic organisms.
They used the strong relationship that exists between
either the G+C content in rRNAs or the amino acid
contents in proteins and the OGT of bacteria and
archaea. This relation allows constructing molecular
thermometers (Galtier and Lobry 1997; Boussau et al.
2008; Groussin and Gouy 2011) that give estimates
of environmental temperatures from ancestral amino
acid or nucleotide compositions.With nonhomogeneous
models of evolution, Boussau et al. (2008) inferred
the ancestral compositions for all nodes of a universal
tree and estimated the corresponding OGTs with
the molecular thermometers. For proteins, these
inferences were realized with the NH–NS CAT-BP
model (Blanquart and Lartillot 2008) in the Bayesian
framework. Since COaLA and CAT-BP are implemented
in different frameworks and model differently the
nonhomogeneity of the evolutionary process, it is
interesting to determine whether they give similar
estimations of ancestral equilibrium frequencies and
OGTs. With CAT-BP, Boussau et al. (2008) inferred
that LUCA lived at 20◦C [0–37◦C] and the ancestors
of bacteria and archaea+eukarya at 69◦C [64–75◦C],
and 55◦C [45–65◦C], respectively. NH–NS COaLA
also recovered a signal for a parallel adaptation to
high temperatures from LUCA to its two descendants
(Wilcoxon test, P<0.001), with estimates that are very
close to the ones obtained with CAT-BP. Thus, the
ancestral OGTs are 34◦C [24–44◦C], 69◦C [64–76◦C],
and 57◦C [46–70◦C] for LUCA, the ancestor of bacteria
and the ancestor of archaea+eukarya, respectively.
The 95% conﬁdence intervals were computed with a
nonparameteric bootstrap procedure. It is interesting
to observe that with two different approaches, the
COaLA and CAT-BP models converge toward a similar
phylogenetic signal for the evolution of amino acid
frequencies during early life and quantitatively similar
estimates of ancestral compositions and temperatures.
DISCUSSION
When phylogenetic data are consistent with
the assumption of compositional homogeneity,
homogeneous models are often more suited for model-
based phylogenetic analyses than nonhomogeneous
models. In these cases, it is advisable to use a H–
S model where the 20 equilibrium frequencies are
ﬁtted to the data by likelihood optimization (i.e., use
the “+Fopt” model). Indeed, for all biological data
sets investigated here, the gains of likelihood were
signiﬁcant when the 19 free equilibrium frequencies
were estimated by ML. To our knowledge, BppML is
the only phylogenetic program capable of generating
ML estimates of the equilibrium amino acid frequencies
(most other phylogenetic programs that we have
checked appear to assume that the equilibrium amino
acid frequencies are either equal to the equilibrium
frequencies of the empirical model or to the observed
amino acid frequencies).
Following Galtier and Gouy (1998), Galtier et al.
(1999), Foster (2004), Jermiin et al. (2004), Gowri-Shankar
and Rattray (2007), Blanquart and Lartillot (2008), and
Boussau et al. (2008), we conﬁrm the importance of
using a nonhomogeneous and nonstationary model to
estimate evolutionary parameters when compositional
heterogeneity is present in the data. The COaLA model
appears to be very efﬁcient for the estimation of ancestral
frequencies and to better ﬁt heterogeneous data than
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COaLA is ﬂexible in the sense that it may be employed
either as an H–S, H–NS, or NH–NS model. In the NH–
NS approach, COaLA is a branch-wise heterogeneous
model that assumes that (i) each branch is characterized
by its own set of equilibrium frequencies and (ii)
all branches share a common exchangeability matrix.
Contrarily to Galtier and Gouy (1998) who used G+C
equilibrium content as branch-wise variable irrespective
of the nucleotide sequence data set under study, for
each protein data set, the COaLA model constructs
the branch-wise variables that summarize most of the
variance in the data set under study. Therefore, the
nature of the branch-wise variables differs among data
sets. Previous authors mentioned the possibility that
such branch-wise models may be overparameterized
(Foster 2004; Blanquart and Lartillot 2006), as they
assume that, at each speciation node, equilibrium
frequencies evolve toward different positions in the
space of frequencies. COaLA performs an efﬁcient
reduction of the parameter space used to optimize
branch stationary frequencies. In all phylogenomic
experiments, we showed that the model is very efﬁcient
at estimating evolutionary parameters such as ancestral
frequencies or branch lengths. Even with rather small
(5000 sites) phylogenomic data sets in the simulation
experiments, and when the heterogeneity is similar
to what one can observe with real data, the model
is on average better than a homogeneous model.
Overparameterization by the branch-wise approach in
comparisonwithahomogeneousapproachwasdetected
in only 30%of the cases according toBICwith simulation
experiments of sequence alignments having levels of
compositional heterogeneity comparable with empirical
data. With real data, three out of the four phylogenomic
data sets were more efﬁciently ﬁtted by the NH–NS
branch-wise model than by other models. With more
andmore biological data coming frommany anddiverse
sequencing projects, the data set sizes should increase
as well. We observed that large, concatenated data
sets are less frequently overparameterized by NH–NS
models than single-gene data sets. This suggests that
overparameterization may become less of an issue for
data sets of increasing size.
Besides, we also demonstrated that the use of
branch-heterogeneousmodels is crucial to infer accurate
ancestral sequences. This result may be especially
relevant for protein resurrection experiments where
the accuracy of ancestral sequence reconstruction is
crucial. Consequently, we strongly recommend the use
of nonhomogeneous models for such studies when
homologous sequences are observed to be composition-
ally different.
In many studies, NH–NS models were proved to
better capture the evolutionary signal and to improve
our knowledge concerning various biological questions
(Herbeck et al. 2005; Nabholz et al. 2011; Boussau
and Gouy 2012). Using NH–NS protein models in the
Bayesian framework, Boussau et al. (2008) proposed
that LUCA was a mesophilic organism and that its
two descendants independently adapted to higher
temperatures. This nonparsimonious scenario raised
questions about possible biases in the models used to
infer ancestral compositions. In their study,Boussauet al.
(2008) extensively tested that their prediction was not
the result of a bias in the model employed. They showed
that this parallel adaptation to high temperatures was
also recovered with different universal topologies and
in the presence or absence of Eukaryotes. In this study,
we conﬁrmed this evolutionary pattern of adaptation
to OGT with NH–NS COaLA using a ML rather than
a Bayesian approach.
The COaLA model presented here is implemented
in the ML framework but could be easily deﬁned
in a Bayesian context. Further theoretical work might
improve theﬁtof theCOaLAmodel toprotein sequences.
First, to further reduce the number of free parameters,
a discretized version of the model could be developed.
As already shown in Boussau and Gouy (2006) for
nucleotide sequences, the model could propose a subset
of ﬁxed or optimized axis positions per branch, making
it less ﬂexible. For each branch, the best of the possible
axis positions would be retained and could be used
to compute the likelihood. This procedure could be
especially relevant for single-gene alignments, where
overparameterizationwasdetected in this study. Second,
the time-wise nonhomogeneity of the model could be
extended with site-wise nonhomogeneity. Currently, the
CAT-BP model (Blanquart and Lartillot 2008), in the
Bayesian context, is able to combine the modeling of
compositional variations both over time and over sites.
However, the major drawback of this model is its huge
computational cost, underlining the need for a more
efﬁcient model. To model the variation of evolutionary
processes among sites, several approaches are already
available, such as the mixture models implemented
by Le et al. (2008b), or the empirical proﬁle mixture
models developed by Le et al. (2008a) (analogous to
the CAT model [Lartillot and Philippe 2004] available
in the Bayesian framework). Therefore, COaLA could
be extended to the use of mixture models for which
the equilibrium frequencies of each category would
be modulated by the equilibrium frequencies of the
branch under consideration. With such site and branch
heterogeneity, COaLA would better take into account
the variation of substitution processes depending on the
localization of the residue in the protein 3D structure or
depending on amino acid biochemical properties.
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APPENDIX
Correspondence Analysis
We summarize here the principles used to compute
a COA, which is necessary in order to understand
the COaLA model. For more details about the speciﬁc
properties of a COA, see (Greenacre 1984).
Let I and J be the number of rows and columns,
respectively, of the matrix NI×J with elements nij, where
nij corresponds to the observed frequency of amino acid j
in sequence i, I corresponds to the number of sequences
in the alignment (i=1,...,I), and J corresponds to the
number of different amino acids in the alignment (j=
1,...,J). Let ni• and n•j be the sum of the ith row and























where pi• and p•j represent the row and columnweights,
respectively.
Let DI×I andDJ×J be the following diagonal matrices:
DI×I =diag(p1•,. . .,pI•); DJ×J =diag(p•1,...,p•J).



























ZI×J is the table analyzed by the COA and represents
the distance between expected under independence and
observed frequencies.
To obtain the eigen elements of the COA, the matrix H
containing the 2 distances is computed:








Next, HJ×J is diagonalized to determine its
eigenvalues and eigenvectors. The k ﬁrst eigenvalues in
decreasing order are conserved and stored in k . The
k ﬁrst associated eigenvectors, which are orthonormal,
are stored as columns in UJ×k . UJ×k possesses J rows, k
columns, and veriﬁes UTk×JUJ×k =Ik×k .
The row coordinates are computed with:
RI×k =ZI×JD1/2J×JUJ×k.
The columns of RI×k are the row coordinates. The
columns’ coordinates may also be computed:
CJ×k =D−1/2J×J UJ×k1/2k×k.
The columns of CJ×k represent the column coordinates.
Once the COA is computed from a particular set of
species, it may be useful to add a new row containing a
set of values, where observed amino acid frequencies
coming from another species. Thus, this vector of
frequencies (F1×J) deﬁnes a point in the space of the row
proﬁles and it is possible to represent that point in the
new space by projecting the point onto the space. To do
so, the coordinates of the new vector in the new space
can be calculated:
LF =F1×JD1/2J×JUJ×k.
Conversely, from a set of row coordinates L
′
F′ , one can
calculate a corresponding set of absolute frequencies
F
′
1×J in the original space using the matrix of column
coordinates and accounting for the columnweights (row








Using this relation, from any set of coordinates in
the new space, one can generate its corresponding set
of frequencies in the original space of species proﬁles.
It is worthwhile to note that one coordinate along the
ﬁrst axis of most variance is enough to propose a set of
corresponding frequencies.
Ancestral Sequence Reconstruction
We describe here how ancestral sequences are
computed with a marginal reconstruction (Yang
et al. 1995), either with a homogeneous or branch-
heterogeneous model. In the following, we refer to the
notations of ﬁgure 1 of Boussau and Gouy (2006). The
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and each inner node the posterior probabilities of each
amino acid. The amino acid having the highest posterior
probability is then retained in the ancestral sequence.
Consider the inner node C in ﬁgure 1 of (Boussau and





where P(Data) is the total likelihood L of the site.
Using the upper conditional likelihoods introduced by
Boussau and Gouy (2006), the joint probability of the







• Ls,Low(UC)(C=v) is the lower conditional
probability of having v at node C.
• Pyv(lC) is the transition probability for a state y to
be substituted to v along a branch of length lC
• Ls,Upp(UC)(U=y) is the upper conditional
likelihood of having the state y at the parent
node U.
Ls,Upp(UC)(U=y) can be seen as the joint probability
of the data excluding the part under node C and having













Thus, as mentionned in the “Materials and Methods”
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2.2 Les modèles ECG (Empirical CAT-GTR) : eﬃcacité de la mo-
délisation de la variation du processus évolutif entre sites.
2.2.1 Introduction
Les modèles C10 à C60 empiriques publiés par Le et al. (2008a) ont pour but de prendre en
compte l’hétérogénéité du processus évolutif entre sites tout en considérant un jeu de proﬁls
restreint en comparaison avec le modèle CAT (Lartillot and Philippe, 2004), qui a la liberté
d’optimiser librement le nombre de proﬁls et qui a tendance à en utiliser un très grand nombre.
Avec les modèles C10 à C60, ce nombre de proﬁls n’est pas optimisé et est ﬁxé a-priori à 10,
20, 30, 40, 50 ou 60. Bien que le nombre limité de proﬁls soit très probablement une sous-
estimation du nombre optimal de proﬁl, ces modèles peuvent être utilisés en tant que modèle de
mélange dans le cadre du Maximum de Vraisemblance, du fait du nombre restreint de proﬁls. A
la suite de la publication de ces modèles, Le et al. (2008b) ont montré que les modèles C10 à
C60 avaient en général des perfomances moindres quant à l’ajustement aux données par rapport
aux modèles de mélanges de matrice de type UL3, alors que ces modèles ont un nombre de
catégories dans le mélange bien inférieur (2 ou 3) (sauf dans le cas de données contenant beau-
coup de saturation, où les modèles C10 à C60 retrouvaient des performances équivalentes aux
modèles de mélange de matrices). Plusieurs raisons peuvent expliquer cela. Premièrement, lors
de l’apprentissage des paramètres des proﬁls à partir de la base de données HSSP (Schneider
et al., 1997), Le et al. (2008a) ont rencontré des problèmes de répétabilité ; lorsque plusieurs
optimisations étaient lancées en parallèle, elles ne convergeaient pas toutes vers les mêmes pa-
trons de proﬁls Le et al. (2008a). Il est possible que pour plusieurs jeux de données, certains
des proﬁls du mélange ne soient pas du tout adaptés en raison du fait qu’ils ne représentent pas
un maximum global, et du coup entraine une diminution du ﬁt aux données. Deuxièmement,
et surement de manière plus importante, l’hypothèse d’échangeabilités constantes quelque soit
le couple d’acides aminés considéré peut dans de nombreux cas s’avérer irréaliste. Par consé-
quent, nous avons voulu améliorer les modèles de mélanges de proﬁls empiriques en suivant
l’état d’esprit du modèle CAT-GTR, qui considère une matrice d’échangeabilités de type GTR
au lieu d’une matrice non-informative de type Poisson (F81).
Les premiers tests ont consisté en l’utilisation de la matrice empirique d’échangeabilités
LG, que l’on considérait commune à un ensemble ﬁnit de proﬁls (de 10 à 60), comme dans
les modèles de Le et al. (2008a). J’ai ensuite proposé de construire les proﬁls directement à
partir du jeu de données analysé, sans passer par une étape d’optimisation au Maximum de
Vraisemblance. L’idée est de calculer les proﬁls du modèles à partir des proﬁls observés à chaque
site. Beaucoup d’utilisateurs ﬁxent les fréquences d’équilibres d’un modèle homogène de type
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WAG (Whelan and Goldman, 2001) ou LG (Le and Gascuel, 2008) au fréquences observées pour
les ré-ajuster par rapport au jeu de données. L’état d’esprit de ce que je proposais était le même.
À partir des N proﬁls observés, j’ai utilisé plusieurs approches de clustering aﬁn de calculer
un nombre limité de proﬁls (K) représentatifs de tous les proﬁls spéciﬁques de chaque site de
l’alignement. Ces approches de clustering ont été codées dans Bio++ (excepté le clustering
hiérarchique, déjà présent dans les librairies) aﬁn d’utiliser directement les proﬁls résultant du
clustering comme proﬁls du modèle de mélange. Dans le cas d’un jeu de données protéique
de grande taille, comme dans le cas de concaténats, il est possible de construire ces proﬁls à
partir du jeu de données, car suﬃsamment d’information est présente pour apprendre les proﬁls.
Concernant les jeux de données plus courts, comme dans le cas d’alignement de gène unique,
il était envisager d’utiliser la même approche à l’échelle de la base de données HSSP, et de
ﬁxer ensuite déﬁnitivement les proﬁls aﬁn d’être par la suite ré-utilisés. La ﬁgure 2.1 résume les
diﬀérentes approches de clustering testées.
Alignement : N sites - N pro?les observés
Correction des pro?les observés :
- En utilisant un pseudo-compte pour la prise en compte des acides aminés non-échantillonnés




K pro?ls, partageant la même
matrice d'échangeabilités (LG)
K-meansK-means K-means++ K-medoids
Figure 2.1 – Diﬀérentes procédures de clustering de proﬁles observés.
Le problème majeur que nous avons rencontré est également le manque de répétabilité dans
le calcul des proﬁls. En eﬀet, les approches de clustering envisagées (K-means, K-means++,
K-medoids) utilisent toutes K points de départ aléatoires dans l’espace des N proﬁls. Il a été
observé que le choix de ces points aléatoires inﬂuence grandement à la fois la patron des proﬁls
mais aussi la vraisemblance calculées avec le modèle de mélange utilisant ces proﬁls. Même
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l’algorithme K-means++, connu pour être moins sensible au point de départ, entraînait le même
problème. En outre, la majorité des proﬁls reconstruits étaient pour la plupart concentrés sur un
seul acide-aminé et étaient donc non-informatifs d’un point de vue de la reconstruction phylogé-
nétique, bien qu’ils permettaient d’atteindre d’excellentes vraisemblances. De même, plusieurs
approches ont été testées aﬁn de rendre les proﬁls spéciﬁques d’un sous ensemble d’acides ami-
nés (2 ou 3, comme observé dans le cas des modèles CAT ou C10 à C60). Par exemple, les sites
entièrement ou très conservés étaient exclus du clustering. Malgré une amélioration visible, les
proﬁls observés n’étaient pas vraiment satisfaisant.
Cette approche aurait permis de calculer très rapidement des proﬁls très adaptés au jeu de
données. Malgré cela, cette idée a été abandonnée au proﬁt d’une ré-estimation de modèles de
mélange de proﬁls de type CAT-GTR empiriques par un algorithme d’Expectation-Maximization
(EM). Le manuscrit suivant présente la construction de ces modèles ainsi que de très bons ré-
sultats, permettant d’envisager une soumission très rapidement. Cependant, certains calculs sont
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Abstract
Substitution models based on biological characteristics of sequence evolution capture more
eﬃciently the complexity of evolutionary processes and produce more accurate phylogenetic
histories. Site-speciﬁc selective constraints acting on protein sequences are key features of
the evolutionary process, such that substitution models assuming heterogeneous processes
along the sequence by considering several Markovian processes outperform site-homogeneous
models that consider a single Markovian process for all sites. Such site-heterogeneous models
are usually mixture models, that are either mixtures of Markovian matrices or mixtures of
stationary probability proﬁle. Recent years have seen a rapid expansion of studies showing
that site-heterogeneous models of the kind of mixtures of proﬁles were able to solve diﬃcult
phylogenetic questions, especially by eﬃciently accommodating sequence saturation. Most of
these studies used the site-heterogeneous CAT or CAT-GTR models in the Bayesian context.
Empirical versions of these mixtures of proﬁles were previously described. Although they
were proved to perform well on saturated datasets, their overall goodness of ﬁt was weak in
comparison with other types of site-heterogeneous models such as mixtures of matrices. This
emphasizes the need to develop improved empirical mixtures of proﬁles for ML, in order to
be applied on short alignments or large alignments in cases where Bayesian models fail to
converge. Here, we extend the previously described empirical mixtures of proﬁles (models
C10 to C60), which were empirical versions of the CAT model, by introducing an empirical
GTR exchangeability matrix that is common to all proﬁles. In a way, the empirical model we
propose mimic the CAT-GTRmodel in its spirit of assuming a constant short-term evolutionary
process among sites while modeling the site-speciﬁc selective constraints with a ﬁxed number of
proﬁles. All evolutionay parameters were learned by an expectation-maximization algorithm
on a dataset extracted from the HSSP database. We present seven empirical mixtures of
proﬁles, which are diﬀerent regarding their (ﬁxed) number of proﬁles. We show that our
ECG (Empirical CAT-GTR) models outperform any site-homogeneous or site-heterogeneous
substitution models with respect to the ﬁt of the data, both on short and large alignments.
We used posterior predictive experiments to demonstrate that ECG models are more able to
accommodate multiple substitutions, making them potentially more robust to phylogenetic
artifacts. ECG models are implemented in both Bayesian and ML contexts and are available
in Phylobayes and the Bio++ libraries, respectively.
2
Introduction
Markovian substitution models are employed to describe biological sequence evolution and
generally have parameters that aim at phenomenologically describing the diﬀerent rates of
change between character states. They have been used in a variety of ﬁelds such as, to name a
few, the reconstruction of phylogenies (Yang, 2006), the dating of species divergences (Thorne
et al., 1998; Drummond et al., 2006; Yang and Rannala, 2006), the detection of natural selection
(Nielsen and Yang, 1998), the inference of ancestral population sizes (Dutheil et al., 2012)
or the inference of ancestral molecular compositions or ancestral sequences (Gaucher et al.,
2003; Boussau et al., 2008; Harms and Thornton, 2010; Groussin and Gouy, 2011). The
parameters of the model may be estimated for each dataset analyzed, as it is usually the case
with DNA or codon models or once from a large dataset and then ﬁxed to be subsequently
re-used on other datasets. Depending on how parameters are treated, models are referred as
mechanistic or empirical, respectively. Time-reversible Markovian models are characterized
by a rate matrix providing instantaneous substitution rates between amino acids. This rate
matrix is the product between the matrix of relative exchange rates (or exchangeabilities) and
the diagonal matrix of equilibrium frequencies often named proﬁle.
In most cases, it is assumed that the evolutionary process is homogeneous among sites,
and the same substitution model is used to describe the substitution history for every site.
However, when looking at a protein alignment, one can immediately observe that sites do not
share the same sets of amino-acids. Although there are 20 possible amino acids, a particular
site is usually characterized by only a small subset of these amino acids, varying all along the
sequence (Lartillot and Philippe, 2004). Site-speciﬁcities can result from biochemical or struc-
tural constraints, which restrict the possible amino acids retained by selection. Consequently,
as the pattern of amino acid is heterogeneous among sites, the evolutionary process varies ac-
cordingly. The use of site-homogeneous models containing a single matrix of substitution rates
such as JTT (Jones et al., 1992), WAG (Whelan and Goldman, 2001) or LG (Le and Gascuel,
2008) can then become problematic due to their unrealistic assumption of a constant process
acting on all sites of a protein. For instance, it has been shown that site-homogeneous models
have a higher susceptibility to be aﬀected by the Long-Branch Attraction artefact than site-
heterogeneous models which allow the process to vary between the columns of an alignment
(Lartillot et al., 2007). As sites usually undergo successive substitutions among a small subset
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of the 20 amino acids, homoplasies between these site-speciﬁc amino acids will be high. By
modeling site evolution with a set of diﬀerent proﬁles which may be more speciﬁc of a small
number of amino acids than proﬁles of single matrix models, site-heterogeneous models thus
estimate more properly the level of homoplasy and interpret less frequently convergences as
shared ancestry.
It has been proposed to use mixture models containing several Markovian models (or com-
ponents) to deal with the variation of the evolutionary process among sites (Koshi and Gold-
stein, 1998; Pagel and Meade, 2004; Gascuel and Guindon, 2007). These mixture models can
have diﬀerent properties. (i) The mixture model may have a ﬁxed or an inﬁnite dimension,
depending on whether the number of components is set a priori or is a parameter of the model.
(ii) The assignment of a given site may be to a particular component or probabilistic on all
components a priori. In the latter case, the likelihood of the site is the sum of the weighted
likelihoods computed with each component and the site may have a posteriori probabilities
to belong to a given component. (iii) The mixture model may be empirical, meaning that
all entries of the substitution matrices present in the mixture are pre-estimated on a large
dataset and subsequently re-used on other datasets. Empirical models are a good solution
to avoid overﬁtting issues when the size of the dataset is too short to accurately estimate all
parameters of the model. Alternatively, the mixture model may be mechanistic. In this case,
all parameters of the diﬀerent models are directly estimated from the dataset under study. If
this dataset is large enough, the advantage is that the model will more eﬃciently ﬁt the data
and potentially lead to more accurate phylogenetic estimations.
Mechanistic (Koshi and Goldstein, 1998) or empirical (Thorne et al., 1996; Goldman et al.,
1998; Lio` and Goldman, 1999) mixture models with an a priori ﬁxed number of categories
have been proposed. They take into account protein properties that are heterogeneous along
the sequence and that inﬂuence the substitution process such as solvent exposure or secondary
structure. In line with this, Le et al. (2008b) and Le and Gascuel (2010) proposed a series of
empirical mixture models with ﬁxed dimensionality that outperform any single matrix models.
These models were learned on the HSSP database (Schneider et al., 1997) by taking into
account variation of rates among sites, in a supervised or unsupervised way. In the supervised
way, sites sharing solvent exposure or secondary structure properties were a priori assigned to
speciﬁc components. Four models were inferred in this way:
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• EX2, which is composed of two matrices corresponding to exposed/buried sites
• EX3, which is composed of three matrices corresponding to highly exposed/intermediate/buried
sites
• EHO, which is composed of three matrices corresponding to extended/helix/other sites
• EX EHO, which is composed of six matrices corresponding to the combination of EX2
and EHO.
In the unsupervised way, both site partitions and their corresponding matrices were directly
learned from the data. Two models were proposed:
• UL2, which is composed of two matrices
• UL3, which is composed of three matrices
Note that all these models are mixtures of matrices with both exchangeabilities and equilibrium
frequencies varying among components.
Lartillot and Philippe (2004) proposed a Bayesian site-heterogeneous mixture model with
an inﬁnite dimensionality and in which a site is allocated to a given category of the mixture.
This mechanistic model, named CAT, makes the assumption that the heterogeneity lies entirely
in equilibrium frequencies and that all categories of the mixture share a common Poisson (or
F81) exchangeability matrix, where all exchangeabilities are equal. CAT is said to be a mixture
of proﬁles, as only equilibrium frequencies diﬀer among sites. The pattern of the diﬀerent
proﬁles is directly learned from the data through a Dirichlet process. The CAT model was
proved to improve phylogenetic inferences, notably due to its lower sensitivity to LBA. CAT
was then extended by considering a GTR exchangeability matrix instead of the Poisson process,
with exchangeabilities directly estimated from the data. However, the CAT-GTR model may
suﬀer from two major issues. First, a certain amount of data is necessary to accurately estimate
all free parameters. Second, problems of convergence may appear when the dataset is too large,
like with protein concatenates.
To circumvent these problems, six empirical versions of the CAT model with ﬁnite dimen-
sions (from 10 to 60) have been proposed (Le et al., 2008a). These mixtures of proﬁles were
estimated on the HSSP database through an expectation-maximization (EM) algorithm. Al-
though it was shown that 20 proﬁles were suﬃcient to better ﬁt the data than single matrix
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models, the C10 to C60 models tend to be outperformed by the mixtures of matrices pro-
posed by (Le et al., 2008b), underlining the need for the model to account for the short-term
substitution processes acting on amino-acids with exchangeabilities.
In this paper, we propose a new set of 7 empirical mixtures of proﬁles learned on the HSSP
database with a modiﬁed version of the EM algorithm described in Le et al. (2008a), which was
adapted to consider a GTR exchangeability matrix instead of a Poisson process. Each model
is an empirical version of the Bayesian CAT-GTR model which accounts for the variation of
evolutionary processes across sites through a set of diﬀerent proﬁles and which suppose that
all sites share similar exchangeabilities. The models contain either 6, 10, 20, 30, 40, 50 or
60 proﬁles. These models are hereafter named ECGX for Empirical CAT-GTR, the letter X
standing for the number of proﬁles. We show that ECG models tend to yield highly signiﬁcant
likelihood gains and globally outperform any other single-matrix or mixture models, with both
single protein or phylogenomic datasets.
Material and Methods
Notation, Data and Model
The data consist of P = 1015 single-gene sequence alignments, taken from the HSSP database.
Each alignment has its own set of taxa. For each alignment, the tree topology, the branch
lengths and the shape parameter of the distribution of rates of substitution across sites are
ﬁrst separately estimated by maximum likelihood under the LG model (using phyml), and
then considered as ﬁxed for the rest of the calculation. In the following, genes are ordered
and amino-acid positions are globally indexed by i = 1..N , where N is the sum of the lengths
of all P alignments. The tree topology, the branch lengths and the shape parameter of the
distribution of rates of substitution across sites of the gene containing position i, such as
optimized by maximum likelihood under the LG model, are collectively denoted as λˆi.
A mixture model is deﬁned, with a ﬁxed number K of components. Each component
k = 1..K deﬁnes a general time-reversible amino-acid replacement process, characterized by
its S × S rate matrix Qk and its own set of equilibrium frequencies πk = (πka)a=1..S , where
S = 20 is the number of states of the substitution process. All components share the same set
of relative exchange rates ρ = (ρab), such that ρab = ρba. The amino-acid replacement matrix
6






Component k has prior weight wk, k = 1..K, such that
∑
k wk = 1. The free parameters of
the model are therefore w = (wk)k=1..K , ρ = (ρab)1≤a<b≤S and π = (πk)k=1..K , where for each
k, πk = (πka)a=1..S . Collectively, all these parameters are denoted as θ = (w, ρ, π).
The overall likelihood function is therefore a product over all sites, in which the likelihood










wkp(Ci | λˆi, ρ, πk).
Each site- and component-speciﬁc likelihood factor is in turn a sum over all possible substitu-
tion histories at site i:
p(Ci | λˆi, ρ, πk) =
∑
Ξi|Ci
p(Ξi | λˆi, ρ, πk).
In this equation, the sum is over all substitution histories Ξi compatible with column pattern
Ci (Ξi | Ci). In practice, this sum has both discrete and continuous aspects (that is, it is a
sum of integrals). For simplicity, we denote it as if it was purely discrete.
Expectation-Maximization
The aim is to maximize L(θ) with respect to θ. To do this, we use an approximate EM
procedure. As in Le et al. (2008a), the expectation of the logarithm of the likelihood is taken
simultaneously over the allocations of sites to the components of the mixture and over the
substitution histories at each site. Denoting by z = (zi)i=1..N the allocation vector (such that,
for all i, zi ∈ [1..K] is the component to which site i is allocated), the expected log likelihood
is:
Ez,Ξ[ln p(Ξ | λˆ, z, ρ, π)]. (1)
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In the exact EM approach, equation 1 is an expectation over the posterior distribution for z
and Ξ conditional on the current parameter value θ∗, which is then maximized with respect to
θ. The procedure is iterated until numerical stabilization, at which point a (potentially local)
maximum of the likelihood function has been reached.
Conditional on the current allocation, and for a Markov substitution process, the expecta-
tion of the logarithm of the augmented likelihood over all substitution histories at a given site
can be expressed as a function of a few fundamental statistics: probability of being in each
possible state at the root, expected total time spent in each possible state, and expected num-
ber of transitions between each pair of states. F81 processes allow for algorithmic shortcuts
leading to fast computation of these expected elementary statistics over substitution histories
(Le et al., 2008a). In the general time-reversible case, these expectations are analytical (Holmes
and Rubin, 2002). However, their computation is time-consuming. Speciﬁcally, whereas the
classical pruning algorithm used for integrating the likelihood over all substitution histories
is linear in the number of states S (here S = 20 amino-acids), computing the expectations
over substitution histories is quadratic in S, thus eﬀectively representing a 400-fold increase in
computational complexity, compared to plain likelihood evaluation.
This computational bottleneck motivated the following approximation: ﬁrst, for each gene
of the training set, the expected statistics over the substitution histories are computed sepa-
rately for each site under the LG model and under the maximum likelihood parameter estimates
λˆ, using essentially the method described in Holmes and Rubin (2002). These expectations are
then considered as ﬁxed, and the EM is conducted only by recomputing the expectation over
allocations at each iteration. In this way, the limiting step represented by the computation
of the elementary expectations over substitution histories is done only once. This approach is
expected to result in reasonable estimates as long as substitution histories are globally robust
to the choice of the underlying model and parameter values.
Mathematically, we deﬁne the following statistics:
• qia: the probability for site i to be be in state a at the root;
• tia: the expected total time site i has been in state a along the tree (note that this time
is averaged over the 4 categories of the discretized gamma distribution; for each category,
the time is scaled by the corresponding relative substitution rate);
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• niab: the expected number of substitutions between states a and b at site i, along the
tree.
The expected log-augmented likelihood at site i, assuming this site to be allocated to component

























Maximizing this pseudo-likelihood with respect to the parameters of the mixture (ρ, π and w)
is done by EM, although now recomputing at each cycle the expectation only with respect to
the allocation vector z.


















































The previous equation is separately maximized with respect to each of the subcomponents
of θ. That is, at each cycle, maximization is done either with respect to π, or to ρ, or to w,
cycling over the three components until numerical stabilization.
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aBkaπka, under the constraint that
∑
a πka = 1 and πka > 0 for

















































we deﬁne the iteration:
βn+1 = βn − DD′ ,
which quickly converges (within 10 to 20 steps) to a numerical estimate of the root βˆ of D.
Finally, the solution of the constrained maximization is obtained by substituting this root into
the expression for πk:
πka = Uka/(Bka + βˆ).















Vab ln ρab −
∑
a<b
Gabρab + . . . ,
where terms not depending on ρ have been omitted. This can be maximized, with respect to
ρ, simply by setting ρab = Gab/Vab.








In summary, the overall method therefore consists of the following steps:
• calculating the posterior allocation probabilities pik based on the pseudo-likelihood (eq
2),
• optimize either one of π, ρ, or w,
• iterate until the absolute diﬀerence between successive scores is less than 0.1 (for a total
ﬁnal log likelihood over a set of 1015 alignments of the order of lnL = −6.106).
11
Phylogenomics datasets
ECG models have been run on four phylogenomic datasets to test their ability to eﬃciently ﬁt
the data on large concatenates in comparison with other site-homogeneous and site-heterogeneous
empirical models. These datasets comprise:
• a universal dataset used in Boussau et al. (2008), containing 3,336 sites and was obtained
by concatenating 56 gene families spanning 30 representative species of the Tree of Life.
The topoloy in Figure 2 of Boussau et al. (2008) was considered.
• an archaeal dataset, which is a concatenation of 72 protein-coding genes sampled in
35 archaeal species and 10 bacterial species (Groussin and Gouy, 2011). We removed
Bacteria from the alignment, as well as the two uncultured thaumarchaeal species, for
which only one protein sequence was present in the alignment. The ﬁnal 9,387 amino
acid-long dataset contains 33 archaeal species. We used the topology in Figure 3 of
Groussin and Gouy (2011) to run ECG models.
• a eukaryotic dataset, composed of 129 proteins sampled in 36 species (Douzery et al.,
2004). The alignment contains 30,399 positions. The topology in Figure 1 of Douzery
et al. (2004) was used.
• a metazoa dataset, containing 128 concatenated proteins with 30,257 positions (Philippe
et al., 2009). The topology in Figure 1 of Philippe et al. (2009) was used.
Model selection
We used the AIC (Akaike, 1973) and the second order AIC (AICc) (Sugiura, 1978) model
selection criteria to select the best-ﬁtting model among non-nested models. These criteria are
computed as follows:
AIC = −2× lnL+ 2× p
AICc = AIC +
2× p× (p+ 1)
I − p− 1
BIC = −2× lnL+ p× lnI
with p the number of parameters estimated by ML and I the total number of sites per
alignment. The use of the second order AIC criterion (AICc) is recommended with respect to
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AIC when the size of the alignment is small, as it may happen with HSSP single gene datasets
(Burnham and Anderson, 2004). AICc applies a greater penalty for extra parameters to avoid
the selection of models containing too many parameters with small alignments. Note that when
I >> p, AICc converges to AIC. BIC penalizes parameter-rich models far more severely than
does AIC or AICc and was suggested to penalize too strongly empirical mixtures of proﬁles
(Le et al., 2008a). Consquently, BIC was only applied on phylogenomic datasets.
All ML calculations were performed with a discrete Γ distribution and 4 categories to model
the variation of evolutionary rates among sites. With a single empirical matrix model (LG),
the α parameter of the Γ distribution is the only parameter (p = 1). All mixture models were
run with the ML optimization of the weight of each component. Consequently, for a given
mixture model with K components, K − 1 additional parameters are accounted for in the
calculation of p.
Availability
ECG models have been implemented in both Bayesian and ML contexts. They are available
in Phylobayes (Lartillot et al., 2009) and in the Bio++ libraries (Gue´guen et al., 2013) to be
used with the bppML program (Dutheil and Boussau, 2008).
Results
Characteristics of the ECG models
Interestingly, the exchangeabilities of the diﬀerent ECG models strongly correlate between each
other (all correlation coeﬃcients are equal to r2 = 0.99). Besides, the ECG exchangeabilities
also strongly correlate to those of the LG model (again, all correlation coeﬃcients are equal to
r2 = 0.99), which was inferred on the Pfam database (Bateman et al., 2002). It indicates that
the LG and ECG exchangeability matrices describe similar short-term substitution processes,
where amino acids sharing similar biological, chemical, and physical properties tend to exchange
more frequently between each other. Le and Gascuel (2008) observed that LG and WAG
exchangeabilities highly correlate as well. However, the relative diﬀerence between amino
acids revealed that the two matrices were actually quite diﬀerent, with some exchangeabilities
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of one of the two matrices being up to 6 times higher than in the other matrix. Accordingly, we
observed that the mean of absolute relative diﬀerences between WAG and LG exchangeabilities
(a relative diﬀerence being deﬁned as (LGij−WAGij)/(LGij+WAGij), with i and j two amino
acids) is 0.21+/−0.16. In our case, ECG exchangeabilities are generally much closer to those
of LG: the mean of absolute relative diﬀerences is 0.06+/−0.06 for all ECG models. One of
the diﬀerences between WAG and LG is that variation of rates among sites is accounted for
by LG. It was also taken into account in our EM algorithm. Therefore, it shows that the
presence of several proﬁles (ECG) instead of only one (LG) does not inﬂuence the description
of exchangeabilities, whose signal seems to be robust. More importantly, it highlights that the
good performances in terms of data ﬁtting for ECG models in comparison with LG is for the
most part due to the presence of proﬁles, which adds a considerable amount of information
and allows to better discriminate homoplasies from true phylogenetic signal.
Le et al. (2008a) showed that the proﬁles of the C10 to C60 models are generally spe-
ciﬁc to two or three amino acids that have high equilibrium frequencies and that tend to
have similar biological characteristics. However, in our case, the proﬁles of the diﬀerent ECG
models do not have this property. They are generally speciﬁc to more than 3 amino acids
that are not necessarily biologically similar. It can be easily explained by the presence of
the exchangeability matrix, which is capable of capturing the short-term substitutional eﬀect
making similar amino acids more exchangeable. Thus, ECG models can more freely accept
that amino acids having diﬀerent properties co-exist within a single proﬁle, because these
amino acids will less likely substitute between each other owing to their low exchangeabili-
ties. For instance, one of the proﬁles of the ECG20 model gives high frequencies for A, D,
E and K. D and E are both negatively-charged, K is positively-charged and A is hydropho-
bic. In line with this, exchangeabilities between biochemically distinct amino acids are low
(ρA↔E = 1.18, ρA↔D = 0.5, ρA↔K = 0.59, ρK↔D = 0.26, ρK↔E = 1.58) but the exchangeabil-
ity between D and E is higher (ρD↔E = 5.18). One of the reason that may explain why C10
to C60 models have moderate performances in terms of ﬁt to the data, is that their constraint
on a ﬁxed number of proﬁles prevent them to capture a large part of the complexity of the
evolutionary process among sites. Regarding ECG models, which have the same constraint,
they outperform C10 to C60 models (see below) not only because they give information on
the exchangeabilities by themselves, but also because these exchangeabilities allow the model
to capture more eﬃciently the site-wise heterogeneities by concentrating several site patterns
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within a single proﬁle.
ECG models are the most eﬃcient at ﬁtting the data
To evaluate the capacity of ECG models to eﬃciently ﬁt the data, we run bppML (Dutheil and
Boussau, 2008) on each of the 1,030 alignments of our restricted HSSP database (see Materials
and Methods), with the ECG6, 10, 20, 30 and 60 models. ECG models were compared to the
LG site-homogeneous models and to site-heterogeneous mixtures of matrices (EX2, EX3, EHO,
UL2, UL3 and EX EHO) and to previous mixtures of proﬁles (C10 and C20). For all mixture
models, goodness of ﬁt was measured with gains in AIC and AICc criteria with respect to LG.
Figure 1 shows that all mixtures of matrices and ECG models ﬁt better the data than LG. This
highlights the need to account for the heterogeneity of the evolutionary process among sites.
However, the C10 mixture of proﬁles tend to be, on average, outperformed by LG, supporting
previous observations (Le et al., 2008b). ECG models yield better performances than any
other mixtures in terms of average gain in AIC and AICc, with the exception of ECG6. In
comparison with previous mixtures of proﬁles (C10-C60), these results strongly support the
need to account for exchangeability information in substitution models. It further indicates
that describing site heterogeneity with only 6 proﬁles is not eﬃcient enough to capture all


























































































Figure 1: Average gain in model ﬁt to the data. Average gains per site over 1,030
alignments in AIC (a) and AICc (b) are represented, with LG as a reference. The six ﬁrst
models are mixtures of matrices. The seven others are mixtures of proﬁles.
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As previously observed (Le et al., 2008a), the major gains in ﬁt occured when going from
ECG6 to ECG30, suggesting that even with a relatively small number of proﬁles (10 to 30), a
suﬃcient part of site heterogeneities can be captured. Nonetheless, these numbers are usually
far from the numbers of proﬁles produced by the CAT or CAT-GTR models, which are free to
estimate the optimal number of required proﬁles given the data under analysis.
We also assessed the performance of mixture models with the number of alignments for
which they provide a better ﬁt than LG. Figure 2 conﬁrms previous observations concerning
the poor capacity of C10 and C20 models to eﬃciently ﬁt the data compared to ECG10 and
ECG20. However, Figure 2 also highlights that there is a progressive decrease in the number
of alignments on which ECG ﬁts better than LG with higher number of proﬁles. When the
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Figure 2: Number of alignments for which mixture models are better than LG. The
results obtained with the AICc criterion are represented. Other criteria give similar tendencies.
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The previous results presented in Figure 1 indicate that for cases where LG has a better
ﬁt than ECG, the loss of ﬁt for ECG is small. On the contrary, when the ECG provides a gain
of ﬁt with respect to LG, this gain is very high. For instance, with the ECG30, the average
gain in AICc is 317 points while the average loss is 23 points. As mixtures of proﬁles have
been proved to be very eﬃcient at coping with mutational saturation (Lartillot and Philippe,
2004; Le et al., 2008a), it suggests that some single gene alignments in our HSSP database
may be characterized by a relatively slow rate of evolution, such that the high number of
parameters in ECG models is much more penalized by model selection criteria. To verify this,
we divided the 1,030 HSSP alignments into four sets of alignments depending on saturation
degree. We used the total length of a tree to approximate saturation, assuming that alignments
that produce long trees are more aﬀected by mutational saturation. Figure 3 clearly shows
that with the slowest alignments, mixture models tend to perform poorly in comparison with

































































































































































Figure 3: Model ﬁt performance depends on saturation. For a given alignment, the sat-
uration degree has been approximated with the total length of its corresponding tree computed
with PhyML. HSSP alignments were classiﬁed into four quartiles, depending on the saturation
degree. a): ﬁrst quartile; b): second quartile; c): third quartile; d): fourth quartile. Colors are
as in Figure 2.
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However, when saturation increases, all mixture models (excepted C10 and C20) strongly
outperfom LG. Regarding ECG60, a gradual increase is observed up to almost 100% of align-
ments where ECG60 is better than LG on the fourth quartile of saturation degree. This shows
that the numerous proﬁles described in the model brings suﬃcient information to detect ho-
moplasies owing to saturation, such that the increase in likelihood oﬀsets the high number of
parameters.
We used posterior predictive tests to verify if our ECG models accurately describe the
evolutionary process, If so, the models should be able to reproduce characteristics of the real
data. We compared four models implemented in Phylobayes: the site-homogeneous GTRmodel
and three site-heterogeneous models, UL3, ECG30 and CAT-GTR. We focused on the ability of
these models to reproduce the observed site-speciﬁc diversity, which is similar to the saturation
index presented in (Lartillot et al., 2007). The diversity of a site is deﬁned as the absolute
number of diﬀerent amino acids observed at this site. The rationale of using this statistic is
that sites usually contain only four to ﬁve amino acids and that a model which is inadequate
to describe these site-speciﬁc properties will tend to produce higher site-speciﬁc diversities
than those observed on real data. Table 1 shows that the ECG30 model outperforms GTR
and UL3 in its ability to adjust to the data. The average predictive site-speciﬁc diversity is
closer to the observed diversity in data simulated with ECG30 (p-value< 0.001, student paired
test between UL3 and ECG30), underscoring the higher ability of ECG30 to account for site-
speciﬁc biochemical speciﬁcities. (Lartillot et al., 2007) showed that the capacity of the site-
heterogeneous models to accurately adjust to these site-speciﬁcities explain why these models
are more able to detect homoplasies. In line with this, the average tree length is higher with
ECG30 than with GTR and UL3 (p-value< 0.01, student paired test between UL3 and ECG30),
highlighting that ECG is more prone to eﬃciently detect hidden substitutions. However, it is
worth noting that CAT-GTR strongly outperforms other empirical site-heterogeneous models
with respect to these two criteria.
GTR UL3 ECG30 CAT-GTR
Posterior predictive observed diversity 1.1 0.79 0.7 0.16
Tree Length 14.3 14.2 15.2 18.9
Table 1: Model comparison with respect to posterior predictive tests for site-speciﬁc
diversity and tree lengths. Figures represent average values for a sample of 100 out of the
1,030 alignments present in our HSSP database. For each model, the site-speciﬁc diversities
represent the diﬀence between average posterior predictive site diversities produced by the
model and the average observed site diversity.
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Phylogenomic datasets, independent of the HSSP alignments, were also used to compare the
mixture models. Table 2 illustrates that systematically, ECG models strongly outperform any
other site-homogeneous or site-heterogeneous models, and that, among ECG models tested,
ECG20 appears to be the best at ﬁtting the data.
Discussion
In this study, we described a set of empirical mixtures of proﬁles that aim to improve the
modeling of site heterogeneities in comparison with previous mixture models. Importantly, we
showed that our new ECG models greatly outperform the previously published mixtures of
proﬁles (C10 and C20 in this paper) presented in Le et al. (2008a) and in which substitutions
occur according to a Poisson (or F81) process. The Poisson process prevents to concretely
discriminate the short-term selective constraints from the long-term constraints as it stipulates
that all exchangeabilities are uniform and that all substitution processes are modeled in the
proﬁles. With the CAT and C10 to C60 models, this approach appeared to be very eﬃcient at
correcting saturation due to site-speciﬁc constraints, as it is supposed that biological constraints
on site-speciﬁc properties impact frequency patterns at a long evolutionary scale. However,
estimating exchangeabilities with a GTR exchangeability matrix in combination with CAT
was shown to be of great importance to increase the ﬁt of the model to the data without
reducing the capacities to accomodate saturation. The empirical versions of the CAT-GTR
model presented in this study display high capacities of goodness of ﬁt and are more able to
eﬃciently account for saturation than other site-homogeneous or site-heterogeneous models.
The development of empirical mixture models faces the issue of how site-speciﬁc selective
constraints should be modeled and how, conceptually, site heterogeneities should be diﬀer-
entially described between exchangeabilities and equilibrium frequencies. In the ECG models
presented here, site-speciﬁc processes are only described by the proﬁles and all categories share
the same exchangeabilities. In Markovian substitution models, exchangeabilities represent the
general propensities of amino acids. They account for the short-term evolutionary processes
acting on sequences and are more uniform along the sequence than the amino acid frequencies
are. However, the mixture of matrices described by Le et al. (2008b), for which exchange-
abilities diﬀer among categories of the mixture, show that exchangeability heterogeneities are
important. They showed that exchangeabilities among categories are much more correlated
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Dataset model log Likelihood AIC score BIC score
Universal
WAG -146605.7 293213.5 293219.6
LG -145652.8 291307.6 291313.8
EX2 -144856.6 289717.2 289729.4
EX3 -144672.5 289351.0 289369.4
EHO -145057.2 290120.3 290138.7
UL2 -144810.5 289624.9 289637.2
UL3 -144372.4 288750.9 288769.2
EX EHO -144112.8 288237.6 288274.2
ECG6 -144470.4 288952.7 288989.4
ECG10 -144041.1 288102.2 288163.3
ECG20 -143736.0 287512.1 287634.3
Archaea WAG -343074.5 686151.0 686158.1
LG -340369.2 680740.4 680747.5
EX2 -338492.3 676988.6 677002.9
EX3 -337948.5 675903.0 675924.5
EHO -339144.1 678294.1 678315.6
UL2 -337901.3 675806.6 675820.9
UL3 -336378.7 672763.4 672784.8
EX EHO -336873.6 673759.2 673802
ECG6 -337208.4 674428.7 674471.6
ECG10 -335996.0 672011.9 672083.4
ECG20 -335005.3 670050.6 670193.5
Eukaryotes
WAG -744073.4 1488149 1488157
LG -737183.0 1474368 1474376
EX2 -731952.0 1463908 1463925
EX3 -730975.5 1461957 1461982
EHO -733277.3 1466561 1466586
UL2 -730422.0 1460848 1460865
UL3 -727021.7 1454049 1454074
EX EHO -729388.5 1458789 1458839
ECG6 -730336.5 1460685 1460735
ECG10 -728197.6 1456415 1456498
ECG20 -725660.6 1451361 1451528
Metazoa
WAG -852415.0 1704832 1704840
LG -843611.9 1687226 1687234
EX2 -834656.2 1669316 1669333
EX3 -832621.5 1665249 1665274
EHO -835282.8 1670572 1670597
UL2 -831122.8 1662250 1662266
UL3 -825262.4 1650531 1650556
EX EHO -830043.8 1660100 1660150
ECG6 -830737.5 1661487 1661537
ECG10 -825936.5 1651893 1651976
ECG20 -821677.2 1643394 1643561
Table 2: Goodness of ﬁt on phylogenomics datasets.
between them or to LG exchangeabilities than equilibrium frequencies are. Nonetheless, the
weak diﬀerences of amino acid exchangeabilities among categories impact greatly on the like-
lihood Le et al. (2008b). It suggests that site speciﬁcities also concern exchangeabilities such
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that amino acids that are more speciﬁc to a particular biological context (secondary struc-
ture, solvent exposure, etc) have both higher frequencies and exchangeabilities in the category
describing this context. This suggests the development of mixture of matrices with more cate-
gories than the present mixtures (the EX EHO model contains 6 categories) to further increase
the ﬁt to the data. But accounting for exchangeability heterogeneities leads to the estimation
and use of many parameters (190 exchangeabilities per category) such that the estimation of
high dimension mixtures of matrices (of the size of present mixtures of proﬁles) may lead to
optimization issues and redundancy between the categories. Results presented in this study
are in line with previous statements (Lartillot and Philippe, 2004; Lartillot et al., 2007; Le
et al., 2008a) supporting the idea that having a reduced number of categories (of the size of
the present mixtures of matrices) is not enough to faithfully model heterogeneities of sequence
evolution. ECG models were proved to the be the best empirical mixture models currently
available in the literature. As a suﬃcient number of proﬁles is mandatory for the model to ac-
comodate multiple substitutions and so, to be more robust to phylogenetic artifacts (Lartillot
et al., 2007), we think that eﬃcient mixtures of proﬁles of the type of ECGs will have a strong
impact on phylogenetic reconstructions and be relevant to phylogeneticists.
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2.3 Modélisation conjointe de l’hétérogénéité entre sites et dans le
temps.
2.3.1 Introduction
Comme expliqué dans les deux précédents articles, le processus évolutif varie le long de la sé-
quence protéique et entre les lignées. Ces deux articles ont présenté deux types de modèles :
COaLA qui est hétérogène en temps mais homogène en sites et ECG qui est homogène en temps
mais hétérogène en sites. En 2008, Blanquart and Lartillot (2008) ont publié le premier modèle
hétérogène en temps et en sites (CAT-BP), qui est capable de moduler les processus spéciﬁques
des sites dans le temps, le long de l’arbre phylogénétique. Ce modèle a été implémenté dans
le cadre bayesien et utilise les spéciﬁcités du modèle CAT (Lartillot and Philippe, 2004), hé-
térogène en sites et BP (Blanquart and Lartillot, 2006), hétérogène en temps. Ainsi, le modèle
autorise l’ensemble des proﬁls speciﬁques des sites de varier de manière corrélée selon l’endroit
de l’arbre. CAT-BP optimise le nombre et la localisation des points de rupture le long de l’arbre
où ces variations de composition globale se produisent, comme dans le modèle BP. Si l’on consi-
dère une zone donnée de l’arbre, les fréquences d’équilibres de chaque processus markoviens
du modèle CAT, appelés par la suite proﬁl, sont modulées par des modulateurs spéciﬁques de
la zone considérée. Ainsi, le proﬁl π j,n de la catégorie j du modèle CAT dans la zone n de
l’arbre est calculé en multipliant le proﬁl Πcj spéciﬁque de la catégorie j par le modulateur Π
m
n










et I la taille de l’alphabet (20 dans le cas protéique).
Un tel modèle en Maximum de Vraisemblance n’est actuellement pas disponible dans la
littérature. Ce que je présente dans cette partie est pour la première fois, en Maximum de
Vraisemblance, un modèle hétérogène en temps et en sites qui permet de combiner l’approche
COaLA avec tout type de modèle de mélange protéique. Ce modèle s’inspire grandement du
modèle CAT-BP de telle sorte que les proﬁls de chaque processus markovien du mélange sont
modulés sur chaque branche par des modulateurs optimisés dans le même cadre mathématique
que le modèle COaLA. Les premiers résultats de ﬁt aux données sont encourageants et montrent
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l’intérêt d’un tel modèle, nommé COaLAmix, aﬁn de mieux capter les subtilités du processus
évolutif agissant au niveau des séquences.
2.3.2 Matériels et Méthodes
2.3.2.1 Présentation du modèle
Le modèle COaLA considère que la variation de composition a lieu d’une branche à l’autre.
Si l’on considère une branche donnée, cette branche est caractérisée par ses propres fréquences
d’équilibres. COaLA calcule une analyse factorielle des correspondences (COA) à partir de la

























































Figure 2.2 – Réduction de l’espace des paramètres à optimiser eﬀectuée par le modèle COaLA-
mix.
COaLA explore alors pour chaque branche l’espace des fréquences d’équilibres au travers
de l’espace de dimension moindre déﬁni par les premiers axes de la COA. Au lieu de considérer
la matrice des fréquences observées pour calculer directement la COA, COaLAmix utilise cette
matrice pour en calculer une autre contenant les modulateurs observés. Un modulateur observé
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avec S le nombre total d’espèces.
À partir de la matrice des modulateurs, une COA est calculée et est utilisée de la même façon
que dans le modèle COaLA. À une branche donnée b correspond un point X dans l’espace déﬁni
par les premiers axes de la COA et les coordonnées de X sont utilisées pour calculer le point
correspondant dans l’espace à 20 dimensions des modulateurs en renversant la COA (Figure 2.2
et 2.3).
Par la suite, ce vecteur à 20 modulateurs spéciﬁques de la branche va servir à moduler les
proﬁls du modèle de mélange aﬁn de les rendre spéciﬁques de la branche b, dans le même état
d’esprit que dans le modèle CAT-BP (Figure 2.3). Ainsi, on a π j,bi , la fréquence d’équilibre de




i ∝ π ji ×mbi
avec mbi le modulateur de i spéciﬁque de la branche b et π
j




























































Figure 2.3 – Modulation des proﬁles selon les modulateurs spéciﬁques d’une branche de l’arbre
phylogénétique.
Comme pour le modèle COaLA, COaLAmix optimise par Maximum de Vraisemblance les
coordonnées du point X dans l’espace réduit déﬁni par la COA aﬁn d’optimiser le vecteur des
modulateurs de manière eﬃcace.
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2.3.2.2 Jeu de données et expérience d’ajustement
Le jeu de données utilisé est le concaténat universel protéique construit par Boussau et al. (2008),
contenant 30 espèces et 3336 sites et la topologie obtenue à partir de l’analyse de ce jeu de
données et présentée en Figure 2 de Boussau et al. (2008). Le modèle hétérogène en temps et en
sites a été comparé à d’autres modèles, soit homogènes en temps et en sites ou soit hétérogènes
uniquement pour l’une des deux conditions. Les calculs ont été eﬀectués avec bppML (Dutheil
and Boussau, 2008) et le critère BIC a été utilisé pour déterminer le modèle qui s’ajuste le mieux
aux données.
2.3.3 Résultats
Le tableau 2.1 montre les résultats d’ajustement aux données protéiques universelles de Boussau
et al. (2008). Plusieurs modèles ont été comparés. Le modèle F81_C20 est simplement le modèle
C20 proposé par Le et al. (2008a), qui utilise une matrice d’échangeabilités plate de type F81 et
20 proﬁls, dont les fréquences d’équilibres sont empiriques. Au moment où j’ai testé la faisabilité
du modèle COaLAmix, qui peut s’adapter à n’importe quel type de modèle de mélange, les
modèles ECG présentés précédemment n’étaient pas encore disponibles. Comme expliqué en
introduction de la section 2.2, les modèles C10 à C60 (Le et al., 2008a) ont un ﬁt aux données
relativement faible comparativement aux modèles de mélange de matrices de type UL3 (Le
et al., 2008b). Nous avions donc décidé de tenter d’améliorer les modèles C10 à C60 existants
en utilisant une matrice d’échangeabilités plus pertinante que la matrice F81. Dans un premier
temps, nous avions ajouté aux modèles la matrice d’échangeabilités LG, commune à tous les
proﬁls du modèle C20. Les résultats étant toujours assez décevants vis à vis de UL3 sur le jeu
de données de Boussau et al. (2008), nous avons tenté de ré-ajuster les valeurs d’échangeabilités
de la matrice LG par rapport à chaque proﬁl, aﬁn d’obtenir un modèle de mélange de matrices.
Le réajustement des échangeabilités proposé était le suivant :
En partant du principe que pour une catégorie donnée c, le taux instantané de la catégorie est









• sci j et sLGij , l’échangeabilité de la catégorie c et de LG, respectivement et










sci j  s
c
ji, ce qui contredit la réversibilité du processus.














⎤⎥⎥⎥⎥⎥⎦ (3), de telle sorte que : s
c
i j = s
c
ji
Le tableau 2.1 montre que ce modèle de mélange de matrices basé sur les proﬁls C20 et
l’échangeabilité LG (LG_C20) s’ajuste très bien aux données d’après le critère BIC par rapport
au modèle LG et par rapport au modèle F81_C20. Cependant, d’un point de vue conceptuel,
ce ré-ajustement n’est pas optimal. Tout d’abord parce qu’il mélange des valeurs optimisées au
maximum de vraisemblance (les proﬁls C20) avec des valeurs re-calculées à partir d’une ma-
trice d’échangeabilités (LG) dont les valeurs ont été optimisées indépendamment. Ensuite, la






j va, pour un couple d’acide aminés donnés,
rapprocher tous les taux de substitution instantanés des proﬁles vers le taux instantané de la
matrice LG, et donc diminuer la speciﬁcité de chaque proﬁl. En fait, l’hétérogénéité restante
entre les proﬁls vis à vis du taux de substitution instantané est uniquement dûe à la façon dont
les nouvelles échangeabilités sont calculées (équation (3)) par la moyenne arithmétique. Cepen-
dant, cette approche permet de montrer qu’apporter de l’information sur les échangeabilités est
primordial pour atteindre de bonnes performances en terme d’ajustement.
Les premiers tests réalisés avec le modèle COaLAmix ont été faits avec ce modèle LG_C20.
Ils montrent (Tableau 2.1) que COaLAmix est capable d’ajuster extrêmement bien les données,
et de surpasser les modèles hétérogènes en sites ou temps uniquement.
2.3.4 Discussion
Ces premiers résultats sont très encourageants. Cependant, quelques problèmes d’optimisation
ont été remarqués avec l’utilisation du modèle COaLAmix. Il semble que le modèle soit plus su-
jet à des problèmes de maxima locaux et qu’il soit diﬃcile pour les algorithmes d’optimisation
d’eﬀectuer une exploration eﬃcace des paramètres. Les résultats présentés dans le tableau 2.1
ont été obtenus en utilisant un optimisation par l’algorithme de Brent implémenté dans Bio++
(Dutheil et al., 2006; Guéguen et al., 2013) sur chacun des paramètres. Mais si l’on utilise un al-
gorithme de Newton-Raphson, les vraisemblances ﬁnales sont systématiquement moins bonnes,
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Processus Modèle ΔlnL ΔBIC












Tableau 2.1 – Eﬃcacité du modèle COaLAmix vis à vis du ﬁt aux données.
montrant que l’optimisation reste coincée dans l’espace des paramètres. Des tests doivent encore
être eﬀectués avec des méthodes de gradient pour estimer la diﬃculté d’exploration de l’espace
des paramètres et plus globalement, pour essayer de rendre le modèle plus exploitable en termes
d’eﬃcacité d’optimisation.
Les résultats du tableau 2.1 montrent l’importance de ne pas négliger ces deux types d’hé-
térogénéité du processus évolutif, tous les deux à l’oeuvre lors de l’évolution des séquences
protéiques. Il est aussi intéressant de remarquer qu’il semble y avoir un eﬀet synergique de la
co-modélisation de ces deux processus à la fois, puisque le gain de vraisemblance ou de ﬁt ob-
tenu avec le modèle COaLAmix n’est pas la simple addition des deux gains apportés par chacune





Renaissance in silico et évolution précoce du
monde microbien.
3.1 Température ancestrale de vie des Archées et leurs taux d’évo-
lution.
3.1.1 Introduction
Chez les Bactéries et les Archées, de nombreux facteurs biologiques inﬂuencent la composition
en bases des ARN structuraux (ARN ribosomique ou de transfert par exemple) et en acides ami-
nés des protéines. Ainsi, la composition en G+C du génome est le facteur majeur expliquant la
plus grande part de variabilité en acides aminés entre espèces. Le deuxième facteur majeur est la
température, qui contraint les molécules d’ARN structuraux et les protéines à s’adapter aﬁn de
répondre à la contrainte physique exercée par la température. Cette adaptation à basse ou haute
température entraine une variation de composition moléculaire, aﬁn d’optimiser la stabilité et
la fonction des molécules selon les conditions de vie de l’organisme en terme de température.
Cette relation forte entre composition et température de vie a permis à Galtier et al. (1999) d’es-
timer quelle étaient la température de vie du dernier ancêtre commun universel (LUCA) à partir
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de l’estimation des compositions moléculaires ancestrales. Par la suite, Boussau et al. (2008)
a également utilisé cette approche aﬁn d’étudier l’évolution de l’adaptation à la température le
long de l’arbre de la vie. Cette section s’intéresse tout particulièrement à l’adaptation à la tem-
pérature de vie le long de l’arbre des Archées. Comme démontré dans le chapitre précédent, les
modèles non-homogènes dans le temps, autorisant une variation compositionnelle entre lignées,
sont nécessaires aﬁn d’estimer précisemment les compositions ancestrales. De tels modèles ont
été utilisés dans l’article présenté ici aﬁn d’estimer les compositions moléculaires ancestrales
des Archées et de les relier à leur température ancestrales. Cette étude a notamment permis de
montrer que l’adaptation à la température est une des raisons majeures expliquant la violation
de l’hypothèse d’horloge moléculaire stipulant une constance des taux entre lignées.
Cet article a été publié dans le journal Molecular Biology & Evolution.
3.1.2 Manuscrit
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Abstract
Methods to infer the ancestral conditions of life are commonly based on geological and paleontological analyses. Recently,
several studies used genome sequences to gain information about past ecological conditions taking advantage of the
property that the GþC and amino acid contents of bacterial and archaeal ribosomal DNA genes and proteins, respectively,
are strongly inﬂuenced by the environmental temperature. The adaptation to optimal growth temperature (OGT) since
the Last Universal Common Ancestor (LUCA) over the universal tree of life was examined, and it was concluded that
LUCA was likely to have been a mesophilic organism and that a parallel adaptation to high temperature occurred
independently along the two lineages leading to the ancestors of Bacteria on one side and of Archaea and Eukarya on the
other side. Here, we focus on Archaea to gain a precise view of the adaptation to OGT over time in this domain. It has
been often proposed on the basis of indirect evidence that the last archaeal common ancestor was a hyperthermophilic
organism. Moreover, many results showed the inﬂuence of environmental temperature on the evolutionary dynamics
of archaeal genomes: Thermophilic organisms generally display lower evolutionary rates than mesophiles. However, to
our knowledge, no study tried to explain the differences of evolutionary rates for the entire archaeal domain and to
investigate the evolution of substitution rates over time. A comprehensive archaeal phylogeny and a non homogeneous
model of the molecular evolutionary process allowed us to estimate ancestral base and amino acid compositions
and OGTs at each internal node of the archaeal phylogenetic tree. The last archaeal common ancestor is predicted
to have been hyperthermophilic and adaptations to cooler environments can be observed for extant mesophilic species.
Furthermore, mesophilic species present both long branches and high variation of nucleotide and amino acid
compositions since the last archaeal common ancestor. The increase of substitution rates observed in mesophilic lineages
along all their branches can be interpreted as an ongoing adaptation to colder temperatures and to new metabolisms.
We conclude that environmental temperature is a major factor that governs evolutionary rates in Archaea.
Key words: Archaea, evolutionary rates, optimal growth temperature, ancestral sequence reconstruction, nonhomogeneous
models.
Introduction
Bacteria and Archaea show adaptations to many kinds of
environments and especially to a wide range of tempera-
tures. Several recent studies have attempted to reconstruct
ancestral environmental temperatures using molecular se-
quence data (Galtier et al. 1999; Boussau and Gouy 2006;
Boussau et al. 2008; Gaucher et al. 2008). These analyses
exploited the signal left by environmental temperature
on both extant and ancestral sequences in terms of base
and amino acid compositions. Boussau et al. (2008) studied
the evolution of thermophily along the universal tree of life
using two molecular thermometers based on the compo-
sitions of ribosomal RNA (rRNA) and protein sequences.
They concluded ﬁrstly that LUCA (the Last Universal Com-
mon Ancestor) lived at low temperatures, secondly that
parallel adaptations to high temperatures occurred from
LUCA to the last common ancestor of Bacteria and to that
of Archaea, and thirdly that optimal growth temperatures
(OGTs) decreased with time in the bacterial domain. These
results were obtained with 30 organisms, among which on-
ly seven archaeal species. This limitation prevented a precise
study of the evolution of OGT in the archaeal domain.
Presently available fully sequenced archaeal genomes
give the opportunity to investigate in greater detail the
evolutionary history of OGT in this domain.
It has long been observed that thermophilic lineages
tend to have shorter branches in archaeal phylogenetic
trees than do mesophilic lineages (Stetter 2006). Several
factors have been proposed to explain why molecular evo-
lutionary rates vary between organisms (Bromham 2009).
In vertebrates, the generation time is critical in the deter-
mination of evolutionary rates (Bromham et al. 1996). In
mammals, it has been shown that population size, body
size, and metabolic rates are probably involved in shaping
molecular evolutionary rates (Bromham 2009). Concerning
Archaea and Bacteria, few factors are known to explain the
differences of evolutionary rates between species. Never-
theless, it seems clear that for all species, and particularly
in Bacteria where it has been shown, the efﬁciency of DNA
replication and DNA repair machineries is under selection
and determines substitution rates (Denamur and Matic
2006). Archaeal and bacterial species are considerably
sensitive to the variations of their environment and to
© The Author 2011. Published by Oxford University Press on behalf of the Society for Molecular Biology and Evolution. All rights reserved. For permissions, please
e-mail: journals.permissions@oup.com




the variations of mutagen concentrations (e.g., UV, temper-
ature) (Foster 2007). Thus, Valentine (2007) proposed that
chronic energy stress, from a metabolic and thermody-
namic point of view, is the major selective pressure that
governs evolutionary rates in Archaea. A physical factor
that could cause such energy stress is environmental tem-
perature. Thus, previous studies showed that thermophilic
species are characterized by a stronger purifying selection
than mesophiles. Indeed, Friedman et al. (2004) showed
that thermophiles display a lower ratio of nonsynonymous
to synonymous substitutions than mesophiles. This is con-
sistent with the idea that proteins of species living in hot
environments are more functionally constrained (Vetriani
et al. 1998). Drake suggested that thermophiles exhibit very
low genomic mutation rates and that this phenomenon
could be explained by an adaptation to avoid deleterious
mutations at high temperatures (Drake 2009). However,
most studies that focused on mutational and evolutionary
rates in Archaea or in thermophiles were restricted to few
species (Grogan et al. 2001; Friedman et al. 2004; Mackwan
et al. 2007, 2008; Drake 2009) making it impossible to have
a vision at the scale of the entire domain. In this work,
we attempt to reconstruct the evolutionary history of
environmental temperatures at the level of the entire ar-
chaeal domain and investigate whether there is evidence
that evolutionary rates are constrained by environmental
temperatures.
The reconstruction of ancestral environmental temper-
atures and evolutionary rates using extant molecular data
requires statistical models of the molecular evolutionary
process and a phylogenetic tree of the organisms under
study. Phylogenetic relationships between all archaeal
species remain debated. Two major phyla have long been
recognized (Gribaldo and Brochier-Armanet 2006): Eur-
yarchaea, which is composed of thermoacidophiles, metha-
nogens, extreme halophiles, and a few hyperthermophiles,
and Crenarchaea, which were believed to be restricted
to hyperthermophiles until mesophilic crenarchaeal spe-
cies were discovered (DeLong 1992). These mesophilic
species were grouped with Crenarchaea on the basis of
16S rRNA phylogenies. Brochier-Armanet et al. (2008) re-
cently questioned the dichotomy between Euryarchaea
and Crenarchaea in an analysis of Cenarchaeum symbio-
sum, the ﬁrst mesophilic crenarchaeon entirely sequenced.
They proposed that this group of mesophilic organisms
should not be considered as Crenarchaea but rather as
a third phylum, named Thaumarchaea, which diverged
ﬁrst in the archaeal tree. However, this conclusion remains
uncertain. The evolutionary origins of other archaeal spe-
cies are also unresolved, for example, that of the recently
sequenced Candidatus Korarchaeum cryptoﬁlum (Elkins
et al. 2008).
We used here nonhomogeneous evolutionary models,
which have been shown to be more realistic than homo-
geneous models (Dutheil and Boussau 2008). These models
were used to infer base and amino acid compositions
at each ancestral node of the archaeal tree. Through the
use of appropriate molecular thermometers, these
compositions permitted us to deduce OGT along the tree.
We inferred that the ancestors of Archaea, Crenarchaea,
and Euryarchaea were hyperthermophiles, and therefore,
that ancestral archaeal species were adapted to hot envi-
ronments. Furthermore, a strong relationship between
environmental temperature and molecular evolutionary
rates in Archaea has been identiﬁed. This implies that en-
vironmental temperature has been a major determinant of
evolutionary rates in the archaeal domain.
Materials and Methods
Data Retrieval
Thirty-ﬁve completely sequenced archaeal genomes
were selected for the phylogenetic studies to represent
all known archaeal biodiversity. However, all 56 genomes
available in GenBank as of February 2009 were used to con-
struct the rRNA and protein data sets (see rRNA and Pro-
tein Data Sets). Protein sequences were downloaded from
the Hogenom database (Penel et al. 2009) when possible.
The genomes of Ignicoccus hospitalis, Desulfurococcus kam-
chatkensis, Metallosphaera sedula, Caldivirga maquilingen-
sis, Pyrobaculum arsenaticum, Thermoproteus neutrophilus,
Halobacterium salinarum,Methanococcus voltae,Methano-
brevibacter smithii, C. Korarchaeum cryptoﬁlum and Nitro-
sopumilus maritimus were retrieved from GenBank
database (ftp://ftp.ncbi.nih.gov/genomes/Bacteria/). Two
thaumarchaeal fosmids sequences, also extracted from
GenBank, were added to the study to increase the diversity
within this group: uncultured crenarchaeote 74A4 and un-
cultured crenarchaeote KM3-34-D9. For these two meso-
philic species, both small and large rRNA subunits were
used in the rRNA data set, whereas only the elongation fac-
tor G protein for KM3-34-D9 and the 30S ribosomal protein
S10 for 74A4 were available and used in the protein data
set.
All bacterial and eukaryal genomes were retrieved from
the Hogenom database, with the exception of the Giardia
lamblia genome, which was extracted from the GiardiaDB
database (http://giardiadb.org/giardiadb/). The complete list
of genomes with their origin is in supplementary table 1
(Supplementary Material online).
rRNA and Protein Data Sets
The rRNA and protein alignments were constructed as fol-
lows: the 56 species were used in order to improve the qual-
ity of the alignment with as much information as possible.
Then, species not exploited in the following steps were re-
moved from the ﬁnal alignments, which contain 35 species.
The small and the large subunits (SSUs and LSUs) of archaeal,
bacterial, and eukaryal rRNAs were extracted from GenBank.
Archaeal rRNA SSUs and LSUs were aligned separately with
the Silva aligner (http://www.arb-silva.de/aligner/), which
takes secondary structures into account. Bacterial rRNAs
were aligned following the same procedure. Then, archaeal
rRNAs were aligned with bacterial rRNAs, using the ‘‘proﬁle
alignment’’ function of the ClustalW program (Thompson
et al. 2002). For the data sets containing the three domains
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of life, archaeal and bacterial rRNAs were ﬁrst aligned to-
gether and then aligned by proﬁle against eukaryal rRNAs
with ClustalW. Eukaryal 5.8S rRNAs were added upstream
from large eukaryal subunits because they are homologous
to the 5# end of the large prokaryotic subunits (Nazar 1980).
Then, SSUs and LSUs rRNAs were concatenated with ScaFos
(Roure et al. 2007). Fast-evolving sites were subsequently re-
moved from the alignment by the Gblocks program, with
standard options, allowing gap positions (Castresana
2000). The ﬁnal archaealþ bacterial rRNA data set contains
3,719 sites. With the three domains, Gblocks retained 3,629
sites. Protein gene families extracted from the Hogenom da-
tabase (Penel et al. 2009) were selected with different selec-
tion criteria. First, universal and single-copy gene families for
all 56 archaeal genomes were retrieved. Second, gene families
that are universal and single-copy only for Euryarchaea or
Crenarchaea were also selected. Gene families affected by
‘‘distant’’ horizontal gene transfers (HGTs) were removed
from the selection, distant HGTs being deﬁned by topologies
of single-gene phylogenies that do not respect the mono-
phyly of Crenarchaea and Euryarchaea, as presented in
the consensus archaeal phylogeny of Brochier-Armanet
et al. (2008). Nanoarchaeum equitans, C. Korarchaeum,
and the two thaumarchaeal species were not taken into ac-
count in this approach as their position is highly controver-
sial (Brochier-Armanet et al. 2008). As a result, 72 gene
families were conserved for the archaeal þ bacterial phylog-
enies and 68 gene families for the universal tree (supplemen-
tary table 2, Supplementary Material online). We stress here
that the aim of this study is to investigate the evolution of
the adaptation to OGT in Archaea at the compositional level
and not to completely solve the archaeal phylogeny. Indeed,
it is likely that many gene families retained for this analysis
are affected by HGT, but we hypothesize that these HGTdid
not shape the long-term evolution of proteins at the compo-
sitional level. Each family was aligned byMuscle (Edgar 2004)
and treated by Gblocks (Castresana 2000) with standard pa-
rameters and all gaps allowed. Overall, 9,799 and 8,598 sites
were retained for the two-domain and three-domain
alignments, respectively.
Phylogenetic Reconstructions
In Archaea, three taxa were deﬁned a priori: Crenarchaea,
Euryarchaea, and Thaumarchaea. The monophyly of these
three phyla was strongly supported by the analysis of
Brochier-Armanet et al. (2008). The TreeFinder program
was used to resolve multifurcations within each of these
taxa. As it is extremely difﬁcult to place N. equitans (its
genome is highly degenerated because of its parasitic
way of life (Hubert et al. 2002; Forterre et al. 2009)), it
was deliberately placed within Euryarchaea, based on pre-
vious results (Brochier et al. 2006). For rRNAs, the
GTRþC8þI model was used. Concerning proteins, the
LG substitution model was employed (Le and Gascuel
2008) with a gamma law (four categories). No proportion
of invariant was considered (this proportion was at ﬁrst
estimated and was revealed to be negligible). Bootstrap
analysis was computed with PhyML (Guindon and
Gascuel 2003) (100 replicates). To reduce risks of long-
branch attraction, PhyML-CAT (Le et al. 2008) was used
to conﬁrm the protein results obtained with PhyML. We
chose 20 proﬁles (model C20) and applied a gamma law
(four categories).
Nonhomogeneous Models of Evolution
All nonhomogeneous experiments were carried out with
BppML, belonging to the BppSuite of Programs (Dutheil
and Boussau 2008). The following options were used: all
sites were taken into account with no restriction on the
percentage of gaps (maximum amount of allowed gaps
of 100%) and all root frequencies were initially set to
one per size of the alphabet (4 for RNA, 20 for proteins).
A gamma law was added to all models that were tested,
with eight and four categories for rRNAs and proteins, re-
spectively. A proportion of invariants was also considered
for rRNAs. We chose a simple likelihood recursion with a re-
cursive site compression. All other options were set to de-
fault values. BppML allowed to estimate evolutionary
parameters such as substitution and rate distribution pa-
rameters, ancestral frequencies, and branch lengths from
the reference topology, which remains ﬁxed. Different
models of substitutions have been tested: T92, HKY85,
and GTR models for the rRNA data set and JTT92,
WAG, and LG models for the protein data set. The aim
of this process was to ﬁt as well as possible the composi-
tional heterogeneity of the data set and to improve the
estimation of evolutionary parameters (e.g., branch
lengths). For the nonhomogeneous approach, we deﬁned
for each model several submodels in which parameters are
either shared by the whole tree or assigned to one branch
or to a speciﬁc group of branches. Three approaches have
been used. The ﬁrst assigned one substitution model per
branch. The second approach assigned one substitution
model to each phylum (Crenarchaea, Euryarchaea, Thau-
marchaea, and Korarchaea), plus one to Bacteria (and
one to Eukarya when present). The third approach consid-
ered again each phylum separately. However, inside each
phylum, a further distinction between thermophiles and
mesophiles has been added to the model. Concerning
the universal tree, one speciﬁc model has been assigned
to the GC-rich G. lamblia species.
The inference of ancestral rRNA and protein sequences
at each node of the tree was performed by bppAncestor
with previously computed parameters (Dutheil and
Boussau 2008). Concerning rRNAs, BppML was ﬁrst run
with the whole alignment (3,719 sites or 3,629 for the
two-domain or the three-domain alignment, respec-
tively); the reconstruction of ancestral sequences was per-
formed with an rRNA data set restricted to double-
stranded regions. This second rRNA data set (1,801 sites
or 1,142 sites for the two-domain or the three-domain
alignment, respectively) was obtained by eliminating sin-
gle-stranded sites manually with SeaView (Gouy et al.
2010). One hundred ancestral sequences for each node
of the tree were inferred, and their average GþC content
or amino acid composition were computed. Conﬁdence
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intervals (95%) of ancestral OGTs were computed
following Boussau et al. (2008) with 100 bootstrap
replicates.
Statistics
Statistical computations were performed using R (http://
www.R-project.org). Multivariate analyses were realized us-
ing the ade4 package (Thioulouse et al. 1997). All correla-
tion coefﬁcients presented in this study are statistically
different from zero. The phylogenetic independent con-
trasts (PICs) analysis was performed using the ape package
(Paradis et al. 2004). Bowker’s tests were computed with
the R scripts made available by Ababneh et al. (2006) at
http://www.maths.usyd.edu.au/u/johnr/testsym/.
Optimal Growth Temperatures
OGTs of Bacteria and Archaea were extracted from the
German National Resource Centre for Biological Material
(DSMZ, http://www.dsmz.de/). We referred to the litera-
ture for two bacteria, Pseudomonas entomophila and Anae-
romyxobacter dehalogenans, because the DSMZ database
does not provide such data (He and Sanford 2003; Hegan
et al. 2007). Following Boussau et al. (2008), we deﬁned three
temperature classes: mesophiles when OGT  50 C, ther-
mophiles whenOGT is between 50 C and 80 C, and hyper-
thermophiles when OGT  80 C. The complete list of




Before inferring ancestral archaeal sequences and
compositions to study the evolution of thermophily within
Archaea, a phylogenetic reconstruction was carried out to
obtain a reliable topology. Previous results
(Brochier-Armanet et al. 2008; Elkins et al. 2008) revealed
some uncertainty concerning the positions in the archaeal
tree of key species in respect to the adaptation to OGT, like
Thaumarchaea (originally named mesophilic crenarchaea)
and the recently sequenced C. Korarchaeum cryptophilum.
Cox et al. (2008) and Foster et al. (2009) recently questioned
the monophyly of Archaea with phylogenetic results sup-
porting the grouping of Eukarya and Crenarchaea to the ex-
clusion of Euryarchaea. Lake et al. (1984) ﬁrst proposed this
hypothesis, known as the ‘‘eocyte’’ hypothesis. Therefore,
Bacteria were chosen as the outgroup of Archaea to build
rRNA and protein trees. Assuming the monophyly of Cren-
archaea and Euryarchaea, we deﬁned four major archaeal
groups (Euryarchaea, Crenarchaea, Thaumarchaea, and Kor-
archaea)—because major topology ambiguities concern the
positions of these phyla—and explored the 15 topologies
deﬁned by all possible arrangements between these groups
(supplementary ﬁg. 1, Supplementary Material online). We
identiﬁed the best topology supported by RNA and protein
data, based on the sum of rRNA and protein log-likelihoods
and results of the expected-likelihood weights (ELW) statis-
tical test (Strimmer and Rambaut 2002). Likelihoods for each
possible topology were estimated with TreeFinder (Jobb
et al. 2004), which optimized the tree within each predeﬁned
group.
Supplementary ﬁgure 1 (Supplementary Material
online) summarizes the results and reveals that topology
no. 14, where Thaumarchaea are a sister group of Korarch-
aea, both of them being a sister group of Crenarchaea, pos-
sesses the best maximum likelihood for both rRNAs and
proteins. The ELW test cannot statistically rule out topol-
ogies no. 13 and 15. In these two topologies, the afﬁnity
between Thaumarchaea and Korarchaea disappears
but Thaumarchaea never branch deeply in the tree. This
maximum likelihood topology was also found using
PhyML-CAT (Le et al. 2008) (which implements a rough
approximation of the site-heterogeneous mixture model
CAT (Lartillot and Philippe 2004)). The CAT model
has been proven to be less sensitive to long-branch attrac-
tion (Lartillot et al. 2007) and conﬁrmed the afﬁnity be-
tween Thaumarchaea and Korarchaea. Several positions
of Thaumarchaea have been proposed so far, for instance,
a deep branching in the archaeal tree (Brochier-Armanet
et al. 2008) or a branching within Crenarchaea (Elkins et al.
2008). Our results do not support these hypotheses but do
not allow ruling them out because our protein data set is
likely to be affected by HGT (see Material andMethods and
Discussion). However, rRNA and protein phylogenies con-
verge toward the same tree of the four predeﬁned groups,
and topologies within Crenarchaea and Euryarchaea are
very similar for the rRNA and protein data sets. In order
to check whether our results are robust to uncertainties
in the phylogenetic tree of the archaeal domain, several al-
ternative topologies were also used to infer ancestral OGTs
(see The Inﬂuence of the Input Topology). To control
whether the presence of eukaryotic sequences changes
the inferences of ancestral OGTs in the archaeal domain
(see below), the same approach was used to determine
the best universal tree of life. Supplementary ﬁgure 1
(Supplementary Material online) shows that the eocyte to-
pology (topology A), which clusters Eukarya and the asso-
ciation between Crenarchaea, Thaumarchaea, and
Korarchaea, obtained the best maximum likelihood scores.
This result is in agreement with recent propositions
(Cox et al. 2008; Foster et al. 2009).
Nonhomogeneous Modeling of the Molecular
Evolution of Archaea
The chosen topology (no. 14 in supplementary ﬁg. 1, Sup-
plementary Material online) was used as input tree to run
nonhomogeneous models of evolution implemented in the
BppML program (Dutheil and Boussau 2008). See Material
andMethods for a full description of the homogeneous and
nonhomogeneous models used. Table 1 sums up all the
results obtained with the HKY85 and LG models (The re-
sults obtained with the T92, GTR, JTT92, and WAG models
are shown in supplementary table 3, Supplementary Mate-
rial online.). Usually, models that are more parameter rich
will have a higher likelihood than a more restricted model
(Felsenstein 2004). Here, as we have different models,
Groussin and Gouy · doi:10.1093/molbev/msr098 MBE
2664
selecting the model that has the highest likelihood could
lead to the choice of an unreasonably complex model.
Thus, bayesian information criterion (BIC) tests have been
carried out for each model to balance the effect of the
number of parameters on the ﬁnal likelihoods. BIC has been
preferred to akaike information criterion because it penal-
izes more parameter-rich models (Ripplinger and Sullivan
2008), as occurs in this study. For rRNAs, the best BIC score
is attained by the HKY85 model with j (transition/trans-
version ratio), and h2 (5 pG/(pG þ pC))
shared in the whole tree and one h (5 pG þ pC) per
branch. In the rest of the study, this model will be referred
to as HKY85hpb (HKY85 with one h per branch). It suggests
that the HKY85hpb model represents a good compromise
between the number of parameters and the ability to ﬁt the
data. Thus, homogeneous models do not ﬁt properly the
data because of their simplicity and, conversely, the as-
sumption of one GTR model per branch is too complex
and overparameterized (supplementary table 3, Supple-
mentary Material online). As already mentioned by Dutheil
and Boussau (2008), we did not observe a signiﬁcant im-
provement of the results by allowing different j on each
branch or group. Concerning the protein data set, the
same approach has been performed, and we observed
that the model with one set of LG-based equilibrium fre-
quencies per group of mesophilic or thermophilic organ-
isms obtained the best statistical scores among all tested
models. Finally, we ran nonhomogeneous experiments
for the 14 other topologies used as input trees with the
two selected protein and rRNA models described above.
Topology no. 14 remains the maximum likelihood topology
with this nonhomogeneous approach (data not shown).
To assess if the HKY85hpb model properly ﬁts the het-
erogeneity of the rRNA data set, we used a parametric
bootstrapping method based on Bowker’s test designed
by Dutheil and Boussau (2008). This is a pairwise test that
allows to detect whether two sequences evolved under two
different processes (Ababneh et al. 2006). Bowker’s tests
have been performed for all rRNA sequence pairs. The
number of signiﬁcant Bowker’s tests deﬁned the heteroge-
neity of the alignment. We used the parameters of the
HKY85hpb model that had been previously estimated
by BppML to simulate 10,000 data sets with BppSeqGen
(Dutheil and Boussau 2008). For each simulated alignment,
the heterogeneity was calculated and the distribution of
heterogeneity values for the whole simulated sequences
was obtained. Finally, the heterogeneity value of the initial
data set was compared with this distribution. Clearly, the














Homogeneous All 7 269578 139188.9
Per Branch
None 355 267866 138650.5
ua/kb 105 269361 139585.2
k 268 268089 138381.3
u 268 268955.7 140114.7
u1
c/u2
d 181 267981.7 137451.4
k/u1/u2 94 268196.9 137166.6
k/u1 181 268147.1 137782.2
k/u2 181 268138.1 137764.2
Per Phylum
None 27 269077.1 138376.2
k 22 269131 138442.9
k/u1/u2 12 269140.6 138379.9
k/u1 17 269133.6 138407






None 59 268484.6 137454.3
k 46 268559.5 137497.2
k/u1/u2 20 268596.9 136358.2
k/u1 33 268578.9 137429.1
k/u2 33 268575.1 137421.5
LG 1 F (Proteins)
Homogeneous — 20 2447106 894395.8
Per Phylum — 134 2446059 893349.5
Per group of
extant species — 324 2444820 892617.7
sharing
similar OGTe
a Equilibrium GþC content (pGþpC).
b Transition/transversion ratio.
c h1 5 pA/(pAþpT).
d h2 5 pG/(pGþpC).
e Within a phylum, a further distinction is made between mesophilic and thermophilic species for the attribution of the sets of equilibrium frequencies. The best model for
rRNAs and proteins is in bold characters.
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HKY85 homogeneous model does not ﬁt the data because
the simulated distribution signiﬁcantly underestimates the
heterogeneity of sequences (supplementary ﬁg. 2, Supple-
mentary Material online). However, the HKY85hpb model
produced simulated sequences with heterogeneity values
that are representative of the intrinsic heterogeneity of
the original rRNA data set (P value 5 0.188)
(supplementary ﬁg. 2, Supplementary Material online).
Inference of Ancestral OGTs
Previous studies proved that rRNA GþC content and OGT
were strongly correlated in Bacteria and Archaea (Galtier
and Lobry 1997) and used this correlation as a molecular
thermometer to infer ancestral OGTs. To establish this
relationship with our rRNA data set, we retained only
double-stranded regions because it has been shown that
equilibrium frequency estimations were biased toward
frequencies at slowly evolving sites (single-stranded regions
in rRNAs) when heterogeneous models of evolution are
used (Gowri-Shankar and Rattray 2006). We obtained
a double-stranded regions data set of 1,801 sites. The
GþC content of these regions is highly correlated to
OGT (ﬁg. 1A, r 5 0.95, P value , 0.001). Concerning
our protein data set, a correspondence analysis has been
performed on the amino acid compositions of our align-
ment. This procedure, introduced by Boussau et al.
(2008), produced another molecular thermometer. The
results (ﬁg. 1B) show that OGT and amino acid composi-
tions are strongly linked together. Two major independent
factors explain most of the variance in amino acid compo-
sitions in archaeal proteins. The ﬁrst factor (41.5% of the
total variance) highly correlates with genomic GþC con-
tent (r 5 0.81, P value , 0.001) and the second factor
(26.7% of the total variance) with OGT (r 5 0.84, P value
, 0.001).
However, the regressions of ﬁgure 1A and B are made
with data points that are not statistically independent.
Indeed, each data point being one species, the nonindepen-
dence arises from the fact that all species share a common
ancestry and are not independently drawn from the same
distribution. Thus, if a strong phylogenetic inertia exists in
the traits under study, closely related species will tend to
have similar values for the two traits and, consequently, will
tend to cluster together in a regression diagram, increasing
the correlation coefﬁcient (Felsenstein 1985; Harvey and
Pagel 1991). This problem has been noticed before, and
several methods have been proposed to take the noninde-
pendence of taxa into account (Lanfear et al. 2010). One of
these methods, the PICs, proposed early on by Felsenstein
(1985), has been employed here. The PIC approach uses the
original values of each trait for all species and transforms
them to produce new values, called contrasts, that are sta-
tistically independent and identically distributed and that
can be compared by a correlation test. New correlation co-
efﬁcients were calculated from the contrasts in OGT and in
GþC content on one side (r5 0.85, P value, 0.001) and in
second factor values (r5 0.7, P value, 0.001) on the other,
conﬁrming that the strong relationship between OGT and
molecular compositions in rRNAs and proteins initially
observed was not solely due to the nonindependence of
data points.
Evolutionary model parameters initially estimated by
BppML (e.g., branch lengths, substitution model parame-
ters, gamma law parameter) were used by BppAncestor
(Dutheil and Boussau 2008) to reconstruct rRNA and pro-
tein ancestral sequences, using the same topology. One
hundred putative ancestral sequences were estimated
for both data sets at each node of the tree. The GþC
contents and amino acid compositions of these ancestral
FIG. 1. Correlations between nucleotide or amino acid compo-
sitions and OGT. (A) rRNA thermometer. (B) Protein thermom-
eter. In each plot, black dots indicate the positions of extant
archaea and bacteria. For rRNAs, the linear correlation co-
efﬁcient between OGT and rRNA stem GþC content is 0.95 (P
value , 0.001). For proteins, the second factor values of the
correspondence analysis are strongly correlated with OGT (r 5
0.84, P value , 0.001). Vertical lines represent the inferred
compositions for the ancestor of Thaumarchaea (blue) and for
the HACA (red) with their 95% conﬁdence interval. Dashed lines
represent the projection of ancestral compositions on the OGT
axis. The HACA is predicted to be hyperthermophile, by both
rRNAs and proteins.
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sequences were then computed. For each ancestral node,
the mean of the distribution of GþC content values was
determined and projected in the previously established
correlation. Concerning proteins, the amino acid composi-
tion of each ancestral sequence was added to the corre-
spondence analysis to get its projection on the second
factor. Finally, the mean of the distribution of second factor
values was used to infer OGT.
Figures 2 and 3 show that there is a parallel adaptation
to high temperatures from a common ancestor of Archaea
and Bacteria to a common ancestor of each domain. The
last archaeal common ancestor is predicted to be hyper-
thermophilic and will be named below the HACA (Hot Ar-
chaeal Common Ancestor). From the HACA, whose OGT is
estimated around 82 C by proteins (90 C by rRNAs), there
is a slight increase of OGT until ancestors of Euryarchaea on
one side (83 C) and of Crenarchaea, Thaumarchaea, and
Korarchaea on the other side (85 C), but this increase is
not statistically signiﬁcant if conﬁdence intervals are taken
into account. Among Crenarchaea, OGT seems to increase
along the tree until extant species such as Aeropyrum
pernix (95 C).
A progressive adaptation to lower temperatures is
observed along the Euryarchaeal clade, similarly to what
Boussau et al. (2008) observed within the bacterial domain.
The euryarchaeal ancestor is predicted to be hyperthermo-
philic (83 C and 92 C for proteins and rRNAs, respec-
tively) and deep-branching species are also adapted to
these high temperatures. An adaptation of Euryarchaea
to lower temperatures can then be observed with the ex-
ception of Archaeoglobus fulgidus andMethanocaldococcus
jannaschii which may have readaptated to higher temper-
atures. The OGTs inferred for HACA are markedly higher in
the present study (74–89 C) than in the Boussau et al.
(2008) study (59–73 C). We investigated the reason(s)
why the credibility intervals were not overlapping between
the two studies. Three hypotheses were tested: the inﬂu-
ence of the taxon sampling, the model of sequence evolu-
tion, and the gene sampling. We ruled out the taxon
sampling and the model of sequence evolution hypotheses.
FIG. 2. Evolution of OGT from a hyperthermophilic ancestral state over the rRNA archaeal tree. Branch lengths have been colored
according to temperature estimates at nodes. A linear gradient of color has been drawn between nodes. No evolution of OGT is
represented in the vertical tree lines. As OGTs for uncultured Thaumarchaea are not available, their branches are black colored.
The branch length scale is in substitution per site. The color scale is in degree Celsius. Mean estimates of temperature at key nodes
are given between square brackets. Conﬁdence intervals (95%) for estimates of ancestral OGTs are given between round brackets.
Bootstrap values higher than 85% are represented. The concatenation of small and large rRNA subunits provided an alignment of 3,719
positions.
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Indeed, when the seven archaeal species used by Boussau
et al. (2008) are analyzed with our data set, the ancestral
OGT for HACA remains 82 C, as with our 35 archaeal spe-
cies. Furthermore, we analyzed the Boussau et al. (2008)
data set with our model of sequence evolution, whereas
in Boussau et al., the data were analyzed using a Bayesian
approach and the CAT-BP (Blanquart and Lartillot 2008)
model. The authors inferred that HACA lived around 66
C. Here, using maximum likelihood and an a priori attri-
bution of equilibrium frequencies along the tree to relax
the homogeneity property, we obtained results very similar
to Boussau et al.’s: the mean OGT inferred for HACA is 69
C. We conclude that the difference between the two an-
cestral temperatures is a consequence of two interacting
factors: 1) gene sampling and 2) uncertainty of the molec-
ular thermometers. Among the 56 protein families selected
by Boussau et al. (2008), only sites with less than 5% gaps
were conserved. We observed that among these 56 families,
only 24 contain archaeal sequences and so contributed to
their ﬁnal alignment. Among these 24 families, 22 are pres-
ent in our 72 protein families data set. Thus, we split our
data set in two parts: one with the proteins also analyzed by
Boussau et al. (2008) and one with the remaining protein
families. We observed that whereas the added families still
predict a temperature around 83 C, the families that are
common with the Boussau et al. data set predict a temper-
ature of 78 C. Second, the molecular thermometer used by
Boussau et al. was inferred from their own data set, using
data from the bacterial domain. Here, the molecular ther-
mometer was inferred from archaeal species only. In both
approaches, the uncertainty in the regression was not
taken into account and would increase the ﬁnal credibility
intervals.
Evaluation of the Two Thermometers
Remarkably, rRNAs and proteins converge to quite similar
estimated OGTs (ﬁgs. 2 and 3). However, the differences
between rRNA and protein-based OGT predictions could
result from a different signal between rRNAs and proteins.
For most internal nodes, rRNAs tend to predict lower OGTs
for low temperatures (,65 C) and higher OGTs for high
temperatures (.65 C) than proteins. Thus, a negative cor-
relation (r 5 0.79) exists between the differences of
prediction (Protein  rRNA) and the rRNA predictions
(supplementary ﬁg. 5A, Supplementary Material online).
Interestingly, the same proﬁle occurs with extant mole-
cules: If the molecular thermometers are used to estimate
OGTs based on the compositions of extant rRNAs and pro-
teins, a similar negative correlation (r 5 0.53) is found
(supplementary ﬁg. 5B, Supplementary Material online).
FIG. 3. Evolution of OGT from a hyperthermophilic ancestral state over the protein archaeal tree. See legend of ﬁgure 2 for details. The
phylogenetic reconstruction is based on 72 genes and on a 9,799 amino acid long alignment.
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Consequently, one can reasonably assume that the differ-
ences of OGT prediction between rRNAs and proteins for
internal nodes result from the differences of precision of
the thermometers between each other and not from a dif-
ferent signal that these two molecules intrinsically carry.
Finally, the precision of each thermometer was investi-
gated. The OGTs predicted from rRNAs and proteins for
extant species were compared with the reference OGTs
found in the databases (supplementary ﬁg. 6, Supplemen-
tary Material online). For both rRNAs and proteins, there
is a strong positive correlation between the two variables
(r5 0.95 and r5 0.8, respectively), which proves that both
thermometers are reliable. However, the sum of the squares
of deviations to the y 5 x line is much lower for rRNAs
than for proteins (3,298 against 11,202), which indicates
that the rRNA thermometer tends to be more precise than
the protein thermometer.
The Inﬂuence of the Input Topology
The estimations of ancestral OGTs are not sensitive to the
initial topology. Indeed, OGTs have been estimated at each
node for the 15 topologies. The variance is small for all
OGTs, and the HACA, euryarchaeal, and crenarchaeal an-
cestors are always predicted to be hyperthermophilic
(supplementary table 4, Supplementary Material online).
In general, for all ancestral nodes of each phylum, the pat-
tern observed with the topology no. 14 stays unchanged.
The same conclusion can be drawn concerning the possible
inﬂuence of Eukarya. Supplementary table 5 (Supplemen-
tary Material online) shows that inferences of ancestral
OGTs remain roughly the same for crucial nodes (Cren-
archaea, Thaumarchaea, Korarchaea, and Euryarchaea) of
the four archaeal domains of the eocyte tree. In particular,
the common ancestor of all archaeal groups and Eukarya is
still inferred to be hyperthermophilic.
Temperature Is the Major Selective Pressure
Governing Sequence Evolution in Archaea
Several hypotheses have been developed to explain the ad-
aptation of mesophilic archaea to low OGTs (Lo´pez-Garcı´a
et al. 2004). A classical scenario posits that mesophilic
species have adapted from their thermophilic ancestor
to cold temperatures through extensive HGTs from mes-
ophilic bacteria or other archaea. Such a hypothesis could
explain why some species were able to colonize other eco-
logical niches and became adapted to cold environments.
Recently, Drake showed that thermophilic species display
very low mutation rates in comparison to mesophilic spe-
cies (Drake 2009). So, once the process of adaptation to
colder temperatures begun, one can propose that the lin-
eages were subjected to a relaxation of negative selective
pressures and to an increase of mutational rates. Our
results strongly support this hypothesis. Indeed, there is
a strong positive correlation (r 5 0.82, P value , 0.001)
between deviations in rRNA GþC content and evolution-
ary distances (branch lengths) from the HACA to leaves
(ﬁg. 4A). Mesophilic species tend to have long branches
associated with a strong deviation of rRNA GþC content
from the HACA. Concerning proteins, the correlation
between the deviation of second factor values of the
correspondence analysis and branch lengths is also statis-
tically signiﬁcant, but weaker (r 5 0.57) (data not
shown). However, it has been reported that amino acid
compositions of thermo- or hyperthermophiles are
strongly linked to OGT. Thus, Hickey and Singer (2004)
and Tekaia et al. (2002) showed that proteins of thermo-
philic species are slightly enriched in charged residues (Glu,
Arg, Lys), whereas being depleted in polar uncharged (Asn,
Gln, Ser, Thr) and in thermolabile residues (His, Gln, Thr).
So, the evolution of the protein compositions for these
amino acids was studied. A high correlation between de-
viations of ERK content (Glu, Arg, Lys) from the HACA
to species and branch lengths exists (r 5 0.74) (ﬁg. 4C)
and so does between HQT (His, Gln, Thr) content (r 5
0.55, P value 5 0.001) or NSTQ (Asn, Gln, Ser, Thr) con-
tent (r50.69, P value, 0.001) and branch lengths (sup-
plementary ﬁg. 3A and C, Supplementary Material online).
As discussed above, the regressions of ﬁgure 4A and C may
be potentially biased by the nonindependence of the data
points. Thus, the PIC approach was also employed here to
measure the statistical signiﬁcance of the relationship be-
tween evolutionary rates and variations of composition.
Figure 4B and D compares PICs in the evolutionary rates
and in GC contents for rRNAs and ERK contents for pro-
teins, respectively. The correlation coefﬁcients equal 0.76
and 0.67, respectively, and are highly signiﬁcant (P value
, 0.001). Furthermore, similar conclusions can be drawn
for the HQT and NSTQ contents (supplementary ﬁg. 3B
and D, Supplementary Material online), with correlation
coefﬁcients of 0.35 (P value , 0.05) and 0.65 (P value
, 0.001), respectively. Consequently, intrinsic molecular
evolution of rRNAs and proteins co-occurred with the
continuous adaptation of mesophilic species to colder
environments.
Control for a Putative Bias in the Nonhomogeneous
Approach
In the archaeal domain, short branches have a small
variation of GþC content, and long branches have a high
variation. One could argue that a bias exists in our nonho-
mogeneous estimation of evolutionary parameters, which
would systematically lead to this pattern. Of course, short
branches exclude high GþC content variations between
the two branch extremities, but long branches could exist
with and without extensive base composition variation.
Thus, a simulation experiment was carried out for the rRNA
data set, where the association between branch lengths and
variation of GþC content is the highest (ﬁgs. 2 and 4A). A
model tree with the topology of the archaeal domain tree
was used. Random branch lengths and random GþC
equilibrium frequencies were attributed to each branch
of this tree. Branch lengths were randomly extracted from
95% of a Poisson distribution with a mean chosen to pre-
serve the total variance of branch lengths of the archaeal
tree. The GþC equilibrium frequencies were extracted
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from 95% of a normal distribution with mean and variance
equal to those of the archaeal tree. One hundred trees were
constructed in this way. Each simulated tree was used to
reconstruct simulated alignments with BppSeqGen, which
then were used as input alignments to run the HKY85hpb
model with BppML. Using simulated sequences, we
reestimated the ancestral GþC content of the HACA
and computed correlations between differences in GþC
content and evolutionary distances from the HACA to
leaves. The resulting distribution of correlation coefﬁcients
(supplementary ﬁg. 4,Supplementary Material online) has
a mean value of 0.23 and a maximum value of 0.69, far from
the correlation coefﬁcient of the real data (r 5 0.82). This
result strongly suggests that the observed pattern is a real
signal and not a bias of the nonhomogeneous parameter
estimation protocol.
The Node-Density Artifact
Mesophilic species could have longer branch lengths
because of the node-density artifact highlighted by
Webster et al. (2003). This phenomenon could be partic-
ularly true in the Euryarchaeal domain, where more bifur-
cations exist, but does not apply to the long branch leading
to thaumarchaeal species, which is poor in internal nodes.
To rule out this possible bias in the euryarchaeal domain,
eight euryarchaeal species were removed from the analysis
and a nonhomogeneous experiment with the HKY85hpb
model was carried out. The resulting tree (data not shown)
FIG. 4. A nonclock behavior of archaeal rRNAs and proteins and its relation with environmental temperature. In ﬁgure 4A and C,
correlations between the raw evolutionary distances from HACA (total of branch lengths between the HACA and the extant species)
and raw deviations of speciﬁc base (GþC%, ﬁg. 4A) and amino acid (EþRþK%, ﬁg. 4C) contents between the HACA and extant species
are represented. E, R, and K amino acids represent charged residues. Mesophilic species are colored in green, thermophilic in orange,
and hyperthermophilic in red. The four major groups of Archaea are plotted with different symbols. The linear correlation coefﬁcient
is 0.82 (P value , 0.001) for rRNAs and 0.74 for proteins (P value , 0.001). In ﬁgure 4B for rRNAs and ﬁgure 4D for proteins, the raw
values have been corrected using the PICs method. The correlation coefﬁcients are 0.76 (P value , 0.001) and 0.67 (P value , 0.001),
respectively.
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still displays longer branch lengths for euryarchaeal meso-
philic species than for thermophilic species, which
disproves the node-density artifact.
Discussion
The main goal of this study was to investigate the evolution
of the adaptation to OGT in Archaea over evolutionary
times. We do not claim that the archaeal topology (ﬁgs.
2 and 3) used to infer ancestral compositions and OGTs
reﬂects the true evolutionary history. Indeed, many protein
families used here are likely to have been affected by HGT.
However, the results above show that the chosen archaeal
tree does not strongly inﬂuence the OGT estimates of the
ancestors of the major archaeal phyla.
The nonhomogeneous models employed better ﬁt the
data than homogenous ones and allow for a more realistic
description of the evolutionary process. Moreover, many
archaea-speciﬁc gene families that do not have members
in Bacteria were used. This further increased the signal
to estimate ancestral compositions in the archaeal domain
in comparison to the work reported by Boussau et al.
(2008). Here, as Galtier and Gouy (1998) already highlighted
with their nonhomogeneous model (one T92 substitution
model per branch with j [transversion/transition ratio]
shared in the whole tree), we conﬁrmed that the crucial
parameter which characterizes the evolution of rRNAs is
h (GþC content). However, the use of one HKY85 model
per branch with j, h1, and h2 shared in the whole tree,
allowed to signiﬁcantly improve phylogenetic estimations:
the two additional parameters (h1 and h2) remove the
constraint of equal base frequencies assumed in the T92
model and enhance the model ﬁt to the data. The Bowker’s
test used in this study was implemented for DNA or RNA.
It suggests that the HKY85hpb model was suitable to ﬁt
the heterogeneity of the rRNA data set. A rather similar
approach that could be applied to the protein data set
was proposed by Foster (2004).
The evolution of OGT along the archaeal tree presented
here is in line with previous studies that used phylogenetics
to infer ancestral conditions of life (Galtier et al. 1999;
Boussau et al. 2008; Gaucher et al. 2008). Nevertheless,
this is the ﬁrst one that reaches such a level of accuracy
for one particular domain of life. Our results show that
the archaeal domain, from an ancestral state adapted to
high temperatures, progressively colonized colder environ-
ments on Earth in the euryarchaeal phylum. This evolution
of OGT is very similar to the one reconstructed for the bac-
terial domain (Boussau et al. 2008; Gaucher et al. 2008). In
Thaumarchaea, partial genomic sequences of Uncultured
crenarchaeote 74A4 and Uncultured crenarchaeote KM3-
34-D9were used to infer the ancestral sequences and OGTs
(only one gene of each organism was present in the protein
alignment). This did not cause any bias in ancestral esti-
mations of OGTs because no major inconsistency was ob-
served at internal nodes of this phylum in comparison with
the rRNA tree.
Remarkably, the global pattern of OGT predictions is
qualitatively similar between the two data sets. Even if
some discrepancies exist between rRNAs and protein-
based inferences, the results presented here suggest that
these differences do not result from different evolutionary
signals carried by rRNAs and proteins but originate from
the speciﬁc prediction bias of each thermometer.
It is worthwhile to note that the difference between the
present study and that by Boussau et al. (2008) concerning
the OGT of HACA reveals the uncertainty in the current
approach regarding the estimation of ancestral OGTs.
We have ruled out that this difference in inferred OGTs
resulted from the differences in taxon sampling or in
evolutionary models between the two studies and have
shown that the difference mostly results from different
protein gene sets. In future approaches, the uncertainties
of the molecular thermometers should be incorporated
in the inferences of temperatures, allowing to improve
the modeling of the evolution of protein sequences,
without constraining it to a single dimension (here the
regression line).
How did organisms that were adapted to life at high
temperatures acquire the ability to colonize colder environ-
ments? An attractive hypothesis would be to bring into
play intensive HGTs between archaeal species that live
in hot environments and other species (bacterial or ar-
chaeal) that live in colder ones. In their analysis of partial
genomic sequence data from mesophilic crenarchaea,
Lopez-Garcia et al. (2004) proposed that HGTs could have
been crucial in the adaptation of Thaumarchaea to cold
environments. They mentioned the case of the HSP70
chaperone, present in mesophilic euryarchaea and thau-
marchaea but not in hyperthermophilic crenarchaea.
They supposed that the gene could have been acquired
by HGT and could have facilitated the adaptation of thau-
marchaea to lower temperatures. At present, with more
completely sequenced genomes, this assumption remains
valid because no hyperthermophilic crenarchaeon pos-
sesses this gene (data not shown). Moreover, with a deeper
analysis of more newly sequenced thaumarchaeal fosmids,
these authors showed that chromosomal rearrangements
in the region of the rRNA genes occurred during the evo-
lution of Thaumarchaea, more than in other lineages,
and that many HGTs from bacterial and mesophilic eur-
yarchaeal lineages can be highlighted (Brochier-Armanet
C, personal communication).
How did archaeal genomes and proteomes evolve
during the transition from thermophilic to mesophilic en-
vironments? Concerning rRNAs, it has been shown that
thermo- or hyperthermophilic organisms display especially
high values of GþC%. As rRNAs possess a large fraction
of double-stranded regions, a high GþC% could provide
a higher stability at high temperatures (Galtier and Lobry
1997). Concerning proteins from organisms living in hot
temperatures, they are very stable from both a thermody-
namic and a kinetic point of view (Sterner and Liebl 2001).
Some estimations focusing on the comparison between
the two bacteria Escherichia coli and Thermus thermophilus
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for the RNAse H have shown that the melting temperature
of the thermophilic protein is 20 C higher than that
of the mesophilic species (Hollien and Marqusee 1999).
The literature mentions a lot of characters to explain
why thermophilic proteins are so thermostable. Sterner
and Liebl (2001) proposed a nonexhaustive list of several
characters that could avoid chemical degradation of the
polypeptide chain, such as an increase of hydrogen bonds,
improved electrostatic interactions, and increased com-
pactness. The results of Tekaia et al. (2002) and Hickey
and Singer (2004) are good evidence to support these
trends: proteins of thermophilic species are slightly en-
riched in charged residues (Glu, Arg, Lys), whereas being
impoverished in polar uncharged (Asn, Gln, Ser, Thr)
and in thermolabile residues (His, Gln, Thr).
Thus, the highly correlated evolutionary changes
observed with the PIC method between branch lengths
and the variation of GC (for rRNAs), ERK, NSTQ, and
HQT (for proteins) contents between the HACA and ex-
tant species are informative. This phenomenon offers an
explanation of the deviation from molecular clock in the
archaeal domain and highlights the critical role played
by environmental temperature on the archaeal molecules.
An exception to this evolutionary scenario concerns N.
equitans and its very long branch. Indeed, this organism
developed a parasitic life at the surface of its hyperthermo-
philic crenarchaeal host, I. hospitalis (Hubert et al. 2002).
This way of life could explain the increase of evolutionary
rates unrelated to temperature in this lineage.
The use of nucleotide and amino acid sequences to
estimate the timing of the history of life on earth was pro-
posed early on (Zuckerkandl and Pauling 1965) in the his-
tory of molecular biology. The molecular clock hypothesis
assumed that molecules evolved at constant rates over
time, which allowed the inference of divergence times
between species from molecular sequence data. However,
it was later clearly demonstrated that evolutionary rates
are not constant over time, either between lineages or
within a particular lineage. The branches of the present
archaeal domain phylogenetic trees clearly differ exten-
sively in length, which contradicts the molecular clock
model. Nowadays, relaxed molecular clock methods are
developed to take these variations of evolutionary rates in-
to account (Thorne et al. 1998; Rannala and Yang 2007).
Recent studies (Friedman et al. 2004; Drake 2009) seem
to conﬁrm that increased temperature imposes increased
constraints on genetic innovation. Species adapted to high
temperatures exhibit very low mutational rates. The pos-
sibility that neutral or slightly deleterious mutations in cold
environments may become highly deleterious in hot tem-
peratures, especially concerning protein folding, could ex-
plain this phenomenon. Thus, the increase of evolutionary
rates during the colonization of cold environments is partly
explained by increased possibilities to explore the substi-
tutional space, without ﬁtness impact. However, if only
a neutral process of evolution were involved, we would ex-
pect to observe a broader range of GþC content and sec-
ond factor values among extant mesophilic species rRNAs
in ﬁgure 1A. All mesophilic species rRNAs are GþC poor
and are characterized by low values of the second factor of
the correspondence analysis. Therefore, natural selection
forces archaeal organisms to have low substitutional rates
in hot temperatures but, even if mesophilic species can
have higher mutational and substitutional rates and are
freer to explore more genetic combinations, environmental
temperature continuously constrains the base and amino
acid equilibrium frequencies.
In conclusion, mesophilic species have adjusted their mo-
lecular compositions during an adaptation process to colo-
nize new mesophilic environments. The results obtained by
Cherry (2010) support this view. The author showed in ﬁve
eukaryotes and onemesophilic bacterium (E. coli) that highly
expressed and slowly evolving proteins have similar compo-
sitions to those of proteins from thermophilic organisms.
Because the amino acid composition of thermophilic pro-
teins has been shown to increase the stability of the folded
state at high temperatures (Singer and Hickey 2003), Cherry
(2010) proposed that there is a strong selection against pro-
tein misfolding. This selection would be higher for highly ex-
pressed proteins and would be the reason of their low
evolutionary rates (Pa´l et al. 2001; Drummond et al.
2005). In Eukaryotes (Cherry 2010) and mesophilic bacteria
(Rocha and Danchin 2004) (and probably mesophilic ar-
chaea), this selection is higher for highly expressed genes.
For thermophilic species (Archaea and probably Bacteria),
environmental temperature appears to be a major selective
factor at the whole proteome level, explaining the decrease
of evolutionary rates in thermophilic proteins.
Supplementary Material
Supplementary ﬁgures 1–6 and tables 1–5 are available at
Molecular Biology and Evolution online (http://www.mbe.
oxfordjournals.org/)
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3.2 Le dernier ancêtre commun universel et ses compositions molé-
culaires mésophiliques.
3.2.1 Introduction
Cette partie traite toujours de l’adapation à la température des premières lignées de l’arbre de
la vie mais cette fois-ci plus spéciﬁquement de la température à laquelle était adapté le der-
nier ancêtre commun universel (LUCA). Cette question a été le sujet de nombreux débats ces
dernières années et contrairement à ce qui était classiquement pensé, des analyses basées sur
l’analyse des compositions moléculaires ancestrales ont soutenu la conclusion d’un LUCA vi-
vant à basse température (Galtier et al., 1999; Boussau et al., 2008), à partir duquel les lignées
menant aux ancêtres des Bactéries et des Archées se sont adaptées à des environnements plus
chauds. Cependant, la nature du signal phylogénétique réellement capturé par les modèles de
substitutions utilisés pour reconstruire ces compositions n’a pas été caractérisé. Dans l’article
qui suit, nous montrons qu’un lien très particulier entre variations de taux d’évolution entre
sites et de composition moléculaire dans le temps a permis d’enregistrer le signal expliquant ce
scénario non-parcimonieux d’adaptation à la température.
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Several lines of evidence such as the basal location of thermophilic lineages in
large-scale phylogenetic trees and the ancestral sequence reconstruction of
single enzymes or large protein concatenations support the conclusion that
the ancestors of the bacterial and archaeal domains were thermophilic organ-
isms which were adapted to hot environments during the early stages of the
Earth. A parsimonious reasoning would therefore suggest that the last univer-
sal common ancestor (LUCA) was also thermophilic. Various authors have
used branch-wise non-homogeneous evolutionary models that better capture
the variation of molecular compositions among lineages to accurately recon-
struct the ancestral G þ C contents of ribosomal RNAs and the ancestral
amino acid composition of highly conserved proteins. They confirmed the
thermophilic nature of the ancestors of Bacteria and Archaea but concluded
that LUCA, their last common ancestor, was a mesophilic organism having
a moderate optimal growth temperature. In this letter, we investigate the
unknown nature of the phylogenetic signal that informs ancestral sequence
reconstruction to support this non-parsimonious scenario. We find that rate
variation across sites of molecular sequences provides information at different
time scales by recording the oldest adaptation to temperature in slow-evolving
regions and subsequent adaptations in fast-evolving ones.
1. Introduction
Several lines of evidence support the hypothesis that, during early stages of the
evolution, life was adapted to high temperatures that may have prevailed
on the surface of the early Earth. For instance, previous studies discovered that
the deepest branching lineages within the bacterial and archaeal domains are
thermophilic [1]. This scenario is also supported by the reconstruction and syn-
thesis of ancestral translation elongation factor Tu sequences that appear more
and more thermostable when going back in time [2] and by an estimation of
the amino acid composition of ancestral proteomes that appear more similar to
the composition of extant thermophiles than that of mesophiles [3].
A tight relation exists between either the G þ C content in ribosomal RNAs
or the amino acid contents in proteins and the optimal growth temperature
(OGT) of Bacteria and Archaea. Such correlations between molecular compo-
sition and temperature may be explained by structural adaptation increasing
RNA and protein thermostability [4,5] and are likely to remain constant over
evolutionary time. They allow the construction of molecular thermometers [6]
that can provide estimates of ancestral environmental temperatures if one obtains
& 2013 The Authors. Published by the Royal Society under the terms of the Creative Commons Attribution
License http://creativecommons.org/licenses/by/3.0/, which permits unrestricted use, provided the original
author and source are credited.
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ancestral base and amino acid compositions through ancestral
sequence reconstruction. Using such an approach, Boussau
et al. [7] concluded that molecular sequence data confirm the
hypothesis of high-temperature adaptation during the early
stages of life, namely for the ancestors of the bacterial and
archaeal domains. However, these authors reported strong
evidence for a non-parsimonious scenario in which the last
universal common ancestor (LUCA) itself, living at a still
earlier stage of the history of life, was a mesophilic organism.
Through a number of control experiments, Boussau et al.
[7] have shown that the use of non-homogeneous substitu-
tion models, which are capable of capturing the variation
of composition among lineages, are key to accurately estimate
ancestral base and amino acid compositions, and therefore
ancestral temperatures. But these authors have not identi-
fied the specific molecular properties present in extant
sequences that inform non-homogeneous models to support
such a non-parsimonious scenario. In this letter, we aim to
address this issue.
2. Material and methods
(a) Datasets and non-homogeneous models
Boussau et al. [7] built a concatenate of small- and large-
subunit rRNAs from 456 organisms (2239 sites) and used the
sites restricted to stem regions (1043 sites) to infer the ancestral
G þ C contents over the tree of life. From these alignments, we
selected 125 species covering a broad taxonomic diversity with-
out redundancy in the taxonomic sampling. Regarding the
concatenation of proteins, the 56 gene families and 30 species
considered in Boussau et al. [7] were used here, and increased
to 38 species, with the addition of Archaea species in particular,
which were poorly represented in the first set of species. We
reconstructed ML phylogenetic trees for rRNAs (on the 2239
sites dataset) and proteins with PHYML [8]. A three-domain
tree was obtained and the root was placed on the branch between
the ancestors of Bacteria and Archaea/Eukaryotes. As in [9] and
[7], the branch-wise equilibrium frequencies were estimated
along these universal phylogenetic trees. The stem dataset was
analysed with the BPPML program [10] assuming a discrete
gamma distribution with eight categories to model rate variation
among sites and the non-homogeneous Galtier & Gouy (GG)
substitution model [11]. The GG model specifies branch-wise
equilibrium G þ C contents, as well as an independent G þ C
content at the root. For proteins, we used a new branch-wise
non-homogeneous model implemented in the maximum-likeli-
hood (ML) framework, named COaLA [12] that we recently
designed. See the electronic supplementary material for a
description of the COaLA model and an evaluation of the fit
to data of the non-homogeneous models in comparison with
homogeneous models.
(b) Molecular thermometers
OGT highly correlates with the G þ C content of the stem regions
of rRNAs (r ¼ 0.76, p-value, 0.001; see the electronic supplemen-
tary material, figure S2) and with the second axis of the COA
computed on amino acid compositions of the protein dataset
restricted to prokaryotic species (r ¼ 0.88, p-value, 0.001; see
the electronic supplementary material, figure S3). We controlled
for phylogenetic inertia with the phylogenetic independent
contrast approach [13] using the R package APE [14] and observed
that those correlations were still strongly significant. Linear
regressions between OGTs and compositions were then computed
to obtain the molecular thermometers.
(c) Inference of ancestral compositions and optimal
growth temperatures
The ancestral sequences were inferred with BPPANCESTOR [10]
using the evolutionary parameters estimated by BPPML. For
each node of the tree, 100 ancestral sequences were generated
by drawing amino acids from the posterior distributions of prob-
abilities. The average composition of these ancestral sequences
was calculated and the corresponding ancestral temperatures
were deduced from the molecular thermometers (see the
electronic supplementary material for the confidence intervals
computation and the caution required when interpreting
ancestral temperatures).
3. Results and discussion
We first confirm results obtained in [7] with the present rRNA
and protein datasets and the non-homogeneous GG [11] and




















































Figure 1. Evolution of OGT along the universal tree of life obtained with the
protein dataset. Branches have been coloured according to temperature esti-
mates at nodes, following a linear interpolation from node to node. OGTs for
Eukaryotes are not available, their branches are therefore grey coloured. The
branch length scale is in substitution/site. The colour scale is in 8C. Mean
estimates of temperature for LUCA and the ancestors of major domains
are given above branches. Confidence intervals (95%) for estimates of
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show that LUCA is estimated to have lived in colder environ-
ments than the ancestors of Bacteria and Archaea (Wilcoxon
test, p-value, 0.001), which were hyperthermophiles. Elec-
tronic supplementary material, figure S1 shows that this
pattern is also recovered when an alternative tree topology is
used, in which Eukaryotes branch within Archaea (Eocyte
hypothesis [15]) but is less pronounced with the homogeneous
LG model, which infers a thermophilic LUCA.
The phylogenetic signal that informs a non-hyperthermo-
philic LUCA and yet two hyperthermophilic descendants
is currently unknown. However, several points suggest that
the variation in evolutionary rate among sites plays a role.
First, Fournier & Gogarten [16] highlighted that amino acids
that are found in higher proportions in hyperthermophilic
species are rarer at slow-evolving sites. Such amino acids
notably include charged residues [6]. Second, the signal for a
parallel adaptation to high temperatures is partially lost
when COaLA is employed without a gamma distribution
to model the variation in rate among sites (see the electronic
supplementary material, figure S1).
To highlight the influence of rate variation among sites in
the differential recording of ancestral compositions, we parti-
tioned the rRNA and protein datasets according to the site
evolutionary rates. Figure 2a,b shows that with slow-evolving
sites, all ancestors are inferred to be mesophilic organisms,
LUCA being adapted to lower temperatures than its two des-
cendants. The ancestral compositions of fast-evolving sites
tend to favour hotter ancestral environments, even for LUCA
with proteins. But LUCA is still inferred to live at lower temp-
eratures than the ancestors of Bacteria and Archaea. As
expected, the quantitative estimates of past temperatures
inferred by both slow- and fast-evolving sites are different
from those obtained with the complete dataset. Indeed,
although slow-evolving sites conserved reliable signals for
ancestral compositions, they carry less phylogenetic infor-
mation for the early parallel adaptation to high temperature,
which explains why this pattern is less pronounced than that
with the complete dataset. However, both the G þ C content
(rRNAs) and the third axis of a correspondence analysis
(proteins) computed from the slow-evolving sites of extant
sequences correlate with OGT (r ¼ 0.72, p-value, 0.001 and
r ¼ 0.43, p-value, 0.05, respectively), adding support to the
idea that slow-evolving sites can respond to temperature and
can represent accurate fossils of ancestral adaptation to temp-
erature. Fast-evolving sites contain a stronger signal for this
parallel adaptation but necessarily less reliable information
for ancestral compositions, and so ancestral temperatures.
All these results suggest the presence of a genuine signal in
molecular sequences indicating a mesophilic LUCA. This
signal was recorded thanks to a combination of compositional
variation in time and rate variation in site such that slow-
evolving sites more accurately reflect older temperatures,
while fast-evolving sites partially erased this oldest signal in
favour of subsequent adaptations to higher temperatures.
Gowri-Shankar & Rattray [17] showed that there is an
intrinsic correlation between evolutionary rates across sites
and base composition in rRNAs. Therefore, nucleotide
composition varies across the sites of an rRNA alignment.
These authors showed that branch-wise non-homogeneous
models, which account for the variation of composition in
time but assume across-site homogeneity, may infer biased
ancestral sequence compositions for sequences generated by
a time-homogeneous process in which evolutionary rate
and base compositions are correlated. The inference bias is
directed towards the composition of slow-evolving sites
which are, in the case of full-length rRNAs including both
stem and loop regions, GC-poor. One could therefore
wonder whether such an inference bias would be responsible
for the low G þ C content inferred for LUCA compared with
the higher G þ C contents of its first descendants. We reject
this bias with two points. First, as in this study, Boussau
et al. [7] applied the molecular thermometers on rRNAs to
only the stem regions of the molecule. Electronic supplemen-
tary material, figure S4 shows that, for these regions, the
correlation found by Gowri-Shankar & Rattray [17] is in the
opposite direction, although non-significant, with G þ C-
enriched slow-evolving sites. Second, we simulated data in
















































































Figure 2. The non-homogeneous models recover the signal for a parallel adaptation to high temperatures within the across-site rate variation. (a) rRNA dataset.
(b) Protein dataset. Ancestral temperatures for domain ancestors and for LUCA were estimated from ancestral compositions inferred with non-homogeneous models,
either on all sites of the datasets (complete dataset) or on slow-evolving or fast-evolving sites only. ***p-value , 0.001. n.s. non-significant. Black bars, Bacteria;
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heterogeneity among sites and no heterogeneity among
branches, and verified whether the correlation between site
evolutionary rates and site compositions incorrectly informs
the non-homogeneous model to estimate a lower G þ C con-
tent of LUCA than for its descendants. We partitioned rRNA
alignment sites in eight categories according to their evolution-
ary rate. For each rate-specific category, we simulated DNA
sequences with a homogeneous Tamura92 model and the
G þ C equilibrium frequency fixed to the observed G þ C
frequency of the category, and then concatenated the eight
simulated sets. We repeated this procedure 100 times and
reconstructed ancestral G þ C contents with the non-
homogeneous GG model on each concatenated simulated
alignment. Electronic supplementary material, figure S5
shows that the pattern of parallel increase in G þ C content
from LUCA found from real data is not recovered. Instead,
LUCA has a higher G þ C content than its two descendants.
As slow-evolving sites of stem regions have globally higher
G þ C contents than fast-evolving ones (see the electronic sup-
plementary material, figure S4), this simulation result is in
agreement with the bias of Gowri-Shankar & Rattray [17]. It
further suggests that, if the non-homogeneous model applied
to real data is affected by the bias as it is when applied to simu-
lations, the true G þ C content of LUCA may so far have been
overestimated.
All these results indicate that non-homogeneous models
can capture a genuine timewise variation in composition
and that the pattern of parallel increase to high temperatures
does not result from a bias owing to a correlation between
site-specific rates and site-specific compositions [17] but
emerges in spite of this bias.
Acknowledgements. The authors thank Nicolas Lartillot, Vincent Daubin,
Chloe´ Tessereau, Blaise Tymen, Pierre Le´vy, Florent Mazel and the
members of the Bioinformatics and Evolutionary Genomics team
for suggestions and fruitful discussions. The authors are also grate-
ful to two anonymous reviewers and the editor who helped in
improving this manuscript.
Data accessibility. Data are available at dryad digital repository (http://
datadryad.org/): doi:10.5061/dryad.90525.
Funding statement. This work was supported by the French Agence Natio-
nale de la Recherche (ANR) and is a contribution to the Ancestrome
project (ANR-10-BINF-01-01).
References
1. Stetter KO. 2006 Hyperthermophiles in the history
of life. Phil. Trans. R. Soc. B 361, 1837–1843.
(doi:10.1098/rstb.2006.1907)
2. Gaucher EA, Govindarajan S, Ganesh OK. 2008
Palaeotemperature trend for Precambrian life
inferred from resurrected proteins. Nature 451,
704–707. (doi:10.1038/nature06510)
3. Brooks DJ, Fresco JR, Singh M. 2004 A novel
method for estimating ancestral amino acid
composition and its application to proteins of
the last universal ancestor. Bioinformatics 20,
2251–2257. (doi:10.1093/bioinformatics/bth235)
4. Galtier N, Lobry JR. 1997 Relationships between
genomic GþC content, RNA secondary structures,
and optimal growth temperature in prokaryotes.
J. Mol. Evol. 44, 632–636. (doi:10.1007/
PL00006186)
5. Zeldovich KB, Berezovsky IN, Shakhnovich EI. 2007
Protein and DNA sequence determinants of
thermophilic adaptation. PLoS Comput. Biol. 3, e5.
(doi:10.1371/journal.pcbi.0030005)
6. Groussin M, Gouy M. 2011 Adaptation to
environmental temperature is a major determinant
of molecular evolutionary rates in Archaea.
Mol. Biol. Evol. 28, 2661–2674. (doi:10.1093/
molbev/msr098)
7. Boussau B, Blanquart S, Necsulea A, Lartillot N,
Gouy M. 2008 Parallel adaptation to high
temperature in the Archaean Eon. Nature 456,
942–945. (doi:10.1038/nature07393)
8. Guindon S, Dufayard JF, Lefort V, Anisimova M,
Hordijk W, Gascuel O. 2010 New algorithms and
methods to estimate maximum-likelihood
phylogenies: assessing the performance of PHYML
3.0. Syst. Biol. 59, 307–321. (doi:10.1093/
sysbio/syq010)
9. Galtier N, Tourasse N, Gouy M. 1999 A
nonhyperthermophilic common ancestor to extant
life forms. Science 283, 220–221. (doi:10.1126/
science.283.5399.220)
10. Dutheil J, Boussau B. 2008 Non-homogeneous
models of sequence evolution in the Bioþþ suite
of libraries and programs. BMC Evol. Biol. 8, 255.
(doi:10.1186/1471-2148-8-255)
11. Galtier N, Gouy M. 1998 Inferring pattern and
process: maximum-likelihood implementation of a
nonhomogeneous model of DNA sequence
evolution for phylogenetic analysis. Mol. Biol. Evol.
15, 871–879. (doi:10.1093/oxfordjournals.molbev.
a025991)
12. Groussin M, Boussau B, Gouy M. 2013 A branch-
heterogeneous model of protein evolution for
efficient inference of ancestral sequences. Syst. Biol.
62, 523–538. (doi:10.1093/sysbio/syt016)
13. Felsenstein J. 1985 Phylogenies and the comparative
method. Am. Nat. 125, 1–15. (doi:10.1086/284325)
14. Paradis E, Claude J, Strimmer K. 2004 APE: analyses
of phylogenetics and evolution in R language.
Bioinformatics 20, 289–290. (doi:10.1093/
bioinformatics/btg412)
15. Cox CJ, Foster PG, Hirt RP, Harris SR, Embley TM.
2008 The archaebacterial origin of eukaryotes.
Proc. Natl Acad. Sci. USA 105, 20 356–20 361.
(doi:10.1073/pnas.0810647105)
16. Fournier GP, Gogarten JP. 2007 Signature of a
primitive genetic code in ancient protein lineages.
J. Mol. Evol. 65, 425–436. (doi:10.1007/s00239-
007-9024-x)
17. Gowri-Shankar V, Rattray M. 2006 On the correlation
between composition and site-specific evolutionary
rate: implications for phylogenetic inference. Mol. Biol.





 on September 18, 2013rsbl.royalsocietypublishing.orgDownloaded from 
3.3 Vers une systématique améliorée du monde Procaryote.
3.3.1 Introduction
Ce chapitre aborde deux aspects majeurs de la reconstruction phylogénétique, à savoir l’intérêt
potentiel de l’utilisation de protéines ribosomiques pour résoudre les relations phylogénétiques
profondes chez les Procaryotes et l’utilisation de modèles non-homogènes dans le temps aﬁn de
raciner des arbres phylogénétiques.
La taxonomie est un champ de recherche permettant de décrire les espèces vivantes et de
les regrouper en entités, nommées taxons, aﬁn de les identiﬁer et de comprendre la structuration
du vivant. L’approche phylogénétique ou systématique permet ensuite d’organiser ces entités
et d’établir leurs relations entre elles. Concernant la taxonomie des Bactéries, la revue IJSEM
(International Journal of Systematic and Evolutionary Microbiology) ainsi que le manuel de
Bergey, dont la première édition a été écrite en 1923 par David H. Bergey, Francis C. Harrison,
Robert S. Breed, Bernard W. Hammer, and Frank M. Huntoon, à la demande de la société des
Bacteriologistes Americains (Society of American Bacteriologists), font souvent référence. Ces
deux publications décrivent l’ensemble des caractéristiques des diﬀérents niveaux taxonomiques
des Procaryotes, ainsi que des descriptions concernant la biodiversité et les milieux de culture
des procaryotes. Dans les éditions les plus récentes, la taxonomie de Bergey se base en très
grande partie sur des reconstructions phylogénétiques moléculaires réalisées à partir de l’ARN
ribosomique 16S. Depuis les années 1970 et les travaux de Carl Woese (Woese and Fox, 1977;
Fox et al., 1977), ce marqueur a été considéré comme optimal en phylogénie des Procaryotes,
car il est universel, sa fonction est conservée à travers le vivant et possède des régions évo-
luant à la fois rapidement et lentement, permettant d’estimer à la fois des relations récentes et
anciennes. Cependant, la reconstruction d’histoires phylogénétiques chez les Bactéries et les Ar-
chées représente une tâche très diﬃcile. De nombreux phénomènes biologiques tels que les biais
compositionnels, l’hétérotachie ou les transferts horizontaux peuvent empêcher de reconstruire
la vraie histoire évolutive verticale des organismes. Bien que l’ARN 16S soit aﬀecté par les biais
compositionnels ou de variation de taux d’évolution dans le temps, il est moins aﬀecté par les
transferts horizontaux en comparaison avec les gènes codant des protéines. Avec l’augmentation
de l’échantillonnage taxonomique permis par l’explosion actuelle des projets de séquençage de
génomes complets ainsi que l’augmentation de la puissance de calcul permettant de reconstruire
de grandes phylogénies, il a été remarqué que l’ARN 16S ne pouvait à lui seul permettre de
reconstruire les relations de parentés entre lignées bactériennes, notamment les plus profondes.
Cela démontre la nécessité de rechercher de nouveaux marqueurs pour la reconstruction phylo-
génétique des Prokaryotes.
Le racinement d’un arbre phylogénétique peut se réaliser à l’aide de diﬀérentes méthodes.
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(i) Il se fait classiquement à l’aide d’une espèce ou groupes d’espèces externes (outgroup).
Ce concept requiert l’analyse d’espèce(s) dont on sait a priori qu’elles n’appartiennent pas
au groupe d’espèces d’intérêt (ou ingroup). Pour ce faire, les caractères homologues compa-
rés lors de la reconstruction phylogénétique doivent incorporer ceux du groupe externe. Comme
ce groupe est, par déﬁnition, externe, la divergence entre le groupe externe et le groupe interne
a nécessairement pré-daté toutes les divergences du groupe interne, de telle sorte que la racine
de l’arbre se positionne sur la branche reliant le groupe externe au groupe interne. Néanmoins,
cette approche peut souﬀrir de plusieurs problèmes. Le premier est qu’il n’est pas évident de dé-
terminer un groupe externe au groupe interne d’intérêt. L’exemple extrême est la reconstruction
de l’arbre de la vie, pour lequel aucun outgroup n’est disponible. Il faut toutefois mentionner
qu’il a été proposé de contourner ce problème en utilisant des gènes dupliqués ancestralement,
déjà présents chez LUCA. Ainsi, il devient possible de raciner l’arbre de la vie correspondant
à un des paralogues à l’aide de l’autre paralogue (Iwabe et al., 1989; Gogarten et al., 1989).
Cependant, il a été montré que les marqueurs classiquement utilisés pour ces analyses (ATPase,
tRNA synthetase, signal recognition particle protein, etc) n’étaient pas ﬁables, du fait d’une trop
grande saturation mutationelle ayant éliminé la majorité du signal phylogénétique (Philippe and
Forterre, 1999; Lopez et al., 1999). Le deuxième problème est que le groupe externe est souvent
éloigné du groupe d’intérêt, augmentant le risque de rencontrer des problèmes d’attraction des
longues branches entre certaines lignées du groupe interne et le groupe externe (Philippe et al.,
2009). (ii) La seconde approche de racinement possible est l’utilisation de l’hypothèse d’horloge
moléculaire : si l’on suppose que toutes les lignées évoluent à la même vitesse, le barycentre de
l’arbre peut être considéré comme la racine de l’arbre (Zuckerkandl and Pauling, 1965; Kumar,
2005). Dorénavant, cette approche n’est plus considérée car les diﬀérentes analyses phylogé-
nétiques menées sur l’ensemble des groupes du vivant ont montré à quel point l’hypothèse de
constance des taux dans le temps est contredite. Cela a motivé le développement de modèles
d’horloge relâchée (voir Annexes), permettant de modéliser la variation des taux de substitution
dans le temps et à la fois d’estimer plus précisément les événements de divergence (Thorne et al.,
1998; Rannala and Yang, 2007) et de raciner les arbres (Drummond et al., 2006). Enﬁn, comme
les modèles non-stationnaires attribuent un ensemble de fréquences de bases ou d’acides aminés
à la racine de l’arbre qui est indépendant des fréquences le long de l’arbre (voir Introduction),
la position de la racine inﬂuence la vraisemblance et il devient, en théorie, possible d’estimer la
position de Maximum de Vraisemblance de cette racine le long de l’arbre (Yang and Roberts,
1995). Étant donné qu’il n’y a que quelques études ayant tenté d’analyser cette question, il n’est
pas possible actuellement d’avoir une bonne compréhension sur la capacité qu’ont les modèles
non-stationnaires à correctement raciner les arbres phylogénétiques. Ainsi, Huelsenbeck et al.
(2002) ont montré qu’il fallait de grandes diﬀérences compositionnelles pour que le signal de
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positionnement de la racine soit détectable. En revanche, Yap and Speed (2005) ont ré-introduit
l’intérêt d’utilisation de tels modèles pour raciner des arbres, en se montrant plus optimiste que
Huelsenbeck et al. (2002).
Le manuscrit qui suit traite de la phylogénie des Protéobactéries sous l’angle des deux points
mentionnés ci-dessus. Nous nous sommes tout d’abord intéressés au potentiel qu’ont les pro-
téines ribosomiques à inférer des arbres phylogénétiques procaryotes à l’échelle du phylum,
puis à leur utilisation pour tenter d’inférer la position de la racine de ce phylum bactérien. J’ai
participé à cette étude en utilisant le modèle non-homogène et non-stationnaire de Galtier et
Gouy (Galtier and Gouy, 1998) implémenté dans nhPhyML (Boussau and Gouy, 2006) pour
aborder ces deux problèmes.
Le manuscrit est actuellement soumis.
Remarque : le ﬁchier de matériels supplémentaires associé à cet article est diponible sur
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The seminal work of Carl Woese and co-workers has contributed to promote the RNA ???
component of the small subunit of the ribosome (SSU rRNA) as a “gold standard” of modern ???
prokaryotic taxonomy and systematics, and an essential tool to explore microbial diversity. ???
Yet, this marker has a limited resolving power, especially at deep phylogenetic depth and can ???
lead to strongly biased trees. The ever-larger number of available complete genomes now ???
calls for a novel standard dataset of robust protein markers that may complement SSU ???
rRNA. In this respect, concatenation of ribosomal proteins (r-proteins) is being growingly ???
used to reconstruct large-scale prokaryotic phylogenies, but the resolving power of these ???
markers for systematic and/or taxonomic purposes has not been specifically tested. Using ???
Proteobacteria as a case study, we show that r-proteins contain a reliable phylogenetic signal ???
at both amino acid and nucleic acid level, which is not blurred by mutational saturation or ???
horizontal gene transfer. The analysis of r-protein supermatrices with accurate evolutionary ???
models allows overcoming most tree reconstruction artefacts resulting from compositional ???
biases and/or fast evolutionary rates. R-proteins harbour a robust phylogenetic signal at a ???
wide range of taxonomic depths, which allows clarifying the relationships among most ???
proteobacterial orders and families, along with the position of several unclassified lineages, ???
suggesting some possible revisions of the current classification. In addition, we investigate ???
the root of the Proteobacteria by considering the time-variation of nucleic acid composition ???
and the signal carried by horizontal gene transfers, two approaches that do not require the ???
use of an outgroup and limit tree reconstruction artefacts. Altogether, our analyses support r-???






Reconstructing the evolutionary relationships among prokaryotic organisms is a major ???
challenge in biology and key to many research fields, including evolution, ecology, and ???
medicine (Gribaldo and Brochier, 2009). Since the seminal work of Carl Woese and ???
colleagues at the end of the 70’s (Woese and Fox, 1977), prokaryotic systematics and the ???
exploration of microbial diversity have been relying mainly on phylogenetic analysis of the ???
RNA component of the small subunit of the ribosome (SSU rRNA) (Lopez-Garcia and ???
Moreira, 2008). However, single gene markers (including SSU rRNA) are not able to resolve ???
all phylogenetic relationships with confidence, especially the most ancient ones (Gribaldo ???
and Philippe, 2002). Taking the opportunity of the recent burst of complete genome ???
sequencing projects, new phylogenetic approaches based on gene content, gene order, ???
DNA-string comparison, shared rare genomic events, etc. have been developed (see (Delsuc ???
et al., 2005) and references therein). Among them, special emphasis has been put on the ???
simultaneous analysis of numerous protein coding genes through supertrees or ???
supermatrices, which provide systematically better resolved trees than those based on single ???
markers (including SSU rRNA) (Abby et al., 2012). In the case of prokaryotes, implementing ???
such approaches may be complicated by horizontal gene transfer (HGT) which make the ???
evolutionary history of genes different from that of organisms (Gribaldo and Brochier, 2009; ???
Philippe and Douady, 2003). However, even if HGT is a very important evolutionary process, ???
large scale phylogenetic analyses indicate that a congruent phylogenetic signal reflecting the ???
phylogeny of organisms can be extracted from protein markers (Brochier et al., 2002; Lerat ???
et al., 2003; Matte-Tailliez et al., 2002; Puigbo et al., 2010). ???
In the post genomic era, the first step of most of studies aiming at investigating the ???
phylogeny of a particular taxonomic group consists in identifying the best-suited set of genes ???
(or proteins) to address the question. Among them, the analysis of the core genome (i.e. ???
orthologous genes present in a single copy per genome) is becoming growingly popular ???
(Kelly et al., 2010; Lang et al., 2013; Touchon et al., 2009; Williams et al., 2010). This is ???




be less affected by HGT, gene duplications and losses. Such approaches have led to ???
significant improvements on our knowledge of the evolutionary history of prokaryotes, in ???
particular by allowing resolving difficult evolutionary issues such as the origin of ???
enterobacteriales obligate endosymbionts of insects (Husnik et al., 2011). Accordingly, we ???
are witnessing a bloom of methodological developments (see (Kuzniar et al., 2008) and ???
references therein) and databases allowing the selection of core genes at different taxonomic ???
levels (DeLuca et al., 2012; Marthey et al., 2008; Ranwez et al., 2007; Wang and Wu, 2013). ???
However, the application of such strategies to systematics or taxonomic purposes deserves ???
careful consideration. Indeed, the identification of core genes strongly depends on the ???
taxonomic sampling of the lineage under study. For instance, the core genome of ???
Escherichia coli varies according to the number and the type of strains considered (Touchon ???
et al., 2009). Moreover, core genomes are not comparable from one lineage to another. For ???
example, the core genome of Escherichia (Touchon et al., 2009) is different in size and gene ???
content from that of Mycobacterium (Tettelin et al., 2005). Finally, the methods (e.g. ???
sequence similarity, single gene phylogeny, etc.) and parameters used to identify orthologous ???
genes/proteins can also strongly influence the delineation of core genomes (Kuzniar et al., ???
2008). Altogether, differences in gene sampling make the comparison among different ???
studies and the discrepancies observed from one study to the other difficult to interpret from ???
a systematic and/or taxonomic point of view. In addition, the identification of the core genome ???
can be time-consuming, and because it depends on the taxonomic sampling of the lineages ???
under study, it has to be recomputed prior to each analysis. Finally, the combination of core ????
genes can lead to very large supermatrices of characters that can impose a very heavy ????
burden in calculation time, precluding their use to address routinely taxonomic and ????
systematic issues. ????
There is therefore an urgent need to define a stable and standardized set of ????
molecular markers that overcomes these major issues. These should (i) be largely conserved ????
across prokaryotic lineages, (ii) be easily identifiable in complete genome sequences, (iii) be ????




taxonomic levels, from ancient to more recent relationships. Among protein markers, those ????
involved in translation, and in particular ribosomal proteins (r-proteins), fulfil most of these ????
criteria. Indeed, while a few cases of HGTs have been reported (Brochier et al., 2000; Chen ????
et al., 2009), r-proteins carry a robust phylogenetic signal that can be used to reconstruct ????
ancient phylogenies in the three domains of life (Brochier et al., 2002; Brown et al., 2001; ????
Ciccarelli et al., 2006; Matte-Tailliez et al., 2002; Swithers et al., 2009). However, the ????
resolving power of these markers for systematic and/or taxonomic purposes has not been ????
specifically tested. In this study, we evaluate the value of r-proteins as a proxy for prokaryotic ????
taxonomy and systematics by using Proteobacteria as a case study. ????
Proteobacteria (from the Greek god “Proteus”, who was capable of assuming many ????
different shapes (Stackebrandt et al., 1988)) represent the largest and phenotypically most ????
diverse bacterial lineage. It encompasses the majority of Gram-negative bacteria, shows a ????
wide diversity of metabolisms and morphologies, and includes a large number of human, ????
animal, and plant symbionts/pathogens of ecological, medical, industrial, and agricultural ????
interest (Kersters et al., 2006). Proteobacteria are also highly relevant from an evolutionary ????
point of view, as the endosymbiosis of the alphaproteobacterial ancestor of mitochondria ????
represents a key step in eukaryogenesis (Embley et al., 2003; Lang et al., 1999). The ????
importance of this phylum is exemplified by the huge number of complete genome ????
sequences in public databases: they represent 40% of bacterial complete genome ????
sequences available at the NCBI in August 2013 (http://www.ncbi.nlm.nih.gov/). Based on ????
SSU rRNA and protein analyses, Proteobacteria have been divided into five classes, which ????
were arbitrarily designated as Alpha, Beta, Gamma, Delta and Epsilon (see (Kersters et al., ????
2006). Recently, a new candidate division, the Zetaproteobacteria, has been proposed for ????
Mariprofundus ferrooxydans PV-1 and JV-1 strains, the first cultivated neutrophilic Fe-????
oxidizing bacteria, and their uncultivated relatives (Emerson et al., 2007). While ????
proteobacterial classes are well defined, the location of the root of Proteobacteria and the ????
relationships among the orders and families composing each class are not fully understood. ????




evolving species has remained elusive and/or hotly debated. Due to their diversity and ????
abundance, Proteobacteria represent an interesting study case to assess the value of r-????
proteins as a potential proxy for prokaryotic taxonomy and systematics.  ????
 ????
2. Material and Methods. ????
 ????
2.1 DATA SET CONSTRUCTION ????
A subset of 472 proteomes representative of the proteobacterial diversity was ????
downloaded at the NCBI (http://www.ncbi.nlm.nih.gov/) (Supplementary Table S1). The ????
sequences were gathered in a local database. The sequences from the recently published ????
genome of Magnetospira sp. QH-2 (Ji et al., 2013) and from the magneto-ovoid strain MO-1 ????
(a second representative of Magnetococcales, Alphaproteobacteria) ongoing project, were ????
kindly provided by Dr Long-Fey Wu (personal communication) and included in the database. ????
The database was screened with BlastP (Altschul et al., 1997) to identify the homologues of ????
the 55 proteobacterial r-proteins (33 LSU and 22 SSU r-proteins) using Escherichia coli ????
sequences as seeds. The absence of any r-protein in a given proteome was verified by ????
screening the nucleic acid sequence of the corresponding genome with tBlastn. Accession ????
numbers of retrieved r-proteins sequences are given in the Supplementary Table S1. The ????
nucleotide sequences corresponding to these r-proteins were retrieved from the NCBI. ????
The 55 resulting datasets were aligned using MUSCLE 3.6 (Edgar, 2004). The use of other ????
programs (i.e. ClustalW (Larkin et al., 2007) and MAFFT (Katoh and Toh, 2008)) provided ????
very similar multiple alignments (not shown). The resulting alignments were used as template ????
to align the corresponding nucleic acid sequences. At this step, the r-protein S1 was ????
discarded due to the presence of numerous repeats preventing the construction of an ????
accurate alignment. The 54 amino acid and nucleic acid alignments were visually inspected ????
and adjusted when necessary using ED (Philippe, 1993). Protein and nucleic acid alignments ????





2.2 SUPERMATRIX CONSTRUCTION ????
The trimmed alignments of individual r-proteins were combined to build ????
supermatrices. When a species harboured several copies of a given r-protein, the less ????
divergent homologue was retained. We constructed 100 supermatrices using the 33 LSU r-????
proteins and 100 supermatrices using the 21 SSU r-proteins by gathering alignments ????
containing an increasing number of unrepresented species (from 0 up to 99). Examination of ????
the resulting supermatrices suggested that for LSU and SSU r-proteins a maximum of ten ????
missing species represented a good compromise between the amount of missing data and ????
the length of the resulting alignments (upper graph, Supplementary Fig. S1). They ????
corresponded to the concatenation of 28 LSU and 20 SSU r-proteins. As expected, the ????
Maximum Likelihood (ML) trees inferred with these two supermatrices showed similar ????
topologies (not shown), confirming that LSU and SSU r-proteins carried a consistent ????
phylogenetic signal. The two supermatrices were therefore combined into a single alignment ????
(FAA-474) representing 5,228 amino acid positions. ????
We constructed a second set of supermatrices using a more restricted taxonomic ????
sampling (137 organisms, Supplementary Table S1). The supermatrices were built by ????
allowing from 0 up to ten missing species per r-protein family. The examination of the ????
resulting supermatrices showed that a maximum of three missing species represented the ????
best compromise between the amount of missing data and the length of the resulting ????
alignments (lower graph, Supplementary Fig. S1). They correspond to the concatenation of ????
27 LSU r-proteins and 19 SSU r-proteins. The ML trees inferred with these two ????
supermatrices were consistent and in agreement with those inferred with the 474 species ????
(not shown). This confirmed that LSU and SSU r-proteins carried a consistent phylogenetic ????
signal and indicated that the reduction of the taxonomic sampling did not bias the ????
phylogenetic signal. The two supermatrices were combined into a single alignment (FAA-????
137) containing 5,124 amino acid positions. The nucleic acid version of this supermatrix will ????





2.3 PHYLOGENETIC ANALYSES ????
ML phylogenies of individual r-proteins were inferred using TreeFinder v2011 (Jobb et ????
al., 2004) with the Le and Gascuel (LG) model (Le and Gascuel, 2008). In order to take into ????
account the heterogeneity of evolutionary rates across sites, we used a gamma distribution ????
with four discrete classes of sites (?4) and an estimated alpha parameter. The branch ????
robustness of the ML trees was estimated with the non-parametric bootstrap procedure ????
implemented in TreeFinder (100 replicates of the original dataset). ????
ML trees of the supermatrices were inferred with PhyML (Guindon et al., 2010). The ????
best fitted evolutionary models were selected with ProtTest v2.4 (Abascal et al., 2005) for the ????
amino acid supermatrices (FAA-474 and FAA-137) and with TreeFinder v.2011 (AICc ????
criterion) (Jobb et al., 2004) for the nucleic acid supermatrix (FNT-137). The robustness of ????
the FAA-137 and FNT-137 ML trees was estimated by the non-parametric bootstrap ????
procedure implemented in PhyML (100 replicates of the original dataset), whereas the SH-????
like support was used for FAA-474 ML trees.  ????
Additional ML trees of the FNT-137 supermatrix were inferred with the Galtier and ????
Gouy (GG) (Galtier and Gouy, 1998) non-homogeneous model that was recently ????
implemented in nhPhyML (Boussau and Gouy, 2006) in combination with a gamma ????
distribution (?5). The discrete version of the model was considered in all analyses, with three ????
values of G+C equilibrium content (0.25, 0.5 and 0.75). Thus, for each branch, the best out of ????
the three possible values was determined by maximum likelihood. It is worth noting that ????
nhPhyML requires a rooted tree as a starting point but does not allow topology exploration ????
around the root so that no Nearest Neighbour Interchange (NNI) can be tested between any ????
two lineages present on each side of the root. However, nhPhyML allows topology ????
exploration on each sub-tree surrounding the root. In agreement with the results from this ????
study (see below), we fixed the root position on the branch separating the ????
Epsilonproteobacteria from the other proteobacterial classes to compute ML trees. ????
Bayesian analyses were performed with PhyloBayes 3.3b to investigate the ????




in order to take into account across-site heterogeneities in the amino-acid replacement ????
process (Lartillot and Philippe, 2004). For each class (i.e. Alphaproteobacteria, ????
Betaproteobacteria, Deltaproteobacteria, Gammaproteobacteria, and Epsilonproteobacteria), ????
we ran two MCMC chains in parallel with the CAT+?4 model. The initial 500 trees were ????
discarded as “burn-in”. The remaining trees from each chain were used to test for ????
convergence, compute the 50% majority rule consensus tree and the posterior probabilities ????
by sampling one every ten trees. The chains were stopped when the maxdiff and the ????
effective size became lower than 0.3 and greater than 100, respectively. Similar analyses ????
were performed using the Dayhoff4 recoding option (CAT+REC4+?4). The four Dayhoff’s ????
amino acid families corresponded to [(A,G,P,S,T) (D,E,N,Q) (H,K,R) (F,Y,W,I,L,M,V)] ????
plus cysteins treated as missing data (C= ?). ????
 ????
2.4 DETECTION OF HGT ????
We used Prunier (Abby et al., 2010) to search for possible HGT events in individual r-????
protein trees built with the subset of 137 species. Prunier attempts to find one of the most ????
parsimonious scenarios of HGTs according to a reference phylogeny. We used the ML ????
phylogeny of FAA-137 as a reference tree, because it was previously shown that supermatrix ????
approaches provide good references to detect HGTs in single gene trees (Abby et al., 2012). ????
The branch robustness is taken into account by Prunier in order to minimize the impact of ????
phylogenetic reconstruction errors and the lack of phylogenetic signal. Here, we considered a ????
threshold of 80% bootstrap in individual r-protein ML trees and set the “forward” parameter to ????
2. Because HGT scenarios depend on the position of the root in the reference tree, we tested ????
the 271 possible roots of the reference phylogeny in order to find the most parsimonious ????
HGT scenario over all protein families. Similar analyses were performed using a more ????
restricted taxonomic sampling (52 species). ????
 ????




The non-homogeneous models, such as the GG model implemented in nhPhyML, ????
render the final likelihood of a tree dependant from its root position, contrary to standard ????
homogeneous models. Accordingly, it is possible to use these models to identify the most ????
likely location of the root of an unrooted phylogenetic tree (Yang and Roberts, 1995). We ????
applied this approach to determine the most likely position of the root of Proteobacteria. To ????
do so, we used the ML phylogeny inferred with the FAA-137 supermatrix with the LG+?4+I ????
model and the first two codon positions of the FNT-137 supermatrix using the GTR+?4 or the ????
GG+?5 model. Three species were removed from the analysis because their position in the ????
ML trees was unresolved (Mariprofundus ferrooxydans PV-1) or because of huge ????
evolutionary rates (‘Candidatus (Ca.) Hodgkinia cicadicola’ and ‘Ca. Carsonella ruddii PV’). ????
Nine putative root positions were tested. The likelihoods of the resulting trees were further ????
compared for statistical significance with the AU test (Shimodaira, 2002) implemented in the ????
CONSEL program (Shimodaira and Hasegawa, 2001). An independent approach based on ????
the pattern of HGTs inferred by Prunier was used to determine the location of the root of ????
Proteobacteria (see below). ????
 ????
2.6 MUTATIONAL SATURATION LEVEL  ????
The mutational saturation level of FAA-137 was estimated by comparing the ????
evolutionary distance deduced from ML trees inferred with PhyML to the p-distance (i.e. ????
observed divergence) deduced from the multiple alignments between each pair of ????
sequences. A similar analysis was performed for FNT-137 but by considering each of the ????
three codon position separately. ????
 ????
3. Results and Discussion. ????
 ????





The survey of the proteobacterial proteomes with BlastP highlighted missing r-????
proteins in many lineages, yet most of these absences corresponded to annotation errors ????
because the corresponding genes can be easily identified in the corresponding genomic ????
sequences with tBlastN (Supplementary Table S1). More precisely, annotation errors were ????
detected in half of the analysed proteomes (240 out of 474), and a few genomes presented ????
more than 10 unannotated r-protein genes. This observation was in agreement with a recent ????
survey of r-proteins in complete prokaryotic genomes (Yutin et al., 2012) and underlined the ????
poor quality of the annotation of some genome sequences. Beside annotation errors, a few r-????
proteins were truly missing in some proteobacterial lineages (Supplementary Table S1). For ????
instance, L30 and L32 were absent from the genomes of all Epsilonproteobacteria; L34 and ????
L36 were missing in Mariprofundus ferrooxydans PV-1 (the only representative of ????
Zetaproteobacteria), whereas L32 was missing in Magnetococcus marinus MC-I and its close ????
relative, the magneto-ovoid strain MO-1. Regarding S22, an extremely restricted taxonomic ????
distribution was observed, the protein being present in only 50 closely related species ????
belonging to Enterobacteriales (a gammaproteobacterial order). This indicated that S22, ????
which is associated to stationary phase ribosomes (see (Maki et al., 2000) and references ????
therein), appeared late during the evolution of Proteobacteria. Conversely, a few r-proteins ????
were present in multiple copies in a few genomes. For instance, this is the case for L31 and ????
S21, for which four copies are found in Escherichia coli O157:H7 EDL933 and Burkholderia ????
(Betaproteobacteria), respectively (Supplementary Table S1). The loss or, alternatively, the ????
presence of multiple copies of some r-proteins in some taxa is puzzling and should be further ????
investigated from a functional point of view. However, to a few exceptions, our results ????
indicated that the majority of the 55 r-proteins were present in a single copy in Proteobacteria ????
and therefore that the set of r-proteins (and thus the ribosome) has not significantly changed ????
during the diversification of this phylum. ????
The burst of genome sequencing projects allows combining protein markers to ????
investigate the phylogeny of organisms (Delsuc et al., 2005). In the case of r-proteins, their ????




samplings are considered. In contrast, supermatrices have been shown to be particularly ????
well-suited for this type of data (Brochier et al., 2002; Matte-Tailliez et al., 2002). Briefly, this ????
approach consists in combining the alignments of single phylogenetic markers into a single ????
large alignment (called a supermatrix), which is then used for phylogenetic reconstruction ????
(Delsuc et al., 2005). We applied this strategy to build the FAA-474 supermatrix that gathered ????
the 28 LSU and 20 SSU r-proteins presenting a sufficient taxonomic sampling (see methods). ????
The ML tree inferred with this supermatrix recovered the monophyly of most proteobacterial ????
taxa (Supplementary Fig. S2), confirming that r-proteins and SSU rRNA carried an overall ????
consistent phylogenetic signal. Due to biases in the taxonomic distribution of genome ????
projects, some taxa were overrepresented (Supplementary Table S1). To limit taxonomic ????
sampling biases and to reduce computation time, we selected a subset of 137 organisms ????
encompassing most of the taxonomic and genetic diversity of each proteobacterial class to ????
investigate the phylogenetic signal contained in r-proteins and the phylogeny of this bacterial ????
phylum in more detail (species in bold on Supplementary Fig. S2 and Table S1). To do so, we ????
built two supermatrices, FAA-137 and FNT-137, which gathered the amino acid and the ????
nucleic acids alignments of 46 (27 LSU and 19 SSU) r-proteins, respectively. ????
 ????
3.2 PROTEIN AND NUCLEIC ACID SEQUENCES OF R-PROTEINS CONTAIN A RELIABLE PHYLOGENETIC ????
SIGNAL  ????
The decay of the ancient phylogenetic signal contained in molecular data by ????
successive substitutions occurring at the same position is a frequent problem encountered in ????
phylogeny. This phenomenon is called mutational saturation. Beside the loss of information, ????
mutational saturation may generate tree reconstruction artefacts such as Long Branch ????
Attraction (LBA) which tends to group together sequences associated to long branches ????
(Bergsten, 2005; Felsenstein, 1978; Philippe and Laurent, 1998). This has been extremely ????
well documented in the case of ancient phylogenies (Gribaldo and Philippe, 2002). Because ????
Proteobacteria are an ancient phylum, a certain level of mutational saturation is expected in ????




The level of mutational saturation can be revealed by comparing the p-distances (i.e. ????
the observed substitutions) between each pair of sequences to the corresponding ML-????
estimated distances. A strong correlation between the two distances was observed in the ????
case of FAA-137 (R²=0.847, Fig. 1a). This suggested that the level of mutational saturation in ????
this supermatrix is moderate and that most of the ancient phylogenetic signal contained in r-????
proteins was preserved during the diversification of Proteobacteria. Expectedly, the ML and ????
p-distances were strongly correlated among closely related species and/or slowly evolving ????
sequences, whereas the highest discrepancies were observed for pair of sequences ????
involving the two very fast evolving endosymbionts ‘Ca. Hodgkinia cicadicola’ and ‘Ca. ????
Carsonella ruddii’ (surrounded by a dot line, Fig. 1a), for which more than 3 substitutions per ????
site were inferred with ML, whereas only 0.6 to 0.7 substitutions per site were observed at ????
the sequence level. This indicated that many substitutions occurred in these sequences ????
(large ML-distances), but are hidden due to mutational saturation (moderate p-distances). ????
The analysis of the FNT-137 supermatrix provided a very different picture (Fig. 1b). While a ????
strong correlation was observed between the p- and the ML-distances at the two first codon ????
positions (R² = 0.9109 and R² = 0.9431, respectively), a very weak correlation and a great ????
dispersal was observed at the third codon position (R² = 0.127). This reflects the fast ????
evolutionary rate of the third codon position and its higher saturation with respect to the two ????
other positions. Actually, while a maximum of 4.29 and 3.34 substitutions per site was ????
estimated by ML at the two first codon positions, respectively, up to 10.68 substitutions per ????
site were inferred at the third codon position (Fig. 1b). In addition to higher evolutionary rates, ????
the highest heterogeneity in term of G+C content was observed at the third codon position ????
with respect to the two other positions due to its strong correlation with the genomic G+C ????
content (Fig. 2). These results were expected because the selective pressures are known to ????
be more relaxed at the third codon position due to the redundancy of the genetic code.  ????
The combined effect of base composition heterogeneity and fast evolutionary rate ????
may strongly bias tree reconstructions. This was recently illustrated in the case of ????




no exception, as illustrated by the ML phylogeny inferred with the FNT-137 supermatrix using ????
the GTR+?4 model, which was the best-fitted model proposed by TreeFinder (Supplementary ????
Fig. S3). As all homogeneous and stationary models, the GTR model assumes that the ????
sequences are at equilibrium and thus have the same base composition (see below). Figure ????
2 shows that this assumption is strongly violated in our data. This may explain the artefactual ????
clustering of unrelated sequences sharing similar base compositions, as illustrated by the ????
grouping of low G+C espilonproteobacteria, low G+C alphaproteobacteria and Bdellovibrio ????
bacteriovorus (Deltaproteobacteria) (Supplementary Fig. S3). Expectedly, the monophyly of ????
these classes was recovered when the third codon position was removed from the analysis ????
(Supplementary Fig. S4) or when the protein FAA-137 supermatrix was used (Fig. 3). ????
Importantly, artefactual clustering can also occur at smaller evolutionary scales as ????
exemplified by the grouping of ‘Ca. Liberibacter asiaticus str. psy62’ and Bartonella grahamii ????
as4aup, two unrelated rhizobiales harbouring moderate G+C contents compared to other ????
representatives of this order of Alphaproteobacteria (Supplementary Fig. S3), which are in ????
fact related to Sinorhizobium medicae WSM419 and Brucella suis 1330, respectively (Fig. 3 ????
and Supplementary Fig. S4). Expected relationships were also recovered by applying the ????
non-homogeneous Galtier and Gouy (GG) model on the three and on the first two codon ????
positions of the FNT-137 supermatrix (Supplementary Figs. S5 and S6), because this model ????
allows the process of evolution to vary through time and which therefore models variations of ????
base composition among lineages (Galtier and Gouy, 1998). The GG is thus more able to ????
discriminate homoplasies owing to compositional convergence from the true phylogenetic ????
signal than homogeneous models, like GTR. These results strengthened the idea that the ????
use of methods and/or evolutionary models designed to overcome mutational saturation and ????
compositional biases should be systematically considered for the inference of prokaryotic ????
phylogenies, even at small evolutionary scales.  ????
Altogether, our analyses showed that the phylogenetic signal contained in r-proteins ????
has not been completely blurred by mutational saturation and compositional biases. Then, ????




Proteobacteria or if it has been obscured by HGTs. To address this question, we investigated ????
the phylogeny of each r-protein in order to quantify the amount of HGT that has affected their ????
evolutionary history. To do so, we used Prunier, a recently developed statistical approach of ????
gene tree reconciliation (Abby et al., 2010). The r-protein S22 was not taken into account due ????
to its very restricted taxonomic distribution (Supplementary Table S1). The analysis of the 53 ????
remaining r-proteins revealed 68 HGT events, representing 1.28 HGTs per protein family in ????
average (Table 1 and Supplementary Table S2). More precisely, 26 r-proteins were devoid of ????
HGT, whereas one, two, three and four HGTs were inferred for 15, six, two and one r-????
proteins, respectively. In the case of L28, L33, and L36 more than four HGTs (i.e., five, ????
seven, and 19, respectively) were detected. However, for these three proteins Prunier failed ????
to identify a suitable scenario of HGT (Table 1). Ignoring these three potentially artefactual ????
HGT scenarios, 37 HGT events were inferred, representing 0.7 HGT events per gene family ????
in average. This number was roughly twice as low in a similar analysis performed with a ????
sampling of 52 species (not shown). This indicated that HGTs have rarely affected the ????
evolutionary history of r-proteins in Proteobacteria and that most of the topological ????
inconsistences observed in phylogenies of single r-proteins result from a lack of phylogenetic ????
signal and not from HGT. This also confirmed previous studies showing that proteins involved ????
in large complexes are rarely successfully transferred (Cohen et al., 2011; Jain et al., 1999; ????
Leigh et al., 2011) and that r-proteins can be used to investigate the evolutionary history of ????
Proteobacteria.  ????
 ????
3.3 THE ROOT OF PROTEOBACTERIA ????
The ML trees inferred with the FAA-137 supermatrix (LG+?4+I model, Fig. 3) was ????
overall consistent the trees inferred with the FNT-137 supermatrix (GG+?5 model, ????
Supplementary Figs. S5-S6). As expected, it strongly supported the monophyly of each class ????
(Fig. 3): Epsilonproteobacteria (BV = 100%), Deltaproteobacteria (BV = 93%), ????
Alphaproteobacteria (BV = 93%) and Beta/Gammaproteobacteria (BV = 91%). It also ????




proteobacteria (BV = 98%). Regarding Zetaproteobacteria, in the FAA-137 tree, ????
Mariprofundus ferrooxydans PV-1 represents a distinct lineage emerging as the sister-group ????
of the clade formed by Alpha, Beta and Gammaproteobacteria. However, the support for this ????
position was weak (BV = 66%, Fig. 3). Actually, according to this phylogeny, we cannot ????
exclude that Zetaproteobacteria could be the sister-lineage of Beta+Gammaproteobacteria or ????
of Alphaproteobacteria. Further experiments using additional markers or the inclusion of new ????
representatives of this class when they become available are needed to precisely determine ????
the position of Zetaproteobacteria with respect to these proteobacteria classes. ????
Based on protein signatures, it was proposed that the root of Proteobacteria ????
separates Thiobacteria (i.e., Delta and Epsilonproteobacteria) from the three other classes ????
(Gupta, 2000) or that sulphur oxidation performed by Thiobacteria was ancestral (Cavalier-????
Smith, 2002). Based on molecular phylogenies, either Deltaproteobacteria (Ciccarelli et al., ????
2006) or Epsilonproteobacteria (Gupta, 2000; Yutin et al., 2012) appeared as the first ????
emerging class, albeit most of the time with non-significant supports. However, these works ????
aimed at reconstructing global phylogenies of Bacteria without addressing specifically the ????
question of the root of Proteobacteria. To our knowledge, the precise location of the root of ????
Proteobacteria has not been carefully investigated and remained to be elucidated. The usual ????
approach to root a phylogenetic tree is based on the use of outgroups. However, this ????
increases the risk of LBA because the branch separating the ingroup from the outgroup is ????
usually longer than the internal branches of the ingroup (Philippe and Laurent, 1998). Non-????
homogeneous and non-stationary models of evolution, as the GG model used previously, ????
represent an alternative way to root phylogenies without the use of outgroups (Yang and ????
Roberts, 1995). In fact, homogeneous and stationary models, such as GTR or LG assume ????
that the overall sequence composition does not change through time and that the process is ????
at equilibrium from the root to the leaves. These models are reversible, in the sense that ????
there is no direction of evolution along the inferred trees (Felsenstein, 2004), such that the ????
root can be placed wherever on the tree without influencing the likelihood (Yang, 2006). In ????




hypothesis and assign specific base frequencies to the root so that its position influences the ????
likelihood of the tree (Boussau and Gouy, 2006; Yang and Roberts, 1995). Because of the ????
features of non-homogeneous and non-stationary models mentioned above, it is possible to ????
use them in order to determine the ML position of the root of a tree for which the topology is ????
known. Here, we used this approach to address the question of the root of Proteobacteria. To ????
do so, we considered the three ML topologies inferred with the FAA-137 supermatrix and the ????
LG+?4+I model (Fig. 3), and with the first two codon positions of the FNT-137 supermatrix ????
using the GTR+?4 and the GG+?5 models (Supplementary Figs. S4 and S6). For each ????
topology, nine root positions were tested, corresponding to all possible placements of the root ????
on the internal branches connecting the proteobacterial classes (Table 2). The three ????
topologies provided very similar results, regarding the rank of the nine roots and the ????
conclusions of the AU test. More precisely, the best likelihood was associated to a rooting on ????
the branch separating Epsilonproteobacteria from all other proteobacterial classes. It is worth ????
noting that while four alternative roots were rejected by AU tests (their AU values were below ????
0.05), a rooting on the branch leading either to Deltaproteobacteria, to ????
Delta+Epsilonproteobacteria, to Acidithiobacillus, or to Alpha+Delta+Epsilonproteobacteria, ????
even if less likely, was not significantly statistically rejected (AU values above 0.05, Table 2). ????
Another approach to root trees without using outgroup is based on the phylogenetic ????
signal carried by HGT. Indeed, it has been shown recently that the pattern of HGT can be ????
exploited to discriminate among putative root positions in species trees (Abby et al., 2010, ????
2012). We compared the number of HGTs inferred in r-protein families for all of the 271 ????
possible locations of the root in the FAA-137 tree (Supplementary Table S2). Interestingly, the ????
positions of the root that minimized the number of HGT placed Epsilonproteobacteria (or an ????
espilonproteobacterial lineage) as the first diverging lineage within Proteobacteria ????
(Supplementary Table S2). Other rootings implies much more HGT events (Supplementary ????
Fig. S7). Similar results were obtained with a more restricted taxonomic sampling (52 ????
species) of proteobacteria (not shown). ????




HGT favours a rooting of Proteobacteria at the base of Epsilonproteobacteria. ????
 ????
3.4 THE PHYLOGENETIC POSITION OF FAST EVOLVING PROTEOBACTERIAL LINEAGES ????
Proteobacteria contain a number of lineages whose phylogenetic position is difficult to ????
determine (Moran et al., 2008). This is, for instance, the case of obligate endosymbionts of ????
insects, such as the gammaproteobacterium ‘Ca. Carsonella ruddii PV’ and the ????
alphaproteobacterium ‘Ca. Hodgkinia cicadicola’. ‘Ca. Hodgkinia cicadicola’ is an obligate ????
endosymbiont of the cicada Diceroprocta semicincta which harbours one of the smallest ????
genome known to date (144 Kb), and is known to be very fast evolving (McCutcheon et al., ????
2009). Interestingly, while most bacterial symbionts with highly reduced genomes harbour ????
highly A+T rich genomic sequences, the genome of ‘Ca. H. cicadicola’ is G+C rich, ????
suggesting that strong selective pressures counteracted the natural mutational bias toward ????
A+T (Van Leuven and McCutcheon, 2012). McCutcheon and collaborators hypothesized a ????
possible relationship between ‘Ca. H. cicadicola’ and Rickettsiales, but phylogenetic analyses ????
of SSU rRNA and protein markers favoured a link with Rhizobiales (McCutcheon et al., ????
2009). The ML trees of FAA-137 and FNT-137 strongly support the former hypothesis ????
because ‘Ca. H. cicadicola’ grouped with Rickettsiales and SAR11 (BV > 85%, Fig. 3, and BV ????
> 95, % Supplementary Figs. S4-S6). However, the long branches harboured by these ????
species suggested the possibility of a LBA. To investigate this hypothesis, we reanalysed the ????
phylogeny of Alphaproteobacteria with the CAT model implemented in PhyloBayes (Lartillot ????
and Philippe, 2004), which is less prone to tree reconstruction artefacts such as the LBA ????
(Lartillot et al., 2007). In contrast with ML trees, the Bayesian tree inferred with the CAT+?4 ????
model strongly rejected the grouping of ‘Ca. H. cicadicola’ with Rickettsiales (Posterior ????
Probability (PP) = 0.97, Fig. 4a), the former being displaced to the apical part of the ????
alphaproteobacterial tree (PP = 0.98, Fig. 4a). However, according to this tree, the precise ????
position of ‘Ca. H. cicadicola’ relatively to Rhodobacterales, Rhizobiales and Caulobacterales ????
could not be determined (Fig. 4a). A similar result was obtained when the FAA-137 ????




This confirmed that the grouping of ‘Ca. H. cicadicola’ with the Rickettsiales and SAR11 in ????
the FAA-137 and F137-NT ML trees likely resulted from a LBA. ????
Then, we investigated the phylogenetic position of ‘Ca. C. ruddii’, a psyllid ????
endosymbiont, which was described as an intermediate evolutionary state between organism ????
and organelle (Tamames et al., 2007). It harbours a very reduced (160 Kb) and G+C poor ????
(16.6%) genome (Nakabachi et al., 2006). Due to extreme evolutionary rates and ????
compositional biases (both at the nucleic and amino acid levels, see above), the ????
phylogenetic position of this bacterium remains uncertain (Williams et al., 2010). In the ML ????
tree of FAA-137, this gammaproteobacterium robustly emerged within Enterobacteriaceae ????
(BV = 91%, Fig. 3) and more precisely within a large group of obligate endosymbionts of ????
insects including Wigglesworthia (a symbiont of tsetse flies), Buchnera and ‘Ca. Hamiltonella’ ????
(two aphid symbionts), ‘Ca. Baumannia’ (a symbiont of sharpshooters), and Blochmannia (a ????
symbiont of Ants) (BV = 91%, Fig. 3). This suggested that these obligate endosymbionts of ????
insects derived from a single endosymbiosis event, a hypothesis which contradicts a recent ????
phylogenetic analysis suggesting that at least four lineages of obligate endosymbionts of ????
insects emerged independently from free living species during the diversification of ????
Enterobacteriaceae (Husnik et al., 2011). According to this study: (i) Sodalis, Baumannia, ????
Blochmannia and Wigglesworthia could be related to Pectobacterium and Dickeya; (ii) ????
Buchnera to a large group encompassing Erwinia and Pantoea, its closest relatives, but also ????
Escherichia, Salmonella and other lineages; (iii) Hamiltonella and Regiella to Yersinia and ????
Serratia, and (iv) Riesia and Arsenophonus to Xenorhabdus, Proteus, and Photorhabdus ????
(Husnik et al., 2011). Beside ‘Ca. C. ruddii’, our taxonomic sampling, which was not designed ????
to address specifically the question of the origin of obligate endosymbionts of insects, ????
encompassed representatives of the first three groups. Because of their very long branches, ????
the grouping of these obligate endosymbionts in the FAA-137 and FNT-137 tree was suspect ????
and prompted us to investigate the possibility of a LBA. As in the case of ‘Ca. H. cicadicola’, ????
we reanalysed the phylogeny of Gammaproteobacteria with the CAT+?4. In agreement with ????




obligate endosymbionts of insects with a significant statistical support (PP = 0.97), to the ????
notable exception of ‘Ca. Carsonella ruddii PV’, which was robustly displaced outside of ????
Enterobacteriales (PP = 0.95) and yet grouped with Thiomicrospira crunogena XCL-2 and ????
the two sulphur-oxidizing symbionts, albeit with a non-significant support (PP = 0.51) (Fig. ????
4b). This indicated that the grouping of ‘Ca. Carsonella ruddii PV’ with the enterobacteriales ????
obligate endosymbionts of insects in the FAA-137 and FNT-137 ML trees resulted from a ????
LBA. The recoding of the FAA-137 supermatrix according to the four Dayhoff’s amino acid ????
families provided similar results but did not allowed clarifying the phylogenetic position of ‘Ca. ????
Carsonella ruddii PV’ (not shown). To further investigate the relationships among ????
enterobacteriales obligate endosymbionts of insects, we removed ‘Ca. Carsonella ruddii PV’ ????
from the FAA-137 supermatrix. The Bayesian trees inferred with the CAT+?4 and ????
CAT+REC4+??4 were well resolved and overall consistent (Fig. 5a and 5b, respectively). ????
Interestingly, while 'Ca. Hamiltonella defensa 5AT’ emerged with other enterobacteriales ????
obligate endosymbionts of insects in the former (PP = 1, Fig. 5a), it grouped robustly with ????
Yersinia when the amino acids were recoded (PP = 1, Fig. 5b), in agreement with the study ????
of Husnik and colleagues (Husnik et al., 2011). This indicated that the grouping of the 'Ca. ????
Hamiltonella defensa 5AT’ with other enterobacteriales obligate endosymbionts of insects in ????
the F137-AA, F137-NT ML trees and in the F137-AA Bayesian phylogeny inferred without ????
amino acid recoding was likely artefactual. Regarding the other endosymbionts, we could not ????
separate Baumannia, Blochmannia, and Wigglesworthia from Buchnera (Fig. 5b). This could ????
mean that their separation was artefactual in the study of Husnik, or more likely that our ????
taxonomic sampling was not sufficient to address this question. Indeed, contrarily to the ????
analysis of Husnik et al. our analysis did not aim at dissecting in-depth the relationships ????
among obligate endosymbiontic and free living enterobacteriales, which explained our limited ????
taxonomic sampling for this order. However, even with a very restricted taxonomic sampling ????
(10 enterobacteriales species), we showed that the phylogenetic signal carried by r-proteins ????
was sufficient to overcome (at least partially) the LBA resulting from the very fast evolutionary ????






3.5 THE EVOLUTIONARY HISTORY WITHIN PROTEOBACTERIAL CLASSES ????
The ML tree of Proteobacteria inferred with FAA-137 and the Bayesian trees of each ????
proteobacterial classes (inferred without and with amino acid recoding) were overall ????
consistent (Figs. 3, 5, 6 and 7), excepted for the position of the fast evolving obligate ????
symbionts (see above). The monophyly of nearly all orders was recovered except within ????
Gammaproteobacteria (see below). More precisely, the relationships within ????
Epsilonproteobacteria were strongly supported, albeit they were not all in agreement with the ????
current taxonomy. Indeed, Arcobacter butzleri (Campylobacteraceae) and Sulfurimonas ????
denitrificans (Helicobacteraceae) grouped robustly with the unclassified ????
epsilonproteobacterium Sulfurovorum sp. (BV=87%, PP = 1.0 and 0.96, Figs. 3 and 6a-b, ????
respectively), and not with other Campylobacteraceae or Helicobacteraceae. This was in ????
agreement with the report of genomic similarities shared between Arcobacter butzleri and ????
Sulfurimonas denitrificans (Miller et al., 2007), and suggested that Sulfurovorum sp., A. ????
butzleri, and S. denitrificans represent a new family within Epsilonproteobacteria, distinct ????
from Campylobacteraceae, Helicobacteraceae, and Nautiliaceae. The main differences ????
among the three trees concerned the position of this group, which formed the sister-lineage ????
of other Campylobacteraceae and Helicobacteraceae in the Bayesian tree inferred without ????
amino acid recoding (PP = 1.0, Fig. 6a) or was more related to Campylobacteraceae when ????
amino acids were recoded (PP = 0.98, Fig. 6b), whereas it position was unresolved in the ????
FAA-137 ML tree (BV < 85%, Fig. 3). ????
Similarly to Epsilonproteobacteria, a robust phylogeny of Deltaproteobacteria ????
emerged from the ML and Bayesian analyses (Figs. 3 and 6c-d). More precisely, the ????
monophyly of Myxococcales was supported (BV = 96%, PP = 1.0 and PP = 0.62) as well as ????
their grouping with Bdellovibrionales (BV = 83%, PP =1.0 in both Bayesian trees). ????
Furthermore, the monophyly of Geobacteraceae, Desulfobacteraceae, Desulfuromonadales, ????




trees). The monophyly of Desulfovibrionaceae was significantly supported in the ML tree (BV ????
= 97%, Fig. 3) and in the Bayesian phylogeny inferred without amino acid recoding (PP = 1.0, ????
Fig. 6c), whereas Desulfovibrio salexigens grouped with Desulfomicrobium and ????
Desulfohalobiumwhen amino acid were recoded, albeit with a non-significant support (PP = ????
0.90, Fig. 6d), which could reflect an insufficient phylogenetic signal. A lack of phylogenetic ????
signal could also explain the weak support for Desulfobacteriales, whereas the non-????
monophyly of Syntrophobacterales represented here by Syntrophus aciditrophicus SB ????
(Syntrophaceae) and Syntrophobacter fumaroxidans MPOB (Syntrophobacteraceae) was not ????
recovered in the ML tree and in the recoded Bayesian tree, albeit with a non-significant ????
support (Figs. 3 and 6d), and strongly rejected in the Bayesian tree inferred without recoding ????
(PP = 1.0, Fig. 6c). ????
In the case of Alphaproteobacteria, the phylogenetic analysis of r-proteins confirmed ????
the close relationship between Magnetococcus marinus MC-I and the strain Magneto-ovoid ????
MO-I strain (BV = 100%, Fig. 3, PP = 1.0 and 0.99, Fig. 7) (Lefevre et al., 2009), as well as ????
the early branching of Magnetococcales with respect to other alphaproteobacterial orders ????
(BV = 93%, Fig. 3) (Spring et al., 1998), strengthening the recent proposal that they ????
represent a proteobacterial lineage of high taxonomic rank (Bazylinski et al., 2013). More ????
generally, the monophyly of most alphaproteobacterial orders was recovered (Figs. 3 and 7). ????
One exception concerned Rhodobacterales due to the robust grouping of Caulobacterales ????
with or within Hyphomonadaceae (BV = 100%, PP = 1.0 and 0.99, Figs. 3, 7a and 7b, ????
respectively). Such a clustering has been observed previously in protein and in SSU rRNA ????
trees (Badger et al., 2005; Lee et al., 2005; Thrash et al., 2011; Williams et al., 2007) and is ????
supported by genomic and biological features. This suggested that the boundaries of ????
Caulobacterales and Rhodobacterales should be revised. An interesting point concerned the ????
phylogenetic position of the SAR11 lineage with respect to Rickettsiales. SAR11 represented ????
here by ‘Ca. Pelagibacter ubique’ (Giovannoni et al., 2005) is a major component of ocean ????
surface waters (Morris et al., 2002; Rappe et al., 2002; Steindler et al., 2011). The ????




group is related to Rickettsiales (Rappe et al., 2002; Thrash et al., 2011) and thus to ????
mitochondria, whereas others supported a relationship with free-living marine and soil ????
alphaproteobacteria and explained the phylogenetic proximity observed between SAR11 and ????
Rickettsiales as the result of compositional biases (Brindefalk et al., 2011; Rodriguez-????
Ezpeleta and Embley, 2012; Viklund et al., 2011). In the FAA-137 ML tree, Rickettsiales and ????
SAR11 grouped together (BV = 88%) and represented the second diverging order within ????
Alphaproteobacteria (Fig. 3). Interestingly, the grouping of Rickettsiales and SAR11 was ????
strongly rejected in the Bayesian trees inferred with the CAT+?4 or with the CAT+REC4+?4 ????
model, the latter being displaced to the apical part of the trees (PP = 1.0 and PP = 0.96, Fig. ????
7a and 7b, respectively). This indicated that the grouping of SAR11 with Rickettsiales in ML ????
trees resulted from a LBA due to the fast evolutionary rates of these two lineages. However, ????
based on these analyses, we could not precise the position of SAR11 with respect to ????
Sphingomonadales, Rhodobacterales, Caulobacterales and Rhizobiales. To tackle this issue, ????
a broader taxonomic sampling of this lineage and of Alphaproteobacteria in general would be ????
required. However, even with a restricted taxonomic sampling, the phylogenetic signal ????
carried by r-proteins allowed strengthening the hypothesis that SAR11 and Rickettsiales have ????
different origins. ????
Concerning Betaproteobacteria, the ML phylogeny inferred with FAA-137 and the two ????
Bayesian trees restricted to Betaproteobacteria revealed very few discrepancies (Fig. 3 and ????
6e-f). In particular, the monophyly of all orders and families was strongly recovered. We ????
confirmed the emergence of ‘Ca. Accumulibacter phosphatis’ within ????
Rhodocyclaceae/Rhodocyclales, in agreement with previous studies (Hesselmann et al., ????
1999), and suggested that it represented a bona fide representative of this taxon. The main ????
difference between the three trees concerned the position of Thiobacillus denitrificans ????
(Hydrogenophilaceae/Hydrogenophilales), which grouped with Nitrosomonadales in both ????
FAA-137 ML and non-recoded Bayesian trees (BV = 69% and PP = 0.98, Figs. 3 and 6e), ????
whereas it represented an isolated lineage when amino acids were recoded (Fig. 6f). Finally, ????




ML and recoded Bayesian tree (BV = 89% and PP = 1.0, Fig. 3 and 6f), Neisseriales ????
occupied this position in the Bayesian tree inferred without amino acid recoding (Fig. 6e). ????
In contrast to Betaproteobacteria, the phylogeny of Gammaproteobacteria showed ????
strong discrepancies with the current taxonomy. First of all, in the FAA-137 tree, ????
Acidithiobacillales (represented here by Acidithiobacillus ferrooxidans str. ATCC 23270) ????
robustly branched-off at the base of the group composed of Beta- and other ????
Gammaproteobacteria (BV = 91%). This position was in agreement with the recent analysis ????
of 356 protein families from 108 gammaproteobacterial proteomes (Williams et al., 2010). ????
Our analysis strengthened this observation and indicated that Acidithiobacillales are neither ????
Beta- nor Gammaproteobacteria, but form a distinct lineage. This means that the taxonomic ????
affiliation of Acidithiobacillus (and thus of Acidithiobacillales) to Gammaproteobacteria based ????
on the phylogenetic analysis of a few SSU rRNA sequences using distance methods (Kelly ????
and Wood, 2000) must be reconsidered, either through the creation of a new class or ????
revision of the boundaries between Beta- and Gammaproteobacteria. Strong discrepancies ????
with the current taxonomy were also observed for three major orders: the Alteromonadales, ????
the Pseudomonadales and the Oceanospirillales. These lineages branched-off in the central ????
part of the gammaproteobacterial tree, i.e., after the divergence of Chromatiales, ????
Methylococcales, Cardiobacterales, Xanthomonadales, Legionellales, and Thiotrichales, but ????
before the diversification of Vibrionales, Pasteurellales, Aeromonadales and ????
Enterobacteriales. A careful examination of the FAA-137 ML and Bayesian trees revealed ????
that the Oceanospirillales families (i.e., Alcanivoracaceae, Hahellaceae, Oceanospirillaceae, ????
and Halomonadaceae) formed four unrelated lineages, with the Alcanivoracaceae family ????
being split into two (Figs. 3 and 5). A similar situation was observed for Alteromonadales that ????
formed four distinct lineages and for Pseudomonadales which were split in three unrelated ????
families. These observations were significantly supported by high BV and PP and are in ????
agreement with the recent study of Williams et al. (2010). This situation requires urgently in-????
depth investigations aiming at revisiting the taxonomy of these families and orders. In ????




agreement with the current taxonomy. The monophyly of Enterobacteriales (including the ????
unclassified ‘Ca. Baumannia cicadellinicola’), of Pasteurellales and of Vibrionales was ????
recovered, as well as the sister relationship between Enterobacteriales and Pasteurellales ????
(all BV > 90%, Fig. 3, and all PP = 1.0, Fig. 5). In contrast, the basal part of the phylogeny of ????
Gammaproteobacteria was moderately resolved. While the monophyly of Xanthomonadales, ????
and Legionellales was recovered and well supported in all trees, the monophyly of ????
Thiotrichales, and Chromatiales was weakly supported in the FAA-137 ML tree (Fig. 3), and ????
not recovered in Bayesian trees (Fig. 5). However, in these trees, the unclassified sulphur ????
oxidizing symbionts robustly clustered within Thiomicrospira (Thiotrichales) (Figs.3 and 5), ????
suggesting that they belong to the same lineage. Finally, the relationships among the basal ????
branching orders were not resolved, leaving open the question of the early steps of the ????
diversification of Gammaproteobacteria. ????
 ????
4. Conclusions ????
Using Proteobacteria as a case study, we showed that ribosomal proteins represent a ????
promising proxy for prokaryotic taxonomy and systematics: they are highly conserved among ????
prokaryotes, easily identifiable and have been rarely horizontally transferred. Their ????
combination allows assembling relatively large supermatrices, which contain a moderate ????
level of mutation saturation at the protein level but also at the nucleic level, provided that the ????
third codon position is not taken into account. Importantly, the use of accurate evolutionary ????
models allows overcoming most of the tree reconstruction artefacts linked to fast evolving ????
species and/or compositional biases, which are highly problematic in systematic and ????
taxonomy studies. Finally, we showed that the phylogenetic signal contained in r-proteins is a ????
good proxy of the phylogenetic signal contained in larger sets of conserved genes, while ????
allowing applying ML and Bayesian approaches in acceptable computational time. The ????
phylogenies based on r-proteins allowed us to robustly infer the relationships among orders ????
and families within classes, to assign a number of unclassified proteobacterial lineages to ????




taxonomy that deserve consideration. Due to their strong conservation across prokaryotes ????
together with the ever increasing availability of complete genome sequences,?we anticipate ????
that r-proteins will represent the next generation standard for prokaryotic systematics.  ????
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Table 1. Number of HGTs inferred by Prunier in each r-protein family. We only show results ????
inferred for the eleven root positions (out of 271) that minimize the number of HGTs. They ????
correspond to root number 71 to 77, and 91 to 94 according to Supplementary Table S2. ????
These eleven roots are located within Epsilonproteobacteria or in the branch separating ????
Epsilonproteobacteria from other proteobacterial classes. The * designs the three families ????
suspected to yield artefactual scenarios.?????
r-protein Number of 
HGT  
r-protein Number of 
HGT 
r-protein Number of 
HGT 
L10 1 L28* 7 S13 0 
L1 2 L29 0 S14 0 
L11 2 L30 0 S15 0 
L13 1 L3 1 S16 2 
L14 0 L31 0 S17 0 
L15 1 L32 0 S18 1 
L16 1 L33* 5 S19 0 
L17 0 L34 0 S20 1 
L18 0 L35 3 S2 2 
L19 1 L36* 19 S21 4 
L20 0 L4 1 S3 2 
L2 1 L5 0 S4 3 
L21 1 L6 0 S5 0 
L22 0 L7 1 S6 0 
L23 1 L9 2 S7 0 
L24 0 S10 0 S8 1 
L25 1 S11 0 S9 0 
L27 0 S12 0   
Total number of HGTs: 68 (corresponding to 1.28 HGT per r-protein family) ????






Table 2. Results of the AU test for the position of the proteobacterial root. The root is located ????
on the branch connecting the two groups separated by the vertical bar. The nine tested ????
positions tested are ranked according to their likelihood computed by nhPhyML. The ????
topologies used as input are the ML trees based on the FAA-137 with the LG+?4+I model (1) ????
and on the first two codon positions of the FNT-137 supermatrix inferred either with the ????
GTR+?4 (2) or the GG+?5 (3) model. E: Epsilonproteobacteria, D: Deltaproteobacteria, T: ????
Acidithiobacillus, B: Betaproteobacteria, A: Alphaproteobacteria, G: Gammaproteobacteria. ????
 ????
Position of the root Rank ?LnL (1) AU p-value Rank ?LnL (2) AU p-value Rank ?LnL (3) AU p-value 
E|T,B,G,A,D 1 0 0.937 1 0 0.930 1 0 0.961 
D|E,T,B,G,A 2 32.6 0.215 2 32.0 0.182 2 27.6 0.246 
T|E,D,B,G,A 3 36.3 0.188 3 36.2 0.188 3 31.3 0.169 
E,D|T,B,G,A 4 37.2 0.299 4 37.1 0.119 4 32.2 0.087 
T,B,G|E,D,A 5 43.2 0.152 5 39.2 0.204 5 37.5 0.118 
B,G|T,E,D,A 6 49.8 0.036* 7 50.2 0.059 6 44.8 0.018* 
A|B,G,T,E,D 7 56.2 0.092 6 46.0 0.051 7 51.2 0.043* 
B|A,G,T,E,D 8 80.1 0.084 8 51.4 0.044* 8 75.1 0.091 
G|T,Ac,B,E,D 9 83.2 0.086 9 51.9 0.037* 9 78.2 0.041* 





Legend of figures. ????
 ????
Fig. 1. Mutational saturation level of (a) FAA-137 and (b) FNT-137 at the first (black), second ????
(dark grey) and third (light grey) codon positions.  ????
 ????
Fig. 2. Distribution of G+C frequencies at the three codon positions (a-c) and at the genome ????
level (d). Correlation between the G+C content at each codon position and the whole ????
genome G+C content (e-g). ????
 ????
Fig. 3. ML phylogeny of a subset of 137 Proteobacteria based on the FAA-137supermatrix ????
(5,124 amino acids positions). The tree was inferred with the LG + ?4 + I model, as ????
suggested by ProtTest v2.4. The scale bar represents the average number of substitutions ????
per site. Coloured circles correspond to bootstrap values ranges (100 replicates of the ????
original dataset). For clarity, supports lower than 85% are not shown. Epsilonproteobacteria ????
are in dark blue, Deltaproteobacteria in green-blue, Alphaproteobacteria in pink, ????
Zetaproteobacteria in purple, Betaproteobacteria in light green and Gammaproteobacteria in ????
light blue. Orders and families are depicted in black and in light grey, respectively, according ????
to current taxonomy. Coloured rectangles correspond to genomic G+C contents. ????
 ????
Fig. 4. Bayesian phylogenies of Alphaproteobacteria (a) and Gammaproteobacteria (b) ????
inferred using the FAA-137 supermatrix (5,124 amino acids positions) with the CAT+?4 ????
model. The scale bars represent the average number of substitutions per site. The statistical ????
supports correspond to posterior probabilities estimated with PhyloBayes. Orders and ????
families are depicted in black and in light grey, respectively, according to current taxonomy. ????
The trees were rooted according to Fig. 3.  ????
 ????
Fig. 5. Bayesian phylogenies of Gammaproteobacteria inferred using the FAA-137 ????




model (b). The scale bars represent the average number of substitutions per site. The ????
statistical supports correspond to posterior probabilities estimated with PhyloBayes. Orders ????
and families are depicted in black and in light grey, respectively, according to current ????
taxonomy. The trees were rooted according to Fig. 3. ????
 ????
Fig. 6. Bayesian phylogenies of Epsilonproteobacteria (a and b) and Deltaproteobacteria (c ????
and d) and Betaproteobacteria (e and f) inferred using the FAA-137 supermatrix (5,124 ????
amino acids positions) with the CAT+?4 model (a, c and e) and with the CAT+REC4+?4 ????
model (b, d and f). The scale bars represent the average number of substitutions per site. ????
The statistical supports correspond to posterior probabilities estimated with PhyloBayes. ????
Orders and families are depicted in black and in light grey, respectively, according to current ????
taxonomy. The trees were rooted according to Fig. 3. ????
 ????
Fig. 7. Bayesian phylogenies of Alphaproteobacteria inferred using the FAA-137 supermatrix ????
(5,124 amino acids positions) with the CAT+?4 model (a) and the CAT+REC4+?4 model (b). ????
The scale bars represent the average number of substitutions per site. The statistical ????
supports correspond to posterior probabilities estimated with PhyloBayes. Orders and ????
families are depicted in black and in light grey, respectively, according to current taxonomy. ????




Supplementary Table S1. Table showing the accession numbers of r-proteins identified in ????
each of the 474 proteomes under study. Yellow cells correspond to unannotated proteins ????
detected by tBlastN; pink cells correspond to the genomes containing unannotated proteins. ????
 ????
Supplementary Table S2. Table showing the number of HGT inferred with Prunier according ????




families for which Prunier had to reset the parameter forward=2 to 0). The corresponding ????
topologies are shown on the second sheet. ????
 ????
Supplementary Fig. S1. ????
Graphs showing the length (in amino acid positions) of the supermatrices built with the r-????
proteins from the 474 proteomes (a) and a subsampling of 137 proteomes (b) according to ????
the number of missing species allowed in each individual r-protein alignment. ????
 ????
Supplementary Fig. S2. ????
Unrooted ML phylogeny of the FAA-474 supermatrix (474 organisms, 5,228 amino acids) ????
inferred using the homogeneous model LG + ?4. The scale bar represents the average ????
number of substitutions per site. Numbers at nodes correspond to SH-like supports inferred ????
by PhyML. For clarity only values > 0.5 are shown. Epsilonproteobacteria are in dark blue, ????
Deltaproteobacteria in green-blue, Alphaproteobacteria in pink, Zetaproteobacteria in purple, ????
Betaproteobacteria in light green and Gammaproteobacteria in light blue. The 137 species ????
selected for more in-depth analyses are in bold. ????
 ????
Supplementary Fig. S3. ????
Unrooted ML phylogeny of the FNT-137 supermatrix. The tree was inferred with the ????
homogeneous model GTR + ?4, the best fitted evolutionary model according to the propose ????
model tool implemented in TreeFinder. The scale bar represents the average number of ????
substitutions per site. Coloured circles correspond to bootstrap values ranges (100 replicates ????
of the original dataset). For clarity, supports lower than 85% are not shown. ????
Epsilonproteobacteria are in dark blue, Deltaproteobacteria in green-blue, ????
Alphaproteobacteria in pink, Zetaproteobacteria in purple, Betaproteobacteria in light green ????
and Gammaproteobacteria in light blue. Coloured rectangles on the left correspond to ????





Supplementary Fig. S4.  ????
Unrooted ML phylogeny based on the two first codon positions of the FNT-137 supermatrix. ????
The tree was inferred with the non-homogeneous model GTR + ?4. The scale bar represents ????
the average number of substitutions per site. Coloured circles correspond to bootstrap value ????
ranges (100 replicates of the original dataset). For clarity, supports lower than 85% are not ????
shown. Epsilonproteobacteria are in dark blue, Deltaproteobacteria in green-blue, ????
Alphaproteobacteria in pink, Zetaproteobacteria in purple, Betaproteobacteria in light green, ????
and Gammaproteobacteria in light blue. Orders and families are depicted in black and in light ????
grey, respectively, according to current taxonomy. Coloured rectangles correspond to ????
genomic G+C contents. ????
 ????
Supplementary Fig. S5.  ????
Rooted ML phylogeny of the FNT-137 supermatrix. The tree was inferred with the non-????
homogeneous model GG + ?5. The scale bar represents the average number of substitutions ????
per site. Coloured circles correspond to bootstrap values ranges (100 replicates of the ????
original dataset). For clarity, supports lower than 85% are not shown. Epsilonproteobacteria ????
are in dark blue, Deltaproteobacteria in green-blue, Alphaproteobacteria in pink, ????
Zetaproteobacteria in purple, Betaproteobacteria in light green and Gammaproteobacteria in ????
light blue. Orders and families are depicted in black and in light grey, respectively, according ????
to current taxonomy. Coloured rectangles correspond to genomic G+C contents. ????
 ????
Supplementary Fig. S6.  ????
Rooted ML phylogeny based on the two first codon positions of the FNT-137 supermatrix. ????
The tree was inferred with the non-homogeneous model GG + ?5. The scale bar represents ????
the average number of substitutions per site. Coloured circles correspond to bootstrap values ????
ranges (100 replicates of the original dataset). For clarity, supports lower than 85% are not ????




Alphaproteobacteria in pink, Zetaproteobacteria in purple, Betaproteobacteria in light green ????
and Gammaproteobacteria in light blue. Orders and families are depicted in black and in light ????
grey, respectively, according to current taxonomy. Coloured rectangles correspond to ????
genomic G+C contents. ????
 ????
Supplementary Fig. S7.  ????
Graphs showing the number of HGT inferred with Prunier according to the 271 possible ????
rootings of the FAA-137 phylogeny when all the r-proteins are taken into account (a) and ????
when the three datasets for which Prunier failed to find a realist scenario of HGT are ????
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Desulfohalobium retbaense DSM 5692                                   Desulfohalobiaceae 
Desulfomicrobium baculatum DSM 4028                                Desulfomicrobiaceae 
Desulfovibrio salexigens DSM 2638 
Desulfovibrio magneticus RS-1 
Desulfovibrio vulgaris str. Miyazaki F 
Lawsonia intracellularis PHE MN1-00 
Bdellovibrio bacteriovorus HD100                          Bdellovibrionaceae 
Sorangium cellulosum So ce 56                                        Sorangiineae 
Anaeromyxobacter dehalogenans 2CP-1 
Myxococcus xanthus DK 1622 
Syntrophus aciditrophicus SB                                                      Syntrophaceae 
Pelobacter carbinolicus DSM 2380                                                Pelobacteraceae 
Geobacter uraniireducens Rf4 
Geobacter lovleyi SZ 
Desulfotalea psychrophila LSv54                                           Desulfobulbaceae 
Syntrophobacter fumaroxidans MPOB                                          Syntrophobacteraceae 
Desulfatibacillum alkenivorans AK-01 
Desulfobacterium autotrophicum HRM2 
Desulfococcus oleovorans Hxd3 
Mariprofundus ferrooxydans PV-1  
Magnetococcus marinus. MC-1  
Magneto-ovoid bacteria strain MO-1 
'Ca. Pelagibacter ubique HTCC1062’          SAR11 cluster 
Orientia tsutsugamushi str. Ikeda  
Rickettsia prowazekii str. Madrid E  
Rickettsia bellii OSU 85-389  
'Ca. Hodgkinia cicadicola Dsem’ 
Neorickettsia sennetsu str. Miyayama  
Neorickettsia risticii str. Illinois  
Wolbachia endosymbiont strain TRS of Brugia malayi  
Ehrlichia ruminantium str. Welgevonden  
Anaplasma phagocytophilum HZ  
Acidiphilium cryptum JF-5 
Gluconobacter oxydans 621H 
Rhodospirillum centenum SW                                                 Rhodospirillaceae 
Magnetospirillum gryphiswaldense MSR-1  
Magnetospirillum magneticum AMB-1                                   Rhodospirillaceae 
Magnetospira sp. QH-2 
Rhodospirillum rubrum ATCC 11170                                 Rhodospirillaceae 
Sphingomonas wittichii RW1 
Novosphingobium aromaticivorans DSM 12444 
Sphingopyxis alaskensis RB2256 
Rhodobacter sphaeroides ATCC 17025 
Dinoroseobacter shibae DFL 12 
Maricaulis maris MCS10                                                   Hyphomonadaceae 
Caulobacter crescentus NA1000 
Phenylobacterium zucineum HLK1 
Hirschia baltica ATCC 49814 
Hyphomonas neptunium ATCC 15444 
Parvibaculum lavamentivorans DS-1                                    Phyllobacteriaceae 
Beijerinckia indica subsp. indica ATCC 9039                 Beijerinckiaceae 
Methylobacterium extorquens PA1                                 Methylobacteriaceae 
Rhodopseudomonas palustris HaA2                           Bradyrhizobiaceae 
Azorhizobium caulinodans ORS 571                                 Xanthobacteraceae 
Sinorhizobium medicae WSM419 
'Ca. Liberibacter asiaticus str. Psy62’ 
Mesorhizobium loti MAFF303099                                     Phyllobacteriaceae 
Bartonella grahamii as4aup                                          Bartonellaceae 
Brucella suis 1330                                                              Brucellaceae 
Acidithiobacillus ferrooxidans ATCC 23270                                Acidithiobacillaceae 
Methylotenera mobilis JLW8 
Methylobacillus flagellatus KT 
Laribacter hongkongensis HLHK9  
Neisseria meningitidis Z2491  
Chromobacterium violaceum ATCC 12472  
Thiobacillus denitrificans ATCC 25259                                Hydrogenophilaceae 
Nitrosomonas eutropha C91 
Nitrosospira multiformis ATCC 25196 
Aromatoleum aromaticum EbN1                                          Rhodocyclaceae 
'Ca. Accumulibacter phosphatis clade IIA str. UW-1’ 
Dechloromonas aromatica RCB                                          Rhodocyclaceae 
Bordetella petrii DSM 12804                                          Alcaligenaceae 
Leptothrix cholodnii SP-6                                           unclassified 
Rhodoferax ferrireducens T118                               Comamonadaceae 
Herminiimonas arsenicoxydans                                      Oxalobacteraceae 
Burkholderia phymatum STM815 
Polynucleobacter necessarius subsp. asymbioticus QLW-P1DMWA-1 
Ralstonia eutropha JMP134 
Halorhodospira halophila SL1                                                      Ectothiorhodospiraceae 
Nitrosococcus oceani ATCC 19707                                                Chromatiaceae 
Methylococcus capsulatus str. Bath                                               Methylococcaceae 
Dichelobacter nodosus VCS1703A                                      Cardiobacteriaceae 
Xanthomonas campestris pv. campestris str. B100 
Xylella fastidiosa M12 
Coxiella burnetii CbuG Q212                                                 Coxiellaceae 
Legionella pneumophila str. Corby                                         Legionellaceae 
Francisella tularensis subsp. mediasiatica FSC147            Francisellaceae 
Thiomicrospira crunogena XCL-2                                            Piscirickettsiaceae 
'Ca. Vesicomyosocius okutanii HA ‘ 
'Ca. Ruthia magnifica str. Cm Calyptogena magnifica’ 
Alcanivorax borkumensis SK2                                                     Alcanivoracaceae 
Acinetobacter baumannii SDF 
Psychrobacter arcticus 273-4 
Hahella chejuensis KCTC 2396                                                  Hahellaceae 
Marinobacter aquaeolei VT8                                                        Alteromonadaceae 
Marinomonas sp. MWYL1                                                         Oceanospirillaceae 
Chromohalobacter salexigens DSM 3043                                 Halomonadaceae 
Pseudomonas aeruginosa PA7 
Azotobacter vinelandii DJ 
Pseudomonas mendocina ymp 
Cellvibrio japonicus Ueda107 
Teredinibacter turnerae T7901                                                 genera incertae sedis 
Saccharophagus degradans 2-40                                           Alteromonadaceae 
Kangiella koreensis DSM 16069                                                   Alcanivoracaceae 
Pseudoalteromonas haloplanktis TAC125                               Pseudoalteromonadaceae 
Idiomarina loihiensis L2TR                                                        Idiomarinaceae 
Psychromonas ingrahamii 37                                               Psychromonadaceae 
Shewanella denitrificans OS217                                             Shewanellaceae 
Tolumonas auensis DSM 9187                                                 Aeromonadaceae 
Photobacterium profundum SS9 
Vibrio cholerae O395 
Pasteurella multocida subsp. multocida str. Pm7 
Haemophilus influenzae PittEE 
Yersinia pestis Nepal516  
Salmonella enterica subsp. enterica serovar Typhi str. Ty2  
Pectobacterium carotovorum subsp. carotovorum PC1 
'Ca. Hamiltonella defensa 5AT Acyrthosiphon pisum’ 
Baumannia cicadellinicola str. Hc Homalodisca coagulata 
'Ca. Blochmannia pennsylvanicus str. BPEN’ 
Buchnera aphidicola str. APS Acyrthosiphon pisum 
Buchnera aphidicola str. Bp Baizongia pistaciae 
Buchnera aphidicola str. Cc Cinara cedri 
'Ca. Carsonella  ruddii PV ‘ 










































































Nautilia profundicola AmH                                                   Nautiliaceae 
Nitratiruptor sp. SB155-2  
Sulfurovum sp. NBC37-1  
Sulfurimonas denitrificans DSM 1251                   Helicobacteraceae 
Arcobacter butzleri RM4018                                  Campylobacteraceae 
Wolinella succinogenes DSM 1740 
Helicobacter pylori J99 
Helicobacter hepaticus ATCC 51449 
Campylobacter jejuni subsp. jejuni 81116 
Campylobacter lari RM2100 
Campylobacter concisus 13826 
Campylobacter hominis ATCC BAA-381 

























Acidithiobacillus ferrooxidans ATCC 23270 Acidithiobacillaceae 
Halorhodospira halophila SL1 Ectothiorhodospiraceae 
Nitrosococcus oceani ATCC 19707 Chromatiaceae 
Methylococcus capsulatus str. Bath Methylococcaceae 
Xanthomonas campestris pv. campestris str. B100 
Xylella fastidiosa M12 
Dichelobacter nodosus VCS1703A Cardiobacteriaceae 
'Ca. Carsonella ruddii PV’ 
Thiomicrospira crunogena XCL-2 Piscirickettsiaceae 
'Ca. Ruthia magnifica str. Cm' 
'Ca. Vesicomyosocius okutanii HA’ 
Coxiella burnetii CbuG Q212 Coxiellaceae 
Legionella pneumophila str. Corby Legionellaceae 
Francisella tularensis subsp. mediasiatica FSC147 Piscirickettsiaceae 
Alcanivorax borkumensis SK2 Alcanivoracaceae 
Acinetobacter baumannii SDF 
Psychrobacter arcticus 273-4 
Marinobacter aquaeolei VT8 Alteromonadaceae 
Hahella chejuensis KCTC 2396 Hahellaceae 
Marinomonas sp. MWYL1 
Chromohalobacter salexigens DSM 3043 
Pseudomonas aeruginosa PA7 
Pseudomonas mendocina ymp 
Azotobacter vinelandii DJ 
Cellvibrio japonicus Ueda107 Pseudomonadaceae 
Teredinibacter turnerae T7901 genera incertae sedis 
Saccharophagus degradans 2-40 Alteromonadaceae 
Kangiella koreensis DSM 16069 Alcanivoracaceae 
Pseudoalteromonas haloplanktis TAC125 Pseudoalteromonadaceae 
Idiomarina loihiensis L2TR Idiomarinaceae 
Psychromonas ingrahamii 37 Psychromonadaceae 
Shewanella denitrificans OS217 Shewanellaceae 
Tolumonas auensis DSM 9187 Aeromonadaceae 
Vibrio cholerae O395 
Photobacterium profundum SS9 
Haemophilus influenzae PittEE 
Pasteurella multocida subsp. multocida str. Pm70 
Salmonella enterica subsp. enterica serovar Typhi str. Ty2 
Pectobacterium carotovorum subsp. carotovorum PC1 
Yersinia pestis Nepal516 
'Ca. Hamiltonella defensa 5AT’ 
Baumannia cicadellinicola str. Hc 
'Ca. Blochmannia pennsylvanicus str. BPEN’ 
Buchnera aphidicola str. APS 
Buchnera aphidicola str. Bp 











































































Magneto-ovoid bacteria strain MO-1 
Magnetococcus marinus MC-1 
Orientia tsutsugamushi str. Ikeda 
Rickettsia bellii OSU 85-389 
Rickettsia prowazekii str. Madrid E 
Neorickettsia risticii str. Illinois 
Neorickettsia sennetsu str. Miyayama 
Wolbachia endosymbiont strain TRS of Brugia malayi 
Ehrlichia ruminantium str. Welgevonden 
Anaplasma phagocytophilum str. HZ 
Acidiphilium cryptum JF-5 
Gluconobacter oxydans 621H 
Rhodospirillum centenum SW Rhodospirillaceae 
Magnetospirillum gryphiswaldense MSR-1 Rhodospirillaceae 
Magnetospirillum magneticum AMB-1 Rhodospirillaceae 
Magnetospira sp. QH-2 Rhodospirillaceae 
Rhodospirillum rubrum ATCC 11170 Rhodospirillaceae 
'Ca. Hodgkinia cicadicola Dsem 
'Ca. Pelagibacter ubique HTCC1062 SAR11 cluster 
Sphingomonas wittichii RW1 
Sphingopyxis alaskensis RB2256 
Novosphingobium aromaticivorans DSM 12444 
Dinoroseobacter shibae DFL 12 
Rhodobacter sphaeroides ATCC 17025 
Caulobacter crescentus NA1000 
Phenylobacterium zucineum HLK1 
Maricaulis maris MCS10 
Hirschia baltica ATCC 49814 
Hyphomonas neptunium ATCC 15444 
Parvibaculum lavamentivorans DS-1 Phyllobacteriaceae 
Methylobacterium extorquens PA1 Methylobacteriaceae 
Beijerinckia indica subsp. indica ATCC 9039 Beijerinckiaceae 
Azorhizobium caulinodans ORS 571 Xanthobacteraceae 
Rhodopseudomonas palustris HaA2 Bradyrhizobiaceae 
'Ca. Liberibacter asiaticus str. psy62 
Sinorhizobium medicae WSM419 
Mesorhizobium loti MAFF303099 Phyllobacteriaceae 
Bartonella grahamii as4aup Bartonellaceae 





















































Acidithiobacillus ferrooxidans ATCC 23270 Acidithiobacillaceae 
Nitrosococcus oceani ATCC 19707 Chromatiaceae 
Methylococcus capsulatus str. Bath Methylococcaceae 
Halorhodospira halophila SL1 Ectothiorhodospiraceae 
Dichelobacter nodosus VCS1703A Cardiobacteriaceae 
Xanthomonas campestris pv. campestris str. B100 
Xylella fastidiosa M12 
Coxiella burnetii CbuG Q212 Coxiellaceae 
Legionella pneumophila str. Corby Legionellaceae 
Thiomicrospira crunogena XCL-2 Piscirickettsiaceae 
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'Ca. Vesicomyosocius okutanii HA’ 
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Chromohalobacter salexigens DSM 3043 Halomonadaceae 
Marinobacter aquaeolei VT8 Alteromonadaceae 
Hahella chejuensis KCTC 2396 Hahellaceae 
Pseudomonas aeruginosa PA7 
Pseudomonas mendocina ymp 
Azotobacter vinelandii DJ 
Cellvibrio japonicus Ueda107 Pseudomonadaceae 
Teredinibacter turnerae T7901 genera incertae sedis 
Saccharophagus degradans 2-40 Alteromonadaceae 
Kangiella koreensis DSM 16069 Alcanivoracaceae 
Pseudoalteromonas haloplanktis TAC125 Pseudoalteromonadaceae 
Idiomarina loihiensis L2TR Idiomarinaceae 
Psychromonas ingrahamii 37 Psychromonadaceae 
Shewanella denitrificans OS217 Shewanellaceae 
Tolumonas auensis DSM 9187 Aeromonadaceae 
Vibrio cholerae O395 
Photobacterium profundum SS9 
Haemophilus influenzae PittEE 
Pasteurella multocida subsp. multocida str. Pm70 
Pectobacterium carotovorum subsp. carotovorum PC1 
'Ca. Hamiltonella defensa 5AT’ 
Yersinia pestis Nepal516 
Salmonella enterica subsp. enterica serovar Typhi str. Ty2 
Baumannia cicadellinicola str. Hc 
'Ca. Blochmannia pennsylvanicus str. BPEN’ 
Buchnera aphidicola str. APS 
Buchnera aphidicola str. Bp 











































































Acidithiobacillus ferrooxidans ATCC 23270 Acidithiobacillaceae 
Halorhodospira halophila SL1 Ectothiorhodospiraceae 
Nitrosococcus oceani ATCC 19707 Chromatiaceae 
Dichelobacter nodosus VCS1703A Cardiobacteriaceae 
Methylococcus capsulatus str. Bath Methylococcaceae 
Xanthomonas campestris pv. campestris str. B100 
Xylella fastidiosa M12 
Thiomicrospira crunogena XCL-2 Piscirickettsiaceae 
'Ca. Ruthia magnifica str. Cm Calyptogena magnifica’ 
'Ca. Vesicomyosocius okutanii HA’ 
Coxiella burnetii CbuG Q212 Coxiellaceae 
Legionella pneumophila str. Corby Legionellaceae 
Francisella tularensis subsp. mediasiatica FSC147 Piscirickettsiaceae 
Alcanivorax borkumensis SK2 Alcanivoracaceae 
Acinetobacter baumannii SDF 
Psychrobacter arcticus 273-4 
Marinobacter aquaeolei VT8 Alteromonadaceae 
Hahella chejuensis KCTC 2396 Hahellaceae 
Marinomonas sp. MWYL1 Oceanospirillaceae 
Chromohalobacter salexigens DSM 3043 Halomonadaceae 
Pseudomonas aeruginosa PA7 
Pseudomonas mendocina ymp 
Azotobacter vinelandii DJ 
Cellvibrio japonicus Ueda107 Pseudomonadaceae 
Teredinibacter turnerae T7901 genera incertae sedis 
Saccharophagus degradans 2-40 Alteromonadaceae 
Kangiella koreensis DSM 16069 Alcanivoracaceae 
Pseudoalteromonas haloplanktis TAC125 Pseudoalteromonadaceae 
Idiomarina loihiensis L2TR Idiomarinaceae 
Psychromonas ingrahamii 37 Psychromonadaceae 
Shewanella denitrificans OS217 Shewanellaceae 
Tolumonas auensis DSM 9187 Aeromonadaceae 
Vibrio cholerae O395 
Photobacterium profundum SS9 
Haemophilus influenzae PittEE 
Pasteurella multocida subsp. multocida str. Pm70 
Salmonella enterica subsp. enterica serovar Typhi str. Ty2 
Pectobacterium carotovorum subsp. carotovorum PC1 
Yersinia pestis Nepal516 
'Ca. Hamiltonella defensa 5AT’ 
Baumannia cicadellinicola str. Hc Homalodisca coagulata 
'Ca. Blochmannia pennsylvanicus str. BPEN’ 
Buchnera aphidicola str. APS 
Buchnera aphidicola str. Bp 











































































Methylotenera mobilis JLW8 
Methylobacillus flagellatus KT 
Thiobacillus denitrificans ATCC 25259 Hydrogenophilaceae 
Nitrosomonas eutropha C91 
Nitrosospira multiformis ATCC 25196 
Laribacter hongkongensis HLHK9 
Chromobacterium violaceum ATCC 12472 
Neisseria meningitidis Z2491 
Aromatoleum aromaticum EbN1 Rhodocyclaceae 
‘Ca. Accumulibacter phosphatis clade IIA str. UW-1’ 
Dechloromonas aromatica RCB Rhodocyclaceae 
Bordetella petrii DSM 12804 Alcaligenaceae 
Leptothrix cholodnii SP-6 unclassified 
Rhodoferax ferrireducens T118 Comamonadaceae 
Herminiimonas arsenicoxydans Oxalobacteraceae 
Burkholderia phymatum STM815 
Polynucleobacter necessarius QLW-P1DMWA-1 
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Nautilia profundicola AmH Nautiliaceae 
Nitratiruptor sp. SB155-2 
Sulfurovum sp. NBC37-1 
Arcobacter butzleri RM4018 Campylobacteraceae 
Sulfurimonas denitrificans DSM 1251 Helicobacteraceae 
Wolinella succinogenes DSM 1740 
Helicobacter pylori J99 
Helicobacter hepaticus ATCC 51449 
Campylobacter jejuni subsp. jejuni 81116 
Campylobacter lari RM2100 
Campylobacter concisus 13826 
Campylobacter hominis ATCC BAA-381 











Nautilia profundicola AmH Nautiliaceae 
Nitratiruptor sp. SB155-2 
Wolinella succinogenes DSM 1740 
Helicobacter pylori J99 
Helicobacter hepaticus ATCC 51449 
Sulfurovum sp. NBC37-1 
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Desulfomicrobium baculatum DSM 4028 Desulfomicrobiaceae 
Desulfohalobium retbaense DSM 5692 Desulfohalobiaceae 
Desulfovibrio salexigens DSM 2638 
Desulfovibrio magneticus RS-1  
Desulfovibrio vulgaris str. Miyazaki F 
Lawsonia intracellularis PHE MN1-00 
Desulfotalea psychrophila LSv54 Desulfobulbaceae 
Desulfatibacillum alkenivorans AK-01 
Desulfococcus oleovorans Hxd3 
Desulfobacterium autotrophicum HRM2 
Syntrophobacter fumaroxidans MPOB Syntrophobacteraceae 
Syntrophus aciditrophicus SB Syntrophaceae 
Pelobacter carbinolicus DSM 2380 Pelobacteraceae 
Geobacter lovleyi SZ 
Geobacter uraniireducens Rf4 
Bdellovibrio bacteriovorus HD100 Bdellovibrionaceae 
Sorangium cellulosum So ce56 Sorangiineae 
Anaeromyxobacter dehalogenans 2CP-1 






























Desulfovibrio salexigens DSM 2638 Desulfovibrionaceae 
Desulfomicrobium baculatum DSM 4028 Desulfomicrobiaceae 
Desulfohalobium retbaense DSM 5692 Desulfohalobiaceae 
Desulfovibrio magneticus RS-1 
Desulfovibrio vulgaris str. Miyazaki F 
Lawsonia intracellularis PHE MN1-00 
Syntrophobacter fumaroxidans MPOB Syntrophobacteraceae 
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Desulfatibacillum alkenivorans AK-01 
Desulfococcus oleovorans Hxd3 
Desulfobacterium autotrophicum HRM2 
Syntrophus aciditrophicus SB Syntrophaceae 
Pelobacter carbinolicus DSM 2380 Pelobacteraceae 
Geobacter lovleyi SZ 
Geobacter uraniireducens Rf4 
Bdellovibrio bacteriovorus HD100 Bdellovibrionaceae 
Sorangium cellulosum So ce56 Sorangiineae 
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Magnetococcus marinus MC-1 
Magneto-ovoid bacteria strain MO-1 
Magnetospira sp. QH-2 Rhodospirillaceae 
Rhodospirillum centenum SW Rhodospirillaceae 
Acidiphilium cryptum JF-5 
Gluconobacter oxydans 621H 
Rhodospirillum rubrum ATCC 11170 Rhodospirillaceae 
Magnetospirillum gryphiswaldense MSR-1 Rhodospirillaceae 
Magnetospirillum magneticum AMB-1 Rhodospirillaceae 
Orientia tsutsugamushi str. Ikeda 
Rickettsia bellii OSU 85-389 
Rickettsia prowazekii str. Madrid E 
Wolbachia endosymbiont strain TRS of Brugia malayi 
Ehrlichia ruminantium str. Welgevonden 
Anaplasma phagocytophilum str. HZ 
Neorickettsia risticii str. Illinois 
Neorickettsia sennetsu str. Miyayama 
Sphingomonas wittichii RW1 
Sphingopyxis alaskensis RB2256 
Novosphingobium aromaticivorans DSM 12444 
Candidatus Pelagibacter ubique HTCC1062 SAR11 cluster 
Dinoroseobacter shibae DFL 12 
Rhodobacter sphaeroides ATCC 17025 
Caulobacter crescentus NA1000 
Phenylobacterium zucineum HLK1 
Maricaulis maris MCS10 
Hirschia baltica ATCC 49814 
Hyphomonas neptunium ATCC 15444 
Parvibaculum lavamentivorans DS-1 Phyllobacteriaceae 
Methylobacterium extorquens PA1 Methylobacteriaceae 
Beijerinckia indica subsp. indica ATCC 9039 Beijerinckiaceae 
Azorhizobium caulinodans ORS 571 Xanthobacteraceae 
Rhodopseudomonas palustris HaA2 Bradyrhizobiaceae 
Candidatus Liberibacter asiaticus str. psy62 
Sinorhizobium medicae WSM419 
Mesorhizobium loti MAFF303099 Phyllobacteriaceae 
Bartonella grahamii as4aup Bartonellaceae 
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La résurrection de protéines ancestrales
4.1 Meilleurs modèles, meilleures résurrections.
4.1.1 Introduction
Zuckerkandl et Pauling sont souvent considérés comme des pionniers de la phylogénie et de
l’évolution moléculaire. Ils sont particulièrement connus pour avoir, dès 1962, proposé le concept
d’horloge moléculaire dans un papier mettant en relation le nombre moyen de substitutions
d’acides aminés et les temps de divergence entre espèces (Zuckerkandl and Pauling, 1962). Cette
observation servira de pilier à la théorie neutre de l’évolution moléculaire formulée plus tard par
Kimuara (Kimura, 1968). Par la suite, Pauling and Zuckerkandl (1963) ont publié un autre ar-
ticle dont le titre est très évocateur : ’Chemical Paleogenetics - Molecular “Restoration Studies”
of Extinct Forms of Life’. Dès 1963, Pauling and Zuckerkandl ont posé les bases d’un champ de
recherche de la biologie évolutive en plein essor actuellement : la résurrection de protéines an-
cestrales. En guise d’introduction à l’article qui suit et qui traite de l’importance de l’utilisation
des modèles hétérogènes et de l’utilisation d’un arbre réconcilié entre l’arbre des séquences et
l’arbre des espèces pour réaliser les inférences de séquences ancestrales, je cite ici un passage de
l’article de Pauling and Zuckerkandl (1963), montrant à quel point ces deux chercheurs furent
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de grands visionnaires :
Fossil remains no doubt express the activity of only a fraction of the genes of a given or-
ganism (although perhaps a signiﬁcant fraction) and this fraction cannot be analyzed into its
components. Paleobiochemistry, through molecular restoration studies on the basis of existing
related polypeptide chains, provides the means of investigating the structure of such components
for any part of the genome of extinct organisms. This holds, however, only in relation to struc-
tural genes, as long as the object of such studies is conﬁned to the polypeptide products rather
than extended to the genic material itself. Yet, one the structures of ancestral polypeptide chains
are known, it will in the future be possible to synthesize these presumed components of extinct
organisms. Thus one will be able to study the physico-chemical properties of these molecules
and to make inferences about their functions.
L’article qui suit n’est pas encore soumis.
4.1.2 Manuscrit
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Biologically motivated models strongly improve the functionality
of resurrected proteins
Mathieu Groussin1, Joanne K Hobbs2, Gergely J Szo¨llo˝si1,3,
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The resurrection of ancestral proteins holds great potential for both fundamental and applied ﬁelds
of biology, such as biochemistry, ecology or molecular evolution. By tracing substitutions along a gene
phylogeny, ancestral proteins can be reconstructed in silico and subsequently synthesized in vitro. This
elegant strategy directly reveals the complex mechanisms responsible for the evolution of protein func-
tions and structures. The overwhelming majority of studies employing ancestral sequence reconstruction
(ASR) to date have, however, used simplistic methods, which may have lead to inacurrate biological
conclusions.
Methodology/Principal Findings
ASR requires an evolutionary model and a phylogenetic tree describing the substitution processes
and the pattern of descent that produced the sequences under study. Despite evidence that the sub-
stitution process is heterogeneous among sites, and that phylogenetic reconstruction is aﬀected by
duplications, horizontal transfers and losses of genes (DTL), neither have been considered in resurrec-
tion studies. Here, we perform simulations to show that heterogeneous substitution models infer more
accurate ancestral sequences, observing a strong correlation between model ﬁt and ASR accuracy. We
also ﬁnd that modeling duplications, horizontal transfers and losses during gene tree reconstruction fur-
ther increases ASR accuracy, underscoring the importance of tree topology in the inference of putative
ancestors. In silico results are validated with in vitro resurrections of the LeuB enzyme for the ancestor
of the Firmicutes, which demonstrate that using heterogeneous models and DTL information results in
biochemically more realistic and kinetically more stable proteins.
Conclusions/Signiﬁcance
As simplistic approaches readily produce functional resurrected protein ancestors, biological conclu-
sions strongly depends on the accuracy of ASR methods. Here, we propose a new protocol for ASR that
accounts for the heterogeneity of the substitution process and gene level events (DTL). This protocol
should be used in future protein resurrection studies to accurately decipher how natural selection has
shaped the proteins of today.
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Introduction
Ancestral sequence resurrection allows to gain insights into the evolutionary processes that have shaped
the structure and function of extant proteins by studying the properties of their now extinct ancestors
(Chang and Donoghue, 2000; Harms and Thornton, 2010). 50 years ago Pauling and Zuckerkandl
(1963) proposed that the resurrection of ancestral sequences inferred in silico could open the possibility
of experimentally studying the ancestors of modern proteins. This is possible because, given a set
of homologous sequences, a corresponding phylogenetic tree, and a model of sequence evolution, one
can infer ancestral sequences for any node of the phylogeny. These putative ancestral sequences can
then be “resurrected” in the laboratory using standard molecular biology techniques, giving access to
extinct proteins and their phenotypes. Since the work of Malcolm et al. (1990) and Stackhouse et al.
(1990), who ﬁrst implemented this idea in practice, numerous studies combining ancestral sequence
reconstruction (ASR) with experimental resurrection have investigated diverse biological questions,
ranging from ancient adaptations to temperature (Gaucher et al., 2003, 2008; Hobbs et al., 2012), to
ancestral ecological adaptations (Chang et al., 2002; Mirceta et al., 2013), to the emergence of protein
function (Benner et al., 2002; Ortlund et al., 2007), to the inﬂuence of gene duplication on functional
divergence (Voordeckers et al., 2012), to the evolution of molecular complexes (Finnigan et al., 2012),
to industrial or biomedical applications (Kodra et al., 2007; Cole and Gaucher, 2011).
With the increase in popularity of the ASR approach, several methodological improvements have
been proposed (Yang et al., 1995; Koshi and Goldstein, 1996; Pupko et al., 2000; Williams et al., 2006;
Pupko et al., 2007). The parsimony approach of (Fitch, 1971) used in early studies (Jermann et al.,
1995) has been supplanted by Maximum Likelihood (ML) (Yang et al., 1995; Pupko et al., 2000),
which has the advantage of providing a measure for uncertainty of the reconstruction and of allowing
the development of more elaborate substitution models that more fully capture the complexity of the
underlying evolutionary process. Using ML, Yang et al. (1995) proposed the marginal reconstruction
algorithm that we considered in this study and which is used in almost all modern ASR studies. This
approach allows us to compute the likelihood of each possible ancestral state for each internal node
at each site in the sequence alignment. The state having the highest likelihood is considered as the
putative ancestral state. Posterior probabilities are then computed for each possible state, providing
conﬁdence in the reconstruction inference (Yang et al., 1995). Despite the ﬂexibility aﬀorded by such
a probabilistic approach, and the correspondingly wide range of available substitution models and tree
reconstruction algorithms, few studies have focused on the eﬀect of the substitution model or of the
phylogenetic tree on ASR.
In models of sequence evolution it is usually assumed that all residues of a protein evolve according to
a constant substitution process. In this case, the Markovian substitution model specifying substitution
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rates between amino-acids is said to be homogeneous among sites. However, if all homologous sites of a
protein alignment evolved according to the same process, they would display homogeneous amino acid
frequencies along the complete sequence. Due to functional and structural selective constraints acting on
native proteins, biological sequences do not display this property (Koshi and Goldstein, 1998; Lartillot
and Philippe, 2004). Elaborate amino acid substitution models have therefore been developed to capture
the variation of the process among sites, and have been shown to more accurately ﬁt biological sequence
data (Le et al., 2008b). Such models are called site-heterogeneous. Given their better ﬁt to data, these
models can be expected to yield more accurate ancestral sequences. However, despite the availability
of these models in the literature as well in publicly available software libraries, no studies attempting
to perform ASR on protein sequences of interest have used them, relying rather on relatively simple
site-homogeneous substitution models such as JTT (Jones et al., 1992), WAG (Whelan and Goldman,
2001) or LG (Le and Gascuel, 2008).
In addition, we are also concerned by the second major component used in all ASR studies, the
phylogenetic tree along which ancestral sequences are inferred (the gene tree). In most, if not all,
previous studies where ASR and resurrection were performed, ancestral sequences were inferred using
a gene tree reconstructed using only the multiple sequence alignment of existing sequences (Harms and
Thornton, 2010); we refer to such gene trees as sequence-only trees. Unfortunately, individual sequences
alone contain limited signal, and as a result phylogenetic reconstruction almost always involves choosing
between statistically equivalent or weakly distinguishable relationships. Furthermore, while each set of
homologous genes has its own unique story, they are all related by a shared species history, which could
be helpful for gene tree inference. To exploit this possibility, genome evolutionary processes such as
duplication, horizontal transfer and loss must be modeled to reconcile the gene tree with the species
tree (Szo¨llo˝si et al., 2012). The advantage of such “species tree aware” methods is that they allow
us to detect and correct tree reconstruction errors resulting from the ﬁnite size of alignments or the
inadequacy of the substitution model employed, while at the same time retaining bona ﬁde phylogenetic
discord produced by genome evolutionary proceses. Methods that combine the substitution model with
models of genome evolution to reconstruct joint trees have demonstrated that taking into account
information on the species tree can dramatically increase the accuracy of gene trees (A˚kerborg et al.,
2009; Rasmussen and Kellis, 2012; Wu et al., 2013; Boussau et al., 2013; Szo¨llo˝si et al., 2013a) (Figure
1).
The purpose of this study is to investigate to what extent ASR can beneﬁt from the use of such
biologically realistic models of substitution and tree reconstruction.
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Figure 1: Gene tree/species tree reconciliation. We propose here a simple example highlighting
the impact of gene tree/species tree reconciliation on the topology of the gene tree along which ASR
may be performed. In this example, a gene family is supposed to evolve along the species tree in
a). In b), the phylogenetic tree reconstructed only with sequence information is represented. Two
copies of this gene are present in species A, B, C and D. Values on branches represent branch support,
which can be any type of support. Branches in red are bipartitions that are inconsistent with the
species tree. In c), the reconciled joint tree between sequence and species information is represented
and can be obtained with a model that jointly calculates the sequence and the genomic processes (such
as duplications/transfers/losses) likelihoods. On the left part of the tree, the inconsistency is strongly
supported by the sequence information and conserved in the reconciled tree. An horizontal gene transfer
can be assumed between species B and C. In the middle part of the tree, there is not enough support
for a possible transfer (the support is 30/100), so that the inconsistency is corrected (blue branch).
The model also inferred the presence of a deep duplication, prior to the emergence of species A, B and
C. In the right part of the tree, the inconsistency is also corrected. In this example, we assumed that
sequence information does not support enough the close relationship between d2 and e, which would
have to be explained by a duplication prior to the divergence of D and E, followed by a loss of one copy
in E. Instead, it is more likely to infer a single duplication in the branch leading to D.
Material & Methods
Data used for in silico experiments
To perform in silico experiments to investigate the inﬂuence of the substitution model and the phylo-
genetic tree on ASR, we used the dataset from Szo¨llo˝si et al. (2012). This dataset comprises 1,099 gene
families from 36 cyanobacterial genomes available in the HOGENOM database (Penel et al., 2009). The
phylogenomic species tree of these 36 species that Szo¨llo˝si et al. (2012) reconstructed was also used in
the present study. With this species topology and a newly describred model of gene tree/species tree
reconciliation, Szo¨llo˝si et al. (2013b) computed the reconciled joint trees for the 1,099 families. Here,
we randomly chose 100 families out the 1,099 and we simulated sequences along their corresponding
joint tree topologies, that we considered as ’true’ gene trees. We added an outgroup species to both the
species tree and ’true’ topologies. The branch length leading to the outgroup species was set to 1/2 of
the joint tree height.
Substitution models employed in this study
All models employed in this study are empirical Markovian substitution models, in which all parameters
were previously learned on a large database and ﬁxed to be subsequently used on other datasets.
Furthermore, they were all used in combination with a discrete Γ distribution to model the site-speciﬁc
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rate variation, with four categories.
Site-homogeneous substitution models assume that the evolutionary process is constant among sites.
When the Markovian process is time-reversible, the transition probability matrix is computed by mul-
tiplying the matrix of exchangeabilities with the diagonal matrix of equilibrium frequencies (Whelan
and Goldman, 2001). Hereafter, the latter matrix is refered to as a proﬁle of equilibrium frequencies.
In the case of site-homogeneous models, both the exchangeabilities and the proﬁle are constant among
sites. The JTT and LG site-homogeneous models were employed.
To model the heterogeneity of the process among sites, mixture models were considered. These
approaches use sets of diﬀerent models in which each model is assigned a particular weight. The
likelihood of a given site is then the sum of all weighted likelihoods computed with each model of
the mixture (Le et al., 2008b). The models of the mixture may have been learned to take into account
protein properties that are heterogeneous along the sequence and that inﬂuence the substitution process,
such as solvent exposure or secondary structure. In line with this, Le et al. (2008b) and Le and Gascuel
(2010) proposed a series of empirical mixture models that outperform any site-homogeneous models.
They learned their models on the HSSP database (Schneider et al., 1997) of aligned protein sequences
(Schneider et al., 1997) in a supervised or unsupervised way. In the supervised way, sites were a priori
assigned to a component of the mixture given knowledge about their localization in the protein, and
the exhangeabilities and equilibrium frequencies of each model were subsequently learned from these
sites. Le et al. (2008b) and Le and Gascuel (2010) inferred four models in this way:
• EX2, which is composed of two matrices corresponding to exposed/buried sites
• EX3, which is composed of three matrices corresponding to highly exposed/intermediate/buried
sites
• EHO, which is composed of three matrices corresponding to extended/helix/other sites
• EX EHO, which is composed of six matrices corresponding to the combination of EX2 and EHO.
In the unsupervised way, both site partitions and their corresponding matrices were directly learned
from the data. Two models were proposed by Le et al. (2008b):
• UL2, which is composed of two matrices
• UL3, which is composed of three matrices
Note that all these models are mixtures of matrices with both exchangeabilities and equilibrium fre-
quencies varying among components.
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Mixture of proﬁles were also previously proposed (Le et al., 2008a). In these site-heterogeneous
models, only the proﬁles vary among the components of the mixture, which share the same exchange-
abilities. The components of these mixtures were learned in an unsupervised way. Six models were
proposed, with 10, 20, 30, 40, 50 or 60 diﬀerent proﬁles and named C10 to C60.
To evaluate the ability of a substitution model to eﬃciently ﬁt the data, we used the AIC criterion
(Akaike, 1973). This criterion allows the evaluation of non-nested models by penalizing the number of
parameters inﬂuencing the likelihood. The AIC criterion is computed as follows:
AIC = −2× lnL+ 2×K,
with lnL the ﬁnal likelihood and K the total number of parameters. For a site-homogeneous model,
only the α parameter of the Γ distribution is involved, so that K = 1. For site-heterogeneous models,
the sum of all component-speciﬁc weights equals 1, so that K = (n − 1) + 1, with n the number of
components of the mixture model.
Simulations
Available substitution models may contain several parameters aiming at capturing molecular footprints
left by biological processes during evolution. Even so, they are too simplistic in comparison with the
complexity of processes acting on biological data. To mimic this gap between simplicity of substitution
models and complexity of biological data, we used a relatively complex model to simulate sequences along
the 100 ’true’ gene trees, and reconstructed phylogenetic trees and ancestral sequences with simpler
models. The site-heterogeneous C60 model was used to simulate alignments using the original alignment
sizes of the 100 cyanobacterial families. Simulations were performed with our own C++ program
depending on Bio++ libraries (Dutheil et al., 2006; Gue´guen et al., 2013). For a given alignment,
because sites are supposed to evolve independently, all 60 components of the mixture were used to
simulate sub-alignments with a number of sites proportional to their empirical weight, with all sub-
alignments being subsequently concatenated to produce the ﬁnal alignment.
Ancestral Sequence Reconstruction
Given a tree and an alignment, ML estimates of branch lengths and parameters of the substitution
models were inferred with bppML, which belongs to the bppSuite of programs (Dutheil and Boussau,
2008) and depends on Bio++ libraries (Gue´guen et al., 2013). For all mixture models, the weight of
each component was optimized by ML. With these ML estimates, ancestral sequences were then inferred
with bppAncestor (Dutheil and Boussau, 2008) using the marginal ASR approach (Yang et al., 1995).
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For a given site at a given internal node of the tree, the state having the maximum posterior probability
was inferred as the putative ancestral state.
ASR accuracy measurement
Inferred ancestral sequences were compared to ’true’ internal sequences by computing two distances:
• the raw distance, which is simply the number of amino-acid diﬀerences divided by the length of
the sequence,
• the Miyata distance (Miyata et al., 1979), deﬁned as the amino acid pair distance computed with
the Miyata distance matrix, which allows to take into account biochemical similarities between
amino-acids in terms of polarity and volume.
Sequence-only tree/Species tree reconciliations
Szo¨llo˝si et al. (2013b) recently described a probabilistic reconciliation model that accounts for the du-
plication, transfer and loss of genes along a species tree. Given a ﬁxed species tree, the model allows
to explore possible paths along which a gene tree may have been generated by a series of speciations,
duplications, transfers and losses. To eﬃciently explore the space of all reconciled trees according to
the joint sequence-reconciliation likelihood that combines sequence information and information on the
species phylogeny, Szo¨llo˝si et al. (2013a) proposed the ALE (Amalgamated likelihood estimation) algo-
rithm. ALE makes use of a sample of gene trees (for instance, a sample of posterior trees produced by a
Bayesian program such as Phylobayes (Lartillot et al., 2009)) to compute conditional clade probabilities
(Ho¨hna and Drummond, 2012), which are used to approximate the posterior probability of all gene trees
that can be amalgamated from clades present in the sample.
ALE was used to perform all sequence-only tree/species tree reconciliations for both simulated and
biological (see below) datasets. For each simulated alignment, PhyloBayes (version 3.3f) was run to
obtain an MCMC sample of trees using a simple F81 (Poisson) substitution model. Two chains were run
in parallel to check for convergence, with a burn-in of 1000 samples followed by at least 10000 samples.
These MCMC samples were then used by ALE to explore the space of reconciled trees in combination
with the ML estimation of duplication, transfer and loss rates, to eventually propose the joint tree , i.e.
the reconciled gene tree that maximises the joint sequence-reconciliation likelihood. ALE calculations
were performed with the species tree initially used to compute the ’true’ gene trees (see above).
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Statistical tests
All statistical tests were performed with R (Team, 2013). The Fisher’s combined probability test was
realized with the combine.test function belonging to the survcomp package (Schroeder et al., 2011),
available in the Bioconductor set of packages (Gentleman et al., 2004).
Firmicutes data used for experimental validation
In order to resurrect and experimentally investigate the biochemical properties of the LeuB sequence
from the last common ancestor of the Firmicutes, we reconstructed ancestral sequences of the LeuB
enzyme along the phylogenetic tree of this bacterial phylum.
Firmicutes species tree and LeuB sequence-only tree reconstructions
Firmicutes genomic sequences were downloaded from the NCBI, as of April 2012. Orthologous gene
families corresponding to all 53 bacterial ribosomal proteins were constructed with Blast. Each indi-
vidual gene was aligned with Maﬀt (Katoh and Standley, 2013) and ambiguous sites were trimmed by
BMGE (Criscuolo and Gribaldo, 2010), using the BLOSUM30 matrix. Only 46 out of the 53 ribosomal
gene alignments were then concatenated. The remaining seven genes (L25, L30, L32, L33, S4, S14,
S21) were discarded owing to either the presence of paralogs or a patchy distribution over Firmicutes
species. To root both the species tree and the LeuB tree, we incorporated two outgroup LeuB sequences
from two Actinobacteria species, Corynebacterium glutamicum and Streptomyces coelicolor. The ﬁnal
alignment contains 68 Firmicutes species and the species tree was computed with Phylobayes (Lartillot
et al., 2009), using the CAT model (Lartillot and Philippe, 2004). Two independent chains were run
in parallel to check for convergence. The model of Szo¨llo˝si et al. (2013b) used by ALE (Szo¨llo˝si et al.,
2013a) to search for the joint tree needs divergence times between speciation nodes to compute the
probabilities of gene transfers between branches. Therefore, the species tree was calibrated with rela-
tive times using Phylobayes and an arbitrary calibration of 1,000 time unit at the root. The Log-normal
autocorrelated relaxed clock model (Thorne et al., 1998) was chosen to allow substitution rates to vary
in time.
The gene family corresponding to the 71 LeuB sequences found in the 68 species was reconstructed
and a preliminary alignment was inferred using Muscle (Edgar, 2004) and used to build a phylogenetic
tree using PhyML (Guindon et al., 2010) with the LG model and a Γ distribution for rate variation.
This preliminary sequence-only tree was used as a guide tree in Prank (Lo¨ytynoja and Goldman, 2008)
to re-align LeuB sequences. The ﬁnal LeuB sequence-only tree along which ancestral sequences were
reconstructed with PhyloBayes, using the LG+Γ(4) model, and rooted on the branch between the
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Firmicutes and outgroup LeuBs. Three chains were run in parallel to ensure that convergence of the
MCMC was reached.
LeuB joint tree reconstruction
We used the model described in Szo¨llo˝si et al. (2013b) and implemented in the ALE program (Szo¨llo˝si
et al., 2013a) to search for the ML joint reconciled tree, i.e. the reconciled gene tree that maximises
the joint sequence-reconciliation likelihood. ALE used the sample of sequence-only trees produced by
Phylobayes (see above) and the calibrated species tree to compute the joint tree along which ASR
was performed. The joint tree was used as a guide tree in Prank to compute the ﬁnal alignment in
combination with the inference of ancestral gaps, which were subsequently incorporated into ancestral
sequences.
Model selection and ﬁt to the LeuB data
ASR of LeuB was performed both with the site-homogeneous LG substitution model and the site-
heterogeneous EX EHO model. EX EHO was deemed to be the best site-heterogeneous model at
ﬁtting the LeuB data according to the AIC criterion, in comparison with all other site-heterogeneous
models tested.
Typical protocol for ASR
Given the in silico and in vitro results obtained in the present study, we propose a standard protocol
for ASR in ML, which accounts for the use of complex evolutionary models and species tree/gene tree
reconciliation. See Supplementary Figure 5 for an illustration of this protocol.
1. Construct the gene family of interest
2. Align homologous sequences and reconstruct the corresponding phylogenetic tree
3. Re-align the sequences with the previous tree used as a guide tree
4. Reconstruct the sequence-only tree
5. Reconstruct the (time-calibrated) species tree
6. Use a species tree/gene tree reconciliation method to reconstruct the reconciled joint tree
7. Re-align the sequences with the reconciled tree used as a guide tree and infer ancestral gap
positions
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8. Compare site- and time-homogeneous models with more complex models (i.e. site- or time-
heterogeneous models) with the joint reconciled tree to determine the best model in terms of
data-ﬁtting with model selection criteria (LRT, AIC, BIC)
9. Use the parameter estimates of the best substitution model to perform ASR along the joint
reconciled tree
10. Incorporate gaps within ancestral sequences
Note that depending on the reconciliation program used, the sequence-only tree used may not consist
of a single tree but may consist of a posterior sample of trees (as in this study, with the use of the
ALE program). The time-calibration of the species tree is used by reconciliation algorithms to compute
proobabilities of lateral gene transfers. Consequently, the species tree need not necessarily be time-
calibrated if ASR is performed on a group of species in which lateral gene transfers are thought to
be negligible. Step 7 and 8 may be performed jointly with the use of the Prank program (Lo¨ytynoja
and Goldman, 2008). Currently, only Bio++ libraries (Gue´guen et al., 2013) allow the comparison
of a large set of homogeneous and heterogeneous amino acid substitution models by ML (with the
bppML program (Dutheil and Boussau, 2008)) and the reconstruction of ancestral sequences (with the
bppAncestor program (Dutheil and Boussau, 2008)) using these models.
Biochemical methods
Protein expression and puriﬁcation
Gene sequences for the three inferred versions of the ancestral Firmicutes LeuB were codon optimised
for expression in Escherichia coli and chemically synthesised by Geneart (Life Technologies) with a 5’
NcoI site and a 3’ PstI site. Following ligation of the genes into the protein expression vector pPROEX
HTb, recombinant proteins were expressed in E. coli DH5α with 1 mM IPTG induction at 37◦C for
24 hours. Proteins were puriﬁed to >= 95% purity by nickel aﬃnity chromatography and subsequent
size-exclusion chromatography using the buﬀers detailed in Hobbs et al. (2012). Protein concentrations
were determined using a NanoDrop 2000 (Thermo Scientiﬁc) and extinction coeﬃcients calculated using
ProtParam on the ExPASy server (web.expasy.org/protparam/).
LeuB enzyme characterisation
LeuB activity was measured by following the reduction of NAD at 340 nm as described in Hobbs
et al. (2012). The Vmax and Michaelis-Menten constants for both substrates (isopropylmalate; IPM
and NAD) were found using the Michaelis-Menten non-linear ﬁtting function in Graphpad Prism 6.
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Thermoactivity proﬁles were determined by measuring the initial rate of activity at 1 − 5◦C intervals
over a 20 − 30◦C temperature range in triplicate. Thermoactivity proﬁle reactions contained 15 mM
IPM, 50 mM NAD and 10-50 μM LeuB enzyme. The free energy of unfolding, ΔG‡N−U , for each enzyme
was determined from urea unfolding rates as described in Hobbs et al. (2012).
Results
Impact of the substitution model on ASR
Site-heterogeneous substitution models and ASR accuracy
We ﬁrst investigated the inﬂuence of the substitution model on ASR accuracy. The dataset of Szo¨llo˝si
et al. (2012) comprises 1099 gene families from 36 cyanobacterial genomes. For each of these real gene
families, Szo¨llo˝si et al. (2012) computed a reconciled tree. In the present study, we randomly chose 100
families out the 1099 and we simulated sequences along the reconciled tree topologies, considered as
’true’ gene trees. ASR was then performed along these 100 ’true’ gene trees. Here, we focused on the
comparison between site-homogeneous and site-heterogeneous models, assuming either homogeneity or
heterogeneity of the evolutionary process among sites, respectively. The performance of the LG (Le
and Gascuel, 2008) site-homogeneous model was compared to the UL3, C20 and C60 site-heterogeneous
models (Le et al., 2008b,a). To evaluate reconstruction accuracy, we measured two distances when
comparing inferred ancestral sequences to ’true’ sequences recorded during simulations (See Methods).
Although the distances between sequences inferred by the two approaches are relatively small, Table 1
shows that, almost systematically, the site-heterogeneous models produce signiﬁcantly better ancestral
sequences. The accuracy of the reconstruction drops linearly with the distance to the leaves, whatever
the type of model (for instance, 98% (LG) and 97% (UL3) of Pearson correlation tests are signiﬁcant
(p − value < 0.05) after a Bonferroni correction for multiple tests). However, Table 1 and Figure 2
show that site-heterogeneous models produce less reconstruction errors when the distance to the leaves
increases (ﬁrst to ﬁfth quintile) in comparison with LG. Note that all these results are similarly obtained
when substituting LG with the site-homogeneous JTT model (Jones et al., 1992).
Fit to the data and accuracy of the reconstruction
When one attempts to perform ASR on biological data, the ancestors of extant biological sequences
are unknown, such that there is no direct possibility to evaluate the accuracy of the reconstruction
between models. Therefore, one needs an objective criterion to choose a particular substitution model
over others to perform ASR. Although complex evolutionary models, such as site-heterogeneous models,
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Substitution All distances 1st quintile 2nd quintile 3rd quintile 4th quintile 5th quintile
model to leaves of distances of distances of distances of distances of distances
LG
0.067 0.003 0.018 0.049 0.091 0.149
0.093 0.004 0.026 0.068 0.126 0.209
UL3
0.065∗∗∗ 0.003NS 0.017∗∗ 0.047∗∗∗ 0.089∗∗∗ 0.146∗∗∗
0.092∗∗ 0.004NS 0.025∗∗∗ 0.067∗ 0.124∗∗ 0.205∗∗∗
C20
0.057∗∗∗ 0.002∗∗∗ 0.015∗∗∗ 0.040∗∗∗ 0.075∗∗∗ 0.129∗∗∗
0.081∗∗∗ 0.003∗∗ 0.022∗∗∗ 0.056∗∗∗ 0.107∗∗∗ 0.185∗∗∗
C60
0.055∗∗∗ 0.002∗∗∗ 0.015∗∗∗ 0.039∗∗∗ 0.074∗∗∗ 0.127∗∗∗
0.080∗∗∗ 0.003∗∗ 0.022∗∗∗ 0.055∗∗∗ 0.104∗∗∗ 0.181∗∗∗
Table 1: Comparison of ASR accuracy between LG and site-heterogeneous models. For
each model, the ﬁrst and second row contains the average raw and Miyata distances to ’true’ sequences,
respectively. Comparison between LG and site-heterogeneous models was measured with paired Student
tests, either over all distances to leaves or for each of the ﬁve quintiles of distances. NS: Non-Signiﬁcant;






































































































































































































































































































































Figure 2: Site-heterogeneous models infer more accurate ancestral sequences. For each
simulated dataset and for each model, a linear regression forced to pass through the origin was calculated
between ASR accuracy measured with the raw distance and the phylogenetic distance to the leaves. For
a given dataset, slope coeﬃcients obtained with one of the three site-heterogeneous models (y axis) are
compared to those obtained with the site-homogeneous LG model (x axis). The value of a given slope
coeﬃcient indicates how inaccurate the model is at inferring ancestral sequences when the distance to
the leaves increases. The red line represents the y = x line.
are usually more realistic and provide better likelihoods, they require the estimation of a larger number
of parameters. Model selection criteria, such as AIC (Akaike, 1973) aim at balancing the eﬀect of the
number of parameters on the ﬁnal likelihood to select the model that best ﬁts the data. Chang et al.
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(2002) and Pupko et al. (2007) have already suggested the use of such criteria to select the model used
for ASR. However, no formal evidence has been provided regarding the relationship between ﬁt and
ASR accuracy. To do so, a set of site-homogeneous (JTT, LG) and site-heterogeneous (EX2, EX3,
EHO, UL2, UL3 citep Le08b, EX EHO (Le and Gascuel, 2010), C10 to C60 (Le et al., 2008a); see
Material and Methods) substitution models were compared to test whether a correlation exists between
the ﬁt of the model to the data and the accuracy of the reconstruction. To do so, the Fisher’s combined
probability test was used to combine the results from the 100 independent Spearman correlation tests
performed on each simulated dataset and test for a correlation between AIC values and average raw
distances to ’true’ sequences. Supplementary Figure 1 shows the distribution of the 100 p − values.
The results support that ASR accuracy is strongly and signiﬁcantly linked to data ﬁtting performance
(p−value < 0.001, Fisher’s combined probability test), underlining the need to test multiple substitution
models, including heterogeneous ones, before considering ASR. Note that the test is strongly signiﬁcant
(p−value < 0.001) even without the site-heterogeneous mixtures of proﬁles (models C10 to C60), which
are deﬁned in the same way as the model used to simulate sequences (C60).
Biological data analysis
As simulations do not reproduce the complexity of biological data, it is worth noting that the weak
distances between ancestral sequences inferred by the two types of models should not be considered as
predictions of what could be obtained when model comparison is performed on biological alignments.
To illustrate this, we inferred ancestral sequences on biological data and compared the results obtained
between LG and site-heterogeneous models. To do so, we performed ASR for the 100 cyanobacterial
gene families previously considered, along the corresponding ’true’ reconciled trees (See above and
Material and Methods). On average, the percentage of amino acid diﬀerences reaches 2%, 3%, 5% and
5% between the site-homogeneous LG model and the site-heterogeneous EX EHO, UL3 and both C20
and C60 models respectively, which represents on average about 7 to 20 amino acid diﬀerences per
ancestral sequence of average length of 375 amino-acids.
Model choice thus has an impact on the accuracy of the most likely ancestral sequences. However,
the uncertainty of the reconstruction also needs to be taken into account. Usually, when ancestral states
are ambiguously reconstructed, where, for a given residue, several states have posterior probabilities
(PP) higher than an a priori threshold of 0.2 or 0.3, several versions of the ancestral sequence are
reconstructed and experimentally characterized (Finnigan et al., 2012; Voordeckers et al., 2012). By
doing so, one can verify the robustness of ancestral functional inferences relatively to the uncertainty
of the in silico reconstruction. Therefore, one can wonder whether the diﬀerences in ancestral amino
acid inferences between two models only concern ambiguously reconstructed sites. For residues that
are identical between the LG and the C20 models, the average PP is 0.87 with LG and 0.85 with C20.
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For residues that are diﬀerent, the average PP drops to 0.49 with LG and 0.45 with C20, showing
that diﬀerences in the reconstruction are more concentrated on sites that are intrinsically diﬃcult to
reconstruct. However, standard deviations of PP are high (0.21 with LG and 0.19 with C20), so that,
with the LG model, up to 12% and 19% of residues that are reconstructed diﬀerently by C20 have PP
higher than 0.8 and 0.7 respectively, which are usual cutoﬀs considered in ASR experiments (Konno
et al., 2011; Finnigan et al., 2012; Voordeckers et al., 2012) to assume conﬁdence in the ancestral residue.
Impact of the phylogenetic tree on ASR
To evaluate the impact of using reconciled gene trees that maximise the joint sequence-reconciliation
likelihood on the accuracy of ASR, we used the same set of 100 simulated alignments. With these
simulated alignments, the corresponding sequence-only trees were reconstructed either with PhyML
and the site-homogeneous LG model or with PhyML-CAT (Le et al., 2008a) and the site-heterogeneous
C60 model. To compute the joint trees, i.e. reconciled gene trees that maximise the joint sequence-
reconciliation likelihood, the ALE program (Szo¨llo˝si et al., 2013a) was used (see Material and Methods).
Ancestral sequences were then computed along these sequence or joint trees. For nodes deﬁning similar
monophyletic clades between the sequence or joint tree and the ’true’ tree, these ancestral sequences
were compared to the ’true’ ancestral sequences recorded during the simulation.
Figure 3a shows that, on average, the sequence trees reconstructed either with LG or with C60








































































Figure 3: Impact of the phylogenetic tree on ASR. a) Phylogenetic reconstruction accuracy.
Robinson-Foulds distances were computed between sequence-only trees (LG or C60) or joint trees and
the ’true’ tree. The exODT model is the reconciliation model described in Szo¨llo˝si et al. (2013b) b) ASR
accuracy depending on the phylogenetic tree. Distances between inferred and ’true’ ancestral sequences
were computed for nodes deﬁning similar monophyletic clades between the sequence-only or joint tree
and the ’true’ tree. ***: p-value< 0.001; NS: non-signiﬁcant.
These results conﬁrm the ﬁndings of Szo¨llo˝si et al. (2013a), showing that joint trees are more accurate
than sequence-only trees, even when they are reconstructed with the complex model used to simulate
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the sequences (C60). Furthermore, this has a direct impact on the ASR accuracy: when ancestral
sequences are reconstructed along the joint trees, the accuracy is greatly and signiﬁcantly improved
(Fig. 3b), and is close to the accuracy obtained with the ’true’ trees.
We then examined the PP for residues inferred diﬀerently with the C60 sequence-only trees and
with the joint trees. The average PP reaches 0.82 and 0.81 for the sequence-only trees and joint trees
respectively. This shows that the diﬀerence in inferences can involve residues that are unambiguously
reconstructed with the sequence-only trees, and that the use of joint trees can radically change ancestral
predictions and, potentially, subsequent biological conclusions.
Resurrection and Experimental validation
We have previously used the biochemical and biophysical properties of reconstructed ancestral LeuB
enzymes to investigate thermal adaptation in Bacillus (Hobbs et al. 2012). Here, we have used the
same approach to compare three versions of the same ancestral LeuB enzyme from the last common
ancestor of the Firmicutes, the bacterial phylum to which Bacillus belongs. These enzymes were inferred
and resurrected to investigate the inﬂuence of the phylogenetic tree and of the substitution model on
potential biological conclusions. The ﬁrst two enzymes were reconstructed with the LeuB joint tree,
with either the site-homogeneous LG model (LeuBLGjoint) or the site-heterogeneous EX EHO model
(LeuBEX EHOjoint ). The ALE program, which was used to reconcile sequence and species information,
detected 0 duplication, 14 lateral gene transfers and 15 losses. The joint tree has a Robinson-Foulds
distance with the sequence-only tree equal to 32, which is very high. The third enzyme was reconstructed
with the LeuB sequence-only tree and the EX EHO model (LeuBEX EHOseq−only ).
The Michaelis-Menten constants (KM ) for the substrate isopropylmalate (IPM) with LeuB
LG
joint and
LeuBEX EHOjoint are similar to those measured for contemporary LeuB enzymes (Table 2).
In contrast, the KM (IPM) for LeuB
EX EHO
seq−only is >4-fold higher, showing its poorer aﬃnity for this
substrate (Table 2). Interestingly, LeuBEX EHOseq−only exhibits a >2-fold higher turnover rate (kcat) compared
with the other two enzymes. Although this enzyme may have a high turnover rate, its high KM for
IPM suggests that the substrate would have to be present at a very high concentration inside the cell
for binding to occur.
The thermoactivity proﬁles of the three enzymes reveal that they are all highly thermophilic with
Topt values > 75
◦C (Table 2 and Figure 4a).




joint are very kinetically
stable (as evidenced by their high values for ΔG‡N−U , which indicates the conformational stability






M kcat Topt ΔG
‡
N−U
(mM) (mM) (s−1) (◦C) (kJmol−1)
BPSYC 0.2 0.6 6.5 47 94.9
BSUB 0.7 8.1 48.7 53 95.9
BCVX 1.1 0.8 53.8 69 100.7
ANC1 1.3 0.5 141.8 73 100.9
ANC2 1.0 0.9 41.7 49 91.1
ANC3 2.7 1.0 102.3 60 95.6
ANC4 1.7 1.0 362.2 70 110.8
Joint Tree
+ LG 1.5 3.6 161.9 85 114.4
Joint Tree
+ EX EHO 1.6 6.5 181.2 85 110.9
Sequence-only Tree
+ EX EHO 6.8 5.5 441.2 78 91.4
Table 2: Kinetic constants, thermoactivity and biophysical parameters for the ancestral
LeuB enzyme from the Firmicutes ancestor. Values obtained in this study for the ancestor of the
Firmicutes (bold characters) were inferred using either the LeuB sequence tree or the LeuB reconciled
tree and either with the site-homogeneous LG model or with the site-heterogeneous EX EHO model.
Data for contemporary (ﬁrst three lines) and other ancestral LeuBs for Bacillus (ANC1-4) characterized






























































Figure 4: Resurrection of ancestral LeuBs and impact of the substitution model and of the
phylogenetic tree on biological interpretations. a) Thermoactivity proﬁles for ancestral LeuB
enzymes. Blue curve: sequence-only tree + EX EHO. Red curve: joint tree + LG. Green curve: joint
tree + EX EHO. b) Unfolding rates of ancestral LeuB enzymes. Unfolding rates are shown in 8 M urea
as a decrease in intrinsic protein ﬂuorescence with time. Colors are the same as in a).
slower to unfold with respect to LeuBEX EHOjoint (Figure 4b) and therefore is very kinetically stable. In
contrast, LeuBEX EHOseq−only is thermophilic but kinetically unstable; its ΔG
‡
N−U value is lower than that
of contemporary and ancestral psychrophilic and mesophilic LeuB enzymes (Table 1). This suggests
that, whilst LeuBEX EHOseq−only is adapted to function at high temperatures, it would unfold rapidly in a
thermophilic environment. This instability, combined with the impaired KM for IPM, suggests that
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this enzyme is not biologically realistic and implies that its inferred sequence may contain errors.
Discussion
In silico ASR followed by experimental resurrection is a powerful approach to rewind evolutionary
time and have access to the sequence and activity of ancestral proteins. A ﬂourishing number of
studies used this approach during the last decade. However, they were based on the use of simplistic
substitution models and ML or Bayesian sequence-only trees (Harms and Thornton, 2010). The results
presented here support the conclusion that the ASR and resurrection approach would beneﬁt from
recent methodological improvements in terms of substitution models and tree reconstruction.
We have shown that, depending on the model choice, the ML ancestral sequence and therefore the
biological conclusions regarding its ancient properties, may vary greatly. We have demonstrated here
that site-heterogeneous models systematically infer more accurate ancestral sequences. These results
are in line with our previous study which showed that the use of time-heterogeneous models improved
ASR accuracy when the evolutionary process varied between lineages (Groussin et al., 2013). On
biological data, we have also shown that the use of more complex models can lead to changes in the ML
ancestral state, even for residues that could have been considered as reconstructed without ambiguity
with a homogeneous model. Furthermore, the average number of amino acid diﬀerences between the
site-homogeneous LG model and site-heterogeneous models ranges from 7 to 20 on these data. This
quantity is far from being negligible, especially as it is well known that a single or few mutations can
lead to drastic changes in the structural stability or functional properties of a protein (Ortlund et al.,
2007; Hobbs et al., 2013). Besides, if these residues are involved in solvent interactions, it may radically
change the 3D conﬁguration of the protein and distort biological conclusions regarding the co-evolution
between the primary and the tertiary structure.
It has been previously suggested that consideration should be made with regard to evolutionary
models that aim at capturing a greater part of the biological complexity of sequence evolution when
attempting to perform ASR (Pupko et al., 2007; Hanson-Smith et al., 2010), as well as using model
selection tests to choose the best-ﬁtting model (Chang et al., 2002). In this study, we have shown
that objective model selection criteria such as AIC allow the selection of the best substitution model
regarding ASR accuracy. It is worth noting that with these simulated datasets as well as other biological
datasets, the site-heterogeneous models almost systematically outperform models assuming homogeneity
(Lartillot and Philippe, 2004; Le et al., 2008b,a; Le and Gascuel, 2010) in terms of data ﬁtting. With the
LeuB data, we have shown that model choice has an impact on ﬁnal biological conclusions regarding
kinetic stability (Figure 4b), although it is diﬃcult to anticipate the impact of these diﬀerences the
ﬁtness of the organism. It is thus strongly recommended to include such models in the set of models
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tested for data-ﬁtting when attempting ASR. The Bio++ libraries (Dutheil et al., 2006; Gue´guen et al.,
2013) contain a large set of homogeneous, site-heterogeneous and time-heterogeneous models that can
be easily used to compute ML estimates of evolutionary parameters and to infer ancestral sequences.
Finally, our in silico investigations strongly suggest that the use of a joint tree has a strong impact
on the inference of ancestral sequences. This is conﬁrmed by our resurrection experiment, which clearly
illustrates the need for reconciled gene trees that maximise the joint sequence-reconciliation likelihood,
as the inference performed with the sequence-only tree resulted in a realistic ancestor. When the gene
family under study has experienced a complex evolutionary history involving gene duplications, lateral
transfers and losses (such as LeuB), the eﬀect of using a reconciled tree on the accuracy of ASR is even
stronger than the eﬀect of using a complex evolutionary model. Numerous methods that implement
models of duplication, transfer and loss of genes are now available to reconcile a sequence-only tree with
a species tree (David and Alm, 2011; Doyon et al., 2011; Wu et al., 2013; Rasmussen and Kellis, 2012;
Szo¨llo˝si et al., 2013a). Here, we have demonstrated that the resulting gene tree is far more accurate than
the original sequence- only tree and allows us to infer more accurately the history of protein evolution.
This study is not aimed at questioning previous biological conclusions obtained with the use of time-
and site-homogeneous models to perform ASR along the sequence-only gene tree. However, previous
(Groussin et al., 2013) and present results strongly suggest that the use of time- or site-heterogeneous
models along reconciled gene trees should be in common use when performing ASR. This approach will
provide access to accurate ancestral protein functions and structures.
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P-values of Spearman correlation tests
Supplementary Figure 1: Correlation between the model ﬁt to the data and the accuracy
of ASR. Several site-homogeneous and site-heterogeneous models were compared. For each simulated
dataset, a Spearman correlation test was performed between the AIC value of the model and the average
ASR accuracy (raw distance, see methods). This plot represents the distribution of the 100 p-values.
The Fisher’s combined probability test was then used to combine the results from the 100 independent























































































































































































































































































































































































































































































































































































































































































































































































































































































































Supplementary Figure 2: Species tree of Firmicutes. This consensus posterior tree was reconstructed














































































































































Supplementary Figure 3: Sequence-only phylogenetic tree of LeuB sequences. This tree repre-













































































Supplementary Figure 4: Reconciled joint phylogenetic tree of LeuB sequences. This ML
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Supplementary Figure 5: Standard protocol for ASR. Here, a standard protocol for ASR is proposed,
which accounts for the use of complex evolutionary models and gene tree/species tree reconciliation.
The diﬀerent steps are numbered in the same way as in the Online Material section. The species tree,
sequence-only tree and reconciled tree are the same as in Figure 1.
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4.2 Résurrections de protéines et adaptations structurales à l’halo-
philie.
4.2.1 Introduction
La façon dont les processus sélectifs ont façonnés la relation structure-fonction des protéines
au cours du temps est encore peu comprise. Une des façons d’aborder cette problématique est
d’utiliser la reconstruction et la résurrection de protéines ancestrales aﬁn de déterminer leurs
fonctions ancestrales et de les mettre en relation avec leur structure. Le manuscrit qui suit pré-
sente un tel projet, avec un intérêt tout particulier à l’adaptation aux conditions hypersalines des
archées halophiles extrêmes. L’objectif est de décrire le chemin substitutionnel à travers lequel
sont passées les ancêtres des Malates déhydrogénases (MalDH) des archées halophiles actuelles
aﬁn de déterminer l’inﬂuence de ces substitutions sur la fonction et le paysage conformationnel
de cette enzyme soumise à des conditions environnementales extrêmes. Ce manuscrit fait écho
au précédent, dans le sens où des modèles hétérogènes en sites et entre lignées ont été utilisés
pour réaliser les inférences de séquences ancestrales le long d’un arbre réconcilié.
J’attire ici l’attention sur le fait que le manuscrit qui suit est dans un état préliminaire. L’ap-
proche in silico est, en revanche, aboutie et pleinement décrite. Des résultats d’expériences pré-
liminaires menées sur un des ancêtres de la MalDH sont présentés. Dans le manuscrit ﬁnal, une
description complète et ﬁne réalisée sur l’ensemble des protéines ancestrales ciblées le long de
l’arbre des Haloarchaea sera présentée. Par conséquent, de nombreuses perspectives sont actuel-
lement développées dans la discussion du manuscrit, permettant de donner une vision du projet
général de résurrection envisagé.
4.2.2 Manuscrit
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Abstract
Extreme halophiles are organims adapted to hypersaline environments. This high salt concentration is
usually mandatory for halophiles to grow and to have a proper metabolism. Halophilic proteins display
particular adaptions at the amino acid level to maintain both solubility and functionality through the
stabilisation of the native three-dimensional state. Among these adaptations, one can mention the
increase of acidic residues at the surface of cytoplasmic proteins, as well as the presence of ion-binding
sites, which are of great importance to stabilize the protein structure. However, how amino acid sub-
stitutions at the sequence level during evolution aﬀect the conformational landscape and determine the
evolvability of proteins is a major issue in evolutionary biology for which little is known. In this study, we
propose to use the reconstruction and resurrection of ancestral MalDH enzymes in halophilic archaea to
gain insight into the evolution of structure and function during the adaptive path to diﬀerent halophilic
conditions. MalDH is an adequate protein model because, despite the high identity between contempo-
rary halophilic enzymes, diﬀerent stability and functional properties are observed among Haloarchaea,
increasing the possibility to link a particular substitution to a phenotypic change. To perform accurate
ancestral sequence reconstruction, several substitution models have been compared in both Maximum
Likelihood and Bayesian contexts, including biologically realistic models allowing the evolutionary pro-
cess to vary among sites and in time. Furthermore, as several duplication, transfer and loss (DTL)
events aﬀected the MalDH history in Haloarchaea, we used a probabilistic model of gene tree/species
tree reconciliation accounting for both sequence uncertainty and DTL events to infer the phylogenetic
tree along which ancestral sequences were reconstructed. During a preliminary experiments, we resur-
rected the MalDH protein of the common ancestor of Haloarcula marismortui and Haloferax volcanii.
We show that the protein folds properly and that it exhibits very diﬀerent mechanisms of stability
regulation with respect to protein-solvent interactions. These preliminary ﬁndings open the way to a
full description of the inﬂuence of amino acid substitution on the evolution of catalysis and structure
dynamics in relation with the adaptation to high salt concentrations.
2
Introduction
The relationship between protein structure and protein function has been the matter of much inves-
tigations during the last decades (Lee et al., 2007). Understanding this relationship is key to fully
appreciate evolvability properties of proteins and how they acquire new structures and functions during
evolution (Tokuriki and Tawﬁk, 2009). Both structure and function are determined by the amino acids
sequence and the environmental conditions in which the protein resides in the cell. It may be thought
that a given protein has only one well-deﬁned structure directly linked to a strong functional speciﬁcity.
However, it is now acknowledged that a given protein exists as a population of conformers, deﬁned
as alternative substructures having slightly diﬀerent free energies and being statistically represented
in a speciﬁc proportion (Dill and Chan, 1997; Frauenfelder et al., 2009). In vivo, the conformational
landcape of a given protein is partly determined by intra-monomeric (and possibly inter-monomeric,
in the case of multimeric protein assemblages) interactions between residues through hydrophobic or
ionic interactions, hydrogen bonds or Van der Waals forces. But protein folding is also inﬂuenced by
solvent interactions, such that proteins should be rather seen as dynamical protein-solvent complexes
(Zaccai, 2004). Therefore, the global stability and the equilibrium between conformational substates of
a protein in natural conditions are a tripartite entity that depends on both stabilizing and destabilizing
interactions and solvent interactions (Ebel et al., 1999; Jaenicke, 2000)
To investigate the complex relationship between all these interactions, halophilic proteins have been
proved to be very informative entities (Irimia et al., 2003). Halophiles, which have been reported in
Bacteria and Archaea, are organisms adapted to hypersaline environments and can grow in very high salt
concentrations (up to 4 M NaCl or even higher) that would normally destabilize and make unsoluble
any regular non-halophilic protein (Madern and Zacca¨ı, 1997). Two strategies may be employed to
adapt to such extreme conditions. The ﬁrst strategy is to synthesize and accumulate osmoprotectants
(ca. polyols, betaine, etc) to increase the osmolarity of the cell. The second strategy is to accumulate
potassium (K+) within the cytoplasm, in turn requiring molecular adaptation at the protein level to
face the high concentrations of cations (K+) and anions (Cl−) (Madern et al., 2000). In line with this,
it has been shown that proteins puriﬁed from these organisms can be deﬁned as halophilic proteins
speciﬁcally adapted to hypersaline environments, because they are only stable, soluble and active at
mildly- or highly-elevated salt concentrations (Irimia et al., 2003). A substantial part of the molecular
adaptation to high salt concentrations concerns the enrichment in acidic residues at the surface of the
protein to interact with water molecules and K+ ions (Richard et al., 2000) so that the protein remains
soluble (Baliga et al., 2004). Another molecular adaptation concerns a limited number of sites that
strongly bind solvent anions to highly increase protein stability (Madern et al., 2007).
One of the most documented halophilic protein in the litterature is the L-Malate dehydrogenase
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(MalDH). MalDH is an enzyme involved in the citric acid (Krebs) cycle that reversibly catalyses the
conversion of malate into oxaloacetate with a NAD(P)H-dependent oxidation of malate. MalDH is
part of a larger family of dehydrogenases comprising NADH-dependent L-Lactate dehydrogenases and
alcohol dehydrogenases (Birktoft et al., 1982). MalDH-encoding genes have been universally reported
in Bacteria, Archaea and Eukaryotes. MalDH is a multimeric enzyme with subunit molecular masses of
3040 KDa that can be found in dimeric or tetrameric states (Sundaram et al., 1980; Richard et al., 2000),
with both states being able to perform enzymatic activity (Madern et al., 2001). The crystal structure
of the Haloarcula marismortui MalDH has been determined at 3.2 A˚ resolution (Richard et al., 2000;
Irimia et al., 2003). The tetrameric structure shows that Cl− anions form salt bridges with residues
of MalDH at the dimer-dimer interface (Dym et al., 1995), enhancing protein stability in the high
salt concentrations in which H. marismortui lives. It strongly emphazises the role of protein-solvent
interactions at the interface between monomers in the adaptation to halophilic conditions.
Protein structure and function are primarily determined at the level of the amino-acid sequence, upon
which the substitution process acts ((Liu and Bahar, 2012)). Extant sequences record this substitution
history, which can be recovered with probabilistic substitution models, leading to the possibility to infer
what were their ancestral sequences. Ancestral protein sequence resurrection is a powerful approach to
have access to ancient protein properties such as structure and function and how their relationship with
the primary sequence evolved in time through successive substitutions (Harms and Thornton, 2010). The
in-vitro and/or in-vivo resurrection of ancestral proteins depends on the in-silico inference of ancestral
proteins from sequences present in extant organisms. With an alignment of homologous sequences,
their corresponding phylogenetic tree and using a substitution model providing substitution probabilities
between the diﬀerent amino acids, ancestral sequences can be computed at each internal node of the tree.
Subsequently, these sequences may be synthesized and expressed in a cell, providing access to extinct
molecules. Since the beginning of the 1990s Malcolm et al. (1990) and Stackhouse et al. (1990), many
studies used ancestral sequence reconstruction (ASR) to investigate ancient adaptations to temperature
among Bacteria (Gaucher et al., 2003; Hobbs et al., 2012), ancestral ecological adaptations to light
(Chang et al., 2002), the evolution of diving capacity in Mammals (Mirceta et al., 2013), the inﬂuence
of gene duplication on functional divergence (Voordeckers et al., 2012), the evolution of molecular
complexes (Finnigan et al., 2012) or drug design (Kodra et al., 2007). It has been recently shown
that the realism of the substitution model is correlated with ASR accuracy (Groussin et al., 2013a,c).
For instance, substitution models that consider the substitution process to be homogeneous along the
sequence or in time were proved to estimate less accurate ancestral sequences than models that allow
the process to vary among sites (Lartillot and Philippe, 2004; Le et al., 2008b; Groussin et al., 2013b) or
between lineages (Foster, 2004; Blanquart and Lartillot, 2006; Groussin et al., 2013a) (henceforth named
site-heterogeneous and time-heterogeneous models, respectively). Furthermore, Groussin et al. (2013c)
showed that the phylogenetic tree along which ancestral sequences are computed has a strong impact
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on ASR accuracy. Indeed, beyond the evolution at the substitution level, a protein also evolves in terms
of duplications, transfers and losses (DTL) through time. These events generally lead to phylogenetic
trees reconstructed from the sequences (henceforth named sequence-only trees) by classic Maximum
Likelihood (ML) or Bayesian Inference (BI) methods that are inconsistent with the topology of the
species tree. Topological inconsistency may also arise from the lack of phylogenetic signal present in the
gene alignment, preventing to obtain well-supported divergences. Several methods were proposed to
reconcile the sequence tree with the species tree (A˚kerborg et al., 2009; Rasmussen and Kellis, 2012; Wu
et al., 2013; Boussau et al., 2013; Szo¨llo˝si et al., 2013a) and to consider the sequence information to detect
unsupported branches and retain bona ﬁde phylogenetic discord produced by genome evolutionary
proceses. These joint reconciled tree topologies have been proved to be far more accurate than sequence-
only tree topologies (Szo¨llo˝si et al., 2013a). The reconciliation process is of particular interest in our case,
as it was shown that numerous horizontal gene transfers occurred during the evolution of Haloarchaea
(Williams et al., 2012).
In this study, we propose to use ASR and resurrection of extant haloarchaeal MalDH sequences
to gain insights into the speciﬁc features that contributed to protein stability and solubility during
adaptation to various halophilic conditions. We used a large taxonomic sampling of haloarchaeal and
outgroup species. We controlled for the inﬂuence of the statistical framework in which ASR was per-
formed (ML vs. Bayesian), as well as for the inﬂuence of the substitution model on the estimation of
ancestral MalDH sequences. A species tree reconstruction was performed, yielding to a fully resolved
Haloarchaea tree. The species and MalDH trees were subsequently used by a species tree/sequence
tree reconciliation algorithm. MalDH ancestral sequences were then reconstructed along this reconciled
joint tree, which is, to our knowledge, the ﬁrst attempt in using joint trees to perform ASR. Preliminary
biochemical experiments performed on a key ancestor show that the ancestral protein folds properly
and has diﬀerent stability properties with respect to extant MalDH of H. marismortui and H. vol-
canii, due to a diﬀerent pattern of solvent interactions. Future experiments should allow us to more
deeply comprehend how substitutions modiﬁed the interactions involved in the determination of the




As of April 2011, 12 haloarchaeal genome sequences are available in GenBank. To this set of species, we
added haloarchaeal genomes downloaded from http://www.bme.ucdavis.edu/facciotti/resources_
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data/data/haloarchaeal-genomes/ to obtain a total of 55 haloarchaeal genomes. The malate dehy-
drogenase gene family was then reconstructed with Silix (Miele et al., 2011) (see below) and species
lacking MalDH were removed from the dataset. Besides, several genomes contain nearly identical MalDH
sequences. We randomly selected a MalDH sequence among these species to avoid taxonomic redun-
dancy and controled for the inﬂuence of the random choice on the reconstruction of the species tree. The
MalDH sequences for which a 3D structure is available were conserved. Finally, three species (Halobac-
terium salinarum R1, Natronomonas pharaonis DSM 2160 and Halalkalicoccus jeotgali B3 5435 ) were
discarded from the dataset due to diﬃculties to conﬁdently decipher their phylogenetic position in the
species tree. 28 haloarchaeal species remained in the ﬁnal dataset. Only two species (Haloterrigena
thermotolerans and Natronolimnobius innermongolicus) possess a duplicate gene of MalDH.
Outgroup
A taxonomically-rich outgroup was considered during the reconstruction of the species tree and MalDH
trees. We considered the archaeal species tree reconstructed in (Brochier-Armanet et al., 2011) to select
21 euryarcheal species outside of Haloarchaea. We retained the recently sequenced genomes of the
two nanohaloarchaeal species (Candidatus Nanosalinarum sp. J07AB56 and Candidatus Nanosalina
sp. J07AB43 ), as it was suggested that they diverged just before the appearance of Haloarchaea
(Narasingarao et al., 2012).
Reconstruction of gene families
From the collection of 51 proteomes, homologous gene families have been obtained with an all-against-
all Blast approach. The program Silix (Miele et al., 2011) was then used to cluster protein sequences
into homologous families. Default parameters were considered for the clustering: sequences having
more than 80% similarity and more than 30% coverage were clustered together into a homologous gene
family. Uni-copy gene families having more than 80% of taxonomic coverage were conserved. These 240
gene families were further aligned with Prank (Lo¨ytynoja and Goldman, 2005, 2008), internally used in
Guidance (Penn et al., 2010) to trim ambiguously aligned sites by taking into account the uncertainty
of the guide tree during the alignment procedure. Ambiguously aligned sites were further trimmed with
Gblocks (Castresana, 2000), with standard options and with gaps allowed. Finally, the bppSeqMan
program belonging to the bppSuite of programs (Dutheil and Boussau, 2008) was used to eliminate




Halorhabdus utahensis DSM 12940
Halosimplex carlsbadense
Haloarcula marismortui ATCC 43049
Halomicrobium mukohataei DSM 12286




Halorubrum lacusprofundi ATCC 49239
Haloferax volcanii DS2
Halogeometricum borinquense DSM 11551
Haloquadratum walsbyi DSM 16790
Halovivax asiaticus
Natronococcus amylolyticus DSM 10524
Natronococcus jeotgali
Natrialba aegyptia DSM 13077
Natrialba magadii ATCC 43099





Natronorubrum sulﬁdifaciens JCM 14089











Methanosarcina barkeri str. Fusaro
Methanosarcina mazei Go1
Methanosarcina acetivorans C2A
Methanococcoides burtonii DSM 6242
Methanohalophilus mahii DSM 5219
Methanohalobium evestigatum Z 7303
Methanosalsum zhilinae DSM 4017
Methanomicrobiales
Methanocorpusculum labreanum Z
Methanoplanus petrolearius DSM 11571
Methanoculleus marisnigri JR1
Methanospirillum hungatei JF-1
Candidatus Methanoregula boonei 6A8
Methanosphaerula palustris E1 9c
Archaeoglobales
Ferroglobus placidus DSM 10642
Archaeoglobus fulgidus DSM 4304




Thermoplasma acidophilum DSM 1728
Picrophilus torridus DSM 9790
Table 1: Species considered in the protein concatenate
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Reconstruction of the species tree
Reconstruction of the species tree with ribosomal RNAs
Phylogenomic reconstruction of the species tree
The species tree has been inferred with a concatenation approach. After the concatenation of the
240 gene families, the ﬁnal alignment contains 50,135 amino-acid positions. Diﬀerent strategies were
employed to reconstruct the species tree. The LG substitution model (Le and Gascuel, 2008) and a Γ
distribution with 4 categories were used in PhyML (Guindon and Gascuel, 2003; Guindon et al., 2010)
to reconstruct the tree with 100 bootstraps. The LG model assumes that the evolutionary process is
constant between lineages and across sites. The CAT and CAT-GTR (Lartillot and Philippe, 2004)
models implemented in Phylobayes (Lartillot et al., 2009) were also employed. CAT and CAT-GTR
assume that the process is heterogeneous among sites and constant between lineages. We computed
1,000,000 cycle long MCMC chains, saving a sample each 10 cycles. The 1,000 ﬁrst samples were
discarded as burnin. Two independent chains were executed for each experiment, and the chain’s
convergence was assessed if tree bipartition diﬀer by PP < 0.1. Finally, the COaLA substitution model
was also used with bppML (Dutheil and Boussau, 2008). COaLA is site-homogeneous but implements
a time-heterogeneous model that allows to model the variation of global compositions between lineages.
As topology exploration is not feasible with time-heterogeneous models in bppML, COaLA was used to
test alternative topologies regarding the position of the root of the Haloarchaea clade. To discriminate
between alternative topologies, AU tests were performed with Consel (Shimodaira and Hasegawa, 2001).
To improve the resolution of the phylogeny of Haloarchaea, and especially the position of its root,
an elimination of the fast-evolving positions was realised to reduce systematic errors (Philippe et al.,
2005; Brinkmann et al., 2005). We used the site-speciﬁc posterior rates computed by PhyML with the
use of the Γ distribution to gradually remove fast-evolving sites (by fractions of 10% of sites).
Reconstruction of the MalDH sequence-only tree
The MalDH gene family was reconstructed with Silix (Miele et al., 2011). The 51 MalDH sequences
were then aligned with Muscle (Edgar, 2004), used in Guidance (Penn et al., 2010), which allows to
trim ambiguously aligned sites owing to uncertainty in the guide tree topology. Remaining ambiguously
aligned sites were removed with Gblocks (Castresana, 2000).
The Bayesian sequence-only tree was reconstructed using the CAT-GTR model implemented in
PhyloBayes 3.0 (Lartillot et al., 2009). We ran 1,000,000 long MCMC chains, saving a sample each 10
cycles, and we discarded the 1,000 ﬁrst samples as burnin. The consensus sequence-only tree was then
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reconciled with the species tree.
Species tree-Gene tree reconciliation
A pre-released version of the Amalgamated Likelihood Estimation (ALE) algorithm (ALE v0.1) (Szo¨llo˝si
et al., 2013a) was used to compute the ML MalDH joint tree. ALE uses the model described in
Szo¨llo˝si et al. (2013b) to search for the best scenario of duplications, transfers and losses of genes and
eﬃciently explores the space of joint trees that maximise the joint likelihood between the sequence
and reconciliation information. ALE requires a time calibrated species tree to compute ML estimates
of transfer rates. Divergence times were estimated using PhyloBayes from the genomic concatenation
having 50% of its fastest evolving sites ﬁltered out (see above). We used the CAT substitution model,
the Log Normal relaxed molecular clock, no calibration point, and a ﬂat root prior deﬁned by a 1 billion
years expectation and standard deviation. The species tree was rooted with the Thermoplasmatales.
The MCMC chains were elongated for 100,000 cycles, a sample was saved every 10 cycles, and 1,000
ﬁrst samples were discarded as burnin.
ALE also uses a sample of gene trees to compute conditional clade probabilities (Ho¨hna and Drum-
mond, 2012), which can be used to approximately estimate the posterior probability of a gene tree that
can be amalgamated from clades present in the sample. The sample of posterior trees computed by
PhyloBayes on the MalDH alignment (see above) was provided to ALE.
Ancestral Sequence Reconstruction of MalDH
The MalDH joint tree was used as a ﬁnal guide tree to Prank, which is very sensitive to the choice of
the guide tree (Lo¨ytynoja and Goldman, 2008). The Prank alignment and the joint tree were used to
compute the ancestral sequences. Moreover, one of the key outputs of Prank is the inferred history of
the insertion/deletion events leading to the extant gap pattern. This history is used to ﬁlter out from
the computed ancestral sequences all ancestral sites that are inferred as gaps by Prank.
To reconstruct ancestral MalDH sequences in ML, the bppAncestor program (Dutheil and Boussau,
2008) was used with the marginal reconstruction approach (Yang et al., 1995). For a given node at
a given site, bppAncestor makes use of the ML estimates of branch lengths and models parameters
obtained with bppML to compute the posterior probabilities (PP) of each possible ancestral states.
The state having the maximum posterior probability is inferred as being the ML ancestral state. Site-
and time-homogeneous models (LG and LG+Fopt), site-heterogeneous (EX2, EX3, EHO, UL2, UL3 (Le
et al., 2008b), EX EHO (Le and Gascuel, 2010), C10 to C60 (Le et al., 2008a)) and time-heterogeneous
models (COaLA with 1 or 2 parameters per branch (Groussin et al., 2013a)) were run with bppML to
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retain the best-ﬁtting model in terms of AIC (Akaike, 1973) and BIC (Schwarz, 1978) values. Ancestral
gaps inferred by Prank were then incorporated in the ﬁnal ancestral sequences.
Several models available in PhyloBayes were used to compute the ancestral sequences: LG, GTR,
CAT and CAT-GTR. As the latter model generally provides the best ﬁt to the data, its estimation
provided us the ancestral sequences to be synthesized. MCMC chain’s were run for 1,000,000 cycles,
saving a sample each 10 cycles and discarding the ﬁrst 1,000 sample as burnin. Two independent
chains were checked for convergence using the “tracecomp” program provided in PhyloBayes. The
ancestral sequences were computed from the posterior distributions using the “ancestral” program of
the PhyloBayes suite. We used the mid point rooting option (-midpointrooting) to provide an estimate
at the root node. As ﬁnal step of the ancestral sequence inference, ancestral gaps inferred by prank




Figure 1 shows that the ML Haloarchaea phylogeny inferred with PhyML and the LG model is well
resolved. Although a lot of short branches are present in Haloarchaea, the diversiﬁcation pattern of
this group is strongly supported by the bootstrap analysis. Nonetheless, uncertainty remains regarding
the position of the root of Haloarchaea using the whole concatenate. With 100% of the sites, the
bootstrap support for the diversiﬁcation between clades A (Halorhabdus utahensis, Halomicrobium
mukohataei, Haloarcula marismortui and Halosimplex carlsbadense) and B+C is weak (55%). The two
Nanohaloarcheal species are placed at the base of Haloarchaea, as suggested by previous phylogenetic
analyses of rRNAs (Narasingarao et al., 2012). The very long branches leading to both Haloarchaea and
Nanohaloarchaea groups probably explain the weak resolution for the ﬁrst divergence of Haloarchaea.
It is worth noting that a well-supported species topology is necessary to perform species tree/gene
reconciliation and to further infer ancestral MalDH sequences of Haloarchaea. Consequently, the reason
for this uncertainty was investigated. To decrease systematic errors that make the site- and time-
homogeneous LG model (Le and Gascuel, 2008) more prone to incorrectly discriminate vertical descent
from convergence or reversion events due to multiple substitutions, we gradually removed fast-evolving
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Figure 1: Phylogenetic tree of the 51 archaeal species. The tree was reconstructed with a ML
approach using PhyML and the LG+Γ(4) model. The alignment contains 51 archaeal species and 50,135
sites. The diﬀerent phyla are color-coded. The support for the tree was evaluated with a bootstrap
approach, using 100 replicates. Branches with no support information have 100% bootstrap support.
When bootstrap values are indicated, they correspond to the result obtained with an elimination of
0%/10%/20%/30%/40% of the fast-evolving sites originally present in the dataset. In each case, the
ML topology was inferred to be same. The species was rooted following Brochier-Armanet et al. (2011).
Figure 2 shows that the elimination of 20% of fast-evolving sites results in a strong conﬁdence for
the position of the root of Haloarchaea, in agreement with the low-supported position found with the
whole alignment. Previous phylogenetic analyses performed on Haloarchaea or Archaea at a larger scale
did not allow to decipher the position of the haloarchaeal root (Lo´pez-Garc´ıa et al., 2001; Brochier-
Armanet et al., 2008, 2011). The present phylogenomic analysis yields a strongly-supported position
that diﬀers from the position proposed by Brochier-Armanet et al. (2011) where the ﬁrst emerging
clade is B, with strong support. However, Brochier-Armanet et al. (2011) considered less phylogenetic
information to reconstruct their tree, with a limited taxonomic sampling for Haloarchaea, the absence
of Nanohaloarchaea and a reduced number of genes and positions (57 ribosomal proteins were present
in their ﬁnal alignment, containing 5838 sites). Finally, their tree was obtained with a Dayhoﬀ-6 amino
acid recoding procedure, which is usually employed to reduce compositional biases (Hrdy et al., 2004;

























Figure 2: Gradual removal of fast-evolving sites and impact on the position of the Haloar-
chaea root. The curve with black dots refers to the support for the haloarchaeal root placing group
A at the base of Haloarchaea (see Figure 1). The curve with open squares correspond to the support
for the root with B emerging ﬁrst, obtained with the Dayhoﬀ-6 recoded dataset (see Materials and
Methods section).
We also performed phylogenomic reconstructions with the same recoding procedure. Figure 2 shows
that with 100% of sites, the root position of Brochier-Armanet et al. (2011) is strongly supported.
However, the more fast-evolving sites are removed, the less this position is supported. Furthermore,
we used the COaLA model (Groussin et al., 2013a) on the non-recoded alignment to compute the
likelihood of the three alternative rearrangements of A, B and C around the root of Haloarchaea.
COaLA is time-heterogeneous and is able to eﬃciently model the variation of composition between
lineages by considering only a few parameters to optimize per branch. Table 2 shows that COaLA
conﬁrms the ﬁrst results obtained with LG on the non-recoded datasets, underlining that composition
biases are unlikely to explain the uncertainty for the root position.
AU values
% of sites eliminated Root A Root B Root C
0% 0.728 0.295 0.005
10% 0.809 0.198 0.001
20% 0.961 0.040 2e-04
30% 0.982 0.018 3e-04
40% 0.985 0.015 1e-04
50% 0.996 0.004 2e-04
Table 2: Topology comparison for the inference of the root position of Haloarchaea with
COaLA. Root X correspond to a root where group X emerges ﬁrst in Haloarchaea (see Figure 1).
Values in the table correspond to the results of AU tests of topology comparisons.
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Finally, the genomic concatenations were also analyzed under a Bayesian framework, but many
MCMC chains failed to reach convergence, especially with the biggest datasets (not shown). Nonethe-
less, on the genomic concatenation having 50% of its fastest evolving sites ﬁltered out, all the four
MCMC chains converged with the site heterogeneous CAT model. A collection of 128180 trees was used
to compute the posterior tree (see Materials & Methods). Phylogenetic relationships within Haloar-
chaea are all strongly supported with PP = 1 and are all congruent with the ML conclusions (Figure 3).
The CAT model is known to be less sensitive to long branch attraction artifacts than the previously
used site homogeneous models (Lartillot and Philippe, 2004). All these results argue in favor of a deep
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Figure 3: Species tree reconstruction with the CAT model. This consensus posterior tree was
reconstructed with the CAT model in Phylobayes. All branches with no support information have a
PP of 1. The topology within Haloarchaea is identical to the ML topology (Figure 1).
MalDH joint gene tree
The MalDH sequence-only tree inferred with the CAT-GTR model is globally weakly supported in most












































































































Figure 4: Sequence-only tree of MalDH sequences. The tree was inferred with Phylobayes and
the CAT-GTR model. Supports on branches are posterior probabilities. Phyla are color-coded in the
same way as in Figure 1.
Two haloarchaeal species, Haloterrigena thermotolerans and Natronolimnobius innermongolicus
contain two copies of MalDH in their genome. These two second copies are very divergent from the other
haloarchaeal sequences and branch deeply in the tree, at the base of one of the two copies possessed
by Methanomicrobiales, making Haloarchaea paraphyletic. Nonetheless, the support for this position
is weak (PP=0.6), probably due to the long branch leading to these two sequences. Regarding the core
part of the Haloarchaea tree, the Robinson-Foulds distance between the topology of the sequence-only
tree and that of the species tree equals 28, which means that, on average, 2/3 of the bipartitions present
in one of the two trees are not present in the other. The high topological distance and the presence
of weakly-supported nodes highlights the need to perform a probabilistic reconciliation to infer the
most likely scenario of transfers, duplications and losses while taking into account the uncertainty in
the sequence-only tree resolution. We used ALE (Szo¨llo˝si et al., 2013a), which implements the exODT






























































Figure 5: Joint tree of MalDH. The phylogenetic tree maximizing the joint likelihood of sequence
and DTL events information was calculated with ALE. This tree was used to reconstruct ancestral
sequences of extant MalDHs. Protein models indicate ancestors for which a resurrection was performed.
Cristal structures show species for which a 3D structure has been determined (H. marismortui and H.
volcanii). Core Haloarchaea are all haloarchaeal sequences excepted the two MalDH duplicates present
in Haloterrigena thermotolerans and Natronolimnobius innermongolicus. Phyla are color-coded as in
Figure 1.
It appears that the two extreme copies of MalDH sequences in Haloterrigena thermotolerans and
Natronolimnobius innermongolicus are now placed at the base of Haloarchaea. However, the sequence
information strongly rejects a placement of these sequences within core Haloarchaea. The MalDH joint
tree of core Haloarchaea presented in Figure 5 is now much closer to the species tree, as attested by the
lower Robinson-Foulds distance, now equals to 16. It shows that ALE detected that a large part of the
topological inconsistency was due to phylogenetic uncertainty present in the MalDH sequences.
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Figure 6 represents the ML reconciliation scenario in terms of duplication, transfer and loss of gene
events in Haloarchaea inferred by ALE. The deep branching of the two extreme duplicate copies of
MalDH is associated to a deep transfer event outside the species tree, that subsequently came back to
an ancestral lineage of Haloterrigena thermotolerans and Natronolimnobius innermongolicus. In core














































































Figure 6: MalDH gene family history. This ﬁgure represents the evolution of MalDH sequences
in terms of duplications, transfers and losses, embedded in the species tree of Haloarchaea. The red
square represents a duplication event. Red circles represent transfer events. Red crosses represent loss
events. Vertical evolution of MalDH sequences outside the species tree represents the evolution of the
sequence in unsampled or extinct species.
Three of these losses are associated to a transfer event, so that the gene loss may represent a non-
homologous recombination between the ancient and the transferred MalDH copy. Figure 6 shows that
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Process Model ln(Likelihood) Number of Parameters AIC BIC
Site- and Time-homogeneous
LG -15129.2 1 30260.4 30270.3
LG+Fopt -15075.4 20 30190.8 30269.81
Site-heterogeneous
UL2 -15011 2 30026 30033.9
UL3 -14963.6 3 29933.2 29945.05
EX2 -14999.3 2 30002.6 30010.5
EX3 -14970.1 3 29946.2 29958.05
EHO -15022.6 3 30051.2 30063.05
C10 -15433.6 10 30887.2 30926.71
C20 -15357.6 20 30755.2 30834.21
C30 -15307.1 30 30674.2 30792.72
C40 -15243.6 40 30567.2 30725.23
C50 -15252.4 50 30604.8 30802.33
C60 -15229.3 60 30578.6 30815.64
Time-heterogeneous
LG+COaLA[1] -15009.2 103 30224.4 30631.32
LG+COaLA[2] -14928.9 204 30265.8 31071.73
Table 3: Selection of the best-ﬁtting model to reconstruct ML ancestral sequences of
MalDH. LG+COaLA[k] indicates that the LG exchangeability matrix was considered when using
the COaLA model, with k branch-speciﬁc parameters.
the MalDH gene family history is complex and that the reconciliation approach is required to have
an accurate representation of the gene diversiﬁcation pattern, a major prerequisite to subsequently
perform ancestral sequence reconstructions (Groussin et al., 2013c). However, this ML reconciliation
scenario is much simpler than a reconciliation scenario computed with the MalDH sequence-only tree
that would ignore the phylogenetic uncertainty of the MalDH sequence-only tree. We used Mowgli
(Nguyen et al., 2013) to compute this maximum parsimony scenario for core Haloarchaea. Mowgli
inferred 0 duplication, 8 losses and up to 10 transfer events, underlining the need to take sequence
information into account to reﬁne trees and to propose more reasonable gene family histories.
Inference of ancestral MalDH sequences
Groussin et al. (2013c) emphazised the need to use complex evolutionary models such as site- or time-
heterogeneous models to infer accurate ancestral sequences. Model ﬁt was shown to strongly correlate
with ASR accuracy, such that the model having the best ﬁt measured with model selection criteria
should be used to perform ASR (Groussin et al., 2013c). Model ﬁt is straightforward to measure in
the Maximum Likelihood framework, by using AIC or BIC criteria that attribute a penalty to the
ﬁnal likelihood depending on the number of parameters estimated by the model. Table 3 shows that,
among all models tested, the site-heterogeneous UL3 model (Le et al., 2008b) is the best at ﬁtting the
data according to both AIC and BIC criteria. This model was chosen to perform ASR of the MalDH
sequences in ML. Within the Bayesian framework, we used the CAT-GTR model, which outperforms
its counterparts CAT, and GTR (not shown).
Globally, ancestral sequences inferred in core Haloarchaea have strong support according to the
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posterior probabilities of the ancestral ML states. Thus, 95%, 95%, 94%, 96% and 96% of ancestral
residues have PP higher than 0.9 for ANC1, ANC2, ANC3, ANC4 and ANC5 respectively (See Figure 7
for the labelling of ancestral sequences). Ancestral sequences obtained with CAT-GTR are slightly less
supported, as 94%, 94%, 93%, 92% and 92% of residues have PP > 0.9, respectively. However, further
experiments are needed to conclude if this weaker support is due to the diﬀerence between ML vs.
Bayesian reconstruction or to the diﬀerence between evolutionary models.
For the ﬁve targeted ancestors, we compared ancestral sequences inferred with UL3 and CAT-GTR.
It appears that 5, 3, 4, 3 and 6 amino acids diﬀer between the two models for ANC1, ANC2, ANC3,
ANC4 and ANC5 respectively. It only represents 1 to 2% of total sites, showing that for this particular
dataset, UL3 and CAT-GTR are able to produce very similar sequences. Some of these diﬀerences
concern amino acids with very similar biochemical properties (L↔I or A↔V for instance). However, 7
of these changes imply amino acids that are biochemically diﬀerent, such as V↔T, P↔Q or S↔R. Since
these latter diﬀerences are more likely to have an impact on protein catalysis and structure, further
control experiments are needed to clarify if these residues may have an impact on catalysis, intra- or
inter-monomer interactions and solvent interactions. It is worth noting that even the replacement of
a given amino acid by another one sharing similar biochemical properties may have a short- or long-
distance impact on the conformational landscape by modifying its steric and/or electronic environment,
which is a key aspect in the adaptation of halophilic proteins to high salt concentrations. Over the
21 diﬀerences between UL3 and CAT-GTR for the 5 ancestors, 9 concern sites that are poorly- (PP
< 0.7) to weakly-supported (0.7 < PP < 0.8) according to PP computed with UL3. This shows that
a substantial part of these diﬀerences lies in a genuine diﬃculty to accurately decipher the nature of
the ancestral state whatever the substitution model employed. However, 10 of these diﬀerences concern
sites that are mildly-supported (0.8 < PP < 0.9, some of them have PP equal to 0.87 or 0.89). It
conﬁrms the inﬂuence of substitution models on ASR inference such that strongly supported ancestral
residues obtained with a given model may become poorly supported with another one (Groussin et al.,
2013c). In line with this, among the 7 diﬀences between UL3 and CAT-GTR implying amino acids that
are biochemically diﬀerent, 4 of them are mildly- to strongly-supported (PP > 0.9) by UL3.
Results presented in Figure 7 show the substitutional pathway of MalDH from the last common
ancestor of core Haloarchaea to H. marismortui and H. volcanii. Given the crystallographic structure
of Hma MalDH, structure predictions were performed for ANC1 to ANC5 (data not shown). It allowed
us to observe that several of these substitutions concern residues that are involved in inter-monomer
interactions and so, may have strong inﬂuence on regulating protein stability.
It appeared that the ancestral MalDH sequences of H. marismortui and H. volcanii reconstructed
with the sequence-only tree and the joint tree diﬀer by only four amino acids. Consequently, the impact
of the phylogenetic tree is in the same range than the impact of the substitution model (see above). It
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Figure 7: Substitution history from the last common ancestor of core Haloarchaea to H.
marismortui and H. volcanii . ANC1 to ANC5 represent the 5 target ancestors that were ex-
perimentally resurrected. The number of substitutions between sequences inferred with CAT-GTR is
indicated in red. Numbers between brackets refer to substitutions involving residues at the interface
between monomers. The number of substitutions inferred with UL3 is indicated in green.
Resurrection of ancestral MalDH
We ﬁrst compared the stability properties of contemporary MalDH enzymes of H. marismortui and H.
volcanii. Figure 8 shows that Hma MalDH requires high salt concentrations to be active as it is in its
native state for a KCl concentration ranging from 1.8M to 4M. Though displaying high sequence identity
(80%) with Hma MalDH, Hvo MalDH has a higher conformational stability, as it is very stable even
at low KCl concentrations (0.5M). This diﬀerence directly reﬂects diﬀerential ecological adaptations,
as H. marismortui lives in high salt environments. However, at very low ion concentration these two
enzymes are unfolded, showing that they are clearly halophilic enzymes which require a suﬃcient ion
concentration to be stabilized and active. It highlights the role of cations and anions in the tertiary
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Figure 8: Salt-dependent stability of extant and ancestral MalDH. Only results for ANC4 are
provided. Stability was measured with .... Eﬀect of anions on stability was measured with a constant
cation (K+) and two diﬀerent anions (Cl−, white triangles and F−, grey triangles).
The same experiment was realised by replacing the chloride anion with the ﬂuoride (F−) anion, which
has a higher electronegativity. F− is not naturally present in the cytoplasm of halophilic organisms.
However, it allows to decipher the inﬂuence of ions (here of anions) in the stability of the MalDH
structure. In the presence of KF, Hma MalDH is stable from lower ion concentrations (about 1M) than
with KCl, showing that it has a much higher conformational stability with ﬂuoride. This demonstrates
that interactions involving MalDH residues and ions of the solvent are stabilised when ions of high
electronegativity are used. This also highlights the crucial role of the MalDH residues involved in these
interactions that strongly determine the stability of the protein. Concerning H. volcanii, the stabilizing
eﬀect of the F− anion is abolished (Figure 8). This underlines that intra or inter-subunit interactions
play a more important role in the stabilisation of the quaternary structure of H. volcanii than of H.
marismortui.
Stability curves for ANC4 are shown in Figure 8. Despite the high global similarity between ANC4
and Hma and Hvo MalDHs at the sequence level (Figure 7), ANC4 displays diﬀerent stability properties.
In the presence of KCl, ANC4 is more stable than Hma MalDH. This may suggest that this ancestor
required lower ion concentration in the cytoplasm than did H. marismortui. However, such conclusions
should be drawn with caution (see Discussion). What is interesting is that ﬂuoride has an intermediate
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inﬂuence on ANC4 MalDH in terms of stabilizing eﬀects due to interactions with anions. These eﬀects
were enhanced in H. marismortui and abolished in H. volcanii (Figure 8). It is probably linked to a
variation of aﬃnity for anions with respect to residues involved in solvent interactions.
Discussion
With the present study, we aim at using ASR and resurrection of ancient halophilic MalDH proteins to
provide the ﬁrst detailed description of the inﬂuence of the successive amino-acid substitutions in the
shaping of the conformational landscape of MalDH during adaptation to extreme salt concentrations.
ASR is performed along a phylogenetic tree whose the reconstruction needs careful attention, as it was
shown that topology incongruences owing to DTL and sequence uncertainty may strongly inﬂuence
ASR accuracy (Groussin et al., 2013c).
The ALE model, by considering both sequence and species information in the calculation of the ML
joint reconciled tree, proposed a reconciliation scenario that is much more parsimonious than the one
inferred without accounting for sequence uncertainty. This shows the importance of jointly considering
the diﬀerent sources of topological incongruences in the computation of reconciled trees. In the ML joint
tree, the two halophilic paralogs branch at the base of core Haloarchaea and not within. This branching
is associated to an ancient horizontal gene transfer to unsampled or extinct lineages at the base of the
core Haloarchaea clade that later came back to ancestral lineages of extant core Haloarchaea. On a
general basis, two reasons may explain why the two paralogs were not placed within core Haloarchaea.
The ﬁrst reason is that no trees having these two copies branching within core haloarchaeal sequences
were present in the sample of posterior sequence-only trees given to ALE, so that ALE could not test a
reconciliation with the species tree. The second less likely reason is that sequence information penalizes
too much the joint likelihood computed by ALE. Indeed, a clade containing the two paralogs branching
within core Haloarchaea species may have been present in the posterior sample of sequence-only trees,
such that ALE was able to compute a joint likelihood with a perhaps more likely reconciliation scenario.
But the gain in likelihood due to this more likely scenario was not enough to compensate the stronger
likelihood penalty brought by sequence information owing to the branching of the two paralogs. Here,
about 0.002 trees (210 over 95242 trees present in the posterior sample) contain the two paralogs within
core Haloarchaea. It shows that sequence information reject too strongly a close relationship between
the two paralogs and other Haloarchaea sequences to be placed within the core species in the joint tree.
Transfer events are inferred conditional on the divergence times of the species tree. These divergence
times were calculated with a relaxed-clock model and only the phylogenetic signal present in the con-
catenate of genes, as no fossil calibration in Archaea is available. Consequently, these dates necessarily
contain uncertainty that should impact reconciliation scenarios (but not the detection of transfers). In
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conclusion, the ML scenario proposed by ALE should be interpreted with great care.
In addition to the ﬁrst biochemical characterization performed on ANC4 in terms of stability, further
experiments are needed to fully characterize the discriminative eﬀects of the various amino acids sub-
stitutions on MalDH properties. For instance, similar investigations on the role of anions and cations in
protein-solvent interactions are needed for the other ANC1, ANC2, ANC3 and ANC5 ancestors. They
should provide information on the range of salt concentrations to which ancient MalDH were adapted.
These results are necessary to predict ancient environmental conditions in which ancestors of extant
halophiles lived. Furthermore, salt-dependent stability measurements will allow to measure the relative
role of ion-binding sites on MalDH stability. In the present study, only the role of anions was investi-
gated, by replacing Cl− by F− while conserving K+. However, it is also knwon that the magnesium
cation (Mg2+) is able to regulate the stability properties of MalDH (Madern and Zacca¨ı, 1997; Ebel
et al., 1999). The determination of X-ray crystallographic structures for each of the ANC proteins will
give clues to comprehend the unpredictable long-range eﬀects of substitutions on the stability properties
of proteins, especially on electrostatic environment of ion-binding sites. For the moment, only in-silico
3D structure predictions were realized using the Hma MalDH structure and the SWISS-MODEL pro-
gram (Arnold et al., 2006; Kiefer et al., 2009). These preliminary results are promising because they
allowed us to identify what particular substitutions should be involved in intra- or inter-monomer or
protein-solvent interactions and could potentially inﬂuence protein stability. However, these 3D models
are uninformative with respect to the positioning of anions and cations that are in interactions with
ion-binding sites. Only X-ray crystallographic structures will provide this information.
Prediction of ancient environments from the activity and stability data obtained in-vitro on resur-
rected single proteins should be attempted with great care. It especially concerns our case, as in-vitro
media does not precisely represent the composition of ions in the cytoplasm. In halophiles, diﬀerent
types of anions and cations regulate protein stability. The stability experiment performed in this study
is unidimensional as it only tests the inﬂuence of one ion composition at a time and so, may not provide
an accurate protein phenotype in terms of stability. One way to overcome this potential bias may be
to use the relation between adaptation to salt concentrations and isoelectric point of proteomes. The
isoelectric point of halophilic organisms has been shown to be particularly acidic, due to global enrich-
ment of acidic residues in halophilic proteomes (Paul et al., 2008). Kiraga et al. (2007) have shown
that the isoelectric point computed at the scale of proteomes was able to discriminate between extreme,
moderate and non halophiles. If a signiﬁcant correlation between salinity conditions of life of each
haloarchaea present in this study and their global isoelectric point is found, a linear regression model
could be used to predict ancient salinities of life over the tree of Haloarchaea from ancestral proteome
compositions reconstructed with non-homogeneous substitution models (Boussau et al., 2008; Groussin
and Gouy, 2011). Further investigations are needed to test the feasability of such an approach and
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J’envisage de nombreuses perspectives à ce travail de thèse. J’en propose quelques unes ci-
dessous en espérant avoir la possibilité de les aborder dans les années futures.
Tout d’abord, l’amélioration de la compréhension du monde vivant et des processus évolu-
tifs agissant au niveau des génomes passera par l’amélioration des modèles de substitution et de
reconstruction des arbres phylogénétiques. La réalité de l’évolution des séquences est beaucoup
plus complexe que ce que les modèles actuels sont capable de prendre en compte, y compris
les plus complexes. Malgré cela, cette complexité ne doit pas être un frein aux développements
méthodologiques et ne doit pas être une raison pour abandonner d’essayer de comprendre l’évo-
lution du vivant par des méthodes phylogénétiques. Suite aux travaux présentés dans cette thèse,
j’envisage de continuer à améliorer les modèles permettant de mieux prendre en compte les mé-
canismes évolutifs, tels que les variations de processus et/ou taux entre lignées et entre sites.
Ainsi, le modèle hétérogène à la fois en temps et en sites présenté dans la section 2.3 pourrait
permettre de modéliser eﬃcacement en ML ces hétérogénéités, ouvrant la voie à la résolution
de questions phylogénétiques diﬃciles.
Contrairement aux séquences nucléiques, il semble, d’après des tests eﬀectués durant cette
thèse et des discussions avec Nicolas Lartillot, que les biais de compositions globales n’aﬀectent
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pas fortement les reconstructions phylogénétiques en acides aminés. Le modèle COaLA présenté
en section 2.1 permet de prendre en compte ces variations globales. Seulement, il n’est pour le
moment pas possible de réaliser une exploration des topologies avec COaLA, qui ne fonctionne
qu’avec une topologie ﬁxe. Il serait intéressant d’intégrer ce modèle au programme PhyML
(Guindon et al., 2010), qui permet de réaliser des explorations de l’espace des topologies très
eﬃcaces en termes de temps de calcul. Une collaboration a été entamée avec Bastien Boussau
et Sebastien Höhna pour l’utilisation de COaLA dans RevBayes, qui permet de réaliser des ana-
lyses phylogénétiques en Bayesien. Dernièrement, le modèle a été implémenté dans les codes de
RevBayes. Il va être très intéressant de tester si COaLA permet d’améliorer les reconstructions
phylogénétiques lorsque les compositions moléculaires globales varient d’une espèce à l’autre,
sur données simulées et données réelles.
Il serait également intéressant de savoir quelles sont les capacités réelles des modèles de
substitution hétérogènes en temps à correctement inférer la position de la racine d’un arbre phy-
logénétique. L’intérêt majeur est d’éviter d’avoir recours à un groupe externe le plus souvent
distant des espèces du groupe interne, créant de gros problèmes de reconstruction la plupart du
temps entrainés par le biais d’attraction des longues branches. Il n’est pas évident de savoir a
priori si le signal phylogénétique lié à la variation des compositions dans le temps soit suﬃsant
pour discriminer une position de la racine plutôt qu’une autre. En revanche, il peut être intéres-
sant de coupler ce signal à d’autres signaux dépendants également de la position de la racine.
Ainsi, les modèles de réconciliation d’arbres de gènes et d’espèces sont capables d’estimer la
position de la racine de l’arbre des espèces qui minimise le nombre de transferts horizontaux
de gènes (Abby et al., 2012) ou maximisent l’ensemble des probabilités des scénarios de ré-
conciliations inférés sur un ensemble de gènes (Szöllo˝si et al., 2012). L’utilisation conjointe des
deux signaux pourrait alors permettre de proposer eﬃcacement une position de la racine d’un
arbre d’espèces, qu’il serait intéressant de comparer avec la position proposée par la méthode
classique du groupe externe.
Le champ de recherche ayant attrait à la résurrection de protéines ancestrales devrait, dans
un futur proche, bénéﬁcier des progrès méthodologiques présentés dans cette thèse pour estimer
de meilleures séquences, mais également bénéﬁcier de l’amélioration de la biologie synthétique,
permettant de produire des milliers de protéines pour un coût humain et ﬁnancier minimum. Si
l’on s’intéresse à un gène en particulier pour lequel on cherche à retracer l’histoire évolutive en
termes de structure ou de fonction, il sera possible de synthétiser en masse des protéines dont
les séquences sont tirées des distributions postérieures des reconstructions, aﬁn d’éviter de ne
considérer que la séquence ML à chaque noeud. L’impact de l’incertitude de la reconstruction
in silico sur les inférences fonctionnelles pourrait alors être mesuré aﬁn d’aﬃner les conclu-
sions biologiques. En outre, des centaines voire des milliers de protéines inférées comme étant
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présentes chez un ou des ancêtres donnés le long d’ un arbre d’espèces pourraient permettre d’es-
timer les intéractomes protéiques ancestraux à l’aide d’expériences de co-immunoprécipitation.
Comprendre la dynamique évolutive de ces réseaux d’intéractions pourraient enﬁn permettre
d’associer à ces réseaux des notions fonctionnelles et évolutives aﬁn de mieux appréhender
l’évolution des organismes en relation avec leur environnement. Enﬁn, au delà de la résurrection
de protéines uniques (ou considérées comme étant indépendantes dans les perspectives mention-
nées juste au dessus), il y a un fort intérêt à ressusciter des protéines en intéraction physique (au
sein de complexes) ou fonctionnelle (au sein d’un pathway), aﬁn de résurrecter des complexes
ou des pathways protéiques. Seulement, la reconstruction des séquences ancestrales associées
à ces protéines devra se faire à l’aide de gène co-réconciliés, prenant en compte à la fois les






6.1 Nouvelle version des librairies Bio++.
6.1.1 Introduction
La majorité des travaux en Maximum de Vraisemblance que j’ai réalisé durant cette thèse ont été
eﬀectué avec les programmes appartenant à la suite de programmes bppSuite (Dutheil and Bous-
sau, 2008), dépendant des librairies Bio++ (Dutheil et al., 2006). Ces programmes permettent
de réaliser un grand nombre d’expériences phlogénétiques, allant de l’estimation de paramètres
évolutifs le long d’un arbre avec bppML, à l’inférence de séquences ancestrales avec bppAnces-
tor, en passant par la simulation de séquences avec bppSeqGen. Au delà de la phylogénie et de
l’analyse d’arbres, les librairies Bio++ mettent à disposition toute une série de fonctionnalités
dédiées à l’analyse de séquences biologiques, à la génétique des populations, à la requête de
séquences dans les banques de données etc.
Dans l’article suivant, publié dans le journal Molecular Biology & Evolution, une nouvelle
version des librairies est présentée, avec de nouvelles fonctionnalités par rapport à celles pu-
bliées en 2006. Ma participation a consisté en l’implémentation dans les librairies de plusieurs
fonctions de routine, ainsi que l’implémentation du modèle COaLA (Groussin et al., 2013a) et
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Abstract
Efﬁcient algorithms and programs for the analysis of the ever-growing amount of biological sequence data are strongly
needed in the genomics era. The pace at which new data and methodologies are generated calls for the use of pre-
existing, optimized—yet extensible—code, typically distributed as libraries or packages. This motivated the Bio++
project, aiming at developing a set of C++ libraries for sequence analysis, phylogenetics, population genetics, and
molecular evolution. The main attractiveness of Bio++ is the extensibility and reusability of its components through
its object-oriented design, without compromising the computer-efﬁciency of the underlying methods. We present here
the second major release of the libraries, which provides an extended set of classes and methods. These extensions
notably provide built-in access to sequence databases and new data structures for handling and manipulating sequences
from the omics era, such as multiple genome alignments and sequencing reads libraries. More complex models of
sequence evolution, such as mixture models and generic n-tuples alphabets, are also included.
Key words: bioinformatics, models of sequence evolution, phylogeny, C++ libraries.
The ﬁeld of molecular evolution has always relied heavily on
the use of computers for modeling and analysis (Eck and
Dayhoff 1966; Fitch and Margoliash 1967). The need to use
computers, and to use them efﬁciently, is even more pressing
now that genome sequence data are accumulating at an
increasing pace. In 2006, version 1.0.0 of the Bio++ libraries
was published (Dutheil et al. 2006) with the aim to provide a
set of ﬂexible, efﬁcient, object-oriented C++ methods for
sequence analysis, population genetics, and molecular phylo-
genetics. Bio++ offers a set of ready-to-use bricks to construct
sequence analysis pipelines, develop new complex probabil-
istic models, run maximum likelihood inference or simulate
data, among other possibilities. Since their initial release the
libraries have been used in a variety of published works and
have enabled the development of new models and tools (for
recent examples, see Be´rard and Gue´guen 2012; Caffrey et al.
2012; Dutheil et al. 2012; Szo¨llosi et al. 2012; Boussau et al.
2013; Groussin et al. 2013; Scornavacca et al. 2013). As they
have been attracting new users and developers, the libraries
have been extended to include new analysis tools, and now
contain the largest set of models for sequence evolution ever
implemented.
New Developments
The initial release of the Bio++ libraries (Dutheil et al. 2006)
was followed by several regular updates, and a major new
version (Bio++ 2.0.0) was released in 2011. As of January
2013, the current stable version is 2.1.0. Since version 1.0.0,
the libraries have extensively developed and new libraries
were added to the initial set. These libraries provide new
functionalities, mainly dedicated to database access, graphics
and graphical user interfaces (GUIs), as well as genomic anal-
ysis. The original libraries have also been extended to incor-
porate new models and analytical tools.
Architecture of the Libraries
Since version 1.0.0, the amount of code in the libraries has
more than doubled, reaching a total of more than 700 classes.
 The Author 2013. Published by Oxford University Press on behalf of the Society for Molecular Biology and Evolution. All rights reserved. For permissions, please
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For ease of use, the code is split into several libraries, which
can be installed and linked independently, depending on
the user’s speciﬁc needs. Version 2.1.0 contains eight libraries.
The “bpp-core” library contains basal classes and interfaces
necessary for the development of applications with Bio++.
Three other libraries inherited from version 1.0.0 gather tools
for sequence analysis (bpp-seq), phylogenetics (bpp-phyl),
and population genetics (bpp-popgen). Finally, the following
four new libraries were developed:
 bpp-raa, for Remote Acnuc Access, providing classes to
query sequence databases
 bpp-seq-omics and bpp-phyl-omics, providing classes for
(phylo)genomic analyses
 bpp-qt, providing graphical components based on the Qt
library (Blanchette and Summerﬁeld 2008).
Figure 1 shows the dependencies between these libraries. We
now brieﬂy describe the recent developments of the original
Bio++ components, and the content of the new ones.
Numerical Tools
The models available in Bio++ require numerical routines,
which are coded in the core library. Since Bio++ 1.0.0, the
collection of available algorithms has been extended (e.g.,
we added support for numerical derivatives, function repar-
ametrization, and sampling procedures), and the efﬁciency
of existing methods has been further improved. The library
provides a fully object-oriented implementation of com-
monly used routines and algorithms for function minimiza-
tion and derivation, or matrix calculus. In particular,
the library offers a large set of object-oriented, event-driven
minimization algorithms for ﬁnely tuned optimization of
complex functions with numerous parameters, such as likeli-
hood under phylogenetic models. Developing new probabil-
istic models is now made easier thanks to a larger array of
continuous or discretized distributions (Gaussian, exponen-
tial, beta, Dirichlet, and any mixture of distributions), as well
as standard algorithms for hiddenMarkovmodeling (forward,
backward algorithms, and posterior decoding with rescaling
to avoid numerical underﬂow [Durbin et al. 1998]).
Database Access
The bpp-raa library allows network access to several nucleo-
tide and protein sequence databases, both generalist ones
(the EMBL sequence library, GenBank, andUniProt) and data-
bases of families of homologous protein-coding genes (e.g.,
HOGENOM, HOMOLENS, HOVERGEN; Penel et al. 2009).
Bpp-raa employs the ACNUC sequence retrieval system
(Gouy and Delmotte 2008) to communicate between the
library user and a sequence database. The bpp::RAA class
opens a network connection to a given database, and allows
extracting sequences and annotations based on sequence
name or accession number, with optional translation to pro-
tein. This class also allows building the list of sequences that
match a given query, including complex queries that involve
logical combinations of criteria (e.g., species name AND/OR/
NOT keyword AND/OR/NOT reference AND/OR/NOT
previous query). The members of a sequence list can then
be extracted for local processing. The bpp::RaaSpecies
Tree class allows using the taxonomy associated with
sequence databases, walking up and down this tree, and ﬁnd-
ing its nodes by name or numerical taxon ID.
FIG. 1. Dependencies between libraries and programs.
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The sequence class hierarchy has been extended to cope with
the increasing amount of genomic data. These developments
follow three main axes: 1) faster handling of sequences,
notably via the use of binary coding to allow more efﬁcient
comparisons, and rewriting of ﬁle parsers, 2) support for sub-
sequences and features, including parsers for GFF and GTF
formats, as well as storage and manipulation of meta-data
like quality scores, and 3) addition of new ﬁle formats, notably
those used for (Next Generation) sequencing (Phred, FastQ,
and MAF). These new data structures enable a very efﬁcient
parsing and ﬁltering of typical genomic data sets. A simple
program using a bpp::SequenceIterator based on
the new bpp::FastQ parser and the bpp::Sequence
WithQuality data structure is able to parse 20 millions
paired-ends reads of 100 bp in 20min on a desktop computer,
whereas the same analysis requires more than 1 h and 30min
with an equivalent pipeline built using the (locally installed)
Galaxy platform (Hillman-Jackson et al. 2012).
New Models of Sequence Evolution
The ﬁrst version of Bio++ already supported a large variety of
models of sequence evolution for nucleotide or amino acid se-
quences, later extended with branch-heterogeneous models
(Dutheil and Boussau 2008; Groussin et al. 2013). Version 2.1.0
offers in addition a generalizedmodeling framework that con-
siders n-tuples as the evolving units in a sequence. This per-
mits an extensible and ﬂexible implementation of codon
models. Speciﬁc features of codon models are implemented
separately in abstract classes, enabling the development of
customized codon models. The currently implemented
models notably support 1) position-speciﬁc substitution
rates; 2) biochemical distances between the encoded amino
acids (as in the GY94model; Goldman and Yang 1994); and 3)
preferences between synonymous codons (Yang and Nielsen
2008). Equilibrium frequencies are modeled either in a posi-
tion-speciﬁc manner or at the codon level, with possibility for
the user to provide his/her own implementation. The substi-
tution rate is proportional either to the target codon equilib-
rium frequencies (as in GY94) or to the target nucleotide
equilibrium frequencies (as in the MG94 model; Muse and
Gaut 1994). This generic implementation uniﬁes the vast
majority of models proposed in the literature (Pond and
Muse 2005; Wong et al. 2006; Mayrose et al. 2007).
Bio++ 2.0.0 also provides support for mixed models. In
these models, a site can “choose” between several models
(Yang and Wang 1995; Yang et al. 2000). The resulting com-
pound likelihood for a site is the average of the conditional
likelihoods for each model, weighted by their probability
distribution. Using this new generic framework, several previ-
ously published mixed models have been made available
in Bio++, such as codon models M1, M2, M3, M7, and M8
from the widely used codeml program (Yang et al. 2000; Yang
2007) for modeling site-speciﬁc selection coefﬁcients or the
proteinmodels UL2, UL3, EX2, CAT-C10 to C60 among others
(Le, Lartillot, et al. 2008; Le, Gascuel, et al. 2008) for modeling
site-speciﬁc properties of proteins.
A generic framework has also been implemented for
combining branch-heterogeneous models with mixed
models. In this framework, it is possible to assign mixed
models to a subset of branches. Different mixed models can
be assigned to separate branches, in which case a site is
allowed to switch between categories of models at nodes,
as in the branch-site model of PAML (Zhang et al. 2005)
(ﬁg. 2 and supplementary ﬁg. S1, Supplementary Material
online). In addition, it is possible to constrain those switches
so that particular sets of branches are always in the same
category. The current implementation therefore covers a
large set of mixed models available in the literature, whilst
enabling the development of new ones.
FIG. 2. Non-homogeneous modeling with mixture models. Example of nonstationary and nonhomogeneous modeling of evolution of a codon
sequence, using three models (M0, M2, and M7) as deﬁned in Nielsen and Yang (1998) and Yang et al. (2000). On branches 0, 1, and 2, a site can
choose between three YN98 models, in which omega can be <1, =1, or >1, with speciﬁc probabilities. On branches 5, 6, and 7, a site can choose
between four YN98 models, in which omega follows a discretized beta distribution. The equilibrium frequencies of the model on branches 3 and 4 are
the same as the ones of the model on branches 0, 1, and 2. The kappa parameter value is the same on branches 3, 4, 5, 6, and 7. In the parameter list,
parameters in white are shared between models. Although artiﬁcial, this example demonstrates the generality of the modeling framework implemented
in Bio++.
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An Extended Set of Tools for Molecular Evolution
The large set of models of sequence evolution available in
Bio++ can be used in combinationwith routinely usedmeth-
ods in evolutionary bioinformatics, such as tree-building, pop-
ulation analyses, sequence simulation, and ancestral state
reconstruction. Although the libraries are not dedicated
to phylogenetic reconstruction per se (for which specialized
software exist), they contain building blocks based on
published algorithms which can be useful to develop new
methods in that ﬁeld. Such “blocks” include parsimony
score and tree likelihood computation (with simple and
double recursive algorithms, see Felsenstein 2003), as well as
nearest-neighbor interchange topology movements. Distance
methods are also available, including neighbor joining
(Saitou and Nei 1987) and BioNJ (Gascuel 1997), which are
implemented in an object-oriented way. The majority of
models implemented can also be used to simulate sequences,
including covarion models and nonhomogeneous models,
and to reconstruct ancestral sequences using the empirical
Bayesian approach (Yang et al. 1995). Population genetics
statistics include the computation of a variety of sequence
diversity estimators, Tajima’s D (Tajima 1989), neutrality
index (Rand and Kann 1996) and McDonald and
Kreitman’s count table for testing of positive selection
(McDonald and Kreitman 1991). Since version 1.0.0, a notable
addition is the development of generic substitution mapping
procedures (Minin and Suchard 2008; Tataru and Hobolth
2011), which can be used to characterize patterns of substi-
tution in a robust and efﬁcient manner (Lemey et al. 2012;
Romiguier et al. 2012).
Graphical Tools
Graphical tools have been introduced in version 2.0.0 of the
libraries. The bpp-core library provides a generic bpp::
GraphicDevice class supporting drawing operations
such as lines, polygons, and text writing, as well as dedicated
interfaces to handle colors and fonts. The bpp-core library
includes three implementations of this interface: Scalable
Vector Format, LaTeX’s Portable graphic Format and the
Xﬁg format, and the bpp-qt library provides an additional
implementation based on the Qt graphic library. The bpp-
phyl library contains several algorithms for plotting trees on
a bpp::GraphicDevice, which can therefore be used to
save a graphical representation of a tree into a ﬁle, or as part
of a GUI. Pre-built GUI components for phylogenetic tree
browsing are included in the bpp-qt library, and used in the
bppPhyView software, a powerful Bio++ based tree editor.
The Bio++ Program Suite and the BppO
Language
Several programs developed using the Bio++ libraries are
distributed as the Bio++ Program Suite (bppSuite), including
the following:
- bppML, which performs maximum likelihood estimation
of models of sequence evolution,
- bppSeq, which simulates sequences under a model of
sequence evolution,
- bppAncestor, which reconstructs ancestral sequences,
- bppDist, which reconstructs phylogenies based on
distance matrices.
They all share a common language for the description of their
parameters, notably models of sequence evolution. In Bio++
2.1.0, this language has a dedicated Application Programming
Interface (API) included in the library. It is referred to as the
Bio++ Options language, or simply BppO. With BppO, one
can easily specify which of the input/output formats, models,
frequencies, discrete distributions, to use and perform—
depending on the chosen bppSuite program—maximum
likelihood estimation of parameters, ancestral sequence
reconstruction, sequence simulation, and so forth. Two
examples showing how complex models can be speciﬁed
using the BppO syntax are given in ﬁgures 2 and 3 (for
codon models) and supplementary ﬁgures S1 and S2,
Supplementary Material online (for nucleotide models).
Programs in bppSuite output their results in a BppO ﬁle,
which can then be used directly as input for another program.
This makes it easy for instance to use a previously ﬁtted
model to simulate sequences or reconstruct ancestral se-
quences. Through the BppO language and BppSuite, a large
set of the features of Bio++ are made available to the user
without the need for C++ programming.
Availability and Future Directions
The Bio++ libraries are distributed under the CeCILL 2.0 li-
cense (compatible with the GNU Public License) at http://
bioweb.me/biopp (last accessed June 6, 2013). Source code
can be compiled (at least) on any system where the GNU
compiler collection is available (including Linux, MacOS, and
Windows). Bio++ uses CMake for its conﬁguration (Martin
and Hoffman 2010), which facilitates its integration with
widely used development environments such as Visual
Studio, XCode, CodeBlocks, or Eclipse. Stable versions are re-
leased yearly, with precompiled and source packages available
for the most common Linux distributions and MacOS. Since
2011, the Bio++ libraries and packages are also directly avail-
able from the Debian distribution (and therefore its deriva-
tives such as Ubuntu and Linux Mint). The latest
development version of the code can be obtained from a
central Git repository.
Bio++ uses unit tests and is checked nightly. The API doc-
umentation, generated using the Doxygen program (http://
www.doxygen.org, last accessed June 6, 2013), is also updated
nightly andmade available online to ease the development of
new applications. In addition, the Bio++ website features a
wiki-based documentation, example programs, a bug tracker
and two forums (biopp-help dedicated to getting help with
theuseof the libraries,withmore than70members, 160 topics,
890 posts, and biopp-devel for general development discus-
sion, with more than 30 members, 260 topics, 940 posts).
Thanks to its growing community, Bio++ is under contin-
uous development. The strength of Bio++ is its combination
of generality and efﬁciency. Generality is achieved through the
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strictly object-oriented design of the library, which eases the
development of new models of sequence evolution.
Comparison with other pieces of software shows that the
versatility of Bio++ comes at a minimal cost in terms of
computer resources (supplementary table S1, Supplementary
Material online). For instance, on a nucleotide data set of
79 sequences and 2,353 sites, the BppML program (from
the Bio++ program suite) ﬁts a GTR substitution model
with 4 gamma-distributed rate classes in 2005 minutes on
a linux desktop machine, using 215 kB of memory. PhyML
achieves the same analysis in 1 minute 18 seconds with
390 kB. PAML uses only 28 kB but performs the estimation
in 6 minutes 54 seconds. All three programs return the same
parameter estimates and likelihood. This efﬁciency is due to a
ﬁne control of memory usage achieved through the classes
and tools of the C++ Standard Template Library, as well as
the efﬁcient function optimizers implemented in bpp-core.
For phylogenetic models, a dedicated modiﬁed Newton–
Raphson algorithm is used, based on an initial idea from
Felsenstein’s phylip package, further improved in the NHML
software, and re-implemented in an object-oriented manner
in Bio++. Programs developed with Bio++ are therefore well
ﬁtted for data analyses typically achieved by their C-coded,
non-library-based counterparts. Further improving the per-
formances of the libraries is one of the next challenges that
the Bio++ developers are currently pursuing, notably by
pushing the limit of numerical underﬂow and developing
support for parallelization, to handle increasingly large data
sets.
Supplementary Material
Supplementary ﬁgures S1 and S2 and table S1 are available
at Molecular Biology and Evolution online (http://www.mbe.
oxfordjournals.org/).
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6.2 La datation des temps de divergence des Foraminifères ben-
thiques.
6.2.1 Introduction
Depuis une quinzaine d’années, un nombre ﬂorissant de publications abordent l’estimation des
âges de divergences à partir des données moléculaires, en utilisant des modèles permettant à la
fois une variation des taux d’évolution dans le temps et la prise en compte de multiples cali-
brations fossiles (Thorne et al., 1998; Drummond et al., 2006; Yang and Rannala, 2006; Heath,
2012). Ces nouveaux modèles ont permis d’améliorer les inférences de datation par rapport à
l’approche de datation par horloge moléculaire stricte (stipulant une constance des taux dans le
temps) à l’aide d’un point de calibration unique, qui fut critiquée avec virulence à la ﬁn des an-
nées 1990, début des années 2000 (Hedges et al., 1996; Bromham et al., 1998; Graur and Martin,
2004) pour largement sur-estimer les dates de divergence. Aﬁn de mieux comprendre ces mo-
dèles et la façon de réaliser une datation moléculaire à l’aide de données fossiles, j’ai eﬀectué un
stage lors de mon Master dans le laboratoire de Ziheng Yang à Londres. Avec Brune Rannala,
ils ont publié en 2006 et 2007 le programme Mcmctree et un modèle d’horloge relachée pre-
nant en compte l’incertitude sur les calibrations fossiles (Yang and Rannala, 2006; Rannala and
Yang, 2007). J’ai utilisé cette approche de datation pour comprendre la dynamique de spéciation
des Foraminifères benthiques. Les Foraminifères benthiques sont doublement intéressants car ils
sont l’un des groupes d’eukaryotes unicellulaires les plus abondants sur Terre mais aussi parce
qu’il est très diﬃcile de les dater du fait de leur évolution très rapide au niveau moléculaire. J’ai
établi une collaboration avec jan Pawlowski, spécialiste de l’évolution et de la phylogénie des
Foraminifères et des Eukaryotes unicellulaires en général.
L’article suivant, publié dans Molecular Phylogenetics & Evolution, a permis de propo-
ser une date d’émergence du clade des Foraminifères benthiques, pré-datant de quelques 200
millions d’années l’apparition du premier spécimen de Foraminifères dans le registre fossile.
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a b s t r a c t
Accurate and precise estimation of divergence times during the Neo-Proterozoic is necessary to under-
stand the speciation dynamic of early Eukaryotes. However such deep divergences are difﬁcult to date,
as the molecular clock is seriously violated. Recent improvements in Bayesian molecular dating tech-
niques allow the relaxation of the molecular clock hypothesis as well as incorporation of multiple and
ﬂexible fossil calibrations. Divergence times can then be estimated even when the evolutionary rate var-
ies among lineages and even when the fossil calibrations involve substantial uncertainties. In this paper,
we used a Bayesian method to estimate divergence times in Foraminifera, a group of unicellular eukary-
otes, known for their excellent fossil record but also for the high evolutionary rates of their genomes.
Based on multigene data we reconstructed the phylogeny of Foraminifera and dated their origin and
the major radiation events. Our estimates suggest that Foraminifera emerged during the Cryogenian
(650–920 Ma, Neo-Proterozoic), with a mean time around 770 Ma, about 220 Myr before the ﬁrst appear-
ance of reliable foraminiferal fossils in sediments (545 Ma). Most dates are in agreement with the fossil
record, but in general our results suggest earlier origins of foraminiferal orders. We found that the pos-
terior time estimates were robust to speciﬁcations of the prior. Our results highlight inter-species varia-
tions of evolutionary rates in Foraminifera. Their effect was partially overcome by using the partitioned
Bayesian analysis to accommodate rate heterogeneity among data partitions and using the relaxed
molecular clock to account for changing evolutionary rates. However, more coding genes appear neces-
sary to obtain more precise estimates of divergence times and to resolve the conﬂicts between fossil and
molecular date estimates.
 2011 Elsevier Inc. All rights reserved.
1. Introduction
Foraminifera belong to the eukaryotic super-group Rhizaria and
are arguably one of the most important protist groups on Earth
(Keeling et al., 2005). They are widely known for inhabiting marine
ecosystems, but occupy freshwater and terrestrial environments as
well (Holzmann et al., 2003; Lejzerowicz et al., 2010). In ocean
habitats, foraminifers can have benthic or planktonic mode of life.
The phylogenetic relationship between benthic and planktonic
species are currently controversial (Ujiié et al., 2008) but plank-
tonic species are known to appear later in the fossil record. A hall-
mark of foraminifers is their shells, more speciﬁcally termed
‘‘tests’’, which can either be organic, agglutinated or calcareous.
Further variations in test morphology exist between taxa due to
the construction of structurally distinct unilocular (single cham-
ber) and multilocular (multi-chambers) tests. In general, the or-
ganic walls, which are present only in unilocular taxa, are thin
and consist of an association between proteins and mucopolysac-
charides. The agglutinated foraminifers form their test by cement-
ing environmental particles and may have one or several
chambers. Finally, calcareous foraminifers secrete calcium carbon-
ate, principally as calcite, to constitute the wall of single- or multi-
locular tests.
Foraminifera possess one of the most profuse fossil records
among eukaryotes. The earliest Cambrian foraminiferal genus
Platysolenites has the appearance of a large, simple, agglutinated
tube resembling modern foraminiferal genus Bathysiphon (McIlroy
et al., 2001). Other straight and coiled tubular agglutinated foram-
inifera, including genus Ammodiscus have been reported from the
Lower and Middle Cambrian (Culver, 1991). Some studies mention
the possibility that unilocular agglutinated foraminifers were al-
ready present during the Upper Vendian (Ediacaran period), at
the end of the Neo-Proterozoic (Gaucher and Sprechmann, 1999).
However, this proposal is controversial given the difﬁculty in
attributing these fossils to Foraminifera with conﬁdence. A recent
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study (Pawlowski et al., 2003) proposed that Foraminifera actually
emerged during the Neo-Proterozoic, but was unable to provide a
more concise time interval for the emergence than between 690
and 1150 Ma. However, this approach, based on molecular diver-
gence time estimates, may have been limited by the exclusive
use of partial ribosomal SSU sequences.
Until recently, molecular phylogeny of Foraminifera was in-
ferred almost solely from ribosomal DNA sequences (Pawlowski
et al., 1994, 1997, 1999, 2003; Ertan et al., 2004; Schweizer et al.,
2008), with only a few phylogenetic analyses of protein coding
genes (Habura et al., 2006; Longet and Pawlowski, 2007). For the
majority of foraminiferal species, the only sequences available
are the partial SSU rDNA sequences, characterized by variable sub-
stitution rates and unequal sequence lengths due to numerous
insertion events (Pawlowski et al., 1997; Pawlowski and Holz-
mann, 2002). Consequently, the SSU rDNA alignments suffer from
intense removal of sites, which leads to phylogenetic trees with
weak resolutions. In spite of these drawbacks, the general view
of foraminiferal phylogeny derived from these alignments is con-
gruent in many respects with paleontological data. According to
this view, the basal foraminiferal group is composed of monot-
halamiid (unilocular) organic-walled or agglutinated species,
which gave rise to polythalamous (multilocular) clades at least
twice during their history (Pawlowski and Holzmann, 2002). One
of the resulting clades groups together agglutinated Textulariida
and calcareous Rotaliida, while the other clade groups all lineages
with early tubular chambers, including Miliolida, Spirillinida and
some Lituolinida (Ammodiscus, Miliammina) (Pawlowski et al.,
2003) (see Fig. 1). The earliest multichambered agglutinated Text-
ulariida arose in the Devonian (>400 Ma), while the calcareous por-
cellaneous Miliolida are known since Carboniferous (>350 Ma)
(Haynes, 1981). Nevertheless, the deep relationships between
monothalamous and polythalamous lineages remain unsolved.
The molecular clock hypothesis provides a seductively powerful
way to date evolutionary events such as speciation. However, the
use of a strict molecular clock can lead to seriously biased esti-
mates of divergence times when the clock is violated. The develop-
ment of new algorithms in the likelihood and Bayesian frameworks
has allowed different lineages to have variable evolutionary rates,
thus improving the estimation of divergence times and reconciling
palaeontologists and molecular systematists (Hasegawa et al.,
2003; Douzery et al., 2004; Bell and Donoghue, 2005).
The well-studied fossil record of Foraminifera provides valuable
information for calibrating the molecular phylogeny, to date the
emergence and divergence times of major taxa. We should bear
in mind, however, that the origin of Foraminifera is undoubtedly
prior to their ﬁrst appearance in the fossil record (545 Ma, Culver,
1991; McIlroy et al., 2001) and that this time difference is key in
furthering our understanding of the early dynamics of Eukaryotes.
To this end, the Bayesian statistical framework is of great interest
because it permits the use of prior knowledge about times and
rates. Thus, MCMCTREE in the PAML package (Yang and Rannala,
2006; Rannala and Yang, 2007; Yang, 2007) accommodates the
uncertainties present in the fossil record by the use of soft bounds
and ﬂexible statistical distributions. In addition, MCMCTREE re-
laxes the molecular clock hypothesis by implementing two models
of variable rates among lineages: the independent-rates model,
where the rates for branches are independent variables from the
same distribution, and the correlated-rates model, where the evo-
lutionary rate of the daughter branch depends on the rate of the
ancestral branch.
In this study, we used complete SSU rDNA sequences and three
nuclear gene sequences, in addition to partial SSU rDNA sequences,
to infer the phylogeny of Foraminifera and to estimate divergence
times of their major lineages. We focused on benthic foraminifers
because of the extreme evolutionary distances within planktonic
species and between benthic and planktonic species. We con-
ducted an extensive robustness analysis to examine the impact
of various prior assumptions on our posterior time estimates. We
discuss the conﬂicts between the molecular and fossil time
estimates.
2. Material and methods
2.1. Sequence data
The main data set consists of 34 species representing the known
taxonomic diversity of Foraminifera. Whenever possible, complete
SSU sequences were extracted from the GenBank. When these are
unavailable, partial SSU sequences were used. Three nuclear pro-
tein-coding genes were also included: actin-2, b-tubulin and
RPB1. The actin-2 and b-tubulin sequences of Quinqueloculina sp.
were retrieved by a blast procedure among all Expressed Sequence
Tags (ESTs) available for this species. To reduce the proportion of
missing data in the coding-genes data set, some species belonging
to the same genus were merged and referred to by their genus
names (Ammonia, Allogromia, Bathysiphon, Bolivina, Reophax and
Sorites) (Suppl. Table 1). The SSU rDNA sequence is available for
34 species, while at least one coding-gene sequence is available
for only 26 species. See Suppl. Table 1 for details.
2.2. Alignment
All sequences were aligned with Muscle 3.7 (Edgar, 2004). The
SSU alignment was then improved by successive re-alignments
with Muscle within regions of large insertions located between
parts of conserved regions, by using the latest version of SeaView
(Gouy et al., 2010). Instead of manually improving the SSU align-
ment by removing fast-evolving regions, we used the SlowFaster
program (Kostka et al., 2008) to do so automatically. This requires
a prior topology and uses maximum parsimony to establish differ-
ent thresholds of evolutionary rates within pre-deﬁned monophy-
letic groups. Alignments of different sizes were generated,
depending on the number of fast sites removed, and for each align-
ment, the maximum likelihood (ML) tree was reconstructed using
PhyML (Guindon and Gascuel, 2003) under the GTR + C5 + I model
with 100 bootstrap replicates. We chose for all later analysis of this
paper the alignment that showed the highest bootstrap support
values for the following nodes: origins of rotaliids and recent mil-
iolids (Quinqueloculina sp., Pyrgo peruviana, Peneroplis pertusus,
Marginopora vertebralis, Sorites and Amphisorus hemprichii) and
the origin of the group Ammonia + Haynesina germanica + Elphidium
williamsoni. Those nodes were chosen because they were widely
accepted to be monophyletic. This heuristic approach was taken
mainly because numerous insertions and fast-evolving sites cause
difﬁculties in the alignment. As the topology for the entire forami-
niferal domain contains uncertainties, the input topology used by
SlowFaster included multifurcations at unresolved nodes and re-
spected the well-known and supported monophyly of rotaliids
and recent miliolids. The Slow–Fast approach was not used to ob-
tain the coding-genes alignment, as it is straightforward to obtain
reliable alignments.
As a result, several data sets were compiled. SSU rDNA with
1942 sites, and the ﬁrst and second codon positions of the three
coding genes with 2148 sites. For phylogeny reconstruction, the
data are analyzed using two partitioning strategies. In the ﬁrst,
the SSU rDNA data (1942 sites) and the ﬁrst and second codon
positions data (2148 sites) were concatenated into one partition,
with 4099 sites in total. The second strategy treats the data as
two partitions: the SSU rDNA vs. positions 1 + 2 of the coding
genes. The dating analysis was conducted using the MCMCTREE
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Fig. 1. The phylogeny of Foraminifera showing fossil calibrations and prior (top) and posterior (bottom) means of divergence times. Eleven fossil calibrations are used in the
dating analysis, including nine minimum bounds, a maximum bound of 200 Myr for the root of Rotaliids and a pair of joint bounds (>20 < 50) for the origin of Soritinae. A
gamma prior G(33.2, 4.16) is assigned on the age of the root. The 95% credibility intervals are shown for all nodes where fossil calibrations are available.
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program, with the data analyzed as two partitions (rDNA vs. posi-
tions 1 + 2 of the coding genes) or four partitions (rDNA vs. three
partitions for the three genes). Each partition had its own set of
substitution parameters and substitution rates (Yang, 1996). Diver-
gence times were also estimated using two mixed partitions (rDNA
vs. amino acids).
2.3. Phylogenetic reconstructions
For the concatenated data set, the ML tree was reconstructed
using the PhyML program (Guindon and Gascuel, 2003) under
the GTR + C5 + I model, with 100 bootstrap replicates. The Bayesian
tree was reconstructed using PhyloBayes (Lartillot et al., 2009) un-
der the GTR + CAT + C5 model. Trace plots of the log-likelihood val-
ues conﬁrmed convergence of the MCMC. Two MCMC runs were
used to conﬁrm consistency between runs. We also conducted a
phylogenetic analysis on the two-partitions data set (see above)
with RAxML (Stamatakis, 2006) and MrBayes (Huelsenbeck and
Ronquist, 2001; Ronquist and Huelsenbeck, 2003). The GTR + C5
model, with 100 bootstrap replicates was used in RAxML, starting
from a random tree. Similarly, the GTR + C5 model was applied
with MrBayes.
2.4. Calibration points and Bayesian divergence time estimation
Both the ML and Bayesian analyses produced unrooted trees.
These were integrated with previous analyses of molecular and
fossil data to generate a rooted tree for Bayesian estimation of
divergence times using MCMCTREE.
Twelve fossil calibrations were used to calibrate the foraminif-
eral tree, implemented using soft bounds (Yang and Rannala, 2006)
(Table 1). Nine of them represent minimum bounds and are as-
signed the truncated Cauchy distribution with p = 0.1 and c = 0.2
so that the density falls off rapidly away from the mode, which is
close to the fossil minimum (Inoue et al., 2010). The microfossil re-
cord is well documented, so we expect the true age to be close to
this minimum. The fossil calibrations are according to Haynes
(1981) and Loeblich and Tappan (1987). A few comments are in or-
der. (i) According to the fossil record, the radiation of Rotaliida oc-
curred in Early Cretaceous but they probably already diverged
during the Jurassic period (Haynes, 1981). Thus a maximum bound
of 200 Ma was used on this node (node 23 in the tree of Fig. 1). (ii)
The ﬁrst presence of the Soritinae subfamily (A. hemprichii, Mar-
ginopora and Sorites) is recorded in rocks since 20 Ma, during Mio-
cene (Haynes, 1981). On this node (node 14), a maximum bound of
50 Ma was applied, based on the fossil apparition of the earliest
Archaiasinae, sister group of Soritinae (Holzmann et al., 2001).
(iii) The program MCMCTREE requires a constraint on the age of
the root in the dating analysis. As no reliable fossil calibration ex-
ists for the origin of Foraminifera, a gamma prior was used for the
root age. A previous study based on molecular divergence time
estimations proposed that Foraminifera could have originated be-
tween 690 and 1150 Ma (Pawlowski et al., 2003). The oldest fossils
attributed to Foraminifera with conﬁdence are from the early Cam-
brian (Culver, 1991). So we used the gamma prior G(33.2, 4.16) for
the root age, with the mode at 774 Ma and 95% CI to be (550, 1090).
Note that the gamma distribution G(a, b) has mean a/b and vari-
ance a/b2.
The univariate calibration densities are multiplied and then
truncated so that ancestral nodes are older than descendent nodes,
leading to a joint distribution of ages of nodes with calibration
information. This is multiplied by the prior density for ages of
nodes without calibration information, speciﬁed using the birth-
death process with species sampling, with the birth and death
rates k = l = 2 and the sampling fraction q = 0.1, representing a
nearly ﬂat kernel density (Yang and Rannala, 2006). As the trunca-
tion mentioned above can cause the effective prior used by the pro-
gram to differ considerably from the apparent prior speciﬁed by
the user (Inoue et al., 2010), we ran the program without the se-
quence data to generate the effective prior to make sure that it is
reasonable judged by the fossil evidence.
The likelihood was calculated under the HKY85 +C5 model,
using both Felsenstein’s (1981) exact algorithm and using the nor-
mal approximation (Thorne et al., 1998; Yang, 2006: ﬁgure 7.10).
The two methods produced similar divergence time estimates.
Our main results presented below were obtained using the approx-
imate method. For the exact likelihood calculation, a gamma prior
G(6, 2) was assigned to the transition/transversion rate ratio j and
a gamma prior G(1, 1) was used for the gamma shape parameter a
of the HKY85 + C5 model.
The time unit is set at 100 Myr. To specify a gamma prior for the
overall rate l, we ﬁx its shape parameter at a = 1 (which represents
a diffuse prior), and obtain the scale parameter b by ﬁtting a molec-
ular clock to the sequence data using point calibrations to estimate
the prior mean (=a/b). This led to the prior l  G(1, 30), with the
mean rate to be 0.033 per time unit or 3.3  1010 substitutions
per site per year. Both the independent-rates and the correlated-
rates models were used to accommodate variable rates between
branches (Rannala and Yang, 2007). The twomodels produced sim-
ilar time estimates (see below) so our main results are presented
under the independent-rates model. Under the independent-rates
model, a gamma prior is assigned on the variance of the logarithm
of the rate: r2  G(1, 8): here again a = 1 is chosen to represent a
diffuse prior while the mean (1/8) is chosen as the reciprocal of
prior mean of the root age, following the recommendation of the
Multidivtime program (Thorne et al., 1998; Thorne and Kishino,
2002; Rutschmann, 2005). Under the correlated-rates model, the
rate of the current branch depends on the rate of the ancestral
branch, with the variance of the log rate to be tr2, if the current
branch is t time units later than the ancestral branch.
We refer to the above settings with the independent-rates mod-
el as the standard condition. We vary the prior or settings to eval-
uate the robustness of the analysis. In such a case, only one factor
was altered at a time.
The MCMC was run for 300,000 iterations, with samples taken
every ﬁve iterations, after a burnin of 10,000 iterations. At least
two runs were launched to conﬁrm the consistency between runs.
Table 1







9 L(5) Ammodiscus genus
10 L(3.5) Cornuspira genus
13 L(1) Peneroplidae family
14 B(0.2, 0.5) 0.2: Soritinae subfamily
0.5: Archaiasinae subfamily (sister group of
Soritinae)
20 L(4) Reophax genus
21 L(3.5) Trochammina genus
23 U(2) Rotaliida order
24 L(0.94) Bolivinidae family
30 L(0.90) Rotaliidae family
31 L(0.35) Nummulitidae family (recent species)
32 L(0.90) Stainforthia genus
Note: Node numbers refer to those in Fig. 1. The time unit is 100 Myrs. Four kinds of
calibrations are used on the ages of nodes: G(a, b) is the gamma distribution with
mean a/b and variance a/b2; B(a, b) is a pair of joint bounds a < t < b, implemented
using equation (17) in Yang and Rannala (2006); L(a) is the minimum-age (lower)
bound, implemented using equation (26) in Inoue et al. (2010) with p = 0.1 and
c = 0.2; and U(b) is the maximum-age (upper) bound t < b, implemented using
equation (16) in Yang and Rannala (2006).
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3. Results
3.1. Phylogenetic analysis
The ML and Bayesian trees are shown in Suppl. Figs. 1 and 2
respectively. The trees are unrooted, but the root is placed within
monothalamiids to respect their traditional basal position (Paw-
lowski et al., 1999; Pawlowski and Holzmann, 2002; Ertan et al.,
2004; Longet and Pawlowski, 2007) and the independent origins
of two polythalamous clades (Pawlowski and Holzmann, 2002).
The ﬁrst polythalamous clade is composed of two orders: Rotaliida
and Textulariida (see Fig. 1 and Suppl. Fig. 1). The monophyly of
Rotaliida is found in both ML (Suppl. Fig. 1A and B) and Bayesian
trees (Suppl. Fig. 1C and D), and with both the concatenated (Suppl.
Fig. 1A and C) and partitioned data sets (Suppl. Fig. 1B and D),
although the support in the PhyML (concatenated data set), RAxML
(partitioned data set) and PhyloBayes (concatenated data set) trees
is low, possibly due to particularly high evolutionary rates of
Ammonia and E. williamsoni and low information content in the
data. However, the posterior probability (PP) is high (1.00) in the
MrBayes tree (partitioned data set). The monophyly of Textulariida
is found in all trees and is consistent with the traditional morphol-
ogy-based systematics (Loeblich and Tappan, 1987) and is thus re-
tained in the input topology for MCMCTREE. The second
polythalamous clade is composed of calcareous order Miliolida as
well as some agglutinated genera (Ammodiscus, Miliammina). In
all trees, Miliammina branches between Ammodiscus and Bathysi-
phon. This position is in disagreement with recent studies suggest-
ing that this genus should be included in order Miliolida based on
molecular, immunochemical and morphological features (Fahrni
et al., 1997; Habura et al., 2006). The unconventional relationship
may be the result of long-branch attraction since both Ammodiscus
and Miliolida have long branches.
Therefore, this part of the tree was modiﬁed in the input tree for
MCMCTREE, in order to respect palaeontological data concerning
the timing of appearance in the fossil record of Ammodiscus
(500 Ma) (node 9 in Fig. 1), Cornuspira (350 Ma) (node 10) andMil-
iammina (250 Ma) (node 11). It is worth mentioning that whatever
is the branching order at the base of Miliolida, our phylogenetic
analyses show consequently Bathysiphon as the sister group to Mil-
iolida + Ammodiscus clade (node 8). Although the support for this
relationship is low in the PhyML tree (66%), the RAxML, PhyloBayes
and MrBayes trees strongly support the phylogenetic position
(87%, 0.97 PP and 0.99 PP respectively). Thus, we hypothesize that
the coiled tubular ancestor of Ammodiscus and miliolids originated
from rectilinear tubular ancestor of recent Bathysiphon.
The relationships within the orders Rotaliida and Textulariida
were not resolved in our ML and Bayesian analyses. To construct
the input tree for MCMCTREE, we used the branching order within
Rotaliida published by Schweizer et al. (2008), which distinguished
three well supported clades. Palaeontological knowledge about the
timing of appearance of Reophax (node 20) and Trochammina (node
21) was used to resolve the topology within Textulariida.
The rooted tree topology used for divergence time estimation
by MCMCTREE is shown in Fig. 1. A few different input tree topol-
ogies were also used to evaluate the robustness of the posterior
time estimates to the tree topology. We also examined the impact
of the placement of the root.
3.2. Estimation of divergence times
3.2.1. Likelihood ratio test of the molecular clock
We conducted the likelihood ratio test of the molecular clock
hypothesis (Felsenstein, 1981) on the two partitions separately.
The likelihood values were conducted with the BASEML program
under the clock model and the no-clock models, without fossil cal-
ibrations (Yang, 2007). The clock model estimates 33 node ages on
the rooted tree and the no-clock model estimates 65 branch
lengths on the unrooted tree. Twice the log likelihood difference
is compared with a v2 distribution with 32 of freedom. For both
partitions, the test rejected the molecular clock, with p < 0.01 for
the coding-gene partition and p < 0.001 for the rDNA partition.
The violation of the clock is also obvious from the ML and Bayesian
branch lengths estimated under the no-clock model (Suppl. Fig. 1a
and b).
3.2.2. Estimates of divergence times under the standard condition
Fig. 1 shows the divergence times (chronogram) obtained under
the independent-rates model. The posterior time estimates were in
most cases in agreement with the fossil record. The radiation of
Foraminifera was estimated to have occurred during the Cryoge-
nian period; the posterior mean of the root age was 770 Ma with
the 95% credibility interval (CI) to be (650–920). Under the corre-
lated-rates model, the estimates were 700 Ma (610–815). These
are younger than previous estimates (690–1150) obtained using
the SSU only under a local-clock model (Pawlowski et al., 2003).
Three main reasons could explain this difference and are presented
in the following. (i) At this time, only partial SSU sequences were
available. (ii) Fossil calibrations were only used for major forami-
niferal radiations, which reduces the quantity of fossil information
incorporated in the analysis. (iii) The method employed did not al-
low the rate to vary freely between lineages. Indeed, the substitu-
tion rate was estimated for multilocular species only and was then
applied to all branches of the tree to calculate divergence times.
Most nodes relating monothalamid species (1, 2, 5 and 6), as
well as node 7 between the monothalamous Toxisarcon alba-Shin-
kaiya lindsayi and polythalamous Textulariida + Rotaliida clade,
were placed before the Early Cambrian. Those estimates support
the classical idea that monothalamiids represented the vast major-
ity of Foraminifera in the beginning of their radiation.
If the extremely fast-evolving Ammodiscus (see the ML and
Bayesian trees in Suppl. Fig. 1) was removed, the posterior esti-
mates of the root age became 736 Ma (600–890) under the inde-
pendent-rates model, similar to estimates above. Thus removal of
this species did not affect the time estimates by much.
At three major nodes, there appear to exist conﬂicts between
the fossil calibrations and the molecular time estimates. The ﬁrst
concerns the origin of Rotaliida (node 23). The posterior age esti-
mate was 190 (160–215) under the independent-rates model, with
the upper limit of the CI to be even greater than the maximum fos-
sil bound of 200 Ma. The conﬂict was even greater under the corre-
lated-rates model, with the Rotaliida root dated to 240 (200–290)
(Fig. 2A). When the fossil calibration was removed, almost all
nodes within the Rotaliida were estimated to be much older than
200 Ma: the age of the Rotaliida root was estimated to be 380 Ma
(300–460).
The second conﬂict concerns the origin of Miliolida (node 10).
The posterior estimate, at 490 Ma (410–580), was much older than
the fossil minimum bound of 350 Ma, implying a huge gap be-
tween the molecular date and the earliest fossil miliolids found.
The estimate under the correlated-rates model was similar. Finally,
the third conﬂict concerns calibration nodes in Textulariida. The
posterior estimate for the origin (node 20 in Fig. 1) was 430 Ma
(390–490), with the lower limit of the CI to be slightly younger
than the minimum fossil bound of 400 Ma. When this fossil cali-
bration was removed, the estimate became 396 Ma (352–470).
Similarly the posterior estimates for the age of node 21 within
textulariids, at which a minimum bound of 350 Ma was placed,
were 380 (345–430), with the lower limit of the CI slightly lower
than 350 Ma. When this fossil calibration was removed, the
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estimates became 165 Ma (60–340), much younger than the fossil
bound.
3.3. The impact of prior assumptions
We varied the standard condition to examine the impact of var-
ious factors on the posterior time estimation, such as the substitu-
tion model, data partitioning, the input tree topology, and the
priors on times, rates and other parameters in the model.
3.3.1. The inﬂuence of the rate-drift model
In Fig. 2 the posterior estimates of times and rates were com-
pared between the independent-rates and correlated-rates models.
Except for Rotaliida and deep nodes, the posterior time estimates
were very similar between the two models. The age of the root
was estimated to be 50 Myr younger with the correlated-rates
model than under the independent-rates model. The rates were
more different between the two analyses, but the correlation in
the logarithm of the rates was quite high (with r2 = 0.79).
3.3.2. The inﬂuence of the prior on times
We varied the parameters (birth rate k, death rate l, and sam-
pling fraction q) in the birth-death process with species sampling
used to specify the prior on the ages of the non-calibration nodes
(Yang and Rannala, 2006). Besides the values used in the standard
condition (k = l = 2, q = 0.1) with a nearly ﬂat kernel density, we
also considered an L-shaped kernel (k = 1, l = 4, q = 0.1), which
produces trees with long internal branches, and an inverse L-
shaped kernel (k = 4, l = 1, q = 0.0001), which produces star-like
trees with short internal branches. No difference was observed
among those priors for most node ages, excepted for deep nodes
(Suppl. Fig. 2A and B). The results were similar to those of Yang
and Rannala (2006), who also found that parameters in the birth-
death process with species sampling had little inﬂuence on the
posterior time estimates.
We considered the impact of the prior on the ages of the calibra-
tion nodes. First, the inﬂuence of parameters p and c in the trun-
cated Cauchy distribution for minimum bounds was examined.
Inoue et al. (2010) analyzed three empirical datasets and found
that both parameters, in particular c, had a strong inﬂuence on
the posterior, with larger p and c pushing up estimates of all node
ages. We used c = 1 in comparison with c = 0.2 in the standard con-
dition (Suppl. Fig. 3A). All node ages became older in the prior.
However, this effect did not persist in the posterior (Suppl.
Fig. 3B). Second, we used different priors on the age of the root.
In comparison with the gamma distribution G(33.2, 4.16) in the
standard condition, we also used joint minimum and maximum
bounds B(550, 1090). The results are presented in Suppl. Fig. 4. This
prior produced very similar estimates for the root age to the gam-
ma prior.
3.3.3. The inﬂuence of the prior on rates
The effect of the gamma prior on the overall rate l was exam-
ined. In the standard condition, l  G(1, 30). We used l  G(2,
60), so that the shape of the density is modiﬁed without changing
the mean. This change in the prior produced very similar posterior
estimates of times and rates (Suppl. Fig. 5).
In the standard condition, the rate-drift parameter r2  G(1, 8).
We used G(0.5, 8) and G(10, 8) as well. Note that multiplying the
shape parameter a by 0.5 reduces both the mean and variance by
a half so that the rates are more homogeneous among lineages,
and multiply a by 10 increases the mean and variance. The esti-
mates (with those for a = 0.5 shown in Suppl. Fig. 6) were very sim-
ilar to those under the standard condition. Thus the prior
assumption about the violation of the clock had little impact on
the posterior time estimates. This result is in contrast with a previ-
ous study, which showed some impact of the prior on r2 (Inoue
et al., 2010).
3.3.4. The inﬂuence of the substitution model
We used the simple JC69 substitution model for comparison
with HKY85 + C5 assumed in the standard condition. The time esti-
mates were very similar between the two models (Suppl. Fig. 7).
This result emphasizes that the underestimation of sequence dis-
tances produced by too simple models is balanced by the multiple
fossil calibrations used in the analysis, as it was previously noticed
(Yang and Rannala, 2006). However, JC69 inferred much lower
rates than HKY85 + C5 (Suppl. Fig. 7B).
3.3.5. The inﬂuence of the time unit used in the calculation
The birth-death process prior on times and the log-normal dis-
tribution of rates are not invariant to the change of the time unit. In
theory, the results may differ when one changes the time unit from
100 Myr to 10 or 1000 Myr. We used all those three time units and
found that the posterior time estimates were indistinguishable
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Fig. 2. Posterior means of times (A) and rates (B) estimated under the correlated-
rates model plotted against those estimated under the independent-rates model.
The solid line represents the regression line. The dashed line represents the y = x
line. The circle represents the violation of the 200 Myr maximum bound by most of
the rotaliid nodes under the correlated-rates model.
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other datasets: the primate dataset used by Yang and Rannala
(2006) and the ﬁsh Fish dataset of Inoue et al. (2010).
3.3.6. Alternative models of time and rate priors
We implemented two variations to the models of Yang and
Rannala (2006) and Rannala and Yang (2007). First we replaced
the birth-death kernel of Yang and Rannala (2006: equation 4)
with a beta distribution when specifying the prior on times; in
other words, the ages of the other nodes given the age of the root
are order statistics of variables drawn from the beta distribution.
Second, we implemented the gamma distribution of substitution
rates in place of the log-normal under the independent-rates mod-
el. We found that the posterior estimates of times and rates were
very similar to those obtained under the standard condition using
the birth-death kernel for the prior on times and the log-normal
distribution for the prior on rates (results not shown). The results
suggest that the distributional details do not matter to the poster-
ior time estimates in such modeling.
3.3.7. The inﬂuence of the root placement and the tree topology
Even if the root is likely to be located among monothalamids, its
exact position is unknown because of the lack of closely related sis-
ter group to Foraminifera to be used as outgroups. In the topology
used here, the position was somewhat arbitrarily chosen within
basal monothalamids. Here we investigated the effect of the posi-
tion of the root on the posterior estimates, by placing the root be-
tween all basal monothalamid species and the rest of the
foraminifers. This change had little inﬂuence for almost all compa-
rable nodes in the trees (Suppl. Fig. 9). Three nodes were estimated
to be younger with the new root, but they are among the basal
monothalamids, in the part of the tree where no fossil calibrations
are available and where the times were hard to estimate. Their CIs
were very wide and they overlap considerably between the analy-
ses. Furthermore, the root age was estimated to be 700 Ma (600–
842), compared with 770 Ma (650–920) with the previous root
location. While the posterior mean was 70 Myr younger, the pos-
terior CIs overlap considerably.
Schweizer et al. (2008) recently proposed a well-supported
phylogeny of rotaliids. They deﬁned three major clades with strong
statistical support. The present study focuses on the phylogeny of
Foraminifera at a larger scale, so that many fast-evolving sites
and insertions had to be deleted in the SSU alignment, preventing
us to obtain an alignment supporting the Rotaliid topology found
by Schweizer et al. (2008). To examine whether the Rotaliida topol-
ogy is responsible for the violation of the 200 Mamaximum bound,
we used a tree with the Rotaliid topology found by ML from the
concatenated data (Suppl. Fig. 1A). The results were shown in Sup-
pl. Fig. 10. All fossil calibrations within Rotaliida were respected by
the posterior time estimates, and the Rotaliid root was dated to
200 Ma (180–225), indicating that the maximum bound is still vio-
lated. Thus the violation of the 200 Ma bound does not appear to be
due to topological differences within Rotaliid.
3.3.8. The inﬂuence of data partitioning
We also analyzed the data as four partitions (the SSU rDNA vs.
three coding genes), in comparison with the two-partition analysis
under the standard condition. For the three protein coding genes,
only the ﬁrst and second codon positions were used, with 688,
658 and 802 sites respectively, and containing only 20, 16 and 8
species, respectively (see Suppl. Table 1). As with the two-partitions
data set, the approximate and the exact likelihood calculations pro-
duced nearly identical results with the four-partitions data set. On
the whole, posterior mean times are younger for the deepest nodes
in the four-partitions analysis (Suppl. Fig. 11A). However, the CIs
overlap widely between the two analyses. Finally, we also esti-
mated divergence times using two mixed partitions (rDNA vs. ami-
no acids). Suppl. Fig. 11B shows that posterior times are nearly
identical to those obtained under the standard condition.
3.4. Inter-species variations of evolutionary rates
Suppl. Fig. 12 shows the two rategrams for the two partitions ob-
tained under the standard condition. The rates for the coding-genes
partitionwere quite homogeneous among all species and no impor-
tant inter-species shifts were noticed (Suppl. Fig. 13A). However,
47% of sites in this partition are missing data. The rates were much
more variable among lineages in the SSU partition, with monot-
halamiid and textulariid species having low rates and other parts
of the tree, especially Miliolida, having high rates (Suppl.
Fig. 12B). After the divergence of Miliammina fusca there was a fast
rate acceleration, according to both the independent and corre-
lated-rates models. This increase in evolutionary rates is accompa-
nied by an increase in A + T content in miliolids (data not shown).
3.5. Conﬂicts between coding-genes and SSU within the Rotaliida and
Miliolida
We analyzed the coding genes and the SSU data separately, to
detect potential conﬂicts between the two sets of data and to
examine which set is responsible for the violation of the 200 Ma
maximum bound. Species having SSU sequences and no coding-
gene sequence were removed from the SSU data set, so that only
comparable nodes remained in the input topology. The posterior
means of times estimated from the two datasets are shown in
Fig. 3, which shows that four major discrepancies exist between
coding genes and SSU. First, coding genes tend to predict younger
times for the deeper nodes than the SSU. The root age estimate was
695 Ma (560, 860) from the genes and 750 Ma (580, 960) from the
SSU. Interestingly, when the 200 Ma maximum bound for the ori-
gin of Rotaliids (node 23 in Fig. 1) was removed, the genes and
SSU were in agreement concerning the times of deep nodes
(Fig. 3B). Second, the two datasets gave very different age esti-
mates for node 3 in Fig. 1, representing the divergence between
Crithionina delacai and Allogromia + Edaphoallogromia australica:
260 Ma (120–520) for the genes and 610 (390–840) for the SSU.
This node is far away from fossil calibrations and thus hard to date
reliably. Third, the estimated ages of nodes for the most recent mil-
iolids were older from the genes than from the SSU. For example,
node 12 in Fig. 1, which groups Quinqueloculina sp. + P. peruviana
with the taxon P. pertusus + Sorites +Marginopora + A. hemprichii,
was estimated to be 400 Ma (170–490) from the genes and
160 Ma (100–300) from the SSU. The extremely long branch be-
tween nodes 11 and 12 (Fig. 1) for the SSU (Suppl. Fig. 12B) appears
to explain why MCMCTREE infers a wide time interval between the
two nodes and a young age for the most recent miliolids (node 12).
Fourth, as with the most recent miliolids, coding-genes tend to
predict older nodes within the Rotaliida. The origin of Rotaliida is
dated at 190 Ma (160, 215) with the genes and at 160 Ma (120,
200) with SSU. Thus, SSU seemed to be in agreement with the
200 Ma maximum bound while the genes were not. When the
maximum bound was removed, the estimated age for the origin
of Rotaliida remained reasonable with SSU, at 230 Ma (120, 400),
but questionable with the genes, at 380 Ma (300, 450) (Fig. 3B).
3.6. Inﬁnite-sites plot
For a ﬁxed set of fossil calibrations, the errors in the posterior
time estimates will not approach zero when the amount of se-
quence data increases. Instead the joint posterior distribution will
become one-dimensional, and as a result, the posterior CI widths
will be linear with the posterior means (Yang and Rannala,
2006). One can then plot the posterior CI width against the
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posterior mean of node ages to assess whether the amount of se-
quence data is near saturation or additional sequence data are
likely to increase the precision of estimation. The inﬁnite-sites plot
for the two-partition data is shown in Fig. 4. The slope (0.45)
means that every 1 Myr of divergence adds about 0.45 Myr of
uncertainty in the posterior CI. The considerable scatter in the plot
(with r2 = 0.38) suggests that the sequence data are rather limited
and sequencing new genes or adding species will very likely lead to
more precise estimates. It is noteworthy that three of the most-
poorly dated nodes are ancestors of monothalamiid species, in
the part of the tree with no fossil calibrations.
4. Discussion
While molecular data has not yet completely resolved the phy-
logenetic relationships or produced deﬁnitive estimates of diver-
gence times in Eukaryotes or Foraminifera, our time estimates
are much more precise than in previous studies (Berney and Paw-
lowski, 2006; Douzery et al., 2004). This is clearly due to our use of
multiple fossil calibrations and the expanded molecular dataset.
Our estimates suggest that the radiation of Foraminifera occurred
around 750 Ma, between approximately 650 and 900 Ma. This esti-
mate is much younger and more precise than the estimate of Paw-
lowski et al. (2003), who proposed, on the basis of an SSU-only
analysis, a CI of (690–1150). Our new estimate is more in line with
the non-basal phylogenetic position of Foraminifera among Rhiza-
ria in SSU phylogenies (Pawlowski and Burki, 2009). Our estimates
support the hypothesis that all eukaryotic super-groups emerged
during the Neo-Proterozoic (Berney and Pawlowski, 2006; Douzery
et al., 2004). As the oldest fossils unequivocally attributed to
Foraminifera are dated from the Early Cambrian, the results imply
that the evolutionary history of this group includes a long non-fos-
silized period. According to our estimates, almost all divergence
events among monothalamids occurred before the Cambrian
explosion (Fig. 1) during the Cryogenian period (Neo-Proterozoic).
Those results indicate that the Cryogenian oceanic fauna was com-
posed of monothalamous foraminiferal species and that Foraminif-
era are important to the Neo-Proterozoic protistan communities
and the difﬁculties in ﬁnding fossil traces of foraminifers during
this period could be due to non-preservation of these specimens
in rocks. Some microfossils, dated from the Neo-Proterozoic, were
previously discovered (Porter and Knoll, 2000; Rasmussen et al.,
2002). Nevertheless, it was complicated to attribute them to par-
ticular lineages because of too simple morphologies, which
prompted Pawlowski et al. (2003) to suggest a reevaluation of
the interpretations in these studies concerning whether these fos-
sils represent unilocular foraminifers. The results presented here
strongly support such a conclusion.
On the whole, the divergence times estimated using the molec-
ular data are in agreement with the fossil record. The soft bounds
implemented in the MCMCTREE program appear useful for detect-
ing possible conﬂicts between the fossils and the molecules, as
indicated by the posterior CIs going beyond the speciﬁed bounds.
We noted that the 400 Ma minimum bound for the origin of Text-
ulariids was slightly violated while the 350 Ma minimum bound
within this group was likely to be inappropriate (see Section 3).
This could be explained by the fact that only Reophax possesses
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Fig. 3. Posterior means of times estimated using the protein-coding genes plotted
against the posterior means of times estimated using the SSU, either with
maximum bound on the root of Rotaliids used (A) or removed (B). The thin dashed
lines represents the 200 Myr maximum bound on the root of rotaliids. The thick
arrow represents the shift of time estimates of the rotaliid nodes.
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Fig. 4. The inﬁnite-sites plot in which the widths of the posterior 95% CIs are
plotted against the posterior means of divergence times. Six nodes (all above the
regression line) with very wide CIs are highlighted by asterisks in Fig. 1B. Three of
them belong to Monothalamiida, where no fossil calibration is available.
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evolutionary rates for the four textulariid species are really low
(Suppl. Fig. 12B). By allowing the algorithm to propose dates that
do not conform with fossil calibrations during the MCMC calcula-
tion, MCMCTREE appears to have detected a more general problem
concerning the uncertain status of the genus Trochammina. Theo-
retically, this is a very old genus, which appeared in Carboniferous
(350 Ma) (Haynes, 1981) but its taxonomic deﬁnition is unclear
and it is possible that the genus is not monophyletic. Thus we can-
not rule out the possibility that the Trochammina sp. that was se-
quenced is not so old and that its divergence with Eggerelloides
scabrum + Textularia sagittula occurred much later. In agreement
with this, both Textularia and Eggerelloides are relatively recent
genera that appeared in Paleocene and Holocene, respectively.
Furthermore, the maximum bound of 200 Ma for the radiation
of Rotaliida is violated by the molecular time estimates. Under
the correlated-rates model, both the mean and the CI upper limit
are older than 200 Ma (see Section 3). Two reasons may explain
the results. First, the fossil calibration may not represent the true
evolutionary history of this group, which may have diverged from
aragonitic lineage earlier in the Triassic (Haynes, 1981). Second,
the dating method may not handle fast rates within Rotaliida
and as a consequence overestimates the time of divergence. The
SSU data set was particularly subjected to strong inter-species var-
iation of rates within Rotaliida (Suppl. Fig. 12B), with particularly
high rates for Ammonia and E. williamsoni. As it appeared that it
was the coding-genes that are not in agreement with the fossil cal-
ibration, further investigations are needed to understand the im-
pact of fast rates of coding-genes within Rotaliida on posterior
time estimation. We can conclude that, although estimating the
divergence time of this group is non-trivial, an origin of modern
Rotaliida during the Jurassic is still plausible in respect to the
SSU data set. The third conﬂict between molecular and fossil data
concerns the origin of Miliolida. In the fossil record, miliolids ap-
pear during the Carboniferous around 350 Ma, with the ﬁrst spe-
cies assigned to the family Cornuspiridae (Haynes, 1981). The
genus Miliammina emerged in the fossil record during the Triassic
(from 251 to 200 Ma). Our main analysis places the radiation of
Miliolida around 490 Ma, under both the independent- and corre-
lated-rates models and with analogous results between SSU and
coding-genes when these are analyzed separately. These results
would imply that a period of 100–140 Myr of the miliolids history
did not leave fossil traces in sedimentary rocks. Moreover, our esti-
mates place the time of divergence betweenM. fusca and the rest of
miliolids during the Devonian or Silurian between 390 and 450 Ma,
depending on the data set analyzed. Thus a similar conclusion can
be drawn for Miliammina, with a non-fossilized period of 200 Myr.
The following factors may explain why our results are not com-
patible with the classical scheme followed by palaeontologists. (i)
Both the branches leading to Cornuspira and node 12 are character-
ized by rapid evolutionary rates in SSU (Suppl. Fig. 12B). MCMC-
TREE may encounter difﬁculties to handle those extreme high
rates. (ii) The origin of Miliolida corresponds to the apparition of
calcareous tests. Consequently, the early Cornuspira could be very
weakly calciﬁed and therefore not preserved in the fossil record.
(iii) The common ancestor of Miliolida was actually still aggluti-
nated and Cornuspira developed a calciﬁed test independently from
the other miliolids. However, this third hypothesis does not appear
to be plausible for the reason that Cornuspira has a typical miliolid
porcellaneous wall, and that it is not parsimonious to imagine that
the formation of such wall originated more than once. Similarly,
the very early divergence of Miliammina is unexpected since this
genus has particular type of chambers winding in different planes,
typical for Quinqueloculina and other Miliolacea that appeared in
Jurassic. It is unlikely that foraminifers with such characteristic
type of test have not been noticed in the fossil record by
palaeontologists.
Accurately estimating divergence times during the Neo-Prote-
rozoic among Rhizaria is necessary to understand the speciation
dynamic of early Eukaryotes. In particular, inferring the time of
the radiation of Radiolaria, sister-group of Foraminifera according
to recent results (Burki et al., 2010), will be of great interest to
understand the origin of Foraminifera. Thus, accumulation of more
sequence data will most likely lead to more precise time estimates,
particularly in groups of unilocular species where no fossil calibra-
tion is available, as indicated by the inﬁnite-sites plot. Genetic data
less prone to evolutionary rate variation than SSU will be especially
valuable in resolving the conﬂicts between fossil and molecular
dates observed in this study.
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