We derive a formula for the expected number of crossings of an arbitrary, possibly dlsconMnuous, curve in a time Interval (0,1) by a continuous non-stationary normal process. It is chown that a formula analogous to that of M. R. Leadbetter and J. D. Cryer [3] holds under conditions more general than they considered. I /
Introduction
We consider the expected number of (non-tangential) crossings of an arbitrary, possibly discontinuous, curve in a time i by a continuous non-stationary normal process. It is shown that a formula analogous to that derived by M. R. Leadbetter and J. D. Cryer, holds under conditions more general than they considered in f3]. The method used is that developed by N. Donald Ylvisaker in [4] , For the sake of simplicity we assume that the process and the curve have been simultaneously normalized so that we may consider crossings of a curve v(t) by a continuous process with mean function 0 and with variance 1. It is shown that if v(«) is of unbounded variation, then the expected number of crossings is +* 0 .
The proofs are somewhat more intuitive than those of [3] in that they proceed directly from a calculation of the probability involved instead of an interplay of Dirac delta functions and the process derivative.
The formula for the expected number of crossings is a sum of two parts; the first is just an integral of Rice's formula, the derivation of which is independent of the second part and follows Ylvisaker, 14) . 
Kotation
Given a point function v(«) of bounded variation, let vi*} be the measure determed by:
Let the measure jvI{•} be the total variation of vl«}. Let jvIC«) be the point function determined by ivji«}:
We shall say that X(t) has crossed the curve We assume that the correlation function pUj.t?) = EX(ti)X(t ? )
has the spectral form 
)j dp/ 4(y)dy at continuity points of v(«) 1 2/ *(pv(t + ) + (l-p)v(t))dp
at left continuous discontinuity points of v(»), = if HpvU~) + (l-p)v(t))dp 0 at right continuous discontinuity points of v(»),
]dp
at points of total discontinuity of v^).
Concerning the Formula (1)
The first integral in (1) is just the integral of Rice's formula for the number of crossings of a fixed level; it does not involve /(•). 
T). Let yj(t) be the stochastic process whose graph is a series of straight lines with vertices at (x(t.) -v (t.), t^).

Let N.(T) be the number of axis crossings by y,(t).
We shall be interested in taking limits over some fixed sequence of 
Let L(h,k,P) be the probability that Z > h, W ^^ k, when Z and W have a bivariate normal distribution with means 0, variances 1, and correlation P. 
Then EN d (T) -J:{L(v(t i+1 ), v(t i+1 ), 1) -L(v(t i+1 ), vCt^, PU^.tj)) + L'(v(t 1 ). v(t i ), 1) -L(v(t i ), ^(t i+1 ), P(t i+1
where n^ (t), n^ (t), n. (t) are the step functions represented in the braces in the above sums.
The proof of the theorem follows from lemmas 1, 2, 3, and 4. (1)
Lemma 2. Lemma 1 is true with n^ (t) replaced by a ' (t). iKo,v,t) -2*(v(t))/dp/ Hy)<iy 0 0 at continuity points of ^(•), 1 -2/$(pv(t + ) + (l-p)v(t)dp 0 at left continuous discontinuity points of v(»), 1 -2/t(pv(t') + (l-p)v(t))dp 0 at right continuous discontinuity points of ^C*), -8--2/ U(pv(t + ) + a-p)v(t)) + ;(pv(t') + (l-p)v(t))]dp " o at points of total CUEcontinuity of v(«).
This completes the proof of the theorem when v(«) is of bounded variation. Lemma 4 covers the remaining case where \(*) is of unbounded variation.
Proof of Lemma 1.
Consider in the sense that if one side of the equality is -f« then both sides are + 00 .
^CO*52 TT XT
But the non-negative function --i s bounded above by and con-T ,2i2 verges to 2TrA / . It follows that
^ -T. /(2TiA)-F(t,dA) and limK(t) .f e-^2 (t) j(2nA)-> F(t,d\)
.0 in the sense that if one side of these equalities is + ou then both sides are 4*°.
The statement of Lemma 1 follows since v(t) = o(t )
The Proof of Lemma 2 follows in the same way.
a.e.
I Proof of Lemma J. If t. is a point of discontinuity for -'(•),
it is a point of positive mass for Mi*} and we must do better than to find the a.e. limit of n_; (t) at such points. For the sake of a convenience we will assume that t = t. is a point of left continuity of i ' v(*); the necessary modifications are recognizable if this is not the case.
Letting T = t^ -t^ p(t) = p(t,t+T): 
To evaluate lim a(p,T), write T+0
Since 0 <y (2TTA) ? F(t,dA) < 4«., t ,(') is twice differentiable, and 0 /---we may evaluate lim i/v/l -P 
= J C(pv(t + ) + (l-pMt))dp j r(y)ciy 
Proof.
In lieu of the absolute continuity of |v|{«} we may rewrite n(t) = 2o(t)*(v(t))(v'(t)/o(t))/dp/ ^(y)dy.
Ü
Writing £ = v , (t)/ci(t), and considering n(t,-J ) = n(t):
n(t,0) = 0 and ■^^^f
-'U)(2H0-i).
ITieref ore.
n(t,0 -r(t);(j(t))J (2Uy)-l)dy,
I
The aorollavu is unlike the result of [3) only in that we have assumed v(») absolutely continuous instead of continuously differentiable;
if we consider a process with variance function 1, then the hypothesis of [3] that r^t.t') exist and is continuous at diagonal points is exactly our requirement that o(t) exist and is continuous. To show that the formula of [3] reduces to (2) when the variance function is 1, note the typographical error on p. 510:
it follows (adding a circumflex to denote the notation of [3] )
from Lemma 3 of (3) that n(t) = (m'-YP^/lYd-P 2 ) 15 ).
If the variance is unity, the following simplifications may be made:
With these substitutions the formula (2) of [3] may be reduced to (2) above bv the same method of differentiating with respect to m'(t)/o(t).
T
