ABSTRACT In ground penetrating radar (GPR) applications, base-scale analysis can be a powerful tool to support data analysis and to build a consensus in data interpretation. In this paper, a study using the spatial-subband as a characterizing method to visualize structure attributes of GPR is presented. A dynamic framework is proposed to support the effective understanding and interpretation of structural patterns occluded in massive data. In this framework, variational mode decomposition is adopted to transform the GPR data into a set of subbands, each of which has a single mode and limited bandwidth. Meanwhile, the definable reconstruction provides a multiscale mapping for structural attributes. Significant patterns in the mapping are observed by employing both parameter adjustment and scale variation in data from a highway survey. The proposed approach can be extended to generate a broader interface with the parameter space for further exploration. Moreover, a multi-spatial map provides means of visualizing structural patterns of heterogeneous media.
I. INTRODUCTION
Ground penetrating radar (GPR) is a high-resolution electromagnetic method of exploring underground geological structures [1] . GPR achievements have been limited by the presence of background noise and scattering of GPR signals during data collection. Thus, methods have been continually developed to improve GPR performance by enhancing its features and mapping structure.
Multivariate analysis, such as the support vector machine (SVM) [2] , [3] and Independent Component Analysis (ICA) [4] have been utilized in GPR exploration to classify features and estimate structural properties. This approach divides data into different patterns based on the feature expression. Hence, more regular information can be presented by dynamically gathering the relevant variables into groups. Although these approaches characterize essential features and enable easier detection without significant loss of information, reproducing the implied information cannot be achieved on account of the lack of supervised parameters. In most cases, multivariate analysis is employed as a fundamental tool to reduce dimensionality of a multivariate dataset without significant loss of information. GPR is generally deemed a rich source of visual features. It should be readily employed with certain texture analysis methods [5] - [7] . However, existing GPR texture methods are relatively sensitive to explicit surfaces and can fall into a single pattern.
Several studies have reported visualization methods for GPR and seismic data, including attribute extraction and surface generation [8] . Castanie et al. [9] developed a probebased rendering system that creates a multimodal correlation between different attributes to interactively render painted isosurfaces. Patel et al. [10] achieved an illustrative rendering algorithm for slice interpretation. More recent reports have focused on multi-attribute interaction and visualization. Höllt et al. [11] combined two-dimensional (2D) and threedimensional (3D) cost minimization techniques into an interactive workflow for exploration of seismic data. Moreover, the related SeiVis [12] is an interactive application for integrated seismic interpretation and the creation of subsurface models. Furthermore, advances in processing seismic data have fostered opportunities for geological composition exploration. Kadlec et al. [13] constructed a knowledgebased interactive model for slice segmentation. The model unifies seismic attributes and implicit-surface modeling as a surface-driven solution. Liu et al. [14] proposed an interactive approach to visualize the structural geological composition with the assistance of multi-scale sensitivity of transfer function. They used an interactive cut approach to extract the corresponding geological composition in the volume. Although current technology can provide vivid mapping of complex geologic units from attribute sets, existing knowledge of many subsurface features is limited on account of the inability to delineate and describe the potentially diverse reflection patterns. Some of these limitations occur in development, such as the tendency of falling into the local optimum, pattern sensitivity, and limited generalization ability.
Recently, researchers have focused on the problem of analyzing and improving GPR performance by enhancing its features and mapping structure. The data-driven algorithms have been developed to conduct multivariate analysis for identifying critical correlations across multiple dimensions [15] . Moreover, visualization methods have been explored to support attribute extraction and surface generation of GPR data. However, these methods still have limitations, including sensitivity to the surface type. In addition, the methods based on waveform inversions (WI) have received attention in GPR data analysis [16] . Recent advances in high-performance computing are capable to resolve subsurface properties with higher spatial resolution and map GPR data with a significantly improved level of detail [17] . However, the algorithms based on WI have difficulties in the following aspects, which are building accurate analysis model with automatic procedures and increasing the robustness of WI. In this paper, a dynamic framework for multi-pattern processing of GPR data is proposed. The framework can produce multiscale mapping for structural features by involving user interactions with supervised parameters and visual perspectives.
II. FRAMEWORK EXPLORATION
The original focus of the present research was developing a mapping approach for GPR features to visualize characteristics using multivariate analysis. However, it was determined that mixing the subband attribute and geometrical attributes dramatically influences the structural visualization performance. To capture and utilize the dynamic structural information within the map-analysis process, a two-phase framework was therefore developed. Figure 1 shows the framework overview. First, the original GPR data are divided into multiple subbands using a variational mode decomposition(VMD) method of a signal, which is expressed by a sub-slice. Second, dominant mode analysis for dynamic multi-pattern processing is designed, which enables perception of individual or multiple patterns belonging to the sub-field of the dataset. Accordingly, visual factors are encoded for observing an overview of the potential structure. The visual results are presented to demonstrate how the maps obtained from the original data reflect the probable distribution of the subsurface medium.
The proposed framework combines subband decomposition with various scale transforms to enable viewers to identify the region of interest (ROI) and analyze the uncertainty associated with a structure partition. By adjusting the parameters of a series of componentized processes, the visual model based on the framework can generate a related view of the data. Analysis at multiple levels is thereby enabled, ranging from abstracted macrostructures to branched regions after fragmenting slices. Moreover, the base-component workflow fosters ready transformation into new analysis techniques.
III. VMD-BASED SUBBAND DECOMPOSITION
The decomposition transform is included in the framework for analyzing GPR data. The objective of decomposition is developed for an assumption that the GPR dataset consists of a series of unknown modes. Each one contains specific frequency information and oscillatory attributes at a particular scale. Considering the observed signal f (t) to be a combination of exponential terms to be fitted, its estimate can be given with:
where u k is the k-th subband of f , which is defined with the following elements: magnitude A k , and angular frequency ω k . These subbands can provide an accurate estimation for intrinsic space-frequency attributes. By manipulating the subslices extracted from these subbands, intuitive maps of the implicit information of GPR data can be obtained. Then, a nonlinear transforming method, variational mode decomposition (VMD) [18] , is employed to handle the raw data. VMD is an effective method for decomposing the nonstationary signal into different modes of separate spectral bands. It can precisely identify several single harmonics, irrespective of their relative amplitudes and the proximity of their frequencies. The 2D VMD model [19] is formulated as the following minimization problem:
The common definition of instantaneous frequency ω used in the 2D VMD model is intrinsically one-dimensional (1D); however, it has the 2D universal property. Nevertheless, the characteristic of the measure of u k and ω k being based on ∇(·) limits the discriminating of the respective center frequencies with the anisotropic reflection pattern. This is because the values of u k and ω k cannot be independently assigned by the direction of reflection. The GPR slice is performed by merging a group of the individual 1D sequence, whose horizontal axis represents the distance along the offset path and whose vertical axis corresponds to the echo depth. Obviously, if u k and ω k are computed with a homogeneous constraint function while being independent of the attribute axis, it should be difficult to identify the heterogeneous property between the longitudinal vibration and transverse correlation. To perceive the heterogeneous characteristics of the GPR slice, the VMD method is further extended to fit the heterogeneous mode by means of a mixture optimization strategy. The strategy-based VMD model is composed of two main steps: the ω k step, and the u k step.
In the ω k step, with the dimension transformation of slice f to 1D sequence f L , the VMD algorithm can be used to estimate parameter ω k . The minimization problem can be rewritten as
In addition, ω k minimization is expressed as ω
and ρ is the regularization parameter. Through the above step, ω k can be optimized to the 1D counterpart. This means thatω k is only relative to 1D sequence f L .
In the u k step, u k is optimized and similar to the 2D VMD case, except that ω k is specified as a 1D parameter. u k minimization is
Then, ω k and u k are iteratively updated until the minimizing process converges. Thus, the observed slice f splits into a series of sub-slices u k .
To evaluate the performance of the proposed decomposition method, real GPR data in a highway survey were considered as original slice f , as shown in Figure 2 . Compared with typical data detecting the presence of an object or structure, the original data containing high noise have no obvious structural character and thus a lower possibility exists of identifying the ROIs. Figure 2 shows the decomposition result of the proposed optimization method and corresponding gray histogram. The experiment was run with the parameters k = 5 and α = 0.5. The method can readily decompose the original data into its five constituent sub-slices from u 1 to u 5 . From the corresponding gray histogram, it is evident that each individual sub-slice has a single mode and limited bandwidth.
IV. REGION MAPPING
Region mapping herein refers to the representative structureregion mapping that reflects the characters of a detailed distribution and multiscale structure, which can provide intuitive views of a geologic survey.
A. SMOOTHING MODEL
Despite successful decomposition, there remains an issue of significant characters for each sub-slice not being intuitively perceived owing to a predominant appearance of texture. Texture discrimination is very expensive in general; thus, the focus is more heavily weighted to significant sections obtained with texture smoothing. Dominant modes represented by these sections are easily identified in visual terms. Therefore, recombining these modes can produce the information that was previously unknown. To extract significant sections concerned with geological information in each subslice, the total variation(TV) model is adapted [20] - [22] to smooth the sub-slice texture. Texture smoothing is an evolutionary process of fusing local texture features to obtain a global visual perception. The TV method has demonstrated its usefulness as a surface reframing tool in the field of image processing. Compared with the general texture process, TV methods for GPR texture have the potential to discriminate fine details from the seemingly regular textures.
Assume s is a given sub-slice, and v is a smoothed approximation of s. The relationship between s and v can be expressed by the following TV model:
where λ is a tuning parameter. The first term |∇v| is a regularizer, which helps preserve the section edges. The second term is a fidelity term, which makes the extracted structures close to input s. Note that the above model depends too much on gradient magnitudes; it is not suited for GPR data texture correlated with the variance of wave amplitude. Considering the anisotropic property of the sub-slice, the TV model is VOLUME 6, 2018 intended to be redefined by two separable parts in x and y directions to accommodate the original texture. The first term at pixel (x, y) is defined as:
where R(x, y) and C(x, y) are the transformation function in the x-axis and y-axis directions for point v(x, y), and their discrete version is written as:
where l(x, y) is the neighborhood of the pixel v(x, y) in the x-axis direction, and h(x, y) is the neighborhood of the pixel v(x, y) in the y-axis direction. p(·) is a given measuring function, representing the inherent pattern defined in the neighborhood of l(x, y). Moreover, G(k, σ ) is the Gaussian kernel function. Altering the value of expected value k and variance σ can control the smoothness of the trace in the y-axis direction. Next, considering the case that the GPR trace is a 1D signal, and pixel v(x, y) is only related to the y-axis direction variable, the fidelity term that synthesizes pixel v(x, y) and its neighborhood are optimized to approximate the dissimilarity between s and v. The dissimilarity measure is defined as:
where G(x, y) is a measure of the direction-related contrast ratio. Q(x, y) and G(x, y) are defined as: Here, m x (x, y) and m y (x, y) are the mean function that average the samples in a local direction-based neighborhood of a pixel. Since the intensity in the nearby pixels is mutually more correlated than the signal values, the contrast between salient regions and structure is enhanced, while the texture details are averaged away. Figure 3 shows the testing results obtained from the TV model applied to sub-slices for various smooth parameters. The figure depicts a summary of the control parameters outlined in Table 1 . In Table 1 , λ is a tuning parameter which corresponds to (5) and adjusts the proportion between the section edges and extracted structures. The parameter σ in Table 1 is the Gaussian variance parameter which controls the smoothness of the trace in the y direction. As expected, it can be observed that the smoothing results contain meaningful structures corresponding to the local texture. Nevertheless, most of the texture structure remains obscured.
B. THEMATIC STRUCTURE
After the above smoothing, thematic structures comprising the representative region in each sub-slice are to be captured. They are then recombined to synthesize the structure maps. To achieve this objective, Fuzzy c-means (FCM) clustering is employed to finely separate the substructure from the smoothed results. Although the FCM method shows good performance in subdividing the regular image into several parts, it is difficult to recognize the smoothed sub-slice occupied by pixels having a closed gray intensity. Thus, a hybrid-processing-based FCM clustering and histogram is considered.
In Figure 2 , it is apparent that the histograms obtained from the sub-slices are found on almost every single peak. This means that it is not easy to clearly define an adequate threshold value that divides the intensity into two modes. An optimal FCM scheme that iteratively computes fuzzy memberships is therefore used to extract the dominant mode from the sub-slice.
First, the histogram containing the frequencies for all levels of intensity is established. From that point, to overcome the limitation in the threshold selection, an iterative procedure for updating fuzzy memberships and cluster centers is presented. In this procedure, the histogram is integrated into the measurement of membership degree instead of the standard membership function. Finally, the above procedure is repeated until convergence.
In real applications for the above proposed method, the suitable number of clusters is three. In this case, by using the cluster method, all pixels in the sub-slice are classified into three types: high intensity, medium intensity (nearby peak), and low intensity. In subsequent processing, these three types of pixels are converted into two dominant clusters. The highest frequency near the peak point may be treated as one cluster or the background, while the other types may be merged as another cluster or the foreground.
In Figure 4 , it is observed that the thematic structures are successfully extracted by the presented FCM scheme. Furthermore, the foreground and background are clearly segmented into respective sections. The FCM parameters of each sub-slice, such as the membership grade and histogram threshold, can be adjusted within specified ranges to obtain the global optimal solution. To enhance the visual effects of the thematic structure, each mask is integrated into the original data. The integrated results and comparisons are presented in Figure 5 .
As observed in Figures 4 and 5 , the mask of the thematic structure is intuitive, and large-scale patterns are easily perceived in each sub-slice. Nonetheless, the diversity and heterogeneity of the visible regions are limited. To capture a more detailed view of flexible patterns, the presented scheme synthesizes the set of shapes in sub-slices. Thus, the scheme relates to the above work, while maintaining a local similarity in the sub-slice to the original data. In other words, the resulting map should resemble the original data. Moreover, the sets of sub-slices should be represented by this map.
Thus, the described synthesis optimization is an approximate procedure from coarse-to-fine resolution. Let q represent the resulting map, which is expressed as where z is a set of k-independent maps of the thematic structure, and A is the weight matrix. The statistics-based regionmerging algorithm is employed to generate the resulting map [14] . The synthesis procedure results in a series of multiscale maps, which can provide various views to observers on the attributes and their structural distribution in GPR data. Figure 6 presents multiple results of the synthesis map in different patterns. In the first map, the texture and structure VOLUME 6, 2018 are the most complicated in scale g = 256. As parameter g decreases, the identified regions increase. In the final map, the number of regions is the lowest. This demonstrates the feasibility of generating the multiscale results of the synthesis via a controlling parameter g. Note that some perceptual regions merge, while others are not changed. The presented synthesis algorithm can produce more visually pleasing results with sharp boundaries, even with a flexible region, while not losing the similarity as much as the original slice.
V. RESULTS AND ANALYSIS
To explore the mapping performance of different ROIs, parallel coordinate plotting (PCP) is conducted in terms of the matching quality between the correspondence of the output mapping and original data. PCP is a well-known geometric projection visualization technique that is highly effective in identifying the correlation among attributes. Hence, PCP is herein combined with the quality measure of output mapping to visually identify the scale that can obtain a robust result of mapping, as well as to find the spatial clusters of a scale distribution with similar quality factors. The mapping quality measure for PCP reflects the dissimilarity of two regions from output mapping sets to the corresponding reference ones in the original data. The parameter sets adopted in PCP include Average Difference (AD), Maximum Difference (MD), Normalized Absolute Error (NAE), Mean Square Error (MSE), Laplacian Mean Square Error (LMSE), Peak Signal to Noise Ratio (PSNR), Structural Content (SC) and Normalized Cross correlation (NK). The six-axis PCP is created by projecting these parameter attributes. Figure 7 shows the visualization of parameter sets when a total of nine scaling factors from g = 1 to g = 256 are applied between the first axis and sixth axis. In this figure, the distribution of quality scores with the scale parameter g is clearly identified. In addition, the three relevant clusters are effectively revealed from nine broken lines. Furthermore, the spatial scale parameters that enable the quality measure to be stable, e.g., g = 16, can be identified. To further understand the confidence level associated with the ROI and scale parameter, a chart series with a focus on the evaluation of the mean absolute deviation (MAD) and standard deviation (SD) is used to illustrate the uncertainty distribution of local similarity maps as well as the sensitivity to scale parameters. A summary view is depicted in Figure 8 . The charts show the variation score of MAD and SD of related ROIs. Thus, they can be used to analyze the consistent performances of the maps corresponding to ROIs in the original data. By comparing these charts, it is evident that the character of the uncertainty evolution relates to scale. For example, by changing g = 256 to g = 1, the maximum of MAD and SD values can be decreased from 12.66 to 3.29, and 0.9 to 0.75, respectively. Another observation from a single chart relates to the correlation between MAD and SD, which indicates the mean level that is a better choice for obtaining the reliable local structures.
VI. CONCLUSION
In this paper, a systematic approach for visual understanding of implicated information in GPR data was presented. The objective was the proposal of a compound approach that enables analysts to uncover intrinsic patterns by spatialsubband maps in multi-perceptive space to accomplish a special task that transforms GPR data into a map space with a fixed pattern. More importantly, the proposed approach is not constrained to providing visual representations; it can be extended to generate a broader interface with the parameter space for further exploration. For instance, by setting the parameter in Eqs. (3), (4), and (5), the available choices for the sub-slice set can add more views that expose GPR data. While the proposed approach is effective, a few aspects can be improved. The current visual encoding from a thematic structure to a synthesized map is based on a large scale with a small number of optional levels. If the number of optional levels increases, more cues of the underlying structure could be identified for interpreting GPR data. 
