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1 Introduction
The goal of the Oberwolfach-Mini-Workshop “L2-spectral invariants and the integrated
density of states” was to unify the point of views and approaches in certain areas of geometry
and mathematical physics. The aim of our paper is to make the connection between
those fields even more explicite. Let us start with a very brief introduction to L2-spectral
invariants.
1.1 L2-spectral invariants
Let Γ be a countable group and L2(Γ) be the Hilbert-space of the formal sums
∑
γ∈Γ aγ · γ,
where aγ ∈ C and
∑
γ∈Γ |aγ|
2 <∞. Notice that Γ unitarily acts on L2(Γ) by
Lδ(
∑
γ∈Γ aγ ·γ) =
∑
γ∈Γ aγδ−1 ·γ . Hence one can represent the complex group algebra CΓ as
bounded operators by left convolutions. The weak closure of CΓ in B(L2(Γ)) is the group
von Neumann algebra NΓ. The group von Neumann algebra has a natural trace:
Tr Γ(A) = 〈A(1), 1〉 ,
where 1 ∈ L2(Γ) is identified with the unit element of the group. Let B ∈ NΓ be a positive,
self-adjoint element, then by the spectral theorem of von Neumann
B =
∫ ∞
0
λ dEBλ ,
where EBλ = χ[−∞,λ](B) . We can associate a spectral measure µB to our operator B by
µB[0, λ] = σB(λ) = Tr ΓE
B
λ .
Note that the jumps of σB are associated to the eigenspaces of B. We denote by S
B
λ
the orthogonal projection onto the subspace of λ-eigenvectors. One can also consider the
Fuglede-Kadison determinant as
det
Γ
(B) := exp(
∫ ∞
0
log λ dµB) .
Now let Γ be a finitely generated amenable group. That is Γ has a Følner-exhaustion of
finite subsets 1 ∈ F1 ⊂ F2 ⊂ . . . , ∪∞n=1Fn = Γ such that
lim
n→∞
|KFn|
|Fn|
= 1 ,
2
for any non-empty finite subset K ⊂ Γ. Then the following approximation theorem holds:
Statement 1 [1] For any positive, self-adjoint B ∈ C(Γ) and λ ≥ 0,
TrSBλ = lim
n→∞
dimCKer (Bn − λ)
|Fn|
,
where Bn = pFnBiFn and pFn : L
2(Γ) → L2(Fn) is the natural projection operator, iFn :
L2(Fn)→ L2(Γ) is the adjoint of pFn, the natural imbedding operator.
As we shall see in Section 2 the fact that the spectral distribution functions NBn converge
to σB uniformly immediately follows from Statement 1. Note that
NBn(λ) =
s(λ,Bn)
|Fn|
,
where s(λ,Bn) is the number of eigenvalues of Bn (counted with multiplicities) not greater
than λ.
Similar approximation theorem holds for residually finite groups. Let Γ be a finitely
generated residually finite group with finite index normal subgroups
Γ⊲N1 ⊲N2 ⊲ . . . ,∩
∞
k=1Nk = {1} .
Statement 2 [5] Let B ∈ QΓ be a positive, self-adjoint element and let πk(B) = Bk ∈
Q(Γ/Nk) be the associated finite dimensional linear operators, where πk : Γ → Γ/Nk are
the quotient maps. Then the distribution function σB is the uniform limit of the spectral
distribution functions NBk .
Note that the rationality assumption is crucial in the proof of Statement 2. For the Fuglede-
Kadison determinant one has the following result:
Statement 3 [5] If Γ is amenable or residually finite, and
B ∈ QΓ as above then detΓ(B) ≥ 1, that is
∫∞
0
log λ dµB ≥ 0.
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1.2 Quasi-crystal graphs
LetG(V,E) be an infinite, connected graph with bounded vertex degrees, which is amenable
in the sense that there exists a Følner-sequence {Fn}nn=1 of finite subsets in V such that
lim
n→∞
|∂Fn|
|Fn|
= 1 ,
where
∂Fn := {p ∈ Fn | there exists q /∈ Fn, (p, q) ∈ E} .
We shall consider those graphs that exhibit a certain aperiodic order. First we need some
definitions.
The r-pattern of a vertex x ∈ V is the graph automorphism class of the rooted ball around
x. That is x, y ∈ V have the same r-pattern if there exists a graph isomorphism φ between
the balls Br(x) and Br(y) such that φ(x) = y. Denote by Pr(G) the finite set of all possible
r-patterns in G. We say that G is an abstract quasicrystal graph (AQ-graph) if for any
α ∈ Pr(G) there exists a frequency P (α) such that
• For any Følner-sequence {Qn}∞n=1:
lim
n→∞
|Qαn|
|Qn|
= P (α) ,
where Qαn ⊆ Qn is the set of vertices in Qn having the r-pattern α.
Of course, the Cayley-graphs of finitely generated groups are AQ-graphs. Also, the dual
graph of the Penrose tilings and in general, graphs defined by nice Delone sets considered
in [3], [4] are AQ-graphs without translational symmetries. We can construct random AQ-
graphs as well. Let G be the standard lattice graph in the two-dimensional plane. Consider
the Bernoulli space Ω =
∏
G{0, 1}. For each ω ∈ Ω, Gω is the following graph. If ω(a, b) = 0
then we add a new edge ((a, b), (a+1, b+1)) to the lattice. Then for almost all ω ∈ Ω, Gω
is an AQ-graph.
The algebra that plays the role of the group algebra is the algebra of pattern invariant
matrices PG. A pattern-invariant matrix is a function A : V × V → C satisfying the
following properties:
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• A(x, y) = 0 if dG(x, y) > rA, where dG is the shortest path distance on the vertices.
The value rA, the propagation of A, depends only on A.
• A(x, y) = A(φ(x), φ(y)) if φ is a graph isomorphism (there can be more than one)
between the rA-ball around x and the rA-ball around φ(x), mapping x to φ(x).
Of course,
• AB(x, y) =
∑
z∈V A(x, z)B(z, y)
• (A +B)(x, y) = A(x, y) +B(x, y)
• (λA)(x, y) = λ(A(x, y))
• A∗(x, y) = A(y, x)
defines a ⋆-algebra structure on PG. Note that PG is naturally represented on L
2(V ) by
A(f)(x) =
∑
y∈V
A(x, y)f(y) ,
for f ∈ L2(V ). These sort of operators were considered e.g. in [2], [3],[4].
In the case of tilings one can imbed PG into a von Neumann algebra defined by the associated
Delone system. In [2], we imbedded PG into a continuous ring defined by the special
construction of certain self-similar graphs. In this paper we define a von Neumann algebra
NG using the natural trace on PG and consider the imbedding ψG : PG → NG (see Section
3). Now we can state the main results of this paper.
Theorem 1 Let G be an AQ-graph, B ∈ PG a positive, self-adjoint operator (as an oper-
ator on L2(V ). Suppose that for any x, y ∈ V ,B(x, y) ∈ Q. Then for any Følner-sequence
{Qn}∞n=1, the spectral distribution functions NBn uniformly converge to the integrated den-
sity of states (IDS) function σB, where Bn = pQnBiQn and σB is the von Neumann spectral
function of the positive, self-adjoint element ψG(B).
Note that in [3], [4] similar uniform convergence results was proved for a class of AQ-
graphs without the rationality assumption. In [2], we also considered certain AQ-graphs
for which uniform convergence follows without the rationality assumption.
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Theorem 2 If G and B are as above then
∫ ∞
0
log λ dµB ≥ 0 ,
where µB is the spectral measure associated to ψG(B).
As a consequence of this theorem we have the following corollary:
Corollary 1.1 If G and B are as above and λ is a point of discontinuity of the IDS function
σB, then λ is an algebraic number.
2 Uniform spectral convergence
In this section we prove some technicalities on the convergence of spectral distribution
functions.
Proposition 2.1 Let {fn}
∞
n=1, f be monotone increasing right-continuous functions on the
interval [0, K] such that fn(K) = 1 for any n ≥ 1 and f(K) = 1 as well. Suppose that
limn→∞ fn(λ) = f(λ) if λ is a point of continuity of f . Also suppose that if λ is a point of
discontinuity of f , then
lim
n→∞
Jn(λ) = J(λ) ,
where
Jn(λ) = fn(λ)− f
−
n (λ) J(λ) = f(λ)− f
−(λ)
are the jumps of our functions. Then {fn}
∞
n=1 uniformly converge to f .
Proof. First we need the following lemma.
Lemma 2.1
lim
n→∞
f−n (y) = f
−(y)
for any y ∈ [0, K].
Proof. First suppose that
f−(y)− lim inf
n→∞
f−n (y) = δ > 0 . (1)
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Let z < y be a continuity point of f such that f−(y)− f(z) < δ
2
. Then for large enough n,
|fn(z)− f(z)| <
δ
2
. Since fn(z) ≤ f−n (y) (1) leads to a contradiction. Now suppose that
lim sup
n→∞
f−n (y)− f
−(y) = δ > 0 . (2)
Let y < z a continuity point of f such that f(z)− f(y) < δ
10
. Again, for large enough n ;
|fn(z)− f(z)| <
δ
10
and |(fn(y)− f
−
n (y))− (f(y)− f
−(y))| <
δ
10
.
Since fn(z) ≥ fn(y), (2) leads to a contradiction.
Now we turn to the proof of our proposition. If the uniform convergence does not exist,
then there are points {xnk}
∞
k=1, y ∈ [0, K] such that xnk → y and
|fnk(xnk)− f(xnk)| ≥ ǫ > 0 (3)
Let z < y be a continuity point of f such that f−(y)−f(z) < ǫ
10
. If k is large enough, then
|fnk(z)− f(z)| <
ǫ
10
and |f−nk(y)− f
−(y)| <
ǫ
10
.
Hence for large enough k:
|fnk(xnk)− f(xnk)| < ǫ ,
if z ≤ xnk ≤ y. Now let y < z be a continuity point of f such that f(z)− f(y) <
ǫ
10
. Again
if k is large, then
|fnk(z)− f(z)| <
ǫ
10
, |f−nk(y)− f
−(y)| <
ǫ
10
and |Jnk(y)− Jnk(y)| <
ǫ
10
.
Hence for large k, |fnk(xnk)−f(xnk)| < ǫ if y ≤ xnk ≤ z. Hence (3) leads to a contradiction.
Suppose that µn, µ are probability measures on the interval [0, K], and {µn}∞n=1 weakly
converge to µ. Then if Fn(λ) = µn([0, λ], F (λ) = µ([0, λ], then limn→∞ Fn(λ) = F (λ) if λ
is a continuity point of F that is when µ({λ}) = 0 . Suppose that
• µn weakly converge to µ and
• if µ({λ}) > 0, then µn({λ})→ µ({λ}).
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Then by our Proposition, {Fn}∞n=1 converge to F uniformly.
Remark: Consider the situation in Statement 1. If B ∈ CΓ is a positive, self-adjoint
element, then by [1]
Tr ΓS
B
λ = lim
n→∞
dimCKer (B − λ)
|Fn|
,
where SBλ is the orthogonal projection onto the λ-eigenspace of B. Hence by Proposition
2.1, NBn uniformly converge to the spectral measure σB (the pointwise convergence was
considered in [7]).
3 The pattern-frequency algebra construction
Let G be an AQ-graph and PG be the ⋆-algebra of pattern-invariant matrices. Then for
A ∈ PG we define
Tr G(A) := lim
1
|Qn|
∑
x∈Qn
A(x, x) , (4)
where {Qn}∞n=1 is a Følner-sequence in G.
Proposition 3.1 (a) The limit in (4) exists.
(b) TrG(A) does not depend on the choice of the Følner-sequence.
(c) TrG is a trace, that is a linear functional satisfying TrG(AB) = TrG(BA).
(d) TrG is faithful, that is TrG(A
∗A) > 0 if A 6= 0.
Proof. Note that
1
|Qn|
∑
x∈Qn
A(x, x) =
1
|Qn|
∑
α∈PrA(G)
|Qαn|Aα ,
where Qαn is the number of vertices in Qn with rA-pattern α and Aα = A(x, x) if x has
rA-pattern α. Since limn→∞
|Qαn|
|Qn|
= P (α), (a) and (b) immediately follows.
Now let A,B ∈ PG, then
Tr G(AB) = lim
n→∞
(
1
|Qn|
∑
x∈Qn
∑
y∈V
A(x, y)B(y, x))
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Tr G(BA) = lim
n→∞
(
1
|Qn|
∑
x∈Qn
∑
y∈V
B(x, y)A(y, x))
That is
|TrG(AB)− Tr G(BA)| ≤ lim
n→∞
2
|Qn|
∑
x∈∂DQn
mAmB , (5)
where mA = supx,y |A(x, y)|, mB = supx,y |B(x, y)| , and
∂DQn := {x ∈ Qn | there exists y /∈ Qn, dG(x, y) ≤ max(rA, rB)} .
Note that mA, mB <∞ by the pattern-invariance. Also, limn→∞
|∂DQn|
|Qn|
= 0 by the Følner-
property and the bounded vertex degree condition. Hence by (5) (c) follows. Finally, let
0 6= A ∈ PG. Then
Tr G(A
∗A) =
1
|Qn|
∑
x∈Qn
(
∑
y∈V
A(x, y)A(y, x)) =
1
|Qn|
∑
x∈Qn
(
∑
y∈V
|A(x, y)|2) .
That is TrG(A
∗A) =
∑
α∈PrA(G)
P (α)Lα , where Lα =
∑
y∈V |A(x, y)|
2 if x has the rA-
pattern α. Therefore (d) follows.
Now the pattern-frequency algebra is constructed by the GNS-construction the usual way.
The algebra PG is a pre-Hilbert space with respect to the inner product < A,B >=
TrG(B
∗A) . Then LAB = AB defines a representation of PG on this pre-Hilbert space.
Lemma 3.1 LA is a bounded operator if A ∈ PG.
Proof. Let A,B ∈ PG. Denote by ‖ ‖ the pre-Hilbert space norm. Then
‖B‖2 = lim
n→∞
(
1
|Qn|
∑
x∈Qn
(
∑
y∈V
|B(x, y)|2) .
‖LAB‖
2 = lim
n→∞
(
1
|Qn|
∑
x∈Qn
(
∑
y∈V
BB∗(x, y)A∗A(y, x)) ≤ lim
n→∞
(
K
|Qn|
∑
x∈Qn
(
∑
y∈V
|BB∗(x, y)|) ,
where K = supx,y |A
∗A(x, y)|. Note that
|BB∗(x, y)| = |
∑
z∈V
B(x, z)B∗(z, y)| ≤
∑
z∈V
|B(x, z)||B(y, z)| ≤
≤
1
2
∑
z∈V
(|B(x, z)|2 + |B(y, z)|2) .
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Let tx :=
∑
y∈V |B(x, y)|
2 . Then
‖B‖2 = lim
n→∞
1
|Qn|
∑
x∈Qn
tx .
‖LAB‖
2 = lim
n→∞
(
1
|Qn|
∑
x∈Qn
(
∑
y∈V
1
2
(tx + ty) ≤ lim
n→∞
KM
|Qn|
∑
x∈Qn
tx ,
where M is the maximal number of vertices in an rA∗A-ball of G. Hence ‖LAB‖2 ≤
KM‖B‖2 .
Thus PG is represented by bounded operators on the Hilbert-space closure. Now the
pattern-frequency algebra NG is defined as the weak-closure of PG. then Tr G(A) = 〈LA1, 1〉
extends toNG as an ultraweakly continuous, faithful trace. The finite von Neumann algebra
NG shall play the role of the group von Neumann algebra in our paper.
4 Spectral approximation
Proposition 4.1 If B is a positive, self-adjoint operator in PG, then ψG(B) is positive
self-adjoint as an element of NG.
Proof. The self-adjointness is obvious, since the representation ψG : PG → NG preserves
the ∗-structure:
〈LBX, Y 〉 = Tr G(Y
∗BX)
〈X,LBY 〉 = Tr G((BY )
∗X) = Tr G(Y
∗BX) .
The operator B is positive in PG if and only if 〈B(f), f〉L2(V ) ≥ 0 for any f ∈ L
2(V ). That
is ∑
y,z∈V
B(y, z)f(z)f(y) ≥ 0 . (6)
On the other hand, ψG(B) is positive if Tr G(U
∗BU) ≥ 0 for any U ∈ PG.
Tr G(U
∗BU) = lim
n→∞
(
1
|Qn|
∑
x∈Qn
∑
y,z∈V
U∗(x, y)B(y, z)U(z, x) =
= lim
n→∞
(
1
|Qn|
∑
x∈Qn
∑
y,z∈V
B(y, z)U(z, y)U(y, x)) .
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By (6), for any x ∈ Qn: ∑
y,z∈V
B(y, z)U(z, y)U(y, x) ≥ 0 .
Hence the positivity follows.
Now we need some estimates for the norms of the finite dimensional linear transforms Bn.
Proposition 4.2 If B ∈ PG is positive, self-adjoint operator then Bn is positive, self-
adjoint as well. Furthermore, there exists K > 0 such that ‖Bn‖ ≤ K, for any n ≥ 1,
where the norm of Bn is considered as a linear transformation in MatQn×Qn(C) .
Proof. Recall that Bn = pQnBp
∗
Qn
, hence the positivity and self-adjointness are obvious.
The norm-estimate immediately follows from the next lemma.
Lemma 4.1 Let H(V,E) be a finite graph, where the vertex degrees are not greater than
d. Suppose that A : V × V → C is a matrix such that
• |A(x, y)| ≤ m
• A(x, y) = 0 if dH(x, y) > r.
Then ‖A‖ ≤ Cd,m,r, where the constant Cd,m,r > 0 depends only on the parameters, not on
the graph H itself.
Proof. For f, g ∈ L2(V ) unit vectors,
|〈A(f), g〉| = |
∑
x,y∈V
A(x, y)f(x)g(y)| ≤ m|
∑
x,y∈V ,dH (x,y)≤r
f(x)g(y)| ≤
≤ m
∑
x,y∈V ,dH (x,y)≤r
(|f(x)|2 + |g(y)|2) .
The number of occurences of |g(y)|2 on the right hand side is not greater than the maximal
possible number T (r, d) of vertices in a ball of radius r in a graph of vertex degrees bounded
by d. This quantity depends only on r and d. Thus
‖A‖ = sup
f,g∈L2(V ),‖f‖=1,‖g‖=1
|〈A(f), g〉| ≤ m(1 + T (r, d)) . .
Now we prove our key trace approximation formula.
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Proposition 4.3 Let B ∈ PG, then for any k ≥ 1,
TrG(B
k) = lim
n→∞
1
|Qn|
Tr (Bkn) .
Proof.
Tr G(B
k) = lim
n→∞
1
|Qn|
∑
x∈Qn
Bk(x, x) =
= lim
n→∞
1
|Qn|
∑
x∈Qn
∑
y1,y2,...,yk−1∈V
B(x, y1)B(y1, y2) . . .B(yk−1, x) .
On the other hand,
1
|Qn|
Tr (Bkn) =
1
|Qn|
∑
x∈Qn
∑
y1,y2,...,yk−1∈Qn
B(x, y1)B(y1, y2) . . .B(yk−1, x) .
Note that if x, y ∈ Qn then B(x, y) = Bn(x, y). Clearly,
|
1
|Qn|
∑
x∈Qn
∑
y1,y2,...,yk−1∈V
B(x, y1)B(y1, y2) . . . B(yk−1, x)−
−
1
|Qn|
∑
x∈Qn
∑
y1,y2,...,yk−1∈Qn
B(x, y1)B(y1, y2) . . . B(yk−1, x)| ≤
1
|Qn|
mkBsn ,
where mB = supx,y∈V B(x, y) and Sn is the set of strings {x, y1, y2, . . . , yk−1} such that
• dG(x, y1) ≤ r .
• dG(yi, yi+1) ≤ r for any 1 ≤ i ≤ k − 2.
• For some 1 ≤ i ≤ k − 1: yi /∈ Qn.
Therefore our proposition follows from the lemma below.
Lemma 4.2 limn→∞
|Sn|
|Qn|
= 0 .
Proof. For a ∈ N, let again
∂aQn := {x ∈ Qn | there exists y /∈ Qn, dG(x, y) ≤ a} .
By the Følner-property and the vertex degree condition limn→∞
|∂aQn|
|Qn|
= 0 . If x is a starting
vertex of a string in Sn, then x ∈ ∂krQn. The number of choices for y1 is not greater than
qr, where qr is the maximal number of vertices in an r-ball of G. Hence
|Sn| ≤ |∂krQn||qr|
k−1 .
Thus our lemma follows.
12
5 The integrated density of states
Let G be an AQ-graph, B ∈ PG be positive, self-adjoint and {Bn}∞n=1 be the associated, fi-
nite dimensional linear transformations. Since ψG(B) ∈ NG is positive, self-adjoint element
of a von Neumann-algebra we have the spectral theorem:
ψG(B) :=
∫ ∞
0
λ dEBλ ,
where EBλ are the associated spectral projections χ[0,λ](ψG(B)) . The spectral measure is
defined by
σB(λ) = µB[0, λ] := Tr G(E
B
λ ) .
For the finite dimensional operators Bn
NBn(λ) =
1
|Qn|
Tr (EBnλ )
are the usual spectral distributions. Let K > 0 be a real number such that ‖B‖, ‖Bn‖ < K.
Then if P ∈ R[x] is a polynomial,
∫ K
0
P (λ)dµBn(λ) =
1
|Qn|
Tr (P (Bn)) .
∫ K
0
P (λ)dµB(λ) = Tr G(P (Bn)) .
Hence by Proposition 4.3
lim
n→∞
∫ K
0
P (λ)dµBn(λ) =
∫ K
0
P (λ)dµB(λ) .
That is the probability measures µBn weakly converge to µB. In other words, σB is the
integrated density of states. This immediately implies the associated Shubin-formula:
lim
n→∞
NBn(λ) = TrGE
B
λ ,
for any λ ≥ 0 continuity point of σB.
6 Approximation of the ground state density
The goal of this section is to prove the following proposition.
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Proposition 6.1 If B is a positive, self-adjoint element of PG and B(x, y) is a rational
number for any x, y ∈ V , then
lim
n→∞
dimCKerBn
|Qn|
= TrGE
B
0 .
Proof. The proof is very similar to Theorem 6.9 [7] nevertheless there are some details we
would like to make precise for the reader who is not familiar with original paper of Lu¨ck
[5]. Note that B has only finitely many different values, therefore we can suppose (after
multiplying by an appropriate integer) that B has only integer values.
First we need some notations. For a monotone function f ,
f+(λ) = inf
ǫ→0
f(λ+ ǫ)
σB(λ) := lim sup
n→∞
NBn(λ)
σB(λ) := lim inf
n→∞
NBn(λ) .
Let us recall Lemma 6.5 [7] in the special case we need it.
Lemma 6.1 For any polynomial Pk ∈ R[x] which has the property χ[0,λ](x) ≤ Pk(x) ≤
1
k
χ[0,λ](x) + χ[0,λ+ 1
k
](x) for any 0 ≤ x ≤ K, we have the following inequalities:
σB(λ) ≤ TrG(Pk(ψG(B)) ≤ σB(λ+
1
k
) +
1
k
.
NBn(λ) ≤
1
|Qn|
Tr (Pk(Bn)) ≤ NBn(λ+
1
k
) +
1
k
.
We also need the appropriate version of Proposition 6.7 [7].
Proposition 6.2
σB(λ) ≤ σB(λ) = σB
+(λ) = σB
+(λ) .
Proof. First choose the polynomial Pk as in the previous lemma. Then
NBn(λ) ≤
1
|Qn|
Tr (Pk(Bn)) ≤ NBn(λ+
1
k
) +
1
k
.
That is as n→∞:
σB(λ) ≤ Tr GPk(ψG(B)) ≤ σB(λ+
1
k
) +
1
k
.
14
Now we let k →∞. Then:
lim
k→∞
Tr GPk(ψG(B)) = lim
k→∞
〈Pk(ψG(B))(1), 1〉 = 〈χ[0,λ](ψG(B))(1), 1〉 = Tr GE
B
λ ,
since {Pk(ψG(B))}
∞
k=1 strongly converge to χ[0,λ](ψG(B) . Therefore,
σB(λ) ≤ σB(λ) ≤ σB
+(λ) .
Clearly,
σB(λ) ≤ σB(λ+ ǫ) ≤ σB(λ+ ǫ) ≤ σB(λ+ ǫ) .
That is
σB(λ) = σB
+(λ) = σB
+(λ) .
Now we need a lemma on Riemann-Stieltjes integral. The proof can be found in [6] in
Lemma 4.1.
Lemma 6.2 Let f be a continuously differentiable function on the positive reals and µ be
a probability measure on the [0, K] interval. Suppose that F is the distribution function of
µ, that is µ[0, λ] = F (λ). Then for any 0 < ǫ ≤ K:
∫ K
ǫ
f(λ)dµ = −
∫ K
ǫ
f ′(λ)F (λ)dλ+ f(K)F (K)− f(ǫ)F (ǫ) .
Let |det|1(Bn) is defined as the product of non-negative eigenvalues of Bn, this is the
lowest nonzero coefficient in the characteristic polynomial of Bn hence a non-zero integer.
Therefore,
log det
Qn
(Bn) :=
1
|Qn|
log(|det|1(Bn) ≥ 0. (7)
By Lemma 6.2,
log det
Qn
(Bn) = logK − log ǫ ·NBn(ǫ)−
∫ K
ǫ
NBn(λ)
1
λ
dλ ,
where ǫ > 0 is a real number below the smallest eigenvalue of Bn.
Since
∫ K
ǫ
NBn(0)
λ
dλ = (logK − log ǫ)NBn(0) :
log det
Qn
(Bn) = logK(1−NBn(0))−
∫ K
0
NBn(λ)−NBn(0)
λ
dλ. (8)
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Hence by (7) ∫ K
0
NBn(λ)−NBn(0)
λ
dλ ≤ logK . (9)
Now we estimate
∫ K
0
σB(λ)−σB(0)
λ
dλ.
∫ K
ǫ
σB(λ)− σB(0)
λ
dλ ≤
∫ K
ǫ
σB
+(λ)− σB(0)
λ
dλ ≤
∫ K
ǫ
σB(λ)− σB(0)
λ
dλ .
Furthermore,
∫ K
ǫ
σB(λ)− σB(0)
λ
dλ ≤
∫ K
ǫ
σB(λ)− σB(0)
λ
dλ =
∫ K
ǫ
lim infn→∞NBn(λ)−NBn(0)
λ
dλ ≤
≤ lim inf
n→∞
∫ K
ǫ
NBn(λ)−NBn(0)
λ
dλ ≤ logK .
Now we take the limit ǫ→ 0:
∫ K
0
σB(λ)− σB(0)
λ
dλ ≤
≤
∫ K
0
σB(λ)− σB(0)
λ
dλ ≤ sup
ǫ→0
lim inf
n→∞
NBn(λ)−NBn(0)
λ
dλ ≤ logK . (10)
Therefore limλ→0 σB(λ) = σB(0) . That is by Proposition 6.2: σB(0) = σB(0), hence
lim sup
n→∞
NBn(0) = σB(0) . (11)
Since one can consider any subsequence of Bn, (11) implies that
lim
n→∞
NBn(0) = lim
n→∞
dimCKerBn
|Qn|
= σB(0) = TrGE
B
0 .
7 The proof of Theorem 2
We would like to show that
∫∞
0
log λdµB ≥ 0 . Note that
∫ ∞
0
log λdµB = lim
ǫ→0
∫ K
ǫ
log λdµB = lim
ǫ→0
(logK(1− σB(ǫ))−
∫ K
ǫ
σB(λ)− σB(0)
λ
dλ .
Hence ∫ ∞
0
log λdµB = logK(1− σB(0))−
∫ K
0
σB(λ)− σB(0)
λ
dλ .
16
By (10)
sup
ǫ>0
lim inf
n→∞
∫ K
ǫ
NBn(λ)−NBn(0)
λ
dλ ≤ lim inf
n→∞
sup
ǫ>0
∫ K
ǫ
NBn(λ)−NBn(0)
λ
dλ =
= lim inf
n→∞
∫ K
0
NBn(λ)−NBn(0)
λ
dλ ≤ logK(1−NBn(0)) .
Thus,
log det(B) = logK(1− σB(0))−
∫ K
0
σB(λ)− σB(0)
λ
dλ ≥
log k(1− lim
n→∞
NBn(0))− lim inf
n→∞
∫ K
0
NBn(λ)−NBn(0)
λ
dλ =
= lim sup
n→∞
(log(K)(1− lim
n→∞
NBn(0))−
∫ K
0
NBn(λ)−NBn(0)
λ
dλ) =
= lim sup
n→∞
log det
Qn
(Bn) ≥ 0 .
8 The proof of Theorem 1
By Proposition 2.1, it is enough to prove that
lim
n→∞
dimCKer (Bn − λ)
|Qn|
= Tr GS
B
λ ,
where SBλ is the orthogonal projection onto the λ-eigenspace of ψG(B). Observe that
SBλ = S
(B−λ)2
0 . Therefore by Proposition 6.1, Theorem 1 follows from the lemma below.
Lemma 8.1
lim
n→∞
dimCKer (Bn − λ)− dimCKer (pQn(Bλ)
2iQn)
|Qn|
= 0 .
Proof. Let Q′n = Qn\∂2rBnQn . Observe that if suppf ⊆ Q
′
n, then
(pQn(Bλ)
2iQn)f = (pQn(Bλ)iQn)
2 .
Hence
Ker (Bn − λ) ∩ L
2(Q′n) = Ker (pQn(Bλ)
2iQn) ∩ L
2(Q′n) .
Since limn→∞
|Q′n|
|Qn|
= 1 the lemma follows.
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