Abstract. In this paper we describe how to perform computations with Witt vectors of length 3 in an efficient way and give a formula that allows us to compute the third coordinate of the Greenberg transform of a polynomial directly. We apply the results to obtain information on the third coordinate of the j-invariant of the canonical lifting as a function on the j-invariant of the ordinary elliptic curve in characteristic p.
(5) J 1 (X) has a zero of order (2p + 1)/3 at X = 0.
In particular, this theorem tells us that only 0 and 1728 yield pseudo-canonical liftings modulo p 2 (and they always do!), and hence we can only possibly have pseudo-canonical liftings for those values.
Before proving the result above, we were able to conjecture it to be true from computational evidence. In the same way, we wanted to have some computational data on J 2 to form a proper conjecture in that case. The problem is that computations with Witt vectors of length 3 demand a lot more computer power than with length 2.
At first, the author computed J 1 and J 2 by computing the canonical lifting of the elliptic curve E given by y 2 0 = x 3 0 + a 0 x 0 + b 0 over F p (a 0 , b 0 ), where a 0 and b 0 were variables, i.e., algebraically independent transcendental elements over F p , using the algorithm described in [Fin02] . (Note that the algorithm gives more than just the canonical lifting E of E. It also gives a lifting of points from E(k) to E(W 3 (k)) called the elliptic Teichmüller lift.)
The algorithm gives the coefficients of the Weierstrass equation of the canonical lifting over W 3 (F p (a 0 , b 0 )), say a = (a 0 , a 1 , a 2 ) and b = (b 0 , b 1 , b 2 ), where a i , b i ∈ F p (a 0 , b 0 ) for i = 1, 2.
Thus, we can compute its j-invariant using the operations of Witt vectors. The resulting formula can then be easily be put in F p (j 0 ), where j 0 = 1728(4a 3 0 )/(4a 3 0 + 27b 2 0 ), thus giving us J 1 (X) and J 2 (X).
But, since a 0 and b 0 were taken as variables in a field of rational functions, the computations get quite demanding. While we were able to compute the reduction modulo p 2 of the canonical lifting, i.e., a 1 and b 1 , for several values of p, we could only initially compute On the other hand, as seen in [Fin10] , one can compute J 1 much more efficiently by using the (classical) modular polynomial. More precisely, we have: Theorem 1.3. Let Φ p (X, Y ) denote the modular polynomial andH p (X) be the reduction modulo p of Φ p (X, X p )/p. Then, J 1 (X) = −H p (X)/(X p 2 − X).
The goal here is then twofold: on the one hand, we would like to find a more efficient way to perform computation with Witt vectors of length 3 in general. ( We have special interest on Witt vectors over polynomial rings. Over finite fields computations can be done quickly by working with the proper extension of Z p instead.) On the other hand, we would like to find an efficient way to compute J 2 , in the same vein as Theorem 1.3, so that we can obtain more precise information on its nature, in the same vein as Theorem 1.2.
It should be mentioned up front that we will not be able to prove a full analogue of Theorem 1.2 to J 2 here. Theorem 9.6 gets pretty close, while Conjecture 9.3 gives what we believe, from numerical evidence, to be the missing pieces. In particular, Theorem 9.6 tells us that j = 0 yields pseudo-canonical liftings modulo p 3 , while Conjecture 9.3 states that j = 1728 does not.
Also, Theorem 9.1 gives a precise description of how to obtain J 2 from the modular polynomial as done in Theorem 1.3, although the formula is not nearly as simple. More precisely, Eq. (9.1) gives us J 2 (X) = F (X) (X p 2 − X) 2p+1 for some polynomial F (X) that can be explicitly obtained from Φ p (X, X p ). Theorem 9.6 and Conjecture 9.3 describe J 2 (X) as reduced rational function, thus giving information about possible pseudo-canonical liftings.
It should also be mentioned that the method from [Fin02] used to obtain the initial examples of J 2 mentioned above is not the most efficient. There are better methods to compute the canonical lifting if we are not also interested in the elliptic Teichmüller lift.
(In fact, Theorem 9.1 below gives us one such method.) One of the difficulties of this method is the computation of the Greenberg transform (see section 3) of an elliptic curve over a ring of Witt vectors of length 3, and we study here also an efficient way to compute the Greenberg transform. (See Theorem 6.1.)
We should emphasize that our result on the Greenberg transform is not just of importance to our algorithm to compute the canonical lifting together with the Teichmüller lift, although it is still relevant as one might actually need the elliptic Teichmüller lift (e.g., to construct error-correcting codes as in [VW00] and [Fin06] ). It also has theoretical implications, namely, it is the most important step in obtaining Theorems 9.1 and 9.6 mentioned above.
Moreover, the formula for the third coordinate of the Greenberg transform given here is necessary if one wants to attempt to generalize the method to prove Theorem 1.2 in [Fin10] to try to prove Conjecture 9.3.
We now give a brief description of the content of the next sections. Section 2 and 3
give brief reviews of Witt vectors and Greenberg transform, respectively. Section 4 introduces many auxiliary functions that are necessary to describe the third coordinate of the Greenberg transform of a polynomial. Section 5 gives efficient methods to compute these auxiliary functions, giving also an efficient method to compute the polynomials that give the third coordinates of sums and products of Witt vectors. Section 6 gives the formula for the third coordinate of the Greenberg transform of a polynomial. Section 7 briefly analyzes the complexity of the computations using the new methods introduced, while Section 8 gives explicit examples of how much time and memory is saved when computing the first three coordinates of the Greenberg with these methods in some specific cases. Section 9 gives the results and conjectures on J 2 . Finally, section 10 has a brief discussion and speculations on what happens with J 3 .
The reader will notice that we need to introduce a lot of notation and that proofs, although mostly straight forward, sometimes are done by long and involved computations.
Although this might make it tedious and laborious to follow some proofs, hopefully it will not prevent one from appreciating the results themselves.
Witt Vectors
In this section we will review some of the basic facts about Witt vectors. More details, including motivation and proofs, can be found in [Ser79] or [Jac84] . Let p be a prime, and and for each non-negative integer n consider
the corresponding Witt polynomial. Then, there exist polynomials
satisfying:
and
More explicitly, we have the following recursive formulas:
. . . 
These operations make A Z ≥0 into a commutative ring (with 1) called the ring of Witt vectors over A and denoted by W(A).
Since we will deal with Witt vectors over fields of characteristic p, we may useS n ,P n ∈
, defined to be the reductions modulo p of S n , P n respectively, to define the addition and the product of Witt vectors.
Then, we obtain:S
6)
8)
Observe that we are abusing the notation here, as it seems that we are dividing by p in rings of characteristic p. But the meaning should be clear, as we have all terms divided by p are in fact congruent to zero modulo p over Z. Hence, we should interpret those terms as the reduction modulo p after the division by p. For instance,
where c i is the reduction modulo p of the integer − 1 p p i for i = 1, . . . , (p − 1). Also, observe that although
we have that
and hence we should interpret Eq. (2.8) accordingly. On section 4 we shall describe how we can define (and compute) those terms without having to refer to computations in characteristic zero, thus avoiding this clumsy notation.
One should observe that simply computing S 2 can take a lot of time and memory. For instance, for p = 31 the polynomial S 2 has 152994 monomials! In MAGMA creating a ring of Witt vectors of length 3, which computes the S i and P i for i = 1, 2, can take a long time.
The command "W:=WittRing(GF(31),3);", which creates a ring of Witt vectors of length 3 over F 31 , takes about 150.31 seconds on a server with two 64 bit 3.2 gigahertz Inter Xeon processors and 16 gigabytes of RAM. With the methods that we describe below, we can compute the S 1 , S 2 , P 1 , and P 2 for p = 31 in 1.39 seconds on the same computer.
Before we proceed, we review a few more results about Witt vectors that shall be used later on. Let k be a perfect field of characteristic p, where p is the same prime as used in W (n) above. Since k has characteristic p, it can be shown that W(k) has characteristic 0 and p is represented by the Witt vector (0, 1, 0, 0, . . .) of W(k), while p n is represented by the Witt vector that has 1 on its (n+1)-th coordinate and zeros in all others. This allows us to deduce that, since k is perfect, saying that (a 0 , a 1 , . . .) is congruent to (b 0 , b 1 , . . .) modulo p n (or modulo the principal ideal generated by p n ) is equivalent to saying that a i = b i for all i ∈ {0, 1, . . . , n − 1}. Hence, we can represent the elements of the quotient of W(k) by the principal ideal generated by p n by vectors of length n in a unique way, i.e., we can identify this quotient with the ring Witt vectors of length n, which we denote by W n (k).
Also, one can show that W(k) is a strict p-ring (as defined in [Ser79] ) with residue field k. (Hence, any perfect field of characteristic p is a residue field of a strict p-ring.) For example, if q = p r and if we denote by Z q the ring of integers of the unramified extension of Q p of degree r, then we have
Moreover, W(k) has a natural lift of the (p-th power) Frobenius σ of k defined by
, and the group of units of
Before we can make the isomorphism between Z q and W(F q ) explicit (with Eqs. (2.10) and (2.11) below), we need the following definitions:
Definition 2.1.
(1) We denote by π the reduction modulo p map, i.e., π((a 0 , a 1 , . . .)) = a 0 .
(2) Let a ∈ k. Then, the Teichüller lift of a is the Witt vector τ (a) def = (a, 0, 0, . . .).
(Hence, τ is a section of π and when restricted to k × yields a group homomorphism.) (3) We also define the Teichmüller lift of polynomial over f ∈ k[x 0 , y 0 ] as the polynomial τ (f ) ∈ W(k)[x, y] obtained by applying the Teichmüller lift to the coefficients of f .
(This is a multiplicative set. E.g., if k = F q , than W(k) * is made of all (q − 1)-th roots of unity and zero.)
With the notation above, we have
(Remember we are assuming that k is perfect.)
The Greenberg Transform
In this section we briefly review the definition of the Greenberg transform. (See also [Lan52] and [Gre61] .) We will deal only with polynomials in two variables here in order to make the notation and exposition simpler, but one can easily generalize the obtained results for more variables. Moreover, if
we define the Greenberg transform G (C) of C to be the (infinite dimensional) variety over k defined by the zeros of the coordinates of G (f ).
It is clear from the definition that there is a bijection between C(W(k)) and G (C)(k).
Also, we clearly have
One can recursively compute the coordinates of the Greenberg transform using the following theorem:
Proof. First, we observe that if 
Auxiliary Functions
In this section we introduce auxiliary functions that will be used to compute sums and products of Witt vectors. We will again let k be a perfect field of characteristic p > 0 and use the notation introduced in Definition 2.1.
We shall use also the following terminology:
Definition 4.1. We say that two polynomials f 1 and f 2 are disjoint if no monomial has non-zero multiples appearing in both f 1 and f 2 . (In other words, if m is a monomial of f 1 , there is no α = 0 such that αm is a monomial of f 2 , and vice-versa.)
For products we need different requirements. If f , g, and f · g have exactly m 1 , m 2 , and m 1 m 2 monomials of
We define ψ 1 in the analogous way for polynomials in more variables.
The function ψ 1 was introduced in Definition 2.6 of [Fin04] . As observed there, one can easily compute ψ 1 (f ) without having to lift it: if f is a single monomial, then ψ 1 (f ) = 0 and if f = f 1 + f 2 , where f 1 and f 2 are disjoint, then one can easily check that
In particular, we have thatS
This allows us to compute ψ 1 (f ) recursively, and in trying to speed up the computation of ψ 1 , one could try writing f = f 1 + f 2 where f 2 is a single monomial from f , which would
give us ψ 1 (f 2 ) = 0 in the equation above, and hence we would not need to compute this term. But in fact, the most efficient way is to actually split f as the sum of two polynomial with about half of its monomials each, as the powers that show up in the summation are taken from polynomials with less terms. Moreover, this approach allows the algorithm to use multiple processors in parallel, by sending ψ 1 (f 1 ) and ψ 1 (f 2 ) to different processors.
Note that we have to interpret formula (4.1) with care, as again we are in characteristic p, while it seems that we are dividing by p. But obviously, for i = 1, . . . , (p − 1), we have that p i is divisible by p. To avoid any further confusion of this sort, we introduce some extra notation:
and (with p implicit)
Finally, we write bin
Hence, for all i ∈ Z we have w 2 (i) ∈ Z, and if p does not divide i, we also have
Besides allowing us to computeS 1 , the function ψ 1 also can be used to compute the second coordinate of the Greenberg transform without performing sums and products of Witt vectors. More precisely, Lemma 8.1 from [Fin04] gives us:
and f (x 0 , y 0 ) ∈ k[x 0 , y 0 ] be its reduction modulo p. Then, if a i,j = (a i,j,0 , a i,j,1 ), we have that the second coordinate of the Greenberg transform of f is
where f x 0 and f y 0 denote the partial derivatives of f .
As we shall see later, computing the Greenberg transform directly makes the process much more efficient and uses much less memory. So, the initial goal is to obtain a similar result for the third coordinate of the Greenberg transform.
We shall need a function ψ 2 similar to ψ 1 , which we break down into a few auxiliary functions to simplify the exposition. (1)
(5) Define
Inductively, define for n ≥ 3,
We shall also define
where we compute ψ 1 (X 1 + · · · + X n ) before evaluating X i at f i .) (6) Finally, similarly to η 1 , we define
One should observe that the p i 's appearing in the denominators above will not cause problems with the reductions modulo p, as one can easily verify that the corresponding numerators are congruent to zero modulo p i . (This also follows from the recursive formulas in the next section.)
Computations in Characteristic p
As we shall see in Theorem 6.1, the function ψ 2 appears in the computation of the third coordinate of the Greenberg transform of a polynomial. But, computing ψ 2 (f ) by lifting f , as in the definition, can be quite demanding. Computations are greatly improved if one stays in characteristic p. We now show how we can compute µ(f ), λ(f ), and ψ 2 (f ) without having to lift f . The idea is the same as with ψ 1 , i.e., to use a recursion based on the number of monomials.
two or more monomials, let f = f 1 + f 2 , where f 1 and f 2 are disjoint. Then,
Proof. Let f , f 1 , and f 2 be the Teichmüller lifts of f , f 1 and f 2 respectively. Then, observing that
) (see, for instance, Theorem 1 of [DW93] ) and f 1 and f 2 are disjoint, we have
Since all coefficients are integers, reducing the equation modulo p gives us the desired formula.
Now, on to λ:
two or more monomials, let f = f 1 + f 2 , where f 1 and f 2 are disjoint. Also, let
Then,
Proof. Let f , f 1 , and f 2 be the Teichmüller lifts of f , f 1 and f 2 respectively. Then,
. Now, the first bracket clearly reduces to λ(f 1 ) + λ(f 2 ), while the last two sums reduce to
The first term then clearly reduces to
So, to finish the proof we need to show that the second term reduces to
Reducing modulo p gives the desired result. For p = 2, this term is zero, which yields the correct result in this case.
The previous propositions give the following immediate corollary:
If f has a single monomial, then ψ 2 (f ) = 0. If f has two or more monomials, let f = f 1 + f 2 , where f 1 and f 2 are disjoint. Also, let
One should observe that the optimal way to split f as f 1 + f 2 in this case depends on the number of terms. Our experiments seem to indicate that if f has few elements, then it is faster to take f 1 as one of the monomials of f , as then ψ 2 (f 1 ) and
are both automatically zero. On the other hand, if f has many terms, it is better again to have f 1 and f 2 have roughly half as many terms as f . Now, using η 1 and η 2 , we can computeS 2 andP 2 directly in characteristic p:
Proposition 5.4. LetS i andP i be the polynomials over F p that give sum and product of Witt vectors in characteristic p (as in Eqs. (2.6) to (2.9)). We have:
Proof. The first two formulas are immediate, observing that
Also, the fourth formula follows from Eq. (2.9) and the definition of η 1 .
To prove formula (5.3) we use formula (2.8). We shall consider
in characteristic 0 and show that it reduces modulo p to
(also in characteristic 0), we have that the above expression can be simplified as:
It is worth mentioning that we also havē
The proof is not too hard if one realizes that many terms similar to Eq. (2.8) appear with 
respectively. Also, let f be the reduction modulo p of f (and use subscripts x 0 and y 0 to denote its partial derivatives), and
Then, the third coordinate of the Greenberg transform of f is given by
Note that since for all n ∈ Z we have that n ≡ (n, w 2 (n)) (mod p 2 ), (6.2) (with w 2 as in Definition 4.4) we obtain Thus, by Theorem 3.2, it suffices to show that
and reduces to Eq. (6.1) modulo p.
To simplify the notation, let g def = f σ 2 . Then, using Taylor expansion, we obtain
By Eq. (2.11), a i,j ≡ a i,j,0 + pa
i,j,2 (mod p 3 ), and hence, σ 2 (a i,j ) ≡ a p 2 i,j,0 + pa p i,j,1 + p 2 a i,j,2 (mod p 3 ). Then, we have that
Now, since σ is a homomorphism which fixes Z, we have that (
Therefore, 
Now, using Definition 4.6, it is clear that the expression above is in
and reduces to
modulo p, concluding the proof.
Complexity Analysis
We now give a brief analysis of the complexity of the new method to compute the Greenberg transform of a polynomial. Some explicit comparisons are made in Section 8.
The main difficulty here is that the complexity is based on the number of (non-zero)
terms of the polynomial, and it is difficult to give precise bounds for this number after a few operations.
We will consider that the polynomials are stored as sparse, i.e., the zero terms are not stored and do not affect the number of operations. Furthermore, we will disregard the additions of the degrees of the variables when counting operations, i.e., the multiplication of two monomials will be counted as a single operation.
Then, if f 1 and f 2 are polynomials of n 1 and n 2 terms respectively, then the product f 1 · f 2 requires n 1 n 2 products and (n 1 n 2 − 1) sums, and so O(n 1 n 2 ) operations on the base ring. The largest possible number of terms for f 1 · f 2 is n 1 n 2 . In particular, for k ∈ Z >0 , we have that f k 1 requires O(n k 1 ) operations and has at most n k 1 terms. In fact, it is easy to prove that it will have necessarily less terms than that, but in the worst case scenario it would still have O(n k 1 ) terms. On the other hand, if f 1 is a polynomial of degree (n 1 − 1) in one variable, it would have at most (kn 1 − k + 1) terms, which in general is considerably less than n k 1 . We now look at the complexity of computing
2 . We need, in the worst case, O(n 2 ) operations total. Now, let N 1 (f ) be the number of operations performed in computing ψ 1 (f ), where f has n terms. Then, by Eq. (4.1), we have that
2 ), where f = f 1 + f 2 and n = n 1 + n 2 . (We shall keep this notation through out this section.) Although in practice it seems that it is best to take n 1 and n 2 as approximately n/2, the number of operations is always O(n p ). Of course, in this case the operations are in characteristic p, i.e., in k. Observe that to compute ψ 1 (f ) by lifting it (as in Definition 4.3) requires O(n p ) operations in (a ring of) characteristic p 2 , i.e., in W 2 (k).
We now look at terms that appear in Corollary 5.3, so that we can then analyze ψ 2 (f ).
We start with η 1 (v). Let v = (g 1 , . . . , g k ) and assume that g i has m i monomials with m 1 ≤ m 2 ≤ · · · ≤ m k , and let m = m 1 + · · · + m k . Now, partition the indices {1, . . . , k} into two (disjoint) subsets and let h 1 and h 2 be the sums of the g i 's with respect to these two subsets. (Hence, h 1 + h 2 = g 1 + · · · + g k .) After possible reordering, we can assume h 1 = g 1 + · · · + g r and h 2 = g r+1 + · · · + g k . Let l i be the number of terms of h i , and assume l 1 ≤ l 2 . In the worst case, we have that l 1 + l 2 = m. So, if N 2 (v) is the number of operations necessary to compute η 1 (v), then, since
we have that N 2 (v) = N 2 (g 1 , . . . , g r ) + N 2 (g r+1 , . . . , g k ) + O(l 1 l p−1 2 ). As before, this gives us O(m p ) operations. Hence, if k = (p − 1) and
, with f , n, f i , and n i as above, and if n 1 and n 2 are approximately n/2 again, then we have that η 1 (v) requires O(n p 2 ) operations. Now, let g i def = ψ 1 (f i ), for i = 1, 2. As observed, we have that the number of terms of g i ,
2 ) operations. If n 1 and n 2 are again approximately n/2, we need at most O(n p 2 ) operations to compute η 1 (g 1 , g 2 ).
To compute η 1 (g 1 + g 2 , η 1 (f 1 , f 2 )), with the g i 's as above, we have that g 1 + g 2 and η 1 (f 1 , f 2 ) will have O(n p ) terms, requiring then O(n p 2 ) operations.
Finally, computing
require O(n p 2 ) and O(n p ) operations respectively. (Note that if f has n terms, computing f p requires at most O(n(p−1)), even without using successive squaring.) Hence, computing
Thus, by Eq. (6.1), we have that computing the Greenberg transform of f when its reduction modulo p, say f , has n terms and f itself has less that n p terms, takes O(n p 2 ) operations in k. Computing using Eq. (6.4) takes O(n p 2 ) operations in W 3 (k).
Performance Improvements
We show some concrete the improvements in processing and memory usage obtained from the results in the previous sections. All the tests were performed on a Dell Precision 690 server with two dual-core 64 bit 3.2 gigahertz Inter Xeon processors, 16 gigabytes of RAM, and 8 gigabytes of swap, running Fedora Core 11 (GNU/Linux) with kernel 2.6.30. Also, we used the softwares MAGMA (version 2.16-1) and Sage (version 4.3) in the tests. Most of the files used to run the tests described in here can be found, at the time of writing, at http://www.math.utk.edu/~finotti/comp/.
Note that neither MAGMA nor Sage takes advantage of the four cores available when processing the computations (a single core is used), which could speed up the computations even further, as observed before. (It should be mentioned that those softwares might make it possible to use more than one core, but if so, the author is unfamiliar with the proper methods.)
We start by the computations of the polynomials S 1 and S 2 for various primes p. The computations of P 1 and P 2 are, relatively speaking, much faster, enough for them to be (1) Using formulas (2.6) and (2.8) to expand the p · S 1 and p 2 · S 2 in polynomial rings over Z/p 2 Z and Z/p 3 Z respectively (instead of Z), dividing the results by p and p 2 respectively, and finally reducing modulo p. The time taken in seconds is denoted by t 1 in Tables 8.1 The time taken in seconds is denoted by t 2 in Tables 8.1 and 8 .2, while the memory usage in megabytes is denoted by m 2 .
As one can see, the first method is not very efficient in Sage, to the point that we did not bother in even computing many of the values of t 1 and m 1 . On the other hand, one can see that Sage is more efficient with the second method.
In any event, Tables 8.1 and 8.2 show considerable improvements in both time and memory usage with the second method. Moreover, it should be observed that one can Note that those times do not take into account the extra time needed to compute S 1 and S 2 , which will also use more memory. Tables 8.3 and 8.4 show average times to sum two vectors over a finite field using these two methods for some relatively large finite fields in MAGMA and Sage respectively. We computed the times using a few random elements (between 7 and 20, depending on the size of the field), but the individual times don't seem vary much at all from the average shown above. As one can see, Sage is much less efficient than MAGMA, especially with the first method.
But still, one can see a great improvement with the second method. (It seems that MAGMA is just much faster performing computations with finite fields, at least at the time of writing.)
Finally we look at computations of Greenberg transform of polynomials with coefficients in rings of Witt vectors over rational function fields, similarly to what is done when computing generic formulas for the canonical liftings. (As mentioned before, we computed J i 's initially using these general formulas.)
First, we consider a quadratic polynomial
where the a i 's and b i 's are taken to be algebraically independent transcendental elements over F p . We computed the Greenberg transform in three different ways:
(1) computing S i and P i (with the faster method described above) for i = 1, 2, and expanding the expression;
(2) computing sums and products of Witt vectors using recursions, as done above;
(3) using the formula given by Theorem 6.1.
Tables 8.5 and 8.6 shows the time taken in seconds and memory usage in megabytes for different p in MAGMA and Sage, respectively, with these three different methods. These are denoted by t 1 , t 2 , and t 3 , and m 1 , m 2 , and m 3 respectively.
Also, one can see that although MAGMA is more efficient with respect to time with the first two methods, Sage is more efficient with the third (and best) method. (It is also more efficient with respect to memory in all tests.)
Note that for p = 23, the third coordinate of the Greenberg transform is a polynomial in nine variables, namely the x i 's, a i 's, and b i 's, and has 65553940 terms.
As a second example, we look at the case of a cubic: Tables 8.7 and 8.8 show the times and memory usage obtained when using the same three methods described above with MAGMA and Sage, respectively.
It is also worth observing that t 1 > t 2 > t 3 in MAGMA and Sage in all cases, with some significant improvement. But while in MAGMA we always have m 1 > m 2 > m 3 , with Sage we have that m 2 > m 1 > m 3 .
Note that the third coordinate of the Greenberg transform is a polynomial in twelve variables with 153065983 terms! 9. The Function J 2
Finally, we return to the question about the nature of J 2 . We shall use the same ideas that gave us Theorem 1.3 to find a simplified formula for J 2 which also allows us to compute it in an efficient way. More precisely:
be the modular polynomial and suppose that over
Also, let f (X 0 , Y 0 ) denote the reduction modulo p of Φ p and
Then, g(X, X p , J 1 (X) p ) is a p-power and
(Note that when computing g, we first expand 
and let (
and hence µ(f )(j 0 , j 
in Eq. (6.1) gives us
, as f 1 and f 2 are disjoint and ψ 1 (f 1 )(j 0 , j p 0 ) = 0 (which can be seen with a computation in characteristic zero similar to the one above), which also somewhat simplifies the computation of J 2 . So, applying Theorem 6.1 with f = Φ p , we have:
with g(X 0 , Y 0 , Y 1 ) as in the statement.
Observe that since J 2 (X) ∈ F p (X), we must have that g(X, X p , J p 1 ) is a p-th power in F p (X), and the theorem follows.
Remark 9.2. It should be observed that when using Theorem 9.1 to compute J 2 , the only demanding piece is the computation of g(X, X p , J 1 (X) p ) (assuming we have Φ p ).
To make the computation more efficient, it is better to avoid first computing g(X 0 , Y 0 , Y 1 ) and then evaluating the result at (X, X p , J 
This gives us
and since this computation essentially uses rational functions on one variable, it is much more efficient than computing g(X 0 , Y 0 , Y 1 ) and then evaluate it at (X, X p , J p With this method we were able to compute J 2 (X) for p ≤ 37. The results can be found at http://www.math.utk.edu/~finotti/can_lifts/. The formulas allowed us to obtain the following conjecture:
Conjecture 9.3. Let p ≥ 5 and
where ss p (X) is the supersingular polynomial (as in, for instance, [Fin09] ),
1, if p ≡ 3 (mod 4),
, and S p (0), S p (1728) = 0. See, for instance, [Fin09] .) Then,
where
and satisfies the following conditions:
(2) F (X) has a zero of order (2 (p − 1)/6 + 1)p at X = 0.
(A lower bound of the order of zero at X = 0 of F and an upper bound for its degree is given in Theorem 9.6 below.)
Although not as precise as the conjecture, a few results on J 2 (X) can be derived from Eq. (9.1). It should be observed that the main difficulty in proving the conjecture lies on obtaining information on the term a i,j,2 X ip+jp 2 from Eq. (9.1). In fact, the results on a i,j,1 X i+jp (which is in fact equal toH p (X)) from Kaneko and (1) If p ≡ 1 (mod 6), then a 0,0 = a 1,0 = 0.
(2) a 0,i , a i,0 ≡ 0 (mod p 2 ) for i ∈ {0, . . . , r}. In particular, with the notation of Theorem 9.1, we have that a i,0,1 = a 0,i,1 = 0 for i ∈ {0, . . . , r}, b i,0,1 = c 0,i,1 = 0 for i ∈ {0, . . . , r − 1}.
(3) v p (a i,0 ) ≥ 3 for i ∈ 0, . . . , s, i.e., a i,0,2 = 0 for i ∈ {0, . . . , s}.
Before proving the first item of the Proposition, we need to introduce a little notation.
Let K be a quadratic imaginary field, z 0 ∈ K with imaginary part positive, Γ def = Z + z 0 Z, and O def = {α ∈ K : αΓ ⊆ Γ}. We say that α ∈ O is primitive if α ∈ nO for any n ∈ Z ≥2 .
We say that α, β ∈ O are equivalent if α/β ∈ O × . Then, here is Theorem 10.11 of [Lan86] :
Theorem 9.5 (Kronecker). Let z 0 , Γ, and O be as above, and j(z) be the modular function.
Then, the multiplicity of j(z 0 ) as a root of Φ m (X, X) is equal to the number of primitive
Proof of Proposition 9.4. We start with item 1. Since p ≡ 1 (mod 6), we have that 0 is ordinary. (This is well known. See, for instance, [Fin09] .) Then, since in this case the canonical lifting of the elliptic curve given by j 0 = 0 is the curve with j = 0 = (0, 0, . . .),
, where
, is a root of Φ p (X, X).
Since Φ p (X, X) = a 0,0 + 2a 1,0 X + · · · , where the omitted terms have degree greater than one, it suffices to show now that 0 is zero of order at least two.
We will apply Theorem 9.5 with z 0 = ρ, K = Q[ρ], and m = p. In this case, we have Let α = a + bρ, with a, b ∈ Z. Then
A simple elementary analysis shows then that if α/ᾱ ∈ Z[ρ], then a, b ≡ 0 (mod p), which is a contradiction.
We now look at item 2. This is basically a corollary of Theorems 1.2 and 1.3. (In fact, this can be deduced directly from the results of [KZ98] .)
First, we have that Kronecker's congruence relation tells us that a i,0 , a 0,i ≡ 0 (mod p)
for i ∈ {0, . . . , p}. Now, observe that by Theorems 1.2 and 1.3 we have thatH p (X) has a zero at X = 0 of order (r + 1). Thus, since (r + 1) < p, we obtain
where all omitted terms have degrees larger than (r + 1). Therefore, we must then have that a i,0 ≡ 0 (mod p 2 ) for i ∈ {0, . . . , r}, and by the symmetry of Φ p , we also have that a 0,i ≡ 0 (mod p 2 ) for i ∈ {0, . . . , r}. The second part of this item then follows immediately.
We now prove item 3. This result was conjectured by the author and the following proof was then given by A. V. Sutherland. The idea is to work with the third roots of the jinvariants, as proposed by Atkin, which yields the much simpler polynomial, which we shall denote by Ψ p (X, Y ), and satisfies Ψ p (j 1/3 , (j ) 1/3 ) = 0 if the elliptic curves associated to j and j have an isogeny of degree p. (See, for instance, [Elk98] . The notation used in this reference for Ψ p is Φ
p , but we shall avoid it to not cause any confusion with Definition 4.2.) This polynomial also satisfies: 
and, by Kronecker's relation,
(as Φ p (X, 0) ≡ X p+1 (mod p)). Then, Eq. (9.7) implies that all coefficients of Ψ p (X, 0)
are divisible by p, except for the coefficient of X p+1 . Thus, by Eq. (9.6), we have that v p (a i,0 ) ≥ 3 for all i < (p + 1)/3. This suffices for the proof in the case of p ≡ 2 (mod 3).
If p ≡ 1 (mod 3), then we have that a 0,0 = a 0,1 = 0 by item 1. Then, Eq. (9.6) implies that the coefficients of degree less than or equal to one of Ψ p (X, 0) must also be equal to zero. This implies that the term of degree (p + 2)/3 of Φ p (X, 0) must also be divisible by p 3 , which finishes the proof.
With Proposition 9.4, we can now prove the main theorem of this section:
Theorem 9.6. Let p ≥ 5 and
S p (X) as in Conjecture 9.3, and suppose that the modular polynomial is given by
We have:
(2) F (and hence J 2 ) has a zero at 0 of order greater than or equal to sp, where s def = (2 (p − 1)/6 +1). In particular, if 0 ∈ k ord , then it yields a pseudo-canonical lifting modulo p 3 with j-invariant (0, 0, 0).
Proof. All items follow from the proper analysis Eq. (9.1), which we reproduce here for quicker reference:
To prove item 1, it suffices to show that the order of the pole of J 2 at infinity is either p 2 − 1 or p 2 − 2, which shall be done my checking the order of poles of the terms of Eq. (9.1).
We know from Theorem 1.3 that J 1 (X) =H p (X)/(X p 2 − X). Assume that p = 31, i.e., that p doesn't divide 744. As observed in [dS94] , we then have that degH p = p 2 + p − 1, and hence J 1 has a pole of order p − 1 at infinity in this case.
Also, one can easily deduced from the degrees that appear in Φ p that
and hence the polynomials i,j
from Eq. (9.1) have degrees less than or equal to p 3 + p 2 − p and p 3 respectively. In the same way we see that
On the other hand, since With these observations on the degrees (and order of poles) of the terms of Eq. (9.1), one can see that if p = 31, then the order of the pole of J 2 is indeed p 2 − 1.
The case p = 31 follows from the same analysis observing only that the order of the pole of J 1 in this case is p − 2.
For item 2, we look at the order of the zeros of the terms in Eq. (9.1) at X = 0.
We have, by item 2 of Proposition 9.4, that the term c i,j,1 X ip+jp 2 in Eq. (9.1) has zero of order at least p, b i,j,1 X ip+jp 2 has a zero of order at least rp, and a i,j,2 X ip+jp 2 has a zero of order at least (s + 1)p.
We now look at the term g(X, X p , J Thus, this term has a zero of order at least (r + 1)p 2 , and we have that g(X, X p , J p 1 ) has a zero of order greater than rp 2 .
Hence, since a i,j,2 X ip+jp 2 has a zero of order at least (s + 1)p, and s < (r − 1), by
Eq. (9.1) we have that J 2 has a zero of order at least sp, which finishes the proof of item 2.
We now prove item 3. By the nature of J 2 , we know that J 2 is regular at all ordinary values of j 0 . Hence, the zeros of G, which correspond to poles of J 2 , have to be among the supersingular values. Now, by Theorems 1.2 and 1.3, we can write J 1 (X) = F 1 (X)/S p (X), with F 1 ∈ F p [X]
and (F 1 , S p ) = 1. Using then Eq. (9.1), we obtain that G(X) | (X p 2 − X) p · S p (X) p+1 .
But since G has only supersingular values as its zeros, we obtain that G | ss Finally, since by item 2 we have that X G, the result follows.
Item 4 now follows immediately from items 1 and 3.
Note that the proof of item 2 allows us to reformulate the second item of Conjecture 9.3 in the following way:
Conjecture 9.7. With the notation of Proposition 9.4, we have that v p (a s+1,0 ) = 2.
The pattern from this conjecture was observed by the author using the formulas for the modular polynomials Φ p (X, Y ) for p ≤ 353 computed by M. Rubinstein, which are available at http://www.math.uwaterloo.ca/~mrubinst/modularpolynomials/phi_l.html Later, A. V. Sutherland, using methods from [BLS10] , was able to verify it for p < 2500.
(He also observed that his methods would actually allow him go much further.)
In conclusion, regarding pseudo-canonical liftings, Theorem 9.6 above gives us:
(1) J 2 (X) always has a zero of order at least (2 (p − 1)/6 + 1) at X = 0 (even if 0 ∈ k ord ) and (0, J 1 (0), J 2 (0)) ≡ 0 (mod p 3 ), i.e., 0 always yields pseudo-canonical liftings modulo p 3 .
(2) If j 0 ∈ k ord ∪ {0, 1728}, then J 2 (X) has a pole at X = j 0 of order 2p + 1. Also, Conjecture 9.3 states that if 1728 ∈ k ord , then J 2 (X) has a pole of order p at X = 1728, and hence there would be no pseudo-canonical lifting modulo p 3 in this case.
Pseudo-Canonical Liftings Modulo p 4
As seen in the previous section, unlike what happens to J 1 , we have that J 2 has poles at X = 1728 whenever this value is supersingular, at least for p ≤ 37 (or in general if Conjecture 9.3 is true). In the language of [Fin10] , this says that a pseudo-canonical can possibly exist only for j 0 = 0. But the failure of j 0 = 1728 to yield these pseudo-canonical liftings strengthens any suspicion that j 0 = 0 (when supersingular) will also eventually fail to yield pseudo-canonical liftings, i.e., that J n will have a pole at j 0 = 0 for some n large enough.
Although computations modulo p 4 are mostly beyond our reach at this point (except for Eq. (5.5)), Conjecture 9.7 seems to indicate j 0 = 0 will already yield poles for J 3 . In fact, we have the following conjecture:
Conjecture 10.1. If 0 ∈ k ord , then J 3 (X) has a pole of order p 2 at X = 0.
Although we do not have the equivalent formulas as the ones given by Theorems 6.1 and 9.6, it seems it would be likely that we would have an equation analogous to Eq. (9.3), i.e.,
J p
We could confirm that this is indeed the case when p = 5, the only case we were able to compute J 3 directly from the modular polynomial. The formula is also available at http://www.math.utk.edu/~finotti/can_lifts/.
In any event, we have to admit that we have much less evidence for Conjecture 10.1.
