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I an live with doubt, and unertainty, and
not knowing. I think it's muh more interes-
ting to live not knowing than to have answers
whih might be wrong. I have approximate
answers, and possible beliefs, and dierent de-
grees of ertainty about dierent things, but
I'm not absolutely sure of anything, and in
many things I don't know anything about, suh
as whether it means anything to ask why we're
here, and what the question might mean. I
might think about a little, but if I an't gure
it out, then I go to something else. But I don't
have to know an answer. I don't feel frighte-
ned by not knowing things, by being lost in a
mysterious universe without having any pur-
pose, whih is the way it really is, as far as I
an tell, possibly. It doesn't frighten me.
Rihard Phillips Feynman - The Pleasure of
Finding Things Out.

Resumo da Tese apresentada a UFSC omo parte dos requisitos
neess´arios para a obten¸ ao do grau de Doutor em Engenharia El´etria.
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Esta tese apresenta uma an´alise estat´stia de uma lasse de aneladores
de eo a´ustio (AEC) auxiliados por um arranjo de mirofones otimizados
de maneira onjunta. A an´alise ´e realizada para sistemas em que o onfor-
mador de feixes (BF) ´e implementado na forma direta utilizando o algo-
ritmo onstrained least-mean squares e na forma de anelador de l´obulos
generalizado (GSC) utilizando o algoritmo least-mean squares. Para o BF
implementado na forma direta, um modelo anal´tio ´e desenvolvido para
o omportamento estat´stio do sistema quando a onvergenia de ambos
AEC e BF ´e ontrolada utilizando o mesmo passo de adapta¸ ao. Para o
BF implementado na forma GSC, a an´alise ´e generalizada para onsiderar
o ontrole de onvergenia utilizando uma matriz de passos de adapta¸ ao.
´
E proposta uma nova formula¸ ao anal´tia, que demonstra que o problema
da otimiza¸ ao onjunta ´e equivalente a um problema de minimiza¸ ao da
variania om restri¸ oes lineares. Consequentemente, a nova an´alise leva
a modelos anal´tios que podem ser utilizados para prever o omportamento
transit´orio de onformadores de feixe de banda larga tanto na forma direta
quanto GSC. A generaliza¸ ao para a adapta¸ ao utilizando a matriz de passos
leva a um modelo mais vers´atil que permite o estudo do omportamento do
sistema sob uma l´ogia de ontrole externa. Essa generaliza¸ ao ´e espeial-
mente interessante para o projeto de aneladores de eo a´ustios reais pois
a l´ogia de ontrole normalmente requer a opera¸ ao do AEC e do BF om
passos de adapta¸ ao diferentes durante diferentes ondi¸ oes de adapta¸ ao
(presen¸a de fala loal, mudan¸as de anal, rastreamento, et). Modelos es-
tat´stios sao determinados para o omportamento transiente e em regime-
permanente da potenia de eo residual para sinais de entrada Gaussianos
e estaion´arios. A an´alise de onvergenia resulta em limites de estabili-
dade para o passo de adapta¸ ao na forma direta e para a matriz de passos na
forma GSC. Diretrizes de projeto sao obtidas a partir dos modelos anal´tios.
Simula¸ oes de Monte Carlo mostram a preisao dos modelos te´orios e a uti-
lidade das diretrizes de projeto. Exemplos de simula¸ ao inluem a opera¸ ao
sob efeito de nao-estaionariedades moderadas. Os novos modelos onr-
mam teoriamente os resultados experimentais que indiam que o mesmo
desempenho em anelamento de AECs om um ´unio mirofone pode ser
obtido om um AEC de omprimento menor quando h´a a possibilidade de
uso de ltragem espaial. Finalmente, ´e mostrado que solu¸ oes om alta taxa
de onvergenia podem ser obtidas utilizando o BF na forma GSC por meio
de uma adapta¸ ao baseada em um algoritmo quase-Newton na qual a matriz
de passos ´e projetada para desorrelaionar o vetor de entrada ombinado.
Abstrat of Thesis presented to UFSC as a partial fulllment of the
requirements for the degree of Dotor in Eletrial Engineering.
BEHAVIOR OF A CLASS OF ACOUSTIC ECHO
CANCELLATION ALGORITHMS AIDED BY
MICROPHONE ARRAYS
Maros Hideo Maruo
Nov / 2014
Advisor: Jos´e C. M. Bermudez, PhD.
Area of Conentration: Communiations and Signal Proessing.
Keywords: Aousti eho anellation, Mirophone arrays, Adaptive lte-
ring, Statistial analysis.
Number of pages: 323
This thesis presents a statistial analysis of a lass of jointly optimized
beamformer-assisted aousti eho anelers (AEC). The analysis is per-
formed for systems with the BF implemented in the diret form using the
onstrained least-mean square algorithm and in the Generalized Sidelobe
Caneler (GSC) form using the least-mean square algorithm. For the BF
implemented in the diret form, an analytial model is derived for the sta-
tistial behavior of the system when the onvergene of both AEC and BF
are ontrolled using the same step size. For the BF implemented in the GSC
form, the analysis is generalized to onsider onvergene ontrol using a
step size matrix. A new analytial formulation is proposed, whih shows
that the joint optimization problem is equivalent to a linearly-onstrained
minimum variane problem. As a onsequene, the new analyses lead to
analytial models that an be used to predit the transient performane
of adaptive wideband beamformers in both diret and GSC forms. The
generalization to the adaptation using a step size matrix leads to a exible
model that allows the study of the system performane under an external
ontrol logi. This is of speial interest for the design of pratial aousti
eho anelers beause typial ontrol logis require the operation of the
AEC and BF with dierent step-sizes during dierent adaptation senarios
(double-talk, hannel hanges, traking, et). Stohasti models are derived
for the transient and steady-state behaviors of the residual eho power for
stationary Gaussian inputs. Convergene analyses lead to stability bounds for
the adaptation step-size in the diret form and for the step-size matrix in the
GSC form. Design guidelines are derived from the analytial models. Monte
Carlo simulations illustrate the auray of the theoretial models and the
appliability of the proposed design guidelines. Examples inlude operation
under mild degrees of nonstationarity. The new models theoretially onrm
previous experimental ndings that the same anellation performane of
a single-mirophone AEC an be ahieved with a shorter AEC when the
possibility of spatial ltering is available. Finally, it is shown how a high
onvergene rate an be ahieved using the system with the BF in the GSC
form via a quasi-Newton adaptation sheme in whih the step-size matrix is
designed to whiten the ombined input vetor.
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11 INTRODUC¸

AO
1.1 Introdu¸ ao
Neste ap´tulo sao introduzidos os oneitos iniiais para melhor om-
preensao do trabalho e apresentados os objetivos prinipais, sua relevania e
o orrente estado da arte. Basiamente tres t´opios sao abordados: anela-
mento de eo a´ustio, ltragem adaptativa e onforma¸ ao de feixe.
1.2 Canelamento de eo
O uso omerial da telefonia oorreu apenas um ano ap´os Alexander
Graham Bell requerer a patente para o aparelho de telefone em 1876. En-
tretanto, existem outras tentativas de transmissao da voz atrav´es de iruitos
el´etrios anteriores. Al´em de Graham Bell, Charles Bourseul (1854), Antonio
Meui (1855), Philipp Reis (1861) e Elisha Grey (1875) tamb´em foram pio-
neiros no estudo da transmissao de voz atrav´es de iruitos el´etrios (H
¨
ANS-
LER; SCHMIDT, 2004).
Os primeiros aparelhos telefonios demandam o uso de ambas as
maos; uma deveria segurar o alto-falante pr´oximo ao ouvido e outra deve-
ria segurar o mirofone pr´oximo a boa onforme ilustrado na Figura 1.1.
Devido a ausenia de elementos eletroa´ustios adequados (transdutores, am-
pliadores, et) na ´epoa, a fonte sonora (boa) preisava estar pr´oxima do
mirofone e o reeptor sonoro (ouvido) pr´oximo ao alto-falante. Contudo,
estes aparelhos apresentavam ondi¸ oes quase ideais de funionamento: alta
rela¸ ao sinal-ru´do (SNR) no mirofone, bom aoplamento a´ustio entre o
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alto-falante e o ouvido e alta atenua¸ ao a´ustia entre o alto-falante e o mi-
rofone.
Figura 1.1: Telefone de Graham Bell (Sienti Amerian, 1877).
A evolu¸ ao da interfae do homem om o telefone oorreu por meio
da libera¸ ao de uma das maos ao xar o aparelho telefonio, inluindo seu
mirofone, a uma parede. Assim, apenas uma mao ´e oupada segurando o
alto-falante pr´oximo ao ouvido. Posteriormente, o mirofone e o alto-falante
foram integrados a um ´unio handset. Esta interfae ´e, ainda hoje, a mais
popular nos aparelhos telefonios tradiionais. O pr´oximo desao onsiste
em onstruir sistemas hands-free que nao demandem o uso das maos dos
usu´arios e permitam que a omunia¸ ao oorra a uma distania razo´avel do
aparelho, mantendo a qualidade dos sinais ompar´avel a uma onversa loal.
Segundo H¨ansler e Shmidt (2006), a omunia¸ ao atrav´es de sistemas
hands-free, om onforto similar a uma onversa loal, deve apresentar as
seguintes arater´stias:
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 Os sinais de fala devem apresentar n´veis de potenia onfort´aveis para
ambos os usu´arios sem que oorra instabilidade do la¸o eletro-a´ustio;
 Os eos gerados pelo sinal emitido pelo alto-falante e aptados pelos
mirofones devem ser reduzidos para um n´vel aeit´avel sem anela-
mento do sinal de voz do usu´ario loal;
 O n´vel de ru´do deve ser reduzido ao m´nimo poss´vel.
O aumento da distania entre o usu´ario e o mirofone em sistemas
hands-free ausa uma diminui¸ ao da rela¸ ao entre a potenia do sinal de fala
do usu´ario e a sobreposi¸ ao de ru´dos e eos. Em Emling (1957) as perdas
no la¸o de transmissao assoiadas a ausenia do handset sao estimadas em
torno de 20 dB. Nesse trabalho, o termo ru´do designa todas as ondas sonoras,
exeto aquelas emitidas pelo usu´ario e pelo alto-falante, que sao aptadas nos
mirofones. No ontexto desse trabalho, o termo eo representa a transmissao
de parte do sinal remoto (far-end) de volta ao transmissor. Ele ´e resultado
de v´arios aoplamentos, isto ´e, v´arias intera¸ oes entre fenomenos f´sios ao
longo de toda a adeia de transmissao. Tres tipos de aoplamentos sao mais
signiativos (JEANNES et al., 2001):
 Aoplamentos el´etrios devido a intera¸ oes na rede de transmissao
(haveamento da malha om dois os para a malha om 4 os e vie-
versa);
 Aoplamentos meanios entre o alto-falante e mirofones (propaga¸ ao
de ondas sonoras atrav´es do aparelho telefonio);
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 Aoplamentos a´ustios devido a reexoes de ondas sonoras emitidas
pelo alto-falante em um ambiente reverberante que sao aptadas pelo
mirofone.
A presen¸a de ru´dos e eos prejudia a inteligibilidade da onversa¸ ao (BREI-
NING et al., 1999; H
¨
ANSLER; SCHMIDT, 2004), onfunde sistemas de
reonheimento de palavras (em aplia¸ oes multim´dia ou sistemas te-
lefonios omandados por voz) (HERBORDT; NAKAMURA; KELLER-
MANN, 2005; MIYABE et al., 2007; JUANG; SOONG, 2001; TATEKURA;
SARUWATARI; SHIKANO, 2001) e atrapalha o funionamento de odia-
dores de voz (t´pios em sistemas de telefonia elular GSM (ETS 300 961,
2000)).
1.2.1 Canelamento de eo de linha
Os terminais de telefonia anal´ogios em geral sao onetados a uma
malha om dois os que ´e apaz de omunia¸ ao full-duplex (bi-direional
e om transmissao simultanea em ambos os sentidos). Entretanto, quando
a distania entre os terminais exede 56 km, em geral as perdas do meio
de transmissao tornam neess´aria a amplia¸ ao dos sinais envolvidos (BE-
NESTY et al., 2001). Nesse aso, sao neess´arios iruitos distintos para ada
dire¸ ao de transmissao e os terminais se onetam a uma malha intermedi´aria
om 4 os por meio de uma h´brida (ou transformador h´brido). Assim, a
h´brida preisa evitar que sinais em um sentido de transmissao sejam retor-
nados atrav´es do par dediado ao sentido ontr´ario. Nesse aso, ´e neess´ario
que a impedania da h´brida entre os terminais onetados a malha om 2
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Figura 1.2: Diagrama de uma onexao de longa distania em que transforma-
dores h´bridos sao neess´arios para a amplia¸ ao do sinal (BENESTY et al.,
2001).
os seja identia a impedania da malha om 2 os. Contudo, na pr´atia, em
uma rede telefonia t´pia, o n´umero de iruitos om 4 os ´e muito menor
que o n´umero de iruitos om 2 os. Devido a diferen¸as geogr´aas (que
ausam uma varia¸ ao no omprimento e tipo dos os da malha), n´umero de
extensoes e diferentes modelos de telefone o asamento de impedanias na
h´brida ´e extremamente raro (WEINSTEIN, 1977). O retorno de parte do
sinal transmitido devido a transformadores h´bridos nao-ideais ´e onheido
omo eo de linha e deve ser anelado de alguma maneira. Esta situa¸ ao
est´a ilustrada na Figura 1.2
As primeiras solu¸ oes no tratamento de eos foram baseadas na su-
pressao do sinal transmitido. Essas solu¸ oes sao baseadas na premissa de
que os sinais de voz loais apresentam amplitudes signiativamente maiores
que os sinais de eo e ru´dos ambientais. A implementa¸ ao dessas solu¸ oes
´e feita por meio de dispositivos om nao-linearidades do tipo zona morta
(enter lipper). Durante per´odos de ausenia do sinal loal (near-end),
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este dispositivo ´e apaz de remover ompletamente eos e ru´dos ambien-
tais om amplitudes inferiores a um limiar. Contudo, a fala loal e os eos
tem propriedades estat´stias semelhantes, logo a deisao de haveamento ´e
feita, essenialmente, baseada na potenia instantanea do sinal aptado. As-
sim, o algoritmo de ontrole muitas vezes omete equ´voos enviando tre-
hos de eo om potenia signiativa e ortando trehos de fala om baixa
potenia. Devido a sua arater´stia nao-linear, esses dispositivos tamb´em
ausam distor¸ oes de ruzamento por zero (rossover distortion) no sinal de
fala loal de maneira semelhante a ampliadores de potenia lasse B (BOY-
LESTAD; NASHELSKY, 2002). Apesar de suas limita¸ oes, os supressores
de eo sao uma solu¸ ao satisfat´oria para plantas om atrasos de at´e 100 ms
(orrespondentes a alguns milhares de quilometros) (BENESTY et al., 2001)
e, devido a sua simpliidade, esses dispositivos ainda sao utilizados em apare-
lhos auditivos (DILLON, 2001). Tentativas de inrementar o desempenho dos
supressores envolvem o ajuste adaptativo dos limiares e inlina¸ oes (H
¨
ANS-
LER; SCHMIDT, 2004). Um diagrama esquem´atio de um sistema supressor
de eo ´e ilustrado na Figura 1.3.
Com o advento das omunia¸ oes por sat´elite em 1965, as onexoes
telefonias passaram a admitir atrasos de propaga¸ ao da ordem de at´e 500
600 ms (SONDHI; BERKLEY, 1980). Nestas ondi¸ oes o desempenho de
supressores de eo nao ´e satisfat´orio e o uso de aneladores de eo adapta-
tivos, iniialmente propostos por Sondhi e Presti (1966), passou a ser ampla-
mente difundido. A prinipal vantagem que torna os aneladores de eo de
linha tao atrativos ´e que, ao ontr´ario de outras formas de ontrole do eo, o
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Figura 1.3: Sistema supressor de eo (BENESTY et al., 2001).
anelador de eo de linha nao opera diretamente no sinal de retorno. Por-
tanto, sua opera¸ ao permite a manuten¸ ao ininterrupta do sinal de fala loal
desde que esse sinal seja desorrelaionado do sinal remoto (BREINING et
al., 1999). Uma segunda vantagem ´e a possibilidade da implementa¸ ao do
anelador de eo de linha por meio de um ltro adaptativo que permite a
adapta¸ ao a respostas variantes no tempo.
Embora o estudo do anelamento de eo de linha esteja intimamente
relaionado ao anelamento de eo a´ustio, o segundo fazendo o uso de di-
versas t´enias originalmente desenvolvidas para o primeiro, neste trabalho o
estudo ser´a onentrado somente no estudo de anelamento de eo a´ustio.
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Figura 1.4: Funionamento b´asio de um anelador de eo de linha (BE-
NESTY et al., 2001)
1.2.2 Canelamento de eo a´ustio
O anelamento de eo a´ustio difere do anelamento de eo de
linha prinipalmente pela natureza dos aminhos de eo. A planta a ser iden-
tiada ´e um sistema alto-falante, sala reverberante e mirofone (LEM) uja
dura¸ ao da resposta ao impulso ´e, normalmente, v´arias vezes mais longa (al-
gumas entenas de milissegundos para um esrit´orio e dezenas de milisse-
gundos para o interior de um arro) do que a dura¸ ao da resposta ao impulso
de um transformador h´brido e pode mudar rapidamente a qualquer instante
(por exemplo devido ao movimento de uma pessoa ou a abertura de uma
porta) (BREINING et al., 1999). Reexoes om atrasos menores que 10 ms
sao denidos omo reverbera¸ oes (de ALMEIDA, 2004) e nao ostumam
atrapalhar a qualidade da onversa¸ ao. Em geral, atrasos dessa ordem nao
sao anelados em virtude de raramente oorrerem onversa¸ oes em ambi-
entes aneoios (GAY; BENESTY, 2000; BENESTY et al., 2001). Assim, a
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ausenia de reverbera¸ oes ausa erto desonforto aos usu´arios e, portanto,
seu anelamento nao ´e desej´avel em sistemas pr´atios. A dura¸ ao da res-
posta da planta ´e afetada ainda, no aso de omunia¸ oes digitais sem o,
pelos tempos de proessamento neess´arios para a onversao, ompressao,
odia¸ ao, et (BARIK; BHARDWAJ; NATH, 2010).
As primeiras solu¸ oes para tratamento de eos a´ustios onsistiam
no uso de alto-falantes e mirofones direionais posiionados de maneira
a evitar que dire¸ oes de alta emissao de potenia dos alto-falantes oinida
om dire¸ oes de alta sensibilidade dos mirofones. De maneira alternativa,
a onfe¸ ao de salas om paredes, hao e teto om reexao a´ustia redu-
zida gerando amaras aneoias pode levar a resultados semelhantes. Estas
solu¸ oes tendem a ser extremamente onerosas, neessitam de ambientes pre-
viamente preparados e sao inapazes de se adequar a mudan¸as no ambiente
a´ustio.
Ao ontr´ario das solu¸ oes propostas anteriormente, o anelador de
eo a´ustio (AEC) onsiste no uso de um ltro em paralelo a planta LEM
e ´e apaz, quando bem projetado, de garantir a omunia¸ ao full-duplex de
maneira eonomiamente vi´avel em diferentes ambientes. O funionamento
de umAEC ´e ilustrado na Figura 1.5 em que u[n℄ representa o sinal de entrada
da planta, r[n℄ representa o ru´do na medi¸ ao, e[n℄ representa o sinal de
eo, y[n℄ ´e a sa´da da planta e d[n℄ ´e o erro de estima¸ ao (sinal de retorno).
Assumindo o modelo da planta LEM por meio de um ltro om resposta
ao impulso nita (FIR) linear, quando a resposta ao impulso do AEC for
identia a da planta, o mesmo sinal de far-end produz respostas identias
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sinal de retorno
PSfrag repla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u[n℄
d[n℄
r[n℄
e[n℄

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Figura 1.5: Funionamento de um AEC (baseado em (BREINING et al.,
1999))
na planta LEM e no AEC. Essas respostas podem ser subtra´das resultando
no desapareimento ompleto do eo a´ustio no sinal transmitido. Assim,
os sinais reebido e transmitido sao perfeitamente desaoplados garantindo
que eos a´ustios nao sao retransmitidos ao transmissor (BREINING et al.,
1999). O diagrama de bloos de um AEC ´e mostrado na Figura 1.6.
Neste trabalho, o efeito da varia¸ ao no tempo da planta desonhe-
ida nao ´e estudado. Essa onsidera¸ ao ´e neess´aria para permitir o trata-
mento matem´atio nos Cap´tulos 3 e 4. Portanto, no restante deste trabalho
onsidera-se que h[n℄ = h.
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u[n℄
b

h[n℄
h[n℄
+
 
r[n℄
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e[n℄
y[n℄
y[n℄
Figura 1.6: Diagrama b´asio de um AEC (baseado em (BREINING et al.,
1999))
Efeito do omprimento do AEC
Assumindo o modelo da planta LEM por meio de um ltro FIR linear
e invariante no tempo e a ausenia de outros sinais no sistema, o sinal de eo
pode ser alulado pela onvolu¸ ao do sinal de referenia pela resposta ao
impulso da planta de omprimento arbitr´ario N
h
e[n℄ = h
>
u
h
[n℄ (1.1)
em que
u
h
[n℄ = [u[n℄ u[n 1℄    u[n  (N
h
 1)℄℄
>
(1.2)
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representa o vetor de sinal de entrada da planta obtido a partir de amostras do
sinal de entrada da planta. Nesse aso o sinal de entrada da planta ´e o sinal
remoto reebido do far-end. O vetor h ont´em os oeientes da resposta ao
impulso da planta desonheida
h =
h
h
0
h
1
  h
N
h
 1
i
>
: (1.3)
O AEC produz uma estimativa da sa´da da planta
y[n℄ =

h
>
[n℄u

h
[n℄ (1.4)
por meio do vetor de resposta ao impulso estimada da planta

h[n℄ =
h

h
0
[n℄

h
1
[n℄   

h
N
AEC
 1
[n℄
i
>
(1.5)
e do vetor do sinal de referenia
u

h
[n℄ =

u[n℄ u[n 1℄    u[n  (N
AEC
 1)℄

>
(1.6)
em que N
AEC
india o omprimento da resposta ao impulso estimada. Em
geral, N
h
assume valores elevados, depende do ambiente a´ustio e nao ´e
onheido exatamente. Portanto, na maioria dos projetos pr´atios tem-se a
situa¸ ao em que N
AEC
<N
h
.
O anelamento m´aximo obtido omN
AEC
oeientes pode ser men-
surado por meio da medida onheida omo Eho Return Loss Enhane-
ment (ERLE). A ERLE relaiona, em deib´eis, a potenia do sinal de eo
na ausenia de qualquer anelamento om a potenia do eo na presen¸a de
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um anelador de eo a´ustio
ERLE(

h[n℄) = 10log
10
Efe
2
[n℄g
Ef[e[n℄  y[n℄℄
2
g
: (1.7)
Substituindo as Equa¸ oes (1.1) e (1.4) na Equa¸ ao (1.7) obt´em-se uma ex-
pressao da ERLE em fun¸ ao do sinal de far-end
ERLE(

h[n℄) = 10log
10
Ef(h
>
u
h
[n℄)
2
g
Ef

h
>
u
h
[n℄ 

h
>
[n℄u

h
[n℄

2
g
na qual o denominador pode ser esrito evideniando a dependenia da ERLE
em fun¸ ao da diferen¸a nos primeiros N
AEC
oeientes. Seja
h
iniial
=
h
h
0
h
1
   h
N
AEC
 1
i
>
e
h
residual
=
h
h
N
AEC
h
N
AEC
+1
   h
N
h
 1
i
>
:
Entao a Equa¸ ao (1.7) pode ser esrita omo
ERLE(

h[n℄) = 10log
10
h
>
Efu
h
[n℄u
>
h
[n℄gh
Ef
h
(h
iniial
 

h[n℄)
>
u

h
[n℄+h
>
residual
u
h
[n N
AEC
℄
i
2
g
:
Assumindo que u[n℄ ´e um ru´do brano, estaion´ario de m´edia nula e fazendo
h
iniial
=

h a ERLE pode ser esrita omo
ERLE(h
iniial
) = 10log
10
P
N
h
 1
i=0
h
2
i
P
N
h
 1
`=N
AEC
h
2
`
: (1.8)
Assumindo que os oeientes de h apresentam um deaimento apro-
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ximadamente exponenial (BREINING et al., 1999), entao
jh
`
j
jh
0
j
 e
 $`
(1.9)
em que $ > 0 e ` = 0; : : : ;N
h
  1. Substituindo a Equa¸ ao (1.9) na
Equa¸ ao (1.8) tem-se
ERLE(h
iniial
) = 10log
10
P
N
h
 1
i=0
e
 2$i
e
 2$N
AEC
P
N
h
 N
AEC
 1
`=0
e
 2$`
= 10log
10
1 e
 2$N
h
1 e
 2$
e
 2$N
AEC
1 e
 2$(N
h
 N
AEC
)
1 e
 2$
= 10log
10
1 e
 2$N
h
e
 2$N
AEC
(1 e
 2$(N
h
 N
AEC
)
)
: (1.10)
em que
P
N 1
i=0
a
i
=
1 a
N
1 a
. Supondo que N
h
´e suientemente elevado para
modelar a resposta da planta LEM entao e
2$N
h
 0. Supondo ainda que
N
h
 N
AEC
entao e
 2$(N
h
 N
AEC
)
 0. Logo, a Equa¸ ao (1.10) pode ser
aproximada por
ERLE(h
iniial
) 10log
10
e
 2$N
AEC
= 8:7$N
AEC
: (1.11)
A Equa¸ ao (1.11) india que a ERLE, em ondi¸ oes ideais, depende linear-
mente da ordem do AEC (BREINING et al., 1999; SCHMIDT, 2000).
Superf´ie de desempenho
A maneira mais simples de denir uma gura de m´erito da qualidade
de um AEC linear ´e utilizar a potenia m´edia do sinal d[n℄ omo fun¸ ao
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usto (WANG; BOVIK, 2009) e assumir independenia estat´stia entre os
sinais u[n℄ e r[n℄. Proedendo omo desrito, dene-se
^
h
opt
= argmin

h
Ef(y[n℄ 

h
>
u

h
℄)
2
g (1.12)
em que Ef:g orresponde ao valor esperado (esperan¸a estat´stia). Ou-
tras maneiras de denir superf´ies de desempenho para um AEC linear in-
luem a modelagem da solu¸ ao ´otima por meio de equa¸ oes espa¸o-estado
e a estima¸ ao de seus estados utilizando um ltro de Kalman (HELWANI;
BUCHNER; SPORS, 2010a; HAYKIN et al., 1997) e a minimiza¸ ao do erro
quadr´atio (least-squares) (HAYKIN, 1993). Para entradas estaion´arias e
planta LEM invariante no tempo, a solu¸ ao ´otima da Equa¸ ao (1.12) ´e inva-
riante no tempo e onheida omo ltro de Wiener (HAYKIN, 1993; MA-
NOLAKIS; INGLE; KOGON, 2000; SAYED, 2008). Os ltros de Wiener
nao sao adequados para trabalhar em situa¸ oes em que os sinais envolvidos
sao nao-estaion´arios. Nessas ondi¸ oes, a solu¸ ao ´otima da Equa¸ ao (1.12)
passa a ser variante no tempo.
O projeto de ltros de Wiener requer ainda informa¸ ao a priori das
estat´stias de segunda ordem dos sinais de entrada. O ltro ´e ´otimo somente
quando as estat´stias dos sinais oinidem om a informa¸ ao utilizada du-
rante o projeto do ltro. Uma solu¸ ao ´e o ´alulo de estimativas das es-
tat´stias a partir de um onjunto de dados de treinamento. Este proesso
onsiste em dois est´agios. O primeiro realiza uma estimativa dos parametros
estatistiamente relevantes enquanto o segundo utiliza estas estimativas para
fazer aproxima¸ oes da solu¸ ao de Wiener de maneira nao-reursiva. Esse
16 1 INTRODUC¸

AO
proedimento apresenta a desvantagem de demandar grande esfor¸o ompu-
taional, o que diulta sua aplia¸ ao em sistemas projetados para operar
em tempo real (HAYKIN, 1993). De maneira alternativa, ltros adaptativos
operam de maneira reursiva e aprimoram a solu¸ ao utilizando reursos om-
putaionais de maneira mais eiente.
Devido a varia¸ ao no tempo das respostas das plantas LEM, o pro-
jeto de um anelador de eo utilizando ltros ´otimos xos nao ´e uma alter-
nativa vi´avel. Assim, a solu¸ ao mais utilizada na identia¸ ao da resposta
´e a ltragem adaptativa. Outras abordagens alternativas inluem o uso de
otimiza¸ ao por enxame de part´ulas (PSO) (MAHBUB; ACHARJEE; FAT-
TAH, 2010b; MAHBUB; ACHARJEE; FATTAH, 2010a), uso do algoritmo
de Levinson (MADDALA; MAHESWAR, 2010), algoritmos de separa¸ ao de
fontes semi-ega (GUNTHER, 2012) e redes neurais artiiais (BIRKETT;
GOUBRAN, 1995) entre outras.
1.3 Filtragem adaptativa
O termo estimador ou ltro ´e utilizado frequentemente para se referir
a um sistema que ´e projetado para extrair informa¸ ao de interesse a partir de
um onjunto de dados orrompidos. Devido a abrangenia de sua deni¸ ao,
a teoria de ltragem ´e utilizada em um amplo espetro de aplia¸ oes omo
sistemas de omunia¸ ao, radar, sonar, navega¸ ao, sismologia, engenharia
biom´edia e engenharia naneira (HAYKIN, 1993).
Os primeiros estudos sobre a ltragem adaptativa foram feitos no -
nal dos anos 1950, quando v´arios pesquisadores trabalhavam independen-
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temente em aplia¸ oes para ltros adaptativos. O algoritmo Least Mean-
Square (LMS) ´e um dos resultados desses trabalhos e oferee uma maneira
simples mas efetiva para a adapta¸ ao de ltros FIR lineares transversais.
A opera¸ ao de um algoritmo de ltragem adaptativa, em geral, envolve
dois proessos:
Proesso de ltragem - envolve o ´alulo da sa´da do ltro exitado pelo
sinal de entrada e a estimativa do erro omparando a sa´da obtida om
a resposta desejada;
Proesso adaptativo - envolve o ajuste autom´atio dos parametros do ltro
de aordo om o erro alulado no proesso de ltragem.
A ombina¸ ao desses dois proessos operando simultaneamente onstitui um
la¸o de realimenta¸ ao onforme ilustrado na Figura 1.7. No ontexto do an-
elamento de eo monoanal, o sinal desejado (desired signal) oinide om
o sinal y[n℄ de sa´da da planta.
u[n℄
+
 
y[n℄

h[n℄
d[n℄
Figura 1.7: Diagrama de bloos de um ltro adaptativo. Baseado em Benesty
et al. (2001)
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1.3.1 Aplia¸ oes da Filtragem Adaptativa
A ltragem adaptativa, devido a abrangenia de sua deni¸ ao, ´e utili-
zada nas mais diversas ´areas de proessamento de sinais. Apesar do amplo es-
petro de aplia¸ oes, elas tem uma arater´stia em omum: o uso de vetores
de amostras de entrada e a presen¸a de uma resposta desejada utilizada para
alular o erro de estima¸ ao (HAYKIN, 1993). Este sinal de erro ´e utilizado
por um algoritmo de adapta¸ ao que ajusta os oeientes do ltro de maneira
a minimizar uma gura de m´erito. Esses oeientes podem representar os
oeientes de um ltro FIR linear, oeientes de reexao, parametros de
rota¸ ao, oeientes de uma m´edia ponderada, et. A prinipal diferen¸a
entre as diversas aplia¸ oes aparee na maneira omo a resposta desejada
´e obtida. Nesse ontexto, podem-se distinguir quatro ategorias b´asias de
aplia¸ oes de ltragem adaptativa:
Identia¸ ao de planta Nessa ategoria de aplia¸ ao, o objetivo ´e estimar
os parametros do modelo matem´atio que melhor representa o om-
portamento de uma planta desonheida. A planta desonheida e o
ltro adaptativo utilizam o mesmo vetor de entrada e o sinal desejado
´e denido pela medi¸ ao da sa´da da planta desonheida. O sinal de
sa´da do sistema pode ser denido omo a sa´da da planta ou, alterna-
tivamente, pelo erro de predi¸ ao no aso de sistemas de anelamento
de ru´do ou eo;
Modelagem inversa Nessa ategoria de aplia¸ ao, o objetivo do ltro adap-
tativo ´e estimar o modelo que representa a fun¸ ao inversa de uma planta
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desonheida. Para plantas lineares invariantes no tempo e de fase
m´nima, o modelo inverso tem uma fun¸ ao de transferenia igual ao
re´proo da fun¸ ao de transferenia da planta desonheida. Nesse
aso, a entrada da planta, geralmente om atrasos, pode ser utilizada
omo o sinal desejado. Para plantas lineares invariantes no tempo sem
fase m´nima, o sinal desejado ´e uma versao atrasada do sinal de entrada
da planta;
Predi¸ ao Nessa ategoria de aplia¸ ao, o objetivo do ltro adaptativo ´e es-
timar o valor atual de uma vari´avel aleat´oria orrelaionada no tempo.
Portanto, o sinal desejado ´e denido omo o valor atual da vari´avel
aleat´oria. Valores passados da vari´avel aleat´oria formam o vetor de en-
trada do ltro adaptativo. Dependendo da aplia¸ ao, o sinal de sa´da do
sistema pode ser denido pelo sinal de sa´da do ltro adaptativo (pre-
ditor) ou pelo sinal de erro de estima¸ ao (ltro de erro de predi¸ ao);
Canelamento de interferenia Nessa ategoria de aplia¸ ao, o ltro adap-
tativo ´e utilizado para anelar uma interferenia desonheida gerada
a partir de um sinal de referenia om arater´stias onheidas. Um
sinal prim´ario orrelaionado ao sinal de referenia ´e utilizado omo
sinal desejado e o sinal de referenia ´e utilizado na entrada do ltro
adaptativo. O sinal de sa´da do sistema ´e formado pela subtra¸ ao do
sinal prim´ario pela estimativa do ltro.
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Entrada
b
h[n℄
r[n℄
Sa´da (Identia¸ ao)
+
 

h[n℄
Sa´da (Canelamento)
y[n℄
y[n℄
(a) Identia¸ ao de planta
Entrada
b
 
+
h[n℄

h[n℄
Atraso
Sa´da
(b) Modelagem inversa
Entrada
b
Atraso
+
 

h[n℄
Sa´da (erro de predi¸ ao)
Sa´da (preditor)
() Predi¸ ao
Sinal prim´ario
Sinal de referenia

h[n℄
+
 
Sa´da
(d) Canelamento de interferenias
Figura 1.8: As quatro ategorias b´asias de aplia¸ oes de ltragem adapta-
tiva (HAYKIN, 1993)
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1.3.2 Proesso de Filtragem
No proesso de ltragem, os ltros podem ser lassiados omo li-
neares ou nao-lineares. Um ltro ´e dito linear se o resultado de seu proessa-
mento em sua sa´da ´e uma fun¸ ao linear das observa¸ oes utilizadas omo da-
dos de entrada. Do ontr´ario, o ltro ´e nao-linear (OPPENHEIM;WILLSKY;
NAWAB, 1996).
As limita¸ oes inerentes ao uso de modelos lineares sao onheidas
desde os primeiros estudos em redes neurais artiiais (MINSKY; PAPERT,
1988). De modo geral, os sistemas enontrados no mundo real nao seguem
modelos lineares. Uma maneira simples de adiionar nao-linearidade a um
ltro linear ´e utilizar uma fun¸ ao est´atia nao-linear em asata om um l-
tro linear omo em modelos de Wiener e Hammerstein (WIENER, 1966;
BILLINGS; FAKHOURI, 1977). Esse paradigma ´e apaz de modelar ape-
nas uma lasse espe´a de nao-linearidades e pode adiionar m´nimos lo-
ais na superf´ie de desempenho (LIU; PRINCIPE; HAYKIN, 2010). Al-
ternativamente, a modelagem pode utilizar s´eries de Volterra para ontornar
diuldades no tratamento matem´atio (GABOR; WILBY; WOODCOCK,
1961). Contudo, a omplexidade dos modelos baseados em s´eries de Volterra
tende a reser exponenialmente om o aumento da apaidade de mode-
lagem (LIU; PRINCIPE; HAYKIN, 2010). De modo similar, a modelagem
pode utilizar s´eries de Wiener (FRANZ; SCH
¨
OLKOPF, 2006), redes neurais
artiiais (HAYKIN, 1998), inferenia bayesiana (WINKLER, 2003) e l-
tragem adaptativa utilizando fun¸ oes kernel (PARREIRA et al., 2012). Em
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ondi¸ oes espe´as, entretanto, sistemas nao-lineares se omportam apro-
ximadamente omo sistemas lineares (CHEN, 1998; OGATA, 2002; KAI-
LATH, 1980).
Apesar da nomenlatura utilizada, uma onsequenia direta da
aplia¸ ao de um algoritmo reursivo em que os parametros de um ltro adap-
tativo sao atualizados de uma itera¸ ao para outra ´e que os parametros sao
dependentes dos dados de entrada. Portanto, os ltros adaptativos lineares
sao, na realidade, sistemas nao-lineares pois nao respeitam o prin´pio da
superposi¸ ao (HAYKIN, 1993). Entretanto, uma erta lasse de ltros, em
que o sistema torna-se aproximadamente linear pr´oximo a onvergenia,
hamados de ltros adaptativos lineares sao bastante ´uteis, tendem a ser
matematiamente trat´aveis e geralmente sao mais f´aeis de analisar que
outros tipos de ltros (COSTA, 2001). Devido a sua maior simpliidade
no tratamento matem´atio, nesse trabalho, o estudo se restringe a modelos
lineares.
A ltragem adaptativa linear pode ser dividida em duas lasses
quanto a natureza de sua resposta ao impulso: resposta ao impulso nita
(FIR) e resposta ao impulso innita (IIR). Existem diferentes estruturas de
implementa¸ ao, onforme a lasse do sistema analisado (OPPENHEIM;
SCHAFER; BUCK, 1999). A estrutura FIR tende a ser mais popular no
projeto de ltros adaptativos por garantir a estabilidade do sistema para
oeientes nitos e, quando neess´ario, permitir respostas em fase line-
ares. Embora existam m´ultiplas realiza¸ oes poss´veis para o mesmo ltro
FIR (MITRA, 2000), geralmente os algoritmos de ltragem adaptativa sao
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desenvolvidos supondo os ltros na forma transversal, ilustrada na Figura 1.9.
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Figura 1.9: Filtro adaptativo na forma transversal (HAYKIN, 1993)
1.3.3 Proesso adaptativo
O ontrole de adapta¸ ao assume a disponibilidade de ertos
parametros estat´stios dos sinais envolvidos e o objetivo ´e a otimiza¸ ao
segundo um rit´erio, geralmente estat´stio. Segundo Widrow e Stearns
(1985), os sistemas adaptativos possuem todas ou algumas das seguintes
arater´stias:
 Adapta¸ ao autom´atia a modia¸ oes do ambiente e/ou altera¸ oes do
sistema (auto-otimiza¸ ao);
 Podem ser treinados para desempenhar uma tarefa espe´a de l-
tragem ou deisao, ou seja, podem ser programados por meio de um
proesso de treinamento (auto-program´aveis);
 Em deorrenia do item anterior, nao neessitam proedimentos elabo-
rados de s´ntese (sao basiamente auto-program´aveis);
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 Podem extrapolar o espa¸o de onheimento e lidar om novas
situa¸ oes ap´os o treinamento om um pequeno onjunto de padroes de
entrada (auto-aprendizado);
 At´e erto ponto podem reparar a si mesmos, ou seja, podem adaptar-se
em regioes pr´oximas da ´otima mesmo quando sujeitos a ertos tipos de
defeitos ou limita¸ oes;
 Geralmente sao mais omplexos e dif´eis de analisar que sistemas nao-
adaptativos, mas ofereem a possibilidade de um desempenho substan-
ialmente melhor quando as arater´stias do ambiente sao desonhe-
idas ou variantes no tempo.
A adapta¸ ao oorre por meio de um algoritmo de adapta¸ ao. Na eso-
lha do algoritmo, alguns aspetos devem ser onsiderados (HAYKIN, 1993):
Taxa de onvergenia -
´
E denida pelo re´proo do n´umero de itera¸ oes
neess´arias para que o algoritmo, submetido a entradas estaion´arias,
exiba onvergenia para solu¸ oes pr´oximas da solu¸ ao ´otima. Uma alta
taxa de onvergenia permite que o ltro se adapte rapidamente a um
ambiente estaion´ario om estat´stias desonheidas;
Desajuste - Este parametro permite uma medida objetiva da diferen¸a entre
uma m´etria do erro produzido pelo algoritmo em regime permanente
e a m´etria do erro produzido por uma solu¸ ao ´otima.
Rastreamento - Dene a apaidade de um algoritmo de se adaptar a um
ambiente nao-estaion´ario. O desempenho do algoritmo, no aspeto de
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rastreamento, ´e inueniado por duas arater´stias ontradit´orias: (a)
taxa de onvergenia, e (b) desajuste em regime permanente devido a
perturba¸ oes no sinal de entrada;
Robustez - India a sensibilidade do ltro a pequenas perturba¸ oes.
Perturba¸ oes de baixa magnitude devem resultar em erros de estima¸ ao
baixos;
Requisitos omputaionais - Pode ser dividida em tres aspetos:
1. n´umero de opera¸ oes matem´atias neess´arias durante uma
itera¸ ao do algoritmo;
2. o n´umero de posi¸ oes de mem´oria neess´arias para armazenar
todos os dados neess´arios e o pr´oprio programa;
3. o esfor¸o neess´ario para programar o algoritmo.
Estrutura - Se refere a estrutura do uxo de informa¸ ao no algoritmo, deter-
minando a maneira em que ele pode ser implementado em hardware.
India se o algoritmo apresenta alta modularidade, apaidade de para-
lelismo ou onorrenia;
Propriedades num´erias - Na representa¸ ao de n´umeros em proessado-
res digitais de sinais, algumas impreisoes apareem devido a erros
de quantiza¸ ao relaionados a onversao digital anal´ogia e a a¸ ao de
operadores matem´atios om preisao nita. De maneira geral, a se-
gunda fonte de erros de quantiza¸ ao ´e mais r´tia no projeto de um
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ltro adaptativo. Existem dois aspetos que devem ser onsiderados na
esolha do algoritmo:
 Estabilidade Num´eria: Idealmente, deseja-se que a diferen¸a
entre a resposta de um algoritmo om preisao innita e sua
versao implementada om preisao nita seja ompar´avel ao erro
de quantiza¸ ao dos sinais de entrada e sa´da.
´
E onheido que,
quando os ´alulos sao realizados om preisao nita, alguns
algoritmos tem respostas semelhantes ao algoritmo equivalente
om preisao innita e outros divergem da resposta esperada
mesmo que a preisao da aritm´etia seja aumentada drastia-
mente (JONG, 1977). Isso oorre devido a aumula¸ ao de erros,
que podem ausar a divergenia do algoritmo quando nao trata-
dos. Algoritmos em que existe a garantia de que erros devido a
aritm´etia de preisao nita nao sao ampliados sao hamados
numeriamente est´aveis. Embora existam deni¸ oes preisas
e formais para estabilidade, existem tantas possibilidades, para
diferentes problemas, que nomear e denir ada uma tende a tirar
o foo das questoes de interesse (HIGHAM, 2002, p 129).
 Preisao num´eria:
´
E determinada pelo n´umero de bits utiliza-
dos e pela representa¸ ao (ponto-xo, ponto-utuante) dos dados
amostrados e dos oeientes dos ltros. Um algoritmo ´e on-
siderado numeriamente robusto se onserva suas propriedades
quando submetido a varia¸ oes no n´umero de bits utilizados para
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representa¸ ao de seus dados.
A avalia¸ ao do desempenho de um ltro adaptativo pode ser realizada
por diversas superf´ies de desempenho. Um dos rit´erios mais utilizados ´e a
minimiza¸ ao no sentido quadr´atio m´edio do sinal de erro ou erro quadr´atio
m´edio (MSE), denido omo a diferen¸a entre uma resposta desejada e a
sa´da do ltro (WANG; BOVIK, 2009). Esta fun¸ ao usto ´e esolhida em vir-
tude de permitir umamanipula¸ ao matem´atia mais simples, al´em de apresen-
tar apenas um ´unio ponto de m´nimo, no aso de um hiperparabol´oide, que
pode ser alulado failmente utilizando-se a estat´stia de segunda-ordem do
proesso aleat´orio impl´ito (de ALMEIDA, 2004).
Alternativamente, a avalia¸ ao do desempenho pode ser feita utili-
zando outros rit´erios. Por meio de diferentes fun¸ oes usto, uma s´erie
de algoritmos podem ser derivados om diferentes virtudes e limita¸ oes.
Na Tabela 1.1 sao mostradas as fun¸ oes usto e n´umero de opera¸ oes
por itera¸ ao dos algoritmos mais utilizados para o anelamento de eo
a´ustio em n´umero de opera¸ oes por itera¸ ao (LMS, LMS normalizado
(NLMS), Algoritmo de Proje¸ oes Ans (APA), Algoritmo dos m´nimos
quadrados reursivo (RLS) em sua implementa¸ ao onvenional, uma versao
r´apida do RLS onheida omo RLS utilizando oordenadas diotomias
desendentes (RLS using dihotomous oordinate desent iterations) (RLS-
DCD) (ZAKHAROV; WHITE; LIU, 2008)) em que N
AEC
india o om-
primento do ltro, 0 <   1 ´e o fator de esqueimento do algoritmo RLS,
d[n  ijn℄ india o erro de estima¸ ao para o vetor de entrada do instante n  i
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utilizando a solu¸ ao obtida no instante n e N
u
india o n´umero de itera¸ oes
neess´arias para a solu¸ ao de um problema de otimiza¸ ao quadr´atio. Al-
ternativamente, o parametro N
u
 N
AEC
do algoritmo RLS-DCD pode ser
interpretado omo o n´umero m´aximo de oeientes do ltro que podem
sofrer adapta¸ ao no mesmo instante (ZAKHAROV; WHITE; LIU, 2008, p
3156) que est´a sob ontrole pelo projetista. Na Tabela 1.1, assume-se que
a implementa¸ ao do algoritmo APA realiza a inversao de U
T
u
[n℄U
u
[n℄ em
que U
u
[n℄ =
h
u

h
[n℄ u

h
[n 1℄   u

h
[n P ℄
i
. Al´em da implementa¸ ao
do RLS utilizando oordenadas diotomias desendentes, existem outras
implementa¸ oes om omplexidade omputaional proporional a N
AEC
omo o algoritmo RLS r´apido em treli¸a (Lattie preditor-based fast RLS
algorithm) (HAYKIN, 1993, p 607) e o algoritmo de ltragem transversal
r´apido (Fast transversal lter algorithm) (HAYKIN, 1993, p 586). A redu¸ ao
da omplexidade omputaional dos algoritmos da fam´lia RLS pode se
aproveitar
 da estrutura dos vetores de entrada, por exemplo, em aplia¸ oes em que
o vetor de entrada ´e uma linha de atrasos;
 da estrutura Toeplitz da matriz de autoorrela¸ ao dos sinais de entrada
quando estes sao estaion´arios;
 da equivalenia entre as solu¸ oes de um sistema de equa¸ oes line-
ares (

R
u

h
u

h

h = r
u

h
y
) e um problema de minimiza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vetor de orrela¸ ao ruzada entre u

h
[n℄ e y[n℄;
 da deomposi¸ ao da dire¸ ao de adapta¸ ao em N
AEC
dire¸ oes denidas
pelo sistema de oordenadas artesiano e a adapta¸ ao utilizando oor-
denadas diotomias desendentes.
Tabela 1.1: Prinipais algoritmos adaptativos para anelamento de eo, suas
fun¸ oes usto e omplexidades omputaionais por itera¸ ao onsiderando o
proessamento em banda heia (full-band) (OLYAEE et al., 2010; SAYED,
2008; ZAKHAROV; WHITE; LIU, 2008)
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1.3.4 Filtragem espaial
A abordagem onvenional para o anelamento de eo a´ustio on-
sidera que os sinais e ru´dos presentes no ambiente podem ser arateriza-
dos no dom´nio do tempo. Entretanto, esses sinais tamb´em apresentam de-
pendenia espaial. Essa arater´stia permite modelar sinais e ru´dos por
meio de proessos no dom´nio espaial e temporal simultaneamente. O uso de
arranjos de sensores permite a amostragem espaial do sinal por meio de sua
apta¸ ao em posi¸ oes distintas. Nesse aso, eos a´ustios podem ser mode-
lados alternativamente omo uma s´erie de interferenias inidindo sobre um
arranjo de mirofones em uma innidade de angulos. Assim, algoritmos de
onforma¸ ao de feixe (beamforming) pareem ser solu¸ oes naturais para a su-
pressao de eos a´ustios (HABETS; BENESTY, 2012). Entretanto, mesmo
supondo a disponibilidade de um onformador de feixe (BF) ideal apaz de
eliminar ompletamente o eo em dire¸ oes diferentes da dire¸ ao de hegada
(DOA) do sinal desejado, a presen¸a de um anelador de eo a´ustio ´e ne-
ess´aria pois uma parela do eo nao poderia ser anelada por estar inidindo
sobre o arranjo na mesma dire¸ ao do sinal desejado. Quando onformadores
de feixe nao-ideais sao onsiderados, limita¸ oes na apaidade de sele¸ ao es-
paial devido ao n´umero nito de graus de liberdade permitem que parte dos
eos em dire¸ oes diferentes da DOA sejam retransmitidos aumentando a ne-
essidade de um proesso de anelamento de eo onvenional (MARUO;
BERMUDEZ; RESENDE, 2014a; HERBORDT; KELLERMANN; NAKA-
MURA, 2004; HERBORDT; KELLERMANN, 2000).
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1.4 Objetivos do trabalho
Estudar o omportamento de uma lasse de algoritmos adaptativos de
anelamento de eo a´ustio auxiliados por um arranjo de mirofones otimi-
zados onjuntamente. Propor uma metodologia de an´alise apaz de forneer
modelos anal´tios apazes de prever, om preisao suiente, o omporta-
mento de sistemas reais. Forneer previsoes do omportamento em regime
transit´orio e permanente bem omo obter limites de estabilidade apropriados
para o projeto desses sistemas. Em um segundo momento, determinar dire-
trizes de projeto simples por´em apazes de prever o efeito de altera¸ oes dos
parametros do algoritmo em seu desempenho para ondi¸ oes determinadas,
auxiliando o projetista de sistemas adaptativos dessa lasse de algoritmos.
Apesar de serem ´areas relaionadas, para nao desviar do foo
prinipal deste trabalho, deidiu-se nao investigar o ontrole de double-
talk (BERSHAD; TOURNERET, 2006; TOURNERET; BERSHAD; BER-
MUDEZ, 2009), estima¸ ao da dire¸ ao de hegada de sinais de banda larga,
projeto de matrizes de bloqueio adaptativas (HOSHUYAMA; SUGIYAMA;
HIRANO, 1999) e an´alise do omportamento de outros algoritmos de
adapta¸ ao (HERBORDT; KELLERMANN; NAKAMURA, 2004; HER-
BORDT; KELLERMANN, 2000).
1.5 Justiativa e relevania
Reentemente, o interesse em solu¸ oes de anelamento de eo
a´ustio auxiliado por um arranjo de mirofones tem resido rapidamente.
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Isso oorre devido ao potenial inerente a essas solu¸ oes de levar a um
menor eo residual quando omparado om solu¸ oes baseadas em um ´unio
mirofone (KALLINGER; BITZER; KAMMEYER, 2000). Contudo, esses
estudos sao predominantemente baseados em onjeturas e avalia¸ oes ex-
perimentais (KALLINGER; BITZER; KAMMEYER, 2000; HERBORDT;
KELLERMANN; NAKAMURA, 2004; HERBORDT; KELLERMANN,
2000; GANNOT; BURSHTEIN; WEINSTEIN, 2001; MARKOVICH; GAN-
NOT; COHEN, 2009; HABETS; BENESTY, 2013; TALMON; COHEN;
GANNOT, 2009a; TALMON; COHEN; GANNOT, 2009b; SOUDEN;
BENESTY; AFFES, 2010; GOETZE et al., 2008; BURTON; GOUBRAN,
2007; HAMALAINEN; MYLLYLA, 2007; REUVEN; GANNOT; COHEN,
2004; REUVEN; GANNOT; COHEN, 2007b; AFFES; GRENIER, 1996;
BEH et al., 2008; HELWANI; BUCHNER; SPORS, 2010a; HELWANI;
SPORS; BUCHNER, 2011; BUCHNER; SPORS; KELLERMANN, 2004;
YELLEPEDDI; FLORENCIO, 2014; HOSHUYAMA, 2012; SUGIYAMA;
MIYAHARAY, 2014; NATHWANI; HEGDE, 2012). Embora os m´eritos
desses trabalhos sejam evidentes, a avalia¸ ao exlusivamente experimental
apresenta alguns problemas fundamentais
 A rigor, nao ´e poss´vel a generaliza¸ ao destes resultados para diferentes
ondi¸ oes de funionamento tornando dif´il a deriva¸ ao de diretrizes
de projeto;
 A an´alise do omportamento desses sistemas om diferentes
parametros exigiria um n´umero onsider´avel de experimentos.
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Varia¸ oes nos parametros exigem uma nova avalia¸ ao experimen-
tal para ada onjunto de parametros avaliados;
 A ausenia de modelos matem´atios, ainda que simpliados, nao per-
mite a identia¸ ao dos m´eritos e deienias de ada abordagem.
Apesar da existenia de alguns estudos te´orios para o AEC-BF om
onformadores de feixe xos (GUO et al., 2011b; GUO et al., 2011;
GUO; JENSEN; JENSEN, 2012) e para o BF-AEC otimizado onjunta-
mente (MARUO; BERMUDEZ; RESENDE, 2011; MARUO; BERMUDEZ;
RESENDE, 2013; MARUO; BERMUDEZ; RESENDE, 2014a; MARUO;
BERMUDEZ; RESENDE, 2014b), os resultados te´orios ainda sao inipi-
entes e realizados sob hip´oteses simpliadoras nem sempre realistas (por
exemplo: invariania da dire¸ ao de dire¸ ao desejada, sinais estaion´arios,
plantas LEM lineares, et).
Neste trabalho, propoe-se estudar o omportamento estat´stio de uma
solu¸ ao para o anelamento de eos a´ustios auxiliado por um onforma-
dor de feixe om otimiza¸ ao onjunta e adaptativa. Essa abordagem ´e base-
ada no sistema proposto por Herbordt, Kellermann e Nakamura (2004) utili-
zando, ontudo, um algoritmo de adapta¸ ao mais simples e desonsiderando
efeitos da mudan¸a da dire¸ ao de interesse. Essas simplia¸ oes foram ne-
ess´arias para realizar uma an´alise que permita obter modelos anal´tios a-
pazes de prever o omportamento de sistemas reais. A prinipal diferen¸a
entre o anelador de eo de Herbordt, Kellermann e Nakamura (2004) e o
estudado ´e a gura de m´erito a ser otimizada. Optou-se por uma otimiza¸ ao
34 1 INTRODUC¸

AO
baseada no MSE, diferentemente do rit´erio dos m´nimos quadrados pon-
derado utilizado em Herbordt, Kellermann e Nakamura (2004). As razoes
para isso sao a tratabilidade matem´atia, a menor omplexidade omputa-
ional e a maior failidade de deriva¸ ao de modelos anal´tios. A esolha
dessa estrutura deve-se a seu desempenho teoriamente superior a aborda-
gens BF-AEC onvenionais (MARUO; BERMUDEZ; RESENDE, 2011) e a
omplexidade omputaional ompar´avel a implementa¸ ao de um AEC on-
venional adaptado utilizando o LMS e um onformador de feixe adaptado
utilizando o algoritmo LMS om restri¸ oes (CLMS). Contudo, a otimiza¸ ao
onjunta atrav´es de dois ltros adaptativos produz um sinal de erro que om-
bina nao-estaionariedades devido a adapta¸ ao do AEC e do BF al´em de tor-
nar a adapta¸ ao de um dos ltros dependente do estado do outro ltro.
Em Maruo, Bermudez e Resende (2011) foram determinadas tanto as
solu¸ oes ´otimas do BF-AEC onvenional quanto do BF-AEC otimizado on-
juntamente e as suas respetivas potenias m´edias de sa´da. Esse ´e um dos
pouos trabalhos te´orios na ´area de anelamento de eo a´ustio auxili-
ado por arranjo de mirofones e, apesar do modelo altamente simpliado,
permite a obten¸ ao de guras de m´erito em forma fehada. Atrav´es dessas
guras de m´erito, um projetista ´e apaz de deidir se ´e interessante optar por
uma otimiza¸ ao onjunta no projeto de um sistema de anelamento de eo
a´ustio.
A metodologia utilizada na an´alise deste trabalho pode tamb´em ser
utilizada no estudo de onformadores de feixe Linearly onstrained minimum
variane (LCMV) de banda larga adaptativos
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1.6 Estrutura do trabalho
Iniialmente, foi apresentada a fundamenta¸ ao te´oria neess´aria a
an´alise do problema. No Cap´tulo 2 ser´a feita a deni¸ ao formal do pro-
blema abordado nesse trabalho e a revisao bibliogr´aa reente. No Cap´tulo
3 ser´a proposta uma solu¸ ao baseada na otimiza¸ ao LCMV para o projeto de
sistemas de anelamento de eo a´ustio auxiliado por um arranjo de miro-
fones implementada na forma direta e a an´alise estat´stia do omportamento
de segunda-ordem da solu¸ ao proposta. A an´alise pode ser utilizada tanto no
projeto de sistemas LCMV onvenionais quanto para sistemas implementa-
dos na forma GSC desde que as ondi¸ oes desritas no Apendie D sejam
satisfeitas. No Cap´tulo 4 serao disutidas as limita¸ oes da an´alise realizada
no Cap´tulo 3 e a solu¸ ao para o projeto de aneladores de eo a´ustio auxi-
liado por um arranjo de mirofones. A solu¸ ao envolve a implementa¸ ao do
onformador de feixe na forma GSC om passos de adapta¸ ao diferentes no
AEC e no onformador de feixe. No Cap´tulo 5 os modelos anal´tios serao
avaliados e os resultados te´orios sao omparados om simula¸ oes ompu-
taionais para avaliar a validade dos modelos propostos. Exemplos de pro-
jeto demonstram a utilidade do modelo proposto para o projeto de sistemas
pr´atios. No Cap´tulo 6 sao feitas observa¸ oes gerais sobre o trabalho e apre-
sentadas onlusoes e propostas para sua ontinua¸ ao.
Ao longo deste trabalho ser´a utilizada a seguinte nota¸ ao:
 grandezas esalares: letras min´usulas;
 grandezas vetoriais: letras min´usulas em negrito;
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 grandezas matriiais: letras mai´usulas em negrito.
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2 CANCELAMENTO DE ECO AC
´
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2.1 Introdu¸ ao
Neste ap´tulo, ´e formalizada a desri¸ ao do problema a ser analisado.
´
E apresentada a revisao bibliogr´aa reente sobre o tema de anelamento
de eo a´ustio auxiliado por arranjo de mirofones.
2.2 Canelamento de eo a´ustio
O anelamento de eo a´ustio ´e um problema r´tio nos mais va-
riados sistemas de omunia¸ ao. Eos a´ustios apareem sempre que o
alto-falante e o mirofone sao posiionados de modo que o mirofone apte
uma parela do sinal emitido pelo alto-falante e suas reexoes no ambiente
a´ustio (BREINING et al., 1999). Como onsequenia, o sistema sofre uma
realimenta¸ ao e pode tornar-se inst´avel (SPRIET et al., 2008). Em siste-
mas de teleomunia¸ ao, os usu´arios se sentem inomodados ao esutar sua
pr´opria voz atrasada pela retransmissao de sinais de eo nao anelados. Para
evitar esses problemas, a atenua¸ ao da planta formada entre o alto-falante e o
mirofone deve ser suientemente alta. Em sistemas de telefonia onvenio-
nal, o alto-falante e o mirofone sao ombinados em um handset que garante
uma atenua¸ ao de pelo menos 45 dB entre os dois elementos. Em sistemas
de telefonia hands-free sem o uso de headphones a ausenia da atenua¸ ao
por meio do handset demanda o projeto de sistemas de anelamento de eo
a´ustio.
Os primeiros sistemas de telefonia hands-free exigiam a degrada¸ ao
40 2 CANCELAMENTO DE ECO AC
´
USTICO
do anal full-duplex para um anal half-duplex om haveamento ativado por
sinais de voz espe´os. O ontrole desse haveamento, ontudo, nao ´e uma
tarefa simples e exige dos usu´arios um omportamento disiplinado (BREI-
NING et al., 1999). Sistemas de telefonia hands-free modernos sao regula-
mentados pela International Teleommuniation Union (ITU) (ITU-T P.341,
2011). O requisito mais severo, dentro do esopo do proessamento de si-
nais, ´e o atraso m´aximo toler´avel de 50 ms entre a apta¸ ao do sinal e a
interfae om a rede (inluindo a odia¸ ao, enapsulamento em paotes,
e proessamento de sinais). Sistemas de video-onferenia ainda podem re-
quisitar a transmissao de ´audio estereofonio. Como os sinais de ambos os
anais sao altamente orrelaionados, a superf´ie de desempenho ´e multi-
modal (KHONG; NAYLOR, 2005). Outra aplia¸ ao que requer sistemas
semelhantes a aneladores de eo a´ustio ´e o projeto de aparelhos audi-
tivos. A realimenta¸ ao a´ustia oorre quando uma parela do sinal emitido
para dentro do ouvido da pessoa ´e aptada pelo mirofone externo ao ouvido.
Devido a neessidade de amplia¸ ao dos sinais aptados pelo mirofone ex-
terno para suprir as deienias do usu´ario, o la¸o eletroa´ustio pode tornar-
se inst´avel (GUO et al., 2013; SPRIET et al., 2008). Nesse aso, a planta
LEM pode ser araterizada por um n´umero signiativamente menor de o-
eientes. Por outro lado, os aparelhos auditivos sao alimentados por baterias
e, portanto, o onsumo de energia dos dispositivos de proessamento de sinais
deve ser minimizado. Outra peuliaridade do anelamento de realimenta¸ ao
´e a orrela¸ ao entre o sinal de entrada do anelador de realimenta¸ ao e
a perturba¸ ao da planta desonheida, o que aarreta em polariza¸ ao das
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solu¸ oes (NAKAGAWA; NORDHOLM; YAN, 2013). Finalmente, os atra-
sos introduzidos pelo proesso de anelamento de eo nao devem exeder 1
ms (BREINING et al., 1999). Sistemas ontrolados por voz tamb´em podem
se beneiar de avan¸os no anelamento de eo a´ustio (HERBORDT; NA-
KAMURA; KELLERMANN, 2005; JUANG; SOONG, 2001; TATEKURA;
SARUWATARI; SHIKANO, 2001). Nessa aplia¸ ao, os sinais aptados pelo
mirofone sao utilizados por um sistema de reonheimento de fala que ´e
sens´vel a rela¸ ao sinal-ru´do. Em aplia¸ oes nas quais o sistema tamb´em
emite mensagens sonoras ao usu´ario, estes sinais produzem eos a´ustios
e seu anelamento pode inrementar as taxas de reonheimento de modo
signiativo. Alternativamente, o anelamento de eo pode tamb´em ser mo-
delado omo um problema de anelamento de ru´do. Nesse aso h´a uma
equivalenia entre o sinal de far-end e o sinal de ru´do nao perturbado, o si-
nal de eo e o ru´do distorido e entre o sinal loal (near-end) e o sinal de
interesse nao orrompido por ru´dos.
Tradiionalmente, o tratamento do anelamento de eo onsiste na
estima¸ ao da resposta de uma planta que ont´em alto-falantes, mirofones e
um ambiente reverberante. Movimento de objetos ou mudan¸as na tempe-
ratura podem resultar na varia¸ ao da resposta da planta LEM. Essa resposta
tamb´em depende do tamanho do ambiente, das propriedades reexivas dos
objetos e paredes, e da posi¸ ao dos objetos, prinipalmente dos alto-falantes
e mirofones.
De aordo om Shmidt (2000), medi¸ oes em tempo-real mostram
que o uso de modelos lineares na representa¸ ao da planta LEM apresenta
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limita¸ oes devido a nao-linearidade inerente aos alto-falantes, de ampli-
adores anal´ogios, de mirofones de baixa qualidade e do uso de onver-
sores anal´ogio-digitais para amplitudes pr´oximas de seus limites de es-
ala. Em geral, modelos lineares sao apenas aproxima¸ oes razo´aveis de
sistemas reais (AZPICUETA-RUIZ et al., 2011; AZPICUETA-RUIZ et al.,
2013). Contudo, para sinais de baixa potenia om amplitude dentro da
faixa normal de funionamento dos onversores anal´ogio-digital e banda de
frequenia no espetro aud´vel o modelo linear pode ser uma ferramenta ´util
devido a sua maior simpliidade e tratabilidade matem´atia (BREINING et
al., 1999; OGATA, 2002). Nessas ondi¸ oes, AECs nao-lineares podem ter
desempenho inferior, quando omparados om AECs lineares, em virtude de
utua¸ oes no erro dos oeientes assoiados aos termos nao-lineares (COM-
MINIELLO et al., 2011).
Quando as plantas LEM podem ser adequadamente representadas por
modelos lineares, o aoplamento a´ustio de um ambiente ´e formado por um
aminho direto entre o alto-falante e o mirofone e por um elevado n´umero de
reexoes. A resposta ao impulso desse sistema pode ser desrita omo uma
s´erie de impulsos atrasados por um tempo proporional a distania orrespon-
dente a ada trajeto perorrido pela onda sonora. A amplitude dos impulsos ´e
determinada pela reetividade das paredes do ambiente e pelo omprimento
do aminho perorrido (BREINING et al., 1999; H
¨
ANSLER; SCHMIDT,
2004). Quando o sinal reetido sofre um atraso da ordem de um quarto de se-
gundo, uma onversa¸ ao pode tornar-se imprati´avel (de ALMEIDA, 2004).
Para um ambiente om tempo de reverbera¸ ao de era de 200 ms e uma taxa
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de amostragem de 8192 amostras por segundo, uma resposta om pelo menos
d0:2 8192e = 1639 oeientes ´e neess´aria para anelar ompletamente
o eo a´ustio em que de india o operador teto (eil). Como o problema
demanda respostas ao impulso longas, uma modelagem por meio de um ltro
IIR pode pareer, a prin´pio, mais adequada. Contudo, a resposta ao im-
pulso apresenta um formato irregular e para que o modelo apresente alto grau
de semelhan¸a om a resposta desejada, ´e neess´ario um n´umero elevado de
graus de liberdade que se traduz em um n´umero elevado de parametros (LI-
AVAS; REGALIA, 1998). Assim, o modelo om um ltro IIR pode on-
ter tantos parametros quanto um modelo om resposta FIR. A razao para a
popularidade da modelagem om um modelo FIR ´e sua maior simpliidade
no ontrole da estabilidade externa (BIBO) durante sua adapta¸ ao, bastando
garantir que todos seus oeientes tenham valores nitos (OPPENHEIM;
WILLSKY; NAWAB, 1996).
Uma das solu¸ oes mais populares na estima¸ ao de modelos FIR li-
near ´e o uso de ltros adaptativos lineares (PROAKIS; MANOLAKIS, 2006;
MANOLAKIS; INGLE; KOGON, 2000; HAYKIN, 1993).
2.3 Filtragem adaptativa para o anelamento de e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o
Alguns fatores tornam o projeto de um AEC partiularmente desaa-
dor. Fatores relaionados a planta LEM podem ser resumidos em:
 A resposta ao impulso da planta LEM apresenta omprimento elevado
o que tende a reduzir as taxas de onvergenia (de ALMEIDA et al.,
2005);
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 A varia¸ ao no tempo da planta LEM pode oorrer de maneira abrupta,
demandando alta taxa de onvergenia para um desempenho ade-
quado (BREINING et al., 1999);
 Apesar das plantas LEM apresentarem seletividade em frequenia, em
geral, sua largura de banda ´e relativamente grande. Assim, modelos de
banda estreita normalmente utilizados no estudo do proessamento por
arranjo de antenas ou sensores nao desrevem adequadamente os sinais
de eo (LIU; WEISS, 2010);
 Embora alguns autores assumam esparsidade na resposta ao impulso da
planta LEM para a deriva¸ ao de algoritmos mais eientes (BENESTY
et al., 2001), outros autores argumentam que a natureza das plantas
LEM ´e essenialmente nao-esparsa apresentando um deaimento apro-
ximadamente exponenial ao longo do tempo (BREINING et al., 1999;
H
¨
ANSLER; SCHMIDT, 2004). Loganathan, Habets e Naylor (2010)
propoem, ainda, a separa¸ ao da resposta entre uma parte esparsa (or-
respondente aos primeiros oeientes da resposta) e uma parte nao-
esparsa (orrespondente aos oeientes restantes).
Os prinipais fatores assoiados a natureza dos sinais de voz podem ser resu-
midos em:
 O sinal de fala loal apresenta um espetro omposto por frequenias
semelhantes ao sinal de eo e, portanto, um proesso de ltragem em
frequenia nao ´e apaz de suprimir o eo sem distorer signiativa-
mente o sinal de fala (H
¨
ANSLER; SCHMIDT, 2004);
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 Sinais de fala sao nao-estaion´arios e araterizados por intervalos
quase peri´odios, intervalos om arater´stias de ru´do e pausas. Na
sua modelagem matem´atia ´e omum assumir urtos per´odos de quase
estaionariedade (< 20 ms) e modelos baseados nessa aproxima¸ ao
tem levado a bons resultados pr´atios (RABINER; JUANG, 1993);
 Sinais de fala sao, em geral, altamente orrelaionados no tempo. Coe-
ientes de autoorrela¸ ao entre amostras vizinhas atingem valores na
faixa entre 0:8 e 0:9 (BREINING et al., 1999). Isto torna as matrizes
de autoorrela¸ ao mal-ondiionadas e eleva o espalhamento de seus
autovalores. Nestas ondi¸ oes, algoritmos baseados no gradiente es-
to´astio (fam´lia LMS) apresentam baixa taxa de onvergenia (HAY-
KIN, 1993; MANOLAKIS; INGLE; KOGON, 2000; SAYED, 2008);
 Nos per´odos de double talk (quando o sinal de perturba¸ ao r[n℄
da Figura 1.6 ont´em a fala do usu´ario do near-end), a potenia do
erro de estima¸ ao aumenta e pode ausar um elevado aumento do
desajuste nos oeientes do ltro adaptativo. Assim, ´e neess´aria a
interrup¸ ao na atualiza¸ ao dos oeientes do ltro adaptativo durante
esses per´odos (BERSHAD; TOURNERET, 2006; TOURNERET;
BERSHAD; BERMUDEZ, 2009).
Portanto, ao mesmo tempo que a natureza nao-estaion´aria da planta
LEM e dos sinais de entrada exige que os AECs apresentem adapta¸ ao r´apida,
arater´stias da planta LEM e dos sinais de voz, supondo a adapta¸ ao om
um algoritmo da fam´lia LMS, tornam a adapta¸ ao lenta. Nessas ondi¸ oes,
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a busa de parametros apazes de oniliar estabilidade e veloidade de
onvergenia om baixa omplexidade omputaional se torna ainda mais
dif´il (WIDROW et al., 1976; BREINING et al., 1999; MANOLAKIS; IN-
GLE; KOGON, 2000; HAYKIN, 1993; H
¨
ANSLER; SCHMIDT, 2004). A
elevada varia¸ ao de potenia do sinal de entrada e sua sensibilidade a sinais
altamente orrelaionados (van de KERKHOF; KITZEN, 1992) tornam o al-
goritmo LMS, a prin´pio, pouo adequado para o ontrole da adapta¸ ao.
Essa limita¸ ao do LMS ´e atenuada em sua versao normalizada (COSTA;
BERMUDEZ, 2002) e no APA (OZEKI; UMEDA, 1984). O algoritmo RLS,
em sua forma onvenional apresenta uma omplexidade omputaional pro-
porional a N
2
AEC
e requer a estima¸ ao reursiva da inversa de uma matriz
N
AEC
N
AEC
(HELWANI; BUCHNER; SPORS, 2010a) que, devido a alta
orrela¸ ao dos sinais de voz, pode tornar-se mal-ondiionada (PAPOULIS;
PILLAI, 2002). Portanto, para estabilizar o algoritmo RLS, um n´umero
elevado de amostras pode ser neess´ario na estimativa da matriz inversa da
autoorrela¸ ao do vetor de entrada. Assim, o fator de esqueimento assume
valores elevados ( 1). Em ontrapartida, durante mudan¸as das estat´stias
dos dados, a estimativa da autoorrela¸ ao dos dados de entrada utiliza vetores
om estat´stias desatualizadas prejudiando a estima¸ ao. Este proedimento
degrada a apaidade de rastreamento do algoritmo (BITTANTI; CAMPI,
1991), e sua veloidade de onvergenia ap´os mudan¸as abruptas na planta
LEM (HUBING; ALEXANDER, 1991; EWEDA, 1994), que sao esseni-
ais para a estima¸ ao de respostas ao impulso variantes no tempo (H
¨
ANS-
LER; SCHMIDT, 2004; BREINING et al., 1999). Todavia, experimentos
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omputaionais indiam que, em determinadas irunstanias, a apaidade
de rastreamento do RLS pode ser satisfat´oria (CAREZIA et al., 2001) e at´e
mesmo superar o LMS (SAYED, 2008, p. 293). Em sua versao onven-
ional, o RLS tem omplexidade omputaional O(N
2
AEC
) (HAYKIN et al.,
1997). Contudo, existem implementa¸ oes eientes do RLS que tem om-
plexidade omputaional proporional aN
AEC
(ZAKHAROV; WHITE; LIU,
2008). O algoritmo de proje¸ oes ans apresenta arater´stias intermedi´arias
entre o LMS e o RLS. Sua omplexidade omputaional ´e relativamente
maior que a do LMS e sua veloidade de onvergenia para entradas or-
relaionadas pode hegar pr´oxima a do RLS. Assim omo no RLS, o APA
requer a inversao de uma matriz, ontudo sua dimensao ´e ontrolada por
um parametro P , em geral muito menor que N
AEC
, que india a ordem da
proje¸ ao do algoritmo. Para uma faixa de valores em queN
AEC
 P , a om-
plexidade omputaional do APA torna-se signiativamente menor que a do
RLS (BERSHAD; LINEBARGER; MCLAUGHLIN, 2001; de ALMEIDA;
BERMUDEZ; BERSHAD, 2009; de ALMEIDA et al., 2003; de ALMEIDA;
BERMUDEZ; BERSHAD, 2004; OZEKI; UMEDA, 1984)
O problema de alta orrela¸ ao temporal das amostras de entrada pode
ser ombatido por meio de ltros desorrelaionadores (Deorrelation Fil-
ters (DCF)) (BREINING et al., 1999). Esses ltros sao ltros preditores de
erro om seus oeientes modelando as propriedades de orrela¸ ao do sinal
de fala (NICOLAU, 2010; NICOLAU; COSTA, 2011; MALUENDA, 2009).
O resultado da a¸ ao desse ltro ´e o pr´e-branqueamento do sinal de fala, o que
aelera a onvergenia do algoritmo adaptativo. Contudo, sinais nao esta-
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ion´arios na entrada do sistema podem exigir o uso de ltros de desorrela¸ ao
adaptativos, o que leva ao aumento do usto omputaional do anelador de
eo e a uma maior omplexidade do projeto. O uso de algoritmos que proje-
tam o sinal de entrada em uma base de vetores ortogonais ´e outra alternativa
vi´avel (IKEDA, 2002). Duas estruturas de identia¸ ao de sistemas om l-
tros de desorrela¸ ao podem ser vistas nas Figuras 2.1(a) e 2.1(b). Nessas
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Figura 2.1: Estruturas de ltragem adaptativa om uso de ltros predito-
res (BREINING et al., 1999).
guras o sinal u
p
[n℄ representa o erro de predi¸ ao do ltro DCF quando um
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sinal u[n℄ ´e apliado a sua entrada e d
p
[n℄ representa o erro de predi¸ ao do si-
nal y[n℄ quando proessado por DCF. O ltro desorrelaionador (IDCF) im-
plementa, quando poss´vel, uma fun¸ ao de transferenia re´proa a fun¸ ao de
transferenia de DCF. O uso da estrutura da Figura 2.1(a) implia no projeto
do ltro DCF e seu ltro inverso IDCF. Para implementa¸ oes em tempo real,
tanto o ltro DCF omo o ltro IDCF devem ser ausais e est´aveis. Ou seja,
DCF deve ser um sistema de fase m´nima (CHEN, 1998). A implementa¸ ao
da Figura 2.1(b) envolve o projeto do ltro DCF sem a neessidade de seu
ltro inverso. Neste aso, o ltro inverso pode ser inst´avel e/ou nao-ausal o
que permite o uso da estrutura da Figura 2.1(b) om uma lasse mais ampla
de sinais (OPPENHEIM; WILLSKY; NAWAB, 1996).
2.3.1 Estruturas de proessamento
A estrutura de ltragem FIR transversal da Figura 1.9 ´e a mais
utilizada no proessamento adaptativo de sinais no dom´nio do tempo e
pode ser implementada tanto no modo amostra a amostra quanto no modo
em bloo (HAYKIN, 1993). Contudo, os algoritmos baseados no LMS no
dom´nio do tempo, assoiados om a estrutura FIR transversal, sofrem de
baixa taxa de onvergenia se as aplia¸ oes exigem um ltro om muitos
oeientes ou se o sinal ´e altamente orrelaionado (HAYKIN et al., 1997;
de ALMEIDA et al., 2005; BREINING et al., 1999; H
¨
ANSLER; SCHMIDT,
2004).
Quando os ltros adaptativos sao implementados no dom´nio do
tempo, o espalhamento dos autovalores da matriz de autoorrela¸ ao do sinal
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de entrada desempenha um papel importante na determina¸ ao da veloidade
de onvergenia (HAYKIN, 1993; MANOLAKIS; INGLE; KOGON, 2000;
SAYED, 2008). Quando o sinal de entrada ´e altamente orrelaionado, o es-
palhamento dos autovalores ´e alto e a onvergenia de algoritmos da fam´lia
LMS torna-se extremamente lenta (de ALMEIDA et al., 2005). Outros
algoritmos, omo por exemplo o RLS, sao mais robustos a esse espalhamento
dos autovalores. O RLS, em partiular, utiliza uma quantidade ajust´avel de
informa¸ oes passadas na estimativa da atualiza¸ ao da solu¸ ao. Em ontrapar-
tida, para muitas aplia¸ oes, quando o omprimento dos ltros adaptativos
´e elevado, nao sao adequadas para o uso do RLS, em sua implementa¸ ao
onvenional, devido a seu usto omputaional proporional a N
2
AEC
. De
aordo om Lee, Gan e Kuo (2009), algumas implementa¸ oes do RLS ainda
sofrem de baixa estabilidade num´eria, baixa robustez e apaidade de
rastreamento reduzida quando omparada om veloidade de onvergenia
iniial (BREINING et al., 1999; EWEDA, 1994). Outra maneira de amenizar
os efeitos do espalhamento dos autovalores da matriz de autoorrela¸ ao do
sinal de entrada onsiste no uso de transforma¸ oes lineares ortogonais (omo
por exemplo a Transformada de Fourier disreta (DFT) ou a Transformada
osseno disreta (DCT)) (BOROUJENY, 1998). Esta abordagem, quando
omparada om o uso do RLS no dom´nio do tempo, apresenta menor usto
omputaional e independenia das arater´stias do sinal de entrada (LEE;
GAN; KUO, 2009). Contudo, o uso de transforma¸ oes do sinal de entrada
podem oasionar atrasos do aminho do sinal (MORGAN; THI, 1995) al´em
de apresentarem requisitos extras de aloa¸ ao de mem´oria (RADHOUANE;
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LIU; MODLIN, 2000). Devido aos requisitos de m´aximo atraso toler´avel
entre a apta¸ ao do sinal e a interfae om a rede (ITU-T P.341, 2011) a
adi¸ ao de atrasos no aminho do sinal devido a transforma¸ ao ortogonal pode
tornar o projeto desses sistemas invi´avel (MERCHED; DINIZ; PETRAGLIA,
1999).
A ltragem adaptativa no dom´nio da frequenia ´e um aso partiu-
lar de ltragem adaptativa utilizando transforma¸ oes ortogonais que trans-
formam o sinal desejado e o sinal de entrada utilizando a DFT e realizam a
ltragem e adapta¸ ao no dom´nio da frequenia. Um diagrama esquem´atio
de um anelador de eo no dom´nio da frequenia pode ser observado na
Figura 2.2 em que ! india a frequenia angular normalizada, Y (e
j!
) india
a Transformada de Fourier do sinal desejado,

Y (e
j!
) india a estimativa da
Transformada de Fourier do sinal de sa´da da planta, U (e
j!
) india a Trans-
formada de Fourier do sinal de entrada da planta, H(e
j!;n
), e D(e
j!
) india
a Transformada de Fourier do erro de estima¸ ao. Enquanto a opera¸ ao de
um ltro linear exeuta a onvolu¸ ao linear e uma estima¸ ao da orrela¸ ao
de maneira iterativa, baseada na hegada de novas amostras, no ltro adapta-
tivo no dom´nio da frequenia, em ontrapartida, estas opera¸ oes tornam-se
a onvolu¸ ao e a orrela¸ ao irulares (OPPENHEIM; WILLSKY; NAWAB,
1996). Assim, sao neess´arios m´etodos mais sostiados para realizar as
opera¸ oes overlap-add e overlap-save de modo que os operadores irula-
res se omportem omo operadores lineares (KUO; GAN, 2005; LEE; GAN;
KUO, 2009). Outro problema ´e a introdu¸ ao de um atraso no aminho do
sinal de far-end devido ao seu proessamento por uma DFT e uma Transfor-
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Figura 2.2: Diagrama de bloos de um ltro adaptativo operando no dom´nio
da frequenia (BREINING et al., 1999).
mada de Fourier disreta inversa (IDFT).
´
E poss´vel evitar a introdu¸ ao de atrasos no aminho do sinal por meio
de solu¸ oes em que a adapta¸ ao oorre no dom´nio transformado enquanto
o proesso de ltragem ´e feito utilizando uma ´opia do ltro no dom´nio
original (BENDEL et al., 2001). Contudo, o proesso de onversao dos oe-
ientes do dom´nio transformado para o dom´nio original faz om que os oe-
ientes utilizados no proesso de ltragem estejam atrasados em rela¸ ao aos
oeientes obtidos na adapta¸ ao. Esses atrasos levam a redu¸ ao da regiao
de onvergenia do ltro adaptativo diultando seu projeto (LONG; LING;
PROAKIS, 1989).
Outra alternativa ´e o uso de t´enias de separa¸ ao do sinal em sub-
bandas (VAIDYANATHAN, 1993) que apresenta duas vantagens prinipais
em rela¸ ao ao proessamento fullband (MORGAN; THI, 1995):
 O total de opera¸ oes matem´atias ´e reduzido pois os sinais em ada
sub-banda podem ser deimados reduzindo o n´umero de oeientes
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em ada sub-ltro por um fator menor ou igual ao fator de deima¸ ao.
Como os ltros sao mais urtos, sua taxa de onvergenia pode ser
maior;
 A onvergenia pode ser aelerada, pois o intervalo de frequenias que
ada sub-ltro deve tratar ´e reduzido e o espetro do sinal em ada sub-
banda ´e signiativamente mais plano que o espetro do sinal om-
pleto (LEE; GAN; KUO, 2009).
Um diagrama de bloos de um ltro adaptativo em sub-bandas ´e mostrado
na Figura 2.3 em que N
sb
india o n´umero de sub-bandas, N
d
india o fa-
tor de deima¸ ao,
^
h
SB
i
[n℄ india o sub-ltro adaptativo atuando na i-´esima
sub-banda, S
i
(z) india o i-´esimo ltro do bano de s´ntese, A
i
(z) india o
i-´esimo ltro do bano de an´alise, y
i
[n℄ india a omponente do sinal de-
sejado assoiada a i-´esima sub-banda. Quando N
sb
= N
d
o bano de ltros
´e hamado de ritiamente amostrado (LEE; GAN; KUO, 2009; VAIDYA-
NATHAN, 1993). A prinipal desvantagem do uso de sub-bandas ´e que um
atraso ´e introduzido ao sinal de far-end em virtude dos ltros utilizados na
separa¸ ao e ombina¸ ao do sinal em sub-bandas.
Em problemas omo o anelamento de eo a´ustio os efeitos per-
ept´veis de um anelamento inompleto sao agravados pelo atraso no a-
minho do sinal de far-end. Neste aso, uma estimativa inompleta do sinal
de eo ´e subtra´da do sinal do mirofone gerando um inomodo eo resi-
dual (VALERO; MABANDE; HABETS, 2014). Portanto, apenas pequenos
atrasos no aminho do sinal de far-end sao permitidos (ITU-T P.341, 2011)
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Figura 2.3: Estrutura de proessamento em sub-bandas om atraso. Os ban-
os de ltros sao indiados pelos bloos em linhas traejadas (s´ntese) e pon-
tilhadas (an´alise) (LEE; GAN; KUO, 2009).
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impliando no uso de ltros de s´ntese e an´alise urtos. A onsequenia ´e
uma sele¸ ao em frequenia limitada que nao permite uma boa atenua¸ ao dos
sinais de uma sub-banda nas sub-bandas adjaentes. Uma arquitetura de l-
tragem em sub-banda sem atraso foi idealizada por Morgan e Thi (1995) e
mais tarde analisada e aperfei¸oada por Merhed, Diniz e Petraglia (1999)
onsiste em utilizar o bano de ltros de an´alise para obter os oeientes
no tempo equivalentes. O anelamento de eo oorre utilizando estes oe-
ientes, no dom´nio do tempo. Apesar do anelamento de eo oorrer sem
a introdu¸ ao de atrasos, a atualiza¸ ao dos oeientes dos sub-ltros est´a
sujeita aos atrasos do proessamento pelo bano de ltros de s´ntese e a on-
versao dos oeientes dos sub-ltros para o dom´nio do tempo est´a sujeita
ao atraso de proessamento do bano de an´alise. Nestas ondi¸ oes, oorre
uma diminui¸ ao da regiao de onvergenia dos ltros adaptativos e seu pro-
jeto torna-se mais omplexo (LONG; LING; PROAKIS, 1989). Uma outra
desvantagem assoiada ao proessamento em sub-bandas ´e seu onsumo de
mem´oria, que pode ser signiativamente maior quando omparado om o
proessamento no dom´nio do tempo (H
¨
ANSLER; SCHMIDT, 2004).
2.3.2 Canelamento de eo a´ustio e redu¸ ao de ru´do
Tradiionalmente, a redu¸ ao de ru´do e o ontrole de eos a´ustios
sao projetados independentemente. Contudo, estudos mais reentes tem bus-
ado solu¸ oes globais para a ombina¸ ao de sistemas de anelamento de
eos e de redu¸ ao de ru´do (JEANNES et al., 2001). Uma das t´enias mais
onheidas de redu¸ ao de ru´do ´e baseada em algoritmos de atenua¸ ao espe-
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tral. Nessa abordagem, ´e realizada uma atenua¸ ao dos oeientes da trans-
formada de Fourier do sinal ontaminado por ru´do (LOIZOU, 2007). A fase
do sinal orrompido nao ´e alterada, om base na hip´otese de que distor¸ oes
de fase nao sao perebidas pelas pessoas (WANG; LIM, 1982). Estas t´enias
podem ser lassiadas em tres tipos:
 Subtra¸ ao do espetro de potenia, que onsiste em subtrair uma esti-
mativa da densidade espetral de potenia do ru´do da densidade espe-
tral de potenia do sinal orrompido (LIM; OPPENHEIM, 1979);
 Subtra¸ ao espetral, que onsiste na subtra¸ ao do espetro do sinal on-
taminado por uma estimativa do espetro do ru´do (BOLL, 1979);
 Realiza¸ ao de uma aproxima¸ ao da solu¸ ao deWiener por meio de uma
ltragem em malha aberta do sinal ontaminado por ru´do (VASHEGI,
1996).
Contudo, ´e amplamente onheido que o ru´do residual ap´os o pro-
essamento apresenta uma arater´stia indesej´avel que ´e o apareimento de
omponentes senoidais em frequenias aleat´orias que variam a ada quadro
proessado. Este fenomeno ´e onheido omo ru´do musial e deve ser tra-
tado om algoritmos espe´os (SILVA; BERMUDEZ, 2011).
Em Jeannes et al. (2001), diversas estruturas para a ombina¸ ao de
anelamento de eo a´ustio om redu¸ ao de ru´do, om um (GUSTAFS-
SON et al., 2002; MARTIN; ALTENHONER, 1995) ou m´ultiplos miro-
fones (REUVEN; GANNOT; COHEN, 2007a; DAHL; CLAESSON, 1999;
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DOCLO; MOONEN; CLIPPEL, 2000; MARTIN; ALTENHONER, 1995),
sao apresentadas e seus m´eritos e deienias disutidos. Contudo, nao sao
tratados aspetos do omportamento transit´orio desses sistemas.
2.3.3 Canelamento de eo a´ustio e anelamento de realimenta¸ ao
a´ustia
A realimenta¸ ao a´ustia ´e araterizada por uma resposta ao impulso
om menos oeientes que a resposta de um aminho de eo a´ustio e,
se nao anelada, pode ausar a instabiliza¸ ao do sistema. A prinipal di-
uldade no anelamento de realimenta¸ ao onvenional est´a relaionada a
polariza¸ ao das solu¸ oes. Esta polariza¸ ao surge da orrela¸ ao entre os sinais
emitido pelo alto-falante e aptado pelo mirofone (SPRIET et al., 2008; NA-
KAGAWA; NORDHOLM; YAN, 2013). Este problema ´e enontrado, prini-
palmente, em aparelhos auditivos em que um n´vel elevado de ganho pode ser
neess´ario e a presen¸a de realimenta¸ ao reduz a margem de ganho do sis-
tema (NAKAGAWA; NORDHOLM; YAN, 2013). O projeto de anelado-
res de realimenta¸ ao om um mirofone ´e tratado em Maluenda e Bermudez
(2012) e Niolau (2010) e o projeto om m´ultiplos mirofones ´e estudado
em Guo et al. (2013). Em Guo, Jensen e Jensen (2012), a rela¸ ao entre os
anelamentos de realimenta¸ ao e eo a´ustio, ambos om m´ultiplos miro-
fones, ´e disutida brevemente. O anelamento de realimenta¸ ao e redu¸ ao
de ru´do om m´ultiplos mirofones ´e tratado em Rombouts, Spriet e Moonen
(2008).
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2.3.4 Outros estudos
Outros t´opios de pesquisa em anelamento de eo a´ustio, que
nao sao tratados neste trabalho, inluem o estudo do ontrole de double
talk (PALEOLOGU et al., 2011; TOURNERET; BERSHAD; BERMU-
DEZ, 2009; BERSHAD; TOURNERET, 2006), o projeto de sistemas
estereofonios (CECCHI et al., 2011) e a identia¸ ao de plantas LEM
nao-lineares (AZPICUETA-RUIZ et al., 2011; AZPICUETA-RUIZ et al.,
2013; COMMINIELLO et al., 2011).
Uma abordagem que tem atra´do interesse reentemente ´e ombina¸ ao
de anelamento de eo a´ustio om a onforma¸ ao de feixes por meio de
um arranjo de mirofones. Durante a aquisi¸ ao dos sinais, a presen¸a do ar-
ranjo de mirofones permite a amostragem espaial dos sinais. Analogamente
a amostragem no tempo, a amostragem espaial possibilita a sele¸ ao espaial
dos sinais reebidos. Este tipo de sistema guarda muitas semelhan¸as om o
projeto de sistemas de radar e sonar om m´ultiplas antenas ou sensores. Con-
tudo, sistemas de radar e sonar sao frequentemente estudados om base em
modelos v´alidos para sinais de banda estreita.
2.4 Filtragem Espaial
Arranjos de mirofones sao omponentes importantes em muitos sis-
temas de aquisi¸ ao de ´audio hands-free omo por exemplo para teleon-
ferenias (HERBORDT et al., 2007). Os sinais reebidos normalmente on-
sistem de sinais de interesse, interferenias oerentes e nao oerentes (HA-
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BETS et al., 2010).
Em teoria, a ltragem espaial pode eliminar grande parte dos eos
a´ustios. Eos sao formados pela sobreposi¸ ao de v´arias reexoes no ambi-
ente. Cada reexao inide sobre o arranjo de mirofones (AM) em uma de-
terminada dire¸ ao e, portanto, pode ser atenuada omo uma interferenia o-
erente (GANNOT; BURSHTEIN; WEINSTEIN, 2001). Contudo, o n´umero
de reexoes neess´arias para modelar adequadamente uma resposta ao im-
pulso de uma planta LEM t´pia requer muitos graus de liberdade. Para isso
seria neess´ario um elevado n´umero de sensores (HAYKIN, 1993).
Existem tres prinipais ´areas de pesquisa em proessamento de sinais
om arranjos de sensores (TREES, 2002)
1. Dete¸ ao da presen¸a de sinais inidindo no arranjo e determina¸ ao
do n´umero de sinais reebidos (KWON; NARAYANAN; RAN-
GASWAMY, 2013);
2. Estima¸ ao da dire¸ ao de hegada de ada sinal reebido (KLEIN; VO,
2012; KANTOR et al., 2013);
3. Manuten¸ ao de um sinal de interesse emitido de uma dire¸ ao e su-
pressao de sinais interferentes (ZHANG; LIU; YU, 2011).
A tereira ´area de estudo onsiste no proesso de distinguir entre as
propriedades espaiais de um sinal de interesse e suas perturba¸ oes, tamb´em
onheido omo onforma¸ ao de feixe (beamforming). O sistema usado para
realizar a onforma¸ ao de feixes ´e o onformador de feixe ou beamformer. O
termo onformador de feixe tem origem no proessamento em antenas em que
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os sistemas eram projetados para formar respostas espaiais om formato de
um l´apis de maneira a reeber sinais de uma dire¸ ao espe´a e rejeitar
sinais de todas as outras dire¸ oes (VEEN; BUCKLEY, 1988).
Na an´alise deste trabalho, apenas arranjos de sensores lineares e uni-
formes sao onsiderados e os sinais inidentes sobre o arranjo se propagam
pelo modelo de ondas planas, ou seja, a distania entre os sensores do arranjo
´e muito menor que a distania dos sensores a fonte sonora. Esse modelo de
propaga¸ ao ´e tamb´em onheido omo ampo distante (far-eld) (TREES,
2002).
2.4.1 Conformadores de feixe
O estudo dos onformadores de feixe pode ser dividido de aordo om
as arater´stias espetrais dos sinais envolvidos (banda larga ou banda es-
treita) (LIU; WEISS, 2010). Sinais de banda estreita, segundo Proakis e Ma-
nolakis (2006), sao araterizados por apresentar uma largura de banda muito
menor (por um fator 10 ou mais) que a m´edia entre sua frequenia superior e
inferior. Quando essa ondi¸ ao ´e satisfeita, o sub-espa¸o de sinal ont´em uma
omponente dominante om frequenia aproximadamente igual a frequenia
entral do sinal (ZATMAN, 1997). Esses sinais podem ser modelados, apro-
ximadamente, omo sinais senoidais de frequenia xa e igual a frequenia
entral da banda do sinal. Sinais de voz e eo, apesar de nao apresentarem lar-
gura de banda partiularmente larga, se propagam por meio de plantas LEM
em banda-base. Assim, o modelo de sinais om banda estreita nao ´e uma
aproxima¸ ao adequada na modelagem desses sinais, e o estudo e o projeto
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de arranjos de mirofones apliados a esses sinais requer uma formula¸ ao
espeial.
A teoria da onforma¸ ao de feixes para sinais de banda estreita assume
um modelo de sinais omplexos produzidos por um proesso de modula¸ ao.
Portanto, o proessamento desses sinais ´e realizado por meio de ombina¸ oes
lineares om oeientes omplexos (TREES, 2002). A onforma¸ ao de fei-
xes para sinais de banda larga utiliza um modelo de sinal que ´e a ombina¸ ao
linear de m´ultiplos sinais de banda estreita portanto tamb´em requer o uso de
oeientes omplexos. Entretanto, no tratamento de sinais de banda larga,
em partiular quando a aplia¸ ao utiliza sinais de entrada reais e requer sinais
de sa´da reais, observa-se que ´e neess´ario o uso de oeientes reais (LIU;
WEISS, 2010). Apesar de grande parte da teoria da onforma¸ ao de feixe
permitir o uso de oeientes omplexos, partiularmente em aplia¸ oes de
radar, nesse trabalho assume-se que a onforma¸ ao de feixes em banda larga
utiliza oeientes reais. Nao obstante, os resultados obtidos podem ser fa-
ilmente generalizados para o aso de sinais e oeientes omplexos (HO-
ROWITZ; SENNE, 1981).
Para ompreender o prin´pio da ltragem espaial em banda estreita,
e posteriormente em banda larga, as pr´oximas se¸ oes expliam o funiona-
mento dos onformadores de feixe de maneira geral.
2.4.2 Filtragem espaial em banda estreita
Suponha uma onda planar x(t) de banda estreita om frequenia an-
gular 

NB
propagando na dire¸ ao de um arranjo de sensores m
i
, i = 1; : : : ;4
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Figura 2.4: Um exemplo de um arranjo de sensores om 4 elementos e um
sinal inidente (LIU; WEISS, 2010)
onforme a Figura 2.4. Para simpliar a nota¸ ao, sem perda de generali-
dade, onsidere que a onda se propaga ao longo do eixo z onforme ilustrado
na Figura 2.5. No plano denido omo z onstante, a fase do sinal pode ser
expressa omo:
'(t;z) = 

NB
t kz (2.1)
na qual k ´e o n´umero de onda denido omo (CRAWFORD, 1968)
k =


NB

=
2

NB
(2.2)
em que  india a veloidade de propaga¸ ao da onda e 
NB
´e o omprimento
de onda de x(t). De maneira an´aloga a 

NB
, que india uma mudan¸a de fase
de

NB
t do sinal no instante de tempo t, a interpreta¸ ao de k aponta para uma
mudan¸a na fase do sinal de kz radianos a medida que o sinal se propaga por
uma distania z. Assim, k ´e frequentemente hamado tamb´em de frequenia
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Figura 2.5: Onda plana se propagando na dire¸ ao z de um sistema de oorde-
nadas Cartesiano (LIU; WEISS, 2010)
espaial do sinal (LIU; WEISS, 2010).
De maneira diferente da frequenia temporal 

NB
, que ´e um esalar,
a frequenia espaial k ´e, para uma dire¸ ao de propaga¸ ao arbitr´aria, um
vetor om 3 dimensoes apontado na dire¸ ao ontr´aria a propaga¸ ao do sinal.
Em um sistema de oordenadas artesiano, a frequenia espaial pode ser
indiada por
k = [k
x
k
y
k
z
℄
>
(2.3)
que ´e onheido omo vetor de n´umero de onda om omprimento
k =
q
k
2
x
+k
2
y
+k
2
z
: (2.4)
om k e 

NB
relaionados pela Equa¸ ao (2.2).
A loaliza¸ ao de um ponto no espa¸o pode ser representada por um
vetor  = [
x

y

z
℄
>
, em que 
x
, 
y
e 
z
sao as oordenadas artesianas
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do ponto. Assim, a Equa¸ ao (2.1) pode ser expressa de maneira mais geral
'(t;) = 

NB
t+k
>
: (2.5)
Para o aso da Figura 2.5, tem-se k
x
= k
y
= 0 e k
z
= k. Portanto,
k
>
 = k
z
: (2.6)
Assim, todos os pontos do espa¸o que tem a mesma oordenada 
z
no eixo z
tem a mesma fase no mesmo instante de tempo.
Para o aso mais geral da Figura 2.4, a fonte sonora inide no arranjo
om um angulo zenital f e azimute . Neste aso, o vetor k ´e dado por
k =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
k
x
k
y
k
z
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
= k
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
senfsen
senfos
osf
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
: (2.7)
Entao o termo referente a posi¸ ao na determina¸ ao da fase torna-se
k
>
 = k(
x
senfsen+
y
senfos+
z
osf): (2.8)
No proesso de onforma¸ ao de feixes, o objetivo ´e obter, a partir dos
sinais aptados por um arranjo de sensores om frequenia de amostragem f
s
,
uma estimativa do sinal de interesse inidindo em uma dire¸ ao espe´a na
presen¸a de ru´dos e sinais interferentes. Analogamente ao proesso de amos-
tragem temporal, diferentes sensores aptam sinais em posi¸ oes distintas rea-
lizando uma amostragem no espa¸o. Assumindo que o sinal de interesse e as
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interferenias sao geradas em pontos diferentes do espa¸o, omo ´e omum no
estudo dos radares, os sinais dos sensores podem ser ombinados de maneira
a enfatizar sinais inidentes em determinadas dire¸ oes e atenuar em outras.
Assim, os sinais aptados podem ser proessados para atenuar os sinais in-
terferentes e extrair o sinal desejado. Como resultado, o arranjo se omporta
de maneira distinta de aordo om o angulo de inidenia dos sinais de inte-
resse e interferentes formando uma resposta espaial om um feixe apontado
para o sinal desejado e om nulos nas dire¸ oes de sinais interferentes (VEEN;
BUCKLEY, 1988; TREES, 2002).
A Figura 2.6 mostra uma estrutura de proessamento baseada em um
arranjo linear e uniforme, em que M sensores aptam amostras das ondas
inidentes x
m
[n℄, m = 0; : : : ;M   1 om frequenia angular normalizada
!
NB
=


NB
f
s
em posi¸ oes diferentes do espa¸o. O sinal de sa´da do onfor-
mador de feixes de banda estreita y
NB
[n℄ ´e uma ombina¸ ao linear destas
amostras espaiais. O onjunto de medidas obtidas em um instante de tempo
´e denominado um snapshot do sinal.
A sa´da pode ser esrita omo
y
NB
[n℄ =
M 1
X
m=0
b
m
[n℄x
m
[n℄ (2.9)
Denindo o vetor de oeientes, no instante n, de um onformador
de feixe de banda estreita omo
b
NB
[n℄ =
h
b
0
[n℄ b
1
[n℄    b
M 1
[n℄
i
>
(2.10)
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Figura 2.6: Conformador de feixes adaptativo de banda estreita (HAYKIN,
1993)
e o snapshot do arranjo
x
s
[n℄ =
h
x
0
[n℄ x
1
[n℄    x
M 1
[n℄
i
>
(2.11)
a sa´da do sistema pode ser esrita omo um produto interno
y
NB
[n℄ = b
>
NB
[n℄x
s
[n℄: (2.12)
O omportamento desse sistema pode ser analisado supondo um sinal
de banda estreita de amplitude unit´aria inidindo em um arranjo de sensores
linear uniforme om angulo de hegada  = =2 f,  =2 <  < =2 me-
dido em rela¸ ao a uma reta normal a disposi¸ ao dos sensores onforme ilus-
trado na Figura 2.7. Essa geometria do arranjo de sensores nao tem resolu¸ ao
espaial ao azimute (TREES, 2002). O sinal de banda estreita pode ser apro-
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Figura 2.7: Arranjo de sensores linear uniforme (TREES, 2002)
ximado por s(t) = e
j

NB
t
em que 

NB
= 2f
NB
e f
NB
india a frequenia
entral do sinal (PROAKIS; MANOLAKIS, 2006). Por onvenienia, pode-
se assumir que a fase do sinal ´e 0 quando medida no sensor 0. O sinal reebido
no sensorm ´e dado por e
j

NB
(t 
m
())
,m = 0;1; : : : ;M 1 em que 
m
() ´e o
atraso de propaga¸ ao do sensor 0 at´e o sensor m para o angulo de inidenia
. Da Equa¸ ao (2.9), a sa´da do onformador de feixe, para um sinal inidente
em um angulo , ´e dada por:
y
NB

[n℄ =
M 1
X
m=0
e
j

NB
(t 
m
())



t=nT
s
b
m
[n℄
=
M 1
X
m=0
e
j

NB
(nT
s
 
m
())
b
m
[n℄
=
M 1
X
m=0
e
j

NB
nT
s
e
 j

NB

m
()
b
m
[n℄
= e
j!
NB
n
M 1
X
m=0
e
 j

NB

m
()
b
m
[n℄ (2.13)
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em que T
s
´e o per´odo de amostragem e 

NB
T
s
= !
NB
. Dado que a versao
amostrada do sinal de entrada ´e e
j!
NB
n
, da Equa¸ ao (2.13) pode-se onluir
que a resposta do arranjo de sensores om banda estreita P
NB
(e
j!
NB
;), para
uma frequenia !
NB
e angulo de inidenia , pode ser esrita omo
P
NB
(e
j!
NB
;) = 
>
NB
(e
j!
NB
;)b
NB
[n℄ (2.14)
em que

NB
(e
j!
;) =
"
1 e
j!
 
1
()
T
s
: : : e
j!
 
M 1
()
T
s
#
>
(2.15)
india o vetor de steering do arranjo de sensores om banda estreita.
Assumindo que a distania da fonte do sinal ao entro do arranjo de
sensores ´e muito maior que a distania entre sensores adjaentes, ´e poss´vel
utilizar o modelo de propaga¸ ao de far-eld para simpliar o ´alulo das
defasagens entre sensores (TREES, 2002). Para um arranjo uniforme e linear
de sensores onforme ilustrado na Figura 2.8 a distania adiional em rela¸ ao
ao sensor m  1 que uma onda perorre antes de ser aptada pelo sensor
m ´e dada por Lsen em que L ´e a distania entre sensores adjaentes do
arranjo. Assumindo que a veloidade de propaga¸ ao da onda ´e onstante, o
sinal aptado no sensorm est´a atrasado em rela¸ ao ao sinal aptado no sensor
m 1 por L
sen

segundos ou L
sen
T
s
amostras.
Com base na deni¸ ao do vetor de steering, ´e poss´vel identiar
o efeito de aliasing espaial de maneira similar ao aliasing temporal. Na
onversao anal´ogio-digital, um sinal ont´nuo ´e amostrado temporalmente
e onvertido em uma sequenia disreta temporal. Nesse proesso, o alia-
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PSfrag replaements


x(t)
m 1
m
L
Lsen
Figura 2.8: Atraso espaial quando uma onda plana inide em um arranjo
linear e uniforme de sensores
sing ´e araterizado quando sinais ont´nuos distintos apresentam a mesma
sequenia temporal ap´os o proesso de amostragem. Esse fenomeno oorre
quando os sinais sao onvertidos om uma taxa de amostragem menor que a
frequenia de Nyquist, ou seja, o dobro da maior frequenia dos sinais ori-
ginais (OPPENHEIM; WILLSKY; NAWAB, 1996). Na presen¸a de alia-
sing, nao ´e poss´vel a reonstru¸ ao do sinal original a partir de suas amostras.
Analogamente, para a amostragem espaial, os sensores aptam o sinal em
diferentes pontos do espa¸o. Caso esses sensores nao estejam posiionados
suientemente pr´oximos, sinais de duas dire¸ oes diferentes apresentam o
mesmo vetor de steering e sua loaliza¸ ao nao pode ser identiada unia-
mente. De maneira similar ao aliasing temporal existe uma ambiguidade na
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dire¸ ao da fonte sonora.
Assumindo duas fontes de sinais de banda estreita om mesma
frequenia angular e loalizados em pontos distintos do espa¸o om angulos
de hegada 
1
e 
2
em que 
1
, 
2
e (
1
;
2
) 2 [ ;℄, se estes dois sinais
apresentam o mesmo vetor de steering, entao da Equa¸ ao (2.15) tem-se
e
 j

NB

m
(
1
)
= e
 j

NB

m
(
2
)
. Para observar o efeito de aliasing espaial,
´e neess´ario avaliar o efeito de L na forma¸ ao do vetor de steering. Nesse
aso, h´a ambiguidade na dire¸ ao dos sinais se
e
 jm
2Lsen
1

NB
= e
 jm
2Lsen
2

NB
: (2.16)
Para evitar a ambiguidade na Equa¸ ao (2.16) ´e neess´ario que as fases
estejam dentro do intervalo ℄ ;[, ou seja,





2Lsen

NB





=
1
;
2
< 
em que L;
NB
 0. Logo,
L

NB
jsenj
=
1
;
2
<
1
2
L <

NB
2 jsenj
=
1
;
2
: (2.17)
Como jsenj  1, a distania entre os elementos do arranjoL de modo a evitar
o efeito de aliasing espaial, independentemente do angulo de inidenia,
deve ser menor que 
NB
=2. No restante deste trabalho, assume-se que essa
ondi¸ ao ´e satisfeita. Para um arranjo ritiamente amostrado espaialmente,
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L =

NB
2
, nesse aso, 

NB

m
() =msen e a resposta do arranjo ´e dada por
P
NB
(e
j!
NB
;) =
M 1
X
m=0
b
m
[n℄e
 jmsen
: (2.18)
Supondo que os mesmos oeientes b
NB
[n℄ sejam utilizados para
projetar um ltro FIR transversal, sua resposta em frequenia seria dada por
B
NB
(e
j!
) =
M 1
X
m=0
e
 j`!
b
m
[n℄: (2.19)
Quando  assume valores em [ =2;=2℄ na Equa¸ ao (2.18), o atraso sen
varia de  a , que ´e a mesma varia¸ ao da frequenia angular normalizada !
em (2.19). Por meio da transforma¸ ao de vari´avel ! = sen, os onformado-
res de feixe de banda estreita xos podem ser projetados diretamente por meio
de t´enias de projeto de ltros FIR onvenionais. Por exemplo, o projeto de
um onformador de feixe ritiamente amostrado espaialmente om dire¸ ao
desejada em [ =6;=6℄ enquanto sinais de angulos =4< jj<=2 devem
ser anelados, ´e equivalente ao projeto de um ltro FIR om banda de pas-
sagem entre  =2 e =2 e banda de rejei¸ ao em
p
2
2
 < j!j < . Este ltro
pode ser projetado, por exemplo, om o algoritmo de Parks-MClellan (MI-
TRA, 2000) e seus oeientes utilizados diretamente no onformador de
feixe. Supondo que o arranjo ont´em M = 16 elementos, o projeto do ltro
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tem omo um dos resultados poss´veis
b
NB
= [
0:0192  0:0042  0:0323 0:0423 0:0249  0:1156
0:0602 0:5152 0:5152 0:0602  0:1156 0:0249
0:0423  0:0323  0:0042 0:0192
℄
>
: (2.20)
Substituindo esse resultado na Equa¸ ao (2.18), pode-se tra¸ar o dia-
grama de irradia¸ ao de P (e
j!
NB
;) do onformador de feixe em rela¸ ao ao
angulo de hegada . O diagrama de irradia¸ ao do onformador de feixe ´e
usado para desrever a sensibilidade do sistema em rela¸ ao a sinais iniden-
tes de diferentes dire¸ oes para uma frequenia xa. O diagrama de irradia¸ ao
do ltro om os oeientes da Equa¸ ao (2.20) ´e ilustrado na Figura 2.9 para
L = 
NB
=2.
Uma das abordagens mais omuns no projeto de onformadores de
feixe adaptativos de banda estreita onsiste na minimiza¸ ao da variania do
sinal de sa´da sob restri¸ oes lineares que assumem a forma
F
NB
(e
j!
NB
) = b
>
NB
[n℄
NB
(e
j!
NB
;
DOA
) (2.21)
em que F
NB
(e
j!
NB
) ´e a resposta em frequenia desejada para ! = !
NB
e
dire¸ ao de hegada do sinal desejado  = 
DOA
. Se neess´ario, restri¸ oes adi-
ionais para diferentes angulos de hegada podem ser produzidas da mesma
maneira. Por exemplo, pode-se onheer a loaliza¸ ao de uma fonte de in-
terferenia a priori e for¸ar o onformador de feixe a rejeitar sinais desta
loaliza¸ ao (TREES, 2002).
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Figura 2.9: Diagrama de irradia¸ ao de um onformador de feixe om os oe-
ientes da Equa¸ ao (2.20) e L = 
NB
=2
A imposi¸ ao da restri¸ ao da Equa¸ ao (2.21) garante que, para uma de-
terminada dire¸ ao de hegada, a resposta do arranjo, para ! = !
NB
, ´e mantida
onstante para todos os valores de b
NB
[n℄ que pertenem ao espa¸o fat´vel
das solu¸ oes. O onformador de feixe que minimiza a variania do seu sinal
de sa´da, sujeito a esta restri¸ ao, ´e hamado de Linearly onstrained mini-
mum variane e, quando a restri¸ ao for¸a a resposta na dire¸ ao de hegada a
ter ganho unit´ario, o onformador de feixe ´e hamado de Minimum-variane
distortionless response (MVDR). O uso de uma restri¸ ao reduz o n´umero de
graus de liberdade do onformador de feixe de banda estreita para M   1.
Consequentemente, o n´umero de nulos na resposta espaial produzidos pelo
algoritmo, que orrespondem ao n´umero de dire¸ oes de interferenia que po-
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dem ser ompletamente aneladas, ´eM  1 (HAYKIN, 1993).
Considere um sistema em que o sinal na DOA ´e aptado na presen¸a de
N
i
interferenias que apresentam energia em ! =!
NB
e geradas em diferentes
pontos do espa¸o. Deseja-se que o onformador de feixe mantenha a resposta
F (e
j!
NB
) em  = 
DOA
e apresente resposta nula para as interferenias ini-
dentes em angulos  = 
i
,em que i = 0; : : : ;N
i
  1. Esta ondi¸ ao pode ser
expressa por meio do onjunto de restri¸ oes em (2.22).
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(2.22)
Enquanto a matriz a esquerda apresentar posto ompleto (N
i
< M   1), ´e
poss´vel enontrar pelo menos um onjunto de oeientes para anelar as
N
i
interferenias. A solu¸ ao ´otima para essa equa¸ ao ´e uma fun¸ ao tanto da
frequenia do sinal quanto do angulo de inidenia.
2.4.3 Filtragem espaial em banda larga
Quando os sinais de interesse sao transmitidos em banda-base (omo
por exemplo em uma planta LEM) os sistemas baseados no modelo de sinal
om banda estreita nao sao apazes de umprir os requisitos de manuten¸ ao
da resposta em uma faixa de frequenia na dire¸ ao de interesse. Sinais om
energia em N
freq
frequenias podem ser representados pela sobreposi¸ ao de
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N
freq
sinais senoidais e, portanto, exigem N
freq
onjuntos de equa¸ oes na
forma da Equa¸ ao (2.22) para garantir a manuten¸ ao da resposta na dire¸ ao
de interesse e o anelamento de interferenias nas N
freq
frequenias. No
aso geral de sinais de banda larga, a densidade espetral de potenia do
sinal de entrada tende a uma fun¸ ao ont´nua. Nesse aso, N
freq
! 1.
Estas N
freq
equa¸ oes matriiais apresentam N
freq
solu¸ oes, uma para ada
frequenia (LIU; WEISS, 2010). Logo, para satisfazer os requisitos de
manuten¸ ao da resposta em frequenia e o anelamento das interferenias,
´e neess´ario que as omponentes de b
NB
apresentem valores diferentes para
diferentes frequenias, ou seja,
b
NBopt
=
h
b
0
(e
j!
) b
1
(e
j!
)    b
M 1
(e
j!
)
i
>
: (2.23)
Portanto, o uso de um onformador de feixe om um oeiente onstante
por sensor, omo ilustrado na Figura 2.6, nao ´e apaz de garantir o omporta-
mento do sistema para m´ultiplas frequenias.
Os primeiros estudos no projeto de onformadores de feixe de banda
larga utilizam ltros FIR transversais de omprimento N
BF
no lugar de um
´unio oeiente por sensor om o objetivo de obter respostas em fun¸ ao
da frequenia dos sinais inidentes (CAPON, 1969; FROST III, 1972). A
ombina¸ ao dos sinais de sa´da destes ltros FIR transversais realiza ltragem
espaial por meio da ompensa¸ ao das diferen¸as de fase em toda a largura
de banda do sinal. Esta estrutura est´a ilustrada na Figura 2.10.
Enquanto os omponentes na dire¸ ao de interesse sao ombinadas em
fase, os outros omponentes sao ombinados visando sua aniquila¸ ao por in-
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Figura 2.10: Estrutura geral para onforma¸ ao de feixes de banda larga em
sua forma direta (FROST III, 1972)
terferenia destrutiva (CRAWFORD, 1968). No tratamento de sinais esta-
ion´arios om estat´stias onheidas e inidindo de dire¸ oes onheidas, ´e
poss´vel projetar onformadores de feixe xos om anelamento de inter-
ferenias ´otimo para diversos rit´erios de desempenho (TREES, 2002). Con-
tudo, eles sofrem das mesmas diuldades para a implementa¸ ao em tempo
real que os ltros de Wiener.
Devido ao proessamento temporal, o vetor de dados de entrada do
onformador de feixe de banda larga da Figura 2.10 ont´em valores passados
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da entrada (FROST III, 1972):
x
b
[n℄ =
h
x
>
s
[n℄ x
>
s
[n 1℄    x
>
s
[n  (N
BF
 1)℄
i
>
(2.24)
om x
s
[n℄ dado pela Equa¸ ao (2.11).
Analogamente, denindo o vetor ontendo os `-´esimos oeientes de
ada ltro FIR
b
`
=
h
b
0
`
b
1
`
   b
M 1
`
i
>
(2.25)
em que ` = 0; : : : ;N
BF
 1. Pode-se esrever o sinal de sa´da do onformador
de feixes de banda larga omo
y
x
[n℄ =
N
BF
 1
X
`=0
x
>
s
[n  `℄b
`
(2.26)
Denindo o vetor de oeientes do onformador de banda larga
xo (FROST III, 1972).
b
x
=
h
b
>
0
b
>
1
   b
>
N
BF
 1
i
>
o sinal de sa´da pode ser esrito omo um produto interno
y
x
[n℄ = b
>
x
x
b
[n℄; (2.27)
Essa nota¸ ao, mais geral que a da subse¸ ao anterior, inorpora o onformador
de feixe de banda estreita xo omo um aso partiular em que N
BF
= 1.
Supondo que um sinal de banda estreita inide em um angulo  sobre
o arranjo de sensores, ´e mensurado e onvertido em um sinal disreto e
j!n
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no sensor 0, entao os sinais em outros sensores sao desritos por
x
m
[n  `℄ = e
j!

n 


m
()
T
s
+`

(2.28)
em que o modelo de propaga¸ ao de far-eld foi assumido.
Substituindo a Equa¸ ao (2.28) na Equa¸ ao (2.27), o sinal de sa´da,
para um sinal de entrada om frequenia angular ! e inidente em um angulo
, ´e dado por
y[n℄j(;!) =
M 1
X
m=0
N
BF
 1
X
`=0
b
m
`
e
j!(n (

m
()
T
s
+`))
=e
j!n
M 1
X
m=0
N
BF
 1
X
`=0
b
m
`
e
 j!(

m
()
T
s
+`)
: (2.29)
Logo, a resposta do onformador de feixes de banda larga a um sinal inidente
de um angulo  na frequenia ! ´e dada por
P (e
j!
;) =
M 1
X
m=0
N
BF
 1
X
`=0
b
m
`
e
 j!


k
()
T
s
+`

: (2.30)
Essa resposta pode ser esrita omo um produto interno
P (e
j!
;) = 
>
(e
j!
;)b
x
(2.31)
em que (e
j!
;) ´e o vetor de steering para o onformador de feixe de banda
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larga dado por
(e
j!
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e
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0
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T
s
   e
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T
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T
s
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i
>
: (2.32)
O vetor de steering para o onformador de feixe de banda estreita ´e um aso
partiular de (2.32) quando N
BF
= 1. Para um arranjo uniforme e linear de
sensores, de maneira similar ao onformador de feixe de banda estreita, a
distania entre os sensores nao deve ultrapassar L 

min
2
, em que 
min
´e o
omprimento de onda orrespondente a frequenia de maior magnitude no
sinal de banda larga. Do ontr´ario, observa-se o efeito de aliasing espaial.
Assumindo ainda que L =

min
2
, o atraso entre o sensor m e o sensor 0 divi-
dido pelo per´odo de amostragem ´e dado por

m
()
T
s
=msen om  =
L
T
s
.
Logo, o vetor de steering pode ser esrito omo
(e
j!
;) = [1    e
 j!(M 1)
sen
e
 j!
   e
 j![(M 1)sen+1℄
: : : e
 j!(N
BF
 1)
   e
 j![(M 1)sen+N
BF
 1)
℄
>
: (2.33)
Nesse aso, a resposta do arranjo para o vetor de steering da Equa¸ ao (2.33)
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´e dada por
P (e
j!
;) =
M 1
X
m=0
N
BF
 1
X
i=0
e
 j!(msen+i)
b
m
i
=
M 1
X
m=0
e
 j!msen
N
BF
 1
X
i=0
e
 j!i
b
m
i
=
M 1
X
m=0
e
 j!msen
B
m
(e
j!
) (2.34)
em que B
m
(e
j!
) ´e a transformada de Fourier dos oeientes do m-´esimo
ltro FIR do onformador de feixe.
Supondo que tanto o sinal de sa´da do onformador de feixe quanto
o sinal de entrada dos sensores sao sinais reais, entao ´e neess´ario que
P

(e
j!
;) = P (e
 j!
;) (OPPENHEIM; WILLSKY; NAWAB, 1996).
De (2.34), tem-se
P (e
 j!
;) =
M 1
X
m=0
e
j!msen
B
m
(e
 j!
)
P

(e
j!
;) =
M 1
X
m=0
e
j!msen
B

m
(e
j!
):
Portanto, para que o onformador de feixe tenha uma sa´da real para sinais de
entrada reais ´e neess´ario que B
m
(e
 j

) = B

m
(e
j

). Logo, os oeientes
de b
x
devem ser reais (DAUBECHIES, 1992).
Restri¸ oes lineares
A resposta de um onformador de feixe linear, para angulos e
frequenias pr´e-determinados, pode ser garantida por meio de restri¸ oes
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lineares. Dentre os onformadores de feixe sujeitos a esse tipo de restri¸ ao
existem os onformadores LCMV, onformadores de potenia m´nima om
restri¸ oes lineares (LCMP), os onformadores de potenia m´nima om
resposta sem distor¸ ao (MPDR) e MVDR (TREES, 2002). Cada aplia¸ ao
pode exigir um onjunto diferente de restri¸ oes. Dentre as restri¸ oes, uma
das mais omuns ´e a de manuten¸ ao de uma resposta em frequenia para uma
dire¸ ao de hegada. Essas sao as restri¸ oes geralmente adotadas no projeto
de onformadores de feixe MVDR (CAPON, 1969; OWSLEY, 1985) nos
quais deseja-se uma resposta em frequenia om magnitude onstante e fase
linear. Em outras aplia¸ oes, a manuten¸ ao da resposta em frequenia em
mais de um angulo de interesse pode ser mais adequada (BUCKLEY, 1986;
BUCKLEY, 1987). A formula¸ ao destas restri¸ oes ´e baseada na rela¸ ao
entre a resposta na dire¸ ao de interesse e o vetor de oeientes do arranjo
C
>
b = f (2.35)
em que, supondo que as restri¸ oes foram projetadas para N

angulos de in-
idenia e N
!
frequenias para ada angulo de inidenia, entao
C = [(e
j!
0
;
0
)    (e
j!
N
!
 1
;
N

 1
)℄ (2.36)
india a matriz de restri¸ ao,
f = [P (e
j!
0
;
0
)    P (e
j!
N
!
 1
;
N

 1
)℄ (2.37)
india o vetor de resposta na dire¸ ao desejada em que o n´umero de restri¸ oes
´e N
C
= N

N
!
. M´etodos para obten¸ ao da matriz de proje¸ ao e do vetor
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quiesente reais para 
DOA
= 0 e 
DOA
, 0 sao desritos nos Apendies A e B
respetivamente.
Filtragem espaial em banda larga adaptativa
No projeto de arranjos de onformadores de feixe para sinais de banda
larga, em geral, proura-se a manuten¸ ao de uma resposta em frequenia na
dire¸ ao de interesse e a supressao de sinais, tanto de banda larga quanto es-
treita, em outras dire¸ oes. Quando admite-se a adapta¸ ao dos oeientes de
um onformador de feixes em banda larga, a estrutura de proessamento em
sua forma direta ´e a representada pela Figura 2.11.
Uma das primeiras propostas do uso de ltragem adaptativa na
otimiza¸ ao do onformador de feixe de banda larga foi apresentada por Frost
III (1972) resultando no algoritmo CLMS. Esse algoritmo se baseia na
divisao do vetor de oeientes do onformador de feixe em dois subespa¸os
ortogonais. Um deles orresponde ao espa¸o dos vetores que satisfazem a
restri¸ ao de manuten¸ ao de uma resposta em frequenia em uma dire¸ ao.
O outro ´e o subespa¸o omplementar ortogonal. A proje¸ ao do vetor de
solu¸ oes no subespa¸o das olunas da matriz de restri¸ ao permanee ons-
tante durante toda a adapta¸ ao e a minimiza¸ ao oorre ajustando a proje¸ ao
dos oeientes no espa¸o omplementar ortogonal ao espa¸o das olunas da
matriz de restri¸ ao.
Para a versao adaptativa do onformador de feixe de banda larga, o
vetor de oeientes passa a ser dependente do instante de tempo disreto n
(FROST III, 1972). Denindo o vetor ontendo os `-´esimos oeientes de
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Figura 2.11: Estrutura geral para onforma¸ ao de feixes de banda larga adap-
tativo em sua forma direta (FROST III, 1972)
ada ltro FIR
b
`
[n℄ =
h
b
0
`
[n℄ b
1
`
[n℄    b
M 1
`
[n℄
i
>
e o vetor de oeientes do onformador de feixe
b[n℄ =
h
b
>
0
[n℄ b
>
1
[n℄    b
>
N
BF
 1
[n℄
i
>
(2.38)
o sinal de sa´da passa a ser
y[n℄ = b
>
[n℄x
b
[n℄: (2.39)
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Algoritmo CLMS
O algoritmo CLMS foi proposto em (FROST III, 1972) omo uma
solu¸ ao adaptativa para o projeto de onformadores de feixe utilizando a su-
perf´ie de desempenho LCMV. O sinal de sa´da do onformador de feixe
´e desrito pela Equa¸ ao (2.39) e, assumindo que y[n℄ tem m´edia nula, sua
potenia m´edia, ondiionada ao valor dos oeientes do BF, ´e dada por
Efy
2
[n℄jb[n℄ = bg = Efb
>
x
b
[n℄x
>
b
[n℄bg
= b
>
R
x
b
x
b
b (2.40)
em que R
x
b
x
b
= Efx
b
[n℄x
>
b
[n℄g ´e denida positiva. Portanto, na ausenia
de restri¸ oes, a solu¸ ao que minimiza a Equa¸ ao (2.40) ´e b= 0
M N
BF
1
. Con-
tudo, em geral, deseja-se manter o sinal em uma dire¸ ao desejada por meio
de um onjunto de restri¸ oes lineares semelhantes a (2.35). Combinando as
Equa¸ oes (2.40) e (2.35) hega-se a superf´ie de desempenho LCMV ex-
pressa por
b
opt
= argmin
b
b
>
R
x
b
x
b
b (2.41a)
sujeito a C
>
b = f : (2.41b)
Utilizando o m´etodo dos multipliadores de Lagrange (FLETCHER, 1987),
a fun¸ ao Lagrangeana assoiada a Equa¸ ao (2.41) ´e dada por
C = b
>
R
x
b
x
b
b+ &
>
(C
>
b f ) (2.42)
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em que & india o vetor de multipliadores de Lagrange. O gradiente da
Equa¸ ao (2.42) em rela¸ ao a b ´e dado por
r
b
C = 2R
x
b
x
b
b+C&: (2.43)
A solu¸ ao ´otima da Equa¸ ao (2.41) ´e obtida ao enontrar a solu¸ ao para
r
b
C = 0
M N
BF
1
e observando que a matriz Hessiana da Equa¸ ao (2.42) dada
porR
x
b
x
b
´e denida positiva. Portanto a solu¸ ao ´otima b
opt
deve obedeer
2R
x
b
x
b
b
opt
+C& = 0
M N
BF
0
b
opt
= 2R
 1
x
b
x
b
C&: (2.44)
Para que b
opt
esteja no hiperplano denido pela Equa¸ ao (2.41), ´e neess´ario
que
C
>
b
opt
= 2C
>
R
 1
x
b
x
b
C& = f
& = 
1
2
(C
>
R
 1
x
b
x
b
C)
 1
f : (2.45)
Finalmente, substituindo a Equa¸ ao (2.45) na Equa¸ ao (2.44) a solu¸ ao ´otima
do LCMV denido pela Equa¸ ao (2.41) ´e dada por (FROST III, 1972)
b
opt
=R
 1
x
b
x
b
C(C
>
R
 1
x
b
x
b
C)
 1
f : (2.46)
Uma maneira de derivar um algoritmo reursivo para minimizar a
Equa¸ ao (2.42) ´e utilizar uma aproxima¸ ao esto´astia do m´etodo do gra-
diente (steepest-desent) (SAYED, 2008; HAYKIN, 1993; GODARA; CAN-
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TONI, 1986). Nesse aso, a atualiza¸ ao da solu¸ ao segue a reursao
b[n+1℄ = b[n℄ 

2
r
b
C





b=b[n℄
(2.47)
em que  india o passo de adapta¸ ao que ontrola a veloidade de
onvergenia da Equa¸ ao (2.47). Substituindo a Equa¸ ao (2.43) na
Equa¸ ao (2.47) enontra-se a reursao espe´a para o problema desrito
pela Equa¸ ao (2.41)
b[n+1℄ = b[n℄ R
x
b
x
b
b[n℄ 

2
C&: (2.48)
Assumindo que b[n℄ ´e uma solu¸ ao fat´vel, b[n+ 1℄ ´e uma solu¸ ao fat´vel
se a nova solu¸ ao satisfaz (2.41), ou seja
C
>
b[n+1℄ =C
>
b[n℄ C
>
R
x
b
x
b
b[n℄ 

2
C
>
C& = f :
Nesse aso, o vetor de oeientes de Lagrange que garante que b[n+ 1℄ ´e
fat´vel ´e dado por
& =
2

(C
>
C)
 1
(C
>
b[n℄ f ) 2(C
>
C)
 1
C
>
R
x
b
x
b
b[n℄ (2.49)
em que assume-se que C tem posto heio de olunas. Substituindo a
Equa¸ ao (2.49) na Equa¸ ao (2.48) deriva-se uma reursao independente do
valor dos multipliadores de Lagrange expressa por
b[n+1℄ = b[n℄ R
x
b
x
b
b[n℄+C(C
>
C)
 1
C
>
R
x
b
x
b
b[n℄
 C(C
>
C)
 1
(C
>
b[n℄ f )
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em que o ´ultimo termo, proporional a C
>
b[n℄ f , foi mantido para ilus-
trar a apaidade do algoritmo de orrigir pequenos desvios da solu¸ ao (por
exemplo devido a impreisoes na matem´atia de preisao nita) que podem
levar a solu¸ oes nao-fat´veis. Essas impreisoes podem se aumular ao longo
das itera¸ oes levando a resultados erroneos, onforme indiado por Frost III
(1972). Rearranjando os termos da equa¸ ao de atualiza¸ ao tem-se
b[n+1℄ = P

b[n℄ R
x
b
x
b
b[n℄

+b
f
(2.50)
em que
P = I
M N
BF
 C(C
>
C)
 1
C (2.51)
india a proje¸ ao no espa¸o ortogonal omplementar ao espa¸o das olunas
de C, I
N
india a matriz identidade N N e
b
f
=C(C
>
C)
 1
f (2.52)
´e a solu¸ ao de m´nima norma quadr´atia que satisfaz a Equa¸ ao (2.41). Para
obter a aproxima¸ ao esto´astia da Equa¸ ao (2.50) as estat´stias dos sinais de
entrada devem ser substitu´das por aproxima¸ oes adequadas. A esolha mais
simples para o estimador de R
x
b
x
b
´e a estimativa instantanea que ´e baseada
em uma matriz de posto unit´ario formada por valores amostrados do sinal de
entrada denida omo R
x
b
x
b
 x
b
[n℄x
>
b
[n℄. Substituindo o estimador da
autoorrela¸ ao de x
b
[n℄ na Equa¸ ao (2.50) a aproxima¸ ao esto´astia torna-
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se
b[n+1℄ = P

b[n℄ x
b
[n℄x
>
b
[n℄b[n℄

+b
f
= P (b[n℄ x
b
[n℄y[n℄)+b
f
(2.53)
em que x
>
b
[n℄b[n℄ = y[n℄ da Equa¸ ao (2.39).
Em uma implementa¸ ao da Equa¸ ao (2.53) om preisao innita e
supondo a iniializa¸ ao do algoritmo em uma solu¸ ao fat´vel, o vetor b[n℄
satisfaz a Equa¸ ao (2.41) para todo n devido a Equa¸ ao (2.49). Portanto
suas solu¸ oes estao ontidas em um sub-espa¸o (M N
BF
 N
C
)-dimensional
denido pelo hiperplano de restri¸ oes C
>
b = f . Supondo queM N
BF
= 2,
para failitar a visualiza¸ ao, o espa¸o de solu¸ oes, o subespa¸o denido pelo
hiperplano de restri¸ oes e o n´uleo da matriz de restri¸ oes sao indiados na
Figura 2.12. A reta normal ao hiperplano de restri¸ oes ´e um vetor na mesma
dire¸ ao de b
f
(FROST III, 1972).
Vetores ortogonais a normal do hiperplano de restri¸ oes sao
ombina¸ oes lineares das olunas da matrizC i.e. pertenem ao espa¸o ima-
gem deC. Portanto, estes vetores podem ser esritos na forma b
?
=C
?
em
que v
?
´e um vetorN
C
-dimensional que dene os oeientes da ombina¸ ao
linear. A forma homogenea da Equa¸ ao (2.41) C
>
b = 0 dene um segundo
hiperplano (M N
BF
 N
C
)-dimensional que inlui a origem do sistema de
oordenadas (solu¸ ao trivial). Este plano dene o subespa¸o de restri¸ oes que
´e ortogonal a b
f
e, onsequentemente, paralelo ao hiperplano de restri¸ oes. A
fun¸ ao do operador linear P na Equa¸ ao (2.53) ´e a de projetar a omponente
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PSfrag replaements
b
f
C
>
b = 0
C
>
b = f
b
0
b
1
Figura 2.12: Plano das restri¸ oes C
>
b = f e o subespa¸o C
>
b = 0 denido
pelas restri¸ oes
de atualiza¸ ao b[n℄  x
b
[n℄y[n℄ no espa¸o ortogonal e omplementar as
olunas de C produzindo a omponente b
?
[n+ 1℄ da solu¸ ao. A opera¸ ao
do operador P ´e mostrada na Figura 2.13.
Finalmente, quando a omponente b
?
[n+ 1℄ ´e adiionada a b
f
, o ve-
tor resultante pertene ao espa¸o fat´vel poisC
>
b
?
[n+1℄ = 0 eC
>
b
f
= f .
O funionamento de uma itera¸ ao do algoritmo CLMS ´e ilustrado na Fi-
gura 2.14
Estrutura GSC
Uma estrutura alternativa para a onforma¸ ao de feixe foi proposta
por GriÆths e Jim (1982). Essa estrutura ´e baseada na deomposi¸ ao do ve-
tor b em um ltro quiesente, que pertene ao espa¸o fat´vel denido pela
Equa¸ ao (2.41) e garante a resposta em frequenia desejada na dire¸ ao de in-
teresse, e uma omponente ortogonal ao espa¸o fat´vel que efetua o anela-
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Figura 2.13: A¸ao da matriz P projetando uma solu¸ ao no espa¸o omple-
mentar ao espa¸o fat´vel
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Figura 2.14: Exemplo de uma itera¸ ao do algoritmo CLMS
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mento de interferenias. A omponente ortogonal ao espa¸o fat´vel ´e produ-
zida pela ombina¸ ao linear das olunas de uma matriz om posto ompleto
de olunas e ortogonal a C, a matriz de bloqueio B. Em ondi¸ oes ideais, o
sinal ltrado por B nao ont´em nenhuma informa¸ ao do sinal inidente em

DOA
. Um diagrama esquem´atio do onformador de feixe GriÆths e Jim
(1982), onheido omo Generalized Sidelobe aneller (GSC), ´e mostrado
na Figura 2.15. Nesse diagrama, b
q
´e o ltro quiesente, B ´e a matriz de
x
b
[n℄
b
b
q
B
b
IC
[n℄
+
 
y[n℄
y
IC
[n℄
y
q
[n℄
Figura 2.15: Estrutura geral para a onforma¸ ao de feixes de banda larga em
sua forma GSC (GRIFFITHS; JIM, 1982)
bloqueio e b
IC
[n℄ ´e o ltro de anelamento de interferenias. As ondi¸ oes
para a equivalenia entre as formas direta e GSC sao demonstradas de dife-
rentes maneiras em Breed e Strauss (2002), Jim (1977), Bukley (1986). As
ondi¸ oes para equivalenia entre um GSC adaptativo baseado no LMS e o
MVDR adaptativo utilizando o CLMS sao demonstradas em GriÆths e Jim
(1982) e generalizadas para o LCMV adaptativo baseado no LMS em Bu-
kley (1986). EmWerner, Apolin´ario Jr. e Campos (2003), uma demonstra¸ ao
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semelhante ´e feita para o GSC adaptado om o algoritmo RLS. Nesse tra-
balho, as provas de equivalenia em regime-permanente de Breed e Strauss
(2002) e adaptativa de Bukley (1986) sao detalhadas nos anexos C e D res-
petivamente.
Como no aso do onformador de feixe na forma direta, pode-se es-
rever o sinal de sa´da do GSC omo a ombina¸ ao de produtos internos.
Nessa dedu¸ ao, assume-se que a dire¸ ao de interesse permanee onstante
durante toda a dura¸ ao do experimento. Assim, tanto os oeientes do ltro
quiesente quanto a matriz de bloqueio sao invariantes no tempo.
No ramo superior da Figura 2.15, a sa´da quiesente do GSC y
q
[n℄ ´e
desrita pelo produto interno
y
q
[n℄ = b
>
q
x
b
[n℄ (2.54)
na qual x
b
[n℄ dado pela Equa¸ ao (2.24) e C
>
b
q
= f . No ramo inferior, o
sinal de entrada de b
IC
[n℄ ´e formado pela pr´e-multiplia¸ ao do sinal x
b
[n℄
pela transposta de B em que B ´e uma matriz (MN
BF
) (MN
BF
 N
C
) e
C
>
B = 0
N
C
(MN
BF
 N
C
)
. Assim, quandoB tem posto ompleto de olunas,
ombina¸ oes lineares das olunas de B geram o subespa¸o ortogonal om-
plementar ao espa¸o das olunas deC. O sinalB
>
x
b
[n℄ ´e entao proessado
por um m´odulo de anelamento de interferenias b
IC
[n℄ formando o sinal de
sa´da do m´odulo de anelamento de interferenias y
IC
[n℄, dado por
y
IC
[n℄ = b
>
IC
[n℄B
>
x
b
[n℄
= (Bb
IC
[n℄)
>
x
b
[n℄: (2.55)
2.4 Filtragem Espaial 93
A subtra¸ ao de y
IC
[n℄ de y
q
[n℄ forma o sinal de sa´da do onformador
de feixe
y[n℄ =y
q
[n℄ y
IC
[n℄
=b
>
q
x
b
[n℄  (Bb
IC
[n℄)
>
x
b
[n℄
=

b
q
 Bb
IC
[n℄

>
x
b
[n℄: (2.56)
Comparando as Equa¸ oes (2.39) e (2.56) tem-se que as duas estruturas tem
solu¸ oes equivalentes quando
b[n℄ =b
q
 Bb
IC
[n℄: (2.57)
em que, sempre que b
q
pertene ao espa¸o fat´vel e a ortogonalidade en-
tre C e B ´e respeitada, entao a Equa¸ ao (2.57) gera solu¸ oes fat´veis. A
substitui¸ ao da Equa¸ ao (2.57) na Equa¸ ao (2.41) resulta em
C
>
b[n℄ =C
>
(b
q
 Bb
IC
[n℄)
=C
>
b
q
 C
>
Bb
IC
[n℄ = f (2.58)
em que C
>
b
q
= f e C
>
B = 0
N
C
(MN
BF
 N
C
)
.
Utilizando uma superf´ie de desempenho de minimiza¸ ao da potenia
m´edia do sinal de sa´da em rela¸ ao ao vetor de anelamento de interferenia,
e dado que a Equa¸ ao (2.58) garante que as solu¸ oes sao fat´veis para todo
b
IC
[n℄, basta soluionar o problema de otimiza¸ ao sem restri¸ oes
b
ICopt
= argmin
b
IC
Efy
2
[n℄jb
IC
[n℄ = b
IC
g: (2.59)
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Nesse aso, a fun¸ ao usto ´e obtida diretamente a partir das Equa¸ oes (2.59)
e (2.56)
C
GSC
= b
>
q
R
x
b
x
b
b
q
 b
>
q
R
x
b
x
b
Bb
IC
 b
>
IC
B
>
R
x
b
x
b
b
q
+b
>
IC
B
>
R
x
b
x
b
Bb
IC
:
(2.60)
O ´alulo do gradiente da Equa¸ ao (2.60) em rela¸ ao a b
IC
resulta em
r
b
IC
C
GSC
= 2B
>
R
x
b
x
b
Bb
IC
 2B
>
R
x
b
x
b
b
q
: (2.61)
ComoB tem posto heio de olunas, e assumindo queR
x
b
x
b
´e denida posi-
tiva entao B
>
R
x
b
x
b
B ´e denida positiva, portanto nao-singular. A solu¸ ao
de r
b
IC
Efy
2
[n℄g = 0
(MN
BF
 N
C
)1
em rela¸ ao a b
IC
´e
b
ICopt
= (B
>
R
x
b
x
b
B)
 1
B
>
R
x
b
x
b
b
q
: (2.62)
Solu¸ ao adaptativa para a estrutura GSC
De maneira an´aloga a utilizada para a forma direta, o algoritmo do
gradiente (steepest-desent) para a minimiza¸ ao da Equa¸ ao (2.59) ´e obtido
por
b
IC
[n+1℄ = b
IC
[n℄ 

2
r
b
IC
C
GSC





b
IC
=b
IC
[n℄
: (2.63)
A substitui¸ ao da Equa¸ ao (2.61) na Equa¸ ao (2.63) resulta em
b
IC
[n+1℄ = b
IC
[n℄+

B
>
R
x
b
x
b
b
q
 B
>
R
x
b
x
b
Bb
IC
[n℄

: (2.64)
O algoritmo do gradiente esto´astio ´e obtido pela aproxima¸ ao de R
x
b
x
b
por uma estimativa razo´avel. Utilizando a estimativa instantanea R
x
b
x
b

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x
b
[n℄x
>
b
[n℄ na Equa¸ ao (2.64) resulta na solu¸ ao adaptativa
b
IC
[n+1℄ = b
IC
[n℄+B
>

x
b
[n℄x
>
b
[n℄b
q
 x
b
[n℄x
>
b
[n℄Bb
IC
[n℄

= b
IC
[n℄+B
>
x
b
[n℄x
>
b
[n℄(b
q
 Bb
IC
[n℄)
= b
IC
[n℄+B
>
x
b
[n℄y[n℄ (2.65)
em que a Equa¸ ao (2.56) foi utilizada na ´ultima passagem.
2.5 Canelamento de eo a´ustio auxiliado por arranjo de mirofones
Eos a´ustios apareem quando um mirofone apta sinais emitidos
por um alto-falante atrav´es do aminho direto e reexoes em um ambiente re-
verberante. Em sistemas hands-free, essas reexoes aarretam na degrada¸ ao
da inteligibilidade. Os tempos de reverbera¸ ao t´pios (dezenas de milisse-
gundos para autom´oveis at´e alguns segundos em salas de grandes dimensoes)
exigem que os aneladores de eo tenham respostas ao impulso extrema-
mente longas. Al´em disso, os sinais de fala loal tamb´em sao perturbados
por sinais de fala de outros loutores e por ru´dos (BREINING et al., 1999;
H
¨
ANSLER; SCHMIDT, 2004). Sob essas ondi¸ oes, o projeto de um an-
elador om alta ERLE e que ao mesmo tempo tenha onvergenia r´apida
exige um esfor¸o substanial. Isso oorre porque bons ompromissos en-
tre estabilidade, veloidade de onvergenia e omplexidade omputaional
tornam-se mais dif´eis om o aumento do omprimento do ltro (WIDROW
et al., 1976; BREINING et al., 1999; MANOLAKIS; INGLE; KOGON,
2000; HAYKIN, 1993; H
¨
ANSLER; SCHMIDT, 2004).
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Durante a aquisi¸ ao de sinais de ´audio em sistemas de omunia¸ ao
hands-free ou interfaes homem-m´aquina, arranjos de mirofones sao
solu¸ oes populares para onservar sinais de interesse e, simultaneamente,
suprimir interferenias e ru´dos (HABETS et al., 2010; HERBORDT;
KELLERMANN; NAKAMURA, 2004). Em sistemas de omunia¸ ao
full-duplex, os sinais de interesse sao sobrepostos nao somente a ru´dos e
interferenias loais mas tamb´em a eos a´ustios produzidos por reexoes
do som emitido pelo alto-falante no ambiente. Portanto, quando ´e poss´vel
estimar a dire¸ ao de hegada do sinal de interesse, os onformadores de feixe
podem atenuar sinais em outras dire¸ oes inluindo eos a´ustios. Contudo,
o onformador de feixe ´e inapaz de rejeitar eos a´ustios se eles inidem
sobre o arranjo na mesma dire¸ ao do sinal de interesse. Quando onformado-
res de feixe nao-ideais sao onsiderados, limita¸ oes na apaidade de sele¸ ao
espaial devido ao n´umero nito de graus de liberdade permitem que parte
dos eos em dire¸ oes diferentes da DOA sejam retransmitidos aumentando
a neessidade de um proesso de anelamento de eo onvenional. Ao
mesmo tempo, os onformadores de feixe nao sao apazes de utilizar a
informa¸ ao ontida no sinal de far-end para estimar os sinais de eo nos
mirofones.
Solu¸ oes que ombinem, ao mesmo tempo, onforma¸ ao de feixes e
anelamento de eo a´ustio tem sido estudadas nos ´ultimos anos (KEL-
LERMANN, 1997; HERBORDT; KELLERMANN, 2000; HERBORDT;
KELLERMANN, 2001; HERBORDT; KELLERMANN; NAKAMURA,
2004; KAMMEYER; KALLINGER; MERTINS, 2005; HERBORDT; NA-
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KAMURA; KELLERMANN, 2005; BRANDSTEIN; WARD, 2001; GUO
et al., 2011a; GUO et al., 2011b; GUO et al., 2011; GUO et al., 2013;
MARUO; BERMUDEZ; RESENDE, 2011; MARUO; BERMUDEZ; RE-
SENDE, 2013; MARUO; BERMUDEZ; RESENDE, 2014a). Como BFs e
AECs ontribuem de maneiras diferentes para a diminui¸ ao da inuenia dos
eos a´ustios, ´e poss´vel empregar ambas as t´enias de forma sin´ergia para
desenvolver sistemas adaptativos mais eientes (MARUO; BERMUDEZ;
RESENDE, 2014a).
Um dos primeiros estudos na ombina¸ ao de anelamento de eos
a´ustios om ltragem espaial foi feito por Kellermann (1997). Nesse tra-
balho foram propostas as duas estruturas b´asias de proessamento ilustradas
na Figura 2.16, as quais sao desritas a seguir:
AEC-BF (ou AEC rst): Um AEC independente ´e assoiado a ada miro-
fone. Um onformador de feixe ombina entao os sinais de sa´da dos
v´arios AECs para produzir o sinal de sa´da (GUO et al., 2011a; GUO
et al., 2011b; GUO et al., 2011; GUO et al., 2013);
BF-AEC (ou BF rst): Os sinais de todos os mirofones sao proessados por
um onformador de feixe. O sinal de sa´da ´e produzido pela diferen¸a
entre o sinal de sa´da do onformador de feixe e o sinal de sa´da de
um ´unio AEC (HERBORDT; KELLERMANN, 2000; HERBORDT;
KELLERMANN; NAKAMURA, 2004; HERBORDT; NAKAMURA;
KELLERMANN, 2005; MARUO; BERMUDEZ; RESENDE, 2011;
MARUO; BERMUDEZ; RESENDE, 2013; MARUO; BERMUDEZ;
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RESENDE, 2014a; MARUO; BERMUDEZ; RESENDE, 2014b)
Na gura, os AECs da estrutura AEC-BF sao representados pelas olunas da
matriz

H[n℄ e a sa´da de ada AEC ´e uma omponente do vetor y[n℄.
++
+
+
PSfrag replaements
AEC-BF BF-AEC
u[n℄

h
[
n
℄

H[n℄
y[n℄
x
b
[n℄
b[n℄
d[n℄
y[n℄
y[n℄
 
 
Figura 2.16: Estruturas gen´erias para ombina¸ ao de AEC e onforma¸ ao
de feixe (BRANDSTEIN; WARD, 2001)
A omplexidade omputaional da estrutura AEC-BF ´e era de M
vezes maior do que a da estrutura BF-AEC quando N
AEC
MN
BF
devido
ao uso de M AECs. Assim, mesmo om os avan¸os reentes em hardware,
o uso da estrutura AEC-BF para sistemas om um elevado n´umero de mi-
rofones (M > 5) deve permaneer invi´avel nos pr´oximos anos (BRANDS-
TEIN; WARD, 2001). Al´em disso, o posiionamento dos aneladores de
eo a´ustio antes do onformador de feixe ainda torna o ontrole de double-
talk mais omplexo. Sinais de fontes sonoras em dire¸ oes diferentes da DOA
(omo por exemplo um aparelho de ar-ondiionado ou um ventilador) de-
vem ser tratados omo double-talk diminuindo o tempo dispon´vel para a
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adapta¸ ao dos ltros (KELLERMANN, 1997). A prinipal vantagem da es-
trutura AEC-BF ´e que a adapta¸ ao dos AECs oorre independente da dire¸ ao
de hegada do sinal de interesse. Portanto, durante mudan¸as da dire¸ ao
de interesse os aneladores de eo geralmente sao iniializados em boas
solu¸ oes e sua adapta¸ ao nao preisa ser aelerada. O estudo do ompor-
tamento transit´orio da estrutura AEC-BF, ilustrado na Figura 2.17, supondo
BFs xos, foi feito em Guo et al. (2011a), Guo et al. (2011b), Guo et al.
(2011) e Guo et al. (2013). Na gura,

h
i
[n℄ india o i-´esimo anelador
de eo assoiado ao i-´esimo mirofone representado pela i-´esima oluna de

H[n℄, y
i
[n℄ representa a sa´da do i-´esimo AEC e r
i
[n℄ india o sinal de ru´do
mais fala loal assoiado ao i-´esimo mirofone.
u[n] b h0[n]
b
r0[n]
+
−
y0[n]
b
hˆ0[n]
yˆ0[n]
b hM−1[n]
rM−1[n]
+
−
yM−1[n]
b
hˆM−1[n]
yˆM−1[n]
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
y[n]bb0[n]
bM−1[n]
Figura 2.17: Estrutura AEC-BF adaptativa baseada em (GUO et al., 2011a;
GUO et al., 2011b; GUO et al., 2011; GUO et al., 2013)
Uma alternativa para reduzir os requisitos omputaionais da estrutura
AEC-BF onsiste na redu¸ ao do omprimento do AEC e a utiliza¸ ao do on-
formador de feixe para suprimir os eos residuais. Contudo, o enurtamento
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implia que a adapta¸ ao do AEC ´e perturbada por uma omponente de ru´do
adiional devido a omponentes de eo nao modeladas pelo AEC (BREI-
NING et al., 1999). Em Burton e Goubran (2007) ´e proposta uma solu¸ ao
intermedi´aria em que os AECs de uma estrutura AEC-BF apresentam om-
primento urto mas um ´unio ltro longo ´e posiionado ap´os o onformador
de feixe e ´e respons´avel pelo anelamento das omponentes nao modeladas
pelos AECs. Hamalainen e Myllyla (2007) utiliza o mesmo prin´pio exeto
pelo uso de um onformador de feixe polinomial busando obter um sistema
independente da dire¸ ao de hegada do sinal loal.
Na estrutura BF-AEC tradiional, mostrada na Figura 2.18, o on-
formador de feixe opera independentemente do estado do AEC. Assim, o
onformador de feixe auxilia na redu¸ ao do eo devido a sua a seletividade
espaial (atenuando as reexoes do eo a´ustio inidindo em dire¸ oes dife-
rentes da desejada) e, simultaneamente, anelando interferenias loais. O
omportamento transit´orio do onformador de feixe pode entao ser desrito
pelos modelos j´a existentes (GODARA; CANTONI, 1983; GODARA; CAN-
TONI, 1985; FROST III, 1972). A prinipal desvantagem desta estrutura ´e
o fato de um ´unio AEC modelar nao-estaionariedades deM anais de eo
e nao-estaionariedades devido ao proesso de adapta¸ ao dos oeientes do
onformador de feixe. Uma desvantagem adiional ´e a neessidade de um
AEC de omprimento N
h
+N
BF
 1 para o anelamento ompleto dos eos
a´ustios (MARUO; BERMUDEZ; RESENDE, 2014a). Para tentar diminuir
estes requisitos ´e proposto o uso de um onformador de feixe xo em Brands-
tein e Ward (2001).
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u[n] y[n] +
+
+
+
+
+
+
_
b0[n]
b1[n]
hM−1 bM−1[n]
eM−1[n] xM−1[n]
e0[n]
e1[n]
x0[n]
x1[n]
r0[n]
r1[n]
rM−1[n]
hˆ[n]
d[n]
yˆ[n]
h0
h1
Figura 2.18: Estrutura BF-AEC na forma direta (MARUO; BERMUDEZ;
RESENDE, 2011; MARUO; BERMUDEZ; RESENDE, 2013; MARUO;
BERMUDEZ; RESENDE, 2014a)
Algumas altera¸ oes na estrutura BF-AEC tradiional inluem a
implementa¸ ao do BF em sua forma GSC (HERBORDT; KELLERMANN,
2000; HERBORDT; KELLERMANN; NAKAMURA, 2004; HERBORDT;
NAKAMURA; KELLERMANN, 2005; MARUO; BERMUDEZ; RE-
SENDE, 2014b). Essa abordagem apresenta menor omplexidade ompu-
taional por trabalhar em um subespa¸o de menor dimensao, demandando
a adapta¸ ao de menos oeientes por itera¸ ao e por permitir o projeto de
matrizes de bloqueio que minimizem o n´umero de multiplia¸ oes neess´arias
para obter o sinal B
T
x
b
[n℄ (GRIFFITHS; JIM, 1982). Contudo, a obten¸ ao
de matrizes de bloqueio para quaisquer angulos de inidenia em uma forma
fehada ainda ´e um problema em aberto (BUCKLEY, 1987; HOSHUYAMA;
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SUGIYAMA; HIRANO, 1999). Outra maneira de inrementar o desempenho
da estrutura BF-AEC onsiste em adaptar o sistema utilizando a superf´ie de
desempenho de otimiza¸ ao onjunta em que o BF utiliza o sinal de retorno
d[n℄ na sua adapta¸ ao (HERBORDT; KELLERMANN; NAKAMURA,
2004; HERBORDT; NAKAMURA; KELLERMANN, 2005; MARUO;
BERMUDEZ; RESENDE, 2011; MARUO; BERMUDEZ; RESENDE,
2013; MARUO; BERMUDEZ; RESENDE, 2014a).
2.5.1 Formula¸ ao da estrutura BF-AEC
A Figura 2.18 mostra a estrutura BF-AEC om M respostas ao im-
pulso de plantas LEM h
m
ada uma ontendo N
h
oeientes,M sinais dos
mirofones x
m
[n℄, um BF de banda larga omposto porM ltros FIR linea-
res b
m
[n℄ om N
BF
oeientes ada e um ltro AEC adaptativo

h[n℄ om
N
AEC
oeientes. Para esse estudo, as respostas das plantas LEM h
k
sao
assumidas onstantes e os sinais u[n℄ e r
m
sao assumidos estaion´arios em
razao de tratabilidade matem´atia (HAYKIN, 1993, pp. 348351). Para man-
ter uma nota¸ ao onsistente om o AEC monoanal dado que, na estrutura
BF-AEC, o sinal desejado do AEC ´e o sinal de sa´da do BF, o sinal de sa´da
do BF passa a ser indiado por y[n℄. A maneira mais popular para avaliar
o efeito de nao estaionariedade de ltros adaptativos onsiste em submeter
os sinais de entrada (estaion´arios) a a¸ ao de um sistema linear variante no
tempo (de ALMEIDA, 2004; HAYKIN, 1993; MANOLAKIS; INGLE; KO-
GON, 2000). A an´alise para respostas ao impulso de plantas LEM variantes
no tempo ´e partiularmente desaadora nesse aso, mesmo que o modelo de
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nao-estaionariedade onsiderado seja o random-walk (HAYKIN, 1993; MA-
NOLAKIS; INGLE; KOGON, 2000). A razao ´e que a varia¸ ao no tempo do
modelo para as plantas LEM leva a nao-estaionariedade do vetor de entrada
do BF. Ademais, os inrementos estatistiamente independentes a resposta ao
impulso das plantas LEM h
m
devido ao modelo de random-walk seriam or-
relaionados no tempo om os ltros do BF. Isto tornaria a an´alise extrema-
mente omplexa, mesmo para esse modelo simples de nao-estaionariedade,
tornando o estudo de propriedades do omportamento do algoritmo extre-
mamente dif´il. Um estudo do omportamento para sinais de entrada nao
estaion´arios requer um modelo espe´o para formular a varia¸ ao das es-
tat´stias do sinal ao longo do tempo. Para sinais de voz, nao h´a onsenso na
esolha de um modelo para a nao-estaionariedade do sinal. Por outro lado,
predi¸ oes feitas om modelos derivados sob ondi¸ oes de estaionariedade
sao apazes de mostrar tendenias do omportamento de algoritmos quando
graus de nao-estaionariedade baixos sao utilizados (MANOLAKIS; INGLE;
KOGON, 2000, p. 595).
Kallinger, Bitzer e Kammeyer (2000) observaram que a ltragem es-
paial ´e apaz de reduzir o omprimento do AEC neess´ario para atingir,
quando omparado om um AEC onvenional, o mesmo n´vel de anela-
mento de eo tanto para a estrutura AEC-BF quanto para o BF-AEC. Para
tentar onrmar essa propriedade, a an´alise deste trabalho onsidera a possi-
bilidade do uso de umAEC ommenos oeientes que a resposta ao impulso
da planta LEM admitindo N
AEC
N
h
.
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2.5.2 Abordagens relaionadas
A redu¸ ao dos eos a´ustios por meio de t´enias de desreverbera¸ ao,
em que os eos a´ustios sao tratados simplesmente omo ru´dos oerentes, ´e
estudada em Huang, Benesty e Chen (2008), Habets e Benesty (2012), Sou-
den, Benesty e Aes (2010) e Haihabibouglu e Cvetkovi (2012). Segundo
esse paradigma, os sinais aptados pelos mirofones ontem o sinal emitido
pelo usu´ario loal onvolu´do om uma resposta ao impulso da sala assoi-
ada a posi¸ ao desse usu´ario e um mirofone, eos a´ustios, interferenias
loais e ru´dos. An´aloga a resposta das plantas LEM, a resposta ao impulso
entre uma fonte de fala loal e um mirofone ´e omposta por uma ompo-
nente assoiada ao aminho direto entre a fonte sonora e o mirofone e uma
s´erie de reexoes no ambiente. Os efeitos da distor¸ ao da resposta ao im-
pulso da sala podem ser ompensados ou mesmo eliminados por meio de
t´enias de equaliza¸ ao (HAYKIN, 1993; MANOLAKIS; INGLE; KOGON,
2000). O que torna o problema de desreverbera¸ ao dos sinais desaador ´e
que, mesmo om o onheimento das respostas ao impulso entre todas as
fontes sonoras a todos os mirofones, essas respostas sao extremamente lon-
gas (BREINING et al., 1999; H
¨
ANSLER; SCHMIDT, 2004) tornando sua
inversao um proesso omputaionalmente oneroso. Essas respostas tamb´em
sao geralmente de fase nao-m´nima que signia que elas nao tem uma fun¸ ao
inversa que ´e, ao mesmo tempo, ausal e est´avel (OPPENHEIM; WILLSKY;
NAWAB, 1996). Devido ao alto n´umero de ´alulos por amostra e os pro-
blemas num´erios assoiados ao ´alulo om matrizes longas, que surgem
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quando o n´umero de mirofones e/ou os tempos de reverbera¸ ao aumentam,
o proessamento no dom´nio do tempo ´e pouo utilizado. Nesse aso, o
proessamento no dom´nio da frequenia ´e mais omum. Abordagens al-
ternativas inluem a deomposi¸ ao no GSC baseado em fun¸ oes de trans-
ferenia (TF-GSC) (GANNOT; BURSHTEIN; WEINSTEIN, 2001) partiio-
nado em sub-espa¸os (MARKOVICH; GANNOT; COHEN, 2009; HABETS;
BENESTY, 2013), e no TF-GSC onvolutivo (TALMON; COHEN; GAN-
NOT, 2009a; TALMON; COHEN; GANNOT, 2009b). Assim, a redu¸ ao dos
eos a´ustios baseada estritamente em ltragem espaial apresenta a desvan-
tagem de adiionar atrasos signiativos no aminho do sinal de fala (devido
a equaliza¸ ao om ltros longos ou a neessidade de aumula¸ ao de amostras
para realizar a FFT) al´em de desprezar a informa¸ ao do sinal de far-end.
Em Souden e Liu (2009), os autores propoem o anelamento de eo
a´ustio nao-linear simultaneamente om a separa¸ ao ega dos sinais em um
arranjo de mirofones. Este ´e um problema diferente do tratado em Low e
Nordholm (2005) em que os eos a´ustios lineares sao proessados por um
supressor de eo, o que leva a distor¸ oes do sinal loal. Os autores propoem
medir o grau de similaridade estat´stia entre os sinais de far-end e a sa´da
do sistema de separa¸ ao dos sinais usando uma fun¸ ao de oerenia ru-
zada. Essa fun¸ ao foi identiada, empiriamente, omo pouo sens´vel a
nao-linearidade dos anais de eo. Embora essa abordagem pare¸a promis-
sora, ela envolve um alto usto omputaional para um elevado n´umero de
mirofones. Os autores tamb´em nao forneem ferramentas matem´atias para
o projeto (valores dos passos de adapta¸ ao, parametros da nao-linearidade).
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Miyabe et al. (2007) trata o anelamento de eo em um sistema de
reonheimento de voz. Muitas vezes o usu´ario pode enviar um omando
enquanto o sistema est´a retornando uma resposta sonora ao usu´ario. Neste
aso, a voz do usu´ario ´e aptada pelos mirofones simultaneamente om
o eo a´ustio gerado pela resposta sonora do sistema. A presen¸a desse
sinal esp´urio pode prejudiar o algoritmo de reonheimento de palavras
obrigando o usu´ario a repetir o omando v´arias vezes ou mesmo exeu-
tando omandos inorretos. Este problema, muito semelhante ao anela-
mento de eos a´ustios durante per´odos de double talk, ´e onheido omo
barge-in (JUANG; SOONG, 2001). Para evitar estas situa¸ oes, os autores
propoem o uso de m´ultiplos alto-falantes e um arranjo de mirofones de ma-
neira que o barge-in seja anelado, austiamente, a partir de uma estimativa
da fun¸ ao de transferenia da sala pela a¸ ao dos alto-falantes. Embora essa
solu¸ ao apresente arater´stias interessantes omo a possibilidade de pro-
duzir ambientes de realidade virtual sonora (TATEKURA; SARUWATARI;
SHIKANO, 2001), seu alto usto omputaional e a neessidade de muitos
elementos eletroa´ustios limitam sua implementa¸ ao fora de ambientes de
pesquisa. Embora esse problema tenha semelhan¸as om o anelamento
ativo de ru´dos (COSTA, 2001), os autores nao disponibilizam ferramentas
matem´atias para o projeto desse sistema.
Em Hioka et al. (2008) ´e proposto um sistema de anelamento de
eo a´ustio estereofonio para um sistema de video-onferenia dom´estio
por meio do Protoolo Internet (IP) om imagens em alta qualidade (HDTV).
Nesse sistema, o arranjo de mirofones serve tanto para forneer dire-
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ionalidade na apta¸ ao de ´audio estereofonio quanto para auxiliar no
anelamento dos eos a´ustios. Os autores nao mostram detalhes de
implementa¸ ao do projeto nem resultados te´orios ou experimentais. De
maneira similar, em Papp, Sari e Tesli (2011) ´e proposto o uso do aparelho
de televisao om um arranjo de mirofones embutido omo o terminal de
teleonferenia. A estrat´egia de anelamento de eo ´e baseada no AEC-BF.
Em Goetze et al. (2008), os autores propoem a equaliza¸ ao do sinal
de far-end antes de sua emissao pelo alto-falante e a apta¸ ao do sinal om
um arranjo de mirofones. O equalizador ´e projetado a partir da resposta
ao impulso identiada pelo AEC

h[n℄. Esta abordagem apresenta alguns
problemas:
 A equaliza¸ ao, supondo sua onvergenia, garante a minimiza¸ ao da
distor¸ ao devido a planta LEM nos mirofones. Por´em, o usu´ario pode
estar distante dos mirofones em sistemas hands-free;
 nao h´a garantia que

h[n℄ tenha fase m´nima. Assim, o equalizador,
em sistemas projetados para funionar em tempo real, ausa atrasos no
aminho do sinal de far-end;
 a baixa qualidade da equaliza¸ ao no in´io do proessamento, devido
a distania entre a resposta do anelador de eo a´ustio e a resposta
verdadeira da planta LEM, pode ausar distor¸ oes severas no sinal de
far-end prejudiando a qualidade da onversa¸ ao.
Em Burton e Goubran (2007) ´e proposta uma nova estrutura baseada
em um AEC-BF em que os AECs apresentam omprimento deiente para
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reduzir os requisitos omputaionais. Para anelar o eo residual, devido ao
omprimento deiente dos AECs, um AEC adiional, que trabalha apenas
na parte nal da resposta da planta LEM, ´e utilizado na sa´da do onforma-
dor de feixe. A justiativa ´e que, devido a natureza de deaimento expo-
nenial de um anal de eo t´pio (BREINING et al., 1999), a maior parte
da energia do eo a´ustio est´a onentrada na por¸ ao iniial da resposta ao
impulso da planta LEM. O desenvolvimento de ferramentas de projeto para
esse tipo de anelador de eo ´e partiularmente desaador. A onvergenia
do bano de AECs ´e perturbada por uma omponente de ru´do orrelaio-
nada ao sinal de far-end devido a parela nao modelada da planta LEM (GU
et al., 2003; MAYYAS, 2005). Devido a onvergenia do bano de AECs,
o vetor de entrada do BF ´e nao-estaion´ario e portanto a resposta ´otima do
AEC adiional varia om o tempo. An´alises estat´stias em que os sinais de
entrada de ltros adaptativos sao nao-estaion´arias ainda estao em est´agio in-
ipiente (BERSHAD; BERMUDEZ, 2011; BERSHAD; EWEDA; BERMU-
DEZ, 2014).
Hamalainen e Myllyla (2007) propoem o uso de um AEC-BF para
o anelamento de eos a´ustios em um ambiente de esrit´orio no qual
m´ultiplas pessoas utilizam um ´unio aparelho telefonio para teleon-
ferenia. O ontrole da direionalidade utiliza m´ultiplos onformadores de
feixe atraso-e-soma om o meanismo de vota¸ ao proposto por Kellermann
(1997). Essa abordagem funiona bem, por exemplo, em um arro onde
´e poss´vel identiar um n´umero pequeno de posi¸ oes poss´veis para os
oupantes do arro. Assim, ´e poss´vel projetar um n´umero limitado de
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onformadores de feixe atraso-e-soma direionados as posi¸ oes aproximadas
dos sinais de fala loal (abe¸as dos oupantes do ve´ulo). Contudo, quando
o n´umero de dire¸ oes de hegada torna-se elevado, a quantidade de mem´oria
para armazenar os onformadores de feixe atraso-e-soma torna-se invi´avel.
Nesse trabalho, para obter a apaidade de direionalidade ont´nua, ´e pro-
posto o onformador de feixe polinomial na forma direta que onsiste em
uma aproxima¸ ao polinomial a partir de um onjunto nito de onformadores
de feixe atraso-e-soma (KAJALA; HAMALAINEN, 2001). Em Myllyla e
Hamalainen (2008), a mesma metodologia ´e apliada para o onformador de
feixe para a forma GSC.
Em Herbordt e Kellermann (2000) ´e proposta uma estrutura em que
um AEC ´e integrado a estrutura GSC. O funionamento desse sistema ´e ba-
seado na premissa que a ombina¸ ao da matriz de bloqueio om o ltro de
anelamento de interferenias ´e apaz de eliminar ompletamente os eos
a´ustios em dire¸ oes diferentes de 
DOA
. O AEC ´e posiionado ap´os o l-
tro quiesente e assim, um ´unio AEC ´e neess´ario para qualquer n´umero
de mirofones. Contudo, para tempos de reverbera¸ ao t´pios, o n´umero
de dire¸ oes de inidenia de reexoes de eos a´ustios ´e muito maior que
n´umero de graus de liberdade do onformador de feixe. Logo, uma parela
onsider´avel do eo a´ustio nao ´e eliminada pela ombina¸ ao de matriz de
bloqueio e ltro anelador de interferenias. Portanto, o posiionamento do
AEC, em que o sinal desejado ´e produzido pela sa´da do ltro quiesente,
impede sua a¸ ao sobre os eos residuais da ombina¸ ao matriz de bloqueio e
ltro anelador de interferenias.
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Em Reuven, Gannot e Cohen (2004), ´e proposto um sistema de ane-
lamento de eo a´ustio om m´ultiplos mirofones no dom´nio da frequenia.
O sistema baseia-se no TF-GSC e em um anelador de eo implementado
no dom´nio da frequenia. Essa abordagem apresenta vantagens em rela¸ ao a
de Herbordt e Kellermann (2000) por realizar o projeto da matriz de bloqueio
utilizando a informa¸ ao da estimativa dos aminhos de eo do ambiente. O
resultado ´e, em teoria, de uma menor transferenia de potenia do eo para
o sinal de sa´da. Contudo, o desajuste da adapta¸ ao da matriz de bloqueio
pode aarretar em um aumento da potenia do sinal de sa´da e esses efei-
tos podem se ompensar ou at´e mesmo deteriorar o desempenho do sistema.
A dependenia em rela¸ ao a uma estimativa da fun¸ ao de transferenia do
ambiente tamb´em leva a um baixo anelamento de eo durante o in´io da
onvergenia quando a fun¸ ao de transferenia do ambiente ´e relativamente
diferente de sua estimativa.
EmAes e Grenier (1996) ´e estudada uma estrutura TF-GSC robusta a
situa¸ oes de double-talk. A robustez ´e baseada na hip´otese de independenia
estat´stia entre os sinais de eo e fala loal. Nesse aso, v´arias fun¸ oes de
transferenia relativas sao estimadas, utilizando m´etodos de deomposi¸ ao
em subespa¸os, ada uma assoiada a uma fonte de eo ou sinal de fala lo-
al. As fun¸ oes relativas ao sinais de eo e fala loal sao utilizadas para
onstruir a matriz de bloqueio e o vetor quiesente respetivamente de modo
a maximizar a eienia dos graus de liberdade do BF. Al´em do desempe-
nho baixo durante o in´io da adapta¸ ao, quando as estimativas das fun¸ oes
de transferenia relativas sao muito diferentes das fun¸ oes de transferenia
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relativas reais, essa abordagem apresenta a desvantagem adiional, assoi-
ada a m´etodos de deomposi¸ ao em subespa¸os, que ´e sua sensibilidade
as hip´oteses sobre a distribui¸ ao estat´stia do sinal (REUVEN; GANNOT;
COHEN, 2004).
Em Reuven, Gannot e Cohen (2007a) ´e proposto um sistema de an-
elamento de eo e redu¸ ao de ru´do que onsiste em um TF-GSC projetado
exlusivamente para a redu¸ ao de ru´dos e um TF-GSC seund´ario projetado
para o anelamento de eos. O TF-GSC prim´ario apresenta um m´odulo de
anelamento de ru´do ap´os a matriz de bloqueio produzindo uma estimativa
do sinal de fala loal em sua sa´da. O TF-GSC seund´ario utiliza ´opias das
fun¸ oes de transferenia relativas, do vetor quiesente e da matriz de bloqueio
e do bloo de anelamento de ru´do do TF-GSC prim´ario para anelar o eo
sobre o sinal proessado pelo ltro quiesente. A sa´da do TF-GSC prim´ario
´e subtra´da do TF-GSC seund´ario produzindo o sinal de sa´da do sistema.
Apesar do sistema apresentar dois bloos TF-GSC, o fato de grande parte
de sua estrutura ser identia em ambos os TF-GSC permite a eonomia de
mem´oria na implementa¸ ao do sistema.
A otimiza¸ ao onjunta de um sistema de anelamento de eo auxi-
liado por arranjo de mirofones foi proposta iniialmente em Herbordt, Kel-
lermann e Nakamura (2004) para uma estrutura BF-AEC om o onforma-
dor de feixe em sua forma GSC. Este resultado foi reproduzido para a es-
trutura AEC-BF em Kammeyer, Kallinger e Mertins (2005). Contudo, sua
otimiza¸ ao ´e baseada no rit´erio dos m´nimos quadrados ponderado por uma
fun¸ ao de janelamento (OPPENHEIM;WILLSKY; NAWAB, 1996). Algorit-
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mos adaptativos para a otimiza¸ ao desta fun¸ ao objetivo, omo por exemplo
o RLS, apresentam maior usto omputaional, podem apresentar problemas
de instabilidade num´eria e podem apresentar baixa apaidade de rastre-
amento (de ALMEIDA; BERMUDEZ; BERSHAD, 2009; MARUO; BER-
MUDEZ; RESENDE, 2014b).
Em Beh et al. (2008), um anelador de eos a´ustios auxiliado por
um onformador de feixe ´e utilizado em um sistema autom´atio de reonhe-
imento de fala para intera¸ ao om um robo. Deseja-se que o sistema opere
satisfatoriamente durante per´odos de double-talk e, possivelmente, om a
dire¸ ao desejada apontando para a linha de visada (LOS) entre o alto-falante
e o arranjo de mirofones. Devido ao n´umero limitado de mirofones, uma es-
trutura AEC-BF ´e utilizada om o onformador de feixe em sua forma GSC.
Os autores propoem uma l´ogia de ontrole em que o AEC ´e adaptado na
presen¸a de eos e ausenia de sinal loal e o GSC ´e adaptado somente em
situa¸ oes em que existe sinal loal mas os eos estao ausentes. A dete¸ ao
da presen¸a de eos, entretanto, ´e fun¸ ao do tempo de reverbera¸ ao do ambi-
ente que ´e desonheido a priori e se torna imposs´vel de estimar se os AECs
apresentam omprimento deiente.
Em Helwani, Buhner e Spors (2010b), ´e proposta uma estrutura
de anelamento de eo a´ustio om m´ultiplos mirofones e m´ultiplos
alto-falantes. O problema ´e modelado, de maneira similar a um AEC-BF,
omo um sistema MIMO em que o n´umero de entradas ´e o n´umero de alto-
falantes eM sa´das. Devido aos problemas de alta orrela¸ ao tanto intraanal
omo inter-anal os autores propoem o uso do algoritmo RLS no dom´nio
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da frequenia om uma transforma¸ ao de diagonaliza¸ ao das matrizes de
autoorrela¸ ao dos sinais dos mirofones e dos sinais de eo estimados.
Posteriormente, os ltros ´otimos e a transforma¸ ao de diagonaliza¸ ao sao
estimados reursivamente om a deomposi¸ ao em valores singularesdas
matrizes de autoorrela¸ ao no dom´nio transformado. Para o ´alulo da
Deomposi¸ ao em valores singulares (SVDs), ´e utilizada uma sequenia de
rota¸ oes de Givens (MANOLAKIS; INGLE; KOGON, 2000) para obter uma
matriz triangular superior que orresponde a matriz triangular R de uma
deomposi¸ ao QR. O produto das transforma¸ oes de Givens orresponde a
matrizQ .
Buhner, Spors e Kellermann (2004) usam a gera¸ ao de frentes de
onda (WFS) para riar uma regiao ont´nua do espa¸o em que os eos
a´ustios sao aproximadamente anelados. A WFS ´e baseada no prin´pio
de Huygens, segundo o qual qualquer fonte sonora pontual gera uma
varia¸ ao na pressao do ar que se propaga onforme o modelo de ondas
esf´erias (H
¨
ANSLER; SCHMIDT, 2004). Atrav´es desse prin´pio e do
uso de m´ultiplos alto-falantes, ´e poss´vel gerar frentes de onda em for-
matos arbitr´arios por meio da superposi¸ ao de efeitos de fontes pontuais.
Para obter este efeito, sao utilizadas a equa¸ ao de onda e a segunda lei de
Newton. Utilizando o segundo teorema de Green (KAPLAN, 1952), estas
equa¸ oes difereniais podem ser transformadas em integrais de Kirho-
Helmholtz (GORDON, 1975). Para um meio sem perdas e utilizando a
representa¸ ao de vetores em oordenadas polares, os integrandos podem ser
expressos por fun¸ oes de Hankel de primeira e segunda ordens que sao as
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solu¸ oes fundamentais da equa¸ ao de onda em oordenadas polares (ABRA-
MOWITZ; STEGUN, 1964). Outros trabalhos reentes que utilizam o
prin´pio da WFS no anelamento de eo a´ustio sao Helwani, Spors
e Buhner (2011) em que o ampo sonoro ´e formado por 4 onjuntos de
alto-falantes em linha e em Shneider e Kellermann (2011), em que ´e usado
um arranjo irular de alto falantes.
Em Goetze et al. (2010), ao ontr´ario do uso do arranjo de mirofones,
´e proposto um sistema de pr´e-equaliza¸ ao adaptativa do sinal de far-end antes
de sua emissao pelo alto-falante. O objetivo deste sistema de pr´e-equaliza¸ ao
´e obter, de maneira aproximada, uma fun¸ ao inversa ao anal de eo (NE-
ELY; ALLEN, 1979; MOURJOPOULOS, 1994). A prinipal diuldade
desta abordagem ´e a equaliza¸ ao do anal de eo no in´io da exeu¸ ao do
algoritmo quando as informa¸ oes sobre a resposta ao impulso da planta LEM
sao limitadas, podendo haver grande distor¸ ao do sinal.
Em Guo et al. (2011b), ´e realizada uma an´alise estat´stia no dom´nio
da frequenia para um sistema AEC-BF om onformador de feixe xo, l-
tros aneladores de eo longos e adapta¸ ao dos AECs utilizando o algoritmo
LMS om passo de adapta¸ ao tendendo a zero. Nesse trabalho, ´e usada a
hip´otese simpliadora de que os anais de eo para ada mirofone sao des-
orrelaionados. Esta hip´otese ´e usada para simpliar a obten¸ ao de uma
expressao para a orrela¸ ao ruzada dos erros nos oeientes dos anelado-
res de eo a´ustio. Os autores derivam expressoes, em fun¸ ao da densidade
espetral de potenia do sinal de far-end, para o limite de estabilidade, para
o erro quadr´atio m´edio do algoritmo em ada intervalo de frequenia e para
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o erro em regime permanente em uma determinada faixa de frequenias. Em
fun¸ ao desse modelo, ´e poss´vel o projeto de um valor do passo que leva a um
determinado n´vel de erro em regime permanente. Entretanto, nas simula¸ oes
os anais de eo sao modelados omo ltros FIR lineares om apenas 2 o-
eientes. Na ontinua¸ ao deste trabalho, em Guo et al. (2011), a mesma
metodologia ´e apliada para os algoritmos NLMS e RLS.
Em Yellepeddi e Florenio (2014), ´e proposto um algoritmo para a
estima¸ ao da resposta ao impulso de plantas LEM entre um ou mais alto-
falantes e um arranjo de mirofone dado o onheimento da geometria do ar-
ranjo. O algoritmo assume a esparsidade das respostas ao impulso das plantas
LEM que sao modeladas segundo o m´etodo das imagens, atenua¸ ao da onda
sonora independente da frequenia, que a aproxima¸ ao pelo modelo de far-
eld ´e adequada e o onheimento da versao em tempo ont´nuo do sinal de
far-end. Durante um per´odo de treinamento, os sinais dos mirofones sao
modelados por meio da ombina¸ ao linear de uma base de vetores forma-
dos pela onatena¸ ao de regressores do sinal de far-end atrasados de uma
quantidade de instantes de amostragem em fun¸ ao dos angulo de inidenia.
Uma vez enontrada a base de regressores onatenados, a estimativa das
respostas ao impulso de plantas LEM ´e feita pela ombina¸ ao linear, om
os mesmos oeientes da ombina¸ ao da base de regressores onatenados,
de vetores ontendo fun¸ oes
sen(t)
t
atrasadas do mesmo n´umero de instantes
de amostragem identiados na base de sinais de far-end onatenados. De-
vido a hip´otese de esparsidade, tanto a identia¸ ao da base de regressores
quanto a estimativa das respostas ao impulso podem ser feitas utilizando um
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n´umero limitado de vetores. Embora uma boa estimativa das plantas LEM
seja poss´vel, os autores indiam a possibilidade do uso desse m´etodo omo
a iniializa¸ ao de um algoritmo de estima¸ ao mais sostiado.
Em Hoshuyama (2012), ´e proposto um sistema de anelamento de
eo nao-linear om dois mirofones. O autor assume que o arranjo de mi-
rofones ´e posiionado muito pr´oximo do alto-falante, omo por exemplo em
um telefone elular. Sob essa hip´otese, ´e razo´avel assumir que a distania da
fonte de fala loal ´e signiantemente mais afastada do arranjo de mirofo-
nes que o alto-falante. Assim, para que os sinais sejam ouvidos pelo usu´ario
e aptados pelo mirofone om potenia razo´avel, esses elementos eletro-
a´ustios funionam fora de sua regiao de linearidade. O arranjo de mirofo-
nes ´e posiionado de maneira que um mirofone est´a muito mais pr´oximo do
alto-falante que outro. O sinal de far-end ´e utilizado omo entrada de um an-
elador de eo linear assoiado ao mirofone mais pr´oximo ao alto-falante.
Supondo onvergenia, o sinal resultante da subtra¸ ao do sinal do mirofone
pela sa´da do AEC linear ont´em somente omponentes de eo nao-linear e o
sinal de fala loal. Um onformador de feixes ombina o sinal do mirofone
mais distante do alto-falante om a sa´da do anelamento de eo linear do
mirofone mais pr´oximo. O ltro FIR assoiado ao mirofone remoto rea-
liza somente uma opera¸ ao de atraso. Devido a diferen¸a entre as distanias
dos mirofones aos alto-falantes, assume-se que o mirofone mais distante ´e
menos perturbado por eos a´ustios nao-lineares. O ltro FIR assoiado a
sa´da do anelamento de eos no mirofone pr´oximo tem a fun¸ ao de formar
nulos nas dire¸ oes de maior energia. O autor assume que a forma¸ ao de nu-
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los elimina os eos nao-lineares sem prejudiar o sinal de fala loal devido a
sua baixa potenia. Finalmente, a sa´da da onforma¸ ao de feixe ´e subtra´da
de um segundo proesso de anelamento de eo que visa eliminar os eos
a´ustios lineares do sinal aptado pelo mirofone remoto. O sinal residual
´e transmitido de volta ao far-end. Um problema dessa abordagem ´e a falta
de ontrole sobre o n´vel de distor¸ ao do sinal de fala loal. No entanto, essa
´e uma abordagem interessante para situa¸ oes em que nao ´e poss´vel estimar
uma dire¸ ao de hegada desejada.
EmNathwani e Hegde (2012), ´e proposto um sistema de anelamento
de eo a´ustio baseado no AEC-BF, om o BF implementado na forma
GSC. Um bano de AECs ´e utilizado para subtrair uma estimativa dos eos
a´ustios da sa´da de ada ltro FIR do ltro quiesente que ´e projetado para
manuten¸ ao de uma resposta em frequenia na dire¸ ao do alto-falante. Um
arranjo de mirofones adiional ´e posiionado mais distante do alto-falante,
de modo que os eos a´ustios possam ser desprezados. Esse arranjo tamb´em
ont´em um nulo espaial na dire¸ ao do alto-falante. Assume-se que os sinais
de fala loal sao aptados por esse arranjo adiional omo ´opias atrasadas
ou adiantadas em rela¸ ao ao arranjo prim´ario. Um estimador, baseado na
orrela¸ ao ruzada entre os sinais de arranjos distintos ´e usado para alular
o atraso entre os dois arranjos. Enquanto no arranjo prim´ario a ombina¸ ao
da matriz de bloqueio om o ltro de anelamento de interferenias tem a
fun¸ ao de atenuar eos a´ustios, o arranjo seund´ario tem omo fun¸ ao o
anelamento de interferenias.
Um sistema de anelamento de interferenias similar ao BF-AEC ´e
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estudado em Sugiyama eMiyaharay (2014). Em ondi¸ oes ideais, o ltro qui-
esente de uma estrutura GSC implementando um MVDR permitiria a passa-
gem de sinais exlusivamente em uma dire¸ ao de interesse e rejeitando sinais
em todas as outras dire¸ oes. Contudo, uma limita¸ ao dos BF xos onven-
ionais ´e a varia¸ ao de sua resposta em frequenia em dire¸ oes nao tratadas
pelas restri¸ oes do problema. Essa varia¸ ao oorre devido a diferen¸a entre
os omprimentos de onda em baixa e alta frequenia que limita a seletividade
espaial em baixas frequenias. Portanto, ´e esperado que existam ompo-
nentes de baixa frequenia no sinal de sa´da do ltro quiesente em dire¸ oes
diferentes da desejada. Essas omponentes de baixa frequenia orrompem
a estimativa de matrizes de bloqueio adaptativas resultando em menor ane-
lamento de interferenias em baixa frequenia. A solu¸ ao proposta ´e o uso
de um mirofone de referenia, suientemente afastado do arranjo de mi-
rofones, e o uso de um ltro adaptativo apaz de remover a omponente
orrelaionada ao sinal do mirofone de referenia do sinal de sa´da do l-
tro quiesente. A adapta¸ ao do ltro de anelamento de interferenias e do
ltro desorrelaionador do sinal de referenia ´e realizada utilizando o algo-
ritmo NLMS. Coinidentemente, se o sinal de referenia for substitu´do pelo
sinal de far-end e o algoritmo de adapta¸ ao foi substitu´do pelo RLS, essa
estrutura torna-se identia ao GSAEC proposto em Herbordt e Kellermann
(2000). Portanto, alguns resultados obtidos para o GSAEC podem ser utiliza-
dos para ompreender o funionamento dessa implementa¸ ao alternativa de
um MVDR implementado na forma GSC.
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2.6 Resumo
Neste ap´tulo, apresentou-se o problema da presen¸a de eo a´ustio
em sistemas de teleomunia¸ ao, suas peuliaridades, e as prinipais es-
trat´egias para seu anelamento utilizando ltragem adaptativa. Uma revisao
bibliogr´aa mais riteriosa sobre o uso de onformadores de feixe de banda
larga no aux´lio ao anelamento de eo a´ustio foi realizada.
No pr´oximo ap´tulo, a modelagem do problema omo uma
otimiza¸ ao LCMV e a an´alise estat´stia de uma solu¸ ao de anelamento de
eo a´ustio auxiliada por um arranjo de mirofones om o BF implementado
na forma direta ser´a apresentada.
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Este ap´tulo apresenta a an´alise estat´stia do omportamento de um
anelador de eo auxiliado por um arranjo de mirofones otimizados on-
juntamente. Iniialmente mostra-se que o problema da otimiza¸ ao onjunta
om restri¸ oes pode ser formulado de modo que ele tenha uma superf´ie de
desempenho equivalente a um problema LCMV. Essa modelagem permite o
uso de modelos anal´tios para prever o omportamento transiente de on-
formadores de feixe de banda larga adaptativos onvenionais. O modelo foi
derivado para prever o omportamento transit´orio e em regime-permanente
da orrela¸ ao do erro nos oeientes e a potenia m´edia de sa´da do sistema.
A an´alise da onvergenia resultou na obten¸ ao de um limite suiente de
estabilidade para o passo de adapta¸ ao.
3.1 Estrat´egia de anelamento de eo a´ustio auxiliado por um ar-
ranjo de mirofones
Neste trabalho, optou-se pela estrat´egia de otimiza¸ ao onjunta do
anelador de eo auxiliado por um onformador de feixes adaptativo na es-
trutura BF-AEC. Essa estrat´egia tem omo prinipal virtude a possibilidade
de enontrar solu¸ oes ommenor potenia de eo residual quando omparada
om solu¸ oes que utilizam um ´unio mirofone (MARUO; BERMUDEZ;
RESENDE, 2011).
A estrat´egia de otimiza¸ ao onjunta de um AEC adaptado simultane-
amente foi proposta em Herbordt, Kellermann e Nakamura (2004) para uma
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superf´ie de desempenho baseada na otimiza¸ ao pelo rit´erio dos m´nimos
quadrados. Em Herbordt, Kellermann e Nakamura (2004), o BF ´e imple-
mentado na forma GSC om uma matriz de bloqueio adaptativa baseada
em (HOSHUYAMA; SUGIYAMA; HIRANO, 1999).
3.1.1 Sinal de entrada do onformador de feixe
Dada a estrutura BF-AECmostrada na Figura 2.18, os sinais de eo in-
idindo em ada mirofone sao formados pela onvolu¸ ao do sinal de far-end
om a resposta ao impulso da planta LEM entre o alto-falante e o mirofone
m
e
m
[n℄ = h
>
m
u
h
[n℄ (3.1)
em que u
h
[n℄ ´e desrito pela Equa¸ ao (1.2).
Agrupando as respostas das plantas LEM na matriz
H =

h
0
h
1
   h
M 1

(3.2)
de ordem N
AEC
M e denindo a omponente de eo no snapshot do BF
e
s
[n℄ =

e
0
[n℄ e
1
[n℄    e
M 1
[n℄

>
(3.3)
entao a Equa¸ ao (3.1) leva ao mapeamento
e
s
[n℄ =H
>
u
h
[n℄: (3.4)
O sinal aptado no m-´esimo mirofone ´e a sobreposi¸ ao de um sinal
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do near-end r
m
[n℄ om outro ontendo os eos e
m
[n℄
x
m
[n℄ = e
m
[n℄+ r
m
[n℄; m = 0; : : : ;M  1: (3.5)
Cada sinal r
m
[n℄ ´e omposto por fala loal, interferenias loais e ru´dos.
Entao, o snapshot do onformador de feixe da Equa¸ ao (2.11) pode ser esrito
omo
x
s
[n℄ = e
s
[n℄+r
s
[n℄
em que r
s
[n℄ =

r
0
[n℄ r
1
[n℄    r
M 1
[n℄

>
representa o snapshot do
sinal do near-end.
Denindo o vetor de amostras do sinal do far-end estendido omo
u[n℄ = [u[n℄ u[n 1℄    u[n  (N
h
+N
BF
 2)℄℄
>
(3.6)
em que a dimensao deu[n℄ ´e o n´umero de amostras resultantes da onvolu¸ ao
de h
m
[n℄ e b
m
[n℄. Para esrever a omponente de eo dos sinais aptados
pelos mirofones em fun¸ ao de u[n℄ a Equa¸ ao (3.4) ´e reesrita omo
e
s
[n k℄ =
h
0
Mk
H
>
0
MN
BF
 (k+1)
i
u[n℄: (3.7)
Logo, denindo o vetor ompleto de amostras de eo om omprimento M 
N
BF
1
e[n℄ =
h
e
>
s
[n℄ e
>
s
[n 1℄    e
>
s
[n  (N
BF
 1)℄
i
>
(3.8)
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pode-se esrever
e[n℄ =H
>
u[n℄ (3.9)
em que
H =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
0
1M
   0
N
BF
 1M
H H    H
0
N
BF
 1M
0
N
BF
 2M
  
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(3.10)
´e a matriz estendida de respostas ao impulso de plantas LEM de dimensao
N
h
+N
BF
  1M N
BF
. Observa-se que e[n℄ ont´em os sinais de eo or-
respondentes ao omprimento da resposta ao impulso dos ltros FIR do BF.
Utilizando as Equa¸ oes (3.5), (2.11), (3.8) e (3.9), e denindo a om-
ponente de near-end do vetor de entradaM N
BF
-dimensional do BF omo
r
b
[n℄ =
h
r
>
s
[n℄ r
>
s
[n 1℄    r
>
s
[n  (N
BF
 1)℄
i
>
(3.11)
pode-se esrever o vetor de entrada do onformador de feixe omo
x
b
[n℄ =H
>
u[n℄+r
b
[n℄: (3.12)
Sinal de entrada do anelador de eo a´ustio
Assumindo que N
AEC
 N
h
+N
BF
  1, os vetores u[n℄ da Equa¸ ao
(3.6) e u

h
[n℄ da Equa¸ ao (1.6) estao relaionados por
u

h
[n℄ =

I
N
AEC
0
N
AEC
(N
h
+N
BF
 N
AEC
 1)

u[n℄: (3.13)
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3.1.2 Eo residual
O sinal de eo residual d[n℄ na Figura 2.18 ´e formado pela sa´da do
onformador de feixe y[n℄ da Equa¸ ao (2.39) subtra´da pela sa´da do ane-
lador de eo y[n℄ da Equa¸ ao (1.4)
d[n℄ = b
>
[n℄x
b
[n℄ 

h
>
[n℄u

h
[n℄: (3.14)
3.2 Modelo de Sinal para a an´alise
Denindo o vetor de entrada estendido omo
s[n℄ =
h
 u

h
>
[n℄ x
b
>
[n℄
i
>
(3.15)
em que s[n℄ 2 
N
w
e N
w
=N
AEC
+MN
BF
india o n´umero de amostras do
vetor de entrada estendido. Analogamente, o vetor de oeientes estendido
´e denido a partir de (2.38) e (1.5) omo
w[n℄ =


h
>
[n℄ b
>
[n℄

>
: (3.16)
Entao a Equa¸ ao (3.14) pode ser reesrita omo
d[n℄ = s
>
[n℄w[n℄: (3.17)
Utilizando as Equa¸ oes (3.15), (3.16) e (3.17) ´e poss´vel demonstrar que o
problema de otimiza¸ ao do sistema da Figura 2.18, quando a superf´ie de
desempenho ´e a potenia m´edia de d[n℄, pode ser esrito omo um problema
LCMV equivalente.
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3.2.1 Superf´ie de desempenho
Dentre os rit´erios para a minimiza¸ ao de d[n℄, o esolhido nesse tra-
balho foi a minimiza¸ ao do valor esperado de sua potenia. Quando os si-
nais de entrada sao estaion´arios, a potenia m´edia de sa´da (Mean Output
Power (MOP)) ´e uma fun¸ ao de segunda ordem dos oeientes do ltro
transversal na Equa¸ ao (3.16). A dependenia da MOP em rela¸ ao ao ve-
tor de oeientes desonheido pode ser vista omo um parabol´oide multi-
dimensional om um ´unio ponto de m´nimo (HAYKIN, 1993).
Propriedades da MOP
A esolha da MOP foi feita por algumas arater´stias interessantes,
partiularmente quando Efd[n℄g = 0 (WANG; BOVIK, 2009):
Simpliidade A fun¸ ao Efd
2
[n℄g nao possui mem´oria em rela¸ ao a d[n℄ e
pode ser avaliada independente de outros instantes de tempo. O ´alulo
de d
2
[n℄ para a avalia¸ ao da preisao do modelo pode ser feito por meio
de uma ´unia multiplia¸ ao por realiza¸ ao por amostra;
Propriedades matem´atias A m´etria Efd
2
[n℄g pode ser interpretada
omo uma norma quadr´atia ao quadrado e portanto tem as proprieda-
des de
 Nao-negatividade: Efd
2
[n℄g  0;
 Identidade: Efd
2
[n℄g = 0 se e somente se d
2
[n℄ = 0 em todas as
realiza¸ oes;
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 Simetria: Efd
2
[n℄g = Ef( d[n℄)
2
g, ou seja, sua magnitude para
d[n℄ real independe da fase.
Interpreta¸ ao Tem um signiado f´sio evidente por representar a energia
do sinal de sa´da;
Tratabilidade matem´atia AMOP ´e uma boa m´etria para otimiza¸ ao. Ela
tem as propriedades de onvexidade, simetria, ontinuidade e diferen-
iabilidade;
Propriedades estat´stias A MOP ´e aditiva para sinais estatistiamente in-
dependentes, ou seja Ef(d
1
[n℄ + d
2
[n℄)
2
g = Efd
2
1
[n℄g +Efd
2
2
[n℄)g
para d
1
[n℄ independente de d
2
[n℄.
Determinada a superf´ie de desempenho, e baseado no modelo de
sinal para a an´alise, em seguida ´e derivado o problema LCMV equivalente
que permite o uso de resultados te´orios anteriores (FROST III, 1972; GO-
DARA; CANTONI, 1986). Apesar do estudo em Godara e Cantoni (1986)
ser baseado em um modelo de sinais de banda estreita, observa-se que os re-
sultados sao apli´aveis para sinais de banda larga (MARUO; BERMUDEZ;
RESENDE, 2014a).
LCMV Equivalente
Considerando um vetor de oeientes estendido xo, da Equa¸ ao
(3.17) tem-se
Efd
2
[n℄jw[n℄ =wg = Efw
>
s[n℄s
>
[n℄wg =w
>
R
ss
w (3.18)
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em que Efs[n℄s
>
[n℄g = R
ss
india a matriz de orrela¸ ao de s[n℄ que ´e
onsiderada onstante nesse trabalho.
Para esrever as restri¸ oes na Equa¸ ao (2.35) em fun¸ ao do vetor de
oeientes estendido w, dene-se a matriz de restri¸ oes estendida (HER-
BORDT; KELLERMANN; NAKAMURA, 2004; HERBORDT; KELLER-
MANN; NAKAMURA, 2006)
C
e
=
h
0
N
C
N
AEC
C
>
i
>
: (3.19)
Observa-se que, quando C tem posto de olunas ompleto, a matriz C
e
tamb´em tem posto de olunas ompleto. Portanto, o problema da otimiza¸ ao
onjunta pode ser desrito omo
w
opt
= argmin
w
w
>
R
ss
w (3.20a)
sujeito a C
>
e
w = f : (3.20b)
em que nota-se que a Equa¸ ao (3.20) tem a mesma forma do LCMV estudado
em (FROST III, 1972). Portanto, sua solu¸ ao ´otima ´e
w
opt
=R
 1
ss
C
e

C
>
e
R
 1
ss
C
e

 1
f : (3.21)
Substituindo a Equa¸ ao (3.21) na Equa¸ ao (3.18) enontra-se o MOP m´nimo
dado por
J
min
= w
>
opt
R
ss
w
opt
(3.22)
= f
>

C
>
e
R
 1
ss
C
e

 1
f : (3.23)
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A busa de solu¸ oes para a Equa¸ ao (3.20), pode ser restrita ao
espa¸o fat´vel denido pelo hiperplano desrito pela Equa¸ ao (3.20b). A
ausenia de restri¸ oes de desigualdade permite deomposi¸ oes apropriadas
das solu¸ oes (FROST III, 1972; GRIFFITHS; JIM, 1982; CAMPOS; WER-
NER; APOLINARIO J.A., 2002). A seguir ´e feito um r´apido estudo sobre a
representa¸ ao de solu¸ oes para a Equa¸ ao (3.20) na forma direta (FROST III,
1972).
3.2.2 Espa¸o Fat´vel
Uma solu¸ ao fat´vel w, que satisfaz a Equa¸ ao (3.20b), pode ser de-
omposta em uma omponente no espa¸o de olunas de C
e
e outra no seu
espa¸o ortogonal e omplementar (FROST III, 1972). Utilizando C
>
e
w = f
para todo w fat´vel resulta
w = (I
N
w
 C
e
(C
>
e
C
e
)
 1
C
>
e
)w+ (C
e
(C
>
e
C
e
)
 1
C
>
e
)w
= P
e
w+w
f
(3.24)
em que P
e
´e a matrizN
w
N
w
-dimensional de proje¸ ao estendida no espa¸o
ortogonal e omplementar do espa¸o de olunas de C
e
, denida omo
P
e
= (I
N
w
 C
e
(C
>
e
C
e
)
 1
C
>
e
) =
2
6
6
6
6
6
6
6
6
6
4
I
N
AEC
0
N
AEC
M:N
BF
0
M:N
BF
N
AEC
P
3
7
7
7
7
7
7
7
7
7
5
(3.25)
na qual P , dada pela Equa¸ ao (2.51), ´e a matriz M:N
BF
M:N
BF
-
dimensional de proje¸ ao no espa¸o ortogonal e omplementar do espa¸o
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de olunas de C (FROST III, 1972), e
w
f
=C
e
(C
>
e
C
e
)
 1
f = [0
1N
AEC
b
>
f
℄
>
(3.26)
´e a parela N
w
 1-dimensional quiesente estendida da solu¸ ao, denida
pela solu¸ ao de m´nima norma que satisfaz a Equa¸ ao (3.20b), na qual o
vetor quiesente onvenional ´e dado pela Equa¸ ao (2.52) (GRIFFITHS; JIM,
1982).
A deomposi¸ ao de solu¸ oes fat´veis por meio da Equa¸ ao (3.24)
simplia a obten¸ ao de solu¸ oes adaptativas para a Equa¸ ao (3.20).
3.3 Solu¸ ao adaptativa baseada no gradiente esto´astio
O desenvolvimento de um algoritmo reursivo de adapta¸ ao dos o-
eientes de um ltro adaptativo linear transversal baseado no gradiente es-
to´astio onsiste em dois proedimentos (HAYKIN, 1993; SAYED, 2008):
 Aproxima¸ ao da Equa¸ ao (3.21) (i.e., a equa¸ ao matriial que dene
a solu¸ ao de m´nimo MOP) por meio do m´etodo do gradiente de-
termin´stio (steepest desent), uma t´enia onsagrada na teoria de
otimiza¸ ao (FLETCHER, 1987), para obter uma aproxima¸ ao reur-
siva para w
opt
. A aproxima¸ ao assume o onheimento a priori de
estat´stias dos sinais envolvidos (HAYKIN, 1993);
 Substitui¸ ao das estat´stias dos sinais por aproxima¸ oes baseadas em
observa¸ oes a posteriori do sinal para obter uma estimativa do gradi-
ente da superf´ie de desempenho.
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O algoritmo resultante, apesar de sua simpliidade, ´e apaz de obter
boas aproxima¸ oes de w
opt
sob determinadas ondi¸ oes (HAYKIN, 1993;
SAYED, 2008; MANOLAKIS; INGLE; KOGON, 2000; WIDROW et al.,
1976). Sua prinipal virtude, novamente em onsequenia de sua simpli-
idade, ´e sua apaidade de obter solu¸ oes em tempo real. Suas maiores
limita¸ oes sao sua taxa de onvergenia sens´vel a varia¸ oes no espalhamento
dos autovetores da matriz de autoorrela¸ ao dos dados de entrada (SAYED,
2008) e a diuldade de enontrar um bom onjunto de parametros apazes
de oniliar ao mesmo tempo um baixo erro em regime permanente e uma
boa veloidade de onvergenia (MANOLAKIS; INGLE; KOGON, 2000).
Neste ap´tulo, propoe-se um modelo para o omportamento do pro-
blema de anelamento de eo a´ustio utilizando um sistema BF-AEC de-
nido na Equa¸ ao (3.20) quando os oeientes de ambos BF e AEC sao
adaptados onjuntamente utilizando o algoritmo LMS om restri¸ oes pro-
posto iniialmente em Frost III (1972) e desrito no Cap´tulo 2. Observando
que a Equa¸ ao (3.20) tem exatamente a mesma forma que o problema LCMV
estudado em Frost III (1972) a an´alise utiliza v´arios dos resultados te´orios
desenvolvidos em Frost III (1972) e Godara e Cantoni (1986), realizando os
ajustes neess´arios.
A atualiza¸ ao do vetor de oeientes estendido, onforme o proedi-
mento para obten¸ ao de uma solu¸ ao baseado no gradiente esto´astio ´e
w[n+1℄ =w[n℄ 
1
2


r
w
(Efd
2
[n℄g) (3.27)
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em que

r
w
(Efd
2
[n℄g) ´e uma estimativa instantanea nao-polarizada do
gradiente da superf´ie de desempenho da Equa¸ ao (3.20) e  india o
passo de adapta¸ ao que que ontrola a veloidade de onvergenia de (3.27)
para (3.21). Para garantir que a nova solu¸ ao pertene ao espa¸o fat´vel,
substituindo a Equa¸ ao (3.27) na Equa¸ ao (3.24), a estimativa instantanea
para a solu¸ ao da Equa¸ ao (3.20) torna-se, onforme proposta em Godara e
Cantoni (1986),
w[n+1℄ = P
e
"
w[n℄ 
1
2


r
w
(Efd
2
[n℄g)
#
+w
f
: (3.28)
Utilizando a estimativa instantanea

r
w
(Efd
2
[n℄g) = 2s[n℄d[n℄ proposta
em Frost III (1972), a equa¸ ao de atualiza¸ ao torna-se
w[n+1℄ = P
e
(w[n℄ s[n℄d[n℄)+w
f
: (3.29)
3.3.1 Implementa¸ ao da solu¸ ao adaptativa baseada no gradiente es-
to´astio
Para o LCMV onvenional, a matriz C
e
na Equa¸ ao (3.20b) pode
nao apresentar a forma esparsa da Equa¸ ao (3.19). Portanto, para o aso
geral, a matriz P
e
de proje¸ ao no espa¸o ortogonal e omplementar as olu-
nas de C
e
tamb´em nao apresenta esparsidade. Nesse aso, a solu¸ ao adap-
tativa desrita na Equa¸ ao (3.29) deve ser implementada. Entretanto, para
implementa¸ ao do sistema BF-AEC, ´e interessante observar a natureza dia-
gonal em bloos da matriz P
e
na Equa¸ ao (3.25), que os vetores s[n℄ ew[n℄,
nas Equa¸ oes (3.15) e (3.16) respetivamente, podem ser partiionados om
dimensoes onsistentes om os bloos de P
e
. A multiplia¸ ao em bloos
3.3 Solu¸ao adaptativa baseada no gradiente esto´astio 133
resulta em
2
6
6
6
6
6
6
6
6
6
4

h[n+1℄
b[n+1℄
3
7
7
7
7
7
7
7
7
7
5
=
2
6
6
6
6
6
6
6
6
6
4
I
N
AEC
0
N
AEC
M:N
BF
0
M:N
BF
N
AEC
P
3
7
7
7
7
7
7
7
7
7
5
0
B
B
B
B
B
B
B
B
B

2
6
6
6
6
6
6
6
6
6
4

h[n℄
b[n℄
3
7
7
7
7
7
7
7
7
7
5
 
2
6
6
6
6
6
6
6
6
6
4
 u

h
[n℄
x
b
[n℄
3
7
7
7
7
7
7
7
7
7
5
d[n℄
1
C
C
C
C
C
C
C
C
C
A
+
2
6
6
6
6
6
6
6
6
6
4
0
N
AEC
1
b
f
3
7
7
7
7
7
7
7
7
7
5
que pode ser dividida em duas equa¸ oes de atualiza¸ ao

h[n+1℄ =

h[n℄+d[n℄u

h
[n℄
b[n+1℄ = P (b[n℄ d[n℄x
b
[n℄)+b
f
:
(3.30)
Embora a implementa¸ ao direta da Equa¸ ao (3.29) possibilite a busa de
solu¸ oes para a Equa¸ ao (3.20) de maneira reursiva, a implementa¸ ao da
Equa¸ ao (3.30), reduz a omplexidade omputaional de maneira signia-
tiva. Isso aontee devido a ausenia de uma multiplia¸ ao matriz-vetor na
atualiza¸ ao de

h[n℄ e porque a dimensao de P (MN
BF
) ´e menor que a di-
mensao de P
e
(N
w
=N
AEC
+MN
BF
). Essa diferen¸a ´e signiativa quando
N
AEC
MN
BF
, uma ondi¸ ao usual no projeto de sistemas de anelamento
de eo a´ustio.
Caso partiular: M = 1
Para ompara¸ ao om solu¸ oes que nao utilizam um arranjo de
mirofones, ´e interessante observar que a implementa¸ ao om um ´unio
mirofone (M = 1) ´e um aso partiular da formula¸ ao apresentada.
Quando M = 1, o sistema ´e simpliado para um ´unio ltro adaptativo
linear adaptado pelo algoritmo LMS em que a solu¸ ao ´otima ´e um ltro
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de Wiener quando N
BF
= N
C
, C = I e f = [1 0
1N
C
 1
℄
>
(MARUO;
BERMUDEZ; RESENDE, 2014a). Logo, d[n℄ = x
0
[n℄   u
>

h
[n℄

h[n℄
e w
opt
= [(R
 1
u

h
u

h
p
u

h
x
0
)
T
f
>
℄
>
, em que R
u

h
u

h
= Efu

h
[n℄u
T

h
[n℄g e
p
u

h
x
0
= Efu

h
[n℄x
0
[n℄g = Efu

h
[n℄x
>
b
[n℄gf (MARUO; BERMUDEZ;
RESENDE, 2011).
3.4 An´alise estat´stia
Nessa se¸ ao, ´e feita a an´alise estat´stia do omportamento do anela-
dor de eo a´ustio auxiliado pelo arranjo de mirofones adaptado utilizando
a Equa¸ ao (3.29). O modelo ´e derivado a partir de estat´stias dos oeientes
de w[n℄ para sinais de entrada reais e estaion´arios e supondo plantas LEM
xas. A an´alise ´e feita sob um onjunto de hip´oteses simpliadoras, que sao
neess´arias para a tratabilidade matem´atia (HAYKIN, 1993).
3.4.1 Hip´oteses Simpliadoras
H1 s[n℄ ´e um vetor om m´edia nula e distribui¸ ao Gaussiana;
H2 u[n℄ e r[n℄ sao estatistiamente independentes;
H3 A matrizR
ss
´e denida positiva e a matrizC tem posto de olunas om-
pleto;
H4 A dependenia estat´stia entre s[n℄s
>
[n℄ e w[n℄ pode ser desprezada;
H5 A DOA nao muda durante a adapta¸ ao.
Apesar de nao serem sempre v´alidas em situa¸ oes pr´atias, essas hip´oteses
tornam a an´alise vi´avel e frequentemente levam a resultados que mant´em
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informa¸ ao suiente do proesso adaptativo para servirem de diretrizes de
projeto (HAYKIN, 1993, p. 315), (HERBORDT; KELLERMANN, 2000;
HERBORDT; KELLERMANN; NAKAMURA, 2004). No ontexto desse
trabalho, ´e importante difereniar diretrizes de projeto de regras de projeto.
Regras de projeto sao denidas por ´orgaos respons´aveis pela normaliza¸ ao
t´enia omo por exemplo a International Organization for Standardiza-
tion (ISO) ou a International Eletrotehnial Comission (IEC) e devem
ser seguidas rigorosamente sob o riso de infringir a lei, violar normas
naionais ou internaionais, transgredir prin´pios ´etios, et. Diretrizes
de projeto sao um onjunto de instru¸ oes ou india¸ oes que servem omo
uma ferramenta para failitar a esolha de parametros em um projeto, ou
seja, sao ferramentas de aux´lio a deisao. Portanto o projetista pode se
reusar a utilizar diretrizes de projeto baseado em uma ampla experienia no
projeto de sistemas adaptativos. Contudo, na ausenia de um espeialista,
essas ferramentas simpliam a omplexidade do projeto permitindo que o
tempo do projetista seja aloado de maneira mais eiente. A hip´otese H1
simplia o ´alulo de momentos estat´stios de quarta-ordem de s[n℄ (HAY-
KIN, 1993, p 318),(PAPOULIS; PILLAI, 2002). Esses momentos dependem
da distribui¸ ao de s[n℄ e a distribui¸ ao Gaussiana ombina, ao mesmo
tempo, a apaidade de modelar adequadamente in´umeros proessos f´sios
e simpliar as deriva¸ oes matem´atias neess´arias. Quanto a validade
dessa hip´otese, dados experimentais indiam que sinais de voz podem ser
melhor modelados utilizando distribui¸ oes Laplaiana ou   sim´etria mo-
diada (SHIN; CHANG; KIM, 2005). Contudo, nao h´a onsenso sobre a
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fun¸ ao distribui¸ ao de probabilidade espe´a para sinais de voz e o assunto
ainda ´e alvo de debates (H
¨
ANSLER; SCHMIDT, 2004). Por um lado, o uso
da distribui¸ ao Gaussiana ´e frequente na avalia¸ ao de desempenho de al-
goritmos (COSTA; BERMUDEZ, 2002; MANOLAKIS; INGLE; KOGON,
2000; de ALMEIDA; BERMUDEZ; BERSHAD, 2009; de ALMEIDA;
BERMUDEZ; BERSHAD, 2004; BARRAULT et al., 2005; SAYED, 2008;
BUTTERWECK, 2001; BERSHAD; LINEBARGER; MCLAUGHLIN,
2001; MERCHED; DINIZ; PETRAGLIA, 1999; HOROWITZ; SENNE,
1981; FEUER; WEINSTEIN, 1985; WIDROW et al., 1976; TOBIAS; BER-
MUDEZ; BERSHAD, 2000; de ALMEIDA et al., 2005; GUO et al., 2011a;
PARREIRA et al., 2012; BERSHAD; BERMUDEZ, 2011; BERSHAD; QU,
1989; BERSHAD; EWEDA; BERMUDEZ, 2014; EWEDA; BERSHAD,
2012). A hip´otese de distribui¸ ao Gaussiana dos dados de entrada ´e tamb´em
frequentemente ritiada por ser pouo realista. Essa r´tia ´e v´alida e serve
omo inentivo para busar modelos mais gerais. Contudo, a hip´otese de
distribui¸ ao Gaussiana ´e uma esolha natural quando h´a poua informa¸ ao
sobre a verdadeira distribui¸ ao dos dados (STOICA; BABU, 2011). A razao
dessa esolha ´e que a distribui¸ ao Gaussiana ´e pouo informativa pois ela
maximiza a entropia ondiionada a um valor nito e xo de variania (JAY-
NES, 1957). Consequentemente, resultados te´orios obtidos sob a hip´otese
de distribui¸ ao Gaussiana servem para determinar solu¸ oes ´otimas para um
aso de pior en´ario (worst-ase senario), pois essas esolhas sao ´otimas
baseadas em um rit´erio min-max (PARK; SERPEDIN; QARAQE, 2013).
A hip´otese H2 ´e razo´avel j´a que os sinais u[n℄ e r[n℄ sao gerados em lados
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diferentes de um anal de omunia¸ ao por diferentes pessoas. A hip´otese
H3 ´e razo´avel em situa¸ oes pr´atias pois ´e esperado que s[n℄ ontenha uma
omponente de ru´do de quantiza¸ ao desorrelaionado om u[n℄ e r[n℄. A
matriz C ´e espeiada pelo projetista, que tem total ontrole sobre suas
propriedades matem´atias. A hip´otese H4, ´e neess´aria para o ´alulo de
momentos estat´stios entre o sinal de entrada e o vetor de oeientes, uma
vez que a distribui¸ ao do ´ultimo ´e desonheida exeto quando os vetores
de entrada sao Gaussianos (BERSHAD; QU, 1989). Essa hip´otese ´e, na
verdade, menos restritiva que a hip´otese de independenia, que requer que
s[n℄ e w[n℄ sejam independentes, onforme disutido em Minko (2001).
H5 ´e utilizada para simpliar o modelo resultante pois o objetivo prinipal ´e
determinar propriedades fundamentais do desempenho do sistema adaptativo.
Um estudo do omportamento durante mudan¸as de dire¸ ao exigiria o uso
de uma matriz de proje¸ ao P variante no tempo que tornaria as deriva¸ oes
exessivamente omplexas.
3.4.2 Modelo do omportamento m´edio dos oeientes de Frost III
(1972)
Denindo o vetor de erro nos oeientes
v[n℄ =w[n℄ w
opt
(3.31)
o omportamento m´edio da Equa¸ ao (3.29) pode ser estudado indepen-
dente da solu¸ ao ´otima (de ALMEIDA; BERMUDEZ; BERSHAD, 2009).
O modelo para o omportamento m´edio da Equa¸ ao (3.31) foi estudado
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em (FROST III, 1972).
´
E interessante observar que, para w[n℄ fat´vel
tem-se
v[n℄ = P
e
w[n℄+w
f
  (P
e
w
opt
+w
f
)
= P
e
v[n℄: (3.32)
Nesse aso, o vetor de erro nos oeientes pertene ao espa¸o de olunas de
P
e
.
Assumindo que o algoritmo foi iniializado em uma solu¸ ao fat´vel,
a subtra¸ ao de w
opt
em ambos os lados da Equa¸ ao (3.29) resulta em
v[n+1℄ = P
e
(w[n℄ s[n℄d[n℄)+w
f
 w
opt
= P
e
(v[n℄ s[n℄s
>
[n℄w[n℄)
= P
e
(I
N
w
 s[n℄s
>
[n℄)v[n℄ P
e
s[n℄s
>
[n℄w
opt
(3.33)
em quew
opt
=P
e
w
opt
+w
f
e a Equa¸ ao (3.17) foram utilizados na deriva¸ ao
da Equa¸ ao (3.33). O omportamento m´edio dos oeientes ´e desrito pelo
valor esperado de (3.33), utilizando a Equa¸ ao (3.32) e a hip´otese H4, dado
por
Efv[n+1℄g = (I
N
w
 P
e
R
ss
P
e
)Efv[n℄g P
e
R
ss
w
opt
em que, a substitui¸ ao das Equa¸ oes (3.21) e (3.25) no ´alulo de P
e
R
ss
w
opt
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resulta em
P
e
R
ss
w
opt
= (I
N
w
 C
e
(C
>
e
C
e
)
 1
C
>
e
)R
ss
R
 1
ss
C
e

C
>
e
R
 1
ss
C
e

 1
f
=C
e

C
>
e
R
 1
ss
C
e

 1
f  C
e

C
>
e
R
 1
ss
C
e

 1
f
= 0
N
w
1
(3.34)
Portanto o valor esperado da reursao de v[n℄, utilizando a Equa¸ ao (3.34),
torna-se
Efv[n+1℄g = (I
N
w
 P
e
R
ss
P
e
)Efv[n℄g: (3.35)
Assim, o omportamento deEfv[n℄g, supondo iniializa¸ ao em uma solu¸ ao
fat´vel ´e dado por (CHEN, 1998)
Efv[n℄g = (I
N
w
 P
e
R
ss
P
e
)
n
Efv[0℄g: (3.36)
Da equa¸ ao (3.36) onlui-se que a onvergenia, em m´edia, de w[n℄ para
w
opt
requer que todos os autovalores de I
N
w
 P
e
R
ss
P
e
estejam loaliza-
dos dentro do ´rulo de raio unit´ario. Nesse aso, a solu¸ ao w[n℄ onverge
assintotiamente para w
opt
quando n!1.
3.4.3 Modelo da Covariania dos oeientes de Godara e Cantoni (1986)
Utilizando o proedimento desrito em Godara e Cantoni (1986),
deriva-se um modelo reursivo para a matriz de ovariania dos oeien-
tes K
ww
[n℄ = Ef(w[n℄ Efw[n℄g)(w[n℄ Efw[n℄g)
>
g em fun¸ ao de
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uma estimativa

r
w
(Efd
2
[n℄g) do gradiente da fun¸ ao usto
K
ww
[n+1℄ = P
e
K
ww
[n℄P
e
 P
e
K
ww
[n℄R
ss
P
e
 P
e
R
ss
K
ww
[n℄P
e
+
1
4

2
P
e
ov(

r
w
(Efd
2
[n℄g))P
e
(3.37)
em que ov(

r
w
(Efd
2
[n℄g)) india a matriz de ovariania de

r
w
(Efd
2
[n℄g),
K
ww
[n℄ =R
ww
[n℄ Efw[n℄gEfw
>
[n℄g (3.38)
e R
ww
[n℄ india a matriz de orrela¸ ao de w[n℄. Para ompletar o mo-
delo, para a reursao da Equa¸ ao (3.29), ´e neess´ario utilizar a deni¸ ao de

r
w
(Efd
2
[n℄g) para alular seus momentos estat´stios
Utilizando a estimativa

r
w
(Efd
2
[n℄g) = 2s[n℄d[n℄ proposta
em Frost III (1972) e a Equa¸ ao (3.17) na Equa¸ ao (3.37) resulta em
ov(2s[n℄d[n℄) = 4Efs[n℄s
>
[n℄w[n℄w
>
[n℄s[n℄s
>
[n℄g
 4R
ss
Efw[n℄gEfw
>
[n℄gR
ss
: (3.39)
Utilizando as hip´oteses H4 e H1 e o Teorema da fatora¸ ao dos momentos
de vari´aveis Gaussianas (PAPOULIS; PILLAI, 2002), o primeiro termo da
Equa¸ ao (3.39) pode ser esrito omo
Efs[n℄s
>
[n℄w[n℄w
>
[n℄s[n℄s
>
[n℄g = 2R
ss
R
ww
[n℄R
ss
+R
ss
tr(R
ss
R
ww
[n℄): (3.40)
Utilizando a Equa¸ ao (3.38) o termo tr(R
ss
R
ww
[n℄) na Equa¸ ao (3.40) ´e sim-
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pliado para
tr(R
ss
R
ww
[n℄) = tr(R
ss
K
ww
[n℄)+Efw
>
[n℄gR
ss
Efw[n℄g (3.41)
no qual as propriedades tr(AB) = tr(BA) e tr(A+B) = tr(A)+ tr(B) foram
usadas. Portanto, a Equa¸ ao (3.39) pode ser esrita omo
ov(2s[n℄s
>
[n℄w[n℄) = 8R
ss
K
ww
[n℄R
ss
+4R
ss
Efw
>
[n℄gR
ss
Efw[n℄g
+4R
ss
tr(R
ss
K
ww
[n℄) 4R
ss
Efw[n℄gEfw
>
[n℄gR
ss
(3.42)
ompletando o modelo da Equa¸ ao (3.37). Finalmente, o modelo do ompor-
tamento da matriz de ovariania dos oeientes da Equa¸ ao (3.29) ´e dado
por
K
ww
[n+1℄ = P
e
K
ww
[n℄P
e
 P
e
K
ww
[n℄R
ss
P
e
 P
e
R
ss
K
ww
[n℄P
e
+2
2
P
e
R
ss
K
ww
[n℄R
ss
P
e
+
2

tr(R
ss
K
ww
[n℄)+Efw
>
[n℄gR
ss
Efw[n℄g

P
e
R
ss
P
e
 
2
P
e
R
ss
Efw[n℄gEfw
>
[n℄gR
ss
P
e
(3.43)
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3.4.4 Modelo da MOP a partir da Covariania dos oeientes de Godara
e Cantoni (1986)
Usando a hip´otese H4 e a Equa¸ ao (3.41), a MOP pode ser esrita
omo
Efd
2
[n℄g = Efw
>
[n℄s[n℄s
>
[n℄w[n℄g
= Eftr(w[n℄w
>
[n℄s[n℄s
>
[n℄)g
= tr

Efw[n℄w
>
[n℄s[n℄s
>
[n℄g

= tr(R
ww
[n℄R
ss
)
= tr(K
ww
[n℄R
ss
)+Efw
>
[n℄gR
ss
Efw[n℄g: (3.44)
Apesar da Equa¸ ao (3.44) prever o omportamento da MOP om boa
preisao, ela depende de uma fun¸ ao de segunda-ordem de Efw[n℄g, e por-
tanto nao ´e apropriada para a an´alise da onvergenia para derivar diretrizes
de projeto. Alternativamente, o omportamento das estat´stias de segunda
ordem de w[n℄ pode ser desrito om base no vetor de erro nos oeientes
v[n℄.
3.4.5 Modelo da Correla¸ ao do vetor de erro nos oeientes
Uma maneira alternativa de desrever o omportamento das es-
tat´stias de segunda-ordem da Equa¸ ao (3.29) ´e o uso da orrela¸ ao do
erro nos oeientes (COSTA; BERMUDEZ, 2002; MANOLAKIS; IN-
GLE; KOGON, 2000; de ALMEIDA; BERMUDEZ; BERSHAD, 2009;
de ALMEIDA; BERMUDEZ; BERSHAD, 2004; PARREIRA et al., 2012;
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BERSHAD; BERMUDEZ, 2011; BERSHAD; QU, 1989). O estudo da on-
vergenia por meio dessa estat´stia ´e mais simples pois o omportamento
da MOP ´e desrito independente de Efw[n℄g. Nao obstante, as previsoes
resultantes desse modelo tem a mesma preisao que as feitas utilizando a
Equa¸ ao (3.43) pois as mesmas hip´oteses simpliadoras sao utilizadas.
P´os multipliando a Equa¸ ao (3.33) por sua transposta obt´em-se
v[n℄v
>
[n℄ = P
e

v[n℄v
>
[n℄ v[n℄v
>
[n℄s[n℄s
>
[n℄
 s[n℄s
>
[n℄v[n℄v
>
[n℄ v[n℄w
>
opt
s[n℄s
>
[n℄
+
2
s[n℄s
>
[n℄v[n℄v
>
[n℄s[n℄s
>
[n℄
+
2
s[n℄s
>
[n℄v[n℄w
>
opt
s[n℄s
>
[n℄
 s[n℄s
>
[n℄w
opt
v
>
[n℄
+
2
s[n℄s
>
[n℄w
opt
v
>
[n℄s[n℄s
>
[n℄
+
2
s[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄

P
e
(3.45)
em que v[n℄ = P
e
v[n℄ da Equa¸ ao (3.32) e P
e
= P
>
e
da Equa¸ ao (3.25).
Calulando o valor esperado da Equa¸ ao (3.45) e utilizando a hip´otese H4
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hega-se a
R
vv
[n℄ = P
e
(R
vv
[n℄ R
vv
[n℄R
ss
 R
ss
R
vv
[n℄
 Efv[n℄gw
>
opt
R
ss
 R
ss
w
opt
Efv[n℄g
>
+
2
Efs[n℄s
>
[n℄v[n℄w
>
opt
s[n℄s
>
[n℄g
+
2
Efs[n℄s
>
[n℄w
opt
v
>
[n℄s[n℄s
>
[n℄g
+
2
Efs[n℄s
>
[n℄v[n℄v
>
[n℄s[n℄s
>
[n℄g
+
2
Efs[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄g

P
e
(3.46)
em queR
vv
[n℄ india a matriz de orrela¸ ao do vetor de erro nos oeientes
estendidos. Os termos P
e
Efv[n℄gw
>
opt
R
ss
P
e
e P
e
R
ss
w
opt
Efv[n℄g
>
P
e
podem ser desartados utilizando a Equa¸ ao (3.34) diretamente. O ´alulo
dos outros termos ´e detalhado nos Apendies E, F e G.
Substituindo as Equa¸ oes (E.2), (F.2) e (G.4) na Equa¸ ao (3.46) resulta
em
R
vv
[n+1℄ = P
e
R
vv
[n℄P
e
 P
e
R
vv
[n℄R
ss
P
e
 P
e
R
ss
R
vv
[n℄P
e
+2
2
P
e
R
ss
R
vv
[n℄R
ss
P
e
+
2
P
e
R
ss
P
e
[tr(R
ss
R
vv
[n℄)+J
min
℄ : (3.47)
A Equa¸ ao (3.47) ´e um modelo do omportamento das estat´stias de
segunda-ordem do vetor de oeientes estendido em fun¸ ao de R
vv
[n℄
apenas, o que failita a an´alise da onvergenia.
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3.5 An´alise da onvergenia
Observa-se, da Equa¸ ao (3.32) que (GODARA; CANTONI, 1986;
FROST III, 1972)
R
vv
[n℄ = P
e
R
vv
[n℄ =R
vv
[n℄P
e
= P
e
R
vv
[n℄P
e
(3.48)
portanto, a Equa¸ ao (3.47) pode ser re-esrita omo
R
vv
[n+1℄ =R
vv
[n℄ R
vv
[n℄(P
e
R
ss
P
e
)
 (P
e
R
ss
P
e
)R
vv
[n℄+2
2
(P
e
R
ss
P
e
)R
vv
[n℄(P
e
R
ss
P
e
)
+
2
[tr
((P
e
R
ss
P
e
)R
vv
[n℄)+J
min
℄ (P
e
R
ss
P
e
): (3.49)
Utilizando a deomposi¸ ao ortogonal em autovalores da matriz
sim´etria P
e
R
ss
P
e
= Q
v

ss
Q
>
v
, em que Q
v
Q
>
v
= I
N
w
, e denindo
R
vv
[n℄ =Q
>
v
R
vv
[n℄Q
v
, na Equa¸ ao (3.49) resulta em
R
vv
[n+1℄ =R
vv
[n℄ R
vv
[n℄
ss
 
ss
R
vv
[n℄
+2
2

ss
R
vv
[n℄
ss
+
2

ss
[tr(
ss
R
vv
[n℄)+J
min
℄ (3.50)
em que

ss
= diag(
s
1
;
s
2
; : : : ;
s
N
w
) (3.51)
´e a matriz diagonal ontendo os autovalores de P
e
R
ss
P
e
. Essa matriz tem
propriedades partiulares devido a pr´e e p´os-multiplia¸ ao pela matriz de
proje¸ ao estendida P
e
. No apendie H, demonstra-se que P
e
R
ss
P
e
tem
exatamente N
C
autovalores nulos. Esses autovalores orrespondem a par-
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ela fat´vel da solu¸ ao, assoiada a w
f
, que permanee inalterada durante a
adapta¸ ao e, portanto, nao afeta a onvergenia. An´alises em que a matriz de
autoorrela¸ ao do sinal de entrada ´e singular sao relativamente inomuns na
literatura. Em Eweda (2005) o omportamento do LMS e do algoritmo do si-
nal (sign algorithm) quando submetidos a sinais de entrada nao-persistentes.
Para simpliar a an´alise, assume-se que os autovalores de P
e
R
ss
P
e
estao posiionados em um vetor


ss
=
h

>
ss
0
1N
C
i
>
(3.52)
em que 
ss
= [
s
1
; : : : ;
s
N
w
 N
C
℄ ont´em os autovalores nao-nulos assoiados
ao subespa¸o ortogonal a C
e
.
Como R
vv
[n℄ ´e semi-denida positiva, todos seus menores prin-
ipais (prinipal minors) sao nao-negativos. Portanto, [R
vv
[n℄℄
2
i;j

[R
vv
[n℄℄
i;i
[R
vv
[n℄℄
j;j
e [R
vv
[n℄℄
i;i
 0 (PRUSSING, 1986). Logo, a
onvergenia da Equa¸ ao (3.50) pode ser araterizada por meio do om-
portamento de seus elementos na diagonal prinipal exlusivamente. Seja

vv
[n℄ =

[R
vv
[n℄℄
1;1
; [R
vv
[n℄℄
2;2
;    ; [R
vv
[n℄℄
N
w
;N
w

>
(3.53)
o vetor ontendo os elementos da diagonal prinipal deR
vv
[n℄. Os elementos
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da diagonal prinipal de R
vv
[n℄, da Equa¸ ao (3.50), podem ser esritas omo
[ 
vv
[n+1℄℄
i
= [ 
vv
[n℄℄
i
 2
s
i
[ 
vv
[n℄℄
i
+2
2

2
s
i
[ 
vv
[n℄℄
i
+
2

s
i


>
ss

vv
[n℄+
2
J
min

s
i
= [(1 
s
i
)
2
+
2

2
s
i
℄[ 
vv
[n℄℄
i
+
2

s
i


>
ss

vv
[n℄+
2
J
min

s
i
(3.54)
em que
tr(
ss
R
vv
[n℄) =
N
w
X
i=1

s
i
[R
vv
[n℄℄
i;i
=
N
w
 N
C
X
i=1

s
i
[R
vv
[n℄℄
i;i
=


>
ss

vv
[n℄:
Da Equa¸ ao (3.52), observa-se que, devido a estarem assoiadas a au-
tovalores nulos, [ 
vv
[n℄℄
i
para i > N
w
 N
C
seguem
[ 
vv
[n+1℄℄
i
= [ 
vv
[n℄℄
i
= 0; i > N
w
 N
C
e nao sao sao alteradas durante a adapta¸ ao. Essa observa¸ ao onorda om
as propriedades de P
e
R
ss
P
e
estudadas no Apendie H.
As outras omponentes de [ 
vv
[n℄℄
i
, i = 1; : : : ;N
w
 N
C
, estao agru-
padas no vetor 
vv
[n℄ que segue a reursao

vv
[n+1℄ =
vv
[n℄+
2
J
min

ss
(3.55)
em que
 = diag(
1
;
2
; : : : ;
N
w
 N
C
)+
2

ss

>
ss
(3.56)
e 
i
= (1 
s
i
)
2
+
2

2
s
i
.
A matriz ´e sim´etria e denida positiva, pois para qualquer vetor 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nao-nulo tem-se (KAILATH, 1980; CHEN, 1998; HORN; JOHNSON, 1990;
BERNSTEIN, 2005)

>
 =
>
diag(
1
;
2
; : : : ;
N
w
 N
C
)+
2

>

ss

>
ss

=
N
w
 N
C
X
i=1

(1 
s
i
)
2
+
2

2
s
i

([℄
i
)
2
+
2
(
>
ss
)
2
> 0:
A Equa¸ ao (3.55) tem solu¸ ao em forma fehada (KAILATH, 1980;
CHEN, 1998)

vv
[n℄ =
n

vv
[0℄+
2
J
min
n 1
X
j=0

j

ss
: (3.57)
Utilizando a Equa¸ ao (3.57) ´e poss´vel estudar as ondi¸ oes de estabilidade,
o omportamento em regime-permanente e a veloidade de onvergenia.
3.6 Condi¸ oes de estabilidade
A reursao da Equa¸ ao (3.55), ´e uma equa¸ ao espa¸o-estado disreta
em que ada estado ´e representado por uma omponente de [ 
vv
[n℄℄
i
, i =
1; : : : ;N
w
 N
C
. Essa equa¸ ao ´e est´avel se e somente se os autovalores de 
satisfazem a ondi¸ ao 

i
< 1, i = 1; : : : ;N
w
 N
C
1
.
Uma ondi¸ ao de estabilidade em fun¸ ao de  pode ser determi-
nada utilizando o teorema dos disos de Gershgorin (BRUALDI; MELLEN-
DORF, 1994), que estabelee que 

i
pertene ao diso no plano omplexo
om entro no i-´esimo elemento da diagonal prinipal de  om raio igual a
soma dos valores absolutos dos elementos da i-´esima linha (ou oluna) fora
1
Observa-se que todos os autovalores 

i
sao reais e positivos j´a que ´e sim´etria e denida
positiva.
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da diagonal. A prova desse teorema ´e apresentada no Apendie I. Como os
elementos de  sao n´umeros reais e positivos, o i-´esimo autovalor de  ´e
limitado por (HAYKIN, 1993)


i
< 
i
+
2

s
i
N
w
 N
C
X
j=1

s
j
< 1 2
s
i
+2
2

2
s
i
+
2

s
i
tr(P
e
R
ss
P
e
): (3.58)
para todo i. Para garantir a estabilidade da Equa¸ ao (3.55), basta restringir o
limite superior para 

i
da Equa¸ ao (3.58) para o ´rulo de raio unit´ario no
plano omplexo. Sabendo que ´e sim´etria e denida positiva, seus autova-
lores sao reais e positivos. Portanto pode-se derivar a ondi¸ ao de estabilidade
suiente


i
< 1 2
s
i
+2
2

2
s
i
+
2

s
i
tr(P
e
R
ss
P
e
)< 1 (3.59)
para k = 1; : : : ;N
w
 N
C
ou, de maneira equivalente
 2
s
i
+2
2

2
s
i
+
2

s
i
tr(P
e
R
ss
P
e
)< 0
que implia que  > 0 e
 <
2
2maxf
ss
g+ tr(P
e
R
ss
P
e
)
: (3.60)
Esse limite superior para o tamanho do passo foi iniialmente enontrado
em Ivandih e Cantoni (1993) sob hip´otese de sinais de banda estreita. Esse
resultado foi generalizado para o BF de banda larga em Maruo, Bermudez
e Resende (2014a). Na pr´atia, uma estimativa preisa dos autovalores da
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matriz P
e
R
ss
P
e
nao ´e onheida a priori e o limite superior desrito na
Equa¸ ao (3.60) nao tem utilidade na maioria dos projetos. Contudo, usando
a desigualdade
maxf
ss
g  tr(P
e
R
ss
P
e
)
´e poss´vel determinar um limite superior mais onservador (HOROWITZ;
SENNE, 1981; FEUER; WEINSTEIN, 1985)
 <
2
3tr(P
e
R
ss
P
e
)
=
2
3tr(P
e
R
ss
)
: (3.61)
Utilizando a propriedade (BERNSTEIN, 2005, p. 529)
tr(P
e
R
ss
) 
max
(P
e
)tr(R
ss
) (3.62)
em que 
max
(P
e
) india o maior valor singular de P
e
. Contudo, P
e
´e
sim´etria e idempotente. Portanto, seus autovalores sao identios aos seus
valores singulares. Al´em disso, por ser uma matriz de proje¸ ao, os autovalo-
res deP
e
sao todos iguais a 0 ou 1. Portanto, 
max
(P
e
)= 1 e o limite superior
da Equa¸ ao (3.61) torna-se
 <
2
3tr(R
ss
)
: (3.63)
O limite da Equa¸ ao (3.63) onrma o limite iniialmente proposto
por Frost III (1972). Apesar de ser mais onservador que os limites enon-
trados utilizando as Equa¸ oes (3.60) ou (3.61), o limite da Equa¸ ao (3.63)
tem a vantagem pr´atia de ser fun¸ ao do tra¸o de R
ss
que ´e, por deni¸ ao,
a potenia m´edia do sinal s[n℄ ou a soma das potenias m´edias de u
h
[n℄ e
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x
b
[n℄, que podem ser estimadas na pr´atia.
3.7 Veloidade de onvergenia
Assumindo que a ondi¸ ao de estabilidade da se¸ ao anterior foi utili-
zada, pode-se utilizar a identidade (MANOLAKIS; INGLE; KOGON, 2000)
n 1
X
j=0

j
= (I
N
w
 N
C
 
n
)(I
N
w
 N
C
 )
 1
= (I
N
w
 N
C
 )
 1
 
n
(I
N
w
 N
C
 )
 1
para esrever a Equa¸ ao (3.57) na forma

vv
[n℄ =
n


vv
[0℄ 
2
J
min
(I
N
w
 N
C
 )
 1

ss

+
2
J
min
(I
N
w
 N
C
 )
 1

ss
: (3.64)
Conforme o algoritmo se adapta, quando n!1
lim
n!1

n
= 0
(N
w
 N
C
)(N
w
 N
C
)
logo, a Equa¸ ao (3.64) onverge assintotiamente para

vv
[1℄ = 
2
J
min
(I
N
w
 N
C
 )
 1

ss
: (3.65)
Utilizando a Equa¸ ao(3.65), pode-se esrever a Equa¸ ao (3.64) na
forma

vv
[n℄ 
vv
[1℄ =
n
 

vv
[0℄ 
vv
[1℄

Q
>

(
vv
[n℄ 
vv
[1℄) = 
n

Q
>

 

vv
[0℄ 
vv
[1℄

(3.66)
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em que  =Q



Q
>

´e a deomposi¸ ao ortogonal em autovalores de . A
Equa¸ ao (3.66) mostra que a veloidade de onvergenia da Equa¸ ao (3.29)
´e fun¸ ao dos autovalores de , que por sua vez ´e fun¸ ao de 
ss
e . Se
a onvergenia oorre lentamente, om um passo de adapta¸ ao baixo, entao

s
i
 1 e a matriz  se torna aproximadamente diagonal. Supondo uma
matriz  diagonal, a i-´esima linha da Equa¸ ao (3.66) ´e, aproximadamente,


vv
[n℄ 
vv
[1℄

i

h
1 2
s
i
+3
2

2
s
i
i
n
 

vv
[0℄ 
vv
[1℄

i
: (3.67)
O tempo neess´ario para que a i-´esima omponente da Equa¸ ao (3.67) de-
reser para e
 1

vv
[0℄  
vv
[1℄ dene a i-´esima onstante de tempo da
Equa¸ ao (3.57) dada por


i
=
1
ln[1 
s
i
(2 3
s
i
)℄
:
Supondo que a o passo de adapta¸ ao foi arbitrado satisfazendo a
Equa¸ ao (3.63), entao 2   3
s
i
< 2(1  

s
i
tr(P
e
R
ss
P
e
)
) < 2. Entao, se
2
s
i
 1, tem-se


i

1

s
i
(2 3
s
i
)
: (3.68)
Quando o projetista esolhe passos de adapta¸ ao baixos, 2  3
s
i
 2 e
a onstante de tempo torna-se aproximadamente 1=(2
s
i
). Logo, supondo
onvergenia lenta, os modos de onvergenia da MOP sao aproximadamente
duas vezes mais r´apidos quando omparados om os modos de onvergenia
da Equa¸ ao (3.36) (FROST III, 1972).
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3.8 Modelo da MOP a partir da Correla¸ ao do vetor de erro nos oe-
ientes
Utilizando a hip´otese H4 e d[n℄ da Equa¸ ao (3.17), pode-se esrever
a MOP omo
Efd
2
[n℄g = Efw
>
[n℄s[n℄s
>
[n℄w[n℄g
= Ef(v[n℄+w
opt
)
>
s[n℄s
>
[n℄(v[n℄+w
opt
)g
= Efv
>
[n℄s[n℄s
>
[n℄v[n℄g+2Efv
>
[n℄s[n℄s
>
[n℄gw
opt
+J
min
= Eftr(v[n℄v
>
[n℄s[n℄s
>
[n℄)g+2Efv
>
[n℄gR
ss
w
opt
+J
min
= J
min
+ tr(Efv[n℄v
>
[n℄s[n℄s
>
[n℄g)+2Efv
>
[n℄gP
e
R
ss
w
opt
= J
min
+ tr(R
vv
[n℄R
ss
)
= J
min
+
>
vv
[n℄
ss
(3.69)
em que v[n℄ = P
e
v[n℄ da Equa¸ ao (3.32) e P
e
R
ss
w
opt
= 0
N
w
1
da
Equa¸ ao (3.34). Portanto a MOP em exesso ´e denida omo
J
ex
[n℄ = Efd
2
[n℄g J
min
= 
>
vv
[n℄
ss
: (3.70)
As Equa¸ oes (3.69) e (3.70) mostram que o omportamento transiente da
MOP nao ´e inueniado pelos autovalores nulos de P
e
R
ss
P
e
. Ademais,
omo ambas as matrizes P
e
R
ss
P
e
e R
vv
[n℄ sao semi-denidas positivas,
J
ex
[n℄  0 (J
ex
[n℄ = 0 ´e poss´vel somente se P
e
s[n℄ = 0
N
w
1
em todas as
itera¸ oes), ou seja, a MOP em qualquer itera¸ ao ´e maior que J
min
.
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3.9 Modelo da MOP em regime-permanente
Quando a ondi¸ ao de estabilidade na Equa¸ ao (3.60) ´e satis-
feita, o algoritmo onverge assintotiamente portanto lim
n!1

vv
[n+ 1℄ =
lim
n!1

vv
[n℄= 
vv
[1℄. Utilizando a deni¸ ao de J
ex
[n℄ da Equa¸ ao(3.70)
e substituindo na Equa¸ ao (3.54), quando n!1, resulta em
[ 
vv
[1℄℄
i
= [(1 
s
i
)
2
+
2

2
s
i
℄[ 
vv
[1℄℄
i
+
2

s
i
J
ex
[1℄+
2
J
min

s
i
= (J
ex
[1℄+J
min
)

2 2
s
i
: (3.71)
Utilizando a Equa¸ ao (3.71) na Equa¸ ao (3.70) quando n!1 resulta em
J
ex
[1℄ =


>
ss

vv
[1℄
= (J
ex
[1℄+J
min
)
1
2
N
w
 N
C
X
i=1

s
i
1 
s
i
= J
min
1
2
P
N
w
 N
C
i=1

s
i
1 
s
i
1 
1
2
P
N
w
 N
C
i=1

s
i
1 
s
i
: (3.72)
Supondo que maxf
s
i
g  1, i = 1; : : : ;N
w
 N
C
entao

s
i
1 
s
i
 
s
i
e a
Equa¸ ao (3.72) pode ser simpliada para
J
ex
[1℄ J
min
1
2
tr(P
e
R
ss
P
e
)
1 
1
2
tr(P
e
R
ss
P
e
)
: (3.73)
´
E f´ail demostrar que o valor da Equa¸ ao (3.73) aumenta monotoniamente
om 
J
ex
[1℄

=
1
2
tr(P
e
R
ss
P
e
)
[1 
1
2
tr(P
e
R
ss
P
e
)℄
2
 0 (3.74)
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em que o denominador da Equa¸ ao (3.74) ´e positivo para todo  e o nu-
merador ´e nao-negativo pois P
e
R
ss
P
e
´e semi-denida positiva. Al´em
disso, dada a ondi¸ ao de estabilidade da Equa¸ ao (3.61) e a propriedade da
Equa¸ ao (3.74) tem-se
J
ex
[1℄ J
min
1
2
tr(P
e
R
ss
P
e
)
1 
1
2
tr(P
e
R
ss
P
e
)







=
2
3tr(P
e
R
ss
P
e
)
=
J
min
2
Comparando os resultados das onstantes de tempo da Equa¸ ao (3.68) e
da MOP em exesso na Equa¸ ao (3.73) observa-se que existe um ompro-
misso entre a veloidade de onvergenia (re´proa ao tempo neess´ario
para a adapta¸ ao de ada onstante de tempo) e a qualidade da adapta¸ ao
(MOP em regime-permanente) na esolha do passo de adapta¸ ao . Ou
seja, um der´esimo em  para obter um n´vel de anelamento de eo mais
alto (MOP mais baixa) na Equa¸ ao (3.73) leva a um ar´esimo nas ons-
tantes de tempo na Equa¸ ao (3.68) que resulta em uma onvergenia mais
lenta. Esse ompromisso ´e uma arater´stia fundamental de algoritmos da
fam´lia LMS (MANOLAKIS; INGLE; KOGON, 2000). Assumindo ainda
que tr(P
e
R
ss
P
e
)  2, simpliando o denominador da Equa¸ ao (3.73)
(1 
1
2
tr(P
e
R
ss
P
e
)  1) e utilizando a Equa¸ ao (3.62) no numerador da
Equa¸ ao (3.73) obt´em-se uma aproxima¸ ao ainda mais simples
J
ex
[1℄ J
min

2
tr(P
e
R
ss
P
e
)< J
min

2
tr(R
ss
): (3.75)
Apesar de sua simpliidade, na qual J
ex
[1℄ depende linearmente de , essa
aproxima¸ ao ´e adequada quando tr(P
e
R
ss
P
e
) 1, que ´e a ondi¸ ao mais
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utilizada no projeto de sistemas pr´atios, quando a validade das hip´oteses sim-
pliadoras torna-se mais question´avel (MANOLAKIS; INGLE; KOGON,
2000, p. 534).
3.10 Resumo
Esse ap´tulo apresentou uma an´alise estat´stia para o omportamento
do anelador de eo auxiliado por um arranjo de mirofones adaptado utili-
zando o algoritmo CLMS em um meio estaion´ario, onsiderando um sinal
de entrada Gaussiano de m´edia zero. Equa¸ oes reursivas determin´stias
foram desenvolvidas para o omportamento da potenia m´edia de sa´da do
sistema. O modelo ´e v´alido para a predi¸ ao do omportamento de um LCMV
onvenional adaptado utilizando o algoritmo CLMS.
No pr´oximo Cap´tulo, a an´alise do omportamento de uma
implementa¸ ao alternativa do sistema da Figura 2.18 baseada no GSC ´e
estudada resultando em onlusoes sobre o omportamento de um sistema
BF-AEC submetido a diferentes est´agios da l´ogia de ontrole resultando
na proposta de um algoritmo baseado na aproxima¸ ao esto´astia de um
algoritmo Quase-Newton.
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A prinipal limita¸ ao no modelo derivado no ap´tulo anterior ´e a de
ser apli´avel apenas quando o AEC e o BF sao adaptados om o mesmo
passo de adapta¸ ao. Assim omo no anelamento de eo a´ustio on-
venional, solu¸ oes baseadas na otimiza¸ ao onjunta da estrutura BF-AEC
demandam uma l´ogia de ontrole omplexa para evitar a divergenia du-
rante per´odos de double-talk (BERSHAD; TOURNERET, 2006; TOURNE-
RET; BERSHAD; BERMUDEZ, 2009). Em geral, durante a presen¸a de
double-talk, a onvergenia do AEC ´e ompletamente interrompida. Mesmo
na presen¸a de double-talk, o onformador de feixes ´e apaz de funionar
sem maiores diuldades na ongura¸ ao de anelamento de um sinal de re-
ferenia (Referene Signal Based (RSB)) (ZHANG; LIU; LANGLEY, 2011)
em que o sinal de referenia ´e a sa´da do AEC. O estudo de estrat´egias
para a adapta¸ ao de AECs durante esses per´odos ainda ´e inipiente. Em
um trabalho reente, Gunther (2012) propoe o uso de t´enias de separa¸ ao
ega de fontes baseado na independenia estat´stia entre o sinal de far-end
e o sinal de near-end para obter uma estima¸ ao dos sinais de eo nos mi-
rofones sem a presen¸a da fala loal. Apesar de promissora, essa t´enia
ainda aree de solu¸ oes omputaionalmente eientes. Analogamente,
quando ´e detetada uma mudan¸a na resposta das plantas LEM e o sistema
nao est´a em um per´odo de double-talk, a adapta¸ ao do sistema pode ser
aelerada (BERSHAD; TOURNERET, 2006). Portanto para tratar da on-
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vergenia durante diferentes ongura¸ oes da l´ogia de ontrole, em que a
Equa¸ ao (3.30) ´e implementada om passos diferentes para as atualiza¸ oes
de

h[n℄ e b[n℄, um modelo mais geral ´e neess´ario.
A an´alise desse ap´tulo estende a an´alise do ap´tulo anterior e deMa-
ruo, Bermudez e Resende (2014a) para estudar o omportamento transiente
da estrutura BF-AEC om o onformador de feixe na forma GSC. Al´em disso,
a an´alise onsidera a adapta¸ ao utilizando uma matriz de passos sim´etria e
denida positiva (MIKHAEL et al., 1986; RUPP; CEZANNE, 2000; EVANS;
XUE; LIU, 1993; HARRIS; CHABRIES; BISHOP, 1986; DALLINGER;
RUPP, 2009).
As implementa¸ oes na forma direta e GSC apresentam omplexidade
omputaional semelhante quando o n´umero de restri¸ oes do problema ´e
baixo. Contudo, a forma GSC oferee maior exibilidade de projeto devido
a possibilidade da esolha da matriz de bloqueio. Boas esolhas tendem a
busar matrizes esparsas e om elementos restritos a f 1;0;1g para redu-
zir o n´umero de multiplia¸ oes neess´arias durante a multiplia¸ ao do vetor
de sinal pela matriz de bloqueio (GRIFFITHS; JIM, 1982, p. 31). A forma
GSC tamb´em permite implementa¸ oes robustas em que matrizes de bloqueio
adaptativas sao utilizadas para evitar o anelamento do sinal de interesse
quando oorrem pequenas varia¸ oes na DOA (HOSHUYAMA; SUGIYAMA;
HIRANO, 1999; HERBORDT; W., 2001; HERBORDT; KELLERMANN,
2002; HERBORDT; NAKAMURA; KELLERMANN, 2005; HERBORDT
et al., 2007)
A adapta¸ ao om matrizes de passo j´a foi utilizada em problemas de
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anelamento de eo em Makino, Kaneda e Koizumi (1993). Segundo o mo-
delo de respostas ao impulso de plantas LEM om deaimento exponenial
desrito em Breining et al. (1999), a maior parte da potenia de eo est´a rela-
ionada aos oeientes iniiais da resposta, ap´os o atraso de propaga¸ ao da
omponente om linha de visada. Assim, ´e poss´vel aelerar a onvergenia
do algoritmo utilizando passos de adapta¸ ao individuais para ada oei-
ente om passos maiores no in´io da resposta ao impulso. Em Dallinger
e Rupp (2009), ´e demonstrada a equivalenia, na ausenia de ru´do, entre
uma adapta¸ ao baseada no LMS om uma matriz de passos sim´etria e de-
nida positiva e o LMS l´assio em um espa¸o vetorial transformado. No
Apendie J a equivalenia ´e estendida para o aso geral, em que basta que o
sinal desejado apresente potenia nita.
4.1 Forma GSC da Equa¸ ao (3.20)
Analogamente ao LCMV onvenional, solu¸ oes fat´veis para a
Equa¸ ao (3.20) podem ser deompostas em uma forma GSC
w = q
e
 B
e
 (4.1)
em que q
e
´e uma solu¸ ao fat´vel qualquer, i.e. C
>
e
q
e
= f , e B
e
 est´a no
espa¸o ortogonal e omplementar de C
e
. A matriz de bloqueio estendidaB
e
´e N
w
 (N
w
 N
C
)-dimensional om posto ompleto de olunas e ortogonal
aC
e
da Equa¸ ao (3.19), ou sejaC
>
e
B
e
= 0
N
C
N
w
 N
C
, e  
1
´e um vetorN
 
-
1
 ´e denido ondiionado a q
e
e B
e
que pode ser ajustado sem restri¸ oes para minimizar
a fun¸ ao usto (3.20a). Contudo por simpliidade de nota¸ ao, esse ondiionamento ´e omitido
nesse trabalho. Assim  j(B
e
;q
e
) = 
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dimensional,N
 
=N
w
 N
C
. Observa-se da Equa¸ ao (4.1) que a restri¸ ao da
Equa¸ ao (3.20b) ´e satisfeita independente de  
C
>
e
w =C
>
e
q
e
 C
>
e
B
e
 
= f
em que C
>
e
q
e
= f e C
>
e
B
e
= 0
N
C
(N
 
)
. Portanto, a Equa¸ ao (3.20) pode
ser esrita, utilizando a Equa¸ ao (4.1), omo o problema de minimiza¸ ao sem
restri¸ oes
 
opt
= argmin
 
q
>
e
R
ss
q
e
 2 
>
B
>
e
R
ss
q
e
+ 
>
R
blo
 (4.2)
em que
R
blo
=B
>
e
R
ss
B
e
(4.3)
india a matriz de autoorrela¸ ao do sinal de entrada estendido bloqueado
por B
e
e, da Equa¸ ao (4.1) tem-se w
opt
= q
e
 B
e
 
opt
. O gradiente da
Equa¸ ao (4.2) em rela¸ ao a  ´e
r
 

E
n
d
2
[n℄
o
= 2B
>
e
R
ss
(q
e
 B
e
 ): (4.4)
Igualandor
 

E
n
d
2
[n℄
o
ao vetor nulo, a solu¸ ao da equa¸ ao resultante em
rela¸ ao a  resulta em (BUCKLEY, 1986)
 
opt
=R
 1
blo
B
>
e
R
ss
q
e
: (4.5)
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na qual a matriz Hessiana de (4.2) (B
>
e
R
ss
B
e
) ´e denida positiva para R
ss
denida positiva logo  
opt
´e um ponto de m´nimo (FLETCHER, 1987).
4.2 Solu¸ ao adaptativa baseada no gradiente esto´astio
A an´alise deste ap´tulo, ontudo, trata da adapta¸ ao simultanea do
AEC e do BF, onsiderando a adapta¸ ao em diferentes estados da l´ogia de
ontrole neess´aria em sistemas reais de anelamento de eo (BERSHAD;
TOURNERET, 2006; TOURNERET; BERSHAD; BERMUDEZ, 2009).
Considere a matriz de bloqueio estendida
B
e
=
2
6
6
6
6
6
6
6
6
6
4
 I
N
AEC
0
N
AEC
(MN
BF
 N
C
)
0
MN
BF
N
AEC
B
3
7
7
7
7
7
7
7
7
7
5
(4.6)
em que B ´e a matriz de bloqueio onvenional ortogonal a C. Considere
tamb´em o partiionamento do vetor  [n℄ omo
 [n℄ =
h
 
>

h
[n℄  
>
b
[n℄
i
>
(4.7)
em que [ 

h
[n℄℄
i
= [ [n℄℄
i
, i = 1; : : :N
AEC
e [ 
b
[n℄℄
i
= [ [n℄℄
i+N
AEC
, i =
1; : : :MN
BF
 N
C
. Utilizando o vetor quiesente q
e
= [0
1N
AEC
b
>
q
℄
>
em
que C
>
b
q
= f tem-se das Equa¸ oes (4.1) e (4.6)
w[n℄ =
2
6
6
6
6
6
6
6
6
6
4
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N
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1
b
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3
7
7
7
7
7
7
7
7
7
5
+
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6
6
6
6
6
6
6
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4
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h
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 B 
b
[n℄
3
7
7
7
7
7
7
7
7
7
5
: (4.8)
162 4 AN
´
ALISE ESTAT. DO AEC AUX. POR UM AM NA F. GSC
Substituindo a Equa¸ ao (3.16) no lado esquerdo da Equa¸ ao (4.8) onlui-se
que
 

h
[n℄ =

h[n℄ (4.9)
e
b[n℄ = b
q
 B 
b
[n℄: (4.10)
A partir da Equa¸ ao (4.1) pode-se esrever a Equa¸ ao (4.4) na forma
r
 

E
n
d
2
[n℄
o
= 2B
>
e
R
ss
w = 2B
>
e
Efs[n℄d[n℄g (4.11)
na qual a Equa¸ ao (3.17) foi utilizada para obter a ´ultima expressao a direita.
Dado o partiionamento da Equa¸ ao (4.7) e utilizando a Equa¸ ao (4.9) tem-se
r
 

E
n
d
2
[n℄
o
=
h
r
T

h
(Efd
2
[n℄g) r
T
 
b
(Efd
2
[n℄g)
i
>
(4.12)
em que, das Equa¸ oes (3.15), (4.6) e (4.11) tem-se
r

h
(Efd
2
[n℄g) = 2Efu

h
[n℄d[n℄g (4.13a)
r
 
b
(Efd
2
[n℄g) = 2B
>
Efx
b
[n℄d[n℄g: (4.13b)
Apliando o m´etodo do gradiente (HAYKIN, 1993; SAYED, 2008)
para a obten¸ ao de equa¸ oes reursivas para

h[n℄ e  
b
[n℄, e utilizando as
Equa¸ oes (4.13a) e (4.13b), resulta em

h[n+1℄ =

h[n℄ 
AEC
Efu

h
[n℄d[n℄g (4.14a)
 
b
[n+1℄ = 
b
[n℄+
BF
B
>
Efx
b
[n℄d[n℄g (4.14b)
4.2 Solu¸ao adaptativa baseada no gradiente esto´astio 163
em que 
AEC
india o passo de adapta¸ ao do anelador de eo a´ustio e 
BF
india o passo de adapta¸ ao do onformador de feixes.
´
E importante salientar
que a Equa¸ ao (4.14), exeto quando 
AEC
= 
BF
, nao representa o algo-
ritmo do gradiente para [n℄. Portanto, o omportamento da Equa¸ ao (4.14),
mesmo quando B
>
e
B
e
= I , nao pode ser desrito pela an´alise do Cap´tulo 3
utilizando a equivalenia do Apendie D. Contudo, esse novo grau de e-
xibilidade ´e exatamente o que permite a an´alise do sistema BF-AEC om o
onformador de feixe na forma GSC em diferentes estados da l´ogia de on-
trole, que em geral age alterando os valores do par (
AEC
;
BF
).
Finalmente, utilizando a aproxima¸ ao esto´astia do algoritmo do gra-
diente, as Equa¸ oes (4.14a) e (4.14b) sao aproximadas por

h[n+1℄

h[n℄ 
AEC
u

h
[n℄d[n℄ (4.15a)
 
b
[n+1℄ 
b
[n℄+
BF
B
>
x
b
[n℄d[n℄ (4.15b)
em que Efu

h
[n℄d[n℄g  u

h
[n℄d[n℄ e Efx
b
[n℄d[n℄g  x
b
[n℄d[n℄. Essa
implementa¸ ao exige aproximadamente o mesmo n´umero de opera¸ oes por
itera¸ ao que a implementa¸ ao separada de um AEC baseado no LMS e de
um BF implementado na forma GSC om adapta¸ ao pelo algoritmo LMS.
A mem´oria utilizada ´e tamb´em aproximadamente a mesma, exigindo apenas
uma aloa¸ ao a mais para o passo de adapta¸ ao adiional.
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4.2.1 Modelo para a an´alise
Denindo a matriz de passos
M =
2
6
6
6
6
6
6
6
6
6
4

AEC
I
N
AEC
0
N
AEC
(MN
BF
 N
C
)
0
(MN
BF
 N
C
)N
AEC

BF
I
MN
BF
 N
C
3
7
7
7
7
7
7
7
7
7
5
(4.16)
as Equa¸ oes (4.15a) e (4.15b) podem ser esritas na forma de uma ´unia
equa¸ ao de atualiza¸ ao equivalente
 [n+1℄ = [n℄+MB
>
e
s[n℄d[n℄: (4.17)
A Equa¸ ao (4.17) ´e algebriamente equivalente a Equa¸ ao (4.15). Contudo,
ela simplia o tratamento matem´atio neess´ario a an´alise do algoritmo que
se torna uma adapta¸ ao om uma matriz de passos de adapta¸ ao estudada
previamente em Mikhael et al. (1986), Rupp e Cezanne (2000), Evans, Xue e
Liu (1993), Harris, Chabries e Bishop (1986), Dallinger e Rupp (2009).
´
E importante evideniar que, apesar das onsidera¸ oes feitas para a
obten¸ ao da Equa¸ ao (4.15), neste ap´tulo a an´alise ´e feita para uma forma
mais geral da Equa¸ ao (4.17), na qual ´e neess´ario apenas queM seja uma
matriz sim´etria denida positiva, B
e
uma matriz de posto ompleto de o-
lunas e que C
>
e
B
e
= 0
N
C
N
 
.
4.2.2 Vetor de erro nos oeientes
A partir do vetor de erro nos oeientes na forma direta da
Equa¸ ao (3.31) e da Equa¸ ao (4.1) pode-se esrever o vetor de erro nos
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oeientes omo
v[n℄ = q
e
 B
e
 [n℄ 

q
e
 B
e
 
opt

= B
e
#[n℄ (4.18)
em que #[n℄ =  [n℄  
opt
india o vetor de erro nos oeientes do ltro
sem restri¸ oes
2
ondiionado a B
e
e q
e
. Da Equa¸ ao (4.18), observa-se que
v[n℄ pertene a imagem de B
e
. Logo, v[n℄ pode ser determinado por meio
de #[n℄ ondiionado a B
e
. Nessa an´alise, o omportamento do sistema ´e
desrito pelas estat´stias de #[n℄.
Subtraindo  
opt
de ambos os lados da Equa¸ ao (4.17), utilizando a
Equa¸ ao (3.17) om w[n℄ = v[n℄+w
opt
e as Equa¸ oes (4.1) e (4.18) obt´em-
se uma equa¸ ao reursiva para #[n℄
#[n+1℄ =(I
N
 
 MB
>
e
s[n℄s
>
[n℄B
e
)#[n℄
+MB
>
e
s[n℄s
>
[n℄w
opt
:
(4.19)
4.3 An´alise estat´stia
Nesta se¸ ao, ´e feita a an´alise estat´stia do omportamento do anela-
dor de eo a´ustio auxiliado pelo arranjo de mirofones adaptado utilizando
a Equa¸ ao (4.17) que ´e uma forma mais geral da Equa¸ ao (4.15). Quando ne-
ess´ario, os resultados da an´alise sao partiularizados para failitar o uso do
modelo no projeto do anelador de eo a´ustio auxiliado por um arranjo de
mirofones implementado na forma GSC om passos de adapta¸ ao distintos.
O modelo preve o omportamento m´edio do vetor de erro nos oeientes,
2
Assim omo  , #[n℄ ´e denido ondiionado a q
e
e B
e
. Contudo por simpliidade de
nota¸ ao, esse ondiionamento ´e omitido nesse trabalho. Assim #j(B
e
;q
e
) = #
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a onvergenia da orrela¸ ao do vetor de erro nos oeientes e a potenia
m´edia de sa´da. O modelo ´e derivado a partir de estat´stias dos oeientes
de  [n℄ para sinais de entrada reais e estaion´arios e supondo plantas LEM
xas.
4.3.1 Considera¸ oes sobre as hip´oteses simpliadoras
A an´alise desse ap´tulo ´e feita sob o mesmo onjunto de
hip´oteses simpliadoras utilizadas no Cap´tulo 3. Para esse m, algu-
mas onsidera¸ oes devem ser feitas.
Hip´otese H4
Da hip´otese H4, tem-se (PAPOULIS; PILLAI, 2002, p. 245)
p((s[n℄s
>
[n℄);(w[n℄)) p((s[n℄s
>
[n℄))p((w[n℄)) (4.20)
em que p(a;b) india a fun¸ ao densidade de probabilidade onjunta de a e b,
(A) e (a) indiam fun¸ oes de uma matriz e vetor respetivamente. Sejam
(s[n℄s
>
[n℄) = B
>
e
s[n℄s
>
[n℄B
e
e (v[n℄) =  B
>
e
(w[n℄ w
opt
) = #[n℄
da Equa¸ ao (4.18) entao a hip´otese H4 implia que
p(B
>
e
s[n℄s
>
[n℄B
e
;#[n℄) p(B
>
e
s[n℄s
>
[n℄B
e
)p(#[n℄): (4.21)
ou seja, a hip´otese H4 ´e equivalente a hip´otese de que a dependenia es-
tat´stia entre B
>
e
s[n℄s
>
[n℄B
e
e #[n℄ pode ser desprezada. Potanto, essa
forma equivalente da hip´otese H4 ´e assumida durante a determina¸ ao do mo-
delo do omportamento da forma GSC.
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Hip´otese H3
A hip´otese H3 implia que a matriz C
e
tamb´em tem posto de o-
lunas ompleto pois rank(C
e
) = rank(C
>
e
) = rank([0
N
C
N
AEC
C
>
℄) =
rank(C
>
) =N
C
que oinide om o n´umero de olunas deC
e
. Das equa¸ oes
(3.24) e (4.1), subtraindo w
f
tem-se P
e
w = q
e
 w
f
 B
e
 em que q
e
´e
uma solu¸ ao fat´vel portanto pode ser deomposta segundo a Equa¸ ao (4.1)
em q
e
=w
f
 B
e
q
e
Be
na qualB
e
q
e
Be
representa a proje¸ ao de q
e
no espa¸o
ortogonal e omplementar ao espa¸o das olunas de C
e
. Portanto, pode-se
esrever
P
e
w = B
e
( +q
e
Be
); (4.22)
em que o lado esquerdo da Equa¸ ao (4.22) dene um subespa¸o (N
w
 
N
C
)-dimensional no espa¸o 
N
w
. Portanto, para que exista uma rela¸ ao
biun´voa entre as solu¸ oes na forma direta e na forma GSC, ´e neess´ario
que rank(B
e
) =N
 
. Logo, durante a an´alise assume-se queB
e
tem posto de
olunas ompleto.
4.3.2 Modelo do omportamento m´edio dos oeientes
Calulando o valor esperado da Equa¸ ao (4.19) utilizando a hip´otese
H4 o vetor m´edio de erro nos oeientes ´e desrito por
Ef#[n+1℄g =(I
N
 
 MB
>
e
R
ss
B
e
)Ef#[n℄g+MB
>
e
R
ss
w
opt
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em que o ´ultimo termo pode ser simpliado utilizando a Equa¸ ao (4.5) na
Equa¸ ao (4.1)
B
>
e
R
ss
w
opt
=B
>
e
R
ss
q
e
 R
blo
R
 1
blo
B
>
e
R
ss
q
e
= 0
N
 
: (4.23)
omR
blo
denido na Equa¸ ao (4.3). Portanto, o modelo do omportamento
m´edio do vetor de erro nos oeientes se reduz a
Ef#[n+1℄g = (I
N
 
 MR
blo
)Ef#[n℄g: (4.24)
A solu¸ ao de (4.24) em fun¸ ao de estat´stias da iniializa¸ ao do algoritmo ´e
dada por (CHEN, 1998)
Ef#[n℄g = (I
N
 
 MR
blo
)
n
Ef#[0℄g: (4.25)
Observa-se da Equa¸ ao (4.24) que a Equa¸ ao (4.17) onverge as-
sintotiamente para  
opt
quando todos os autovalores de I
N
 
 MR
blo
estao ontidos dentro do ´rulo de raio unit´ario no plano omplexo. Nesse
aso, a reursao da Equa¸ ao (4.17) produz solu¸ oes assintotiamente nao-
polarizadas em m´edia (HAYKIN, 1993; MANOLAKIS; INGLE; KOGON,
2000).
4.3.3 Modelo do omportamento da MOP
O omportamento transit´orio da MOP pode ser determinado alu-
lando o valor esperado de d
2
[n℄ utilizando a Equa¸ ao (3.17) om w[n℄ =
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w
opt
+v[n℄, as Equa¸ oes (4.18) e (4.23) e a hip´otese H4 para obter
J[n℄ = Efd
2
[n℄g
= Ef(w
opt
 B
e
#[n℄)
>
s[n℄s
>
[n℄(w
opt
 B
e
#[n℄)g
= J
min
 Ef#
>
[n℄gB
>
e
R
ss
w
opt
 w
>
opt
R
ss
B
e
Ef#[n℄g
+Ef#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
#[n℄g
= J
min
+Eftr(#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
#[n℄)g
= J
min
+ tr(Ef#[n℄#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
g)
= J
min
+ tr(R
##
[n℄R
blo
) (4.26)
em queR
##
[n℄ =Ef#[n℄#
>
[n℄g india a matriz de autoorrela¸ ao do ltro
sem restri¸ oes de dimensaoN
 
N
 
, o tra¸o de um esalar ´e igual ao pr´oprio
esalar, tr(AB) = tr(BA) e tr(EfAg) =Eftr(A)g. Para ompletar o modelo
da Equa¸ ao (4.26), ´e neess´ario obter uma expressao para o omportamento
da matrizR
##
[n℄.
4.3.4 Modelo do omportamento da matriz de autoorrela¸ ao do vetor de
erro nos oeientes do ltro sem restri¸ oes
Para desrever o omportamento da MOP na Equa¸ ao (4.26) ´e ne-
ess´ario um modelo para o omportamento de R
##
[n℄. Para esse m, p´os-
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multipliando a Equa¸ ao (4.19) por sua transposta obt´em-se
#[n+1℄#
>
[n+1℄ = #[n℄#
>
[n℄ MB
>
e
s[n℄s
>
[n℄B
e
#[n℄#
>
[n℄
 #[n℄#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
M
+MB
>
e
s[n℄s
>
[n℄B
e
#[n℄#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
M
+#[n℄w
>
opt
s[n℄s
>
[n℄B
e
M
+MB
>
e
s[n℄s
>
[n℄w
opt
#
>
[n℄
 MB
>
e
s[n℄s
>
[n℄B
e
#[n℄w
>
opt
s[n℄s
>
[n℄B
e
M
 MB
>
e
s[n℄s
>
[n℄w
opt
#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
M
+MB
>
e
s[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄B
e
M (4.27)
em queM =M
>
. Calulando o valor esperado da Equa¸ ao (4.27) e utili-
zando a hip´otese H4 hega-se a
R
##
[n+1℄ =R
##
[n℄ MR
blo
R
##
[n℄ R
##
[n℄R
blo
M
+Ef#[n℄gw
>
opt
R
ss
B
e
M+MB
>
e
R
ss
w
opt
Ef#
>
[n℄g
 MEfB
>
e
s[n℄s
>
[n℄B
e
#[n℄w
>
opt
s[n℄s
>
[n℄B
e
gM
 MEfB
>
e
s[n℄s
>
[n℄w
opt
#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
gM
+MEfB
>
e
s[n℄s
>
[n℄B
e
#[n℄#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
gM
+MEfB
>
e
s[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄B
e
gM: (4.28)
em que o quarto e quinto termos da Equa¸ ao (4.28) sao nulos de aordo om a
Equa¸ ao (4.23). Os ´alulos do sexto, oitavo e nono termos de (4.28) podem
ser feitos utilizando os proedimentos desrito nos Apendies K, M e L res-
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petivamente. O s´etimo termo ´e alulado a partir da transposi¸ ao do sexto
termo. Finalmente, substituindo as Equa¸ oes (K.2), (L.1) e (M.4) na Equa¸ ao
(4.28) o modelo resultante paraR
##
[n℄ ´e
R
##
[n+1℄ =R
##
[n℄ MR
blo
R
##
[n℄ R
##
[n℄R
blo
M
>
+ [J
min
+ tr(R
blo
R
##
[n℄)℄MR
blo
M
>
+2MR
blo
R
##
[n℄R
blo
M
>
:
(4.29)
A Equa¸ ao (4.29) ompleta o modelo da Equa¸ ao (4.26).
4.4 An´alise de Convergenia
A an´alise de onvergenia onvenional da Equa¸ ao (4.26), em fun¸ ao
da Equa¸ ao (4.29), onsiste em projetarR
##
[n℄ no espa¸o denido pelos au-
tovetores de R
blo
e estudar a onvergenia dos elementos da diagonal da
versao projetada deR
##
[n℄ (MANOLAKIS; INGLE; KOGON, 2000). Con-
siderando a deomposi¸ ao de R
blo
=Q
blo

blo
Q
>
blo
em que 
blo
e Q
blo
indiam as matrizes de autovalores e autovetores normalizados de R
blo
res-
petivamente, a Equa¸ ao (4.26) pode ser esrita em fun¸ ao da deomposi¸ ao
deR
blo
resultando em
J[n℄ = J
min
+ tr(R
##
[n℄Q
blo

blo
Q
>
blo
)
= J
min
+ tr(Q
>
blo
R
##
[n℄Q
blo

blo
)
=
N
 
X
j=1

blo
j
[Q
>
blo
R
##
[n℄Q
blo
℄
j;j
(4.30)
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em que tr(AB) = tr(BA) e 
blo
j
india o j-´esimo autovalor de R
blo
. O
modelo da MOP na Equa¸ ao (4.30) requer a desri¸ ao dos elementos da di-
agonal de Q
>
blo
R
##
[n℄Q
blo
. Pr´e-multipliando a Equa¸ ao (4.29) por Q
>
blo
e p´os-multipliando por Q
blo
, a reursao que desreve o omportamento de
Q
>
blo
R
##
[n℄Q
blo
´e
Q
>
blo
R
##
[n+1℄Q
blo
=Q
>
blo
R
##
[n℄Q
blo
 Q
>
blo
MQ
blo

blo
Q
>
blo
R
##
[n℄Q
blo
 Q
>
blo
R
##
[n℄Q
blo

blo
Q
>
blo
M
>
Q
blo
+ [J
min
+ tr(
blo
Q
>
blo
R
##
[n℄Q
blo
)℄Q
>
blo
MQ
blo

blo
Q
>
blo
M
>
Q
blo
+2Q
>
blo
MQ
blo

blo
Q
>
blo
R
##
[n℄Q
blo

blo
Q
>
blo
M
>
Q
blo
: (4.31)
A presen¸a de termos em fun¸ ao da matriz Q
>
blo
MQ
blo
, ontudo, exige
uma abordagem diferente. Exeto quando o produto entre M e R
blo
´e omutativo (MR
blo
= R
blo
M) a matriz Q
>
blo
MQ
blo
nao ´e diago-
nal (BERNSTEIN, 2005, p. 392) tornando a an´alise dos elementos diagonais
de Q
>
blo
R
##
[n℄Q
blo
exessivamente omplexa. A demonstra¸ ao do teo-
rema da diagonaliza¸ ao simultanea est´a desrita no apendie N. Em partiular
para a atualiza¸ ao segundo a Equa¸ ao (4.15) om 
AEC
, 
BF
, observa-se
que, das Equa¸ oes (3.15), (4.6) e (4.16)
MR
blo
=
2
6
6
6
6
6
6
6
6
6
4

AEC
R
u

h
u

h

AEC
R
u

h
x
b
B

BF
(R
u

h
x
b
B)
>

BF
B
>
R
x
b
x
b
B
3
7
7
7
7
7
7
7
7
7
5
(4.32)
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e
R
blo
M =
2
6
6
6
6
6
6
6
6
6
4

AEC
R
u

h
u

h

BF
R
u

h
x
b
B

AEC
(R
u

h
x
b
B)
>

BF
B
>
R
x
b
x
b
B
3
7
7
7
7
7
7
7
7
7
5
:
Portanto, a multiplia¸ ao de R
blo
porM nao ´e omutativa mesmo para
ongura¸ oes simples deM e B
e
. Nesse aso, a Equa¸ ao (4.29) nao ´e
failmente diagonaliz´avel pela proje¸ ao nos autovetores de R
blo
por re-
sultar em uma proje¸ ao de M no espa¸o dos autovalores de R
blo
nao-
diagonal (BERNSTEIN, 2005, p. 392). Contudo, ´e poss´vel diagonali-
zar simultaneamenteM e R
blo
por meio de diagonaliza¸ ao ontragradi-
ente (BERNSTEIN, 2005, p. 465),(HORN; JOHNSON, 1990, p. 466). Ini-
ialmente, omo a matrizM ´e sim´etria e denida positiva ela tem uma
fatora¸ ao de Cholesky M = LL
>
om L nao singular (HORN; JOHN-
SON, 1990, p. 407), (STRANG, 1988, p. 334), (MEYER; MEYER, 2001,
p. 559), (GOLUB; LOAN, 2013, p. 163). Portanto, a onvergenia da
Equa¸ ao (4.29) pode ser estudada por meio das estat´stias de segunda ordem
do vetor de erro nos oeientes do ltro sem restri¸ oes transformado [n℄ =
L
 1
#[n℄, sua respetiva matriz de autoorrela¸ aoR

[n℄=Ef[n℄
>
[n℄g=
L
 1
R
##
[n℄L
 >
e da matriz de autoorrela¸ ao do vetor de entrada bloque-
ado no dom´nio transformado
R
mod
= EfL
>
B
>
e
s[n℄(L
>
B
>
e
s[n℄)
>
g =L
>
R
blo
L: (4.33)
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Logo, pr´e-multipliando a Equa¸ ao (4.29) por L
 1
, p´os-multipliando por
L
 >
e
tr(R
##
[n℄R
blo
) = tr(R
##
[n℄(L
>
)
 1
L
>
R
blo
LL
 1
)
= tr
h
(L
 1
R
##
[n℄L
 >
)(L
>
R
blo
L)
i
= tr(R

[n℄R
mod
) (4.34)
obt´em-se uma reursao paraR

[n℄
R

[n+1℄ =R

[n℄ R
mod
R

[n℄ R

[n℄R
mod
+R
mod
[J
min
+ tr(R

[n℄R
mod
)℄
+2R
mod
R

[n℄R
mod
(4.35)
em que R
mod
´e uma matriz sim´etria e denida positiva. Assim, R
mod
´e
diagonaliz´avel por meio de R
mod
= Q
mod

mod
Q
>
mod
em que Q
>
mod
Q
mod
=
I
N
 
e

mod
= diag(
mod
1
;
mod
2
; : : : ;
mod
N
 
) (4.36)
em que 
mod
i
india o i-´esimo autovalor de R
mod
. A pr´e-multiplia¸ ao da
Equa¸ ao (4.35) porQ
>
mod
e p´os-multiplia¸ ao porQ
mod
resulta em
R

[n+1℄ =R

[n℄ 
mod
R

[n℄ R

[n℄
mod
+2
mod
R

[n℄
mod
+
mod
(J
min
+ tr(R

[n℄
mod
)) (4.37)
em que R

[n℄ =Q
>
mod
R

[n℄Q
mod
.
´
E f´ail mostrar que R

[n℄ ´e a matriz de autoorrela¸ ao do vetor
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Q
>
mod
L
 1
#[n℄
R

[n℄ =Q
>
mod
L
 1
Ef#[n℄#
>
[n℄gL
 >
Q
mod
= E

h
Q
>
mod
L
 1
#[n℄
i h
Q
>
mod
L
 1
#[n℄
i
>

(4.38)
portantoR

[n℄ ´e semi-denida positiva. Logo [R

[n℄℄
2
i;j
 [R

[n℄℄
i;i
[R

[n℄℄
j;j
,
[R

[n℄℄
i;i
 0 (PAPOULIS; PILLAI, 2002, p. 251), (PRUSSING,
1986) e a onvergenia da Equa¸ ao (4.37) ´e garantida pela onvergenia
de seus elementos na diagonal prinipal (HAYKIN, 1993; MANOLA-
KIS; INGLE; KOGON, 2000). Portanto, o estudo da onvergenia da
Equa¸ ao (4.37) pode ser feito restrito aos elementos da diagonal prini-
pal de R

[n℄. Sejam [

[n℄℄
i
= [R

[n℄℄
i;i
, i = 1; : : : ;N
 
os elementos
do vetor 

[n℄ ontendo os elementos da diagonal prinipal de R

[n℄ e

mod
= [
mod
1

mod
2
: : : 
mod
N
 
℄
>
o vetor de autovalores de R
mod
.
Entao, os elementos da diagonal da Equa¸ ao (4.37) podem ser esritos omo
[

[n+1℄℄
i
=
h
(1 
mod
i
)
2
+
2
mod
i
i
[

[n℄℄
i
+
i

>
mod


[n℄+
i
J
min
:
(4.39)
Portanto, notando que 
>
mod


[n℄ = tr(
mod
R

[n℄) e denindo

mod
= diag(
1
; 
2
; : : : ; 
N
 
)+
mod

>
mod
(4.40)
em que 
k
= (1 
mod
k
)
2
+
2
mod
k
, tem-se que


[n+1℄ =
mod


[n℄+J
min

mod
(4.41)
Observa-se que da Equa¸ ao (4.40) a matriz 
mod
´e sim´etria. 
mod
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tamb´em ´e denida positiva pois para qualquer vetor N
 
-dimensional nao-
nulo  tem-se

>

mod
 =
>
diag(
1
; 
2
; : : : ; 
N
 
)+
>

mod

>
mod

=
N
 
X
k=1

(1 
mod
k
)
2
+
2
mod
k

([℄
k
)
2
+ (
>
mod
)
2
> 0:
A solu¸ ao da Equa¸ ao (4.41) ´e (KAILATH, 1980)


[n℄ =
n
mod


[0℄+J
min
n 1
X
j=0

j
mod

mod
: (4.42)
Utilizando a Equa¸ ao (4.42), ´e poss´vel determinar as ondi¸ oes de estabili-
dade e o omportamento em regime-permanente da Equa¸ ao (4.17).
4.4.1 Condi¸ oes de Estabilidade
Condi¸ oes de estabilidade do vetor de erro m´edio nos oeientes
Pr´e-multipliando a Equa¸ ao (4.24) iniialmente por L
 1
e em se-
guida por Q
>
mod
, o omportamento do vetor de erro nos oeientes do ltro
sem restri¸ oes modiado ´e desrito por
Ef[n+1℄g = (I
N
 
 R
mod
)Ef[n℄g
Q
>
mod
Ef[n+1℄g = (I
N
 
 
mod
)Q
>
mod
Ef[n℄g: (4.43)
Como a matriz R
mod
´e sim´etria e denida positiva seus autovalores sao to-
dos reais e maiores que zero. Portanto, a Equa¸ ao (4.43) onverge assintoti-
amente para 0
N
 
1
se os autovalores de I
N
 
 R
mod
estiverem dentro do
´rulo de raio unit´ario (HAYKIN, 1993; MANOLAKIS; INGLE; KOGON,
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2000; SAYED, 2008). Logo, a onvergenia assint´otia, em m´edia, do vetor
de oeientes ´e garantida se
 1< 1 
mod
k
< 1
ou
0< 
mod
k
< 2:
Devido a diuldade de estima¸ ao dos autovalores individuais de R
mod
em
tempo real (MESTRE, 2008), uma ondi¸ ao suiente pode ser esrita na
forma (HAYKIN, 1993; MANOLAKIS; INGLE; KOGON, 2000)
tr(R
mod
) = tr(L
>
R
blo
L) = tr(MR
blo
)< 2: (4.44)
Condi¸ oes de estabilidade para o momento estat´stio de segunda ordem
Assumindo a onvergenia da Equa¸ ao (4.42), a Equa¸ ao (4.39) on-
verge assintotiamente para
[

[1℄℄
i
=
h
(1 
mod
i
)
2
+
2
mod
i
i
[

[1℄℄
i
+
i

>
mod


[1℄+
i
J
min
:
uja solu¸ ao ´e dada por
[

[1℄℄
i
=

mod
i
(
>
mod


[1℄+J
min
)
1  (1 2
mod
i
+2
2
mod
i
)
=

>
mod


[1℄+J
min
2 2
mod
i
: (4.45)
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A utiliza¸ ao da Equa¸ ao (4.45) para o ´alulo de
>
mod


[1℄=
P
N
 
i=1

mod
i
[

[1℄℄
i
resulta em

>
mod


[1℄ = (
>
mod


[1℄+J
min
)
1
2
N
 
X
i=1

mod
i
1 
mod
i
: (4.46)
A solu¸ ao da Equa¸ ao (4.46) em rela¸ ao a 
>
mod


[1℄ ´e dada por

>
mod


[1℄ = J
min
1
2
P
N
 
i=1

mod
i
1 
mod
i
1 
1
2
P
N
 
i=1

mod
i
1 
mod
i
= J
min
g(
mod
)
1 g(
mod
)
em que
g(
mod
) =
1
2
N
 
X
i=1

mod
i
1 
mod
i
: (4.47)
A substitui¸ ao da Equa¸ ao (4.47) na Equa¸ ao (4.46) resulta em
g(
mod
) =

>
mod


[1℄

>
mod


[1℄+J
min
: (4.48)
Considerando que J
min
> 0, 
mod
i
> 0 e [

[1℄℄
i
> 0 para i = 1; : : : ;N
 
onlui-se a partir da Equa¸ ao (4.48) que (MANOLAKIS; INGLE; KOGON,
2000; SOLO; KONG, 1995; NASCIMENTO, 1999; HOROWITZ; SENNE,
1981; FEUER; WEINSTEIN, 1985)
0 g(
mod
) =
1
2
N
 
X
i=1

mod
i
1 
mod
i
< 1: (4.49)
Uma ondi¸ ao suiente para garantir o limite de estabilidade des-
rito pela Equa¸ ao (4.49) ´e 0< tr(R
mod
)<
2
3
(HOROWITZ; SENNE, 1981;
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FEUER; WEINSTEIN, 1985). Nao obstante, esse mesmo limite para a esta-
bilidade do momento estat´stio de segunda ordem pode ser enontrado por
meio do Teorema dos disos de Gershgorin.
Condi¸ oes de estabilidade para o momento estat´stio de segunda ordem
segundo o Teorema dos disos de Gershgorin
A ombina¸ ao das Equa¸ oes (4.42) e (4.26) na qual tr(R
##
[n℄R
blo
)=

>
mod


[n℄ formam um sistema de equa¸ oes espa¸o-estado


[n+1℄ =
mod


[n℄+J
min

mod
J[n℄ = J
min
+
>
mod


[n℄:
Existe uma extensa literatura no tratamento de equa¸ oes nessa forma (CHEN,
1998; KAILATH, 1980; KAILATH; SAYED; HASSIBI, 2000). A esta-
bilidade de sistemas desritos nessa forma ´e determinada exlusivamente
pela loaliza¸ ao dos autovalores da matriz 
mod
indiados por 

mod
k
, k =
1; : : : ;N
 
(KAILATH, 1980). Contudo, mesmo na ausenia do onheimento
dos autovalores individuais de
mod
, uma ondi¸ ao suiente pode ser deter-
minada a partir do teorema dos ´rulos de Gershgorin (BRUALDI; MEL-
LENDORF, 1994). Dada a matriz 
mod
da Equa¸ ao (4.40) e sabendo que
seus autovalores sao reais e positivos, tem-se


mod
k
< 
k
+
mod
k
N
 
X
j=1

mod
j
< 1 2
mod
k
+2
2
mod
k
+
mod
k
tr(R
mod
); 8k: (4.50)
180 4 AN
´
ALISE ESTAT. DO AEC AUX. POR UM AM NA F. GSC
A estabilidade da Equa¸ ao (4.42) ´e garantida se 

mod
k
< 1 k = 1; : : : ;N
 
.
Portanto, ´e suiente restringir o limite superior da Equa¸ ao (4.50) a valores
menores que 1. Rearranjando os temos, tem-se
 2
mod
k
+2
2
mod
k
+
mod
k
tr(R
mod
)< 0; 8k (4.51)
que implia que 
mod
k
, 0 e
2maxf
mod
k
g+ tr(R
mod
)< 2: (4.52)
Durante o projeto do algoritmo, uma estimativa on´avel dos autova-
lores de R
mod
geralmente nao est´a dispon´vel a priori. Logo nao ´e poss´vel
utilizar a Equa¸ ao (4.52) para derivar limites de estabilidade. Contudo, ´e
poss´vel utilizar a desigualdade
maxf
mod
k
g  tr(R
mod
)
para obter a seguinte ondi¸ ao suiente para a estabilidade (HOROWITZ;
SENNE, 1981; FEUER; WEINSTEIN, 1985):
tr(R
mod
) =
N
 
X
k=1

mod
k
<
2
3
: (4.53)
O limite de estabilidade da Equa¸ ao (4.53) est´a ontido no limite
de estabilidade da Equa¸ ao (4.44). Portanto, durante o projeto ´e sui-
ente satisfazer a Equa¸ ao (4.53) para garantir a onvergenia assint´otia da
Equa¸ ao (4.17)
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Condi¸ oes de estabilidade para a adapta¸ ao om passos distintos
Da Equa¸ ao (4.33) tem-se tr(R
mod
)= tr(L
>
R
blo
L)= tr(MR
blo
) em
que tr(AB)= tr(BA) eM=LL
>
. O tra¸o deMR
blo
, quando a adapta¸ ao
oorre segundo a Equa¸ ao (4.15), pode ser alulado a partir da soma dos
tra¸os dos bloos diagonais da Equa¸ ao (4.32), resultando em
tr(R
mod
) = 
AEC
tr(R
u

h
u

h
)+
BF
tr(B
>
R
x
b
x
b
B): (4.54)
Logo, a ondi¸ ao de estabilidade da Equa¸ ao (4.53) pode ser esrita omo

AEC
tr(R
u

h
u

h
)+
BF
tr(B
>
R
x
b
x
b
B)<
2
3
: (4.55)
4.4.2 MOP em exesso
Para avaliar a inuenia deM na onvergenia da Equa¸ ao (4.17),
em geral, ´e interessante analisar separadamente a MOP em exesso J
ex
[n℄.
Substituindo a Equa¸ ao (4.34) na Equa¸ ao (4.26) e denindo
J
ex
[n℄ = J[n℄ J
min
= tr(R

[n℄R
mod
)
= tr(Q
mod
Q
>
mod
R

[n℄Q
mod
Q
>
mod
R
mod
)
= tr(Q
>
mod
R

[n℄Q
mod
Q
>
mod
R
mod
Q
mod
)
= tr(R

[n+1℄
mod
)
= 
>
mod


[n℄ (4.56)
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ou, adiionando J
min
a ambos os lados da Equa¸ ao (4.56), tem-se novamente
a expressao para a MOP
J[n℄ = J
min
+
>
mod


[n℄: (4.57)
em que [
mod
℄
i
> 0 e [

[n℄℄
i
> 0, i = 1; : : : ;N
 
. Portanto, J[n℄  J
min
.
Essa propriedade ´e onsequenia da Equa¸ ao (4.29), em que o termo
J
min
MR
blo
M
>
impede a onvergenia de R
##
[n℄ para uma matriz
nula (HAYKIN, 1993, p 321). Esse omportamento ´e onsistente om a
observa¸ ao de que o vetor de erro nos oeientes pode se aproximar de
um vetor nulo mas, devido ao uso de passos de adapta¸ ao maiores que zero,
quando pr´oximos da solu¸ ao ´otima os oeientes sofrem atualiza¸ oes que
ausam pequenas utua¸ oes ao redor da solu¸ ao ´otima.
4.4.3 Regime permanente da MOP em exesso
Quando a ondi¸ ao de estabilidade da Equa¸ ao (4.52) ´e respei-
tada, lim
n!

n
mod
! 0
N
 
N
 
e, onsequentemente, lim
n!1


[n + 1℄ =
lim
n!1


[n℄ = 

[1℄. Nesse aso, substituindo a Equa¸ ao (4.56) na
Equa¸ ao (4.39) para n!1, o i-´esimo elemento de 

[1℄ ´e desrito por
[

[1℄℄
i
=
h
(1 
mod
i
)
2
+
2
mod
i
i
[

[1℄℄
i
+
mod
i
(J
ex
[1℄+J
min
)
h
1 

1 2
mod
i
+2
2
mod
i
 i
[

[1℄℄
i
= 
mod
i
(J
ex
[1℄+J
min
)
[

[1℄℄
i
= (J
ex
[1℄+J
min
)
1
2 2
mod
i
(4.58)
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A substitui¸ ao da Equa¸ ao(4.58) na Equa¸ ao (4.56) resulta em
J
ex
[1℄ = (J
ex
[1℄+J
min
)
1
2
N
 
X
i=1

mod
i
1 
mod
i
0
B
B
B
B
B
B
B

1 
1
2
N
 
X
i=1

mod
i
1 
mod
i
1
C
C
C
C
C
C
C
A
J
ex
[1℄ = J
min
1
2
N
 
X
i=1

mod
i
1 
mod
i
J
ex
[1℄ = J
min
1
2
P
N
 
i=1

mod
i
1 
mod
i
1 
1
2
P
N
 
i=1

mod
i
1 
mod
i
: (4.59)
Das Equa¸ oes (4.3), (4.33), e da hip´otese H3, onlui-se que R
mod
´e uma
matriz sim´etria e denida positiva (HORN; JOHNSON, 1990). Portanto,
seu autovalor de maior magnitude est´a relaionado ao maior valor singular
por meio de maxf
mod
g =maxf
mod
g em que 
mod
india o vetor ontendo
os valores singulares deR
mod
. O maior valor singular de uma matriz tamb´em
´e igual a sua norma Eulidiana (CHEN, 1998, pg.78). Logo, a utiliza¸ ao da
propriedade submultipliativa (GOLUB; LOAN, 2013, p 56) da norma 2 em
R
mod
=L
>
R
blo
L resulta em um limite superior para
maxf
mod
g = kL
>
R
blo
Lk
2
 kL
T
k
2
kR
blo
k
2
kLk
2
= kMk
2
kR
blo
k
2
(4.60)
em queM e R
blo
sao matrizes sim´etrias e denidas positivas e, portanto,
om autovalores reais e positivos. A igualdade da segunda linha pode ser
obtida por meio da deomposi¸ ao em valores singulares deL =U
L

L
V
>
L
na
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qual
M =LL
>
=U
L

2
L
U
>
L
em que V
>
L
V
L
e 
L
= 
>
L
. Portanto, o maior valor singular deM ´e igual ao
maior valor singular de L ao quadrado entao kMk
2
= kLk
2
kL
T
k
2
. As-
sim, para maxf
M
gmaxf
blo
g  1 em que 
M
e 
blo
indiam veto-
res ontendo os autovalores deM e R
blo
respetivamente, onlui-se que
maxf
mod
g 1 e pode-se aproximar a Equa¸ ao (4.59) por
J
ex
[1℄ J
min
1
2
tr(R
mod
)
1 
1
2
tr(R
mod
)
: (4.61)
Se tr(R
mod
) 2, o denominador da Equa¸ ao (4.61) torna-se aproximada-
mente 1 e uma aproxima¸ ao adiional pode ser realizada resultando em
J
ex
[1℄
1
2
J
min
tr(R
mod
) (4.62)
Regime permanente da MOP em exesso para a adapta¸ ao om passos
distintos
Substituindo a Equa¸ ao (4.54) na Equa¸ ao (4.61), a MOP em exesso
em regime permanente quando a adapta¸ ao ´e feita utilizando a reursao da
Equa¸ ao (4.15) ´e desrita por
J
ex
[1℄ = J
min

AEC
tr(R
u

h
u

h
)+
BF
tr(B
>
R
x
b
x
b
B)
2 
AEC
tr(R
u

h
u

h
) 
BF
tr(B
>
R
x
b
x
b
B)
: (4.63)
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Alternativamente, substituindo a Equa¸ ao (4.54) na Equa¸ ao (4.62) a
aproxima¸ ao para a MOP em exesso em regime permanente ´e esrita omo
J
ex
[1℄
J
min
2
h

AEC
tr(R
u

h
u

h
)+
BF
tr(B
>
R
x
b
x
b
B)
i
; (4.64)
ou seja, uma ombina¸ ao linear dos passos de adapta¸ ao do AEC e do BF.
4.5 Proposta de um novo algoritmo para a otimiza¸ ao onjunta
O uso da otimiza¸ ao onjunta no projeto de sistemas baseados na
estrutura BF-AEC apresenta algumas vantagens omo a possibilidade de
explorar uma superf´ie de desempenho om solu¸ oes ´otimas mais ea-
zes (MARUO; BERMUDEZ; RESENDE, 2011) e a possibilidade do uso
de estrat´egias de solu¸ ao baseadas no LCMV adaptativo (MARUO; BER-
MUDEZ; RESENDE, 2014a). Contudo, estrat´egias baseadas na otimiza¸ ao
loal do onformador de feixe tendem a se adaptar mais rapidamente pois,
em geral, os aneladores de eo tem omprimento signiativamente mais
longo que os BFs e a adapta¸ ao do onformador de feixe nao ´e inueniada
pelo estado do AEC. Os resultados da an´alise realizada nas Se¸ oes 4.3 e 4.4
sao v´alidos para a adapta¸ ao utilizando a Equa¸ ao (4.17) bastando queM
seja uma matriz denida positiva, que B
e
apresente posto ompleto de olu-
nas e que C
>
e
B
e
= 0
N
C
N
 
. Satisfeitas essas ondi¸ oes, a possibilidade de
adapta¸ ao em dire¸ oes diferentes da denida pelo gradiente esto´astio pode
ser explorada para obter ganhos em veloidade de onvergenia.
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4.5.1 Matriz de passos branqueadora
Resultados te´orios anteriores mostram que a veloidade de on-
vergenia da Equa¸ ao (4.17) apresenta um aumento quando o espalhamento
dos autovalores de R
mod
diminui (HAYKIN, 1993; MANOLAKIS; INGLE;
KOGON, 2000; SAYED, 2008), alan¸ando sua m´axima veloidade de on-
vergenia quando a multipliidade alg´ebria dos autovalores de R
mod
´e N
 
,
ou seja quando todos os autovalores sao iguais. Nesse aso, 
mod
= 
mod
I
N
 
e R
mod
= 
mod
Q
mod
Q
>
mod
= 
mod
I
N
 
. Portanto, da Equa¸ ao (4.33), divi-
dindo ambos os lados por 
mod
, 0 tem-se
L
>
 
1

mod
R
blo
L
!
= I
N
 
: (4.65)
A Equa¸ ao (4.65) ´e v´alida se e somente se
L
>
=
 
1

mod
R
blo
L
!
 1
= 
mod
L
 1
R
 1
blo
: (4.66)
Logo, pr´e multipliando a Equa¸ ao (4.66) porL e observando queM=LL
>
M = 
mod
R
 1
blo
: (4.67)
Ao mesmo tempo, quando tr(
mod
) = N
 

mod
, a Equa¸ ao (4.61) re-
vela que
J
ex
[1℄ = J
min
1
2
N
 

mod
1 
1
2
N
 

mod
(J
min
+J
ex
[1℄)
1
2
N
 

mod
= J
ex
[1℄

mod
=
2
N
 
J
ex
[1℄
J
min
+J
ex
[1℄
: (4.68)
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Finalmente, a matriz de passos que desorrelaionaR
mod
, em fun¸ ao daMOP
em exesso, ´e dada pelas Equa¸ oes (4.67) e (4.68):
M =
2
N
 
J
ex
[1℄
J[1℄
(B
>
e
R
ss
B
e
)
 1
: (4.69)
Essa abordagem apresenta duas desvantagens evidentes. A primeira ´e a ne-
essidade de onheimento sobre as estat´stias de segunda ordem do sinal
s[n℄ a priori. A segunda ´e que a inversao de B
>
e
R
ss
B
e
na Equa¸ ao pode
gerar matrizes om grau de esparsidade nulo.
Substituindo a Equa¸ ao (4.69) na Equa¸ ao (4.17) a reursao resultante
´e
 [n+1℄ = [n℄+
2
N
 
J
ex
[1℄
J[1℄
(B
>
e
R
ss
B
e
)
 1
B
>
e
s[n℄d[n℄: (4.70)
Interpreta¸ ao alternativa omo um algoritmo Quase-Newton
O algoritmo de Newton-Raphson realiza a busa de solu¸ oes por meio
de (FLETCHER, 1987; THEODORIDIS, 2001)
 [n+1℄ = [n℄+2W[n℄r
 

E
n
d
2
[n℄
o
(4.71)
em queW[n℄ india a matriz de pesos do algoritmo Newton-Raphson. A
esolha mais popular deW[n℄ ´e proporional a inversa da matriz Hessiana
da superf´ie de desempenho da Equa¸ ao (4.2) desrita por
r
2
 

E
n
d
2
[n℄
o
= 2R
blo
= 2B
>
e
R
ss
B
e
: (4.72)
A prinipal diuldade no uso do m´etodo de Newton-Raphson ´e a ne-
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essidade do ´alulo de derivadas de segunda ordem da fun¸ ao objetivo para
a forma¸ ao da MatrizW[n℄. Isso requer a avalia¸ ao de N
2
 
fun¸ oes esala-
res a ada itera¸ ao (DENNIS JR.; MOR
´
E, 1977). Alternativamente, quando
a matriz Hessiana da Equa¸ ao (4.2) ´e muito omplexa para ser omputada em
tempo real, ´e poss´vel utilizar uma aproxima¸ ao em seu lugar. Segundo Den-
nis Jr. e Mor´e (1977) e Brent (1973), uma t´enia v´alida para reduzir a om-
plexidade omputaional de m´etodos quase Newton quando a varia¸ ao das
derivadas de segunda ordem oorre lentamente onsiste no uso de derivadas
de segunda ordem xas. A onvergenia do algoritmo para solu¸ oes ´otimas
´e garantida seW for uma matriz denida positiva (FLETCHER, 1987, pp
2223).
Finalmente, a Equa¸ ao (4.71) pode ser aproximada por meio da
aproxima¸ ao esto´astia do algoritmo do gradiente para a determina¸ ao
de uma equa¸ ao reursiva de um algoritmo Quase-Newton. Assim, a
Equa¸ ao (4.71) pode ser aproximada por
 [n+1℄ [n℄+2WB
>
e
s[n℄d[n℄ (4.73)
Supondo que existe uma estimativa deW 
1
2
(B
>
e
R
ss
B
e
)
 1
dispon´vel ba-
seada na estima¸ ao a priori de B
>
e
R
ss
B
e
ou (B
>
e
R
ss
B
e
)
 1
para sinais de
entrada estaion´arios entao a Equa¸ ao (4.73) pode ser aproximada por
 [n+1℄ [n℄+(B
>
e
R
ss
B
e
)
 1
B
>
e
s[n℄d[n℄ (4.74)
em que a Equa¸ ao (4.70) ´e um aso partiular da Equa¸ ao (4.74) quando
 =
2
N
 
J
ex
[1℄
J[1℄
.
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4.6 Resumo
Este ap´tulo apresentou uma an´alise estat´stia para o omportamento
do anelador de eo auxiliado por um arranjo de mirofones om o onfor-
mador de feixe implementado na forma GSC e adapta¸ ao utilizando o algo-
ritmo LMS em ummeio estaion´ario, onsiderando um sinal de entrada Gaus-
siano de m´edia zero. O modelo onsidera a utiliza¸ ao de passos de adapta¸ ao
independentes para o AEC e o BF. Assim, a adapta¸ ao durante diferentes
est´agios da l´ogia de ontrole de double-talk pode ser prevista, o que permite
uma melhor ompreensao do proesso adaptativo. Equa¸ oes reursivas deter-
min´stias foram desenvolvidas para o omportamento da potenia m´edia de
sa´da do sistema. O modelo ´e v´alido para a predi¸ ao do omportamento de
um LCMV onvenional implementado na forma GSC e adapta¸ ao utilizando
o algoritmo LMS.
O modelo permite tamb´em mostrar que a m´axima veloidade de
onvergenia oorre quando aplia-se um ajuste matriial para o passo de
adapta¸ ao, e que essa solu¸ ao orresponde a um algoritmo quase-Newton.
No pr´oximo ap´tulo serao apresentados os resultados de simula¸ oes
e proedimentos num´erios para omprovar a validade dos modelos de om-
portamento desenvolvidos nos Cap´tulos 3 e 4.
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5 RESULTADOS
Neste ap´tulo sao apresentados resultados de simula¸ oes e proedi-
mentos num´erios que demonstram a validade dos modelos anal´tios desen-
volvidos nos ap´tulos anteriores. Apesar dos modelos desse trabalho nao
onsiderarem efeitos de nao-estaionariedade, as previsoes sao onfrontadas
om simula¸ oes utilizando plantas LEM que se modiam segundo um mo-
delo de aminhada aleat´oria (random-walk) e sinais de voz reais om pausas
removidas. Para demonstrar a viabilidade dos modelos desenvolvidos, alguns
exemplos de projeto sao apresentados e suas previsoes sao omprovadas por
meio de simula¸ oes de Monte-Carlo.
5.1 An´alise da superf´ie de desempenho
A partir da superf´ie de desempenho desrita na Equa¸ ao (3.20)
´e poss´vel observar a varia¸ ao na MOP, supondo oeientes ´otimos, em
fun¸ ao do n´umero de mirofones, do omprimento do anelador de eo
a´ustio e de estat´stias dos sinais de entrada.
´
E poss´vel omprovar que
a solu¸ ao om otimiza¸ ao onjunta tem o potenial de obter solu¸ oes om
menor MOP quando omparada a solu¸ ao om otimiza¸ ao do BF indepen-
dente do AEC (MARUO; BERMUDEZ; RESENDE, 2011). Na Figura 5.1
sao omparadas as potenias residuais de eo de um sistema om um
´unio mirofone (AEC), a estrutura BF-AEC om otimiza¸ ao onvenional
(BF-AEC) e onjunta (jo BF-AEC) om 2, 4 e 8 mirofones assumindo
sobreamostragem espaial. Para a otimiza¸ ao onvenional, a solu¸ ao ´otima
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do onformador de feixe foi alulada utilizando a Equa¸ ao (2.46) e a MOP
´otima ´e alulada ondiionada a b
opt
(MARUO; BERMUDEZ; RESENDE,
2011). Para a solu¸ ao utilizando a otimiza¸ ao onjunta, a MOP foi alulada
diretamente a partir da Equa¸ ao (3.23). Nesse exemplo sao onsiderados
anais de eo segundo modelo exponenial para m´ultiplos mirofones, uma
sala om tempo de reverbera¸ ao de 100 ms, sinal de far-end autorregressivo
de ordem 1 e oeiente a
1
=  0:9 om m´edia nula e variania unit´aria e
ru´dos branos Gaussianos de m´edia nula e variania 10
 6
apliados em ada
mirofone. O omprimento das respostas ao impulso das plantas LEM on-
sideradas ´e de N
h
= 1024 amostras a uma taxa de amostragem f
s
= 8192 Hz.
Observa-se que o desempenho de uma estrutura BF-AEC om otimiza¸ ao
onvenional apresenta potenia de eo residual maior que o de um sistema
om somente um mirofone quando um omprimento do AEC aproxima-se
do omprimento da resposta ao impulso da sala. Observa-se tamb´em que,
para um mesmo n´umero de mirofones e mesmo omprimento do AEC, a
solu¸ ao ´otima da otimiza¸ ao onjunta apresenta potenia residual de eo
menor que a obtida pela solu¸ ao ´otima da otimiza¸ ao onvenional.
5.2 Resultados para o AEC auxiliado por um arranjo de mirofones na
forma direta
Essa se¸ ao apresenta simula¸ oes e exemplos de projeto para veri-
ar a preisao do modelo desenvolvido no Cap´tulo 3 e mostrar sua viabi-
lidade omo ferramenta de aux´lio ao projetista. Os resultados dessa se¸ ao
enontram-se tamb´em em Maruo, Bermudez e Resende (2014a).
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(MARUO; BERMUDEZ;
RESENDE, 2011)
Nas simula¸ oes dessa se¸ ao, o sinal de far-end foi aproximado por um
proesso autorregressivo AR1(a
1
) dado por u[n℄ = a
1
u[n 1℄+z[n℄, em que
z[n℄ ´e um ru´do brano Gaussiano de m´edia nula e variania 
2
z
seleionada
de modo que a variania de u[n℄, 
2
u
= 1. Nessa simula¸ ao assume-se que
os oeientes sao adaptados durante um per´odo de ausenia de fala loal na
dire¸ ao de interesse. As plantas LEM foram geradas a partir do proedimento
desrito no Apendie P assumindo um arranjo linear e uniforme de mirofo-
nes, que resulta em respostas ao impulso espaialmente orrelaionadas.
5.2.1 Veria¸ ao da preisao
A Figura 5.2 mostra algumas simula¸ oes om o objetivo de observar a
preisao do modelo derivado no Cap´tulo 3 em fun¸ ao do grau de orrela¸ ao
dos sinais de far-end e para diferentes passos de adapta¸ ao. As simula¸ oes
foram realizadas om M = 2 mirofones e respostas ao impulso das plantas
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Figura 5.2: Compara¸ ao entre as previsoes do modelo proposto e simula¸ oes
de Monte-Carlo (m´edia de 150 realiza¸ oes) para sinais de far-end om di-
ferentes estat´stias (M = 2, N
h
= 1024, F = 4, N
BF
= 16, N
AEC
= 1039,
variania do ru´do 10
 2
) (MARUO; BERMUDEZ; RESENDE, 2014a)
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LEM h
1
e h
2
om aproximadamente T
R
(60) = 100 ms e taxa de amostragem
f
s
= 8000 resultando em plantas om N
h
= 1024 oeientes. Os onforma-
dores de feixe foram projetados omN
BF
= 16 eN
C
= 16 restri¸ oes for¸ando
uma resposta plana om fase linear na dire¸ ao do broadside do arranjo. O
omprimento do AEC foi arbitrado omo N
AEC
= N
h
+N
BF
  1 = 1039.
Os passos de adapta¸ ao foram determinados a partir de fatores de 
rit
=
2=[3tr(P
e
R
ss
P
e
)℄ que ´e o limite de estabilidade derivado na Equa¸ ao (3.63).
Os sinais dos mirofones foram orrompidos por ru´dos branos Gaussianos
de m´edia nula e variania 10
 2
. Ru´dos em mirofones distintos foram gera-
dos independentemente. As previsoes do modelo (tra¸adas por meio de ur-
vas vermelhas ont´nuas) mostram uma boa onordania om a simula¸ ao
de Monte-Carlo (m´edia de 150 realiza¸ oes). Os valores da previsao de J[1℄
utilizando a Equa¸ ao (3.73) sao mostrados nas linhas vermelhas horizontais
traejadas.
´
E importante menionar que a an´alise estat´stia nesse trabalho uti-
lizou hip´oteses simpliadoras para tornar o problema trat´avel matematia-
mente. Portanto, o modelo desenvolvido e os exemplos a seguir servem para
extrair padroes no omportamento fundamental do algoritmo e nao devem ser
utilizados omo equa¸ oes exatas de projeto.
5.2.2 Curvas de desempenho
Baseado no grau de preisao demonstrado pelo modelo anal´tio,
pode-se demonstrar sua utilidade na gera¸ ao de um onjunto de urvas de
desempenho para auxiliar o projeto de sistemas reais. A Figura 5.3 mos-
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tra a MOP em regime-permanente obtida utilizando as Equa¸ oes (3.69) e
(3.73) em fun¸ ao do passo de adapta¸ ao  para arranjos om diferentes
n´umeros de mirofones M . As urvas foram tra¸adas assumindo plantas
LEM om N
h
= 2500 oeientes geradas pelo proedimento desrito no
Apendie P om F = 5, sinais remotos modelados por um sinal AR1(a
1
)
om a
1
=  0:9, ltros do BF om mem´oria N
BF
= 16 oeientes e
N
AEC
= N
h
+N
BF
  1 = 2515 oeientes. Ru´dos branos Gaussianos de
m´edia zero e variania 
2
r
= 10
 2
foram utilizados para modelar os sinais
r
m
[n℄. As urvas foram tra¸adas para valores de  variando de valores
pr´oximos a zero at´e 
rit
, que ´e uma fun¸ ao de M . Portanto, diferentes
valores deM aarretam em diferentes faixas de valores para . Essas urvas
mostram o efeito da inlusao de mirofones adiionais no desempenho em
regime-permanente do sistema.
A Figura 5.4 mostra a previsao da MOP em regime permanente em
fun¸ ao do n´umero de mirofones M e o omprimento do AEC N
AEC
para a
mesma planta LEM utilizada na obten¸ ao da Figura 5.3. O valor do passo
de adapta¸ ao foi arbitrado omo  = 0:05
rit
que ´e um valor t´pio para
uso em aplia¸ oes reais (MANOLAKIS; INGLE; KOGON, 2000, p 534).
O sinal de far-end foi modelado omo um sinal AR1(a
1
) om a
1
=  0:9
e variania unit´aria e um ru´do brano Gaussiano de m´edia nula e variania

2
r
= 10
 2
foi utilizado para modelar o ru´do em ada mirofone. Essas urvas
mostram que, quando N
AEC
´e pr´oximo de N
h
+N
BF
 1, a MOP em regime-
permanente derese aproximadamente 3 dB quando o n´umero de mirofones
´e dobrado. Essa urva tamb´em mostra que, para atingir o mesmo n´vel de
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anelamento de eo de um sistema om um ´unio mirofone, ´e poss´vel
utilizar um AEC omN
AEC
signiativamente menor quanto maior o n´umero
de mirofones dispon´vel. Esse resultado onrma teoriamente a onjetura
feita em Kallinger, Bitzer e Kammeyer (2000).
Efeito da nao-estaionariedade
As previsoes do modelo foram desenvolvidas sob hip´oteses simplia-
doras que onsideram os sinais de entrada do sistema estaion´arios. Contudo,
para baixos graus de nao-estaionariedade, o modelo ainda ´e apaz de mos-
trar tendenias de omportamento do algoritmo que podem auxiliar a tomada
de deisao do projetista (MANOLAKIS; INGLE; KOGON, 2000, p 595). O
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Figura 5.4: Efd
2
[1℄g em fun¸ ao de N
AEC
e M . O sinal de far-end ´e um
sinal AR1(-0.9), a potenia do ru´do ´e 10
 2
e  = 0:05
rit
(MARUO; BER-
MUDEZ; RESENDE, 2014a).
grau de nao-estaionariedade ´e denido pela razao entre a parela do erro
m´nimo devido ao efeito da nao-estaionariedade pelo erro m´nimo devido
a fenomenos exlusivamente estaion´arios. Neste exemplo, a utilidade do
modelo ´e veriada em uma situa¸ ao em que a resposta das plantas LEM ´e
variante om o tempo.
´
E onheido que os ltros adaptativos nao sao apazes
de rastrear mudan¸as nas estat´stias dos sinais que orrespondam a graus de
nao-estaionariedade maiores que a unidade (MARCOS; MACCHI, 1987).
Portanto, sao omparadas as previsoes do modelo e os resultados experimen-
tais para tres graus de nao-estaionariedade. Para iniializar as respostas ao
impulso das plantas LEM, o proedimento desrito no Apendie P om F = 4,
T
R
(60) = 100 ms e N
h
= 1024 foi utilizado. A varia¸ ao om o tempo foi rea-
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lizada por meio de um proesso de random-walk desrito por
h
k
[n+1℄ = h
k
[n℄+h
k
[n℄ (5.1)
em que h
k
[n℄N (0
N
h
1
;
2
h
k
I
N
h
) e 
2
h
k
´e denido a partir do grau de
nao-estaionariedade para a k-´esima planta LEM (MACCHI, 1995; MAC-
CHI, 1996)

k
=
s
Ef(h
>
k
[n℄u
h
[n℄)
2
g
Efr
2
k
[n℄g
=
v
t
tr(R
u
h
u
h
Efh
k
[n℄h
>
k
[n℄g)
Efr
2
k
[n℄g
=
s

2
h
k
tr(R
u
h
u
h
)
Efr
2
k
[n℄g
: (5.2)
em queR
u
h
u
h
=Efu
h
[n℄u
>
h
[n℄g. Assumindo que o grau de nao estaionarie-
dade ´e onstante para todos os sinais aptados pelos mirofones, 
2
h
k
= 
2
h
,
Efr
2
k
[n℄g = 
2
r
e 
k
= . Assumindo tamb´em que o sinal de far-end ´e esta-
ion´ario no sentido amplo, tr(R
u
h
u
h
) =N
h

2
u
em que 
2
u
india a variania de
u[n℄. Portanto, da Equa¸ ao (5.2), tem-se

2
h
=

2

2
r
N
h

2
u
: (5.3)
Para as simula¸ oes desse exemplo, foram veriados en´arios om
 = f0:07;0:1;0:5g, 
2
u
= 1, e 
2
r
= 10
 2
. O sistema de anelamento
de eo foi projetado om N
BF
= 16, N
AEC
= N
h
+N
BF
  1 = 1039, M = 2
e  = 
rit
=2. O sinal de far-end utilizado foi um sinal AR1( 0:9) om
m´edia nula e variania unit´aria e ru´dos branos Gaussianos de m´edia nula e
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variania 10
 2
foram adiionados aos sinais dos mirofones. Os resultados
obtidos sao mostrados na Figura 5.5 em que pode-se veriar a apaidade
do modelo de prever tendenias do omportamento do algoritmo mesmo para
 = 0:5.
Dire¸ ao de hegada do sinal de fala loal
Nessa simula¸ ao deseja-se veriar a apaidade do modelo proposto
para prever o omportamento do algoritmo para angulos de hegada dife-
rentes de  = 0
o
. As simula¸ oes foram realizadas om M = 2 mirofo-
nes e respostas ao impulso das plantas LEM h
1
e h
2
om N
h
= 128 o-
eientes. Os onformadores de feixe foram projetados om N
BF
= 16 e
N
C
= 16 restri¸ oes for¸ando uma resposta aproximadamente plana om fase
linear na dire¸ ao 
DOA
=

4
. O omprimento do AEC foi arbitrado omo
N
AEC
= N
h
+N
BF
  1 = 143 oeientes. O passo de adapta¸ ao foi deter-
minados a partir de  = 0:05  2=[3tr(P
e
R
ss
P
e
)℄. Os sinais dos mirofones
foram orrompidos por ru´dos branos Gaussianos de m´edia nula e variania
10
 2
. Ru´dos em mirofones distintos foram gerados independentemente.
Para a gera¸ ao da matriz de restri¸ ao e do vetor f , foi utilizado o pro-
edimento no Apendie B onsiderando  = 343 m/s, f
s
= 8000 Hz eN
f
= 16
frequenias distribu´das uniformemente entre 0 e 4 kHz. O arranjo de miro-
fones ´e ritiamente amostrado espaialmente om mirofones afastados de
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Figura 5.5: Comportamento transit´orio da MOP para plantas LEM atua-
lizadas pelo modelo de aminhada aleat´oria om diferentes graus de nao-
estaionariedade. M´edia de 100 realiza¸ oes (MARUO; BERMUDEZ; RE-
SENDE, 2014a).
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= 4:28 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5
e o vetor de resposta ´e
f = [ 1:700E 1  1:446E 1  4:558E 1  7:886E 3  1:036E 2  1:242E 1 3:059E 1 7:286E 6 1:360E 1  8:783E 9 2:357E 1 2:107E 12  1:219E 1  1:576E 13 1:780E 1 2:359E 16℄
>
:
As previsoes do modelo (tra¸adas por meio de urvas vermelhas
ont´nuas) mostram uma boa onordania om a simula¸ ao de Monte-Carlo
(m´edia de 150 realiza¸ oes). Os valores da previsao de J[1℄ utilizando a
Equa¸ ao (3.73) sao mostrados nas linhas vermelhas horizontais traejadas.
5.2.3 Exemplos de Projeto
Essa se¸ ao apresenta quatro exemplos de projeto para demonstrar a
utilidade do modelo desenvolvido no aux´lio ao projeto de sistemas reais.
Exemplo de projeto 1
Considere um sistema de anelamento de eo a´ustio om taxa
de amostragem f
s
= 8 kHz, operando em um ambiente om tempo de
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Figura 5.6: Comportamento transit´orio da MOP para dire¸ ao de hegada do
sinal desejado em 
DOA
=

4
.
reverbera¸ ao
1
T
R
(60) = 300 ms e uma potenia de ru´do nos mirofones de
10
 2
. Assume-se que a resposta desejada na dire¸ ao de interesse (
DOA
= 0
o
)
´e equivalente a resposta de um ltro om resposta em frequenia plana, fase li-
near e sem atrasos omN
C
= 16 oeientes, i.e. f = [1;0
1N
C
 1
℄
>
(FROST
III, 1972). O objetivo do projeto ´e uma ERLE em regime-permanente de 16
dB ou J[1℄
dB
=  19 dB (1 dB aima da MOP ´otima de um sistema om
M = 1) e que o sistema atinja uma MOP de  18 dB em menos de 60 s (em
torno de 5 10
5
itera¸ oes). O passo de adapta¸ ao ´e arbitrado omo 5% de

rit
.
O modelo de resposta em frequenia para 
DOA
= 0
o
em Frost III
1
T
R
(60) ´e denido omo o tempo neess´ario para que a a energia de uma onda sonora seja
atenuada de 60 dB ap´os o t´ermino de sua emissao (BREINING et al., 1999).
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(1972) requer N
BF
= N
C
= 16. O omprimento m´nimo das plantas LEM
´e N
h
> f
s
T
R
(60) = 2400, e portanto um omprimento N
h
= 2500 oei-
entes foi esolhido. Os parametros a serem determinados sao o n´umero de
mirofones M e o omprimento do AEC N
AEC
. Essas esolhas inueniam
a omplexidade omputaional por itera¸ ao e a veloidade de onvergenia.
Nesse projeto, foi denido um limite inferior para N
AEC
 512 e a possibili-
dade do uso de M = 1;2 ou 4 mirofones. Uma possibilidade de sequenia
de passos para o projeto ´e a seguinte:
1. IniializeM = 4 mirofones;
2. SeM < 1, siga para o passo 16 ;
3. Utilize o proedimento do Apendie P om F = 5 para gerar M res-
postas ao impulso de plantas LEM;
4. Determine a matriz de restri¸ ao C e a matriz de proje¸ ao P para f =
[1;0
1N
C
 1
℄
>
(FROST III, 1972; BUCKLEY, 1987);
5. Iniialize N
AEC
=N
h
+N
BF
 1;
6. Se N
AEC
< 512, reduza o valor deM e siga para o passo 2 ;
7. Determine C
e
a partir da Equa¸ ao (3.19) e R
ss
utilizando as
Equa¸ oes (3.12), (3.13) e as estat´stias de r
b
[n℄ e u[n℄ (onhei-
das a priori ou estimadas);
8. Calule J
min
a partir da Equa¸ ao (3.23);
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9. Se N
AEC
= N
h
+N
BF
  1 e J
min
>  19 dB, entao o projeto om M
mirofones nao ´e fat´vel. V´a ao passo 16;
10. Determine P
e
a partir de P utilizando a Equa¸ ao (3.25);
11. Calule 
rit
= 2=[3tr(P
e
R
ss
P
e
)℄ e  = 0:05
rit
;
12. Se J[1℄ J
min
< J
ex
[1℄ da Equa¸ ao (3.72), reduza M e retorne ao
passo 2;
13. Obtenha uma solu¸ ao iniial fat´vel w[0℄. Enontre w
opt
utilizando
a Equa¸ ao (3.21) e v[0℄ da Equa¸ ao (3.31); Determine Q
v
a partir de
P
e
R
ss
P
e
=Q
v

ss
Q
>
v
para enontrarR
vv
[0℄=Q
>
v
v[0℄v
>
[0℄Q
v
. Uti-
lize as Equa¸ oes (3.51) e (3.52) para enontrar 
ss
, a Equa¸ ao (3.53)
para alular 
vv
[0℄ e utilize suas N
w
 N
C
primeiras omponentes
para formar 
vv
[0℄. Finalmente, utilize a Equa¸ ao (3.56) para enon-
trar. Utilizando as Equa¸ oes (3.55) e (3.69) enontre o valor da MOP
na itera¸ ao n = 510
5
;
14. Se J[510
6
℄
dB
>  18 dB, reduza N
AEC
e siga para o passo 6;
15. A solu¸ ao satisfaz os requisitos do projeto. Guarde esse onjunto de
parametros, reduza N
AEC
e retorne ao passo 6;
16. A partir das solu¸ oes que satisfazem os requisitos do projeto, esolha
as solu¸ oes om menor N
AEC
para o mesmo n´umero de mirofones;
17. Avalie o desempenho dos parametros enontrados utilizando
simula¸ oes de Monte-Carlo.
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Tabela 5.1: Parametros do Exemplo de Projeto 1 om T
R
(60) = 300 ms (MA-
RUO; BERMUDEZ; RESENDE, 2014a)
M J[1℄
dB
N
AEC
n
 18 dB

1  19:01 1024 > 510
5
2:680210
 5
2  19:04 831 3:5710
5
3:315610
 5
4  19:01 709 2:9210
5
3:820310
 5
Alternativamente, urvas de projeto omo a mostrada na Figura 5.4
obtidas para  = 0:05
rit
e diferentes valores de N
AEC
eM tamb´em podem
ser utilizadas para auxiliar na esolha de parametros de projeto. A Tabela 5.1
mostra os onjuntos de parametros de projeto obtidos utilizando o proedi-
mento desrito anteriormente. A previsao da itera¸ ao em que a MOP residual
atinge  18 dB ´e indiada por n
 18 dB
. Esses resultados indiam que pro-
jetos utilizando M > 1 apresentam desempenho signiativamente melhor
omparados om projetos utilizandoM = 1. A Figura 5.7 mostra que as pre-
visoes do modelo sao onrmadas pela simula¸ ao de Monte-Carlo. Um ltro
de m´edia m´ovel foi utilizado na obten¸ ao da Figura 5.7(b) para melhorar a
visualiza¸ ao.
A Tabela 5.2 mostra os resultados para o mesmo exemplo mas om um
tempo de reverbera¸ ao T
R
(60)= 100 ms eN
h
= 1024 oeientes. O ompor-
tamento transiente dos projetos obtidos ´e mostrado na Figura 5.8. Observa-se
que o projeto om M = 2 pode apresentar vantagens em ompara¸ ao om o
projeto omM = 4, partiularmente no n´umero de itera¸ oes para atingir uma
MOP de  18 dB.
Para onfrontar os resultados do projeto utilizando sinais de far-end
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(b) Simula¸ ao de Monte-Carlo (M´edia de 300 realiza¸ oes).
Figura 5.7: Comportamento transit´orio dos sistemas projetados no Exemplo
de Projeto 1 para T
R
(60) = 300 ms (modelo e simula¸ ao) (MARUO; BER-
MUDEZ; RESENDE, 2014a).
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(b) Simula¸ ao de Monte-Carlo (M´edia de 300 realiza¸ oes).
Figura 5.8: Comportamento transit´orio dos sistemas projetados no Exemplo
de Projeto 1 para T
R
(60) = 100 ms (modelo e simula¸ ao) (MARUO; BER-
MUDEZ; RESENDE, 2014a).
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Tabela 5.2: Parametros do Exemplo de Projeto 1 om T
R
(60) = 100 ms (MA-
RUO; BERMUDEZ; RESENDE, 2014a)
M J[1℄
dB
N
AEC
n
 18 dB

1  19:01 415 1:3210
5
8:032110
 5
2  19:02 328 9:1410
4
1:008910
 4
4  19:03 319 9:5910
4
1:014110
 4
sint´etios, a simula¸ ao de Monte-Carlo para T
R
(60) = 300 ms foi repetida
utilizando sinais om nao-estaionariedade semelhante a de sinais de fala
reais. Para obter esses sinais nao-estaion´arios, sinais de fala reais grava-
dos utilizando senten¸as fonetiamente balaneadas em portugues brasileiro
obtidas em Alaim, Solewiz e Moraes (1992) e amostrados originalmente
em 22:050 kHz ou 11:025 kHz
2
foram ltrados e deimados para obter si-
nais amostrados a 8 kHz (padrao PCM) e separados em intervalos de 20 ms.
Cada intervalo teve sua variania estimada e trehos om variania menor
que 5 10
 3
foram lassiados omo per´odos de silenio e desartados.
Os intervalos remanesentes foram onatenados para formar um onjunto
de sinais nao-estaion´arios, ada um om 3:5 10
5
amostras. A Figura 5.9
mostra a m´edia da potenia de sa´da alulada a partir de 100 sinais nao-
estaion´arios paraM = 2,M = 4 e  = 0:05
rit
. Esses resultados onrmam
as previsoes do modelo que ambos os projetos sao apazes de atingir assin-
totiamente uma MOP de  19 dB e que a onvergenia mais r´apida oorre
para a ongura¸ ao om M = 4. O projeto nal do sistema iria demandar
2
Os sinais de fala foram obtidos de um bano de dados de sinais de fala edidos generosa-
mente pelo Prof. Abraham Alaim do CETUC na PUC-Rio.
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ajustes adiionais nos parametros para obter o n´vel de desempenho desejado
em um ambiente real. Contudo, um n´umero reduzido de simula¸ oes seria ne-
ess´ario j´a que uma ongura¸ ao de parametros apaz de ponderar valores de
M , N
AEC
e  mantendo um ompromisso entre veloidade de onvergenia
e baixo n´vel de eo residual j´a foi enontrada por meio do modelo anal´tio.
0 0.5 1 1.5 2 2.5 3 3.5
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−20
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Figura 5.9: Simula¸ ao de Monte-Carlo avaliando a MOP para sinais nao-
estaion´arios baseados em sinais de fala reais om pausas removidas (MA-
RUO; BERMUDEZ; RESENDE, 2014a).
Exemplo de projeto 2
Considere um projeto no qual o objetivo prinipal ´e atingir uma ERLE
de ao menos 10 dB (equivalente a uma MOP de  13 dB) 1 segundo ap´os o
in´io da rodada do algoritmo para uma planta om tempo de reverbera¸ ao
T
R
(60) = 200 ms e taxa de amostragem f
s
= 8192 Hz. O ru´do aditivo tem
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Tabela 5.3: Parametros de projeto para o Exemplo de projeto 2 (MARUO;
BERMUDEZ; RESENDE, 2014a)
M N
AEC
 Efd
2
[1℄g
dB
1 NP NP NP
2 NP NP NP
4 777 3:906110
 5
 25:9493
uma potenia 20 dB menor que o sinal de far-end que tem potenia unit´aria.
Para o projeto, sao onsiderados onjuntos de parametros omM = 1;2 ou 4
e um limite superior para o passo de adapta¸ ao  dado por 
max
= 0:05
rit
.
Para ada possibilidade de M os valores de J
ex
[n℄ em n = 8192 sao alu-
lados para 512  N
AEC
 1024 e 
max
=100    
max
(100 valores dis-
tribu´dos uniformemente) utilizando as Equa¸ oes (3.64) e (3.69). Para ada
valor poss´vel deM , as solu¸ oes sao avaliadas e, quando mais de uma solu¸ ao
satisfaz J[8192℄
dB
<  13, a ongura¸ ao om a menor MOP em regime
permanente ´e esolhida. Os resultados enontrados estao resumidos na Ta-
bela 5.3 em que NP india que nao foram enontradas solu¸ oes que satisfa-
zem o rit´erio de J[8192℄
dB
<  13. Observa-se que a ´unia ongura¸ ao
enontrada requer M = 4 mirofones. Projetos om 1 ou 2 mirofones, que
iniialmente iriam demandar uma grande quantidade de simula¸ oes, podem
ser desartados diretamente a partir da avalia¸ ao do modelo. Para validar o
resultado enontrado, o onjunto de parametros da Tabela 5.3 om 4 mirofo-
nes foi avaliado por meio de uma simula¸ ao de Monte-Carlo e os resultados
enontrados sao mostrados na Figura 5.10.
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Figura 5.10: Comportamento transit´orio da MOP para o Exemplo de projeto
2 (MARUO; BERMUDEZ; RESENDE, 2014a).
Exemplo de projeto 3
Nesse exemplo, onsidera-se um projeto no qual h´a exibilidade na es-
olha do n´umero de mirofones mas uma restri¸ ao de N
AEC
 256 ´e imposta
devido a um limite na mem´oria e ´area de hip dispon´vel. O projeto visa an-
elar o eo a´ustio de um ambiente t´pio de esrit´orio om T
R
(60)= 200 ms
atingindo umaMOP de 13 dB em regime permanente para um n´vel de ru´do
 20 dB menor que a potenia do sinal do far-end que ´e gerado om potenia
unit´aria. Supondo uma taxa de amostragem f
s
= 8192, o omprimento da
resposta ao impulso das plantas LEM ´e de aproximadamente N
h
= 1650 o-
eientes que ´e signiantemente maior que o omprimento m´aximo permi-
tido para o AEC. Restringindo os passos de adapta¸ ao para 
max
= 0:05
rit
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Tabela 5.4: Parametros de projeto para o Exemplo de projeto 3 (MARUO;
BERMUDEZ; RESENDE, 2014a)
M J[1℄
dB

1 NP NP
2 NP NP
3  13:002348 1:28006110
 4
4  13:114184 1:26542510
 4
que ´e um valor t´pio de projeto em aplia¸ oes reais (MANOLAKIS; INGLE;
KOGON, 2000, p 534), os onjuntos de parametros de projeto apazes de sa-
tisfazer os requisitos de projeto sao mostrados na Tabela 5.4 em que NP india
que nao foram enontradas ongura¸ oes fat´veis om esse n´umero de mi-
rofones. Os resultados obtidos determinam que sao neess´arios pelo menos
3 mirofones para atender os requisitos do projeto e que o uso deM = 4 nao
aarreta em uma melhora signiativa no desempenho em regime permanente
(e aumenta o tempo de onvergenia do sistema).
5.3 Resultados para o AEC auxiliado por um arranjo de mirofones na
forma GSC
Essa se¸ ao apresenta simula¸ oes e exemplos de projeto para veri-
ar a preisao do modelo desenvolvido no Cap´tulo 4 e mostrar sua viabi-
lidade omo ferramenta de aux´lio ao projetista. Alguns resultados dessa
se¸ ao enontram-se tamb´em em Maruo, Bermudez e Resende (2014b). Nas
simula¸ oes dessa se¸ ao, o sinal de far-end foi aproximado por um proesso
autorregressivo AR1(a
1
) exeto durante os testes om sinais de fala.
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se que os oeientes sao adaptados durante um per´odo de ausenia de fala
loal na dire¸ ao de interesse. As plantas LEM foram geradas a partir do pro-
edimento desrito no Apendie P assumindo um arranjo linear e uniforme
de mirofones, que resulta em respostas ao impulso espaialmente orrelai-
onadas.
5.3.1 Veria¸ ao da preisao
Exemplo 1
A preisao do modelo desenvolvido no Cap´tulo 4 foi veriada uti-
lizando simula¸ oes de Monte-Carlo para diversos onjuntos de parametros.
Para eonomizar espa¸o, a Figura 5.11 mostra algumas dessas simula¸ oes
para M = 2 e plantas LEM h
1
e h
2
om N
h
= 128 oeientes. O on-
formador de feixe foi projetado om N
BF
= 16 mantendo uma resposta em
frequenia plana om fase linear sem atrasos em 
DOA
= 0
o
. O AEC teve
omprimento arbitrado omoN
AEC
= 128 oeientes. Ru´dos branos Gaus-
sianos de m´edia nula e variania 10
 2
foram apliados a ada mirofone.
As previsoes do modelo (tra¸adas por meio de urvas vermelhas ont´nuas)
mostram boa onordania om a simula¸ ao de Monte-Carlo (m´edia de 300
realiza¸ oes). Os valores da previsao de J[1℄ utilizando a Equa¸ ao (4.61) sao
mostrados nas linhas vermelhas horizontais traejadas.
Exemplo 2
Considere um sinal de far-end AR1( 0:9) om variania unit´aria,
M = 2 mirofones, respostas ao impulso h
0
e h
1
om N
h
= 500 oeien-
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Figura 5.11: Compara¸ ao entre as previsoes do modelo proposto e simula¸ oes
de Monte-Carlo (m´edia de 300 realiza¸ oes) para sinais de far-end om dife-
rentes estat´stias (M = 2, N
h
= 128, F = 4, N
BF
= 16 N
AEC
= 128)
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tes geradas de aordo om o proedimento desrito no Apendie P. Ru´dos
branos Gaussianos de m´edia zero e variania 10
 2
foram apliados a ada
mirofone. A dire¸ ao de hegada do sinal de interesse 
DOA
foi assumida
no broadside do arranjo. O onformador de feixe adaptativo foi projetado
om N
BF
= 16, e N
C
= 16 restri¸ oes formando uma resposta em frequenia
plana om fase linear para 
DOA
assumida no broadside do arranjo de mi-
rofones. O AEC foi projetado om N
AEC
= N
h
+N
BF
  1 = 515 oe-
ientes. A Figura 5.12 mostra a MOP prevista pelo modelo (linhas esu-
ras) e a simula¸ ao de Monte-Carlo (m´edia de 20 realiza¸ oes em linhas la-
ras). A simula¸ ao de Monte-Carlo foi proessada por um ltro de m´edia
m´ovel para melhorar a visualiza¸ ao. Duas ongura¸ oes de parametros foram
testadas [
AEC
;
BF
℄ = [2:6191 10
 4
;0:0262℄ e [
AEC
;
BF
℄ = [3:9840
10
 4
;0:0028℄. A Figura 5.12 mostra uma exelente onordania entre pre-
visao te´oria e simula¸ ao. Contr´ario a resultados te´orios desenvolvidos para
o algoritmo LMS, os resultados mostram que, om o uso da adapta¸ ao pela
Equa¸ ao (4.17), uma maior veloidade de onvergenia nao implia em uma
maior MOP em regime-permanente.
Exemplo 3
Neste exemplo, deseja-se omparar o omportamento de um AEC au-
xiliado por um BF om otimiza¸ ao onjunta projetado utilizando 3 m´etodos
diferentes. Deseja-se que o sistema utilize M = 2 mirofones, respostas
ao impulso h
0
e h
1
om N
h
= 500 oeientes geradas de aordo om o
proedimento desrito no Apendie P para um sinal de far-end AR1( 0:9)
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Figura 5.12: Compara¸ ao entre as previsoes do modelo proposto e simula¸ oes
de Monte-Carlo do Exemplo 2 (m´edia de 20 realiza¸ oes) para sinais de far-
end AR1( 0:9) (M = 2,N
h
= 500, F = 4,N
BF
= 16N
AEC
= 515) (MARUO;
BERMUDEZ; RESENDE, 2014b).
om variania unit´aria e um ru´do aditivo brano Gaussiano de m´edia nula
e variania 10
 2
. O projeto deve utilizar N
AEC
= N
h
+N
BF
  1 = 515
oeientes e atingir um n´vel de eo residual em regime-permanente de
Efd
2
[1℄g
dB
= 22. A dire¸ ao de hegada do sinal desejado ´e assumida em
0
o
garantida por meio de N
C
= 16 restri¸ oes e o BF tem uma mem´oria de
N
BF
= 16 oeientes.
Tres m´etodos de projeto sao avaliados: o projeto om um ´unio passo
de adapta¸ ao (
AEC
= 
BF
), o projeto utilizando passos de adapta¸ ao dife-
rentes de modo a minimizar o maior autovalor de 
mod
(que maximiza a
veloidade de onvergenia da Equa¸ ao (4.42)) e o projeto utilizando a ma-
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triz de passo branqueadora da Equa¸ ao (4.69). O AEC foi iniializado no
vetor nulo e o BF em b[0℄ = b
f
. O primeiro projeto resultou em 
AEC
=

BF
= 7:098310
 4
e o segundo projeto resultou em 
AEC
= 9:062810
 4
e 
BF
= 110
 2
. Utilizando o modelo de omportamento, observou-se que
o projeto om a matriz de passo branqueadora apresenta a onvergenia mais
r´apida seguido pelo segundo projeto e a onvergenia mais lenta ´e obtida om
os passos de adapta¸ ao iguais. A previsao dos modelos foi omparada om a
simula¸ ao de Monte-Carlo (m´edia de 20 realiza¸ oes) apresentando boa on-
ordania. Os resultados sao mostrados na Figura 5.13.
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Figura 5.13: Compara¸ ao entre as previsoes do modelo proposto e simula¸ oes
de Monte-Carlo do Exemplo 3 (m´edia de 20 realiza¸ oes) para sinais de far-
end AR1( 0:9) (M = 2,N
h
= 500, F = 4,N
BF
= 16N
AEC
= 515) (MARUO;
BERMUDEZ; RESENDE, 2014b)
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Exemplo 4
O modelo do omportamento estat´stio derivado no Cap´tulo 4 uti-
lizou hip´oteses simpliadoras que assumem estaionariedade dos sinais de
entrada e plantas LEM invariantes no tempo. Contudo, modelos estat´stios
derivados sob hip´oteses semelhantes sao apazes de reter informa¸ ao sui-
ente sobre o proesso adaptativo para forneer informa¸ ao sobre tendenias
do omportamento para baixos n´veis de nao-estaionariedade, partiular-
mente quando os efeitos do ru´do de estima¸ ao do gradiente (tap-weight
error vetor) predominam sobre o efeito do atraso no vetor de oeientes
(weight vetor lag) (HAYKIN, 1993, p 348). Para mostrar a viabilidade do
modelo em um ambiente nao estaion´ario, simula¸ oes om 3 graus de nao-
estaionariedade sao propostas. Os sistemas sao projetados para M = 2 mi-
rofones, sinais de far-end modelados por proessos AR1( 0:9) om m´edia
nula e variania unit´aria, sinais dos mirofones orrompidos por ru´dos bran-
os Gaussianos de m´edia nula e variania 10
 2
, taxa de amostragem de
f
s
= 8000 Hz, tempo de reverbera¸ ao de T
R
(60)= 100 ms resultando em om-
primentos de planta LEM N
h
> f
s
T
R
(60) = 800. Portanto, um omprimento
das plantas LEMN
h
= 1024 oeientes foi esolhido. A dire¸ ao de hegada
´e assumida em 
DOA
= 0
o
omN
C
= 16 restri¸ oes garantindo uma resposta em
frequenia plana e de fase linear. O BF ´e implementado om N
BF
= 16 oe-
ientes por ltro. O AEC ´e projetado omN
AEC
=N
h
+N
BF
 1 = 1039 oe-
ientes e passos de adapta¸ ao 
AEC
= 
BF
= 3:161210
 4
. Finalmente, os
graus de nao estaionariedade  = f0:01;0:1;0:5g sao avaliados e a variania
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das plantas LEM ´e alulada utilizando a Equa¸ ao (5.3). Os resultados om-
parando as previsoes do modelo e as simula¸ oes de Monte-Carlo sao mos-
trados na Figura 5.14. Para graus de nao-estaionariedade mais elevados, o
omportamento do sistema se distania das previsoes te´orias. Contudo, as
previsoes ainda sao apazes de forneer informa¸ ao relevante para iniializar
o proesso de busa de parametros de projeto.
5.3.2 Exemplos de Projeto
Essa se¸ ao apresenta dois exemplos de projeto para demonstrar a uti-
lidade do modelo desenvolvido no aux´lio ao projeto de sistemas reais.
Exemplo de projeto 1
Considere um sistema de anelamento de eos a´ustios para um am-
biente om tempo de reverbera¸ ao T
R
(60) = 60 ms (t´pio de um autom´ovel)
e um n´vel de potenia de ru´do  20 dB menor que a potenia unit´aria do
sinal de far-end. Nesse projeto, a dire¸ ao de hegada ´e 
DOA
= 0
o
e uma res-
posta em frequenia plana om fase linear sem atrasos na dire¸ ao desejada
sao assumidas. A resposta em frequenia para 
DOA
´e garantida por meio de
N
C
= 16 restri¸ oes lineares projetadas de aordo om o proedimento desrito
no Apendie A e em Frost III (1972). O objetivo do projeto ´e obter um sis-
tema apaz de atingir um n´vel de potenia residual menor que J[n℄
dB
< 20
em um tempo menor que 2 s (avaliado na amostra n = 1:5E4).
Para o projeto, foi onsiderada uma frequenia de amostragem de
f
s
= 8000 e o modelo de restri¸ oes do Apendie A om N
C
= 16 restri¸ oes
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Figura 5.14: Simula¸ ao de Monte-Carlo para o Exemplo 4 (m´edia de 100
realiza¸ oes)
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e ltros do onformador de feixe om omprimento N
BF
= 16. As respos-
tas das plantas LEM devem onter pelo menos N
h
> f
s
T
R
(60) = 480 o-
eientes e portanto um valor de N
h
= 500 foi arbitrado. Durante o pro-
jeto, assume-se que a adapta¸ ao dos oeientes oorre de aordo om a
Equa¸ ao (4.15). Assim, os parametros de projeto sao M , N
AEC
, 
AEC
e

BF
. Desses parametros, M e N
AEC
afetam a omplexidade omputaio-
nal por itera¸ ao e sao onsiderados mais importantes nesse projeto. Para esse
m, a Figura 5.15 mostra os valores de J[1℄ em fun¸ ao de M e N
AEC
para
M = f2;4g e N
AEC
= 290; : : : ;515 das solu¸ oes que sao apazes de satisfa-
zer J[1:5E4℄
dB
<  20. Os valores de J[1:5E4℄ foram avaliados utilizando
as Equa¸ oes (4.42) e (4.56) para n = 1:5E4 na Equa¸ ao (4.57) para 100 va-
lores de tr(MR
mod
) variando uniformemente entre 2=300 a 2=3. Quando
m´ultiplas solu¸ oes, para mesmoM eN
AEC
sao enontradas, o valor de J[1℄
´e avaliado por meio das Equa¸ oes (4.57) e (4.61) e a solu¸ ao om menor
potenia em regime permanente ´e esolhida.
A partir da Figura 5.15, duas solu¸ oes andidatas que levam a J[1℄
 21:5 dB foram seleionadas. Os parametros enontrados sao mostrados
na Tabela 5.5. Para avalia¸ ao das solu¸ oes na Tabela 5.5 foram utilizados
Tabela 5.5: Parametros para o Exemplo de Projeto 1
M N
AEC

AEC

BF
J[1℄
2 405 9:7778E 04 6:4603E 04  21:54 dB
4 290 9:1034E 04 1:6969E 04  21:5 dB
sinais de far-end nao-estaion´arios produzidos da mesma maneira desrita
na Subse¸ ao 5.2.3 a partir de sinais de fala real om pausas removidas. Cada
5.3 Resultados para o AEC auxiliado por um AM na forma GSC 223
300 350 400 450 500
−26
−25
−24
−23
−22
−21
−20
 
 
X: 405
Y: −21.54
X: 290
Y: −21.5
NAEC
E{
d2
[∞]
} dB
M=2
M=4
Figura 5.15: MOP em regime-permanente Efd
2
[1℄g em fun¸ ao de N
AEC
para diferentes valores de M . O sinal de far-end ´e um sinal AR1( 0:9) e a
potenia do ru´do ´e 10
 2
.
224 5 RESULTADOS
solu¸ ao foi avaliada por meio de simula¸ oes de Monte-Carlo (50 realiza¸ oes).
O resultado m´edio para ada solu¸ ao proposta ´e mostrado na Figura 5.16.
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Figura 5.16: Simula¸ ao de Monte-Carlo do Exemplo de projeto 1 utilizando
sinais de fala om pausas removidas (m´edia de 50 realiza¸ oes)
Observa-se da Figura 5.16 que as previsoes do modelo, realizadas om
um sinal estaion´ario e relativamente simples, guardam informa¸ ao suiente
para um projeto mais realista. Ambas as solu¸ oes propostas foram apazes
de atingir J[1:5E4℄
dB
 20 e uma MOP em regime permanente menor que
 21:5 dB.
Exemplo de projeto 2
Para o exemplo de projeto 2, deseja-se avaliar o omportamento do
sistema BF-AEC em diferentes estados da l´ogia de ontrole de double-talk.
Para isso, a onvergenia do sistema foi dividida em intervalos om diferen-
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tes estat´stias dos sinais de entrada e mudan¸as abruptas nas respostas da
planta LEM. Durante o projeto, assume-se a disponibilidade de um detetor
de double-talk ideal. Nesse exemplo, onsidera-se o projeto de um sistema de
anelamento de eo auxiliado por arranjo de mirofones para uma sala om
tempo de reverbera¸ ao de T
R
(60) = 100 ms. Para garantir uma qualidade de
sinal ompat´vel om a rede (PSTN), a taxa de amostragem f
s
= 8000 foi es-
olhida resultando em omprimentos da resposta ao impulso da planta LEM
N
h
>T
R
(60)f
s
= 800. Portanto, um omprimento deN
h
= 1000 foi utilizado.
Para essa taxa de amostragem e onsiderando os requisitos de m´aximo atraso
entre a apta¸ ao da voz e a interfae de rede desrita em ITU-T P.341 (2011),
assume-se que uma resposta em frequenia na dire¸ ao desejada satisfat´oria
pode ser obtida utilizando N
C
= 16 restri¸ oes e ltros do BF om N
BF
= 16
oeientes. Logo, um anelador de eo om N
AEC
=N
h
+N
BF
 1 = 1015
foi utilizado. O projeto supoe a disponibilidade de um arranjo om M = 2
mirofones. Durante as primeiras 10
6
itera¸ oes, assume-se uma dire¸ ao de
hegada do sinal de interesse em 
DOA
= =4 e ausenia de sinais de fala
loal. Nesse per´odo, a adapta¸ ao oorre de aordo om a otimiza¸ ao on-
junta om passos de adapta¸ ao 
AEC
= 
BF
= 8:2147 10
 5
. Ap´os esse
per´odo iniial, um sinal de fala loal modelado por um proesso AR1( 0:9)
om potenia unit´aria inide em  = 0
o
durante as pr´oximas 5:10
5
amostras.
Supoe-se que a estimativa da dire¸ ao do sinal de fala loal e a atualiza¸ ao das
matrizes de restri¸ ao e bloqueio oorre imediatamente. Durante esse per´odo,
somente o BF sofre adapta¸ ao. A atualiza¸ ao dos oeientes do AEC ´e pa-
ralisada (
AEC
= 0) e o passo do BF ´e alterado para 
BF
= 8:2147 10
 5
.
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Para a previsao utilizando o modelo, um passo 
AEC
= 10
 15
 0 foi utili-
zado para manter a matriz de passosM denida positiva. Durante as 10
6
amostras seguintes, o sinal de near-end ´e retirado e, dado que o BF foi adap-
tado no per´odo anterior, onsidera-se que os oeientes do onformador de
feixes estao em uma solu¸ ao razo´avel e os passos de adapta¸ ao sao altera-
dos para 
AEC
= 9:3243 10
 5
e 
BF
= 10
 7
. Durante o ´ultimo per´odo da
simula¸ ao, as plantas LEM sao submetidas a uma mudan¸a abrupta, omo
por exemplo a mudan¸a ausada pela abertura de uma porta ou janela em um
ambiente de esrit´orio, e a simula¸ ao durante as ´ultimas 10
6
amostras ´e re-
alizada om uma nova matriz de respostas ao impulso de plantas LEM H .
Assumindo novamente que a l´ogia de ontrole funiona de maneira ideal,
a mudan¸a nas plantas LEM ´e perebida instantaneamente e os passos de
adapta¸ ao sao atualizados para 
AEC
= 
BF
= 9 10
 5
visando aelerar a
onvergenia (TOURNERET; BERSHAD; BERMUDEZ, 2009). Durante as
mudan¸as entre os estados da l´ogia de ontrole, o modelo da Equa¸ ao (4.41)
´e iniializado a partir da solu¸ ao m´edia do per´odo anteriorR
##
[n
trans
i
 1℄=
( [n
trans
i
℄  
opt
)( [n
trans
i
℄  
opt
)
>
em que n
trans
i
india a amostra na
qual a l´ogia de ontrole ´e alterada para orresponder ao i-´esimo estado. A
Figura 5.17 mostra as previsoes do modelo e a simula¸ ao de Monte-Carlo
(m´edia de 50 realiza¸ oes). Esse exemplo de projeto mostra a apaidade do
modelo proposto de identiar tendenias do omportamento do algoritmo,
em diferentes estados da l´ogia de ontrole, que podem ser ´uteis no projeto
de sistemas reais
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Figura 5.17: Previsao do modelo e simula¸ ao deMonte-Carlo para o Exemplo
de projeto 2
5.4 Resumo
Neste ap´tulo foram apresentados resultados de simula¸ oes e proe-
dimentos num´erios visando ilustrar a validade dos modelos anal´tios de-
senvolvidos nos ap´tulos anteriores e sua utilidade para o projeto de siste-
mas reais. Os modelos foram iniialmente testados em en´arios em que as
hip´oteses simpliadoras sao aproximadamente satisfeitas para avaliar a sua
aur´aia. Posteriormente, os modelos foram utilizados para prever o om-
portamento do algoritmo em situa¸ oes t´pias de projeto om efeitos de nao-
estaionariedade Apesar dos modelos desse trabalho nao onsiderarem efei-
tos de nao-estaionariedade, as previsoes sao onfrontadas om simula¸ oes
utilizando plantas LEM que se modiam segundo um modelo de ami-
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nhada aleat´oria (random-walk) e sinais de voz reais om pausas removidas.
Para demonstrar a viabilidade dos modelos desenvolvidos, alguns exemplos
de projeto sao apresentados e suas previsoes sao omprovadas por meio de
simula¸ oes de Monte-Carlo.
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Neste trabalho foi realizada a an´alise estat´stia de uma lasse de al-
goritmos de otimiza¸ ao LCMV adaptativa vislumbrando aplia¸ oes no an-
elamento de eo a´ustio auxiliado por um arranjo de mirofones na estru-
tura BF-AEC. Os algoritmos realizam o proesso de otimiza¸ ao em fun¸ oes
usto baseadas na potenia m´edia de sa´da que onserva algumas proprieda-
des matem´atias do MSE. Esses algoritmos apresentam o potenial de obter
solu¸ oes om desempenho superior a solu¸ oes que utilizam apenas ummiro-
fone na apta¸ ao dos sinais de entrada onforme disutido em Maruo, Ber-
mudez e Resende (2011) e Kallinger, Bitzer e Kammeyer (2000). Entretanto,
sua onvergenia ´e relativamente mais omplexa devido a intera¸ ao entre a
onvergenia do anelador de eo e do onformador de feixe.
O problema foi modelado onatenando os oeientes de ambos os
ltros adaptativos em um ´unio vetor de entrada de maneira que sua su-
perf´ie de desempenho ´e um aso partiular de uma superf´ie de desem-
penho LCMV para onformadores de feixe de banda larga. Esse artif´io
matem´atio permitiu o uso da solu¸ ao adaptativa por meio do algoritmo
CLMS (FROST III, 1972) e de resultados te´orios anteriores desenvolvidos
em Frost III (1972) e Godara e Cantoni (1986). Apesar do estudo em Godara
e Cantoni (1986) ter sido desenvolvido busando um modelo para previsao do
omportamento de BFs de banda estreita, observa-se que seus resultados po-
dem ser failmente generalizados para BFs de banda larga. Contudo, no mo-
delo de Godara e Cantoni (1986) h´a dependenia das estat´stias de segunda-
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ordem do proesso adaptativo em rela¸ ao a estat´stias de primeira-ordem. A
an´alise da MOP por meio desse modelo tornaria a an´alise da onvergenia
exessivamente omplexa. Assim, deidiu-se pela modelagem do ompor-
tamento de segunda-ordem dos oeientes por meio do vetor de erro nos
oeientes que elimina a dependenia em rela¸ ao a estat´stias de primeira-
ordem.
Em um primeiro momento, ´e realizada a an´alise do omportamento
de um sistema om onformadores de feixe implementados na forma di-
reta e adapta¸ ao simultanea do AEC e do BF utilizando um ´unio passo de
adapta¸ ao. Essa estrat´egia de adapta¸ ao ´e equivalente ao algoritmo CLMS
proposto em Frost III (1972) om o vetor de entrada adaptado. Modelos de-
termin´stios foram derivados para modelar o omportamento da matriz de
autoorrela¸ ao do vetor de erro nos oeientes do ltro adaptativo formado
pela onatena¸ ao dos oeientes do AEC e BF, a potenia m´edia de sa´da e
as onstantes de tempo de ada modo de onvergenia. O estudo assume que
o algoritmo opera em um ambiente estaion´ario. A an´alise da onvergenia
permite a omprova¸ ao da onjetura proposta em Kallinger, Bitzer e Kam-
meyer (2000) de que ´e poss´vel o projeto de aneladores de eo auxilia-
dos por arranjos de mirofones om diminui¸ ao do n´umero de oeientes
dos aneladores de eo mantendo o mesmo desempenho de aneladores
de eo om um ´unio mirofone e mesmo n´umero de oeientes da planta
desonheida. Por meio da an´alise de onvergenia foram obtidas previsoes
te´orias para o limite de estabilidade do passo de adapta¸ ao, do omporta-
mento da orrela¸ ao do vetor de erro nos oeientes em regime-permanente,
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da potenia m´edia de sa´da em regime-permanente e das onstantes de tempo
de ada modo de onvergenia do algoritmo.
A seguir desenvolveu-se o estudo do algoritmo de adapta¸ ao on-
junta do AEC e BF na forma GSC. Sob ondi¸ oes espe´as, desritas no
Apendie D, o omportamento dessa estrutura pode ser inferido diretamente a
partir do modelo de omportamento om onformadores de feixe implemen-
tados na forma direta (BUCKLEY, 1986; GRIFFITHS; JIM, 1982). Contudo,
a an´alise desenvolvida ontempla o uso de passos de adapta¸ ao diferentes no
AEC e no BF, em que a equivalenia desrita em Bukley (1986) nao ´e v´alida.
Para realizar a an´alise de onvergenia dessa ongura¸ ao, foi neess´aria uma
metodologia alternativa para a diagonaliza¸ ao das matrizes de autoorrela¸ ao
do vetor de erro nos oeientes baseada em uma equivalenia entre um al-
goritmo LMS e uma adapta¸ ao baseada no LMS mas utilizando uma matriz
de passos denida positiva desrita em Dallinger e Rupp (2009). Modelos
determin´stios foram derivados para modelar o omportamento da matriz de
autoorrela¸ ao do vetor de erro nos oeientes da omponente nao-restrita
do ltro adaptativo formado pela onatena¸ ao dos oeientes do AEC e BF
e da potenia m´edia de sa´da. Novamente, o estudo assume que o algoritmo
opera em um ambiente estaion´ario. Por meio da an´alise de onvergenia
foram obtidas previsoes te´orias para o limite de estabilidade da ombina¸ ao
linear dos passos de adapta¸ ao, do omportamento da orrela¸ ao do vetor
de erro nos oeientes em regime-permanente e da potenia m´edia de sa´da
em regime-permanente. Baseado nos resultados do modelo, foi proposto um
algoritmo alternativo visando maximizar a veloidade de onvergenia por
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meio do uso de uma matriz de passo ou matriz de bloqueio apaz de desor-
relaionar o vetor de entrada.
Para valida¸ ao dos modelos, simula¸ oes omparativas sao apresenta-
das mostrando uma boa onordania entre o omportamento previsto se-
gundo os modelos propostos e simula¸ oes de Monte-Carlo. A utilidade dos
modelos omo uma ferramenta de aux´lio ao projeto ´e omprovada por meio
de exemplos de projeto. Nesses exemplos observa-se que informa¸ oes rele-
vantes sobre os parametros podem ser extra´das por meio do modelo dimi-
nuindo o tempo, usto e esfor¸o neess´ario para o projeto de maneira signi-
ativa. Outros exemplos de projeto visam demonstrar a utilidade do mo-
delo proposto em ondi¸ oes que violam as hip´oteses simpliadoras. Nesses
exemplos, o sistema foi projetado utilizando o modelo desenvolvido para si-
nais estaion´arios mas sua avalia¸ ao foi realizada utilizando plantas LEM nao
estaion´arias em um primeiro momento e sinais om nao-estaionariedades
semelhantes a sinais de voz posteriormente.
6.1 Propostas para ontinua¸ ao do trabalho
 Estudo do omportamento da estrutura na forma direta om passos
distintos: De maneira an´aloga a realizada para a estrutura GSC, a
adapta¸ ao dew[n℄ utilizando uma matriz de passos resulta na reursao
w[n+1℄ = P
e
(w[n℄ M
DF
s[n℄d[n℄)+w
f
: (6.1)
em queM
DF
´e uma matriz de passos N
w
N
w
-dimensional sim´etria
e denida positiva. Utilizando a mesma metodologia utilizada para
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a obten¸ ao da Equa¸ ao (3.47), a autoorrela¸ ao do vetor de erro nos
oeientes da Equa¸ ao (6.1) ´e
R
vv
[n+1℄ = P
e
R
vv
[n℄P
e
 P
e
R
vv
[n℄R
ss
M
DF
P
e
 P
e
M
DF
R
ss
R
vv
[n℄P
e
+2P
e
M
DF
R
ss
R
vv
[n℄R
ss
M
DF
P
e
+P
e
M
DF
R
ss
M
DF
P
e
[tr(R
ss
R
vv
[n℄)+J
min
℄ : (6.2)
Observa-se que o mesmo artif´io matem´atio utilizado no Cap´tulo 4
para a diagonaliza¸ ao da Equa¸ ao (6.2) nao ´e apli´avel diretamente.
Contudo, seM
DF
´e esolhida uidadosamente para queM
DF
P
e
=
P
e
M
DF
, a Equa¸ ao (6.2) pode ser esrita omo
R
vv
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vv
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vv
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>
e
R
ss
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DF
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e
R
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M
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e
R
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e
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[tr(R
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vv
[n℄)+J
min
℄
Realizando a fatora¸ ao de Cholesky deM
DF
= L
DF
L
>
DF
e denindo
R
vv
DF
[n℄ =L
 1
DF
R
vv
[n℄L
 >
DF
eR
ss
DF
=L
>
DF
P
>
e
R
ss
P
e
L
DF
tem-se
R
vv
DF
[n+1℄ =R
vv
DF
[n℄ R
vv
DF
[n℄R
ss
DF
 R
ss
DF
R
vv
DF
[n℄
+2R
ss
DF
R
vv
DF
[n℄R
ss
DF
+R
ss
DF
[tr(R
ss
R
vv
[n℄)+J
min
℄ :
(6.3)
Embora a Equa¸ ao (6.3) seja failmente diagonaliz´avel a partir da
deomposi¸ ao em autovalores de R
ss
DF
, tanto R
ss
DF
quanto R
vv
DF
[n℄
sao matrizes singulares. Nesse aso, um estudo mais detalhado de suas
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propriedades ´e neess´ario antes de prosseguir na an´alise.
 Estudo em ambiente nao-estaion´ario: O estudo da estrutura BF-AEC
em ambiente nao-estaion´ario ´e partiularmente desaador mesmo
para os modelos de nao-estaionariedade mais simples. Frequen-
temente, o estudo de nao-estaionariedades em aneladores de eo
mant´em o sinal de far-end estaion´ario e utiliza um modelo de random-
walk para varia¸ oes na resposta ao impulso da planta LEM (HAYKIN,
1993; MANOLAKIS; INGLE; KOGON, 2000; SAYED, 2008; de
ALMEIDA; BERMUDEZ; BERSHAD, 2009; de ALMEIDA et al.,
2005). Contudo, no estudo de sistemas BF-AEC, mudan¸as nas plantas
LEM ausam nao-estaionariedades no sinal de entrada dos onforma-
dores de feixe. Portanto, a modelagem teria que ontemplar ao mesmo
tempo nao-estaionariedades em uma parela do sinal de entrada
e na planta desonheida. Apenas reentemente surgiram resultados
te´orios no tratamento desse tipo de nao-estaionariedade (BERSHAD;
BERMUDEZ, 2011; BERSHAD; EWEDA; BERMUDEZ, 2014);
 Estudo do efeito de mudan¸as na dire¸ ao de hegada do sinal desejado:
Durante o estudo desse trabalho, a dire¸ ao de hegada do sinal dese-
jado ´e assumida xa. Contudo, em uma teleonferenia t´pia, o sis-
tema de anelamento de eo teria que se adaptar a pequenas mudan¸as
na posi¸ ao do usu´ario al´em de mudan¸as abruptas omo uma troa no
usu´ario desejado. O efeito de varia¸ oes na dire¸ ao de hegada torna as
Equa¸ oes (3.32), (3.48), (4.18) e (4.19) inv´alidas e portanto uma nova
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an´alise ´e neess´aria.
 Estudo de outros algoritmos de adapta¸ ao
 Normaliza¸ ao da potenia do sinal de entrada: Algoritmos base-
ados no LMS utilizam uma atualiza¸ ao proporional a s[n℄d[n℄
que ´e diretamente proporional ao vetor de dados de entrada s[n℄.
Portanto, quando a potenia de s[n℄ ´e alta, o algoritmo sofre de
amplia¸ ao do ru´do na estima¸ ao do gradiente. Para sinais de
voz, em que a diferen¸a de potenia entre trehos diferentes pode
ser maior que 20 vezes (H
¨
ANSLER; SCHMIDT, 2004), o uso
de algoritmos sem normaliza¸ ao pode levar a projetos exessiva-
mente onservadores;
 Generalized eho and interferene aneler (GEIC), APA: O uso
de outros algoritmos em que o termo de atualiza¸ ao dispoe de
informa¸ ao adiional podem levar a ganhos interessantes de ve-
loidade de onvergenia.
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
OES PARA 
DOA
= 0
O vetor de steering da Equa¸ ao (2.33) para 
DOA
= 0 ´e expresso por
(e
j!
;0) =

1    1 e
j!
   e
j!
   e
j!(N
BF
 1)
  
e
j!(N
BF
 1)

>
: (A.1)
Portanto, a resposta do arranjo, segundo a Equa¸ ao (2.31), ´e
P (e
j!
;0) =
M 1
X
m=0
N
BF
 1
X
i=0
e
 j!i
b
m
i
=
N
BF
 1
X
i=0
e
 j!i
M 1
X
m=0
b
m
i
: (A.2)
Na onstru¸ ao de restri¸ oes para sistemas de anelamento de eo auxiliado
por arranjo de mirofones, deseja-se que o onformador de feixe apresente um
omportamento xo para 
DOA
= 0. Supondo que a resposta em frequenia
desejada possa ser modelada por meio da resposta em frequenia de um ltro
FIR linear entao a resposta ao impulso desse ltro ´e
f [n℄ =
N
BF
 1
X
i=0
f
i
Æ[n  i℄ (A.3)
e sua resposta em frequenia ´e
F (e
j!
) =
N
BF
 1
X
i=0
f
i
e
 j!i
: (A.4)
Para que a resposta do arranjo em 
DOA
= 0 seja equivalente a resposta em
frequenia do ltro desrita pela Equa¸ ao (A.4), ´e neess´ario que P (e
j!
;0) =
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F (e
j!
), ou seja
N
BF
 1
X
i=0
0
B
B
B
B
B
B

M 1
X
m=0
b
m
i
1
C
C
C
C
C
C
A
e
 j!i
=
N
BF
 1
X
i=0
f
i
e
 j!i
:
Portanto, para qualquer valor de !, tem-se
M 1
X
m=0
b
m
i
= f
i
; i = 0; : : : ;N
BF
 1: (A.5)
Uma outra determina¸ ao da Equa¸ ao (A.5) baseada no prin´pio de equi-
valenia do onformador de feixe om um ´unio ltro FIR quando o sinal
inide no broadside (
DOA
= 0) ´e apresentada em Frost III (1972). O termo
broadside se origina na era da navega¸ ao quando os navios de batalha ti-
nham uma grande quantidade de anhoes posiionados em ambos os lados do
aso. O disparo de todas as armas em um dos lados do navio era onheido
omo broadside. Devido a tenologia da ´epoa, os anhoes eram altamente
impreisos e seu baixo poder de penetra¸ ao obrigava as embara¸ oes a nave-
gar pr´oximas a seus alvos para que seus disparos fossem efetivos. Os dispa-
ros entao eram feitos quando as embara¸ oes estivessem aproximadamente
emparelhadas para maximizar o n´umero de anhoes em ondi¸ oes ideais de
disparo. Analogamente, quando o sinal inide no broadside, a linha dos sen-
sores (anhoes) est´a ortogonal a linha que une o entro do arranjo e a fonte
desejada (alvo).
Assim, para uma dire¸ ao de hegada frontal, a soma dos oeientes
assoiados a um atraso de i amostras deve ser igual ao i-´esimo oeiente
da resposta ao impulso desejada. Denindo o onjunto de vetores 
i
de di-
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mensao (M N
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)1, i = 0; : : : ;N
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 1
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pode-se esrever C omo
C ,
N
BF
z                                    }|                                    {


0
   
i
   
N
BF
 1

(A.7)
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tal que a ondi¸ ao da Equa¸ ao (A.5) pode ser esrita na forma matriial
C
>
b = f (A.8)
em que f ´e denido por
f = [f
0
f
1
f
N
BF
 1
℄
>
: (A.9)
Observa-se que as restri¸ oes para o onformador de feixe de banda estreita
podem ser onstru´das a partir da Equa¸ ao (A.8) quando N
BF
= 1.
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Amatriz de restri¸ oes e o vetor de resposta em frequenia para angulos
diferentes de 
DOA
= 0 podem ser obtidos pelo m´etodo de Bukley (1987).
Iniialmente, dene-se um n´umero de restri¸ oes iniial N
f
que pode ser di-
ferente de N
BF
. O vetor de resposta em frequenia desejada f
N
f
(e
j!
) nas
frequenias esolhidas pode ser expresso por
f
N
f
(e
j!
) = [F

(e
j!
0
) F

(e
j!
1
) : : : F

(e
j!
N
f
 1
)℄
H
: (B.1)
em que F (e
j!
i
) india a resposta em frequenia desejada em ! = !
i
, (:)
H
in-
dia o operador Hermitiano e (:)

india o operador de onjuga¸ ao omplexa.
O m´etodo de gera¸ ao de restri¸ oes de Bukley (1987) ´e mais ex´vel
na deni¸ ao da resposta em frequenia na dire¸ ao desejada quando ompa-
rado om as restri¸ oes para 
DOA
= 0 desritas em (FROST III, 1972). Ao
ontr´ario do m´etodo desrito no Apendie anterior, o m´etodo nao exige que a
resposta do onformador de feixe na dire¸ ao desejada seja realiz´avel por um
ltro FIR linear om omprimento N
BF
.
A resposta em frequenia na dire¸ ao desejada ´e garantida pela
restri¸ ao linear
C
>
N
f
b = f
N
f
(e
j!
) (B.2)
em que
C
N
f
=
h
(e
j!
1
;
DOA
)    (e
j!
N
f
 1
;
DOA
)
i
: (B.3)
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Em geral, uma aproxima¸ ao razo´avel da resposta em frequenia desejada ´e
obtida quando N
f
 N
BF
, o que requer o armazenamento de uma matriz
omplexa muito maior do que a matriz real obtida para 
DOA
= 0. Em Bukley
(1987) ´e proposta a utiliza¸ ao de uma deomposi¸ ao SVD para obter uma
aproxima¸ ao da Equa¸ ao (B.2) om redu¸ ao de ordem e minimizando o erro
quadr´atio m´edio da resposta em frequenia obtida.
Para vetores de oeientes reais, o tratamento das restri¸ oes pode
utilizar um passo intermedi´ario que transforma C
N
f
e f
N
f
(e
j!
) em uma ma-
triz e um vetor reais respetivamente. Se esse passo intermedi´ario for to-
mado, evita-se a obten¸ ao de matrizes de restri¸ ao e vetores de resposta em
frequenia omplexos (BUCKLEY, 1987). Isso pode ser feito, por exem-
plo, pela separa¸ ao em suas omponentes reais e imagin´arias. A matriz de
restri¸ ao resultante ´e
C

=
h
<fC
N
f
g
>
=fC
N
f
g
>
i
>
(B.4)
em que <f:g india o operador de extra¸ ao da parte real e =f:g india o
operador de extra¸ ao da parte imagin´aria. Analogamente, o vetor de res-
posta em frequenia na dire¸ ao desejada assoiado a matriz de restri¸ ao da
Equa¸ ao (B.4) ´e dado por
f

=
h
<ff
N
f
(e
j!
)g =ff
N
f
(e
j!
)g
i
>
: (B.5)
Devido a estrutura da Equa¸ ao (B.3), ujos elementos sao exponeniais om-
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plexas, a parte real de C
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pode ser esrita omo
<fC
N
f
g
>
=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
os

!
0

0
()
T
s

os

!
0

1
()
T
s

   os

!
0


M 1
()
T
s
  (N
BF
  1)

os

!
1

0
()
T
s

os

!
1

1
()
T
s

   os

!
1


M 1
()
T
s
  (N
BF
  1)

:
:
:
:
:
:
:
:
:
:
:
:
os

!
N
f
 1

0
()
T
s

os

!
N
f
 1

1
()
T
s

   os

!
N
f
 1


M 1
()
T
s
  (N
BF
  1)

3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
e a parte imagin´aria omo
=fC
N
f
g
>
=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
sen

!
0

0
()
T
s

sen

!
0

1
()
T
s

   sen

!
0


M 1
()
T
s
  (N
BF
  1)

sen

!
1

0
()
T
s

sen

!
1

1
()
T
s

   sen

!
1


M 1
()
T
s
  (N
BF
  1)

:
:
:
:
:
:
:
:
:
:
:
:
sen

!
N
f
 1

0
()
T
s

sen

!
N
f
 1

1
()
T
s

   sen

!
N
f
 1


M 1
()
T
s
  (N
BF
  1)

3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
:
O m´etodo de Bukley (1987) onsiste na deomposi¸ ao de C

por
meio de seus valores singulares
C

=U
C

C
V
>
C
(B.6)
em que 
C
2 
(MN
BF
)2N
f
india a matriz diagonal que ont´em os valores
singulares deC

,U
C
2
MN
BF
MN
BF
india a matriz de vetores singulares
a esquerda de C

e V
C
2 
2N
f
2N
f
india a matriz de vetores singulares a
direita de C

. Dada a forma diagonal de 
C
, pode-se failmente seleionar
os N
S
valores singulares mais signiativos por meio do partiionamento de

C

C
=
2
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em que 
N
S
2
N
S
N
S
´e a submatriz ontendo osN
S
valores singulares mais
signiativos de C

, 
0
2
(MN
BF
 N
S
)(MN
BF
 N
S
)
india a submatriz on-
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tendo os MN
BF
 N
S
valores singulares menos signiativos de C

e 0
ab
india a matriz nula de ordem a b. O n´umero de valores singulares signi-
ativos N
S
representa a ordem do subespa¸o de sinal utilizado na obten¸ ao
da matriz de restri¸ oes. Quando 
0
for uma matriz nula, todos os valores sin-
gulares nao nulos sao utilizados na obten¸ ao da matriz de restri¸ oes e a ´unia
aproxima¸ ao oorre na amostragem da resposta em frequenia na dire¸ ao de-
sejada. Caso ontr´ario, quanto maior o valor de N
S
, a prin´pio, mais preisa
´e a a aproxima¸ ao. Contudo, Strang (1988) argumenta que, devido a im-
preisoes num´erias de v´arias fontes, valores singulares de baixa magnitude
adiionais podem apareer na deomposi¸ ao SVD. Assim, valores singula-
res om magnitude menor que um limiar devem ser substitu´dos por zeros.
Do ontr´ario, erros de arredondamento ou de medi¸ ao podem ser perebidos
omo valores singulares de baixa magnitude. No ´alulo da pseudo-inversa
de C

os re´proos desses valores tornam-se muito altos e podem levar a
grandes desvios da resposta esperada. Esse fenomeno est´a intimamente rela-
ionado a problemas de ondiionamento emC

(MEYER; MEYER, 2001).
Portanto, desprezando os valores singulares menos signiativos ontidos em

0
a matriz 
C
torna-se, aproximadamente (BUCKLEY, 1987),

C

2
6
6
6
6
6
6
6
6
6
4

N
S
0
N
S
(2N
f
 N
S
)
0
(MN
BF
 N
S
)N
S
0
(MN
BF
 N
S
)(2N
f
 N
S
)
3
7
7
7
7
7
7
7
7
7
5
: (B.8)
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Partiionando as matrizes U
C
e V
C
em submatrizes
U
C
=
2
6
6
6
6
6
6
6
6
6
4
U
1;1
U
1;2
U
2;1
U
2;2
3
7
7
7
7
7
7
7
7
7
5
(B.9)
e
V
C
=
2
6
6
6
6
6
6
6
6
6
4
V
1;1
V
1;2
V
2;1
V
2;2
3
7
7
7
7
7
7
7
7
7
5
; (B.10)
em queU
1;1
2
N
S
N
S
,U
1;2
2
N
S
(MN
BF
 N
S
)
,U
2;1
2
(MN
BF
 N
S
)N
S
)
,
U
2;2
2 
(MN
BF
 N
S
)(MN
BF
 N
S
)
, V
1;1
2 
N
S
N
S
, V
1;2
2 
N
S
(2N
f
 N
S
)
,
V
2;1
2 
(2N
f
 N
S
)N
S
)
, V
2;2
2 
(2N
f
 N
S
)(2N
f
 N
S
)
. A matriz de restri¸ oes
torna-se, aproximadamente
C


2
6
6
6
6
6
6
6
6
6
4
U
1;1
U
1;2
U
2;1
U
2;2
3
7
7
7
7
7
7
7
7
7
5
2
6
6
6
6
6
6
6
6
6
4

N
S
0
N
S
(2N
f
 N
S
)
0
(MN
BF
 N
S
)N
S
0
(MN
BF
 N
S
)(2N
f
 N
S
)
3
7
7
7
7
7
7
7
7
7
5
2
6
6
6
6
6
6
6
6
6
4
V
>
1;1
V
>
2;1
V
>
1;2
V
>
2;2
3
7
7
7
7
7
7
7
7
7
5
=
2
6
6
6
6
6
6
6
6
6
4
U
1;1

N
S
0
N
S
(2N
f
 N
S
)
U
2;1

N
S
0
(MN
BF
 N
S
)(2N
f
 N
S
)
3
7
7
7
7
7
7
7
7
7
5
2
6
6
6
6
6
6
6
6
6
4
V
>
1;1
V
>
2;1
V
>
1;2
V
>
2;2
3
7
7
7
7
7
7
7
7
7
5
=
2
6
6
6
6
6
6
6
6
6
4
U
1;1

N
S
V
>
1;1
U
1;1

N
S
V
>
2;1
U
2;1

N
S
V
>
1;1
U
2;1

N
S
V
>
2;1
3
7
7
7
7
7
7
7
7
7
5
: (B.11)
Observa-se que a aproxima¸ ao da Equa¸ ao (B.11) independe das submatrizes
U
1;2
, U
2;2
, V
1;2
e V
2;2
. Assim, pode-se esrevera Equa¸ ao (B.11) de forma
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ompata na qual
C

=
2
6
6
6
6
6
6
6
6
6
4
U
1;1
U
2;1
3
7
7
7
7
7
7
7
7
7
5

N
S

V
>
1;1
V
>
2;1

=U
N
S

N
S
V
>
N
S
(B.12)
em que
U
N
S
=
2
6
6
6
6
6
6
6
6
6
4
U
1;1
U
2;1
3
7
7
7
7
7
7
7
7
7
5
(B.13)
e
V
N
S
=
2
6
6
6
6
6
6
6
6
6
4
V
1;1
V
2;1
3
7
7
7
7
7
7
7
7
7
5
: (B.14)
As olunas de V
N
S
formam uma base ortonormal do subespa¸o de sinal na
matriz de restri¸ oes (BUCKLEY, 1987). O subespa¸o de sinal da matriz de
restri¸ oes ´e denido pela transforma¸ ao de Karhunen-Loeve de um sinal de
entrada om densidade espetral de potenia onheida (PAPOULIS; PIL-
LAI, 2002). Utilizando a aproxima¸ ao da Equa¸ ao (B.11) no onjunto de
restri¸ oes da Equa¸ ao (A.8) resulta no novo onjunto de restri¸ oes
(U
N
S

N
S
V
>
N
S
)
>
b =f

V
N
S

N
S
U
>
N
S
b =f

em que 
N
S
= 
>
N
S
. O posto do produto V
N
S

N
S
U
>
N
S
´e denido pelo posto
de 
N
S
que ´e N
f
. Portanto ´e poss´vel reduzir a dimensao do onjunto de
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restri¸ oes pr´e-multipliando ambos os lados por V
>
N
S
V
>
N
S
V
N
S

N
S
U
>
N
S
b =V
>
N
S
f


N
S
U
>
N
S
b =V
>
N
S
f

(B.15)
em que V
>
N
S
V
N
S
= I
N
f
. Supondo que a matriz 
N
S
foi formada seleio-
nando somente om valores singulares nao-nulos, essa matriz ´e nao-singular.
Por onstru¸ ao, essa matriz ´e tamb´em diagonal e, portanto, sua inversa pode
ser obtida de maneira trivial. Portanto, outra maneira de representar aproxi-
madamente a Equa¸ ao (A.8) onsiste em pr´e-multipliar a Equa¸ ao (B.15)
por 
 1
N
S
obtendo o sistema de equa¸ oes
U
>
N
S
b =
 1
N
S
V
>
N
S
f

: (B.16)
A vantagem da Equa¸ ao (B.16) em rela¸ ao a Equa¸ ao (B.15) ´e o fato de
U
N
S
ter olunas ortonormais. Nesse aso, a obten¸ ao de sua matriz de blo-
queio om olunas ortogonais pode ser feita utilizando diretamente U
2;1
e
U
2;2
(BUCKLEY, 1987).
Portanto, na Equa¸ ao (B.15) tem-seC =U
N
S

N
S
e f = V
>
N
S
f

e na
Equa¸ ao (B.16) tem-se C =U
N
S
e f = 
 1
N
S
V
>
N
S
f

.
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AP

ENDICE C  EQUIVAL

ENCIA ENTRE AS SOLUC¸

OES
´
OTIMAS
DA FORMA DIRETA E GSC
Utilizando a Equa¸ ao (2.57) pode-se obter a solu¸ ao ´otima da forma
direta
b
opt
=

I
MN
BF
 B

B
>
R
x
b
x
b
B

 1
B
>
R
x
b
x
b

b
q
: (C.1)
Essa solu¸ ao ´otima pode ser omparada om a solu¸ ao do LCMV determi-
nada na Equa¸ ao (2.46). A equivalenia entre as Equa¸ oes (C.1) e (2.46) pode
ser demonstrada sob as seguintes hip´oteses
1. As matrizes de restri¸ ao C e de bloqueio B sao ortogonais. Portanto
C
>
B = 0
N
C
(MN
BF
 N
C
)
(GRIFFITHS; JIM, 1982);
2. A matriz R
x
b
x
b
´e denida positiva. Portanto, as olunas de R
1=2
x
b
x
b
B
sao ortogonais as olunas deR
 1=2
x
b
x
b
C (BREED; STRAUSS, 2002). Da
hip´otese anterior, tem-se
C
>
B = 0
N
C
(MN
BF
 N
C
)
C
>
R
 1=2
x
b
x
b
R
1=2
x
b
x
b
B = 0
N
C
(MN
BF
 N
C
)

R
 1=2
x
b
x
b
C

>
R
1=2
x
b
x
b
B = 0
N
C
(MN
BF
 N
C
)
(C.2)
em queR
 1=2
x
b
x
b
R
1=2
x
b
x
b
= I
MN
BF
eR
 1=2
x
b
x
b
= (R
 1=2
x
b
x
b
)
>
.
3. O posto de C ´e igual a N
C
e o posto de B ´e MN
BF
 N
C
. Portanto
tanto C quanto B tem posto de olunas ompleto. Logo, ombinada
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om a primeira hip´otese, onlui-se os espa¸os de olunas de C e B
sao ortogonais e omplementares (BREED; STRAUSS, 2002);
4. O vetor quiesente b
q
pertene ao espa¸o fat´vel do problema denido
na Equa¸ ao (2.35). Portanto C
>
b
q
= f (GRIFFITHS; JIM, 1982).
Pr´e-multipliando a Equa¸ ao (C.1) por R
 1=2
x
b
x
b
R
1=2
x
b
x
b
e fatorando
R
x
b
x
b
=R
1=2
x
b
x
b
R
1=2
x
b
x
b
a solu¸ ao na forma direta equivalente a solu¸ ao ´otima
na forma GSC pode ser esrita de maneira mais onveniente omo
b
opt
=R
 1=2
x
b
x
b

I
MN
BF
 R
1=2
x
b
x
b
B

B
>
R
1=2
x
b
x
b
R
1=2
x
b
x
b
B

 1
B
>
R
1=2
x
b
x
b

R
1=2
x
b
x
b
b
q
=R
 1=2
x
b
x
b
 
I
MN
BF
 P
R
1=2
x
b
x
b
B
!
R
1=2
x
b
x
b
b
q
(C.3)
em queP
R
1=2
x
b
x
b
B
´e o operador de proje¸ ao no subespa¸o gerado pelas olunas
deR
1=2
x
b
x
b
B.
Da segunda e tereira hip´oteses onlui-se que a proje¸ ao no espa¸o
omplementar a P
R
1=2
x
b
x
b
B oinide om a proje¸ ao no espa¸o de olunas de
R
1=2
x
b
x
b
C. Logo
I
MN
BF
 P
R
1=2
x
b
x
b
B
= P
R
 1=2
x
b
x
b
C
=R
 1=2
x
b
x
b
C(C
>
R
 1=2
x
b
x
b
R
 1=2
x
b
x
b
C)C
>
R
 1=2
x
b
x
b
(C.4)
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A substitui¸ ao da Equa¸ ao (C.4) na Equa¸ ao (C.3) resulta em
b
opt
=R
 1=2
x
b
x
b

R
 1=2
x
b
x
b
C

C
>
R
 1
x
b
x
b
C

 1
C
>
R
 1=2
x
b
x
b

R
1=2
x
b
x
b
b
q
=R
 1
x
b
x
b
C

C
>
R
 1
x
b
x
b
C

 1
C
>
b
q
=R
 1
x
b
x
b
C

C
>
R
 1
x
b
x
b
C

 1
f (C.5)
em que no ´ultimo passo, a quarta hip´otese foi utilizada.
Portanto, satisfeitas as ondi¸ oes, as realiza¸ oes direta e GSC do on-
formador de feixe tem a mesma solu¸ ao ´otima para uma superf´ie de desem-
penho baseada no LCMV.
252 C Equivalenia entre as solu¸oes ´otimas da forma direta e GSC
253
AP

ENDICE D  EQUIVAL

ENCIA ENTRE AS SOLUC¸

OES
ADAPTATIVAS DA FORMA DIRETA E GSC
A equivalenia entre as solu¸ oes adaptativas na forma direta na
Equa¸ ao (2.53) e GSC na Equa¸ ao (2.65) foi iniialmente demonstrada para
o MVDR em Frost III (1972) e posteriormente para o LCMV em Bukley
(1987). A equivalenia pode ser demonstrada utilizando as hip´oteses do
apendie C e a hip´otese adiional (FROST III, 1972; BUCKLEY, 1987)
5. As olunas deB formam uma base ortonormal (B
>
B =
I
(MN
BF
 N
C
)(MN
BF
 N
C
)
).
A partir da tereira hip´otese, a transforma¸ ao linear
T = [B C℄ (D.1)
em que T 2 
MN
BF
MN
BF
tem posto ompleto. A pr´e-multiplia¸ ao da
Equa¸ ao (2.53) por T
>
resulta em
2
6
6
6
6
6
6
6
6
6
4
B
>
b[n+1℄
C
>
b[n+1℄
3
7
7
7
7
7
7
7
7
7
5
=
2
6
6
6
6
6
6
6
6
6
4
B
>
P (b[n℄ x
b
[n℄y[n℄)+B
>
b
f
C
>
P (b[n℄ x
b
[n℄y[n℄)+C
>
b
f
3
7
7
7
7
7
7
7
7
7
5
: (D.2)
Da Equa¸ ao (2.51) e da primeira hip´otese, tem-se os produtos matriiais
C
>
P =C
>

I
MN
BF
 C(C
>
C)
 1
C

=C
>
 C
>
C(C
>
C)
 1
C
=C
>
 C
>
= 0
CMN
BF
(D.3)
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e
B
>
P =B
>

I
MN
BF
 C(C
>
C)
 1
C

=B
>
 B
>
C(C
>
C)
 1
C
=B
>
: (D.4)
Da Equa¸ ao (2.52) e da primeira hip´otese, os produtos matriz-vetor a direita
na Equa¸ ao (D.2) sao dados por
B
>
b
f
=B
>
C(C
>
C)
 1
f
= 0
(MN
BF
 N
C
)1
(D.5)
e
C
>
b
f
=C
>
C(C
>
C)
 1
f
= f (D.6)
A substitui¸ ao das Equa¸ oes (D.3), (D.4), (D.5) e (D.6) na Equa¸ ao
(D.2) resulta em
2
6
6
6
6
6
6
6
6
6
4
B
>
b[n+1℄
C
>
b[n+1℄
3
7
7
7
7
7
7
7
7
7
5
=
2
6
6
6
6
6
6
6
6
6
4
B
>
(b[n℄ x
b
y[n℄)
f
3
7
7
7
7
7
7
7
7
7
5
: (D.7)
A parela inferior da Equa¸ ao (D.7) india somente que as solu¸ oes produ-
zidas pela Equa¸ ao (2.53) sao fat´veis. Quando a primeira, tereira e quarta
hip´oteses sao satisfeitas, toda solu¸ ao na forma direta pode ser mapeada para
uma solu¸ ao na forma GSC (GRIFFITHS; JIM, 1982). A substitui¸ ao da
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Equa¸ ao (2.57) na por¸ ao superior da Equa¸ ao (D.7) resulta em
B
>
(b
q
 Bb
IC
[n℄) =B
>
(b
q
 Bb
IC
[n℄) B
>
x
b
[n℄y[n℄
B
>
Bb
IC
[n℄ =B
>
Bb
IC
[n℄+B
>
x
b
[n℄y[n℄:
Finalmente, quando a quinta hip´otese ´e v´alida entao hega-se a Equa¸ ao (2.65).
Ou seja, dado o mesmo passo de adapta¸ ao , satisfeitas as hip´oteses, e ini-
ializados na mesma solu¸ ao os onformadores de feixe implementados na
forma direta e GSC tem o mesmo omportamento transit´orio (GRIFFITHS;
JIM, 1982).
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AP

ENDICE E  DETERMINAC¸

AO DE
P
e
Efs[n℄s
>
[n℄v [n℄w
>
opt
s[n℄s
>
[n℄g P
e
O sexto e s´etimo termos da Equa¸ ao (3.46) podem ser alulados uti-
lizando as hip´oteses H1 e H4 e o Teorema da fatora¸ ao dos momentos de
vari´aveis Gaussianas. Seja [℄
i;j
o elemento na linha i e oluna j da matriz 
e [℄
i
o i-´esimo elemento do vetor  entao
h
Efs[n℄s
>
[n℄v[n℄w
>
opt
s[n℄s
>
[n℄g
i
i;j
=
N
w
X
`=1
N
w
X
p=1
Ef[s[n℄℄
i
[s[n℄℄
`
[v[n℄℄
`
[w
opt
℄
p
[s[n℄℄
p
[s[n℄℄
j
g
=
N
w
X
`=1
N
w
X
p=1
Ef[s[n℄℄
i
[s[n℄℄
`
[s[n℄℄
p
[s[n℄℄
j
gEf[v[n℄℄
`
g[w
opt
℄
p
=
N
w
X
`=1
N
w
X
p=1

Ef[s[n℄℄
i
[s[n℄℄
`
gEf[s[n℄℄
p
[s[n℄℄
j
g+Ef[s[n℄℄
i
[s[n℄℄
p
g
Ef[s[n℄℄
`
[s[n℄℄
j
g+Ef[s[n℄℄
i
[s[n℄℄
j
gEf[s[n℄℄
`
[s[n℄℄
p
g

Ef[v[n℄℄
`
g[w
opt
℄
p
=
0
B
B
B
B
B
B

N
w
X
`=1
Ef[s[n℄℄
i
[s[n℄℄
`
gEf[v[n℄℄
`
g
1
C
C
C
C
C
C
A
0
B
B
B
B
B
B
B

N
w
X
p=1
Ef[s[n℄℄
p
[s[n℄℄
j
g[w
opt
℄
p
1
C
C
C
C
C
C
C
A
+
0
B
B
B
B
B
B
B

N
w
X
p=1
Ef[s[n℄℄
i
[s[n℄℄
p
g
1
C
C
C
C
C
C
C
A
0
B
B
B
B
B
B

N
w
X
`=1
Ef[s[n℄℄
`
[s[n℄℄
j
gEf[v[n℄℄
`
g[w
opt
℄
p
1
C
C
C
C
C
C
A
+Ef[s[n℄℄
i
[s[n℄℄
j
g
N
w
X
`=1
N
w
X
p=1

Ef[s[n℄℄
`
[s[n℄℄
p
gEf[v[n℄℄
`
g[w
opt
℄
p

= [R
ss
Efv[n℄g℄
i
[R
ss
w
opt
℄
j
+ [R
ss
w
opt
℄
i
[R
ss
Efv[n℄g℄
j
+ [R
ss
℄
i;j
w
>
opt
R
ss
Efv[n℄g: (E.1)
258 E Determina¸ao de P
e
Efs[n℄s
>
[n℄v [n℄w
>
opt
s[n℄s
>
[n℄g P
e
Portanto, o sexto termo da Equa¸ ao (3.46) pode ser esrito omo
P
e
Efs[n℄s
>
[n℄v[n℄w
>
opt
s[n℄s
>
[n℄gP
e
= P
e
R
ss
Efv[n℄gw
>
opt
R
ss
P
e
+P
e
R
ss
w
opt
Efv[n℄g
>
R
ss
P
e
+P
e
R
ss
w
>
opt
R
ss
Efv[n℄gP
e
= 0
N
w
N
w
(E.2)
em que P
e
R
ss
w
opt
= 0
N
w
1
da Equa¸ ao (3.34). O s´etimo termo ´e tamb´em
nulo e ´e o resultado da transposi¸ ao da Equa¸ ao (E.2).
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
ENDICE F  DETERMINAC¸

AO DE
P
e
Efs[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄g P
e
O ´ultimo termo da Equa¸ ao (3.46) pode ser alulado utilizando
as hip´oteses H1 e H4 e o Teorema da fatora¸ ao dos momentos de
vari´aveis Gaussianas. O elemento da i-´esima linha e j-´esima oluna de
Efs[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄g ´e esrito omo
[Efs[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄g℄
i;j
=
N
w
X
`=1
N
w
X
p=1
Ef[s[n℄℄
i
[s[n℄℄
`
[s[n℄℄
p
[s[n℄℄
j
g[w
opt
℄
`
[w
opt
℄
p
=
N
w
X
`=1
N
w
X
p=1

Ef[s[n℄℄
i
[s[n℄℄
`
gEf[s[n℄℄
p
[s[n℄℄
j
g+Ef[s[n℄℄
i
[s[n℄℄
p
g
Ef[s[n℄℄
`
[s[n℄℄
j
g+Ef[s[n℄℄
i
[s[n℄℄
j
gEf[s[n℄℄
`
[s[n℄℄
p
g

[w
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℄
`
[w
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℄
p
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N
w
X
`=1

Ef[s[n℄℄
i
[s[n℄℄
`
g[w
opt
℄
`

N
w
X
p=1

Ef[s[n℄℄
p
[s[n℄℄
j
g[w
opt
℄
p

+Ef[s[n℄℄
i
[s[n℄℄
j
g
N
w
X
`=1
N
w
X
p=1

Ef[s[n℄℄
`
[s[n℄℄
p
g[w
opt
℄
`
[w
opt
℄
p

= 2[R
ss
w
opt
℄
i
[R
ss
w
opt
℄
j
+ [R
ss
℄
i;j
w
>
opt
R
ss
w
opt
: (F.1)
Portanto,
P
e
Efs[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄gP
e
= 2P
e
R
ss
w
opt
w
>
opt
R
ss
P
e
+P
e
R
ss
P
e
w
>
opt
R
ss
w
opt
= P
e
R
ss
P
e
J
min
(F.2)
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e
Efs[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄g P
e
em que P
e
R
ss
w
opt
= 0
N
w
1
da Equa¸ ao (4.23) e J
min
= w
>
opt
R
ss
w
opt
da
Equa¸ ao (3.22).
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Efs[n℄s
>
[n℄v [n℄v
>
[n℄s[n℄s
>
[n℄g
O termo Efs[n℄s
>
[n℄v[n℄v
>
[n℄s[n℄s
>
[n℄g da Equa¸ ao (3.46) pode
ser alulado utilizando as hip´oteses H1 e H4 e o Teorema da fatora¸ ao dos
momentos de vari´aveis Gaussianas. O termo da i-´esima linha e j-´esima o-
luna de Efs[n℄s
>
[n℄v[n℄v
>
[n℄s[n℄s
>
[n℄g ´e dado por
[Efs[n℄s
>
[n℄v[n℄v
>
[n℄s[n℄s
>
[n℄g℄
i;j
=
=
N
w
X
`=1
N
w
X
p=1
Ef[s[n℄℄
i
[s[n℄℄
`
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`
[v[n℄℄
p
[s[n℄℄
p
[s[n℄℄
j
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N
w
X
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Ef[s[n℄℄
i
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`
[s[n℄℄
p
[s[n℄℄
j
gEf[v[n℄℄
`
[v[n℄℄
p
g
=
N
w
X
`=1
N
w
X
p=1

Ef[s[n℄℄
i
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`
gEf[s[n℄℄
p
[s[n℄℄
j
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i
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p
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j
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i
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j
gEf[s[n℄℄
`
[s[n℄℄
p
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`
[v[n℄℄
p
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N
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X
`=1
N
w
X
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Ef[s[n℄℄
i
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`
gEf[v[n℄℄
`
[v[n℄℄
p
gEf[s[n℄℄
p
[s[n℄℄
j
g

+Ef[s[n℄℄
i
[s[n℄℄
j
g
N
w
X
`=1
N
w
X
p=1
Ef[s[n℄℄
`
[s[n℄℄
p
gEf[v[n℄℄
`
[v[n℄℄
p
g
= 2[R
ss
R
vv
[n℄R
ss
℄
i;j
+ [R
ss
℄
i;j
N
w
X
`=1
N
w
X
p=1
Ef[s[n℄℄
`
[s[n℄℄
p
gEf[v[n℄℄
`
[v[n℄℄
p
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(G.1)
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>
[n℄v [n℄v
>
[n℄s[n℄s
>
[n℄g
em que
[R
ss
R
vv
[n℄℄
i;j
=
N
w
X
p=1
Ef[s[n℄℄
i
[s[n℄℄
p
gEf[v[n℄℄
p
[v[n℄℄
j
g (G.2)
portanto
tr(R
ss
R
vv
[n℄) =
N
w
X
`=1
[R
ss
R
vv
[n℄℄
`;`
=
N
w
X
`=1
N
w
X
p=1
Ef[s[n℄℄
`
[s[n℄℄
p
gEf[v[n℄℄
p
[v[n℄℄
`
g:
(G.3)
Logo, a matriz Efs[n℄s
>
[n℄v[n℄v
>
[n℄s[n℄s
>
[n℄g pode ser esrita omo
Efs[n℄s
>
[n℄v[n℄v
>
[n℄s[n℄s
>
[n℄g = 2R
ss
R
vv
[n℄R
ss
+R
ss
tr(R
ss
R
vv
[n℄): (G.4)
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e
R
ss
P
e
H.1 N´umero de autovalores positivos e natureza semi-denida positiva
Da hip´otese simpliadora H3, pode-se deompor R
ss
= A
>
A em
que A ´e uma matriz om posto de olunas ompleto (KAILATH, 1980, p.
667). Da Equa¸ ao (3.25), P
>
e
= P
e
e
P
e
R
ss
P
e
= P
>
e
A
>
AP
e
= (AP
e
)
>
AP
e
: (H.1)
A demonstra¸ ao da singularidade matriz P
e
R
ss
P
e
utiliza a proprie-
dade (BERNSTEIN, 2005, p. 104) na Equa¸ ao (H.1)
rank(P
e
R
ss
P
e
) = rank(P
e
A) = rank(P
e
) (H.2)
em que rank(M ) = rank(M
>
) eA tem posto de olunas ompleto (BERNS-
TEIN, 2005, p. 124). Da hip´otese H3 rank(C
e
) = N
C
, logo (C
>
e
C
e
)
 
1
2
´e
nao-singular. Portanto, pode-se esrever a Equa¸ ao (3.25) omo
P
e
= I
N
w
 C
e
(C
>
e
C
e
)
 
1
2

C
e
(C
>
e
C
e
)
 
1
2

>
: (H.3)
Utilizando a Equa¸ ao (H.3) e a propriedade em Bernstein (2005, p. 224), o
posto da proje¸ ao ´e
rank(P
e
) =N
w
  rank(C
e
(C
>
e
C
e
)
 
1
2
) =N
w
  rank(C
e
) =N
w
 N
C
:
(H.4)
Finalmente, das Equa¸ oes (H.2) e (H.4) tem-se que rank(P
e
R
ss
P
e
) =
N
w
 N
C
. Logo, P
e
R
ss
P
e
tem exatamente N
C
autovalores nulos. Como
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R
ss
P
e
P
e
R
ss
P
e
´e singular e pode ser esrita na forma da Equa¸ ao (H.1) pode-se
onluir que P
e
R
ss
P
e
´e sim´etria e semi-denida positiva.
H.2 Autovetores assoiados aos autovalores nulos
Utilizando o teorema da fatora¸ ao de Takagi (HORN; JOHNSON,
1990, p. 211), pode-se deompor P
e
R
ss
P
e
= Q
v

ss
Q
>
v
em que 
ss
´e di-
agonal e Q
v
Q
>
v
= I
N
w
. Supondo que p ´e um autovetor de P
e
R
ss
P
e
om
norma eulidiana unit´aria entao
p = (P
e
R
ss
P
e
)p: (H.5)
Da propriedade de idempotenia de proje¸ oes ortogonais tem-se P
e
= P
2
e
.
Portanto, pode-se esrever a Equa¸ ao (H.5) omo
(P
e
R
ss
P
e
)p = (P
e
R
ss
P
e
)P
e
p: (H.6)
A deomposi¸ ao de p em duas proje¸ oes ortogonais P
e
e I
N
w
 P
e
resulta em
p = P
e
p+ (I
N
w
 P
e
)p: (H.7)
Pr´e-multipliando a Equa¸ ao (H.7) por  e utilizando a Equa¸ ao (H.5) tem-se
p = P
e
p+ (I
N
w
 P
e
)(P
e
R
ss
P
e
)p
= P
e
p (H.8)
em que (I
N
w
 P
e
)P
e
= 0
N
w
N
w
. Finalmente, substituindo as Equa¸ oes (H.6)
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e (H.8) na Equa¸ ao (H.5) pode-se esrever
P
e
p = (P
e
R
ss
P
e
)P
e
p: (H.9)
Das Equa¸ oes (H.5) e (H.9), pode-se onluir que p ´e um autovetor asso-
iado a um autovalor  , 0 se e somente se P
e
p tamb´em for um autovetor
assoiado ao mesmo autovalor. Portanto o sub-espa¸o dos autovetores assoi-
ados a autovalores  , 0 oinide om a imagem (range) de P
e
. Consequen-
temente, ombina¸ oes lineares os autovetores assoiados a  = 0 geram o
espa¸o omplementar e ortogonal a P
e
. Logo, P
e
pj( = 0) = 0
N
w
1
. Entao,
da Equa¸ ao (H.7) pode-se onluir que
pj( = 0) = (I
N
w
 P
e
)pj( = 0): (H.10)
Observa-se que a atualiza¸ ao do vetor de oeientes extendido da
Equa¸ ao (3.29) na dire¸ ao do espa¸o gerado pelos autovetores assoiados a
autovalores nulos ´e
(I
N
w
 P
e
)w[n+1℄ =w
f
(H.11)
em que (I
N
w
  P
e
)P
e
= 0
N
w
N
w
. Supondo que o vetor de oei-
entes extendudo ´e iniializado em uma solu¸ ao fat´vel (por exemplo,
w[0℄ = w
f
(FROST III, 1972)), nao existe adapta¸ ao na dire¸ ao denida
pela Equa¸ ao (H.10). Portanto, a an´alise da onvergenia da Equa¸ ao (3.29),
utilizando a Equa¸ ao (3.50), pode ser feita estudando somente o sub-espa¸o
dos autovetores assoiados aos autovalores  , 0 (MARUO; BERMUDEZ;
RESENDE, 2014a).
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
ENDICE I  PROVA DO TEOREMA DOS C
´
IRCULOS DE
GERSHGORIN
O teorema dos disos de Gershgorin arma que todo autovalor de uma
matriz A est´a ontido em pelo menos um dos ´rulos no plano omplexo
om entro no i-´esimo elemento da diagonal e raio igual a soma dos valores
absolutos dos elementos da i-´esima linha ou oluna fora da diagonal. Su-
pondo que
A =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
a
1;1
a
1;2
   a
1;N
A
a
2;1
a
2;2
   a
2;N
A
:
:
:
:
:
:
:
:
:
:
:
:
a
N
A
;1
a
N
A
;2
   a
N
A
;N
A
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
´e uma matriz de quadrada de ordem N
A
, 
A
´e um autovalor deA e
v
A
=
h
v
A
1
v
A
2
   v
A
N
A
i
>
´e o autovetor nao-generalizado assoiado ao autovalor 
A
entao
Av
A
= 
A
v
A
: (I.1)
Seja v
A
j
a omponente de v
A
om maior magnitude
jv
A
j
j =max
n
jv
A
i
j; i = 1; : : : ;N
A
o
:
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Entao, esolhendo a j-´esima linha da do sistema de Equa¸ oes (I.1), tem-se
N
A
X
i=1
a
j;i
v
A
i
= 
A
v
A
j
N
A
X
i=1
i,j
a
j;i
v
A
i
= v
A
j
( a
j;j
): (I.2)
Calulando o valor absoluto da Equa¸ ao (I.2) e utilizando a desigual-
dade triangular, tem-se
jv
A
j
jj a
j;j
j = j
N
A
X
i=1
i,j
a
j;i
v
A
i
j

N
A
X
i=1
i,j
ja
j;i
jjv
A
i
j  jv
A
j
j
N
A
X
i=1
i,j
ja
j;i
j:
em que, dado que v
A
´e um autovetor, tem-se jv
A
j
j , 0. Logo,
j a
j;j
j 
N
A
X
i=1
i,j
ja
j;i
j:  (I.3)
Ou seja, todo autovalor de uma matriz pertene a pelo menos um diso om
entro em a
j;j
e raio
P
N
A
i=1
i,j
ja
j;i
j.
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ENDICE J  EQUIVAL

ENCIA ENTRE UMA ADAPTAC¸

AO DA
FAM
´
ILIA LMS COMMATRIZ DE PASSOS E O LMS
CONVENCIONAL
Supondo um ltro adaptativo na ongura¸ ao de anelamento de in-
terferenias (HAYKIN, 1993, p. 19), um algoritmo baseado no LMS l´assio
om uma matriz de passos sim´etria e denida positiva pode ser desrito pela
equa¸ ao de atualiza¸ ao

h[n+1℄ =

h[n℄+Mu

h
[n℄(y[n℄ u
>

h
[n℄

h[n℄) (J.1)
em queM ´e denida positiva portanto tem uma deomposi¸ ao de Cholesky
M = LL
>
om  > 0 e L nao-singular. Pr´e multipliando a Equa¸ ao (J.1)
por L
 1
resulta em
L
 1

h[n+1℄ =L
 1

h[n℄+L
T
u

h
[n℄(y[n℄  (L
>
u

h
[n℄)
>
L
 1

h[n℄) (J.2)
em que LL
 1
= I
N
AEC
N
AEC
. Denindo

h
L
[n℄ = L
 1

h[n℄ e u
L
[n℄ =
L
T
u

h
[n℄ a Equa¸ ao (J.2) pode ser reesrita omo

h
L
[n+1℄ =

h
L
[n℄+u
L
[n℄(y[n℄ u
>
L
[n℄

h
L
[n℄) (J.3)
que ´e a equa¸ ao de um algoritmo LMS onvenional om vetor de oeien-
tes

h
L
[n℄, sinal de entrada u
L
[n℄ e sinal desejado y[n℄. Essa equivalenia
entre as Equa¸ oes (J.1) e (J.3) foi observada iniialmente por Dallinger e
Rupp (2009) para um sinal desejado sem ru´dos. Nao obstante, observa-se
que a equivalenia ´e v´alida mesmo na ausenia de suposi¸ oes sobre o sinal
270J Equiv. entre uma adapt. fam´lia LMS om matriz de passos e o LMS onven.
u[n℄
L
y[n℄

h
L
[n℄
d[n℄
Figura J.1: Estrutura de proessamento om o algoritmo LMS onvenional
equivalente a Equa¸ ao (J.1)
desejado. O diagrama de bloos da implementa¸ ao da Equa¸ ao (J.1) na forma
de um algoritmo LMS onvenional ´e mostrado na Figura J.1.
271
AP

ENDICE K  DETERMINAC¸

AO DE
EfB
>
e
s[n℄s
>
[n℄B
e
#[n℄w
>
opt
s[n℄ s
>
[n℄ B
e
g
O sexto e s´etimo termos da Equa¸ ao (4.28) podem ser alulados uti-
lizando as hip´oteses H1 e H4 e o Teorema da fatora¸ ao dos momentos de
vari´aveis Gaussianas. Seja [℄
i;j
o elemento na linha i e oluna j da matriz 
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Portanto, o sexto termo da Equa¸ ao (4.28) pode ser esrito omo
EfB
>
e
s[n℄s
>
[n℄B
e
#[n℄w
>
opt
s[n℄s
>
[n℄B
e
g =R
blo
Ef#[n℄gw
>
opt
R
ss
B
e
+B
>
e
R
ss
w
opt
Ef#
>
[n℄gR
blo
+R
blo
Ef#
>
[n℄gB
>
e
R
ss
w
opt
= 0
N
w
N
w
(K.2)
em que B
>
e
R
ss
w
opt
= 0
N
 
1
da Equa¸ ao (4.23). O s´etimo termo ´e tamb´em
nulo e ´e o resultado da transposi¸ ao da Equa¸ ao (K.2).
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EfB
>
e
s[n℄s
>
[n℄w
opt
w
>
opt
s[n℄ s
>
[n℄ B
e
g
O ´ultimo termo da Equa¸ ao (4.28) pode ser alulado utilizando
as hip´oteses H1 e H4 e o Teorema da fatora¸ ao dos momentos de
vari´aveis Gaussianas. O elemento da i-´esima linha e j-´esima oluna de
Efs[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄g ´e alulado onforme a Equa¸ ao (F.1)
portanto,
EfB
>
e
s[n℄s
>
[n℄w
opt
w
>
opt
s[n℄s
>
[n℄B
e
g = 2B
>
e
R
ss
w
opt
w
>
opt
R
ss
B
e
+B
>
e
R
ss
B
e
w
>
opt
R
ss
w
opt
=B
>
e
R
ss
B
e
J
min
(L.1)
em que B
>
e
R
ss
w
opt
= 0
N
 
1
da Equa¸ ao (3.34) e J
min
= w
>
opt
R
ss
w
opt
da
Equa¸ ao (3.22).
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
AO DE
EfB
>
e
s[n℄s
>
[n℄B
e
#[n℄#
>
[n℄ B
>
e
s[n℄ s
>
[n℄ B
e
g
O termo EfB
>
e
s[n℄s
>
[n℄B
e
#[n℄#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
g da
Equa¸ ao (4.28) pode ser alulado utilizando as hip´oteses H1 e H4 e o
Teorema da fatora¸ ao dos momentos de vari´aveis Gaussianas. O termo
da i-´esima linha e j-´esima oluna de EfB
>
e
s[n℄s
>
[n℄B
e
#[n℄#
>
[n℄B
>
e
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>
[n℄ B
>
e
s[n℄ s
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[n℄ B
e
g
s[n℄s
>
[n℄B
e
g ´e dado por
[EfB
>
e
s[n℄s
>
[n℄B
e
#[n℄#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
g℄
i;j
=
=
N
 
X
`=1
N
 
X
p=1
Ef[B
>
e
s[n℄℄
i
[B
>
e
s[n℄℄
`
[#[n℄℄
`
[#[n℄℄
p
[B
>
e
s[n℄℄
p
[B
>
e
s[n℄℄
j
g
=
N
 
X
`=1
N
 
X
p=1
Ef[B
>
e
s[n℄℄
i
[B
>
e
s[n℄℄
`
[B
>
e
s[n℄℄
p
[B
>
e
s[n℄℄
j
gEf[#[n℄℄
`
[#[n℄℄
p
g
=
N
 
X
`=1
N
 
X
p=1

EfB
>
e
[s[n℄℄
i
[B
>
e
s[n℄℄
`
gEf[B
>
e
s[n℄℄
p
[B
>
e
s[n℄℄
j
g
+Ef[B
>
e
s[n℄℄
i
[B
>
e
s[n℄℄
p
gEf[B
>
e
s[n℄℄
`
[B
>
e
s[n℄℄
j
g
+Ef[B
>
e
s[n℄℄
i
[B
>
e
s[n℄℄
j
gEf[B
>
e
s[n℄℄
`
[B
>
e
s[n℄℄
p
g

Ef[#[n℄℄
`
[#[n℄℄
p
g
= 2
N
 
X
`=1
N
w
X
p=1

Ef[B
>
e
s[n℄℄
i
[B
>
e
s[n℄℄
`
gEf[#[n℄℄
`
[#[n℄℄
p
gEf[B
>
e
s[n℄℄
p
[B
>
e
s[n℄℄
j
g

+Ef[B
>
e
s[n℄℄
i
[B
>
e
s[n℄℄
j
g
N
 
X
`=1
N
 
X
p=1
Ef[B
>
e
s[n℄℄
`
[B
>
e
s[n℄℄
p
gEf[#[n℄℄
`
[#[n℄℄
p
g:
= 2[R
blo
R
##
[n℄R
blo
℄
i;j
+ [R
blo
℄
i;j
N
 
X
`=1
N
 
X
p=1

Ef[B
>
e
s[n℄℄
`
[B
>
e
s[n℄℄
p
g
Ef[#[n℄℄
`
[#[n℄℄
p
g

(M.1)
em que
[R
blo
R
##
[n℄℄
i;j
=
N
 
X
p=1
Ef[B
>
e
s[n℄℄
i
[B
>
e
s[n℄℄
p
gEf[#[n℄℄
p
[#[n℄℄
j
g:
(M.2)
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Portanto,
tr(R
blo
R
##
[n℄) =
N
 
X
`=1
[R
blo
R
##
[n℄℄
`;`
=
N
 
X
`=1
N
 
X
p=1
Ef[B
>
e
s[n℄℄
i
[B
>
e
s[n℄℄
p
gEf[#[n℄℄
p
[#[n℄℄
j
g:
(M.3)
Logo, a matriz EfB
>
e
s[n℄s
>
[n℄B
e
#[n℄#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
g pode ser
esrita omo
EfB
>
e
s[n℄s
>
[n℄B
e
#[n℄#
>
[n℄B
>
e
s[n℄s
>
[n℄B
e
g = 2R
blo
R
##
[n℄R
blo
+R
blo
tr(R
blo
R
##
[n℄):
(M.4)
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
ENDICE N  PROVA DO TEOREMA DA DIAGONALIZAC¸

AO
SIMULT

ANEA
Teorema 1. SejamM eG 2 R
NN
duas matrizes diagonaliz´aveis.M eG
sao diagonaliz´aveis simultaneamente por SMS
 1
e SGS
 1
, om S nao-
singular, se e somente seMG =GM
N.1 Prova do Teorema 1
Suienia. Assumindo que M e G sao diagonaliz´aveis simultaneamente,
entao M = S
 1

M
S e G = S
 1

G
S em que 
M
e 
G
sao diagonais.
Portanto,
MG = S
 1

M
SS
 1

G
S
= S
 1

M

G
S
= S
 1

G

M
S
= S
 1

G
SS
 1

M
S
=GM : 
em que o produto de matrizes diagonais 
M
e 
G
´e omutativo.
Neessidade. A prova da neessidade ´e feita por ontradi¸ ao assumindo que
o produto deM e G ´e omut´avel masM e G nao sao diagonaliz´aveis si-
multaneamente. Supondo que M ´e diagonaliz´avel por M = S
 1
M

M
S
M
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masG = S
 1
M

G
S
M
resulta em uma matriz 
G
nao-diagonal. Entao
MG =GM
S
 1
M

M
S
M
S
 1
M

G
S
M
= S
 1
M

G
S
M
S
 1
M

M
S
M
S
 1
M

M

G
S
M
= S
 1
M

G

M
S
M

M

G
= 
G

M
: (N.1)
Como 
M
´e diagonal, os elementos dos dois lados da Equa¸ ao (N.1) podem
ser esritos omo
[
M

G
℄
i;j
= [
M
℄
i;i
[
G
℄
i;j
(N.2a)
[
G

M
℄
i;j
= [
G
℄
i;j
[
M
℄
j;j
: (N.2b)
A substitui¸ ao das Equa¸ oes (N.2a) e (N.2b) na Equa¸ ao (N.1) resulta em
[
M
℄
i;i
[
G
℄
i;j
= [
G
℄
i;j
[
M
℄
j;j
[
G
℄
i;j
([
M
℄
i;i
  [
M
℄
j;j
) = 0: (N.3)
Portanto, [
G
℄
i;j
= 0 sempre que [
M
℄
i;i
, [
M
℄
j;j
. Quando [
M
℄
i;i
=
[
M
℄
j;j
pode-se assumir, sem perda de generalidade, que elementos repe-
tidos na diagonal de 
M
estao agrupados ontiguamente. Logo, 
G
´e uma
matriz diagonal em bloos om estrutura

G
=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

G
1
0
:
:
:
0 
G
k
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
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em que existe um bloo 
G
i
para ada elemento distinto da diagonal de 
M
.
Cada bloo ´e quadrado e tem dimensao denida pela multipliidade do ele-
mento da diagonal de 
M
. ComoG ´e diagonaliz´avel, entao ada bloo 
G
i
tamb´em ´e diagonaliz´avel. 
M
tem a estrutura partiionada

M
=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

1
I 0
:
:
:
0 
k
I
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
em que o tamanho de ada bloo oinide om a multipliidade do elemento
da diagonal de 
M
assoiado a ada bloo. Sabendo que ada bloo diagonal
de 
M
´e uma matriz identidade multipliada por um esalar e ada bloo
diagonal de 
G
´e diagonaliz´avel, entao existe uma transforma¸ ao T
i
nao-
singular que resulta em T
 1
i
G
i
T
i
e T
 1
i

i
IT
i
= 
i
I diagonais. Finalmente,
dada a matriz
T =
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
T
1
0
:
:
:
0 T
k
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
observa-se que T
 1

M
T e T
 1

G
T sao diagonais. Logo a transforma¸ ao
SMS
 1
eSGS
 1
omS =TS
M
´e apaz de diagonalizar simultaneamente
M e G que ontradiz a hip´otese iniial de que o produto de M e G ´e o-
mut´avel masM eG nao sao diagonaliz´aveis simultaneamente. 
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AP

ENDICE O  GERAC¸

AO DE RESPOSTAS AO IMPULSO PELO
MODELO EXPONENCIAL
O aminho entre o sinal de far-end e o sinal aptado pelo mirofone
´e formado pelas respostas dos elementos eletroa´ustios, possivelmente a
aplia¸ ao de ganhos, os proessos de onversao e pelo aoplamento a´ustio.
O aoplamento a´ustio ´e formado por uma onponente relaionada ao a-
minho direto entre o alto-falante e o mirofone e por um n´umero elevado de
aminhos seund´arios devido a reexoes. Assumindo que a resposta pode ser
representada adequadamente por um modelo linear, a resposta ao impulso do
aoplamento a´ustio ´e formada por uma sequenia de fun¸ oes impulsivas
atrasadas de um tempo proporional ao omprimento do aminho perorrido
pela reexao assoiada. Assumindo que a distania entre o alto-falante e o
mirofone estao a uma distania de d
LOS
m e uma veloidade de propaga¸ ao
do som no ar de = 343 m/s, os primeiros b
d
LOS
f
s

 oeientes da resposta ao
impulso sao nulos. Os outros oeientes sao determinados de aordo om a
reetividade das paredes e objetos do ambiente e o omprimento do aminho
perorrido pela reexao. De maneira geral, a reetividade e as dimensoes do
ambiente sao araterizados por meio do tempo de reverbera¸ ao T
R
(60). O
tempo de reverbera¸ ao de um ambiente ´e denido pelo tempo neess´ario para
que, interrup¸ ao de sua emissao por uma fonte sonora, a energia sonora sofra
uma redu¸ ao de 60 dB. Supondo que um ru´do brano estava sendo emitido
pelo alto-falante e foi subitamente interrompido, o deaimento da potenia
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deve obedeer
10log
10
Efh
2
n
LOS
g
Efh
2
n
LOS
+n
T
R
(60)
g
= 60 (O.1)
em que n
T
R
(60)
= f
s
T
R
(60) e que Efh
k
g = 0. Os tempos de reverbera¸ ao
t´pios de um esrit´orio sao da ordem de algumas entenas de milissegundos.
Considerando que os sinais dos mirofones sao aptados om uma taxa de
amostragem f
s
= 8000 Hz, a dura¸ ao de uma resposta ao impulso t´pia de
um esrit´orio pode exigir ltros de alguns milhares de oeientes.
Segundo o modelo exponenial da resposta ao impulso,
Efh
2
k
g = Efh
2
n
LOS
ge
 2$(k n
LOS
)
; k  n
LOS
(O.2)
em que, para determinar $, substitui-se a Equa¸ ao (O.2), para n = n
LOS
+
n
T
R
(60)
, na Equa¸ ao (O.1) para obter
 60 = 10log
10
Efh
2
n
LOS
g
Efh
2
n
LOS
ge
 2$n
T
R
(60)
 6 = 2$ n
T
R
(60)
log
10
e
$ =
 3
0;8686 n
T
R
(60)
(O.3)
Finalmente, para determinar Efh
2
n
LOS
, supondo que Efh
i
;h
j
g = 0, a
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energia m´edia da resposta ao impulso ´e indiada por
Efh
>
hg = E
8
>
>
>
<
>
>
>
:
n
LOS
+n
T
R
(60)
X
i=1
h
2
i
9
>
>
>
=
>
>
>
;
=
n
LOS
+n
T
R
(60)
X
i=n
LOS
Efh
2
i
g
= Efh
2
n
LOS
g
n
T
R
(60)
X
j=0
e
 2$j
Efh
2
n
LOS
g =
(1 e
 2$
)Efh
>
hg
1 e
 2$(n
T
R
(60)
+1)
(O.4)
O.1 Proedimento para determina¸ ao das respostas ao impulso
1. Espeique f
s
, T
R
(60), d
LOS
e a energia m´edia da resposta ao impulso;
2. Determine n
LOS
= b
d
LOS
f
s

+1, n
T
R
(60)
= df
s
T
R
(60)e e N
h
> n
LOS
+
n
T
R
(60)
;
3. Utilizando n
T
R
(60)
e a Equa¸ ao (O.3), determine $;
4. Utilizando $, n
T
R
(60)
e a energia m´edia da resposta ao impulso, deter-
mine Efh
2
n
LOS
g;
5. Utilizando um gerador de n´umeros pseudo-aleat´orios, gere um vetor
auxiliar a de omprimento n
T
R
(60)
om distribui¸ ao Gaussiama, m´edia
nula e variania unit´aria;
6. UtilizandoEfh
2
n
LOS
g,$ e a, determine [h℄
i+n
LOS
= [a℄
i
q
Efh
2
n
LOS
ge
 $i
.
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AP

ENDICE P  OBTENC¸

AO DE PLANTAS LEM ESPACIALMENTE
CORRELACIONADAS
Neste estudo, assume-se um arranjo linear e uniforme de mirofones,
o modelo de propaga¸ ao de far-eld e que as plantas LEM sao invariantes
no tempo. A resposta ao impulso da planta LEM do alto-falante ao m-´esimo
mirofone pode ser deomposta na sobreposi¸ ao de innitas respostas ao im-
pulso h
m
()= [h
m
0
(); : : : ;h
m
N
h
 1
()℄
>
em que ada uma orresponde a uma
dire¸ ao de hegada 
h
m
=
Z

2
 

2
h
m
()d; m = 0; : : : ;M  1: (P.1)
O modelo de propaga¸ ao de far-eld diz que as omponentes de eo iniden-
tes em uma dire¸ ao espe´a sao aptadas em mirofones diferentes om
mesma amplitude e atraso proporional ao n´umero de mirofones entre eles.
Consequentemente, as omponentes da resposta ao impulso da planta LEM
em qualquer mirofone podem ser esritas a partir das omponentes no mi-
rofone zero
h
m
i
() = h
0
i+mn()
() (P.2)
em que n() india o atraso relativo de uma onda sonora inidindo sobre
o arranjo em um angulo  entre mirofones adjaentes (normalizado pelo
per´odo de amostragem). Valores negativos de n() sao poss´veis quando a
onda inide noM  1-´esimo mirofone antes do mirofone zero.
Segundo o Teorema da amostragem espaial a distania m´axima en-
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tre sensores adjaentes que permite a apta¸ ao de um sinal sem ambigui-
dade sobre sua dire¸ ao de hegada ´e d
max
=

min
2
=

2f
max
(TREES, 2002), em
que  india a veloidade de propaga¸ ao da onda no meio e f
max
´e a maior
frequenia do espetro do sinal reebido. O teorema da amostragem temporal
arma que, para que um sinal ont´nuo possa ser reuperado sem ambiguida-
des a partir de sua versao amostrada f
max

f
s
2
(OPPENHEIM; WILLSKY;
NAWAB, 1996). Quando a largura de banda do sinal reebido ´e menor que
esse limite superior, os sinais dos mirofones sao sobreamostrados por um
fator de sobreamostragem temporal F
t
=
f
s
2f
max
> 1. Nesse aso, f
max
=
f
s
2F
t
e
a distania m´axima entre mirofones adjaentes torna-se
d
max
=
F
t

f
s
: (P.3)
Analogamente, durante um projeto que exija muitos mirofones ou em que
existam limita¸ oes espaiais severas omo em telefones elulares ou apare-
lhos auditivos, o posiionamento dos mirofones espa¸ados de d
max
pode nao
ser vi´avel. Ao posiionar os mirofones separados de d
M
< d
max
, os sinais
sao sobreamostrados espaialmente (TREES, 2002). O fator de sobreamos-
tragem espaial ´e denido omo
F
s
=
d
max
d
M
(P.4)
no qual F
s
> 1 para nao oorrerem ambiguidades na dire¸ ao dos sinais. Uti-
lizando o modelo de propaga¸ ao de far-eld o n´umero de amostras de atraso
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entre sensores adjaentes utilizando as Equa¸ oes (P.3) e (P.4), ´e expresso por
n() = f
s
d
M
sin

=
f
s
2f
max
d
max
F
s
sin
d
max
=
F
t
F
s
sen = F sen (P.5)
em que o fator de sobreamostragem F =
F
t
F
s
> 0 ´e a razao entre o fator de
amostragem temporal e o fator de amostragem espaial.
Substituindo (P.5) e (P.2) em (P.1) e observando o i-´esimo elemento
do vetor de resposta ao impulso da planta LEM resultante ´e dado por
[h
m
℄
i
=
Z

2
 

2
h
0
i+mF sin
()d: (P.6)
A aplia¸ ao da Equa¸ ao (P.6) requer um modelo ont´nuo para h
0
() em
rela¸ ao a  para gerar atrasos em qualquer angulo de inidenia e, onse-
quentemente, ´e neess´ario um proedimento para atrasar h
0
i
por um n´umero
fraion´ario de amostras. Contudo, se o fator de amostragem for suiente-
mente elevado, F  1 e ´e poss´vel aproximar atrasos fraion´arios para seu
n´umero inteiro mais pr´oximo. Isso possibilita o uso de um modelo disreto
para h
0
e a Equa¸ ao (P.6) torna-se aproximadamente
[h
m
℄
i

F
X
j= F
(j)h
0
i+mj
(arsen(
j
F
)) (P.7)
em que (j) ´e um fator de pondera¸ ao devido a nao uniformidade na amos-
tragem de  e a fun¸ ao arsen ´e assumida limitada a =2 arsen(:) =2.
Se a densidade de potenia do eo for assumida uniforme para  

2
<
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 <

2
entao os fatores de pondera¸ ao na Equa¸ ao (P.7) sao determinados por
(j) =
g

j+
1
2
F

 g

j 
1
2
F


(P.8)
em que
g(x) =
8
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
 

2
; x < 1
arsin(x);  1 x 1

2
x > 1
Assim, a resposta ao impulso das plantas LEM ´e araterizada a par-
tir de 2F + 1 omponentes de eo no mirofone zero. Para a gera¸ ao dessas
omponentes, utilizou-se o modelo exponenial apresentado em Breining et
al. (1999) devido a sua simpliidade. De modo opional, uma omponente
representando a transferenia de potenia sonora entre o alto-falante e o ar-
ranjo de mirofones por uma linha de visada pode ser adiionada em que
somente um oeiente de h
0
LOS
´e diferente de zero e um atraso entre sen-
sores adjaentes  F  n
LOS
 F ´e apliado para obter a omponente de
linha de visada nos outros mirofones. Como normalmente a omponente de
linha de visada apresenta o menor atraso de transmissao entre o alto-falante e
o arranjo de mirofones, oeientes em atrasos menores que a omponente
de linha de visada podem ser desartados para manter a oerenia om essa
observa¸ ao.
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P.1 Exemplo
Considere o projeto de um aparelho smart TV que dispoe de um ar-
ranjo de M = 2 mirofones no qual deseja-se implementar um sistema de
telefonia hands-free utilizando o hardware j´a dispon´vel. O aparelho apre-
senta funionalidades de grava¸ ao de ´audio em alta qualidade, um sistema
de reonheimento de palavras que permite ao usu´ario utilizar omandos de
fala para operar o dispositivo, um sistema de telefonia hands-free entre ou-
tros. Deseja-se projetar um anelador de eo a´ustio para um ambiente om
tempo de reverbera¸ ao t´pio de T
R
(60) = 100 ms
P.1.1 Espeia¸ ao
O sistema de grava¸ ao de ´audio requer uma taxa de amostragem ele-
vada f
s
= 48000 Hz dispon´vel para o uso de outras funionalidades. O ar-
ranjo de mirofones foi espeiado previamente para funionar om o sis-
tema de reonheimento de palavras que requer a apta¸ ao da fala om uma
qualidade signiativamente superior ao sistema de telefonia. Considera-se
que os sinais utilizados no sistema de reonheimento de fala estao na faixa
entre 0 at´e 8 kHz (SSNDERSON; PALIWAL, 1997) e que o arranjo ´e riti-
amente amostrado espaialmente para essa largura de banda. Portanto, su-
pondo uma veloidade de propaga¸ ao do som no ar de 343 m/s, a distania
entre os mirofones ´e d =

2f
max
=
343
2:8000
= 2:14 m. Finalmente, onside-
rando que a distania das fontes sonoras, em ondi¸ oes t´pias, ´e signiati-
vamente maior que a distania entre os mirofones, o modelo de far-eld para
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a propaga¸ ao de ondas ´e uma aproxima¸ ao razo´avel.
Fator de sobreamostragem temporal
Quando o sistema opera no modo telefone hands-free, a faixa de in-
teresse do sinal est´a entre 0 e 4 kHz. Portanto, o fator de sobreamostragem
temporal ´e F
t
=
f
s
2f
max
=
48000
2:4000
= 6.
Fator de sobreamostragem espaial
Analogamente, a distania m´axima entre os mirofones para evitar o
aliasing espaial no modo telefone hands-free ´e d
max
=

2f
max
=
343
2:4000
= 4:28
m. Portanto, o fator de sobreamostragem espaial resultante ´e F
s
=
4:28
2:14
= 2.
Fator de sobreamostragem
Com base nos fatores de sobreamostragem espaial e temporal,
onlui-se que o fator de sobreamostragem ´e F =
F
t
F
s
=
6
2
= 3.
Fator de pondera¸ ao devido a nao uniformidade na amostragem de 
A utiliza¸ ao da Equa¸ ao (P.8) para o ´alulo de (j), j =  F;   F
resulta nos oeientes mostrados na Tabela P.1
Tabela P.1: Fator de pondera¸ ao devido a nao uniformidade na amostragem
de  para o Exemplo
( 3) ( 2) ( 1) (0) (1) (2) (3)
0;1864 0;1469 0;1134 0;1066 0;1134 0;1469 0;1864
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Gera¸ ao das omponentes da resposta ao impulso h
0
()
Para a taxa de amostragem de f
s
= 48000 Hz e o tempo de
reverbera¸ ao T
R
(60) = 100 ms, o omprimento neess´ario para modelar
ada planta LEM ´e dado por N
h
= 4800 oeientes. Entretanto, para sim-
pliar o exemplo e failitar a visualiza¸ ao, as plantas foram geradas om
apenas 32 oeientes. A gera¸ ao das plantas om mais oeientes segue
o mesmo proedimento. Assumindo que as omponentes nas diferentes
dire¸ oes de hegada seguem o modelo exponenial desrito no Apendie O
(BREINING et al., 1999) e que omponentes em dire¸ oes diferentes sao
independentes, um onjunto poss´vel de respostas ´e indiado na Figura P.1.
Cada uma dessas respostas orresponde a uma realiza¸ ao independente de um
anal exponenial om Efh
0
i
()g = 0, Efh
2
0
i
()g dado pela Equa¸ ao (O.2) e
distribui¸ ao Gaussiana.
Obten¸ ao das respostas ao impulso orrelaionadas espaialmente
A utiliza¸ ao a Equa¸ ao (P.7), para m = 0, F = 3 e (j) dado pela
Tabela P.1 resulta em
[h
0
℄
i
=
3
X
j= 3
(j)h
0
i
 
arsen
 
j
F
!!
= 0;1864  h
0
i


2

+0;1469  h
0
i
 
arsin(2=3)

+0;1134  h
0
i
 
arsin(1=3)

+0;1066  h
0
i
(0)
+0;1134  h
0
i
 
 arsin(1=3)

+0;1469  h
0
i
 
 arsin(2=3)

+0;1864  h
0
i

 

2

(P.9)
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Figura P.1: Componentes da resposta ao impulso
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e, para m = 1 e F = 3 resulta em
[h
1
℄
i
=
3
X
j= 3
(j)h
0
i+j
 
arsen
 
j
F
!!
= 0;1864  h
0
i+3


2

+0;1469  h
0
i+2
 
arsin(2=3)

+0;1134  h
0
i+1
 
arsin(1=3)

+0;1066  h
0
i
(0)
+0;1134  h
0
i 1
 
 arsin(1=3)

+0;1469  h
0
i 2
 
 arsin(2=3)

+0;1864  h
0
i 3

 

2

: (P.10)
O mesmo proedimento ´e utilizado para os demais valores de m.
Finalmente, as respostas ao impulso das plantas LEM desritas nas
Equa¸ oes (P.9) e (P.10) sao ilustradas na Figura P.2
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Figura P.2: Respostas ao impulso de plantas LEM
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