Nonparametric procedures are often more powerful than classical tests for real world data, which are rarely normally distributed. However, there are difficulties in using these tests. Computational formulas are scattered tnrous-hout the literature, and there is a lack of avalialalicy of tables of critical values. This paper brings together the computational formulas for 20 commonly used nonparametric tests that have large-sample approximations for the critical value. Because there is no generally agreed upon lower limit for the sample size, Monte Carlo methods have been used to determine the smallest sample size that can be used with the large-sample approximations. The statistics reviewed include single-population tests, comparisons of two populations, comparisons of several populations, and tests of association. (Contains 4 tables and 59 references.) (Author/SLD)
nonparametric test is one which makes no hypothesis about the value of a parameter in a statistical density function, whereas a distribution-free test is one which makes no assumptions about the precise form of the sampled population" (p. 15). In this paper we are concerned with nonparametric procedures.
A difficulty in using nonparametric tests is the availability of computational formulas and tables of critical values. For example, Siegel and Castellan (1988) noted, "Valuable as these sources are, they have typically either been highly selective in the techniques presented or have not included the tables of significance" (p. xvi). This continues to be a problem as evidenced by our survey of 20 in-print generic college-statistics textbooks, including seven general textbooks, eight for the social and behavioral sciences, four for business, and one for engineering. Formulas were given for only eight nonparametric statistics, and tables of critical values were given for only the following six: (a) KoLmogorov-Smimov test, (b) Sign test, (c) Wilcoxon Signed Rank test, (d) Wilcoxon (Mann-Whitney) test, (e) Spearman's rank correlation coefficient, and (f) Kendall's rank correlation coefficient.
This situation is somewhat improved for nonparametric statistics textbooks. Eighteen nonparametric textbooks published since 1956 were also reviewed. The most comprehensive texts in terms of coverage were Neave and Worthington (1988) which is out of print and Deshpande Gore, and Shanubhogue (1995) . Table 1 contains the statistical content of the eighteen textbooks. The comment by Laubscher, Steffens, and De Lange (1968) on the Mood test summarized the findings: "As far as we know the main drawback in using this test statistic, developed more than 14 years ago, lies in the fact that its distribution has never been tabulated except for a few isolated cases" (p. 497). Regarding the Sign test, Hajek (1969) wrote, "The normal approximation is good for N 12" (p. 108) . Gibbons (1971) agreed, "Therefore, for moderate and large values of N (say at least 12) it is satisfactory to use the normal approximation to the binomial to determine the rejection region" (p. 102).
Both Sprent (1989) and Deshpande, Gore, and Shanubhogue (1995) , however, recommended n greater than 20. Siegel and Castellan (1988) suggested n 35, but Neave and Worthington (1988) proposed that n > 50.
The literature regarding the Wilcoxon Rank Sum test is similarly disparate. Deshpande, Gore, and Shanubhogue (1995) stated that the combined sample size should be at least 20 to use a large sample approximation of the critical value. Conover (1971) and Sprent (1989) recommended that one or both samples must exceed 20. Gibbons (1971) placed the lower limit at twelve per sample. For the Wilcoxon Signed Rank test, Deshpande, Gore, and Shanubhogue (1995) said that the approximation can be used when n is greater than 10. Gibbons (1971) recommended it when n is greater than 12, and Sprent (1989) 7 4 required n to be greater than 20. The general lack of agreement may indicate that these recommendations are based on personal experience, the sample sizes in available tables, the author's definition of "acceptable" or "large", or some other criterion.
There are two alternatives to tables and approximations. The first is to use exact permutation methods. There is software available that will generate exact p-values for small data sets and Monte Carlo estimates for larger problems. See Ludbrook and Dudley (1998) for a brief review of the capabilities of currently available software packages for permutation tests. However, these software solutions are expensive, have different limitations in coverage of procedures, and may require considerable computing time even with fast personal computers (see, e.g., Musial, 1999; Posch & Sawilowsky, 1997) . In any case, a desirable feature of nonparametric statistics is that they are easy to compute without statistical software and computers, which makes their use in the classroom or work in the field attractive.
A second alternative is the use of the rank transformation (RT) procedure developed by Conover and Iman (1981) . They proposed the use of this procedure as a bridge between parametric and nonparametric techniques. The RT is carried out as follows: rank the original scores, perform the classical test on the ranks, and refer to the standard table of critical values. In some cases, this procedure results in a well-known test. For example, conducting the t test on the ranks of original scores in a two independent samples layout is equivalent to the Wilcoxon Rank Sum test: (However, see the caution noted by Sawilowsky & Brown, 1991) . In other cases, such as factorial analysis of variance (ANOVA) layouts, a new statistic emerges.
The early exuberance with this procedure was related to its simplicity and promise of increased statistical power when data sets displayed nonnormality. Iman and Conover noted the success of the RT in the two independent samples case and the one-way ANOVA layout. Nanna (1997) showed that the RT is robust and powerful as an alternative to the independent samples multivariate Hotelling's T2.
However, Blair and Higgins (1985) demonstrated that the RT suffers power losses in the dependent samples t test layout as the correlation between the pretest and posttest increases. Bradstreet (1997) found the RT to perform poorly for the two sample Behrens-Fisher problem. Sawilowsky (1985) , Sawilowsky, Blair, and Higgins (1989) , Blair, Sawilowsky, and Higgins (1987) , and Kelley and Sawilowsky (1997) showed the RT has severely inflated Type I errors and a lack of power in testing interactions in factorial ANOVA layouts. Harwell and Serlin (1997) found the RT to have inflated Type I errors in the test of (3 = 0 in linear regression. In the context of analysis of covariance, Sawilowsky (1999, 2000) found the RT's Type I error rate inflates quicker than the general ANOVA case, and it demonstrated more severely depressed power properties. Recent results by Headrick (personal communications) shows the RT to have poor control of Type I errors in the ordinary least squares multiple regression layout. Sawilowsky (1989) stated that the RT as a bridge has fallen down, and cannot be used to unify parametric and nonparametric methodology or as a method to avoid finding formulas and critical values for nonparametric tests.
The Current Study
As noted above, the computational formulas for many nonparametric tests are scattered throughout the literature, and tables of critical values are scarcer. Large sample approximation formulas are also scattered and appear in different forms. Most important, the advice on how "large" a sample must be to use the approximations is conflicting. The purpose of this study is to ameliorate all five of these problems.
Ascertaining the smallest sample size that can be used with a large sample approximation for the various statistics would enable researchers who do not have access to the necessary tables of critical values or statistical software to employ these tests. The first portion of this paper uses Monte Carlo methods to determine the smallest sample size that can be used with the large sample approximation while still preserving nominal alpha. The second portion of this paper provides a comprehensive review of computational formulas with worked examples for twenty nonparametric statistics. They were chosen because they are commonly employed and because large sample approximation formulas have been developed for them.
Methodology
Each of the twenty statistics was tested with normal data and Micceri's (1989;  see also Sawilowsky, Blair, & Micceri, 1990) real world data sets. The real data sets represent smooth symmetric, extreme asymmetric, and multi-modal lumpy distributions. Morite Carlo methods were used in order to determine the smallest samples that can be used with large-sample approximations.
A program was written in Fortran 90 (Lahey, 1998) for each statistic. The program sampled with replacement from each of the four data sets for n = 1, 2, ... N; ni = n2 = (2, 2), (3,3), (N1,N2) , and so forth as the number of groups increased. The statistic was calculated and evaluated using the tabled values when available and the approximation of the critical value. The number of rejections was counted BEST COPY AVAILABLE .9 6 and the Type I error rate was computed. Nominal a was set at .05 and .01. Bradley's (1978) conservative estimates of .045 < Type I error rate < .055 and .009 < Type I error rate < .011 were used, respectively, as measures of robustness. The sample sizes were increased until the Type I error rates converged within these acceptable regions.
Assumptions and Limitations
In many cases there are different formulas for the large sample approximation of a statistic. Two criteria were used in choosing which formula to include: (a) consensus of authors, and (b) ease of use in computing and programming. Some of the statistics have different large sample approximations based on the presence of ties among the data. The formulas not based on ties were used because we corrected for ties using average ranks.
Data Sets For Worked Examples In This Article
The worked examples in this study used five data sets that may be found in Table 3 (Appendix).
Some statistics converged at relatively large sample sizes. In choosing the sample size for the worked example, we compromised between the amount of computation required for large samples and an unrepresentatively small but convenient sample size. Therefore, we selected a sample size of n = 15, recognizing that some statistics' large sample approximations do not converge within Bradley's (1968) limits for this small sample size. The data sets were randomly selected from Micceri's (1989) multimodal lumpy data set, Table 4 (Appendix). Because the samples came from the same population, the worked examples all conclude that the null hypothesis cannot be rejected.
Statistics Examined
The twenty statistics included in this article represent four layouts: (1) single population tests, (2) comparison of two populations, (3) comparison of several populations, and (4) Table 2 shows the minimum sample sizes for the tests studied. These recommendations are based on results that converged when underlying assumptions are reasonably met. The minimum sample-sizes are ,conservative, representing the largest minimum for each test. If the test had three or more samples, the largest group minimum was chosen. Consequently the large-sample approximations will work in some instances for smaller sample sizes. 'Where the test involves more than one sample, the smallest sample size refers to the smallest sample size for each equal sample. Lehmann Estimator only converged for normal data. For nonnormal data the large sample approximation was extremely conservative with n = 10 (e.g., for the extreme asymmetric data set the Type I error rate was only 0.0211 and 0.0028 for the .05 and .01 alpha levels, respectively) and increased in conservativeness (i.e., the Type I error rate converged to 0.0) as n increased. The Match test only converged for normally distributed data, and it was the only test where the sample size required for a = .01 was smaller than for a = .05.
Statistics, Worked Examples, Large Scale Approximations
Single Population Tests
Goodness-of-fit statistics are single-population tests of how well observed data fit expected probabilities or a theoretical probability density function. They are often used as a preliminary test of the distribution assumption of parametric tests. The Kolmogorov-Smirnov goodness-of-fit test was studied.
Tests for location are used to make inferences about the location of a population. deviation between the empirical distribution function, F(x), and the hypothesized cumulative distribution function, Fo(x). Small differences support the null hypothesis while large differences are evidence against the null hypothesis.
The null hypothesis is Ho : F (x) = Fo(x) for all x and the alternative hypothesis is H : F, (x) Fo(x) for at least some x where Fo(x) is a completely specified continuous distribution. The empirical distribution function, F(x), is a step function, defined as:
n where n = sample size.
Test statistic.
The test statistic, D, is the maximum vertical distance between. the empirical distribution function and the cumulative distribution function.
Both vertical distances F (x;) Fo(x,.) and F,(x,_,) Fo(x;) have to be calculated in order to find the maximum deviation. The overall maximum of the two calculated deviations is defined as Dn.
For a one-tailed test against the alternatives H, : F,(x) > Fo(x) or H, : F(x) < Fo(x) for at least some values ofx, the test statistics are respectively:
The rejection rule is to reject Ho when D D,, where Dn, is the critical value for a given n and a level a of significance.
Large sample sizes.
The null distribution of 4nD+2 (or 4nD,"' ) is approximately X2 with 2 degrees of freedom. Thus, the large sample approximation is
2/ 2 n (5) where 4,22 is the value for chi-square with 2 degrees of freedom for the appropriate alpha level and n is the sample size.
Example.
The K-S goodness-of-fit statistic was calculated for Sample 1 in Table 3 (Appendix), n = 15, against the cumulative frequency distribution of the multimodal lumpy data set. The maximum difference at step was 0.07463 and the maximum difference before step was 0.142610. Thus the value of D, is 0.142610. For a two-tail test with a = .05, the large sample approximation is 1.3581/ = 1.3581/ /1-5 =0.35066. Because 0.142610 < 0.35066, the null hypothesis cannot be rejected.
The Sign Test
The Sign test is credited to Fisher as early as 1925. One of the first papers on the theory and application of the sign test' is attributed to Dixon and Mood in 1946 (Hollander & Wolfe, 1973) .
According to Neave and Worthington (1988) , the logic of the Sign test is "almost certainly the oldest of all formal statistical tests as there is published evidence of its use long ago by J. Arbuthnott (1710)!" (p.
65).
The Sign test is a test for a population median. It can also be used with matched data as a test for equality of medians. The test is based upon the number of values above or below the hypothesized median. Gibbons (1971) The test statistic is the number of '+' signs or the number of signs. If the expectation under the alternative hypothesis is that there will be a preponderance of '+' signs, the test statistic is the Mr COPY' AVAltABLE 1.4 number of `' signs. Similarly, if the expectation is a preponderance of `' signs, the test statistic is the number of `+' signs. If the test is two-tailed, use the smaller of the two. Thus, S= the number of `+' or `' signs (depending upon the context)
The large sample approximation is given by S' = 112
where S is the test statistic and n is the sample size. S* is compared to the standard normal z scores for the appropriate a level.
The Sign test was calculated using Sample 1 in Table 3 (Appendix), n = 15. The population median is 18.0. The number of negative values is 7 and the number of positive values is 8. Therefore S= 7. The large sample approximation, S., using formula (7) Rank the absolute value of the differences, in ascending order, keeping track of the individual signs.
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The test statistic is the sum of either the positive ranks or the negative ranks. If the alternative hypothesis suggests that the sum of the positive ranks should be large, then T-= the sum of ranks of the negative differences
If the alternative hypothesis suggests that the sum of the negative ranks should be large, then = the sum of ranks of the positive differences
, For a two-tailed test, T is the smaller of the two rank-sums. The total sum of the ranks is n(n +1) which 2 gives the following relationship:
Lary sample sizes.
The large sample approximation is
where T is the test statistic and n is the sample size. The resulting z is compared to the standard normal z for the appropriate alpha level.
The Signed Rank test was computed using the data from Sample 1 in Table 3 (Appendix), n = 15. The median of the population is 18.0. Tied differences were assigned midranks. The sum of the negative ranks was 38.5 and the sum of the positive ranks was 81.5. Therefore the Signed Rank statistic (12) is 38.5. The large sample approximation is 
Estimator of the Median for a Continuous Distribution
The sample median is the point estimate of the population median. This procedure provides a I a confidence interval for the population median. It was designed to be used with continuous data.
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Let n be the size of the sample. Order the n observations in ascending Order,
. Let x(0) -,co and x(1) = co . These n + 2 values form n + 1 intervals
The ith interval is defined as (x(1_,),..r0)) with i = 1, 2,
. . n, n + 1. The probability that the median is in any one interval is based on the binomial distribution.
The confidence interval for the median given the confidence coefficient 1 -a, requires that an r be found such that the sum of the probabilities of the intervals in both the lower and upper ends give the best conservative approximation of a/2, according to the following:
Thus (xo, x(r+o) is the last interval in the lower end making xfr+i) the lower limit of the confidence interval. By a similar process, z(".,.) is the upper limit of the confidence interval.
According to Deshpande, Gore, and Shanubhogue (1995) "one may use the critical points of the standard normal distribution, to choose the value of r + 1 and n r, in the following way": r + 1 is the integer closest to n za12(
where zcd2 is the upper a/2 critical value of the standard normal distribution.
The data from Sample 1 in Table 3 (Appendix), n = 15, were used to compute the estimator of the median. The population median is 18.0. For the given n and a = .05, the value of r is 3. The value of r + 1 is 4, and n r is 12. The 4th value is 13 and the 12th value is 33. Therefore the interval is (13, 33).
The large sample approximation yields 7.5 1.95996(1.9365) = 7.5 3.70 = 3.80. The closest integer is r + 1 = 4, so r = 3 and. n r = 12, resulting in the same interval, (13, 33). The interval contains the population median, 18.
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Two Sample Problems
The two-sample problem consists of two independent random samples drawn from two populations. This study examined two sample tests for general differences, two sample location problems, and two sample scale problems.
When differences between two samples are not expected to be predominantly differences in location or differences in scale, a test for general differences is appropriate. Generally differences in variability are related to differences in location. Two tests for differences were considered, the Kolmogbrov-Smirnov test for general differences and Rosenbaum's test.
Two sample location problems involve tests for a difference in location between two samples when the populations are assumed to be similar in shape. The idea is that 1(x) = f2 (x + 0) or f,, (x) = f, (x 8) where 8 is the distance between the population medians. Tukey's quick test, the Wilcoxon (Mann-Whitney) statistic, and the Hodges-Lehmann estimator of the difference in location for two populations were considered.
In two sample scale problems, the population distributions are usually assumed to have the same location with different spreads. However, Neave and Worthington (1988) 
Kolmogorov-Smirnov Test for General Differences
The Kolmogorov-Smirnov test compares the cumulative distribution frequencies of the two samples to test for general differences between the populations of the samples. The sample cdf "is an approximation of the true cdf of the corresponding population though, admittedly, a rather crude one if the sample size is small" (Neave & Worthington, 1988, p. 149) . This property was used in the goodnessof-fit test above. Large differences in the sample cdrs can indicate a difference in the population cdfs, which could be due to differences in location, spread, or more general differences in the distributions.
The null hypothesis is Ho : F, (x) = F2(x) for all x and the alternative hypothesis is H, : F, (x) F2 (x) for some x.
1.8
The combined observations are ordered from smallest to largest, keeping track of the sample membership. Above each score, write the cdf of sample 1, and below each score write the cdf of sample 2. Because the samples are of equal sizes, it is only necessary to use the numerator of the cdf. For example, the cdf(x,) = 1 . Then write i above x, for sample 1. Find the largest difference between the cdf for sample 1 and the cdf for sample 2.
The test statistic is D*. D* = mnD, and D* = n2D for equal sample size. The above procedure yields nD. Thus D* = n(nD) (15) The greatest difference found by the procedure is multiplied by the sample size.
As sample size increases, the distribution is approximately chi-squared with 2 degrees of 
Rosenbaum's Test
Rosenbaum's test, which was developed in 1965, is useful in situations where an increase in the measure of location implies an increase in variation. It is a quick and easy test based on the number of observations in one sample greater than the largest observation in the other sample.
The null hypothesis is that both populations have the same location and spread against the BEST COPY AVAILABLE 1Et alternative, that both populations differ in location and spread.
Procedure.
The largest observation in each sample is identified. If the largest overall observation is from sample 1, then the number of observations from sample 1 which are greater than the largest observation from sample 2 are counted. If the largest overall observation is from sample 2, then the number of observations from sample 2 which are greater than the largest observation from sample 1 are counted.
Test statistic.
The test statistic is the count of the extreme observations. R is the number of observations from sample 1 greater than the largest observation in sample 2 or the number of observations from sample 2 greater than the largest observation in sample 1.
As sample sizes increase, --> p and the probability that the number of extreme values equals h approaches?.
Rosenbaum's statistic was calculated using Samples 1 and 5 in Table 3 (Appendix), ni = n2 = 15.
The maximum value from Sample 1 is 39, and from Sample 2, 33. There are three values from Sample 1 greater than 33, namely 34, 36, and 39. Hence R = 3. The large sample approximation is (.5)3 = 0.125.
Because 0.125 > .05, the null hypothesis cannot be rejected.
Tukey's Quick Test
Tukey published a quick and easy test for the two sample location problem in 1959. It is easy to calculate and in most cases does not require the use of tables. The most common one-tailed critical values are 6 (a = .05) and 9 (a = .01) for most sample sizes. The statistic is based on the sum of the extreme runs. If there is a difference in location between samples X and Y, one would expect more X's at one end and Y's at the other end when the combined samples are ordered.
The combined samples can be ordered, but it is only necessary to order the largest and smallest elements. If both the maximum and minimum value come from the same sample the test is finished, the value of Ty = 0, and the null hypothesis is not rejected.
For the one-tailed test, the lower end run should come from the sample expected to have the
20
BEST COPY AVAILABLE lower median and the upper run from the sample expected to have the larger median. For a two-tailed test, it is possible to proceed with the test as long as the maximum and minimum come from different samples.
Ty is defined as follows for H1=My>Mx.Ty is the number of X's less than the smallest value of Y plus the number of Y's greater than the largest value of X. If HI= Mx > My then the samples are reversed. For the two-tailed hypothesis both possibilities are considered.
Critical values.
As stated above, generally, the critical value for a = .05 is 6, and is 9 for a = .01. There are tables available. As long as the ratio of nx to ny is within 1 to 1.5, these critical values work well. There are corrections available when the ratio exceeds 1.5. For a two-tailed test the critical values are 7 (a = .05) and 10 (a = .01).
The null distribution is based on the order of the elements of both samples at the extreme ends. It does not depend upon the order of the elements in the middle. The formula for the probability that Ty h is the sum of a finite geometric series, pq(qh ph Prob(Ty h) = q p (17) When the sample sizes are equal, p = q = .5. Then the probability of Ty h is h -2-(h.1) . For a two-tailed test the probability is doubled.
The Tukey test was calculated using the data in Sample 1 and Sample 5 in Table 3 Um= mn-U,
In a two-tailed test, use the smallest U statistic to test for significance.
The large-sample approximation using the Wilcoxon statistic, S is:
The large-sample approximation with the U statistic is S n(n + m +1) 
In either case, reject Ho if z < -za (or z < -zai2 for a two-tailed test).
The Wilcoxon (Mann-Whitney) Rank Sum statistic was calculated with data from Sample 1 and Sample 5 in Table 3 
Hodges-Lehmann Estimator of the Difference in Location
When a difference in location exists, it may be appropriate to develop an estimate of the difference. Suppose there are two populations that are assumed to have similar shaped distributions, but have different locations. The problem is to develop a confidence interval that will have the probability of 1 a that the actual difference lies in the interval.
All the pairwise differences are computed, x, yi . For sample sizes of m and n, there are ma differences. The differences are put in ascending order. The task is to find two integers / and u such that the probability that the difference lies between / and u is equal to 1 a. These limits are chosen symmetrically. The appropriate lower tail critical value is found for the Mann-Whitney U statistic. This value is the upper limit of the lower end of the differences. Therefore I is the next consecutive integer.
The upper limit of the confidence interval is the ith difference from the upper end. Using the relationship BEST COPY AVAILABLE 23 1 + u = mn + 1, u = mn 1 + 1. The interval (/, u) is the confidence interval for the difference in location for the two populations. (26) (27) where the square brackets denote integer nearest to the quantity within, and z &2 is the suitable upper critical point of the standard normal distribution" (Deshpande, Gore, & Shanubhogue, 1995, p. 45) .
The Hodges-Lehmann estimate of the difference in location was computed using Samples 1 and 5 in Table 3 (Appendix), n = m = 15. All possible differences were computed and ranked. Using the large sample approximation formula (26) 
Siegel-Tukey Test
In 1960, the Siegel-Tukey test was developed, which is similar in procedure to the Wilcoxon Rank Sum test for difference in location. This test is based upon the logic that if two samples come from populations with the same median, the one with the greater variability will have more extreme scores. The hypotheses for a two-tailed test are:
Ho :There is no difference in spread between the two populations HI :There is some difference in spread between the two populations Procedure.
The two combined samples are ordered, keeping track of sample membership. The ranking proceeds as follows: the lowest observation is ranked 1, the highest is ranked 2, and the next highest 3.
Then the second lowest is ranked 4 and the subsequent observation ranked 5. The ranking continues to BEST COPY AVAILABLE 24 alternate from lowest to highest, ranking two scores at each end. If there is an odd number of scores, the middle score is discarded and the sample size reduced accordingly. Below is an illustration of the ranking procedure. N . .. 7 6 3 2 where N = n + m.
Test statistic
The sum of ranks is calculated for one sample. The rank sum can be used with a table of critical values or it can be transformed into a U statistic by the following formula.
U. = R 2 n(n +1)
The large-sample approximations are the same for the Siegel-Tukey test as for the Wilcoxon Rank Sum or the Mann-Whitney U statistic, formulas (24) and (25).
The Siegel-Tukey statistic was calculated using Sample 1 and Sample 5 in Table 3 In 1954, the Mood test was developed based on the sum of squared deviations of one sample's ranks from the average combined ranks. The null hypothesis is that there is no difference in spread against the alternative hypothesis that there is some difference.
Let sample 1 be x,,x,,...,x, and let sample 2 be .v,..v .... ,y, . Arrange the combined samples in BEST COPY AVAILABLE ascending order and rank the observations from 1 to m + n. Let Ri be the rank of x1. Let N = m + n. If N is odd, the middle rank is ignored to preserve symmetry.
The test statistics is 
where N= m + n and M is the test statistic.
The Mood statistic was calculated using Sample 1 and Sample 5 in Table 3 186.333 0.71512 < 1.95596, the null hypothesis cannot be rejected.
The Savage Test for Positive Random Variables
Unlike the Siegel-Tukey test and the Mood test, the Savage test does not assume that location remains the same. It is assumed that differences in scale cause a difference in location. The samples are assumed to be drawn from continuous distributions.
The null hypothesis is that there is no difference in spread against the two-tailed alternative, there is a difference.
Let sample 1 be and let sample 2 bey,,y2,...,y . The combined samples are ordered, keeping track of sample membership. Let R, be the rank for x,. The test statistic is computed for either sample.
BEST COPY AVAILABLE For large sample sizes the following normal approximation may be used.
(, 1 " 1 1) E N 1 N ,=, j S* is compared to the critical z value from the standard normal distribution.
The Savage statistic was calculated using Sample 1 and Sample 5 in Table 3 
Ansari-Bradley Test
This is a rank test for spread when the population medians are the same. The null hypothesis is that the two populations have the same spread against the two-tailed alternative that the spreads of the two populations differ.
Procedure.
Order the combined samples, keeping track of sample membership. Rank the smallest and largest observation 1. Rank the second lowest and second highest 2. If the combined sample size, N, is odd. the middle score will be ranked 2 N +1 and if N is even the middle two ranks will be N . The pattern will be 2 BEST COPY AVAILABLE 27 either 1, 2, 3, . . . ,   N +1 , . . . , 3, 2, 1 (N odd), or 1, 2, 3, . . Test statistic.
The test statistic, W, is the sum of the ranks of sample 1.
W = ER,
where R, is the rank of the ith observation of a sample.
There are two formulae, one if N is even, and one if N is odd. The Ansari-Bradley statistic was calculated using Sample 1 and Sample 5 in Table 3 (Appendix), n = m = 15. The combined samples were ranked using the method described, and tied ranks were assigned average ranks. The statistic, W, is 126.5, the rank sum of Sample 5. alternative hypothesis is that at least one sample is from a distribution with a different average (median).
Rank all the observations in the combined samples, keeping track of the sample membership.
Compute the rank sums of each sample. Let R, equal the sum of the ranks of the ith sample of sample size n,. The logic of the test is that the ranks should be randomly distributed among the k samples.
The formula is
where N is the total sample size, ni is the size of the ith group, k is the number of groups, and R, is the rank-sum of the ith group. Reject Ho when H critical value.
For large sample sizes, the null distribution is approximated by the ,y2 distribution with k 1 degrees of freedom. Thus, the rejection rule is to reject Ho if H Y a2 k-1 where Y a2 k-1 is the value of X2 at nominal a with k 1 degrees of freedom.
The Kruskal-Wallis statistic was calculated using Samples 1 5 in Table 3 (1,656,344.5) 1, 2, 3, 4, 5. H = 3 76 = 0.00211(110,422.9667) 4.4694. The large sample approximation is chi-square with 5 1 = 4 degrees of freedom at a = .05 which is 9.488. Because 4.4694 < 9.488, the null hypothesis cannot be rejected.
Friedman's Test
In 1937, the Friedman test was developed as a test for k related samples. The null hypothesis is that the samples come from the same population against the alternative that at least one of the samples comes from a different population. The data are arranged in k columns and n rows, where each row contains k related observations. Test statistic.
The test statistic for Friedman's test is M, which is a multiple of S, as follows:
where n is the number of rows, and k is the number of columns. An alternate formula that does not use S is as follows.
where n is the number of rows, k is the number of columns, and R, is the rank sum for the ith column, 1, 2, 3, . . . , k.
For large sample sizes, the critical values can be approximated by the chi-square distribution with k 1 degrees of freedom.
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Friedman's statistic was calculated with Samples 1 5 in Table 3 
The Terpstra-Jonckheere statistic was calculated with Samples 1 5 in Table 3 Procedure.
The data are ranked from 1 to k for each row, creating a table of the ranks. The ranks of each of the k columns are totaled. If the null hypothesis is true, the ranks should be evenly distributed over the columns, whereas if the alternative is true, the ranks sums should increase with the column index.
Each column rank-sum is multiplied by the column index. The test statistic is L =IiRi where i is the column index, i = 1, 2, 3, .. . , k, and R, is the rank sum for the ith column.
Large sample sizes 
Page's statistic was calculated with Samples 1 5 in Table 3 (Appendix), n1 n2 n3 n4 n5
15. This was done as a one-tailed test with a = .05. The rows are ranked with midranks assigned to tied 
The Match Test for Ordered Alternatives
The match test is a test for k > 2 related samples with an ordered alternative hypothesis. The match test was developed by Neave and Worthington (1988) . It is very similar in concept to Page's test, but instead of using rank-sums, it uses the number of matches of the ranks with the expected ranks plus half the near matches.
The hypotheses are the same as for Page's test. The null hypothesis is H0 : m, = m2 = = m, and the alternative hypothesis is H, : m, < m2 < < m, for i = 1, 2, . . . k.
A table of ranks is compiled with the observations in each row ranked from 1 to k. Ties are assigned average ranks. Each rank, is compared with the expected rank, i, which is the column index.
If the rank equals the column index, it is a match. The number of matches is counted. Every non-match such that 0.5 5 Ir, -i I 5 1.5 is counted as a near match.
The test statistic is L, = L, +-1 (number of near matches)
where LI is the number of matches.
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The null distribution approaches a normal distribution for large sample size. The mean and standard deviation for L2 are as follows:
For a given level of significance a the critical value approximation is L2 .,u+zcr+-1
where z is the upper-tail critical value from the standard normal distribution and 2 is a continuity correction.
The Match statistic was calculated with Samples 1 5 in Table 3 
Rank Correlation Tests
The rank correlation is a measure of the association of a pair of variables. Two tests of association were studied, Spearman's rank correlation coefficient (rho) and Kendall's rank correlation coefficient (tau).
Spearman's Rank Correlation Coefficient
Spearman's rank correlation (rho) was published in 1904. Let X and Y be the two variables of interests. Each observed pair is denoted by (x1, y,). The paired ranks are denoted by (ri, s) where r, is the rank of xi and si is the rank of yi . The null hypothesis for a two-tailed test is Ho : p = 0 against the BEST COPY AVAILABLE 34 alternative, H1: p # 0 . The alternative hypotheses for a one-tailed test are H,: p > 0 or H,: p < 0.
Rank both X and Y scores while keeping track of the original pairs. Form the rank pairs (r s,) which correspond to the original pair, (x y,). Calculate the sum of the squared differences between r, and si.
If there are no ties, the formula is where 6T p =1
n(n2 -1)
T = E(ri (55) Large sample sizes.
For large n the distribution of p is approximately normal. The critical values can be found by z = pr-NIT:T. The rejection rule for a two-tailed test is to reject H0 if z > zaJ2 or z < -zaa where zJ2 is the critical value for the given level of significance.
Spearman's rho was calculated using Sample 1 and Sample 5 in Table 3 
Kendall's Rank Correlation Coefficient
Kendall's rank correlation coefficient (tau) is similar to Spearman's rho. The underlying concept is the tendency for concordance. Concordance is the concept that if xi > x1 then yi > y . Concordance implies that the differences xi -xi and yi -yi have the same sign, either "+" or "-". Discordant pairs are pairs that have opposite signs, that is, x > but .1., < y, , or the opposite, xi < xj but yi > y, ..A high number of concordant pairs support the alternative hypothesis of positive, and correlation, a high number of discordant pairs support an alternative hypothesis of negative correlation.
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Arrange the pairs in ascending order of X. Count the number of y, which are smaller than y,. This is the number of discordant pairs (ND) for xi. Repeat the process for each subsequent x, , counting the number of smaller yj to the right of the y, ,j = i + 1, i + 2, i + 3, . . . , n.
Test statistic. For large sample sizes, the formula is z =3r n(n -1) (58) V2(2n +5) where z is compared to the z score from the standard normal distribution for the appropriate alpha level.
Kendall's tau was calculated using Sample 1 and Sample 5 in Table 3 (Appendix), n = 15. The number of discordant pairs for each pair, (xi, .1-5), were 12, 8, 8, 5, 9, 5, 6, 3, 5, 3, 0, 3, 0, 1, and (Micceri, 1989 
