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ABSTRACT
In this paper, the concept of an adaptation algorithm is pro-
posed, which can be used to blindly adapt the microphone
array geometry of a humanoid robot such that the perfor-
mance of the underlying signal separation algorithm is im-
proved. As a decisive feature, an online performance mea-
sure for blind source separation is introduced which allows a
robust and reliable estimation of the instantaneous separation
performance based on currently observable data. Experimen-
tal results from a simulated environment confirm the efficacy
of the concept.
Index Terms— Adaptive array geometry, microphone ar-
rays, humanoid robots, blind source separation
1. INTRODUCTION
For natural human/robot interaction, robot audition should
support speech communication even if the human is at a
distance of several meters. As an example, we may con-
sider a robot acting as an information point in public spaces,
e.g., a welcoming robot in a hotel lobby. In such a sce-
nario, the robot will be located at some distance from his
desired human communication partner while other interfer-
ing speakers and background noise may be active at the same
time. Therefore, a key problem in robot audition is to extract
the desired source signal from the mixture of desired and
interfering sources and background noise. For such scenar-
ios, a two-channel Blind Source Extraction (BSE) approach
has been proposed by Reindl et al. [?], showing promis-
ing results in noisy living-room-like environments such as
the one of the PASCALCHiME challenge [?]. This BSE
approach consists of several steps: In the first step, the Di-
rection of Arrival (DoA) of the desired signal needs to be
estimated using methods as, e.g., described in [?, ?, ?]. In
the second step, the obtained DoA is used to estimate the
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interference and noise components as proposed by Zheng et
al. [?]. This approach utilizes the TRINICON (TRIple-N In-
dependent COmponent Analysis for CONvolutive mixtures)
Blind Source Separation (BSS) algorithm, introduced in [?],
for separating all desired source signal components including
correlated echoes from all interference and noise compo-
nents. Finally, given the noise estimate from the second step,
Wiener-type spectral enhancement filters are applied to the
microphone signals in order to suppress all undesired signal
components. Clearly, the key to this algorithm is to obtain
a good noise estimate, since the quality of the latter deter-
mines the performance of Wiener-type filters and, thus, of the
entire extraction algorithm. As a decisive advantage of this
scheme, no source activity detection or estimation nor any
source modelling is necessary, and no knowledge of the array
geometry is required.
Using a humanoid robot offers the opportunity to place
microphones not only on the head, but also on the movable
limbs, making it possible to change the aperture size of the
microphone array by letting the robot stretch out its arms or
pull them back in. This movement could be incorporated into
a welcoming gesture of the robot. Since the beamwidth of a
beamformer is directly related to the array length, see. e.g.,
[?], this mechanism can be used to increase the separation
performance of the BSS algorithm if interfering sources are
very close to the desired source. As a consequence, the per-
formance of the signal extraction algorithm increases and the
robot is enabled to focus on a desired source in such a sce-
nario.
An illustration of this concept is given in Fig. 1. Here, the
dashed red ellipsoid denotes the case where the robot cannot
distinguish between the desired and interfering sources due
to an array aperture which is too small. Increasing the array
aperture size enables the robot to focus on the desired source,
as denoted by the solid green ellipsoid.
In this paper, an algorithm is proposed which iteratively
adapts the microphone distances of a uniform linear array,
such that the separation performance of an underlying BSS
algorithm is optimized. As a key ingredient, an online perfor-
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Fig. 1. Illustration of the underlying idea of the proposed
adaptation algorithm. Microphones mounted on the hands of
the robot offer the possibility to increase the array aperture,
and thus, the separation performance of the underlying BSS
algorithm.
mance measure is introduced, which estimates the separation
performance of the BSS algorithm blindly and reliably based
on currently observable data. The efficacy of the proposed
algorithm is verified by experiments using the TRINICON
BSS algorithm in a simulated acoustic environment for a
three-sensor linear microphone array. The paper is struc-
tured as follows. In Section 2, the adaptation algorithm is
introduced. The performance measure and experimental re-
sults are presented in Section 3, showing that the algorithm
is capable of adapting the microphone distances of a linear
microphone array in a multi-speaker scenario such that the
separation performance of the underlying BSS algorithm is
improved. The paper is concluded by a summary of the
results and an outlook on future work in Section 4.
2. PROPOSED ADAPTATION ALGORITHM
The main concept of the adaptation algorithm for the array
geometry is based on the fact that the microphone array can
be configured as two sub-arrays. The adaptation of the two
microphone spacings d(j)i , i ∈ {1, 2} at the j-th iteration step
of the array geometry adaptation is then based on the sepa-
ration performance obtained by performing the BSS for each
of the two sub-arrays. In the following, the array geometry
adaptation algorithm is illustrated by using a three-sensor lin-
ear array which is configured as two two-sensor sub-arrays, as
illustrated in Fig. 2. For this illustration, the acoustic scenario
is assumed to remain time-invariant. Suggested microphone
positions are given by one microphone attached to each of the
robot’s hands and one microphone located at the robot’s torso.
Given this configuration, each sub-array consists of the center
microphone which stays at a fixed position and of the right-
hand and left-hand microphone, represented by the solid red
and dashed blue box in Fig. 2.
Without loss of generality, we assume that the initial
microphone spacings d(0)i , i ∈ {1, 2} are chosen such that
d
(0)
1 < d
(0)
2 .
In the first phase of each geometry adaptation step j, the
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Fig. 2. Illustration of the employed sub-arrays for the case of
a three-sensor linear array.
BSS algorithm for each microphone pair has to identify the
optimum BSS filters for each of the current microphone spac-
ings. Therefore, the input signal pairs are processed block-
wise until convergence of the BSS algorithm, see, e.g., the
block-online adaptation of TRINICON [?]. For the exper-
iments presented in Section 3, segments of the microphone
signals of length of ten seconds were used for each BSS adap-
tation phase. After each BSS adaptation phase, a performance
measure f(d
(j)
i ), i ∈ {1, 2} is computed which character-
izes the separation performance of the corresponding i-th sub-
array. The employed performance measure is discussed in
Section 3 in more detail. Essentially, it estimates the correla-
tion between the two output channels of the BSS algorithm.
Thus, small values of f(d(j)i ) correspond to a good separation
performance.
In the second phase of each geometry adaptation step j,
based on the obtained performance measures f(d(j)i ) of the
converged BSS algorithms of the two current microphone ar-
ray geometries, the microphone distances d(j)i , i ∈ {1, 2} are
adapted as follows. In general, the microphone spacing of the
worse performing sub-array is adapted such that
d
(j+1)
inf =
(
1 +
(−1)a+1
a+ 1
)
d(j)sup, a ∈ {1, 2, ..., amax}, (1)
where dinf and dsup represent microphone spacings with infe-
rior and superior performance at iteration j, respectively, and
amax is the value of a where the distance between d(j)sup and
d
(j+1)
inf is smaller than a threshold ǫ: |d
(j)
sup − d
(j+1)
inf | ≤ ǫ.
The idea behind this update strategy in (1) is to always create
a new competitor to the currently best performing sub-array.
In Fig. 3, the evolution of the adapted stepsize for different
values of a is illustrated. As can be seen, the adapted values
d
(j+1)
inf converge to the currently best performing spacing d
(j)
sup
with increasing a.
In order to react to a performance degradation of the supe-
rior micophone array geometry due to, e.g., the time-variance
of the scene, the microphone spacing of the worse-performing
sub-array is increased to a large aperture to find a better ar-
ray geometry. Thus, in case of a decreasing separation per-
formance of the superior sub-array over a number tmax of
geometry adaptation steps j, i.e., f(d(j+t)sup ) > f(d(j)sup), t ∈
{1, ..., tmax}, the spacing of the worse performing sub-array
is doubled: d(j+tmax+1)inf = 2d
(j+tmax)
inf .
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Fig. 4. Schematic llustration of the proposed array geometry adaptation algorithm.
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Fig. 3. Illustration of the adaptation of the microphone spac-
ing d(j+1)inf of the worse performing sub-array. d
(j+1)
inf con-
verges to d(j)sup.
A summary of the proposed adaptation strategy for the
array geometry is presented in Fig. 4 as a flowchart.
During geometry adaptation, the output of the currently
superior sub-array is considered as the final output of the
signal separation system. The decision regarding the supe-
rior sub-array is entirely based on the performance measure
f(d
(j)
i ). The final output is set to the output of the sub-array
that yields the lower value of f(d(j)i ). This comparison is
made after each data block that has been processed during
the BSS adaptation, i.e., after each BSS iteration step. In
order to prevent a toggling between the two BSS systems,
the final output is only switched from the previously superior
sub-array to the other sub-array, if the performance measure
of the latter has been smaller than the performance mea-
sure of the previously superior sub-array for at least mmax
data blocks: f(d(j)sup,m) > f(d(j)inf ,m), m ∈ {1, ...,mmax},
where f(d(j)i ,m) denotes the performance measure obtained
from sub-array i after the m-th BSS iteration step. For the
experiments presented in Section 3, mmax was set equal to
three.
3. EXPERIMENTS
In this section, results from first experiments are presented.
To this end, the employed performance measures for BSS are
introduced in Subsection 3.1. The experimental setup is given
in Subsection 3.2 and results are presented in Subsection 3.3.
3.1. Performance measures for BSS
A very critical aspect of the proposed adaptation algorithm
is the need of a performance measure which makes it possi-
ble to compare the separation performance of the two sub-
arrays blindly and reliably. The used performance measure is
a normalized sum of the weighted Magnitude Squared Coher-
ence (MSC) of the two output signals yo, o ∈ {1, 2} of the
BSS algorithm:
MSC =
1∑νmax
ν=0 W (ν)
νmax∑
ν=0
W (ν)
|Sy1y2(ν)|
2
Sy1y1(ν) · Sy2y2(ν)
, (2)
where νmax denotes the maximum number of frequency bins,
Syoyo(ν) is the auto power spectral density of the two output
channels yo, o ∈ {1, 2}, and Syo1yo2 (ν), o1 6= o2 represents
the auto power spectral densities of the output channels. The
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Fig. 5. Example of an average speech PSD used as window
function (3) in (2).
weighting function W (ν) at each frequency bin ν of the MSC
and is defined as
W (ν) =
Sy1y1(ν) + Sy2y2(ν)
2
. (3)
In Fig. 5, an examplary weighting function is illustrated using
a logarithmic y-scale. For the sake of simplicity, instead of
the frequency bins ν, the corresponding frequency values are
given in Fig. 5. The weighting function accounts for the fact
that speech signals have less energy in the higher frequencies
and, therefore, the separation performance will be worse in
these higher frequency ranges than in lower frequency ranges.
The MSC is limited to the range of 0 ≤ MSC ≤ 1, where
MSC = 0 corresponds to statistically orthogonal signals.
In addition to the coherence-based measure in (2), the
well-known Signal-to-Interference Ratio (SIR) is used, which
requires access to the individual desired and interfering com-
ponents at the output channels of each BSS algorithm. The
SIR is defined as
SIR = 10log10
{
|yo,d[k]|
2
|yo,int[k]|2
}
dB, (4)
where yo,d[k] and yo,int[k] denote the desired and interfering
signal components at time instant k at the o-th output channel.
Here, the signal that is suppressed in one output channel is
considered to be the interfering signal in this output channel.
Thus, for each output channel, high SIR levels are desirable.
3.2. Experimental setup
The adaptation algorithm has been tested in a two-source en-
vironment with a male and a female speaker of equal power
located at 20◦ and−20◦ at a distance of 1.0m from the micro-
phone array, as illustrated in Fig. 6. The Room Impulse Re-
sponses (RIRs), modeling the propagation from the sources
to the microphones, were simulated using the image method
proposed by Allen and Berkley [?]. The simulated room was
of dimensions (4.5m × 4.5m × 2.5m) with a reverberation
time of T60 ≈ 200ms, corresponding to a critical distance
[?] of apporximately 0.9m. The microphone signals were
synthesized by convolving clean speech signals of sampling
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Fig. 6. Illustration of the tested multi-speaker scenario and
employed measures of performance.
rate fs = 16 kHz with the simulated RIRs. The array geom-
etry adaptation was simulated for continuous-speech signals
of length 30 seconds. For the BSS algorithms a filter length
of L = 1024 was used and the power-spectral densities re-
quired for the calculation of MSC (2) were estimated using
the Welch Method with a window length of 4L samples and
50% overlap. Across the blocks, a recursive averaging has
been applied for the estimated power-spectral densities.
3.3. Experimental results
In Fig. 7, a comparison between SIRmean and MSC obtained
from sub-array 2 for different microphone spacings is given.
Here, SIRmean denotes the arithmetic average of the output
SIRs at the two output channels of the BSS algorithm. As can
be seen, higher SIRmean levels correspond to lower MSC val-
ues and vice versa. Thus, the MSC is appears to be well suited
to evaluate the separation performance of the BSS algorithm
blindly and reliably.
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Fig. 7. Comparison of SIRmean and MSC obtained from sub-
array 2 for different microphone spacings.
In Fig. 8, the adaptation progress of the two microphone
spacings d(j)i , i ∈ {1, 2} is illustrated. For the sake of sim-
plicity, all employed performance measures are also indicated
in Fig. 6. In Fig. 8(a) and 8(b), the adaptation of the BSS
algorithm to the current microphone positions of each sub-
array is depicted over time. The obtained MSC values of
each sub-array are given in Fig. 8(a), where MSCi denotes
the value obtained from the i-th sub-array. After segments of
length of five seconds, the performance measures are com-
pared and the microphone spacings are adapted as described
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(a) MSC obtained from both sub-arrays during BSS and geometry adap-
tation.
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Fig. 8. Illustration of the adaptation of the microphone spac-
ings d(j)i .
above. In Fig. 8(b), the corresponding SIRmean levels are
given. SIRmean,out, which is represented by the solid green
curve with x-markers, denotes the SIRmean level at the out-
put of the extraction algorithm. It is equal to the SIRmean
level that is obtained by the superior sub-array. The decision
regarding the superior sub-array is entirely based on MSC1
and MSC2 and is described in Section 2. The employed mi-
crophone spacings are illustrated in Fig. 8(c), where the hori-
zontal axis represents the current iteration step j of the array
geometry adaptation. The algorithm starts at d(0)1 = 0.15m
and d(0)2 = 0.20m, respectively. After the first iteration step,
d1 is adapted according to (1), since sub-array 2 yields a better
separation performance than sub-array 1, as can be seen from
Fig. 8(a). At j = 2, MSC1 is smaller than MSC2, thus d2 is
adapted and d1 remaines unchanged. Looking at SIRmean,out
in Fig. 8(b), it can be observed that the mean SIR at the output
is steadily increasing over iteration steps j, corresponding to
an improved performance of the signal separation due to the
adapted microphone array geometry.
4. SUMMARY AND OUTLOOK
In this paper, the generic concept of an adaptive microphone
array geometry was introduced for application with humanoid
robots. It was demonstrated that it is an efficient method to
increase the performance of BSS. By using this adaptation
algorithm in the context of the BSE scheme [?], it is expected
to provide better noise estimates and thus increase the signal
extraction performance. Consequently, Automatic Speech
Recognition (ASR) scores are expected to improve signifi-
cantly in complex and adverse acoustic scenarios, leading to a
significant reduction of task completion time in human/robot
interaction. Future work will include a more detailed investi-
gation and possible refinements of the proposed performance
measure, robust optimization of the current adaptation mech-
anism with recorded microphone data in different acoustic
environments, investigation of alternative adaptation ap-
proaches, as well as the generalization to a larger number
of movable microphones.
