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Kapitel 1
Einleitung
Die Entwicklung der Technologie zur Erzeugung ultrakurzer Laserimpulse er

onete
in den letzten Jahren den Weg zu einer Vielzahl von experimentellen Untersuchun-
gen [1,2]. Die sich dadurch ergebenden M

oglichkeiten der Steuerung chemischer Re-
aktionen durch gezielte optische Anregung begr

undeten ein neues Forschungsgebiet:
die Femto{Sekunden{Chemie. A. H. Zewail gelang es erstmals, die Schwingungsbe-
wegung von Molek

ulen auf einer Zeitskala von einigen fs zu beobachten [3]. Auch auf
der theoretischen Seite beweist die groe Anzahl der Publikationen zur Ultrakurz-
zeitdynamik molekularer Systeme die Aktualit

at des neuen Forschungsgebietes [4,5].
Allerdings nden sich immer wieder interessante molekulare Systeme, f

ur die kein ge-
eignetes fs{Lasersystem zur Verf

ugung steht. Insbesondere f

ur Molek

ule, deren Anre-
gungsenergie im ultravioletten Spektralbereich liegt, stellt oftmals das Synchrontron
die einzige Strahlungsquelle hinreichender Intensit

at dar. Die damit erreichbaren
Zeitau

osungen liegen weit

uber der charakteristischen Zeitskala der untersuchten
Molekulardynamik.
In diesen F

allen mu ein anderer Weg eingeschlagen werden, um die Kurzzeitdyna-
mik des molekularen Systems zu untersuchen. Station

are Spektren, wie zum Beispiel
die lineare Absorption, enthalten die gew

unschte Information auf eine indirekte Art
und Weise. Frequenz{ und Zeitabh

angigkeit der Polarisation des betrachteten Mo-
lek

uls sind

uber eine Fouriertransformation miteinander verbunden. Diese komple-
ment

are Methode des Studiums dynamischer Ph

anomene wurde insbesondere von
E. J. Heller verwendet [6,7]; heute geh

ort Wellenpaketpropagation zu den Standard-
methoden der theoretischen Untersuchung molekularer Systeme in der Gasphase.
Experimente in der kondensierten Phase k

onnen jedoch mit dieser Methode der Wel-
lenpaketpropagation nicht exakt beschrieben werden, denn Systeme in der konden-
sierten Phase enthalten zu viele Freiheitsgrade. Die sich immer weiter entwickelnde
Rechentechnik bringt es zwar mit sich, da die behandelten molekularen Systeme im-
mer komplexer werden k

onnen. Allerdings wird die Anzahl der numerisch handhab-
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baren Freiheitsgrade eines quantenmechanischen Systems auch in n

achster Zukunft
noch in der N

ahe von 10 bleiben. Die numerische Untersuchung der quantenmecha-
nischen Molekulardynamik bleibt damit auf zwei{ oder drei{atomige Molek

ule oder
auf Molek

ule mit einer ausgepr

agten Symmetrie beschr

ankt. Die theoretische Be-
schreibung der Dynamik gr

oerer Systeme erfordert eine N

aherungsmethode, die die
Anzahl der quantenmechanischen Freiheitsgrade reduziert. Insbesondere das theo-
retische Studium der Dynamik oener Molekularsysteme, bei denen ein Energieaus-
tausch zwischen dem untersuchten Molek

ul und der makroskopischen Umgebung
m

oglich ist, bedarf der Anwendung von N

aherungen.
Ausgangspunkt der theoretischen Beschreibung ist die Unterteilung des Gesamt-
systems in ein relevantes System und in eine Umgebung. Die quantenmechanische
Dynamik des relevanten Systems wird unter n

aherungsweiser Ber

ucksichtigung des
Einusses der Umgebung beschrieben. F

ur die Dynamik der Umgebung existieren
verschiedene Ans

atze.
Der quantenmechanisch{klassische Ansatz beschreibt die Dynamik der Umgebung
durch Newtonsche Bewegungsgleichungen. Die Behandlung der Umgebung als klas-
sisches System vernachl

assigt allerdings quantenmechanische Nullpunktsschwingun-
gen und kann den Energietransfer zwischen System und Umgebung f

ur tiefe Tempe-
raturen nur schlecht beschreiben. Die simple Anwendung des quantenmechanisch{
klassischen Ansatzes zur Spektrenberechnung mittels Wellenpaketpropagation f

uhrt
zu negativen Absorptionskoezienten [8], ein Nachteil, der durch die Einf

uhrung
Gausscher Wellenpakete [9] behoben werden kann.
Besser an den quantenmechanischen Charakter der Umgebung angepat sind die
\time{dependent self{consistent{eld" (TDSCF) Methoden. Dabei wird ein Sepa-
rationsansatz f

ur die Wellenfunktion des Gesamtsytems benutzt, um gemittelte
Schr

odingergleichungen f

ur einzelne Systemkomponenten abzuleiten [10{12].
Im Haken{Strobl{Reineker{Modell beschreibt man den Einu der Umgebung auf
das relevante System durch eine stochastische Kraft, f

ur die ph

anomenologische An-
nahmen gemacht werden. Auf den mikroskopischen Sachverhalt der Wechselwirkung
von relevantem System und Umgebung wird dabei nicht eingegangen. Dadurch sind
diese Methoden auf eine breite Palette von Systemen anwendbar [13{15].
Die Dichtematrixtheorie schlielich behandelt sowohl das relevante System als auch
die Umgebung quantenmechanisch. Durch Spurbildung

uber die Freiheitsgrade der
Umgebung wird aus dem statistischen Operator des Gesamtsystems der reduzierte
statistische Operator des relevanten Systems gewonnen. Mittels einer St

orungstheo-
rie, die die Wechselwirkung zwischen relevantem System und Umgebung als klein
voraussetzt, wird f

ur den reduzierten statistischen Operator eine Bewegungsglei-
chung abgeleitet. Somit kann die Dynamik des relevanten Systems unter Einu
einer quantenmechanischen Umgebung beschrieben werden [16, 19, 20]. Diese Be-
schreibung ist dabei mikroskopisch begr

undet und verzichtet auf Einf

uhrung ph

ano-
5
EINLEITUNG
menologischer Parameter.
In der vorliegenden Arbeit werden die Vorz

uge der dynamischen Formulierung stati-
on

arer optischer Funktionen mit den Vorz

ugen der Beschreibung des Systems durch
die Dichtematrixtheorie verkn

upft. Die in der Gasphase

auerst erfolgreiche Metho-
de der Wellenpaketpropagation wird auf den Fall molekularer Systeme in der kon-
densierten Phase erweitert. Am Beispiel des linearen Absorptionskoezienten und
des Raman{Streuquerschnitts werden die Gleichungen abgeleitet, die die station

are
optische Funktion (!) bzw. (!) mit einer Dichtematrixpropagation verbinden.
Dadurch gelingt es, den Einu der Umgebungstemperatur auf das Spektrum, auf
nat

urliche Art und Weise in die Theorie zu integrieren.
Ziel der Arbeit ist es zu zeigen, da die Methode der Dichtematrixpropagation zu-
verl

assige Berechnungen der linearen Absorption bzw. des Raman{Streuquerschnitts
molekularer Systeme in der kondensierten Phase erlaubt. Da die Dichtematrix-
propagation f

ur die Berechnung dynamischer optischer Messgr

oen eine akkurate
Methode darstellt, wurde schon in [17, 18, 27], um nur einige Arbeiten zu nennen,
ausf

uhrlich nachgewiesen.
Zu diesem Zweck wird zun

achst in Kapitel 2 auf die Grundlagen der Dichtema-
trixtheorie eingegangen, die zur Ableitung der dynamischen Formulierung stati-
on

arer optischer Funktionen erforderlich sind. Dabei wird durch die Einf

uhrung des
reduzierten statistischen Operators und des eektiven Liouville{Operators die An-
zahl der zu ber

ucksichtigenden Freiheitsgrade drastisch reduziert. Die groe Anzahl
von Freiheitsgraden war ja die Ursache f

ur das Versagen der Methode der Wellen-
paketpropagation f

ur molekulare Systeme in der kondensierten Phase.
In Kapitel 3 ndet sich die Ableitung der dynamischen Formulierung des linearen
Absorptionskoezienten. Dazu wird von der linearen{Antwort{Theorie ausgegangen
und die lineare Suszeptibilit

at im Rahmen der Dichtematrixtheorie beschrieben. Es
wird gezeigt, da die Methode der Wellenpaketpropagation als Spezialfall in der
abgeleiteten Formel enthalten ist. Anschlieend wird die Linienform der Absorpti-
onslinien des molekularen Systems diskutiert.
Kapitel 4 gibt die Ableitung der Formel f

ur den Raman{Streuquerschnitt an. Das
elektrische Feld der anregenden Strahlung wird dabei explizit und nicht st

orungs-
theoretisch in den Hamiltonoperator des Systems integriert. Die abgeleitete Formel
gibt daher Anla zu von der elektrischen Feldst

arke abh

angigen Eekten beliebiger
Ordnung. Die Ankopplung an das quantisierte Strahlungfeld erlaubt die gemeinsa-
me Behandlung von Raman{Streuung und Fluoreszenz des molekularen Systems im
Rahmen der vorgestellten Theorie.
Daran anschlieend wird an drei konkreten Beispielen die Leistungsf

ahigkeit der
Methode zur Berechnung der linearen Absorption unter Beweis gestellt. Anhand
der IR{Absorption an der OH{Streckschwingung von Wasser wird in Kapitel 5 die
6
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Theorie auf ein einfaches System angewandt. Dabei wird gezeigt, wie die Umge-
bungstemperatur die resultierenden Absorptionsspektren beeinut.
In Kapitel 6 steht mit der UV{Absorption von NO in Ar{Matrizen ein System zur
Diskussion, das experimentell gut untersucht ist [44{46, 52] und das Interferenzer-
scheinungen im Spektrum aufweist, die von einer Kongurationswechselwirkung der
beteiligten elektronischen Zust

ande herr

uhren. Die Gr

oe dieser Wechselwirkung
wird durch den Vergleich der berechneten und gemessenen Spektren bestimmt.
Das numerisch aufwendigste System dieser Arbeit, die UV{Absorption bei der Pho-
todissoziation von HCl in Ar{Matrizen, wird in Kapitel 7 behandelt. F

ur dieses
System wird die Theorie in einer gemischten Energie{Orts{darstellung entwickelt,
wodurch sich die Berechnung der linearen Absorption auf die Propagation eines drei{
dimensionalen Wellenpaketes im Ortsraum zur

uckf

uhren l

at. Diese numerisch an-
spruchsvolle Aufgabe wird gel

ost durch eine Entwicklung nach symmetrie{angepaten
Kugel

achenfunktionen. Bei der Diskussion der Dynamik des H{Atoms wird die Fra-
ge gekl

art, wie die Wechselwirkung des HCl mit den Phononen der Ar{Matrix die
Dissoziation des HCl beeinut.
In Kapitel 8 wird ein theoretisches Modellsystem konstruiert, an dem Temperatur-
abh

angigkeit des Raman{Streuspektrums untersucht wird. Auch im Falle nichtli-
nearer Wechselwirkung zwischen relevantem System und elektrischem Feld des ein-
gestrahlten Lichtes ist mit Hilfe der Dichtematrixpropagation eine Berechnung des
station

aren Streuspektrums m

oglich.
Kapitel 9 schlielich enth

alt eine zusammenfassende Wertung der vorangegangenen
Abschnitte. Es l

at sich feststellen, da durch die Methode der Dichtematrixpro-
pagation tats

achlich die M

oglichkeit geschaen wurde, station

are optische Funktio-
nen molekularer Systeme in kondensierter Phase zu berechnen. Einige Perspektiven
zuk

unftiger Forschungsarbeit werden zum Abschlu der Arbeit kurz angesprochen.
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Dichtematrixtheorie oener
Molekularsysteme
Eine geignete Methode zur theoretischen Untersuchung oener molekularer Syste-
me ist die Dichtematrixtheorie [21, 23{25]. Die Dichtematrixtheorie erlaubt die Be-
schreibung der Dynamik eines quantenmechanischen Systems, welches an eine ma-
kroskopische Umgebung gekoppelt ist. Durch die Unterteilung des Gesamtsystems
in relevantes System und Umgebung ist es m

oglich, die Anzahl der zur Beschrei-
bung der Dynamik des relevanten Systems erforderlichen Freiheitsgrade wesentlich
zu reduzieren. Dadurch wird die numerische Behandlung der Dynamik von Mo-
lek

ulen in Situationen, in denen man die Wechselwirkung mit der Umgebung nicht
vernachl

assigen kann (z. B. in L

osung oder im Festk

orper) erst durchf

uhrbar.
2.1 Der reduzierte statistische Operator des rele-
vanten Systems
Die Unterteilung des Gesamtsystems in einen relevanten Anteil und die Umgebung
ndet sich wieder im Aufbau des Hamiltonoperators des Gesamtsystems H,
H = H
S
+H
R
+H
S R
: (2.1)
Dabei bezeichnet H
S
den Hamiltonoperator des relevanten Systems, H
R
den Hamil-
tonoperator der Umgebung und H
S R
ist die Wechselwirkung zwischen System und
Umgebung. Der Zustand des Gesamtsystems l

at sich mit Hilfe des statistischen
Operators
^
W beschreiben, dessen Dynamik durch die Liouville{Gleichung bestimmt
wird. Durch Spurbildung

uber die Umgebungsfreiheitsgrade erh

alt man aus
^
W den
reduzierten statistischen Operator %^ des relevanten Systems.
%^(t) = Tr
R
n
^
W (t)
o
(2.2)
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Abbildung 2.1: Ein zwei{atomiges Molek

ul soll als Standardbeispiel dienen, um die
Wechselwirkung eines relevanten Systems mit seiner Umgebung zu verdeutlichen.
Die Ableitung der Bewegungsgleichung f

ur %^ l

at sich f

ur den Fall schwacher System{
Umgebungswechselwirkung mit der Projektionsoperatormethode [19{21] durchf

uhren.
d
dt
%^(t) =  iL
eff
%^(t) (2.3)
L
eff
wird eektiver Liouville{Operator genannt und setzt sich zusammen aus L
S
,
dem Liouville{Operator des relevanten Systems und R, dem Relaxationssuperope-
rator.
L
eff
= L
S
+R L
S
= [H
S
; :] (2.4)
Die konkrete Form von R ergibt sich aus weiteren Annahmen

uber die System{
Umgebungswechselwirkung. Eine Taylorentwicklung von H
S R
um die Gleichge-
wichtswerte der Systemfreiheitsgrade (fq
j
g) und der Umgebungsfreiheitsgrade (fZ
i
g)
f

uhrt zu einer Faktorisierung der System{Umgebungswechselwirkung in einen An-
teil K
a
(fq
j
g), der nur von den Systemfreiheitsgraden abh

angt und in einen Anteil

a
(fZ
i
g), der nur von den Umgebungsfreiheitsgraden abh

angt.
H
S R
=
X
a

a
(fZ
i
g)K
a
(fq
j
g) (2.5)
Die Summe l

auft dabei

uber eine gewisse Anzahl von Wechselwirkungskan

alen a.
Unter der Annahme, da der statistische Operator
^
W des Gesamtsystems beim
Einschalten der St

orung H
S R
in den Gleichgewichts{statistischen Operator der
9
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Umgebung %^
eq
R
und in %^(0) faktorisiert (
^
W (0) = %^
eq
R
%^(0)), l

at sich f

ur den Relaxa-
tionssuperoperator nden: [27, 28]
R%^(t) =  
1
h
2
X
a
n
[K
a
;
a
%^(t)] 
h
K
a
; %^(t)
+
a
i o
: (2.6)
Dabei wurde als Abk

urzung

a
=
X
b
1
Z
0
dt Tr
R
f%^
eq
R
(0)
a
(t)
b
(0)gK
b
( t) (2.7)
verwendet. Bei der Ableitung von Gleichung (2.6) wurde von der Markov{N

ahe-
rung Gebrauch gemacht. Diese N

aherung erfordert, da die Korrelationszeit der
Umgebungsfreiheitsgrade kurz ist verglichen mit allen charakteristischen Zeiten des
relevanten Systems. In der vorliegenden Arbeit soll die Markov{N

aherung immer als
gerechtfertigt betrachtet werden.
Zur Vervollst

andigung der Terminologie f

uhren wir den Propagationssuperoperator
G(t; t
0
) = T exp
2
4
 i
t
Z
t
0
dL
eff
()
3
5
(2.8)
ein. T bezeichnet in obiger Gleichung den Zeitordnungsoperator. F

ur den Fall eines
zeitunabh

angigen Systemhamiltonoperators gilt
G(t; t
0
) = exp [ iL
eff
(t  t
0
)] : (2.9)
Es gilt
%^(t) = G(t; t
0
) %^(t
0
) : (2.10)
2.2 Die Beschreibung der Umgebung als Bad har-
monischer Oszillatoren
Die Umgebung wird h

aug als ein groes Ensemble harmonischer Oszillatoren dar-
gestellt. F

ur in einen Festk

orper eingebettete Molek

ule ist dieser Ansatz sicherlich
vern

unftig, da sich die Gitterschwingungen nach einer Normalmodenanalyse im-
mer als Summe harmonischer Oszillatoren darstellen lassen. F

ur groe Molek

ule
(z. B. Eiweie), bei denen nur bestimmte Teile des Makromolek

uls das relevan-
te System darstellen, k

onnen die Schwingungen des restlichen Molek

uls selbst die
Umgebung bilden. Auch in diesem Fall f

uhrt eine Normalmodenanalyse zu einem
Ensemble harmonischer Oszillatoren.
10
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Es sei
H
R
=
X

h!

b
+

b

(2.11)
der Hamiltonoperator des Phononenbades, wobei die Summe

uber alle Normalmoden
 l

auft. Die b
+

und b

sind die Erzeugungs{ bzw. Vernichtungsoperatoren der Mode
. Der aus der Taylorentwicklung vonH
S R
gewonnene Umgebungsanteil 
a
schreibt
sich dann

a
=
X

hk

(a)(b

+ b
+

) ; (2.12)
wobei die k

(a) das Gewicht der Mode  f

ur den Wechselwirkungskanal a angeben.
F

ur die Operatoren 
a
folgt:

a
= h
2
X
b
1
Z
0
dt
ab
(t)K
b
( t) : (2.13)
Die Gr

oe 
ab
(t) ist die Fouriertransformierte des energieabh

angigen Ausdrucks
(!) = 2J
ab
(!)(1 + n(!)) : (2.14)
J
ab
(!) wird Spekraldichte der Umgebungsfreiheitsgrade genannt und

uber die Bose-
verteilung n(!) = 1=(exp(h!=kT )  1) wird an dieser Stelle die Temperatur T der
Umgebung in die Theorie eingef

uhrt.
F

ur die Spektraldichte l

at sich zeigen:
J
ab
(!) =
X

k

(a)k

(b) ((!   !

)  (! + !

)) : (2.15)
Sind keine mikroskopischen Informationen

uber das Phononenspektrum, insbeson-
dere

uber die k

, verf

ugbar, so wird h

aug ein Ansatz f

ur die Spektraldichte der
Umgebungsfreiheitsgrade gemacht. In der vorliegenden Arbeit beschr

anken wir uns
auf den Fall einer konstanten Spektraldichte J
0
. Mit der weiteren Annahme, da
wir uns im folgenden auf nur einen einzigen Wechselwirkungskanal a beschr

anken
k

onnen, verbleibt J
0
als der einzige Parameter, der die Kopplung des relevanten
Systems an die Umgebung beschreibt. Die K
a
, die den Systemanteil von H
S R
dar-
stellen, m

ussen allerdings f

ur ein konkretes System jeweils noch bestimmt werden.
2.3 Die Bewegungsgleichung f

ur den reduzierten
statistischen Operator in der Zustandsdarstel-
lung
Es sei fjmig ein vollst

andiger Satz von Eigenzust

anden des Hamiltonoperators H
S
zu der jeweiligen Eigenenergie E
m
. Die Zustandsdarstellung des reduzierten statisti-
11
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schen Operators deniert dann die reduzierte Dichtematrix (RDM) des Systems:
%
mn
= hmj%^jni : (2.16)
F

ur die Bewegungsgleichung (2.3) folgt:
d
dt
%
mn
=  i !
mn
%
mn
 
X
kl
R
mn;kl
%
kl
; (2.17)
wobei die !
mn
= (E
m
 E
n
)=h die

Ubergangsfrequenzen des Systems darstellen. Die
Matrixelemente R
mn;kl
des Relaxationssuperoperators (2.6) bilden den sogenannten
Redeld{Tensor [29, 30]. Diser l

at sich darstellen als:
R
mnkl
= 
km
X
j
 
njjl
(!
lj
) + 
ln
X
j
 
mjjk
(!
kj
)   
kmnl
(!
ln
)   
lnmk
(!
km
) ; (2.18)
wobei die D

ampfungsmatrix   durch
 
klmn
(!) =
1
2
K
kl
K
mn
(!) (2.19)
deniert ist. (!) folgt aus Gleichung (2.14) und die K
mn
= hmjKjni sind die
Matrixelemente des Systemanteils an der System{Umgebungswechselwirkung (2.5).
(Die Summe

uber die Wechselwirkungskan

ale wurde zur Vereinfachung weggelassen.)
Der Redeld{Tensor verkn

upft in der Bewegungsgleichung (2.17) die einzelnen Ma-
trixelemente der reduzierten Dichtematrix miteinander. Die Vernachl

assigung aller
Komponenten des Redeld{Tensors, die verschiedene Nichtdiagonalelemente der re-
duzierten Dichtematrix miteinander verkn

upfen, wird S

akularn

aherung genannt. In
dieser N

aherung lassen sich die Dephasierungsraten 
mn
zwischen den Zust

anden
jmi und jni bestimmen, die in dann allein die Dynamik der Nichtdiagonalelemente
der reduzierten Dichtematrix bestimmen.

mn
=
X
k
f 
mkkm
(!
mk
) +  
nkkn
(!
nk
)g (2.20)
Die in diesem Kapitel vorgestellten Grundlagen sind ausreichend, um den linearen
Absorptionskoezienten und den Streuquerschnitt eines oenen Molekularsystems
in einer dynamischen Formulierung abzuleiten. Weitergehende Betrachtungen n-
den sich z. B. in [19]. Auf die eher mathematisch orientierte Theorie der Dynamik
reduzierter Dichtematrizen nach Lindblad [26] wurde nicht eingegangen.
12
Kapitel 3
Die zeitabh

angige Formulierung
des station

aren
Absorptionskoezienten
Die experimentelle Bestimmung des linearen Absorptionskoezienten stellt ein wich-
tiges Instrument zur Untersuchung von Atomen, Molek

ulen und Clustern dar. Mit
Hilfe theoretischer Betrachtungen k

onnen daran die Vorstellungen

uber den Auf-
bau der untersuchten Systeme

uberpr

uft werden. In der Molek

ulphysik hat sich zu
diesem Zweck die auf Heller [6,7] zur

uckgehende Methode der Wellenpaketpropaga-
tion etabliert. Dabei wird das Absorptionsspektrum eines Molek

uls auf die Fourier-
transformation der Dipol{Dipol{Korrelationsfunktion des Molek

uls zur

uckgef

uhrt.
Allerdings werden die Wechselwirkungen des Molek

uls mit seiner Umgebung auf nur
eine sehr einfache Art und Weise behandelt: Die Dipol{Dipol{Korrelationsfunktion
wird mit einem ph

anomenologischen D

ampfungsfaktor versehen; die sonst stark wie
sin(4!T )=(4!T ) oszillierenden Linien im Absorptionsspektrum werden dadurch
gegl

attet und verbreitert. Bei unendlich langer Propagationszeit T ! 1 w

urden
sich {Funktionen im Spektrum ergeben.
Mit Hilfe einer Theorie, die die Wechselwirkungen der untersuchten Systeme mit
ihrer Umgebung ber

ucksichtigt, ist es m

oglich, auf den ph

anomenologischen D

amp-
fungsfaktor zu verzichten. Diese Theorie, die sich auf der Dichtematrixtheorie mole-
kularer Systeme in Umgebung aufbaut, soll in den n

achsten Abschnitten entwickelt
werden.
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Abbildung 3.1: Die Vorg

ange bei der Absorption von Licht an Molek

ulen werden
h

aug durch eine Umgebung kompliziert. Zur Beschreibung der Molek

uldynamik
mu das Gesamtsystem Molek

ul + Umgebung behandelt werden. N

aherungsweise
Vereinfachungen ergeben sich aus der Dichtematrixtheorie.
3.1 Ableitung der zeitabh

angigen Formulierung
des linearen Absorptionskoezienten im Rah-
men der Dichtematrixtheorie
Aus der Elektrodynamik l

at sich eine Beziehung zwischen Absorptionskoezient,
Polarisation P und elektrischer Feldst

arke E im Medium ableiten [31]. Es gilt f

ur
den Absorptionskoezienten (!):
(!) =
4!
nc
Im
1
Z
0
dt e
i!t
(t) ; (3.1)
wobei c die Vakuumlichtgeschwindigkeit und n den Brechungsindex des Mediums
bezeichnet. Die lineare Suszeptibilit

at (t) ergibt sich aus der linearen{Antwort{
Theorie zu
(t) = n
mol
i
h
Tr
S+R
n
^
W
eq
[^(t); ^]
o
: (3.2)
Dabei bezeichnet
^
W
eq
den Gleichgewichts{statistischen Operator eines einzelnen Mo-
lek

uls und seiner Umgebung, ^ ist der Dipoloperator des Molek

uls. Da wir uns f

ur
14
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Systeme interessieren, bei denen die Absorption im betrachteten Spektralbereich am
Molek

ul, d. h. am relevanten System stattndet, und nicht in der Umgebung, neh-
men wir an, da der Dipoloperator ^ nur im Raum der Systemfreiheitsgrade wirkt.
Die Dichte n
mol
der betrachteten Molek

ule sei so klein, da ihre gegenseitige Wech-
selwirkung vernachl

assigt werden kann. Inhomogene Verbreiterung wird ebenfalls
nicht ber

ucksichtigt.
Die Spur in Gleichung (3.2) l

auft sowohl

uber die Freiheitsgrade des relevanten
Systems (Tr
S
) als auch

uber die Freiheitsgrade der Umgebung (Tr
R
). Diese soeben
getroene Aufteilung des Gesamtsystems ndet sich im Hamiltonoperator wieder in
der Form von Gleichung (3.3).
H = H
S
+H
S R
+H
R
(3.3)
Dabei ist H
S
der Hamiltonoperator des relevanten Systems, H
R
bezeichnet den
Hamiltonoperator der Umgebung und H
S R
ist die Wechselwirkung von relevantem
System und Umgebung.
Ein Umschreiben der Zeitabh

angigkeit der rechten Seite von Gleichung (3.2) liefert:
(t) = n
mol
i
h
Tr
S
n
Tr
R
n
^e
 iLt
h
^;
^
W
eq
i o o
: (3.4)
Mit L wurde der Liouville{Operator des Gesamtsystems eingef

uhrt. Dieser wirkt in-
nerhalb der Spur auf die Gr

oe
h
^;
^
W
eq
i
. Die sich aus dieser Form der Suszeptibilit

at
ergebene lineare Absorption

ahnelt der Formulierung von Heller, leider ist jedoch die
Spur

uber die Umgebungsfreiheitsgrade in Gleichung (3.4) nicht auszuf

uhren. Des-
wegen mu ein anderer Weg beschritten werden, um einen Ausdruck f

ur die lineare
Suszeptibilit

at abzuleiten, der nur Systemfreiheitgrade enth

alt.
Zu diesem Zweck f

uhren wir mit %^ den reduzierten statistischen Operator des re-
levanten Systems ein. Im Kapitel 2 war f

ur %^ eine Bewegungsgleichung und der
zugeh

orige eektive Liouville{Operator L
eff
abgeleitet worden. Wir erg

anzen die
Bewegungsgleichung f

ur %^ durch einen Term, der die Wechselwirkung mit dem elek-
trischen Feld E(t) in Dipoln

aherung beschreibt.
H
F
=  ^E(t) und L
F
= [H
F
; :] (3.5)
Der Superoperator der Zeitentwicklung (2.8) schreibt sich nun:
G(t; t
0
) = T exp
2
4
 i
t
Z
t
0
dfL
eff
+ L
F
()g
3
5
: (3.6)
Da L
F

uber das elektrische Feld explizit von der Zeit abh

angt, wurde mit T der
Zeitordnungsoperator eingef

uhrt. Mit G
0
(t; t
0
) bezeichnen wir den Superoperator
der Zeitentwicklung ohne Wechselwirkung mit dem elektrischen Feld:
G
0
(t; t
0
) = e
 iL
eff
(t t
0
)
: (3.7)
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Die Polarisation des Mediums ergibt sich aus der Molek

uldichte n
mol
und dem Erwar-
tungswert des Dipoloperators P (t) = n
mol
h^(t)i mit h^(t)i = Tr
S
f%^(t)^g. Durch
die Linearisierung von P (t) bez

uglich des elektrischen Feldes erhalten wir die lineare
Suszeptibilit

at.
P
(1)
(t) = n
mol
t
Z
t
0
d
 Tr
S
f%^(t)^g
E()





E=0
E() (3.8)
F

ur die Funktionalableitung gilt:
%^(t)
E()





E=0
=
fG(t; t
0
)%^(t
0
)g
E()





E=0
=  iG
0
(t  )
@L
F
()
@E()
G
0
(   t
0
)%^(t
0
) : (3.9)
Die verbleibende partielle Ableitung @L
F
()=@E() ergibt einen Kommutator mit
dem Dipoloperator:
@L
F
()
@E()
= [^; :] : (3.10)
Im folgenden nehmen wir an, da sich das System zur Zeit t
0
in seinem Gleichge-
wichtszustand %^
eq
bendet. Dann l

at sich in Gleichung (3.9) der Term G
0
( t
0
)%^(t
0
)
durch %^
eq
ersetzen. F

ur die lineare Suszeptibilit

at folgt schlielich:
(t) = n
mol
i
h
Tr
S
n
^e
 iL
eff
t
[^; %^
eq
]
o
: (3.11)
Die Struktur dieses Ergebnisses

ahnelt wiederum Gleichung (3.4). Allerdings l

auft
die Spur in Gleichung (3.11) nur

uber die Systemfreiheitsgrade. Der Einu der
Umgebungsfreiheitsgrade auf die Suszeptibilit

at ist in der Wirkung des eektiven
Liouville{Operators auf den Kommutator [^; %^
eq
] enthalten.
Das Einsetzen von Gleichung (3.11) in Gleichung (3.1) f

uhrt auf das Resultat:
(!) =
4!n
mol
nch
Re
1
Z
0
dt e
i!t
Tr
S
n
^e
 iL
eff
t
[^; %^
eq
]
o
: (3.12)
Gleichung (3.12) stellt die dynamische Formulierung des linearen Absorptionsko-
ezienten im Rahmen der Dichtematrixtheorie dar. Sie erlaubt es, im Prinzip auf
ph

anomenologische Parameter zur Beschreibung der Verbreiterung der Absorptions-
linien zu verzichten. Allerdings sind konkrete mikroskopische Informationen

uber
System, Umgebung und die Wechselwirkung zwischen beiden notwendig, um den
eektiven Liouville{Operator zu bestimmen.
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3.2 Spezialfall der verschwindenden Umgebungs-
wechselwirkung: Die Hellerformel
Der Einu der Umgebung auf das relevante System ist in Gleichung (3.12) durch
den eektiven Liouville-Operator gegeben. Ist das System isoliert oder ist die Wech-
selwirkung zwischen System und Umgebung vernachl

assigbar, so reduziert sich der
Zeitentwicklungssuperoperator bei Anwendung auf einen beliebigen Operator
^
O zu
G
0
(t  t
0
)
^
O = exp

 
i
h
H
S
t

^
O exp

+
i
h
H
S
t

: (3.13)
Ist der Gleichgewichtszustand des Systems durch einen reinen Zustand gegeben
%^
eq
= j 
0
ih 
0
j, wobei j 
0
i ein Eigenzustand des Systemhamiltonoperators mit der
Energie E
0
ist, dann reduziert sich nach dem Vernachl

assigen nichtresonanter Terme
Gleichung (3.12) auf:
(!) =
2!n
mol
nch
1
Z
 1
dt exp

i(
E
0
h
+ !)t

hj(t)i (3.14)
mit
j(0)i = ^j 
0
i : (3.15)
Gleichung (3.14) ndet sich in der Literatur in einer Vielzahl von Beispielen [6,7,48],
um nur einige zu nennen.
3.3 Die Entwicklung nach den Eigenzust

anden des
relevanten Systems
Ein Vorteil der zeitabh

angigen Formulierung des linearen Absorptionskoezienten
liegt darin begr

undet, da man zur Berechnung von (!) die Eigenzust

ande des
Systems nicht zu kennen braucht. Sind hingegen die Eigenzust

ande bekannt, so l

at
sich Gleichung (3.12) auch in der Zustandsdarstellung angeben.
Seien m und n die Indizes, die alle Eigenzust

ande des Systems durchlaufen, dann
gilt f

ur die Zeitentwicklung der reduzierten Dichtematrix:
%
mn
(t) =
X
kl
(exp ( iL
eff
(t  t
0
)))
mn;kl
%
kl
(t
0
)
=
X
kl;
P
mn;
exp ( i


(t  t
0
))P
 1
;kl
%
kl
(t
0
) : (3.16)
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
und P
mn;
sind dabei die komplexen Eigenwerte und Eigenvektoren der Energie-
darstellung des eektiven Liouville-Operators. Durch Einsetzen in Gleichung (3.12)
und Ausf

uhren der Integrale folgt:
(!) =
4!n
mol
nch
X

Rec

Im


+ Imc

(!   Re


)
(!   Re


)
2
+ ( Im


)
2
: (3.17)
Dabei wurde zur Abk

urzung
c

=
X
mn

mn
P
mn;
X
kl
P
 1
;kl
X
i
(
ki
%
eq
il
  %
eq
ki

il
) (3.18)
eingef

uhrt. Die Matrizen P und P
 1
werden im Spezialfall der in Abschnitt 2.3
beschriebenen S

akularn

aherung diagonal, die c

sind reell und die daraus resul-
tierende Linienform ist Lorentz{artig. Im allgemeinen ist jedoch zu erwarten, da
die c

komplex sind, woraus eine kompliziertere Linienform folgt. Aus Gleichung
(3.17) ist ersichtlich, da sich die Linienform eines einzelnen

Ubergangs aus zwei Tei-
len zusammensetzt: einem symmetrischen und einem antisymmetrischen bez

uglich
der

Ubergangsfrequenz. Dabei wichtet der Realteil von c

den symmetrischen Anteil
und der Imagin

arteil von c

den antisymmetrischen Anteil der Linienform. Es sollte
also mit Hilfe dieser Theorie m

oglich sein, aus der Linienform einer Absorptionslinie
R

uckschl

usse auf die Wechselwirkung zwischen System und Umgebung zu ziehen.
Allerdings ist anzumerken, da die Wechselwirkung durch die in Theorie enthaltene
St

orungsentwicklung in ihrer St

arke begrenzt ist. Bei realistischen Werten f

ur die
Wechselwirkungsst

arke erwies sich die Abweichung von der symmetrischen Linien-
form bei den untersuchten Modellsystemen als unbedeutend. Es bleibt fraglich, ob
sich im Experiment eine wie in Gleichung (3.17) beschriebene, auf die Wechselwir-
kung mit der Umgebung zur

uckgehende Asymmetrie nachweisen l

at.
Weiter ist unklar, ob sich bei Ber

ucksichtigung h

oherer Ordnungen der Wechselwir-
kung zwischen System und Umgebung ein Gleichung (3.17)

aquivalentes Resultat
f

ur die Linienform ergibt.
Aus diesen Gr

unden wird auf eine weitere Untersuchung der Linienform verzichtet,
obwohl sich diese bei unkritischer Betrachung von Gleichung (3.17) anbietet.
Abschlieend werden noch einige Bezeichnungen eingef

uhrt: Um den linearen Ab-
sorptionskoezienten zu berechnen, mu die Gr

oe [^; %^] in der Zeit propagiert
werden. Deniert man
u^(t) = e
 iL
eff
t
^%^ und v^(t) = e
 iL
eff
t
%^^ ; (3.19)
so erh

alt man
Tr
S
n
^e
 iL
eff
t
[^; %^]
o
= Tr
S
f^(u^(t)  v^(t))g : (3.20)
In der Zustandsdarstellung wird daraus
X
mn
d
mn
fu
mn
(t)  v
mn
(t)g ; (3.21)
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wobei mit d
mn
die Matrixelemente des Dipoloperators bezeichnet sind. Die Start-
werte f

ur die Gr

oen u
mn
und v
mn
ergeben sich aus:
u
mn
(0) = d
mn
%
eq
nn
und v
mn
(0) = %
eq
mm
d
mn
; (3.22)
sind also

uber die Dipolmatrixelemente mit der Gleichgewichtsbesetzung verkn

upft.
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Kapitel 4
Lichtstreuung an Molek

ulen in
dissipativer Umgebung
Der Vorgang der Streuung von Licht an molekularen Systemen besteht in der Ab-
sorption eines einfallenden Photons der Energie h!
L
und des Impulses hk
L
und der
gleichzeitigen Emission eines Photons der Energie h!
s
und des Impulses hk
s
durch
das streuende System. Dabei gilt sowohl der Energie{ als auch der Impulserhaltungs-
satz. Die vom System aufgenommene bzw. abgegebene Energie betr

agt h(!
s
  !
L
).
Die Streuung kann entweder elastisch oder inelastisch sein. Die elastische Streuung,
bei der die Energie des absorbierten Photons gleich der Energie des emittierten
Photons ist, wird als Rayleigh{Streuung bezeichnet.
Die inelastische Streuung, bei der gegen

uber der eingestrahlten Frequenz !
L
verscho-
bene Linien bei Streufrequenzen !
s
auftreten, bezeichnet man als Raman{Streuung.
Die Energiedierenz der beteiligten Photonen mu durch Erzeugung oder Vernich-
tung von Schwingungsquanten des streuenden Systems ausgeglichen werden. Wird
das streuende System angeregt (!
s
< !
L
), so spricht man von einem Stokesschen
Proze, im umgekehrten Fall von einem anti{Stokesschen Proze. Voraussetzung
f

ur das Vorkommen anti{Stokesscher Prozesse ist die anf

angliche Besetzung eines
angeregten Zustands des streuenden Systems. Das ist bei Systemen im thermody-
namischen Gleichgewicht nur bei gen

ugend hoher Temperatur m

oglich.
Die Intensit

at des gestreuten Lichtes ist eine von der Frequenz des eingestrahlten
Lichtes !
L
stark abh

angige Gr

oe (bis zu vier Gr

oenordnungen [35]) und wird
maximal, wenn h!
L
in die N

ahe der elektronischen

Ubergangsenergie des streuen-
den Systems kommt. Man spricht dann von resonanter Raman{Streuung. Allerdings
wird in diesem Falle das Streuspektrum von Fluoreszenzstrahlung

uberlagert, so da
resonante Raman{Streuung experimentell schwieriger zu beobachten ist als der nicht
resonante Fall [36].
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Abbildung 4.1: Bei der Streuung von Photonen an einem Molek

ul hat das emmitierte
Photon eine andere Energie als das einfallende Photon. Der Dierenzbetrag ist vom
Molek

ul aufgenommen oder abgegeben worden. Steht dieses mit einer dissipativen
Umgebung in Kontakt, so hat die Umgebung Einu auf den Streuvorgang.
Im folgenden soll eine Beschreibung des Raman{Eektes f

ur molekulare Systeme
mit Umgebungswechselwirkung angegeben werden, die auf einer dynamischen For-
mulierung des Streuquerschnitts im Rahmen der Dichtematrixtheorie beruht. Dabei
wird die Fluoreszenz und die Streuung des einfallenden Lichtes als ein gemeinsames
Ph

anomen behandelt; der spontanen Emmission von Photonen durch ein angeregtes
Molek

ul.
4.1 Ableitung der dynamische Formulierung des
Raman{Streuquerschnitts
Ausgangspunkt der Ableitung ist die Unterteilung des Systems in relevantes System,
Umgebung und Lichtfeld. Dabei ist zu beachten, da das Lichtfeld, das in Kapitel
3 in klassischer Weise ber

ucksichtigt werden konnte, nun quantenmechanisch in den
Hamiltonoperator einieen mu, da es sich bei der Emission des gestreuten Photons
um einen spontanen Proze handelt.
Allerdings nehmen wir das Feld der eingestrahlten Welle als stark an, so da sich f

ur
diesen Anteil des Lichtfeldes eine klassische Darstellung der Form E
L
= E
0
cos(!
L
t 
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k
L
r) rechtfertigen l

at. Das restliche Lichtfeld wird in quantisierter Form in den Ha-
miltonoperator aufgenommen. Wie sich sp

ater herausstellen wird, ist nur die Mode
!
s
, diejenige Mode, in welche die Streuung beobachtet wird, f

ur die Ableitung zu
ber

ucksichtigen. Die Wechselwirkung von Lichtfeld und streuendem System wird in
Dipoln

aherung behandelt.
Schlielich sei das System noch an eine dissipative Umgebung gekoppelt, die mit dem
Lichtfeld nicht wechselwirkt. Damit ergibt sich f

ur den Gesamthamiltonoperator H:
H = H
Mol
+H
R
+H
S R
+H
L
+H
Rad
+H
Int
: (4.1)
Die ersten drei Terme bezeichnen das molekulare System, die Umgebung und die
Wechselwirkung von System und Umgebung. Der vierte Term H
L
ist die Wech-
selwirkung des molekularen Systems mit dem elektrischen Feld der eingestrahlten
Lichtwelle. H
Rad
ist der Hamiltonoperator des quantisierten Strahlungsfeldes und
H
Int
ist die Wechselwirkung von quantisiertem Strahlungsfeld und molekularem Sy-
stem.
Als relevantes System wird das Molek

ul zusammen mit der Wechselwirkung mit
dem eingestrahlten Lichtfeld betrachtet, wobei H
L
in Dipoln

aherung H
L
=  ^E(t)
behandelt wird.
H
S
= H
Mol
+H
L
=  ^E(t) (4.2)
H
S
erh

alt durch das elektrische Feld E(t) eine explizite Zeitabh

angigkeit. Da kei-
nerlei Einschr

ankungen bez

uglich der St

arke des Feldes E(t) gemacht werden, be-
schreibt die Theorie auch Mehr{Photon{Anregungen durch das klassische Feld.
Die durch den Anteil H
S
+H
R
+H
S R
des Hamiltonoperators bestimmte Dynamik
des reduzierten statistischen Operators %^ war Gegenstand des Kapitels 2 der vor-
liegenden Arbeit. Auch hier denieren wir den eektiven Liouville{Operator wie in
Gleichung (2.3). Der Dipoloperator wird als nur im Systemraum wirkend angenom-
men, dadurch l

at sich die Wirkung des Terms H
L
=  ^E(t) in L
eff
integrieren.
F

ur den Hamiltonoperator des quantisierten Strahlungsfeldes gilt [34]
H
Rad
=
X
ik
h!
i
(a
+
ik
a
ik
+
1
2
) ; (4.3)
wobei die Indizes i und k alle Moden des quantisierten Strahlungsfeldes bezeichnen.
Der Term H
Int
wird in der folgenden Ableitung st

orungstheoretisch behandelt, so
da G (siehe Gleichung (2.8)), der Propagationssuperoperator f

ur %^ bei Abwesenheit
von H
Int
, als der freie Propagator im Sinne der St

orungstheorie zu verstehen ist.
H
Int
schreibt sich [34]:
H
Int
=  ^
X
ik
(ia
ik
!
i
exp (i(kr   !
i
t))  ia
+
ik
!
i
exp ( i(kr   !
i
t))) (4.4)
= H
 
Int
(t) +H
+
Int
(t) : (4.5)
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Als Ansatz zur Berechnung des Raman{Streuquerschnitts verwenden wir die

Uber-
legung, da die zeitliche

Anderung der Besetzung der Photonenmode !
s
ein Ma f

ur
die in diese Mode abgestrahlte Intensit

at ist [5].
(!
s
) /
d
dt
ha
+
s
a
s
i = Tr
(
a
+
s
a
s
d
dt
^
W (t)
)
(4.6)
^
W (t) bezeichnet dabei den statistischen Operator des Systems, das sich aus dem
relevanten System und dem quantisierten Strahlungsfeld zusammensetzt. Die Spur
erstreckt sich

uber alle Freiheitsgrade des relevanten Systems und des quantisierten
Strahlungsfeldes.
Das Einsetzen der Liouville{von{Neumann{Gleichung f

ur die zeitliche Ableitung
von
^
W (t)
d
dt
^
W (t) =  iL
eff
^
W (t) 
i
h
h
H
Rad
;
^
W (t)
i
 
i
h
h
H
Int
;
^
W (t)
i
(4.7)
in Gleichung (4.6) liefert zun

achst einen Kommutator mit dem Hamiltonoperator
des quantisierten Strahlungsfeldes H
Rad
, ber

ucksichtigt man jedoch Vertauschungs-
relationen der a
+
s
und a
s
, so ergibt sich:
(!
s
) /  
i
h
Tr
S+Rad
n
a
+
s
a
s
h
H
Int
;
^
W (t)
i o
: (4.8)
W (t) wird jetzt st

orungstheoretisch nach Ordnungen von H
Int
entwickelt, es folgt:
^
W (t) =
^
W
0
(t) +
^
W
1
(t) +
^
W
2
(t) + : : : (4.9)
^
W
0
(t) = G(t; t
0
)
^
W (t
0
) (4.10)
^
W
1
(t) =  
i
h
t
Z
t
0
dG(t; )
h
H
Int
();G(; t
0
)
^
W (t
0
)
i
: (4.11)
Der Anfangszustand
^
W (t
0
) setze sich faktorisierend aus den Anteilen des quanti-
sierten Strahlungsfeldes, der als Vakuum angenommen wird, und dem statistischen
Operator des Restsystems im thermodynamischen Gleichgewicht zusammen.
^
W (t
0
) = j0
ik
ih0
ik
j  %^
eq
(4.12)
Spaltet man die Spur in Gleichung (4.8) in den Anteil des quantisierten Strah-
lungsfeldes und den Rest auf und ber

ucksichtigt man die Vertauschungsrelationen
der Operatoren a und a
+
, so zeigt sich, da der Term
^
W
1
(t) den ersten nicht ver-
schwindenden Beitrag zur Entwicklung von (!
s
) liefert. Das Einsetzen von W
1
(t)
in Gleichung (4.8) liefert:
(!
s
) /
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 
1
h
2
Tr
S+Rad
(
h1
s
ja
+
s
a
s
H
+
Int
(t)
t
R
t0
G(t; )
n
%^()H
 
Int
()
o
d j1
s
i
)
 
1
h
2
Tr
S+Rad
(
h1
s
ja
+
s
a
s
t
R
t0
G(t; )
n
H
+
Int
()%^()
o
dH
 
Int
(t)j1
s
i
)
: (4.13)
Die Spur

uber die Moden des quantisierten Strahlungsfeldes kann nun ausgef

uhrt
werden, denn der Propagator G wirkt nur im Raum der Systemfreiheitsgrade. Das
Einsetzen der Ausdr

ucke f

ur die Wechselwirkungsoperatoren H
+
und H
 
liefert den
Ausdruck f

ur die Streurate:
(!
s
) /
t
Z
t
0
Tr
S
f^G(t; )fG(; t
0
)%^(t
0
)^ exp (i!
s
(t  )) + h:c:gg d : (4.14)
Dieser Ausdruck h

angt von der Dauer der Propagation t ab. Zu verstehen ist dies aus
dem Ansatz, da die Streurate proportional zur zeitlichen

Anderung der Besetzungs-
zahl der Photonenmode !
S
ist. Die Ableitung wurde in Gleichung (4.14) zum Zeit-
punkt t ausgef

uhrt, die st

orungstheoretische Entwicklung l

at den Anfangszustand
des Molek

uls %^(t
0
) einieen. F

ur Zeiten t, die gro gegen die charakteristischen
Zeiten des relevanten Systems sind, wird (!
s
) proportional zu t.
Durch Experimente mit station

arer Anregung ist eine Konstellation gegeben, die sich
durch einen Anfangszustand des Molek

uls im thermodynamischen Gleichgewicht mit
der Umgebung (und dem elektrischen Feld der Lichtwelle) und einer Propagations-
zeit t, die gro gegen alle anderen Zeitskalen des Problems ist, charakterisiert. Bei
impulsiver Anregung bleibt Gleichung (4.14) g

ultig, nur ist die zu erwartende t{
Abh

angigkeit des Streuquerschnitts komplizierter.
4.2 Durchf

uhrung der Rotating Wave Approxi-
mation
Die Gleichung (4.14) stellt einen analytischen Ausdruck der Streurate dar, f

ur nume-
rische Ergebnisse bedarf es hingegen noch weiterer Umformungen. Die Dynamik, die
durch den Propagator G vermittelt wird, l

auft auf zwei unterschiedlichen Zeitskalen
ab. Einerseits spielt die Schwingungsperiode des Molek

uls eine Rolle, andererseits
die Periode des eingestrahlten elektrischen Feldes. Letztere aus der Gleichung (4.14)
n

aherungsweise zu entfernen, ist Aufgabe der RotatingWave Approximation (RWA).
Erforderlich wird diese Prozedur, da andernfalls die Numerik auf einer Zeitskala un-
terhalb 0.1 fs stattnden m

ute. Das ist bei der Komplexit

at der Gleichungen und
einer zu erwartenden Propagationsdauer von einigen ps unangebracht.
Ausgangspunkt ist bei der RWA die Entwicklung der Bewegungsgleichung nach elek-
tronischen Zust

anden. Neben dem Grundzustand jgi soll nur ein angeregter Zustand
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jei Ber

ucksichtigung nden. Durch die Renormierung des Schwingunghamiltonope-
rators des angeregten Zustands um die Energie h!
L
erh

alt man eine modizierte
Bewegungsgleichung, bei der mit der Frequenz 2!
L
oszillierende Terme weggelas-
sen werden. E(t) wird ersetzt durch
1
2
E
0
, wobei mit E
0
die (mitunter langsam
ver

anderliche) Amplitude der elektrischen Feldst

arke bezeichnet ist. Somit taucht
die schnelle Oszillation der Lichtwelle nicht mehr in den Bewegungsgleichungen auf.
Die Elemente der reduzierten Dichtematrix variieren auf einer Zeitskala, die durch
die Schwingungsdynamik des Molek

uls bestimmt ist.
Die Besetzungszahlen der Schwingungsniveaus stimmen mit denen der exakten L

o-
sung n

aherungsweise

uberein, f

ur die Nichtdiagonalelemente der Dichtematrix er-
gibt sich die \echte" L

osung durch Multiplikation von %^ mit einem Phasenfaktor
exp (!
L
t), wobei t die Propagationszeit ist. Die Ableitung dieser Transformation
M ist im Anhang A angegeben.
G(t
2
; t
1
)f%^g =M(t
2
  t
1
)
~
G(t
2
; t
1
)f%^gM
+
(t
2
  t
1
) (4.15)
Dabei bezeichnet die Tilde auf G auf der rechten Seite von Gleichung (4.15) den im
Rahmen der RWA zu verstehenden Propagator. F

ur den Transformationsoperator
M gilt:
M(t
2
  t
1
) = exp (+i!
L
(t
2
  t
1
))jgihgj + exp ( i!
L
(t
2
  t
1
))jeihej : (4.16)
Alle in Gleichung (4.14) vorkommenden Propagationen werden numerisch unter
Anwendung der RWA durchgef

uhrt. Mit Gleichung (4.15) ergibt sich daraus:
(!
s
) =
t
Z
t
0
d Tr
S
f^M(t  ) 
~
G(t; )fM()
~
G(; t
0
)f%^(t
0
)gM
+
()^e
i!
s
(t )
+ h:c:gM
+
(t  )g : (4.17)
Die Ausf

uhrung der Spur in Gleichung (4.17) erfolgt g

unstigerweise in der elek-
tronischen Basis. Da die auftretenden Propagatoren lineare Operatoren sind, ist es
m

oglich, das Integral (4.17) in eine Summe verschiedener Terme zu zerlegen, die
jeweils die gleiche exponentielle Abh

angigkeit bez

uglich der Integrationsvariablen  ,
der Laserfrequenz !
L
und der Frequenz des gestreuten Lichtes !
s
haben. Die genaue
Untersuchung liefert 12 Summanden, wovon jedoch nur
Tr f^K
6
()g exp ( i!
S
(t  )) exp (+i!
L
(t  )) (4.18)
und
Tr f^K
12
()g exp ( i!
S
(t  )) exp ( i!
L
(t  )) ) (4.19)
einen resonanten Beitrag liefern. Bei der Auswahl der Terme wurde von
!
4
= !
S
  !
L
; j!
4
j << !
L
(4.20)
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Gebrauch gemacht.
F

ur kleine Zeiten t k

onnen auch die restlichen Terme einen Beitrag zum Streuspek-
trum liefern, wir vernachl

assigen diese jedoch im folgenden. Es gilt:
K
6
() = hgj^~()jei jgihej + hej^~()jgi jeihgj (4.21)
K
12
() = hej^~()jgi jeihgj+ hgj^~()jei jgihej ; (4.22)
woran ersichtlich ist, da es sich bei den Termen K
6
und K
12
um nicht{hermitesche
Operatoren handelt.
Eine besonders symmetrische Form erh

alt der Ausdruck f

ur die Streurate durch die
Einf

uhrung der hermiteschen Operatoren X und Y :
X() = K
6
() +K
+
6
() Y () = i(K
6
() K
+
6
()) : (4.23)
Die Zeitentwicklung von X() und Y () wird durch
~
G beschrieben.
X(t; ) =
~
G(t; )X() Y (t; ) =
~
G(t; )Y () (4.24)
Es ergibt sich als Resultat:
(!
S
) / Re
t
Z
t
0
d Tr
S
f
ge
X
eg
(t; )  i
eg
Y
ge
(t; )g exp (i!
4
(t  )) : (4.25)
Dadurch ist der Streuquerschnitt eines in eine Umgebung eingebetten Molek

uls auf
die Propagation zweier Operatoren zur

uckgef

uhrt. Die Spur in Gleichung (4.25) l

auft
nur

uber die Freiheitsgrade des relevanten Systems, der Einu der Umgebung wird
durch den eektiven Liouville{Operator bzw. den zugeh

origen Propagationssuper-
operator
~
G beschrieben. In diesem ist das elektrische Feld des anregenden Lichtes
in RWA integriert. Bez

uglich der St

arke des Feldes wurden jedoch keine N

aherun-
gen gemacht, so da Gleichung (4.25) Eekte beliebiger Ordnung in der anregenden
Feldst

arke beschreibt. In Kapitel 8 wird ein theoretisches Modell zur Anwendung
der Methode vorgestellt.
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Kapitel 5
Einfaches Modellsystem: Die
lineare Absorption an der
OH{Streckschwingung von Wasser
Die OH{Streckschwingung bietet f

ur ein einfaches Testsystem g

unstige Vorausset-
zungen. Bei der IR{Absorption ndet kein elektronischer

Ubergang statt, so da die
Schwingungsfreiheitsgrade die einzigen Freiheitsgrade des relevanten Systems sind
und sich das Problem dadurch theoretisch vereinfacht. Die theoretische Behandlung
der Umgebung orientiert sich wesentlich an Kapitel 2 und soll deswegen hier nur
kurz erfolgen.
5.1 Systembeschreibung
Bei Vernachl

assigung aller Rotationsfreiheitgrade kann die eindimensionale OH{
Streckschwingung durch ein Potential vom Morse{Typ:
V (q) = E
diss
h
1  e
 (q q0)
i
2
 E
diss
(5.1)
beschrieben werden. In [41] nden sich die Parameter E
diss
= 5:5eV f

ur die Disso-
ziationsenergie, die Gleichgewichtsposition q
0
liegt bei 1

A und die Anharmonizit

at
 betr

agt 2.45

A
 1
. Die reduzierte Masse der Schwingung wird als Protonenmasse
angenommen. Die Eigenwerte und Wellenfunktionen des Morseoszillators sind analy-
tisch bekannt [42]. Deswegen wird zur Berechnung des linearen Absorptionskoezi-
enten die Zustandsdarstellung gew

ahlt. Die sich aus den Parametern ergebenden 20
diskreten Energieniveaus sind schematisch in Abbildung (5.1) dargestellt.

Uberg

ange
in das energetisch h

oher liegende Kontinuum sollen keine Ber

ucksichtigung nden.
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Abbildung 5.1: Energieschema der OH{Streckschwingung. Der energetische Abstand
vom ersten angeregten Zustand zum Grundzustand betr

agt etwa 500 meV, das ent-
spricht einer Temperatur von etwa 5800 K. Gestrichelte Linie: Die q{Abh

angigkeit
des Dipoloperators in willk

urlichen Einheiten.
F

ur den Dipoloperator wurde in [41] eine Mecke{Funktion vorgeschlagen:
^ = d
0
qe
 q
: (5.2)
Dort ndet sich auch d
0
 = 7.85 D/

A und  = 1.67

A
 1
. Die Matrixelemente des
Dipoloperators werden numerisch bestimmt.
Wie im Kapitel 2 beschrieben, wird die Umgebung durch ein Bad harmonischer Os-
zillatoren dargestellt, die sich im thermodynamischen Gleichgewicht bei der Tempe-
ratur T benden.

Uber die Spektraldichte des Bades ist nichts bekannt, wir setzen
deswegen eine Konstante J(!) = J
0
an.
Die Wechselwirkung von System und Umgebung H
S R
wird bilinear gew

ahlt. Dabei
beschr

anken wir uns auf einen Wechselwirkungskanal, so da die Summe

uber a in
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Abbildung 5.2: Durch die Relaxation bedingte Kopplungsst

arken des Dichtematrix-
elements %^
8;13
R
8;13;m;n
bei einer Temperatur von 1000 K. Die Darstellung ist auf
das Relaxationsmatrixelement R
8;13;8;13
normiert, welches den gr

oten Beitrag im
Balkendiagramm darstellt. Zur besseren

Ubersichtlichkeit sind die negativen Kopp-
lungsst

arken heller wiedergegeben als die positiven Kopplungsst

arken.
Gleichung (2.3) wegf

allt.
H
S R
= K(q) ; K(q) = q   q
0
(5.3)
 ist wie in Abschnitt (2) die mit Kraftkonstanten gewichtete Summe

uber die
Koordinaten der Badoszillatoren (Gleichung (2.5)). Mit diesen Annahmen wird die
RelaxationsmatrixR
ijmn
numerisch bestimmt. Die Elemente von R stellen die Raten
dar, mit denen die Elemente der reduzierten Dichtematrix %^ des Systems nach Glei-
chung (2.3) verkoppelt werden. F

ur zwei Dichtematrixelemente %^
8;13
und %^
10;10
sind
diese Kopplungen in Abbildung (5.2) und (5.3) graphisch dargestellt. Im Unterschied
zu ph

anomenologischen Ans

atzen, die nur Raten zwischen den Diagonalelementen
von %^ und ein Dephasing der Nichtdiagonalelemente von %^ beinhalten, sind in der
hier vorgestellten Theorie alle Matrixelemente der Dichtematrix durch die Relaxa-
tionsmatrix miteinander verkn

upft.
In den Abbildungen (5.2) und (5.3) w

urde sich ein ph

anomenologischer Ansatz f

urR
in einem einzigen negativen Balken f

ur das Nichtdiagonalelement und in drei Balken
unterschiedlichen Vorzeichens f

ur das Diagonalelement darstellen. Oensichtlich ist
die Relaxation wesentlich komplizierter.
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Abbildung 5.3: Durch die Relaxation bedingte Kopplungsst

arken des Dichtematrix-
elements %^
10;10
R
10;10;m;n
bei einer Temperatur von 1000 K. Normierung wie Abbil-
dung (5.2).
5.2 Numerische Ergebnisse
Die wesentlichen Parameter, die die Form des Spektrums beeinussen, sind die Tem-
peratur T und die Spektraldichte der Umgebungsfreiheitsgrade J
0
. F

ur verschiedene
Werte dieser beiden Parameter wurden Berechnungen des linearen Absorptionsko-
ezienten durchgef

uhrt.
Anders als bei einem Modellsystem, das durch ein harmonisches Potential und
einen linear von q abh

angigen Dipoloperator charakterisiert wird, sind bei der OH{
Streckschwingung

Uberg

ange zwischen allen Niveaus erlaubt. Bei Temperaturen un-
terhalb 1000 K ist im thermodynamischen Gleichgewicht die Besetzung der ange-
regten Schwingungszust

ande so klein, da nur

Uberg

ange aus dem Grundzustand
im Absorptionsspektrum beobachtbar sind. Der Grundzustand besitzt nur mit dem
ersten und dem zweiten angeregten Niveau ein merkliches

Ubergangsmatrixelement.
Deswegen ist bei Temperaturen unterhalb 1000 K im Spektrum (Abbildung (5.4))
nur ein wesentlicher

Ubergang auszumachen. Erst bei h

oheren Temperaturen (5000
K) erkennt man die f

ur Morseoszillatoren typische Absorptionsleiter.
In Abbildung (5.5) ist f

ur drei verschiedene Werte der Spektraldichte J
0
das lineare
Absorptionsspektrum in der N

ahe des intensivsten

Ubergangs dargestellt. Bei der
kleinsten Spektraldichte (J
0
= 510
 4
) ist die linke Schulter an der Absorptionslinie,
die sich aus dem

Ubergang j2i ! j3i ergibt, am besten zu erkennen. Mit wachsen-
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Abbildung 5.4: IR{Absorptionsspektrum der OH{Streckschwingung f

ur verschiede-
ne Temperaturen. Die Spektraldichte der Badphononen J
0
betr

agt 5  10
 4
. Die
durchgezogene Linie entspricht 1000 K, die punktierte 5000 K, die gestrichelte Linie
10000 K. Bei hohen Temperaturen werden auch

Uberg

ange aus angeregten Niveaus
des Morseoszillators sichtbar. Auerdem kommt es zu einer Umverteilung von Oszil-
latorst

arke. Bei h

oheren Temperaturen verschiebt sich das Maximum der Absorption
zu kleineren

Ubergangsenergien.
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der Umgebungwechselwirkung verschwindet diese Struktur. Bei den Spektren f

ur
J
0
= 10
 3
und J
0
= 5  10
 3
gibt es im niederenergetischen Bereich negative Ab-
sorptionskoezienten. Das ist auf eine zu groe Wechselwirkung zwischen relevantem
System und Umgebung zur

uckzuf

uhren. Die Voraussetzungen f

ur die N

aherungen
zur Ableitung einer Bewegungsgleichung f

ur den reduzierten statistischen Operator
aus Kapitel 2 sind hier nicht mehr erf

ullt.
Es konnte gezeigt werden, da sich die Methode der Dichtematrixpropagation zur
Berechnung der linearen Absorption auf die OH{Streckschwingung von Wasser er-
folgreich anwenden l

at. Anders als beim Zugang der Wellenpaketpropagation [6,7]
iet die Temperatur der Umgebung direkt in die Ergebnisse ein.
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Abbildung 5.5: IR{Absorptionsspektrum der OH{Streckschwingung bei 300 K f

ur
verschieden starke Ankopplungen an die Umgebung. Die durchgezogene Linie ent-
spricht J
0
= 5  10
 4
. Bei der punktierten (J
0
= 10
 3
) und der gestrichelten
(J
0
= 2  10
 3
) Linie treten negative Absorptionskoezienten auf. Die Kopplung
zwischen System und Umgebung ist f

ur diese Werte der Spektraldichte zu stark als
das sie sich in zweiter st

orungstheoretischer Ordnung beschreiben liee.
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Kapitel 6
Interferenzstrukturen in den
UV{Absorptionsbanden
matriximmobilisierten NO
Die Untersuchung von matrixisoliertem NO wird in d

unnen Schichten aus amor-
phem Ar vorgenommen, die in einem Aufspr

uhproze auf einen Tr

ager aufgebracht
und w

ahrend des Wachstumsvorgangs mit NO{Molek

ulen verunreinigt werden. Die
Konzentration des NO in der Schicht ist so klein (typischerweise 0.3%), da site{
site{Eekte, d. h. Wechselwirkung benachbarter NO{Molek

ule miteinander, ver-
nachl

assigt werden k

onnen. Die Wechselwirkung des NO mit der Edelgasmatrix
tritt an zwei Stellen in Erscheinung. Einerseits werden durch die Edelgasatome die
elektronischen Niveaus des Molek

uls energetisch verschoben. Andererseits sind die
Gitterschwingungen des Edelgaskristalls f

ur die Dissipation von Energie aus den
Schwingungsmoden des NO verantwortlich, die damit zu einer Verbreiterung der
Absorptionsbanden verglichen mit der Gasphase f

uhren.
W

ahrend der erste Aspekt als ein aus dem Experiment zu bestimmender Parameter
betrachtet wird, soll die Schwingungsrelaxation im Zentrum der weiteren Diskussion
stehen.
6.1 Systembeschreibung und Modellbildung
Das zur Durchf

uhrung der Dichtematrixtheorie erforderliche Modell orientiert sich
an der Arbeit von May, Suisky, Chergui [44]. Grundannahme ist dort, da der Ein-
u der Matrixphononen auf die Schwingungsdynamik des NO{Molek

uls mit Hilfe
einer ausgezeichneten eektiven Schwingungsmode beschrieben werden kann. Expe-
rimentelle Untersuchungen [46] st

utzen diese These: Bei NO in Ne lassen sich die
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ersten Phonon{Seitenlinien der Valenzniveaus in Absorption au

osen und erlauben
eine Bestimmung der Energie des eektiven Phonons aus dem Absorptionsspektrum.
Diese eektive Schwingungsmode ist als eine gemeinsame Schwingung des Systems
NO{Matrix zu verstehen. Ihr Einu auf die Molek

uldynamik wird um so st

arker
sein, je schw

acher die elektronischen Niveaus um das Molek

ulzentrum lokalisiert
sind. Daraus resultiert der im Experiment zu beobachtende Unterschied zwischen
Rydberg{ und Valenzzust

anden in der Breite der Absorptionsbanden. W

ahrend
die Valenzzust

ande nur innere Schalen des Molek

uls besetzen, werden in Rydberg-
zust

anden ein oder mehrere Elektronen auf

auere Schalen verteilt.
Im theoretischen Modell wird die eektive Phononmode an ein Bad angekoppelt,
das aus der Gesamtheit aller in der Matrix vorkommenden Gitterschwingungen be-
steht. Dadurch werden Energiedissipation und Schwingungsrelaxation in das Modell
eingef

uhrt.
Zur Durchf

uhrung der Dichtematrixtheorie wird als relevantes System das NO{
Molek

ul mit der eektiven Phononmode vereinigt. Die eektive Phononenmode kop-
pelt an die Umgebung, die wiederum als ein Bad harmonischer Oszillatoren darge-
stellt wird. Die Spektraldichte J der Umgebung wird als konstant angenommen (J
0
).
Die Wechselwirkung zwischen relevantem System und Umgebung wird wie in Kapi-
tel 2 als linear in den Auslenkungen der Badoszillatoren und linear in der eektiven
Phononkoordinate angenommen.
F

ur den Hamiltonoperator des relevanten Systems H
S
gilt:
H
S
= H
NO
+
X

h!
p
(a

a
+

+
1
2
) ; (6.1)
wobei h!
p
die Energie des eektiven Phonons bezeichnet. Diese sei zur Vereinfa-
chung als unabh

angig von der elektronischen Quantenzahl  angenommen. a
+
und
a sind die Erzeugungs{ bzw. Vernichtungsoperatoren eines Schwingungsquantums
der eektiven Phononenmode. Die Summe l

auft

uber alle elektronischen Zust

ande
des NO, die a
+
und a sind abh

angig von der elektronischen Quantenzahl . Die ent-
sprechenden Potential

achen der eektiven Phononenmode besitzen f

ur verschiedene
elektronische Zust

ande des NO verschiedene Minimumpositionen q
0

.
Der Hamiltonoperator des NO{Molek

uls H
NO
schreibt sich in der elektronischen
Basis:
H
NO
+
X

(
;
H

+ V
CI

)jihj : (6.2)
H

ist der Schwingungshamiltonoperator des NO im elektronischen Zustand , mit
V
CI;
wird die Kongurationswechselwirkung der elektronischen Zust

ande unter-
einander bezeichnet. V
CI
wird als konstant angenommen. Die Schwingungshamil-
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Abbildung 6.1: Modellschema der Potential

achen der eektiven Koordinate f

ur die
C
2
 = 1 und B
2
 = 15 elektro{vibronischen Zust

ande des NO. Die Kongu-
rationswechselwirkung V
CI
bestimmt sich aus Experimenten in der Gasphase, die
relative Verschiebung der Potential

achen bez

uglich q wird gew

ahlt, um die Ver-
breiterung der Rydberglevel an das Experiment anzupassen.
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tonoperatoren H

lassen sich in der vibronischen Darstellung schreiben:
H

=
X


E

j

ih

j ; (6.3)
wobei die Schwingungsenergien E

aus dem Experiment bekannt sind [46, 49].
Weiter wird angenommen, da der Dipoloperator ^ nur den Grundzustand mit den
angeregten elektronischen Zust

anden koppelt:
^ =
X
=1
d
0
jih0j + h:c: : (6.4)
Wendet man die Entwicklung nach den elektronischen Zust

anden auf den reduzierten
statistischen Operator %^ an, so ergibt sich:
%^ =
X

%^

jihj : (6.5)
Die Gr

oen %^

sind Operatoren im Hilbertraum der Kongurationskoordinate q.
Unter der Voraussetzung, da die System{Umgebungswechselwirkung keine verschie-
denen elektronischen Zust

ande miteinander koppelt, folgt f

ur die Bewegungsglei-
chung des reduzierten statistischen Operators in der elektronischen Basis:
d
dt
%^

=  
i
h
fH

%^

  %^

H

g  
i
h
X

fV
CI

%^

  %^

V
CI

g
 
1
h
2
fK



%^

+ %^


+

K

 K

%^


+

  

%^

K

g : (6.6)
Da der SystemanteilK und der Umgebungsanteil  der System{Umgebungswechsel-
wirkung als diagonal in der elektronischen Basis angenommen wurde, werden die
einzelnen %^

in der Bewegungsgleichung f

ur %^ nur durch die Kongurationswech-
selwirkung V
CI
gekoppelt.
Die Spur

uber die Freiheitsgrade des relevanten Systems zerf

allt in die Spur

uber die
elektronischen und vibronischen Freiheitsgrade des NO und in eine Spur

uber die
vibronischen Freiheitgrade der eektiven Koordinate q. Die Darstellung der Schwin-
gungen der eektiven Koordinate erfolgt zweckm

aig ebenfalls in der Zustandsdar-
stellung. Die

Uberlappintegrale der Schwingungszust

ande i, j der eektiven Koordi-
nate zu verschiedenen elektronischen Quantenzahlen ,  des NO ergeben sich aus
Franck{Condon{Faktoren FCF (i; j; q
0

  q
0

).
Der Gleichgewichtszustand %^
eq
des Systems schreibt sich in der Zustandsdarstellung:
%^
eq
=
X
i
f
i
j = 0ij = 0ijiihijhjhj ; (6.7)
die f
i
stellen die thermische Verteilung der Besetzung der eektiven Phononenmode
im elektro{vibronischen Grundzustand dar. Damit sind die Vorbereitungen f

ur die
Berechnung des linearen Absorptionskoezienten abgeschlossen.
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6.2 Fano{Eekt an Phonon{verbreiterten Absorp-
tionsbanden
Die Wechselwirkung eines diskreten Levels mit einem Kontinuum ist die Ursache
anomaler Linienformen [47], welche als Fano{Prole bezeichnet werden. Im vorlie-
genden Beispiel l

at sich eine eindeutige Zuordnung der Levels zu Kontinuum oder
diskretem Zustand nicht treen. Vielmehr sind alle betrachteten Zust

ande diskret,
jedoch wird die entsprechende Absorptionslinie durch die Wechselwirkung mit den
Badphononen verbreitert. Diese Verbreiterung ist f

ur die Rydbergniveaus wesentlich
gr

oer als f

ur die Valenzniveaus. In diesem Sinne ist eine Zuordnung Rydbergniveau
= Kontinuum, Valenzniveau = diskretes Level zu verstehen. Die Interpretation der
Absorptionsspektren setzt eine solche Unterscheidung voraus, um den Vergleich mit
typischen Fano{Prolen durchf

uhren zu k

onnen.
Der eigentliche Fano{Eekt [47] untersucht die Linienform eines einzelnen Niveaus
einer St

orstelle mit dem Kontinuum des Festk

orpers. Die Umverteilung von Oszil-
latorst

arke l

at sich jedoch auch an einem einfacheren Modell zeigen:
Seien mit j0i, j1i und j2i drei Zust

ande eines Modellsystems bezeichnet, die im Ab-
sorptionsspektrum bei den Frequenzen !
10
= !
1
 !
0
und !
20
= !
2
 !
1
als Resonanz
sichtbar werden. Die Oszillatorst

arke der

Uberg

ange ergibt sich nach Fermis Golde-
ner Regel aus dem Quadrat des

Ubergangsdipolelements h0j^j1i bzw. h0j^j2i. Eine
zus

atzliche Kopplung V der Zust

ande j1i und j2i f

uhrt immer zu einer energetischen
Abstoung der Niveaus, die sich mittels
4E =
h!
1
  h!
2
2
 
v
u
u
t
 
h!
1
  h!
2
2
!
2
+ V
2
(6.8)
berechnen l

at. Die Eigenzust

ande des Hamitonoperators

andern sich zu:
j
~
1i =
4E
V
s
V
2
4E
2
+ V
2
j1i+
s
V
2
4E
2
+ V
2
j2i (6.9)
j
~
2i =
s
V
2
4E
2
+ V
2
j1i+
4E
V
s
V
2
4E
2
+ V
2
j2i ; (6.10)
wobei mit j
~
1i bzw. j
~
1i die neuen Eigenzust

ande des Systems nach dem Einschalten
der Kopplung V bezeichnet sind. Die Oszillatorst

arke der

Uberg

ange j0i ! j
~
1i und
j0i ! j
~
2i unterscheidet sich von der Oszillatorst

arke vor Einschalten der Kopplung.
Dabei ist der auftretende Unterschied sowohl vom Vorzeichen als auch vom Betrag
von V abh

angig, so da je nach dem Vorzeichen von V Oszillatorst

arke vom energe-
tisch niedrigen Niveau zum energetisch h

oheren Niveau oder umgekehrt transportiert
wird.
Bei mehreren gekoppelten Niveaus sind die Verh

altnisse komplizierter, aber auch
hier l

at sich ein Zusammenhang zwischen V und der Verteilung der Oszillatorst

arke
38
INTERFERENZSTRUKTUREN
6.20 6.25 6.30 6.35 6.40 6.45
0.0
2.0
4.0
6.0
8.0
h! [eV]

(
!
)
[
a
.
u
.
]
Abbildung 6.2: Antiresonanz im Absorptionsspektrum eines elektronischen 3{
Niveau{Systems. Zustand j1i besitzt 12 Schwingungsniveaus, Zustand j2i 1 Schwin-
gungsniveau. Die Schwingungsniveaus sind durch die Ankopplung an die Badpho-
nonen verbreitert. Ohne Kongurationswechselwirkung V (durchgezogene Linie) ist
nur der

Ubergang j0i!j1i zu erkennen, j0i!j2i hat ein viel kleineres

Ubergangs-
moment und wird

uberdeckt. Erst durch Vergr

oern von V (gepunktet V = 6 meV,
gestrichelt V = 12 meV) wird Oszillatorst

arke im Schwingungsspektrum neu verteilt.
Die energetische Position von j0i!j2i ist an der senkrechten Linie in der Abbildung
zu erkennen.
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numerisch zeigen. In Abbildung (6.2) ist der lineare Absorptionskoezient f

ur ver-
schiedene Werte von V f

ur ein elektronisches Drei{Niveau{System dargestellt, bei
dem einer der angeregten elektronischen Zust

ande einen aus 12 Niveaus bestehen-
den Schwingungsanteil besitzt. Der andere elektronische angeregte Zustand und der
Grundzustand haben jeweils nur ein Schwingungsniveau. Die restlichen Modellpa-
rameter leiten sich vom System NO in Kr{Matrizen ab, das im n

achsten Abschnitt
untersucht wird.
Die sich ergebenden Spektren erinnern in ihrer Form an die Fano{Antiresonanzen
von energetisch isolierten St

orstellen in Halbleitern.
6.3 Numerische Ergebnisse f

ur NO in Kr{Matrizen
{ Vergleich mit experimentellen Daten
Beim Vergleich der theoretischen und der experimentellen Ergebnisse kommt den
Antiresonanzen, die sich aus der

Uberlagerung von Schwingungsniveaus der B
2
{
Valenzbande mit Schwingungsniveaus der C
2
{Rydbergbande ergeben, eine beson-
dere Bedeutung zu. Die Struktur der Interferenzen h

angt empndlich von der Kon-
gurationswechselwirkung V
CI
und von der relativen energetischen Lage der gekop-
pelten Niveaus ab und erm

oglicht somit eine genaue Bestimmung der Kongura-
tionswechselwirkung durch den Vergleich mit den experimentellen Werten. F

ur die
Resonanz des B
2
;  = 15{Valenzniveaus (v) mit dem C
2
;  = 1{Rydberg{Niveau
(R) war eine Anpassung an die gemessenen Werte besonders gut m

oglich (siehe Ab-
bildung (6.3)). Die Energie der eektiven Phononenmode !
p
wurde f

ur Kr auf 5.6
meV bestimmt [46]. Die Verschiebung der Minimumposition der Potential

achen
der eektiven Phononenmode sind q
0
0
= 0 f

ur den Grundzustand, q
0
v
= 0 f

ur den Va-
lenzzustand und q
0
R
= 4.272 atomare Einheiten. Die Dipolmatrixelemente betragen
d
v0
=  0:0171 und d
R0
= 0:118 atomare Einheiten. Die berechnete Kurve in Ab-
bildung (6.3) ist das Resultat einer Kongurationswechselwirkung V
CI
von 5 meV.
In der Gasphase wurde f

ur V
CI
ein Wert von 2.4 meV gefunden [44, 52]. Oenbar
wird durch den Einbau des NO{Molek

uls die Kopplung zwischen den Rydberg{ und
Valenzzust

anden stark beeinut.
Der Versuch, das gesamte Spektrum von 6 - 8 eV durch einen einzigen Parameter V
CI
anzupassen, gelang nur teilweise. In Abbildung (6.4) ist das Ergebnis der Rechnung
verglichen mit den experimentellen Daten [44] dargestellt. Einerseits erscheinen in
der experimentellen Kurve

Uberg

ange auf, die in der Theorie vernachl

assigt wur-
den, andererseits ist die

Ubereinstimmung der experimentellen und der berechnen-
ten Kurve bei den Resonanzen zwischen B
2
;  = 12 und C
2
;  = 0 und zwischen
B
0
2
;  = 2 und C
2
;  = 0 nur ungen

ugend. Die

ubrigen Anteile des Spektrums
lieen sich durch die Theorie gut reproduzieren. Wahrscheinlich ist ein einziger Para-
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6.0
Abbildung 6.3: Vergleich des berechneten und des gemessenen Absorptionsspek-
trums von NO in Kr in der N

ahe der Interferenz des B
2
;  = 15{Valenzniveaus
mit dem C
2
;  = 1{Rydberg{Niveau. Die Anpassung der Daten liefert einen Wert
f

ur die Kongurationswechselwirkung V
CI
= 5 meV, der etwa doppelt so gro ist,
wie in der Gasphase.
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Abbildung 6.4: Berechnetes (punktierte Linie) und gemessenes (durchgezogene Li-
nie) Absorptionsspektrum an NO in Kr von 6 bis 8 eV, V
CI
= 4.5 meV. Besonders die

Ubereinstimmung an den Resonanzen B
2
;  = 12 { C
2
;  = 0 (a) und B
0
2
;  = 2
{ C
2
;  = 0 (b) ist nur ungen

ugend. Die Resonanz B
2
;  = 15 { C
2
;  = 1 wird
gut angepat.
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meter f

ur die Kongurationswechselwirkung f

ur alle drei im Experiment beobachte-
ten Resonanzen nicht ausreichend, zumal die Anpassung der Resonanz B
2
;  = 15
{ C
2
;  = 1 zeigte, wie stark die Umgebung Einu auf die elektronischen Zust

ande
hat.
Die in diesem Kapitel vorgestellten Ergebnisse wurden durch Dichtematrixpropaga-
tion in der Zustandsdarstellung erzielt. Numerische Methode war wieder der Runge{
Kutta{Algorithmus. Es zeigte sich, da mittels Dichtematrixpropagation auch im
Fall gekoppelter elektronischer Zust

ande Absorptionsspektren von molekularen Sy-
stemen in Umgebung berechnet werden k

onnen. Die durch die Kopplung auftreten-
den Interferenzstrukturen konnten ebenfalls reproduziert werden.
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Kapitel 7
Die Photodissoziation von HCl in
Ar{Matrizen
Als ein weiteres Modellsystem, an dem die Absorption an oenen molekularen Sy-
stemen untersucht werden soll, verwenden wir ein HCl{Molek

ul, welches sich in
einer Ar{Matrix bendet. Wir beziehen uns auf dieses System, weil die Potenti-
al

achen des HCl in den betrachteten und f

ur unsere Untersuchungen relevanten
elektronischen Zust

anden aus ab initio Rechnungen [54] gut bekannt sind und ex-
perimentell intensiv untersucht wurden. Die Relevanz der Untersuchung von HCl in
Ar{Matrizen ergibt sich auerdem durch eine vor kurzem gef

uhrte Diskussion

uber
HCl{Ar
n
{Cluster [10, 11, 56, 57].
Die theoretische Beschreibung von Clustern kann beginnen mit dem isolierten Sy-
stem, an welches sukzessive Ar{Atome angelagert werden, um Cluster verschiedener
Atomzahl zu beschreiben. F

ur mehr als 3 Atome im Cluster sind quantenmechani-
sche Rechnungen jedoch zu aufwendig.
Deswegen erscheint die M

oglichkeit, aus der Betrachtung einer Edelgasmatrix mit
eingelagertem HCl{Molek

ul als Grenzfall eines unendlich groen Clusters wesentli-
che Aspekte der Anregungsdynamik zu studieren und die Ergebnisse auf Cluster zu

ubertragen, als einfacher Weg, um aufwendige Rechnungen n

aherungsweise durch-
zuf

uhren.
Nach Anregung im UV{Bereich aus dem Grundzustand sind zum Verst

andnis der
Photodissoziation von HCl in der Gasphase und in der Matrix in der Regel mehrere
angeregte Zust

ande zu ber

ucksichtigen [53].
Die Photodissoziationswahrscheinlichkeit ist mit verschiedenen Methoden unter-
sucht worden, so in [53] mittels Wellenpaketpropagation. Dabei wurde die Kopp-
lung der angeregen Zust

ande als interner Proze ber

ucksichtigt. Der Einu der
Wechselwirkung mit der Umgebung wurde jedoch nicht untersucht.
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Wir gehen allerdings davon aus, da die Dissipation einen entscheidenden Einu
auf die Absorption und auf die Dynamik des H{Atoms hat und wollen deshalb bei
der Berechnung des Absorptionsspektrums die dissipativen Prozesse im Rahmen der
Dichtematrixtheorie ber

ucksichtigen. Dabei treten jedoch zus

atzliche Probleme auf.
Die Umsetzung der dynamischen Formulierung des linearen Absorptionskoezien-
ten ist im Dichtematrixformalismus numerisch wesentlich aufwendiger als im Wel-
lenpaketansatz, bei dem dissipative Eekte nur eingeschr

ankt ber

ucksichtigt werden
k

onnen. Deswegen versuchen wir die Komplexit

at des Modells zu reduzieren und
vernachl

assigen im folgenden die Kopplung der angeregten Zust

ande, deren Ein-
u ja schon in [53] untersucht wurde. Wir ersetzen zu diesem Zweck die komplexe
Stuktur der angeregten Zust

ande
1
,
3
 und
3
 durch eine einzelne Potential

ache
(
1
) [55].
Weiterhin werden zur Vereinfachung h

oher angeregte Zust

ande des HCl vernachl

assigt,
was sich beim Vergleich mit Experimenten im Fehlen einer Absorptionsbande ober-
halb 9.5 eV ausdr

uckt. Diese Vereinfachung ist gerechtfertigt, weil wir den Energie-
bereich unterhalb 9.5 eV untersuchen wollen.
Aus den Untersuchungen an HCl in der Gasphase ist bekannt, da die Photodisso-
ziation ezient ist, weil alle beteiligten angeregeten elektronischen Zust

ande nicht-
bindende Potential

achen haben, so da der einzige der Photodissoziation entgegen
wirkende Proze die spontane Rekombination in den elektronischen Grundzustand
ist. Das Absorptionspektrum von HCl in der Gasphase ist aus diesem Grunde auch
v

ollig unstrukturiert und besteht aus einer etwa 1 eV breiten Bande um die elektro-
nische

Ubergangsenergie [62]. Die Breite der Bande ergibt sich aus der Zeit (20fs),
die das HCl{Molek

ul zur Dissoziation ben

otigt.
Beim Einbau von HCl in eine Umgebung von Ar{Atomen in das System

andern
sich diese Verh

altnisse grundlegend. Die Dissoziation ist als ein Proze anzusehen,
bei dem das schwerere Cl{Atom an seinem Platz verbleibt, w

ahrend das leichtere
H{Atom einen Kanal durch das von Ar{Atomen gebildete Potentialgebirge nden
mu. Die Ar{Atome sebst stellen f

ur das H{Atom undurchdringbare Hindernisse dar
und wirken als Streuzentren.
F

ur den kleinsten Cluster H-Cl-Ar
1
mit einem angelagerten Ar{Atom [56] ist die
Dissoziationswahrscheinlichkeit als vergleichbar mit dem Gasphasenwert zu vermu-
ten. Es ist jedoch zu erwarten, da mit wachsender Anzahl angelagerter Ar{Atome
die Photodissoziation immer ineektiver wird. Das H{Atom wird immer besser in
dem Ar{K

ag gefangen bleiben, die Streuung an den Ar{Atomen sollte sich in einem
komplizierten von zahlreichen Resonanzen gekennzeichneten Absorptionsspektrum
widerspiegeln.
Die bisherige Diskussion unterstellte Ar{Atome, die innerhalb des Clusters an ihren
Positionen xiert sind. Mit R

ucksicht auf den betr

achtlichen Massenunterschied von
H{,Cl{ und Ar{Atomen (1:47:48) ist diese Annahme durchaus zu vertreten und mag
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ein einfaches Modell liefern, das die Dynamik des H{Atoms in guter N

aherung be-
schreibt. Die xierte Position der schweren Clusteratome resultiert jedoch in einem
aus scharfen Linien bestehenden Absorptionsspektrum, wenn nicht ph

anomenologi-
sche Lebensdauern in die Theorie eingebracht werden.
Mit Hilfe der Dichtematrixtheorie, die die Gitterschwingungen der Clusteratome
ber

ucksichtigt, ist es m

oglich, ein Absorptionsspektrum zu berechnen, bei dem die
Linienform der Absorption aus einem mikroskopischen Modell folgt und f

ur das keine
ph

anomenologischen Parameter n

otig sind.
Mit wachsender Anzahl der Clusteratome wird das Spektrum der Gitterschwingun-
gen immer dichter werden. Dadurch werden immer mehr Kan

ale zur Energiedissi-
pation in den Cluster ge

onet, so da sich die scharfen Resonanzen im Absorptions-
spektrum verwischen. Andererseits sind mit wachsender Anzahl der Clusteratome
auch mehr Resonanzen zu erwarten. Damit gibt es zwei konkurrierende Ein

usse
auf das Absorptionsspektrum.
In den folgenden Abschnitten wollen wir die Absorption an HCl und die Dynamik
des H{Atoms in Ar{Clustern untersuchen. Berechnet wird der lineare Absorptions-
koezient im Rahmen der Dichtematrixtheorie in einer gemischten Energie{Orts{
Darstellung, wobei Dephasing, Dissipation und Streuung des H{Atoms an den Ar{
Atomen einbezogen werden.
7.1 Beschreibung des Modellsystems
Zur Berechnung der station

aren Absorption, die mit der Photodissoziation verbun-
den ist, untersuchen wir ein Modellsystem bestehend aus einem einzelnen HCl{
Molek

ul, welches in eine Ar{Matrix eingebracht wurde. Wir unterstellen hierbei,
da das Cl{Atom auf dem Gitterplatz R
0
sitzt. Die Ar{Atome benden sich an
den Positionen R
n
mit n > 0. Infolge des groen Massenunterschieds zwischen dem
H{Atom und dem Cl{Atom erscheint es gerechtfertigt, das Massenzentrum des Mo-
lek

uls in das Cl{Atom zu verlegen. Dadurch kann die Bewegung des H{Atoms in
den Potential

achen U
a
(x   R
0
) als Einteilchenbewegung verstanden werden. Die
Koordinate des H{Atoms ist mit x bezeichnet worden, der Index a kennzeichnet die
verschiedenen beteiligten elektronischen Zust

ande des HCl{Molek

uls.
Die Wechselwirkungen zwischen dem HCl{Molek

ul und den Ar{Atomen werden
durch Zweiteilchenpotentiale beschrieben, die jedoch vom elektronischen Zustand
a abh

angen k

onnen.
Bez

uglich der Wechselwirkung von Cl{Atom und Ar{Matrix wird der Unterschied
von Cl und Ar vernachl

assigt und durch ein gemeinsames PotentialW (R
m
 R
n
) be-
schrieben. Die Massen sind fast gleich (47:48) und der Ionenradius des Cl
 
entspricht
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dem Atomradius des Ar.
Die Wechselwirkung zwischen H{Atom und Matrix wird durchW
a
(x R
n
) beschrie-
ben.
Nach den obigen Annahmen besitzt der Hamiltonoperator unseres Modellsystems
folgende Struktur:
H =
X
a
n
T
H
+ T
Cl
+ U
a
(x R
0
) +
X
n
(W
a
(x R
n
) +W (R
0
 R
n
))
o
jaihaj + H
matrix
: (7.1)
Der Hamiltonoperator der Matrix ergibt sich zu:
H
matrix
=
X
n
T
n
+
1
2
X
m;n
W (R
m
 R
n
) : (7.2)
Mit T sind jeweils die Operatoren der kinetischen Energie bezeichnet, die Summe

uber die Gitterpl

atze m und n beinhaltet nicht den Gitterplatz R
0
, das Cl{Atom.
Im folgenden erg

anzen wir den Cl{Anteil der Gleichung (7.1) zum Hamiltonoperator
der Matrix (7.2) und beziehen damit den Gitterplatz R
0
in die Summe ein. Dadurch
werden lokale Moden der Gitterschwingungen vernachl

assigt, die sich aufgrund der
Unterschiede von Masse und Kraftkonstante zwischen Cl und Ar herausbilden.
Thermische Fluktuationen R
n
bringen sowohl die Ar{Atome als auch das Cl{Atom
aus den Gleichgewichtslagen R
(0)
n
. Unter der Annahme, da diese Fluktuationen
klein gegen

uber der Gitterkonstante der Matrix sind, k

onnen die Wechselwirkungs-
potentiale nach den R
n
entwickelt werden.
R
n
= R
n
 R
(0)
n
(7.3)
Das Einsetzen der Entwicklung niedrigster Ordnung in Gleichung (7.2) erlaubt den

Ubergang zu einem Phonon{Hamiltonoperator:
H
matrix
=
X
s;q
h!
sq
C
+
sq
C
sq
: (7.4)
q bezeichnet dabei den Wellenvektor und s l

auft

uber alle Zweige der Dispersi-
onsrelation !
sq
. C
+
sq
und C
sq
sind Erzeugungs{ und Vernichtungsoperatoren der
Phononen. Die Fluktuation R
n
l

at sich deswegen darstellen als:
R
n
=
X
s;q
u
sq
(n)(C
sq
+ C
+
s q
) : (7.5)
Damit ergibt sich:
U
a
(x R
0
)  U
a
(x R
(0)
0
) rU
a
(x R
(0)
0
)R
0
; (7.6)
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Abbildung 7.1: Schnitt durch die Ar{Matrix mit HCl{Molek

ul(hell) in [100]{
Richtung. Die Radien der dargestellten Kugeln entsprechen dem Atom{ bzw. Io-
nenradius des Ar{Atoms / Cl{Ions.
und
W
a
(x R
n
)  W
a
(x R
(0)
n
) rW
a
(x R
(0)
n
)R
n
: (7.7)
In beiden Ausdr

ucken treten Terme auf, die man als Kraft bezeichnen kann. Wir
f

uhren daf

ur den Ausdruck
F
a
(x R
n
) =  
n;0
rU
a
(x R
(0)
0
)  (1  
n;0
)rW
a
(x R
(0)
n
) (7.8)
ein, der die Kopplung der Matrixphononen mit der Bewegung des H{Atoms be-
schreibt. Der niedrigste Beitrag in Gleichung (7.6) besteht aus der Potential

ache
f

ur die Dynamik des H{Atoms im elektronischen Zustand a
U
a
(x) = U
a
(x R
(0)
0
) : (7.9)
Infolge der Kopplung mit den Ar{Atomen wird diese Potential

ache um den Betrag
U
a
(x) =
X
n
W
a
(x R
(0)
n
) (7.10)
verschoben. Dadurch wird das K

agpotential deniert.
Im folgenden erscheint es zweckm

aig, den Hamiltonoperator (7.1) neu zu gliedern
in einen Teil H
S
, der das interessierende molekulare System beschreibt, in einen Teil
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H
R
( H
matrix
, der Bad{Hamiltonoperator der Matrixphononen (Gleichung (7.4)),
und in die Kopplung zwischen beiden Teilsystemen, H
S R
. Es ergibt sich:
H = H
S
+H
S R
+H
R
: (7.11)
Der Systemanteil
H
S
=
X
a
(T
H
+ U
a
(x) + U
a
(x))jaihaj 
X
a
H
a
jaihaj (7.12)
beschreibt die Bewegung des H{Atoms in der Matrix bei verschiedenen elektroni-
schen Zust

anden des HCl{Molek

uls. F

ur den elektronischen Grundzustand a = g
des Molek

uls d

urfen wir den Einu der Matrix vernachl

assigen und erhalten H
g
=
T
H
+U
g
. Der HamiltonoperatorH
g
ist dann kugelsymmetrisch und die Eigenzust

ande
lassen sich in Radial{ und Winkelanteil aufspalten:

g
= Y
lm
(; ')  
lmN
(jxj) : (7.13)
N ist dabei die Schwingungsquantenzahl des H{Atoms. Im Falle des angeregten
elektronischen Zustands a = e wird die Kugelsymmetrie durch die Matrixatome
gest

ort. Da die Ar{Atome ein fcc{Gitter bilden, verbleibt ein Hamiltonoperator, der
unter den Symmetrieoperationen der Gruppe O
h
invariant ist. Die Ausnutzung der
Symmetrie wird in Abschnitt (7.5) ausf

uhrlich behandelt.
Der zweite Beitrag im Hamiltonoperator (7.11) ist die System{Bad{Wechselwirkung
H
S R
=
X
a;n
F
a
(x R
(0)
n
) jaihajR
n

X
a;nk
X
a
F
a;nk
jaihajR
nk
: (7.14)
k = x; y; z bezeichnet die drei Raumrichtungen und F
a;nk
= F
ak
(x R
(0)
n
).
7.2 Linearer Absorptionskoezient
Die im letzten Abschnitt eingef

uhrte Einteilung des Systems in relevantes System,
Umgebung und Wechselwirkung wird jetzt benutzt, um die Formel f

ur den linearen
Absorptionskoezienten abzuleiten. Unter der Annahme, da f

ur die interessieren-
den optischen

Uberg

ange nur das relevante System an das elektrische Feld kop-
pelt (das heit, da der Dipoloperator nur von den Systemfreiheitsgraden abh

angt),
k

onnen die Ergebnisse aus Kapitel 3 direkt auf das vorliegende Problem

uber-
nommen werden. Als bedeutsam erweist sich dabei, da die System{Umgebungs{
Wechselwirkung H
S R
(7.14) in der bilinearen Form vorliegt, wie sie in Kapitel 2
vorausgesetzt wurde. Dort war die System{Umgebungs{Wechselwirkung eingef

uhrt
worden als
H
S R
=
X
j
K
j

j
: (7.15)
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K
j
bezeichnet den Systemanteil und 
j
den Umgebungsanteil der Wechselwirkung.
Der Index j l

auft

uber die vorher nicht n

aher spezizierten Kan

ale der Wechselwir-
kung. Durch Vergleich mit (7.14) ergibt sich
K
j
=
X
a
F
a;nk
jaihaj ; (7.16)
und

j
= R
n;k
; (7.17)
so da man j als Index versteht, der den elektronischen Zustand des HCl a und die
(dreidimensionale) Position R
n
des Gitteratoms charakterisiert.
Der Umgebungshamiltonoperator H
R
stellt ein Phononenbad dar. Die Korrelati-
onsfunktion der Umgebungsfreiheitsgrade C l

at sich aus der Spektraldichte der
Phononen ableiten. Es gilt:
C(nk; n
0
k
0
; t) = tr
R
fr^
eq
R
n;k
(t)R
n
0
;k
0
(0)g : (7.18)
F

ur Phononensysteme gilt folgende Beziehung:
tr
R
fr^
eq
(C
sq
(t) + C
+
s q
(t))(C
s
0
q
0
(0) + C
+
s
0
 q
0
(0))g =

s;s
0

q; q
0
n
(1 + n(!
sq
))e
 i!
sq
t
+ n(!
sq
)e
i!
sq
t
o
 
s;s
0

q; q
0

sq
(t) (7.19)
mit der durch die Boseverteilung n(!) = fexp(h!=k
B
T )   1)
 1
eingef

uhrten Tem-
peraturabh

angigkeit. Einsetzen von Gleichung (7.5) liefert
C(nk; n
0
k
0
; t) =
X
sq
u
sq;k
(n)u
s q;k
0
(n
0
)
sq
(t) ; (7.20)
wobei sich dieser Ausdruck unter Ber

ucksichtigung der Denition der Spektraldichte
J(nk; n
0
k
0
;!) =
X
sq
u
sq;k
(n)u
s q;k
0
(n
0
)(!   !
sq
) (7.21)
noch weiter umformen l

at zu:
C(nk; n
0
k
0
; t) =
Z
d!

e
 i!t
(1 + n(!)) + e
i!t
n(!)

J(nk; n
0
k
0
;!): (7.22)
Damit folgt f

ur den Relaxationsanteil der Bewegungsgleichung f

ur die reduzierte
Dichtematrix des relevanten Systems
R%^(t) =
1
h
2
X
nk
[K
nk
;
nk
%^(t)  %^(t)
+
nk
] ; (7.23)
mit

nk
=
X
n
0
k
0
1
Z
0
dt C(nk; n
0
k
0
; t)e
 iH
S
t=h
X
a
F
a;n
0
k
0
jaihaj e
iH
S
t=h
: (7.24)
Damit sind alle Voraussetzungen geschaen, um die lineare Absorption gem

a Glei-
chung (3.12) zu berechnen. Vorher ist es jedoch erforderlich, eine geeignete Darstel-
lung f

ur den reduzierten statistischen Operator zu nden. Zu diesem Zweck wird im
n

achsten Abschnitt auf die beteiligten elektronischen Zust

ande des HCl eingegangen.
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7.3 Elektronische Basis f

ur den statistischen Ope-
rator des relevanten Systems
Der reduzierte statistische Operator des relevanten Systems schreibt sich in der
elektronischen Basis als
%^ =
X
a;b
%^
ab
jaihbj ; (7.25)
wobei die %^
ab
Operatoren sind, die von der H{Koordinate x abh

angen. In der Bewe-
gungsgleichung (2.3) f

ur den reduzierten statistischen Operator ergibt sich:
@
@t
%^
ab
=  
i
h
fH
a
%^
ab
  %^
ab
H
b
g   hajR%^jbi : (7.26)
Bei der Untersuchung der Matrixelemente des dissipativen Anteils R der Bewe-
gungsgleichung ist zu beachten, da dieser diagonal bez

uglich der elektronischen
Quantenzahlen ist. Sowohl der Systemanteil  als auch der Umgebungsanteil K der
System{Umgebungs{Wechselwirkung ist diagonal in der elektronischen Basis. Die
Operatoren  und 
+
aus Gleichung (7.23) sind

uber eine Zeitentwicklung nach der
Systemdynamik mit den Kr

aften F
na
verkn

upft (7.24).
e
 iH
S
t=h
X
a
F
a;nk
jaihaje
iH
S
t=h
=
X
a
e
 iH
a
t=h
F
a;nk
e
iH
a
t=h
jaihaj (7.27)
Dadurch ergibt sich, da durch den dissipativen Anteil keine Kopplung der elek-
tronischen Matrixelemente von %^ stattndet. Die Systemdynamik enth

alt ebenfalls
keine Kopplungen der beiden elektronischen Zust

ande. Aus diesem Grunde zerf

allt
die Propagation von %^ in 4 von einander unabh

angige Propagationen der einzel-
nen Matrixelemente %^
gg
; %^
ee
; %^
eg
und %^
ge
. Die beiden letztgenannten sind zueinander
hermitesch konjugiert.
Entwickelt man die Spur in der Gleichung f

ur den linearen Absorptionskoezienten
(3.12) nach den elektronischen Zust

anden des HCl, so erkennt man, da f

ur die
lineare Absorption nur das Matrixelement %^
eg
bzw. %^
ge
eine Rolle spielt. Durch
Einf

uhrung der Gr

oen u und v
u^(t) = e
 iL
eff
t
^%^
eq
(7.28)
v^(t) = e
 iL
eff
t
%^
eq
^ (7.29)
ergibt sich f

ur die Spur unter dem Fourierintegral
Tr
S
n
^ e
 iL
eff
t
[^ ; %^
eq
]
o
= 2i Im Tr
H
f^
ge
u
eg
(t)g ; (7.30)
wobei u
eg
(t) das unter Einu der dissipativen Dynamik gem

a L
eff
propagier-
te elektronische Matrixelement hej^%^
eq
jgi bezeichnet. Die Spur Tr
H
l

auft

uber die
Freiheitsgrade des H{Atoms, also die Koordinate x. Auf die Berechnung dieser Spur
wird im n

achsten Abschnitt eingegangen.
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7.4 Gemischte Darstellung f

ur die reduzierte Dich-
tematrix
Die beiden beteiligten elektronischen Zust

ande jgi und jei unterscheiden sich in
ihrem Bindungscharakter voneinander. Im Grundzustand jgi ist das HCl{Molek

ul
ein stabiles System, die zugeh

orige Potential

ache ist

ahnlich einem Morsepotential
mit einer Dissoziationsenergie von etwa 7 eV. Deswegen bietet sich f

ur den elektro-
nischen Grundzustand eine Entwicklung nach Schwingungseigenzust

anden an. Im
angeregten Zustand jei ist der Charakter der Potential

ache stark dissoziativ und
nur das Vorhandensein des K

agpotentials schw

acht diesen Charakter in unserem
Modell etwas ab. Da gebundene Schwingungszust

ande nicht bekannt sind, w

ahlen
wir als Darstellung f

ur die Schwingungsfreiheitgrade im angeregten elektronischen
Zustand die Ortsdarstellung. Die sich dadurch ergebende gemischte Darstellung ist
un

ublich, stellt aber die am besten an die physikalische Fragestellung angepate
Variante dar. Die Wahl der Ortsdarstellung f

uhrt wegen der Stetigkeit der Koordi-
nate x zu einem groen numerischen Aufwand bei der Propagation des reduzierten
statistischen Operators.
Das Matrixelement u
eg
(t) wird also entwickelt entsprechend
u^
eg
(t) =
X

Z
x
hxju^(t)ji =
X

Z
x
u
eg
(x; ; t) : (7.31)
Dabei sind die  die Quantenzahlen der Schwingungseigenzust

ande des elektroni-
schen Grundzustands.
Die Bewegungsgleichung f

ur u schreibt sich:
@
@t
u
eg
(x; ; t) =  
i
h
(H
e
  E
g
)u
eg
(x; ; t)  hxj hej Ru jgi ji : (7.32)
Die dissipativen Beitr

age lassen sich nun umformen in:
hxj hej Ru jgi ji =
X

Z
d
3
yR
eg
(x; ;y; ) u
eg
(y; ; t) : (7.33)
Es folgt weiter
R
eg
(x; ;y; ) =
1
h
2
X
nk
X
n
0
k
0
1
Z
0
dt


;
C(nk; n
0
k
0
; t) F
e;nk
(x) hxjF
e;n
0
k
0
( t)jyi
+ (x  y) C(nk; n
0
k
0
; t) hjF
g;nk
( t)F
g;n
0
k
0
ji
  C(nk; n
0
k
0
; t) hgjF
g;nk
ji hxjF
e;n
0
k
0
( t)jyi
  (x  y) C(nk; n
0
k
0
; t) F
e;n
0
k
0
(x) hjF
g;nk
( t)ji

: (7.34)
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Damit ist eine Darstellung gefunden, die dem unterschiedlichen Bindungscharak-
ter der elektronischen Zust

ande Rechnung tr

agt. Der Startzustand der Propagation
schreibt sich in dieser gemischten Darstellung
u
eg
(x; ; 0) = d
eg

g
(x)f
g
; (7.35)
wobei 
g
(x) die Ortsdarstellung des Schwingungseigenzustandes  des elektroni-
schen Grundzustands bezeichnet. Mit Hilfe der thermischen Verteilungsfunktion
f
g
= hgj%^
eq
jgi (7.36)
und den Denitionen
u
eg
(x; g; t) = 
eg
f
g
A
eg
(x; g; t) (7.37)
und
A
eg
(x; g; 0) = 
g
(x) (7.38)
ist es m

oglich, die Formel f

ur die lineare Absorption in eine thermisch gewichtete
Summe zu

uberf

uhren:
(!) =  
8!n
HCl
nch
j 
eg
j
2
X

f
g
Im
1
Z
0
dt e
i!t
h
g
j A
eg
(g; t)i : (7.39)
Die Gr

oe A
eg
(g; t) spielt dabei die Rolle eines verallgemeinerten Wellenpaketes,
dessen Zeitentwicklung sich unter Wirkung einer nichthermiteschen Dynamik mit
nichtlokalem dissipativen Anteil vollzieht.
Die Autokorrelationsfunktion C(nk; n
0
k
0
; t) der Umgebungsfreiheitgrade wurde in
Gleichung (7.18) als Summe

uber alle Verschiebungen 4R
n
der Matrixatome de-
niert. Die Annahme, da diese Verschiebungen unabh

angig voneinander sind und
da die Korrelationen in ultrakurzer Zeit abklingen, l

at Gleichung (7.34) wegen
C(nk; n
0
k
0
; t) = C
n;n
0

k;k
0
(t) einfacher erscheinen. Die Gr

oe C stellt die Kopp-
lungsst

arke des Systems an die ultraschnellen Korrelationen des Bades dar. Obwohl
es prinzipiell m

oglich w

are diese Gr

oe aus dem Phononenspektrum des Ar{Gitters
zu erhalten, soll C als Modellparameter verstanden werden.
Die Annahme einer ultraschnellen Korrelationszeit des Bades ist bei Schwingungs-
zeiten des H{Atoms von etwa 20 fs nicht gut begr

undet, sie stellt jedoch die einzige
M

oglichkeit dar, die Relaxation lokal wirken zu lassen und damit die numerische
Auswertung zu erm

oglichen.
Wegen der tiefen Temperaturen, bei denen die Experimente [62] durchgef

uhrt wur-
den, wollen wir uns auf den Schwingungsgrundzustand 
g0
beschr

anken. Nur dieser
tr

agt zur thermisch gewichteten Summe (7.39) bei. Das f

uhrt zu der zus

atzlichen
Einschr

ankung  = 0;  = 0.
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Die letzten Vereinfachungen f

uhren dann auf einen lokalen Relaxationsanteil. Es gilt:
R
eg
(x; 0;y; 0) =
1
h
2
X
n
(x  y)C

F
2
(x) + h0jF
2
(x)j0i   2h0jF (x)j0iF (x)

: (7.40)
Mit R
eg
(x) = F
2
(x) + h0jF
2
(x)j0i   2h0jF (x)j0iF (x) schreibt sich die Bewegungs-
gleichung f

ur A
eg
(g0; t) nun:
d
dt
A
eg
(g0; t) =  
i
h
(H
e
  E
g0
)A
eg
(g0; t) 
1
h
2
CR
eg
(x)A
eg
(g0; t) : (7.41)
Die Bewegungsgleichung ist durch die N

aherungen lokal geworden. Der nicht hermi-
tesche Charakter der Dynamik ist dabei erhalten geblieben.
7.5 Symmetrieangepate Kugel

achenfunktionen
Die Symmetrie des Potentials U(x) und der Relaxationsterme R(x) in Gleichung
(7.41) legt es nahe, Erkenntnisse der Gruppentheorie zur L

osung der Bewegunsglei-
chung anzuwenden.
Zu jeder Gruppe lassen sich Mengen von quadratischen Matrizen nden, die mit
der

ublichen Matrizenmultiplikation einen Isomorphismus zu den Gruppenelementen
und der Gruppenmultiplikation bilden. Eine solche Menge von nn{Matrizen wird
als n{dimensionale Darstellung der Gruppe bezeichnet.
Durch Anwendung einer unit

aren Transformation l

at sich eine gegebene Darstellung
in eine andere Darstellung

uberf

uhren. Dabei kann es vorkommen, da die Matrizen
der Darstellung nach der unit

aren Transformation in kleinere Blockdiagonalmatri-
zen zerfallen. Gibt es eine unit

are Transformation derart, da die Dimension und
Reihenfolge der Blockdiagonalmatrizen f

ur jede Matrix der Darstellung gleich sind,
so spricht man von einer reduzibelen Darstellung. Die Blockdiagonalmatrizen sind
ebenfalls eine Darstellung der Gruppe, allerdings mit einer kleineren Dimension.
Ist eine solche Zerlegung einer Darstellung nicht m

oglich, so spricht man von einer
irreduzibelen Darstellung. Die Anzahl der irreduzibelen Darstellungen einer Grup-
pe entspricht der Anzahl der Klassen der Gruppe. Die irreduzibelen Darstellungen
werden im folgenden mit dem Symbol D

bezeichnet, wobei der Index  die entspe-
chende Darstellung charakterisiert, ihre Dimension sei d

.
Die Elemente einer Gruppe lassen sich sowohl auf Punkte im 3{dimensionalen Raum,
als auch auf Funktionen anwenden. Dabei ist die Wirkung einer Symmetrieoperation
R auf eine Funktion f(~r) wie folgt deniert:
Rf(~r) = f(R
 1
~r) : (7.42)
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Die Menge von Funktionen ff

1
; f

2
; : : : ; f

d

g wird eine Basis der irreduzibelen Dar-
stellung D

genannt, wenn f

ur alle Gruppenelemente R gilt:
Rf

i
(~r) =
d

X
j=1
f

j
(~r)D

(R)
ij
: (7.43)
Basisfunktionen, die zu verschiedenen irreduzibelen Darstellungen geh

oren, sind zu-
einander orthogonal. F

ur Matrixelemente von Operatoren
^
O, die invariant unter den
Symmetrieoperationen der Gruppe sind, gilt:
Z
d
3
rf

1
i
^
Of

2
j
= hf

1
i
j
^
Ojf

2
j
i / 

2
;
2
: (7.44)
Diese Eigenschaft der Basisfunktionen l

at sich gewinnbringend bei der numerischen
L

osung der Bewegungsgleichung (7.32) einsetzen. Sowohl der Hamiltonoperator, als
auch der Relaxationsanteil besitzen die Symmetrie der Punktgruppe O
h
, d. h. sind
invariant bei der Anwendung aller Symmetrieoperationen von O
h
. Bei der Berech-
nung des linearen Absorptionskoezienten mu die Koh

arenz A(g; t) unter Verwen-
dung der Bewegungsgleichung (7.32) propagiert werden. Der Startzustand A(g; 0)
l

at sich wegen der linearen Unabh

angigkeit der Basisfunktionen verschiedener ir-
reduzibeler Darstellungen einer Gruppe eindeutig als Superposition von Funktionen
A

darstellen, die jeweils zu veschiedenen D

geh

oren:
A(g; 0) =
X

A

(g; 0) : (7.45)
Das Einsetzen dieser Summe in Gleichung (7.32) und die Ausnutzung der Ortho-
gonalit

at der A

verschiedener Darstellungen ergibt, da die L

osung A(g; t) sich
zusammensetzt aus den voneinander unabh

angigen A

(g; t). Wenn also der Start-
zustand keine Anteile einer bestimmten Darstellung D

besitzt, so bleibt das auch
f

ur den in der Zeit propagierten Zustand g

ultig.
Die konkrete Ausnutzung obiger Erkenntnis vollzieht sich bei der Entwicklung von
A(g; t) in Kugel

achenfunktionen und einen Radialanteil.
A(g; 0; r) =
1
X
l=0
l
X
m= l
 
l;m
(g; 0; r)Y
l;m
(; ) (7.46)
Aus den Y
l;m
zu gegebenem l lassen sich Linearkombinationen Y
SA
l;i
bilden, die je-
weils zu verschiedenen irreduzibelen Darstellungen D

geh

oren. Diese werden als
symmetrie{adaptierte Kugel

achenfunktionen (SASH) bezeichnet. Bei gegebenem l
gibt n
l;
die Anzahl der linear unabh

angigen symmetrie{adaptierten Kugel

achen-
funktionen an, die es f

ur eine Darstellung D

gibt. n
l;
ist ein Vielfaches der Dimen-
sion der Darstellung, die Anzahl kann auch Null sein.
Es gilt:
Y
SA
l;;i
=
d

X
m=1
M

l;i;m
Y
l;m
i = 0; : : : ; n
l;
: (7.47)
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Das Aunden der TransformationsmatrizenM

l;i;m
ist im Anhang B n

aher beschrie-
ben. Zur Vereinfachung der Notation werden die symmetrie{adaptierten Kugel-


achenfunktionen mit wachsendem l mit dem Index i durchnummeriert, Y
SA;
i
be-
zeichnet also die i-te symmetrie{adaptierte Kugel

achenfunktion der Darstellung
.
Das Einsetzen von (7.47) in Gleichung (7.46) liefert dann:
A(g0;x; 0) =
X

1
X
i

=0
 
;i

(g0; r; 0)Y
SA;
i

(; ) : (7.48)
Unter der Voraussetzung, da die Potential

ache des elektronischen Grundzustan-
des des HCl beim Einbau in das Ar{Gitter nur unwesentlich gest

ort wird, sind die
A(g0;x; 0) Funktionen mit ausgepr

agter Symmetrie, da die Wirkung des Dipolope-
rators in der Condon{N

aherung behandelt wird. Insbesondere trit das auf den
Schwingungsgrundzustand zu, da dieser als energetisch tiefster Zustand am st

ark-
sten lokalisiert ist und somit durch das durch die Ar{Atome erzeugte Potential die
geringste St

orung erf

ahrt.
Der Schwingungsgrundzustand 
g0
(x) des HCl ist kugelsymmetrisch und damit auch
A(g0;x; 0). In der Entwicklung (7.48) taucht somit nur die Darstellung A
1g
auf, da
diese die totalsymmetrische Funktion als Basisfunktion besitzt.
In Tabellenwerken der Gruppentheorie [64] ndet sich die Anzahl der zur Darstel-
lung A
1g
geh

orenden symmetrie{adaptierten Kugel

achenfunktionen f

ur l = 0 : : : 30.
Nur f

ur gerade Drehimpulsquantenzahlen ist n
l;A
1g
verschieden von Null, bis ein-
schlielich l = 12 sind es 7. Dadurch reduziert sich der numerische Aufwand bei der
Behandlung der Bewegungsgleichung betr

achtlich. Anstelle von 169 Entwicklungs-
funktionen, die man bei Ber

ucksichtigung aller Kugel

achenfunktionen Y
l;m
l = 0; 12
brauchen w

urde, sind es nur 7 symmetrie{adaptierte Kugel

achenfunktionen. Bei
anderen l sind die Verh

altnisse

ahnlich.
Mit der im Anhang B beschriebenen Methode ist es m

oglich, die symmetrie{adaptierten
Kugel

achenfunktionen der Darstellung A
1g
durch Anwendung von Rekursionsfor-
meln numerisch bis zu l = 48 zu gewinnen. Einige graphische Darstellungen der so
erzeugten symmetrie{adaptierten Kugel

achenfunktionen nden sich im Anhang.
F

ur A(g0;x; 0) lautet die Entwicklung nach symmetrie{adaptierten Kugel

achen-
funktionen also:
A(g0; ~r; t) =
i
Max
X
i=0
u
i
(r; t)Y
SA
i
(; ) : (7.49)
Die u
i
(r) bezeichnen dabei den Radialteil der Entwicklung. i
Max
wird so gew

ahlt,
da die Besetzung, die sich w

ahrend der gesamten Propagationsdauer in u
i
Max
an-
sammelt, vernachl

assigbar ist. Das bedeutet, da die richtige Wahl von i
Max
erst
durch die numerischen Ergebnisse gerechtfertigt wird.
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Abbildung 7.2: Die Potentiale V
ii
(r) der nach symmetrieadaptierten Kugel

achen-
funktionen entwickelten Bewegungsgleichung (7.50). (i = 1 durchgezogene Linie,
i = 2 punktierte Linie und i = 3 gestrichelte Linie). Durch die Kopplungsfunktio-
nen V 1j kann das Startwellenpaket von der Potential

ache V
11
zur Potential

ache
V
22
oder V
33

ubergehen und dadurch die hohe Barriere von V
11

uberwinden. Die
Relaxationsfunktionen R
ij
koppeln ebenfalls die einzelnen Potential

achen.
57
HCL IN AR{MATRIZEN
Die Bewegungsgleichung f

ur A(g0;x; 0) l

at sich nach Einsetzen der Entwicklung
(7.49) auch als gekoppeltes System von Schr

odingergleichungen f

ur die u
i
(r; t) anse-
hen. Die Gleichungen lauten:
ih
d
dt
u
i
(r; t) =  
h
2
2m
@
2
@r
2
u
i
(r; t) +
h
2
l(i)(l(i) + 1)
2mr
2
u
i
(r; t) +
X
j
(V
ij
(r) + iCR
ij
(r))u
j
(r; t) : (7.50)
Die V
ij
(r) stellen dabei die Kopplung zwischen den einzelnen Potential

achen V
ii
(r)
dar, die R
ij
(r) sind die durch die Relaxationsterme induzierten Kopplungen. Sie
ergeben sich als \Matrixelemente" des Potentials U(x) bzw. des Relaxationsanteils
R
eg
(x) in der Darstellung der symmetrie{angepaten Kugel

achenfunktionen.
V
ij
(r) =
2
Z
0

Z
0
d d r
2
sin()Y
SA
i
(; )U(x)Y
SA
j
(; ) (7.51)
bzw.
R
ij
(r) =
2
Z
0

Z
0
d d r
2
sin()Y
SA
i
(; )R
eg
(x)Y
SA
j
(; ) : (7.52)
In den Abbildungen (7.2) und (7.3) sind diese Terme als Funktion des Abstands
zum Ursprung aufgetragen.
Gleichung (7.50) stellt ein gekoppeltes System 1{dimensionaler Dierentialgleichun-
gen zweiter Ordnung in der Zeit und im Ort dar. Zur numerischen Behandlung wird
hier eine Split{Operator{Methode in Verbindung mit einer Fast{Fourier{Transformation
zur Berechnung der zweiten Ortsableitungen verwendet. N

aheres zu dieser Methode
ndet sich in [65].
7.6 Berechnete Spektren in Abh

angigkeit von der
Kopplungsst

arke an die Umgebung
Zur Berechnung der Spektren werden zun

achst alle ben

otigten symmetrie{adaptierten
Kugel

achenfunktionen berechnet (siehe dazu Anhang B), um dann durch Integra-
tion

uber die Kugelsph

are S(r) die V
ij
(r) und R
ij
(r) zu bestimmen. Das ist der
zeitintensivste Teil der Rechnung und kann je nach Anzahl der ber

ucksichtigten
Entwicklugsfunktionen ein bis mehrere Tage dauern. Die eigentliche Propagation ist
von dem Wechselwirkungsparameter C abh

angig, wobei f

ur einen neuen Wert von
C die V
ij
und R
ij
nicht neu zu berechnet werden brauchen. Dadurch lassen sich die
hier vorgestellten Ergebnisse relativ schnell (10-30 Minuten auf HP735) erzielen.
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Abbildung 7.3: Die Relaxationsfunktionen R
ii
(r) der nach symmetrieadaptierten
Kugel

achenfunktionen entwickelten Bewegungsgleichung (7.50). (i = 1 durchge-
zogene Linie, i = 2 punktierte Linie und i = 3 gestrichelte Linie). Die R
ii
sind
n

aherungsweise mit dem Quadrat des Gradienten von V
ii
verkn

upft. Deswegen er-
reicht R
ii
maximale Werte an den Positionen, an denen V
ii
den gr

oten Anstieg hat.
(Vergleich mit Abbildung (7.2))
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Es wurden zun

achst Testrechnungen angestellt, wieviele Entwicklungsfunktionen er-
forderlich sind, um Absorptionsspektren zu berechnen. Es zeigte sich, da eine ma-
ximale Drehimpulsquantenzahl l
Max
= 12 ausreichend ist. Die zugeh

orige Potenti-
al

ache wird w

ahrend der Propagation kaum besetzt und die Spektren

andern sich
nicht mehr bei weiterer Erh

ohung von l
Max
.
Nach weiteren Testrechnungen, die die Dynamik der u
i
untersuchten, wurde die
Dikretisierung der Ortskoordinate r auf 256 Gitterpunkte im Intervall von 0 bis 10

A festgelegt.
In Abbildung (7.4) sind die berechneten Absorptionsspektren f

ur drei verschiedene
Wechselwirkungsst

arken mit der Umgebung dargestellt. Der Wert von C, der mit
dem Experiment [62] vergleichbare Ergebnisse liefert, liegt zwischen C = 0:4 und
C = 0:5.
7.7 Aussagen

uber die Dynamik des H{Atoms
Wenn auch die zur Berechnung der linearen Absorption erforderliche L

osung der
Bewegungsgleichung nur elektronische Nichtdiagonalelemente untersucht, so lassen
sich doch unter einigen Annahmen R

uckschl

usse auf die Besetzung und auf die
Aufenthaltswahrscheinlichkeit des Wasserstoatoms ziehen.
Das Diagonalelement %^
ee
der reduzierten Dichtematrix beschreibt die Bewegung
des H{Atoms auf der angeregten Potential

ache. Das aus den bei der Berechnung
propagierten Gr

oen A
eg
(x; t) aufgebaute Konstrukt P (x;y; t) = A
eg
(x; t)A
ge
(y; t)
hat bis auf einen normerhaltenden Term die gleiche Bewegungsgleichung wie %^
ee
.
Wird P (x;y; t) zu jedem Zeitpunkt t normiert, so erh

alt man dadurch eine N

ahe-
rung f

ur %^
ee
. F

ur den Fall verschwindender Kopplung an das Phononenbad wird
P (x;y; t) = hxj%^
ee
jyi. F

ur den Zeitpunkt t = 0 entspricht der Ausdruck P (x;x; t)
der Situation nach einer instantanen Anregung des HCl{Molek

uls. Daher ist die
zeitliche Entwicklung von P (x;x; t) als N

aherung f

ur die Aufenthaltwahrscheinlich-
keit des H{Atoms nach einer impulsiven Anregung des HCl{Molek

uls zu verstehen.
Somit ist es m

oglich aus der bei der Berechnung des Absorptionskoezienten auf-
tretenden Gr

oe A
eg
(x; t) Aussagen

uber die Bewegung des H{Atoms zu gewinnen,
obwohl A
eg
(x; t) eigentlich nur die Dynamik der elektronischen Koh

arenz beschreibt.
In den folgenden Abbildungen ist die normierte Gr

oe P (x;x; t), die im Sinne der
obigen Erl

auterungen als f

ur zwei verschiedene Kopplungsst

arken an die Umgebung
dargestellt.
P (x;x; t) ist eine dreidimensionale Gr

oe und verlangt deswegen eine besondere
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Abbildung 7.4: Linearer Absorptionskoezient von HCl in Ar bei verschiedenen
Wechselwirkungsst

arken mit der Umgebung. Die durchgezogene Linie entspricht der
schw

achsten Ankopplung (C = 0:02) und zeigt die durch die Reexionen des H{
Atoms am Ar{K

ag hervorgerufenen Strukturen am deutlichsten. F

ur die punktierte
Linie gilt (C = 0:1) und f

ur die gestrichelte Linie ist in etwa die im Experiment [62]
beobachtete Abh

angigkeit realisiert (C = 0:5).
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Abbildung 7.5: (a) Wahrscheinlichkeitsdichte des H{Atoms im Abstand r vom Ur-
sprung als Funktion der Zeit ohne Ankopplung an die Badphononen (C = 0). Die
anderen Abbildungen (b), (c) und (d) zeigen jeweils den Anteil der ersten, zweiten
und dritten Entwicklungskomponente P
i
(t). Entlang der Ordinate ist jeweils t in
fs aufgetragen, entlang der Abszisse r in

A. Der Schritt von einer Graustufe zur
n

achsten entspricht einem Faktor 10 in der Wahrscheinlichkeitsdichte.
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Abbildung 7.6: Wahrscheinlichkeitsdichte des H{Atoms im Abstand r vom Ursprung
als Funktion der Zeit bei mittlerer Ankopplung an die Badphononen (C = 0:1).
Behandlung bei der graphischen Darstellung. In Abbildung (7.5) ist der Radialteil
P (r; t) =
2
Z
0

Z
0
d d r
2
sin()P (x;x; t) (7.53)
der Besetzung ohne Kopplung C = 0 an die Umgebung dargestellt. Die einzel-
nen Graphiken zeigen sowohl die gesamte Besetzung als auch die Entwicklung von
P (r; t) = P
i
(r; t) aufgeschl

usselt nach den einzelnen Potential

achen V
ii
(r) (i=1,2,3).
Man erkennt deutlich die erste Wiederkehr des H{Atoms nach dem Sto mit der
ersten Koordinationsschale der Ar{Matrix nach etwa 18 fs. Das ist in

Ubereinstim-
mung mit Ergebnissen aus gemischt quantenmechanisch{klassischen Rechnungen an
Ar  HCl [10].
Eine h

ohere Kopplungsst

arke an die Umgebung, C = 0:1, wurde f

ur Abbildung (7.6)
benutzt. Im Vergleich mit Abbildung (7.5) erkennt man, da die Schwingungen des
H{Atoms ausged

ampft werden und da sich nach etwa 50 fs der gr

ote Teil des Wel-
lenpaketes wieder in der ersten Koordinationsschale bendet. Die Dissoziation des
H{Atoms vom Cl{Atom und aus dem Ar{K

ag wird also durch die Wechselwirkung
mit der Umgebung behindert. Diese Aussage wurde f

ur alle untersuchten Wechsel-
wirkungsst

arken C best

atigt. Das Entweichen des H{Atoms aus dem Ar{K

ag ist
um so eektiver, je geringer die Wechselwirkung mit dem Phononenbad ist.
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Abbildung 7.7: Die Isowahrscheinlichkeits

ache bei t = 0 fs entspricht dem Startzu-
stand der Propagation. Dieser ist kugelsymmetrisch und erscheint in der Abbildung
als zwei konzentrische Kugelschalen.
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Eine bessere r

aumliche

Ubersicht

uber die Dynamik des H{Atoms erh

alt man aus
der dreidimensionalen Darstellung von Fl

achen gleicher Wahrscheinlichkeitsdichte
(Isowahrscheinlichkeits

ache) P (x;x; t) W zu einem bestimmten Zeitpunkt t. Da
die durch P (x;x; t) bestimmten Fl

achen infolge der h

augen Streuung des H{Atoms
an den Ar{Atomen ein komplizierte Struktur auch innerhalb des eingeschlossen Vo-
lumens besitzen, ist bei den Abbildungen ein Teil der Fl

ache entfernt worden, um
einen Blick in das Innere zu gestatten. Damit die komplizierte Form der Bewegung
des H{Atoms besser zu erkennen ist, wurde f

ur die folgenden Abbildungen eine Dy-
namik unter dem Einu einer schwachen Wechselwirkung mit dem Phononenbad
gew

ahlt (C = 0.01).
Das Aussehen des Startwellenpaketes (7.7) gleicht zwei konzentrischen Kugelscha-
len. Die Konstante W wurde so bestimmt, da zwischen diesen Schalen 95% der
Aufenthaltswahrscheinlichkeit des H{Atoms liegen.
Nach 5 fs (Abbildung (7.8)) hat sich das Wellenpaket ausgebreitet, es sind jedoch
nur leichte St

orungen der Kugelsymmetrie durch die Ar{Atome sichtbar. Der Zu-
stand des HCl{Molek

uls zu diesem Zeitpunkt ist durchaus mit der Situation bei der
Photodissoziation von HCl in der Gasphase zu vergleichen. Die Gitteratome hatten
noch keinen Einu auf die Dynamik des H{Atoms.
Zum Zeitpunkt t = 10 fs (Abbildung (7.9)) sieht man deutliche Verformungen an
den

aueren Regionen der Isowahrscheinlichkeits

ache. Das H{Atom hat die erste
Koordinationschale erreicht und wird an den Ar{Atomen gestreut. Auch die innere
Fl

ache weicht von der urspr

unglichen Kugelform ab. Es beginnen sich Einschnitte
und Ausst

ulpungen zu bilden. Diese wachsen weiter aufeinander zu, so da nach 15 fs
(Abbildung (7.10)) das Wellenpaket Kan

ale aufweist, die den Auenbereich mit dem
Innenbereich verbinden. An diesen Stellen f

uhrt die Streuung der H{Wellenfunktion
an den Ar{Atomen zu einer deutlichen Verringerung der Aufenthaltswahrscheinlich-
keit.
An der Ausdehnung der inneren Schale erkennt man, da ein groer Anteil der
Wahrscheinlichkeit wieder zum Ursprungsort zur

uckgekehrt ist. Das ist in

Uberein-
stimmung mit der Abbildung (7.5), aus der sich etwa 18 fs f

ur die erste Wiederkehr
des Wellenpaketes ablesen lassen.
Nach 20 fs (Abbildung (7.11)) erkennt man die haupts

achlichen Dissoziationskan

ale
des H{Atoms aus dem K

ag. Diese liegen in [100] und [111] bzw.

aquivalenten Rich-
tungen. Durch diese gelangt ein Teil der Aufenthaltswahrscheinlichkeit in die n

achste
Koordinationsschale. Auerdem haben sich durch die Verbreiterung der Kan

ale klei-
nere isolierte Gebiete gebildet, die sich vom urspr

unglichen Wellenpaket abspalten.
Im Innern erkennt man die kugelf

ormige innere Schale des Wellenpaketes, die von
den Ver

anderungen an der Auenseite nicht beeinut wird.
Die weitere zeitliche Entwicklung der Aufenthaltswahrscheinlichkeit des H{Atoms
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Abbildung 7.8: Isowahrscheinlichkeits

ache bei t = 5 fs. Das Wellenpaket hat sich
ausgedehnt, aber noch keinen Kontakt mit der Ar{Matrix. Bisher verl

auft die Dy-
namik des H{Atoms wie die Photodissoziation von HCl in der Gasphase
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Abbildung 7.9: Isowahrscheinlichkeits

ache bei t = 10 fs. Die ersten Einschnitte und
Ausst

ulpungen bilden sich. Das H{Atom kommt in den Einubereich der Ar{Atome
und wird an ihnen gestreut.
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Abbildung 7.10: Isowahrscheinlichkeits

ache bei t = 15 fs. Die Einschnitte und Aus-
st

ulpungen werden ausgepr

agter und bilden Kan

ale, in denen die Aufenthaltswahr-
scheinlichkeit des H{Atoms deutlich vermindert ist. Die innere Schale ist fast an ihre
urspr

ungliche Position zur

uckgekehrt.
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Abbildung 7.11: Isowahrscheinlichkeits

ache bei t = 20 fs. Die Kan

ale haben sich
weiter verbreitert und isolierte Gebiete geschaen. Das Wellenpaket ist jetzt v

ollig
an der ersten Koordinationsschale gestreut worden und ist dabei in einzelne kleinere
Volumina zerfallen. Die innere Isowahrscheinlichkeits

ache zeigt wieder Kugelsym-
metrie. Man erkennt deutlich die Hauptrichtungen der Dissoziation ([100],[111] und

aquivalente Richtungen).
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ist von einer immer komplexeren Gestalt der Isowahrscheinlichkeits

ache bestimmt.
Bei einer h

oheren Wechselwirkungsst

arke mit dem Phononenbad ist der Ablauf der
Dynamik

ahnlich, jedoch sind die sich bildenden Strukturen nicht so klein und nicht
so zahlreich, wie in Abbildung (7.11) zu sehen.
Auch f

ur das theoretisch wie numerisch anspruchsvolle Problem der Berechnung des
linearen Absorptionskoezienten von HCl in Ar{Matrizen hat sich die im Rahmen
der Dichtematrixtheorie abgeleitete Gleichung mit Erfolg anwenden lassen. Im Un-
terschied zu anderen Methoden kann bei der hier vorgestellten Theorie dem quanten-
mechanischen Charakter des relevanten Systems und der Umgebung voll Rechnung
getragen werden.
Als ein hervorzuhebenes Ergebnis der Rechnungen ist die Tatsache anzusehen, da
die Dissoziation des H{Atoms aus dem K

ag der Ar{Atome durch die Wechselwir-
kung mit dem Phononenbad behindert wird.
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Kapitel 8
Modellsystem zur theoretischen
Untersuchung des Ramaneektes
an Molek

ulen in Umgebung
Trotz der Vereinfachungen, die die Vernachl

assigung der nicht{resonanten Terme
in Kapitel 4 brachte, bleibt die Berechnung des Streuquerschnitts nach Gleichung
(4.25) eine numerisch anspruchsvolle Aufgabe, da es darum geht eine voll besetz-
te Dichtematrix

uber einen hinreichend langen Zeitraum und mit m

oglichst vielen
St

utzstellen zu propagieren. Das Integral in Gleichung (4.25) enth

alt neben der Inte-
grationsvariablen  die Propagationszeit t als Parameter. Die dadurch auftretenden
Propagationsoperatoren G(t
0
; ) und G(; t) lassen sich nicht zusammenfassen und
somit m

ussen bei einer gew

unschten St

utzstellenzahl n des Integranden n(n  1)=2
einzelne Propagationsschritte durchgef

uhrt werden. Das bedeutet, da der numeri-
sche Aufwand quadratisch mit der St

utzstellenzahl steigt.
Als weitere Schwierigkeit ergibt sich der zu ber

ucksichtigende Einu des elektri-
schen Feldes der einfallenden Strahlung, die bisherigen Anwendungen der vorliegen-
den Arbeit hatten das elektrische Feld nur im linearen Regime ber

ucksichtigt.
8.1 Beschreibung des Modellsystems
Wir w

ahlen als Modellsystem ein Molek

ul, da zwei elektronischen Niveaus besitzt,
die jeweils einen harmonischen Schwingungshamiltonian haben.
Der Systemhamiltonoperator schreibt sich in der elektronischen Basis:
H = H
g
jgihgj+H
e
jeihej ; (8.1)
wobei jgi und jei den elektronischen Grundzustand bzw. angeregten Zustand be-
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zeichnen. Die Schwingungsdynamik verlaufe harmonisch mit den Frequenzen !
g
und
!
e
. Damit schreibt sich H in der Energiedarstellung:
H =
X
a=e;g
X

a
=0
E
a
jaihaj + h!
a
(
a
+
1
2
)j
a
ih
a
j : (8.2)
Die Ankopplung des elektrischen Feldes erfogt im Rahmen der Dipoln

aherung
H
L
=  ^E(t) (8.3)
und sorgt f

ur eine explizite Zeitabh

angigkeit im Hamiltonoperator. Obwohl sich die
Methode f

ur eine beliebige Zeitabh

angigkeit E(t) des elektrischen Feldes anwenden
l

at, soll f

ur einen ersten Test eine besonders einfache Form E(t) = E
0
cos(!
L
t)
gen

ugen.
Der Dipoloperator ^ wird als unabh

angig von der Systemkoordinate q angenom-
men, so da f

ur seine Matrixelemente in der Energiedarstellung die Franck{Condon{
Faktoren (FCF) der beiden harmonischen Potential

achen zur Anwendung kommen.
Um triviale Ergebnisse auszuschlieen, m

ussen die Potential

achen gegeneinander
verschoben sein.
^ = D jgihej
X

g
X

e
j
g
ih
e
j FCF (
g
; 
e
) + h:c: (8.4)
mit
FCF (
g
; 
e
) = h
g
j
e
i : (8.5)
D bezeichnet hierbei das Dipolmoment des Molek

uls. Gemeinsam mit der Amplitu-
de E
0
des elektrischen Feldes der Laserwelle bestimmt es die Rabifrequenz !
R
des
elektronischen Zwei{Niveau{Systems.
!
R
=
E
0
D
h
(8.6)
Das Produkt E
0
D bestimmt die St

arke der Wechselwirkung mit dem Laserfeld und
damit auch die Populationsdynamik auf der angeregten Potential

ache. Allein D
hingegen hat einen Einu auf die spontanen Prozesse der Photonenemission, die
hier untersucht werden sollen.
Die aus Hamiltonoperator (8.2) resultierende Bewegungsgleichung wird erg

anzt um
einen Term, der die Schwingungs{Relaxationsdynamik beschreibt. Die Ankopplung
an die dissipative Umgebung wird f

ur die Schwingungsrelaxation durch einen ph

ano-
menologisch orientierten Ansatz dargestellt. Eine Ber

ucksichtigung der Umgebungs-
wechselwirkung durch eine Relaxationsmatrix ist selbstverst

andlich m

oglich, wird
aber wegen der aufwendigeren Numerik auf sp

atere Anwendungen verschoben, f

ur
die auch konkrete mikroskopische Modelle f

ur die System{Umgebungswechselwirkung
existieren.
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Es werden

Ubergangsraten zwischen den Diagonalelementen der Dichtematrix ein-
gef

uhrt, die das System in das thermodynamische Gleichgewicht bringen. F

ur die
vibronischen und elektronischen Nichtdiagonalelemente wird jeweils ein konstantes
dephasing angenommen. In Anlehnung an Blum [19] w

ahlen wir die

Ubergangsrate
w
mn
von Niveau m zu Niveau n proportional zu exp ( (E
n
  E
m
))
w
mn
= C exp ( (E
n
 E
m
)) ; (8.7)
wobei der Proportionalit

atsfaktor C ein Ma f

ur die St

arke der Wechselwirkung
mit der Umgebung darstellt. Die elektronischen Nichtdiagonalelemente werden mit
einem konstanten Faktor 
e
ged

ampft, die vibronischen mit 
v
. Die Bewegungsglei-
chung f

ur den Dichteoperator in der Energiedarstellung schreibt sich also:
d
dt
%^
ab
=  
i
h
(E
a
+ h!

  E
b
  h!

)%^
ab
+ (1  
ab
)
e
%^
ab
+ 
ab
[(1  

)
v
%^
ab
(8.8)
+ C

( w
+1
%^
aa
+ w
+1
%^
a+1a+1
  w
 1
%^
aa
+ w
 1
%^
a 1a 1
)] :
Die Anwendung des Ausdrucks f

ur die Streurate (4.25) auf das beschriebene Modell-
system setzt neben der Denition und Charakterisierung der Modellparameter auch
eine Bestimmung des Startzustandes der Propagation voraus. Bei der Ableitung
der Gleichung (4.25) wurden keine Einschr

ankungen bez

uglich %^(t
0
) gemacht. Die
Wahl des thermodynamischen Gleichgewichtszustandes als Startzustand des Dich-
teoperators entspricht der Situation eines Kurzzeitexperimentes, bei der ein in einer
Umgebung bendliches Molek

ul, bevor es durch das elektrische Feld gest

ort wird,
in sein thermodynamisches Gleichgewicht relaxiert ist.
F

ur den Fall, da das Molek

ul l

anger als alle anderen Zeitskalen des Problems mit
dem elektrischen Feld der einfallenden Strahlung wechselwirkt, w

ahlen wir als Start-
zustand der Propagation von %^ den Gleichgewichtszustand, der sich einstellt, wenn
man von einem beliebigen Startzustand aus unter Einu der Relaxatiosdynamik
und des elektrischen Feldes propagiert. Wir wollen uns im folgenden auf diesen Fall
beschr

anken.
8.2 Die Temperaturabh

angigkeit der Stokes{ und
anti{Stokesbanden
Der numerische Aufwand h

angt von der Anzahl der ber

ucksichtigten Schwingungs-
niveaus der elektronischen Zust

ande ebenfalls quadratisch ab, da in Gleichung (4.25)
ein reduzierter statistischer Operator zu propagieren ist, und nicht eine Koh

arenz
wie z. B. bei der Berechnung des linearen Absorptionskoezienten. Deswegen ver-
sucht man, die Anzahl der Schwingungsniveaus klein zu halten. Die Abbildungen
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Abbildung 8.1: Abh

angigkeit der Ramanintensit

at von der Feldst

arke. In einer
doppelt{logarithmischen Darstellung sollte sich eine Gerade mit dem Anstieg 2 er-
geben. F

ur den Bereich DE
0
= 10 { 100 meV ergibt sich das erwartete Resultat.
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Abbildung 8.2: Das sich f

ur eine Temperatur von 50 K ergebende Streuspektrum
zeigt

uberwiegend Stokes{artige Beitr

age im Ramanbereich. Die Streuintensit

at ist
auf das Maximum der Fluoreszenzbande normiert.
(8.2) und (8.3) wurden f

ur ein Modellsystem berechnet, da 10 Schwingungsniveaus
im elektronischen Grundzustand und 1 Schwingungsniveau in angeregten elektroni-
schen Zustand besitzt. Durch die Wahl nur eines angeregten Schwingungszustandes
werden die Ramanspektren besonders

ubersichtlich.
Die Energie der Schwingungsanregungen ist 10 meV, die dephasing{Raten f

ur die
elektronischen 
e
und vibronischen 
v
Nichtdiagonalelemente sind jeweils 5 meV.
Die Wechselwirkungsst

arke mit der Umgebung C wird auf 5 meV gesetzt, die elek-
tronischen Zust

ande besitzen einen energetischen Abstand von 4 eV. Das elektrische
Feld der einfallenden Strahlung hat eine Energie von 3.6 eV, liegt also unterhalb der
Anregungsenergie des elektronischen Systems. Der Startzustand der %^(t
0
) wurde er-
zeugt, in dem der thermodynamische Gleichgewichtszustand %^
eq
f

ur eine Zeit von
500 ps unter Einu des elektrischen Feldes propagiert wurde. Anhand der Beset-
zung der einzelnen Schwingungsniveaus wurde

uberpr

uft, da diese Zeit ausreichend
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Abbildung 8.3: Bei einer Temperatur von 500 K haben sich die Stokes{ und anti{
Stokes{artigen Beitr

age im Ramanbereich ausgeglichen. Die Streuintensit

at ist auf
das Maximum der Fluoreszenzbande normiert.
f

ur die Einstellung des Gleichgewichts mit dem elektrischen Feld ist.
In ersten Testrechnungen wurde die Abh

angigikeit der Streuintensit

at von der Feld-
st

arke E
0
untersucht. Abbildung (8.1) stellt den Zusammenhang in einem doppelt{
logarithmischen Diagramm dar. Es lie sich feststellen, da f

ur den Bereich von
DE
0
= 10 { 100 meV die Abh

angigkeit der Streuintensit

at von der Feldst

arke wie
erwartet quadratisch ist. F

ur die folgenden Rechnungen wurde DE
0
auf 20 meV
festgesetzt.
F

ur zwei verschiedene Temperaturen sind die Ergebnisse der Rechnung in den Ab-
bildungen (8.2) und (8.3) dargestellt. In beiden F

allen erkennt man deutlich die
um die Frequenz des treibenden Feldes angeordneten Stokes{ und anti{Stokeslinien.
Gleichzeitig ist die breite Fluoreszenzbande in beiden Abbildungen zu erkennen.
Unterschiede in den beiden Spektren zeigen sich bei der Verteilung der Oszilla-
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torst

arke auf die Stokes{ und anti{Stokes{Linien im Ramanspektrum. W

ahrend bei
50 K fast die gesamte Raman{Streuung bei Energien unterhalb der eingestrahl-
ten Frequenz abgegeben wird, gleicht sich die bei 500 K die Intensit

at beider An-
teile aus. Das ist in guter

Ubereinstimmung mit den Erwartungen aus bekannten
Ans

atzen [37].
Bei einer Verschiebung der Anregungsenergie bleiben die Ramanlinien um die Anre-
gungsenergie gruppiert und verschieben sich somit ebenfalls energetisch um den glei-
chen Betrag wie die Anregungsenergie. Die Fluoreszenzbande bleibt hingegen bei der

Ubergangsenergie der elektronischen Niveaus sichtbar und erf

ahrt keine energetische
Verschiebung. Auch dieses Resultat ist in

Ubereinstimmumg mit den Erwartungen.
Es zeigt sich also, da sich die Methode der Dichtematrixpropagation auch auf die
Berechnung der Streuspektren von Molek

ulen in Umgebung anwenden l

at. Es ist zu
erwarten, da die Anwendung dieser, wenn auch numerisch aufwendigen, Methode
auf konkrete Systeme interessante Ergebnisse liefert, da sowohl die Raman{Linien
als auch die Fluoreszenzbande gleichermaen aus einer Rechnung folgen.
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Kapitel 9
Zusammenfassung und Ausblick
Die hier vorgestellten Ergebnisse weisen die Methode der Dichtematrixpropagation
als die Methode zur Berechnung station

arer optischer Funktionen von molekularen
Systemen in der kondensierten Phase aus.
Auf die grundlegende Idee der Methode der Wellenpaketpropagation aufbauend [6,7],
konnte die Wechselwirkung des molekularen Systemes mit der Umgebung in die
Theorie eingebaut werden. Zu diesem Zweck wurden die Methoden der Dichtema-
trixtheorie oener Systeme auf molekulare Systeme angewandt, die zus

atzlich zu
ihrer Kopplung mit der Umgebung mit dem elektrischen Feld des eingestrahlten
Lichts wechselwirken. Die konsequent quantenmechanische Beschreibung der Umge-
bung l

at dabei die Einbeziehung von thermischen Fluktuationen und Nullpunkts-
schwingungen zu.
Am Beispiel des linearen Absorptionskoezienten und des Raman{Streuquerschnitts
konnte die Ableitung der dynamischen Formulierung station

arer optischer Funktio-
nen f

ur molekulare Systeme mit Umgebungswechelwirkung demonstriert werden.
Im Falle der linearen Absorption wurde dabei von der linearen{Antwort{Theorie
ausgegangen und dadurch das elektrische Feld aus den Bewegungsgleichungen f

ur
den reduzierten statistische Operator entfernt. Es war m

oglich, einen allgemeinen
Ausdruck f

ur die Linienform einer einzelnen Absorptionslinie abzuleiten.
An Hand von drei Beispielen mit verschiedenen physikalischen Aspekten und unter-
schiedlicher numerischer Komplexit

at wurde die Leistungsf

ahigkeit der Methode der
Dichtematrixpropagation zur Berechnung des linearen Absorptionskoezienten un-
ter Beweis gestellt. Bei der IR{Absorption an der OH{Streckschwingung von Wasser
wurde gezeigt, da die Temperaturabh

angigkeit der Spektren auf nat

urliche Weise
aus der vorgestellten Theorie folgt. Die untersuchten optischen

Uberg

ange fanden
dabei innerhalb einer bindenden Potential

ache statt,

Anderungen des elektroni-
schen Zustands wurden nicht in das Modell einbezogen.
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Bei der UV{Absorption von NO in Edelgasmatrizen wurden mehrere elektronische
Zust

ande in das Modellsystem aufgenommen, wovon der C
2
{Rydbergzustand und
der B
2
{Valenzzustand

uber eine Kongurationswechselwirkung miteinander ge-
koppelt sind. Die sich daraus ergebenden Interferenzstrukturen im Absorptions-
spektrum konnten durch die Methode der Dichtematrixpropagation reproduziert
werden. Insbesondere erlaubte die Resonanz der

Uberg

ange vom Grundzustand zu
C
2
;  = 1 und zu B
2
;  = 15 eine Anpassung an das experimentelle Ergeb-
nis und eine Bestimmung der Wechselwirkungsst

arke der Kongurationswechselwir-
kung. Diese wurde als etwa doppelt so gro gefunden, wie aus Untersuchungen in
der Gasphase bisher bekannt war. Dieses Resultat l

at eindeutig auf eine starke

Anderung der Symmetrie der elektronischen Wellenfunktion des NO als Reaktion
auf den Einbau in eine Edelgasmatrix schlieen.
Das mit der Photodissoziation von HCl in Ar{Matrizen verkn

upfte Absorptionsspek-
trum wurde mittels einer gemischten Energie{Orts{Darstellung f

ur die Dichtema-
trixtheorie auf das numerisch anspuchsvolle Problem der drei{dimensionalenWellen-
paketpropagation im Ortsraum zur

uckgef

uhrt. Die Dynamik des Wellenpaketes wird
dabei zun

achst durch eine nicht{lokale Schr

odingergleichung mit nicht{hermiteschen
Zusatztermen beschrieben. Erst durch Anwendung der Ultra{Kurzzeit{N

aherung f

ur
die Korrelationsfunktion der Umgebungsfreiheitgrade konnte die Theorie in eine nu-
merisch auswertbare Form gebracht werden. Die dem Problem inh

arente Symmetrie
wurde durch die Anwendung einer Entwicklung nach symmetrie{angepaten Ku-
gel

achenfunktionen ber

ucksichtigt. Dadurch ergab sich eine drastische Reduktion
des numerischen Aufwandes. Zur L

osung des resultierenden Dierentialgleichungssy-
stems wurde die Split{Operator{Methode in Kombination mit einer Fast{Fourier{
Methode zur Berechnung des Operators der kinetischen Energie im Impulsraum
angewandt.
Gleichzeitig war es m

oglich, aus den zur der Berechnung des Spektrums propagierten
Gr

oen R

uckschl

usse auf die Dissoziationsdynamik des H{Atoms nach einer impul-
siven Anregung zu ziehen. Die oene Frage, ob die thermischen Fluktuationen der
Umgebung die Dissoziation beeinussen, konnte gekl

art werden. Es zeigte sich, da
der durch die Wechselwirkung mit der Umgebung stattndende Energieverlust des
H{Atoms einen gr

oeren Einu auf die Dissoziation hat als die Ausmittelung der
repulsiven Potentiale der Ar{Atome durch die thermischen Fluktuationen. Die Dis-
soziation des H{Atoms aus dem Ar{K

ag wird durch die Umgebungswechselwirkung
behindert.
Als weiteres Beispiel einer station

aren optischen Funktion wurde der Raman{Streu-
querschnitt behandelt. Das elektrische Feld des anregenden Lichts wurde klassisch
aber ohne Beschr

ankung seiner Amplitude in die Theorie integriert. Die bei der
Ber

ucksichtigung von spontanen Prozessen erforderliche Wechselwirkung mit dem
quantisierten Strahlungsfeld wurde im Rahmen einer St

orungstheorie behandelt. Mit
diesen Annahmen gelang es, im Rahmen der Dichtematrixtheorie eine dynamische
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Formulierung des Raman{Streuquerschnitts abzuleiten. Es stellte sich heraus, da
sowohl die eigentliche Ramanstreuung als auch die Fluoreszenz auf der gemeinsamen
Grundlage der vorgestellten Theorie zu beschreiben sind. Die abgeleitete Formulie-
rung wurde erfolgreich auf ein theoretisches Modellsystem angewandt. Insbesondere
die Temperaturabh

angigkeit der der Stokes{ und der anti{Stokes{Linien wird durch
die Theorie gut reproduziert.
Das Ziel der Arbeit, die Methode der Wellenpaketpropagation auf molekulare System
mit Umgebung zu verallgemeinern, wurde erreicht. An vier Beispielen wurde gezeigt,
da die Dichtematrixpropagation die Berechnung von Spektren von molekularen
Systemen in der kondensierten Phase gestattet.
Selbstverst

andlich bleiben auch oene Fragen. Als n

achste Schwerpunkte der For-
schung zu station

aren optischen Funktionen oener molekularer Systeme w

urde ich
nennen:
 Die genauere Untersuchung des Einues der Spektraldichte der Umgebung
auf die Spektren. In der vorliegenden Arbeit wurde vom Ansatz einer kon-
stanten Spektraldichte ausgegangen. Ergebnisse aus den Untersuchungen an
molekularen Systemen im Rahmen des Haken{Strobl{Reineker{Modells zei-
gen allerdings einen Einu der Form der Spektraldichte auf die Dynamik des
molekularen Systems auf. Dieser Einu sollte sich auch in den durch Dichte-
matrixpropagation erhaltenen Spektren

auern.
 Die Ber

ucksichtigung einer endlichen Korrelationszeit der Umgebungsfreiheits-
grade. Insbesondere bei der Photodissoziation von HCl in Ar{Matrizen war die
Ultra{Kurzzeitn

aherung nur schlecht zu rechtfertigen. Hinzu kommt, da sich
eine endliche Korrelationszeit der Umgebunsfreiheitsgrade theoretisch recht
einfach in die Theorie integrieren l

at. Die Probleme tauchen eher bei der
numerischen Umsetzung der Theorie auf.
 Die Erweiterung der St

orungstheorie bez

uglich der System{Umgebungswech-
selwirkung zu h

oheren Ordnungen. So zum Beispiel ist nicht klar, ob die in
Kapitel 3 abgeleitete Linienform ein Artefakt der abgebrochenen St

orungsent-
wicklung ist.
 Die dynamische Formulierung des Raman{Streuquerschnitts mu auf ein reales
System angewandt werden.
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Anhang A
Rotating Wave Approximation
Ausgangspunkt f

ur die Ableitung der Rotating Wave Approximation ist die Dar-
stellung des reduzierten statistischen Operators in der elektronischen Basis. Im fol-
genden werden genau zwei elektronische Zust

ande, der Grundzustand jgi und der
angeregte Zustand jei, ber

ucksichtigt. Die Bewegungsgleichung f

ur die reduzierte
Dichtematrix schreibt sich dann:
d
dt
haj%^(t)jbi =
 
i
h
X
c

haj
^
H(t)jcihcj%^(t)jbi   haj%^(t)jcihcj
^
H(t)jbi

+ haj
~
R%^(t)jbi (A.1)
Der Systemhamiltonoperator erh

alt seine explizite Zeitabh

angigkeit durch die Wech-
selwirkung von System mit dem Strahlungsfeld des Lasers. In Dipoln

aherung schreibt
sich:
H
L
=  ^E(t) ; E(t) = E
+
(t) exp (i!
L
t) + c:c: (A.2)
wobei das elektrische Feld der Laserwelle E(t) sich als Produkt eines schwach ver

ander-
lichen Vorfaktors E
+
(t) mit einer harmonisch oszillierenden Funktion darstellt. Der
reine Systemhamiltonoperator
^
H
S
koppelt die beiden elektronischen Zust

ande nicht.
Der Dipoloperator ^ hat nur Matrixelemente mit verschiedenen elektronischen Zu-
st

anden.
^
H
S
=
^
H
gg
jgihgj+
^
H
ee
jeihej (A.3)
^ = ^
eg
jeihgj+ ^
eg
jgihej (A.4)
Der Relaxationssuperoperator
~
R koppelt ebenfalls keine verschiedenen elektroni-
schen Zust

ande, die Relation
haj
~
Rjbi =
~
R
ab
%^
ab
(A.5)
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ist deswegen gerechtfertigt.
Unter diesen Voraussetzungen ergeben sich aus Gleichung (A.1) vier gekoppelte
Bewegungsgleichungen f

ur die einzelnen Komponenten von %^.
d
dt
%^
eg
(t) =  
i
h

^
H
ee
%^
eg
  %^
eg
^
H
gg

+
~
R
eg
%^
eg
+
i
h
E(t) (^
eg
%^
gg
  %^
ee
^
eg
) (A.6)
d
dt
%^
gg
(t) =  
i
h

^
H
gg
%^
gg
  %^
gg
^
H
gg

+
~
R
gg
%^
gg
+
i
h
E(t) (^
ge
%^
eg
  %^
ge
^
eg
) (A.7)
d
dt
%^
ge
(t) =  
i
h

^
H
gg
%^
ge
  %^
ge
^
H
ee

+
~
R
ge
%^
ge
+
i
h
E(t) (^
ge
%^
ee
  %^
gg
^
ge
) (A.8)
d
dt
%^
ee
(t) =  
i
h

^
H
ee
%^
ee
  %^
ee
^
H
ee

+
~
R
ee
%^
ee
+
i
h
E(t) (^
eg
%^
ge
  %^
eg
^
ge
) (A.9)
Der Hamiltonoperator des angeregten Zustandes
^
H
e
e hat ein um etwa h! zu h

oheren
Energien verschobenes Energiespektrum. Deswegen erscheint die Einf

uhrung eines
energetisch verschobenen Hamiltonoperators
^
H
0
e
e =
^
H
e
e  h!
L
zweckm

aig. Dieser
hat ein Schwingungsspektrum vergleichbar mit dem des elektronischen Grundzu-
standes. Es folgt:
d
dt
%^
eg
(t) =  
i
h

(
^
H
0
ee
+ h!
L
)%^
eg
  %^
eg
^
H
gg

+
~
R
eg
%^
eg
+
i
h
E(t) (^
eg
%^
gg
  %^
ee
^
eg
)(A.10)
d
dt
%^
gg
(t) =  
i
h

^
H
gg
%^
gg
  %^
gg
^
H
gg

+
~
R
gg
%^
gg
+
i
h
E(t) ( ^
ge
%^
eg
  %^
ge
^
eg
) (A.11)
d
dt
%^
ge
(t) =  
i
h

^
H
gg
%^
ge
  %^
ge
(
^
H
0
ee
+ h!
L
)

+
~
R
ge
%^
ge
+
i
h
E(t) (^
ge
%^
ee
  %^
gg
^
ge
)(A.12)
d
dt
%^
ee
(t) =  
i
h

^
H
0
ee
%^
ee
  %^
ee
^
H
0
ee

+
~
R
ee
%^
ee
+
i
h
E(t) (^
eg
%^
ge
  %^
eg
^
ge
) (A.13)
Nun ist es im Rahmen der rotating wave approximation (RWA)

ublich, eine Sub-
stitution bei den Nichtdiagonlelementen von %^ durchzuf

uhren.
%^
eg
(t) = %^
0
eg
(t) exp ( i!
L
t); %^
ge
(t) = %^
0
ge
(t) exp (i!
L
t) (A.14)
Die Diagonalelemente von %^ sind von der Substitution nicht betroen. F

ur die Ab-
leitung folgt:
d
dt
%^
eg
(t) =  i!
L
%^
eg
(t) + exp ( i!
L
t)
d
dt
%^
0
eg
(t) (A.15)
d
dt
%^
ge
(t) = i!
L
%^
ge
(t) + exp (i!
L
t)
d
dt
%^
0
ge
(t) (A.16)
Dadurch ist es m

oglich, den schnell oszillierenden Anteil, der sich aus den gerade
abgespaltenen Termen i!
L
ergibt, aus dem Dierentialgleichungssystem zu ent-
fernen. In den Gleichungen 1 und 3 des Dierentialgleichungssystems verbleibt ein
Faktor exp (i!
L
t) bei den Termen mit %^
0
eg
(t) bzw. %^
0
ge
(t).
In den Gleichungen 2 und 4 des Dierentialgleichungssystems tauchen die %^
0
auch
in Verbindung mit dem elektrischen Feld der Laserwelle auf.
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Durch Umformen ist es m

oglich, alle Faktoren der Form exp (i!
L
t) direkt als Faktor
neben das elektrisched Feld E(t) zu stellen. Mit Gleichung (A.2) folgt:
E(t) exp ( i!
L
t) = E
+
(t) + E
 
(t) exp ( 2i!
L
t)
E(t) exp (i!
L
t) = E
+
(t) exp (2i!
L
t) + E
 
(t) : (A.17)
Verglichen mit exp (2i!
L
t) sind alle anderen Terme in Gleichung (A.17) zeitlich
schwach ver

anderlich. Die RWA besteht in der Vernachl

assigung dieser schnell os-
zillierenden Terme und f

uhrt schlielich auf:
d
dt
%^
0
eg
(t) =  
i
h

^
H
0
ee
%^
0
eg
  %^
0
eg
^
H
gg

+
~
R
eg
%^
0
eg
+
i
h
E
 
(t) (^
eg
%^
gg
  %^
ee
^
eg
) (A.18)
d
dt
%^
gg
(t) =  
i
h

^
H
gg
%^
gg
  %^
gg
^
H
gg

+
~
R
gg
%^
gg
+
i
h

E
+
(t)^
ge
%^
0
eg
  E
 
(t)%^
0
ge
^
eg

(A.19)
d
dt
%^
0
ge
(t) =  
i
h

^
H
gg
%^
0
ge
  %^
0
ge
^
H
0
ee

+
~
R
ge
%^
0
ge
+
i
h
E
+
(t) (^
ge
%^
ee
  %^
gg
^
ge
) (A.20)
d
dt
%^
ee
(t) =  
i
h

^
H
0
ee
%^
ee
  %^
ee
^
H
0
ee

+
~
R
ee
%^
ee
+
i
h

E
 
(t)^
eg
%^
0
ge
  E
+
(t)%^
0
eg
^
ge

(A.21)
Die Amplituden E

(t) seien in folgenden als konstant und reell vorausgesetzt;
E
+
(t) = E
 
(t) = E
0
. Die einzigen Parameter, die den Einu der Laserwelle auf
das untersuchte System charakterisieren sind damit die Schwingungsfrequenz !
L
und die Amplitude E
0
.
Sei %^
RWA
(t) eine reduzierte Dichtematrix, die unter Anwendung der RWA vom Start-
zustand %^(t
0
) propagiert worden ist. Die R

ucktransformation der Gleichung (A.14)
l

at sich in Form einer Operatorengleichung schreiben:
%^(t) =M(t  t
0
)%^
RWA
(t)M
+
(t  t
0
) (A.22)
In der elektronischen Basis schreibt sich der Transformationsoperator M :
M(t  t
0
) = exp

i
2
!
L
(t  t
0
)

jgihgj + exp

 
i
2
!
L
(t  t
0
)

jeihej(A.23)
Wegen der Hermitezit

at des Dipoloperators gilt:
M
+
 = M (A.24)
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Anhang B
Die numerische Berechnung der
symmetrieangepaten
Kugel

achenfunktionen der
Gruppe O
h
Die folgenden Ausf

uhrungen zur numerischen Berechnung symmetrieangepater Ku-
gel

achenfunktionen werden am Beispiel der Gruppe O
h
durchgef

uhrt, sind jedoch
auf alle Punktgruppen

ubertragbar.
B.1 Eigenschaften der Kugel

achenfunktionen
Im folgenden sind die wichtigen Formeln wiedergegeben, die zur Berechnung der
symmetrie{adaptierten Kugel

achenfunktionen notwendig sind und numerisch im-
plementiert worden sind.
Die Kugel

achenfunktionen Y
l;m
sind Eigenfunktionen des Laplaceoperators auf der
Kugelsph

are.
 4
S
Y
l;m
= l(l + 1)Y
l;m
(B.1)
Zu jedem l existieren 2l + 1 linear unabh

angige Eigenfunktionen. Diese sind

ubli-
cherweise als Produkt verallgemeinerter Legendrepolynome in  und Cosinus{ und
Sinusfunktionen in  deniert.
Y
l;m
=
v
u
u
t
(2l + 1)(l  j m j)!
4(l+ j m j)!
P
m
l
(cos())e
im
(B.2)
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Abbildung B.1: Die erste SASH geh

ort zu L = 0 und entspricht entspricht der
Kugel

achenfunktion Y
0;0
Die durch die Kugelkoordinaten getroenene Auszeichnung der z{Achse wird durch
Gleichung (B.2) auf die Y
l;m

ubertragen. Die Anwendung einer Raumdrehung R auf
Gleichung (B.1) f

uhrt wegen der Rotationsinvarianz des Laplaceoperators 4
2D
auf
eine neue Eigenfunktion RY
l;m
zum gleichen Eigenwert. Diese Funktion mu eine
Linearkombination der Y
l;n
(n =  l; : : : ; l) sein:
R(; ; )Y
l;m
=
X
n= l;l
Y
l;n
D
n;m
(; ; ) (B.3)
Die Raumdrehung wird wie

ublich durch ihre drei Eulerwinkel ,  und  charak-
terisiert. F

ur die Transformationsmatrix D
n;m
gilt nach [64]:
D
n;m
(; ; ) = C
n;m
e
 in
d
l
()
n;m
e
 im
(B.4)
mit
C
n;m
= (i
jnj+n
)(i
 jmj m
) (B.5)
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Abbildung B.2: Die zweite SASH geh

ort zu L = 4. Zu L = 2 existiert keine Linear-
kombination der Kugel

achenfunktionen, die sich wie die Darstellung A
1g
transfor-
miert.
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Abbildung B.3: Zu L = 6 geh

ort die dritte SASH.
und
d
l
()
n;m
=
Min(l n;l+m)
X
k=Max(0;m n)
( 1)
k m+n
q
(l + n)!(l +m)!(l   n)!(l  m)!
(l   n  k)!(l +m  k)!k!(k  m+ n)!

cos
2l+m n 2k
(
1
2
)sin
2k+n m
(
1
2
) (B.6)
Mit Hilfe der Rekursionsformel
q
(l + n)(l   n+ 1)d
l
()
n 1;m
= (m  n)cot(
1
2
)d
l
()
n;m
 
q
(l +m)(l  m+ 1)d
l
()
n;m 1
(B.7)
und den Startwerten
d
l
()
l;m
= ( 1)
l m
v
u
u
t
(2l)!
(l +m)!(l  m)!
cos
l+m
(
1
2
)sin
l m
(
1
2
) (B.8)
87
SYMMETRIE{ANGEPASSTE KUGELFL

ACHENFUNKTIONEN
            
x
-4
-3
4
y
z
Abbildung B.4: Die vierte SASH geh

ort zu L = 8.
lassen sich die d
l
()
n;m
besonders einfach berechnen. Wegen der auftretenden Fa-
kult

aten sind Rundungsfehler bei groen Zahlen nur schwer zu vermeiden. Es war
m

oglich, die Rekursion bis l = 48 zu benutzen.
B.2 Die Erzeugung der symmetrie{adaptierten Ku-
gel

achenfunktionen
Oensichtlich bilden die Matrizen D
n;m
(; ; ) eine Darstellung einer Gruppe, wenn
R(; ; )

uber alle Gruppenoperationen l

auft. Die Erzeugung der symmetrie{adap-
tierten Kugel

achenfunktionen bedeutet nun nichts anderes, als D in ihre irreduzi-
belen Anteile zu zerlegen. Die sich dabei ergebenen Linearkombinationen der Y
l;m
werden symmetrie{adaptierte Kugel

achenfunktionen genannt.
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Abbildung B.5: Die f

unfte SASH L = 10.
Das Zerlegen einer Darstellung in irreduzibele Anteile, geh

ort zu den Standardtechni-
ken der Gruppentheorie. Allerdings wird zur Berechnung der symmetrie{adaptierten
Kugel

achenfunktionen auch die zugeh

orige unit

are Transformation ben

otigt, die D
in Blockdiagonalform

uberf

uhrt.
Sei D

eine d{dimensionale irreduzibele Darstellung der Gruppe G. Die Anzahl der
Elemente von G sei g. Basisfunktionen f

1
; f

2
; : : : ; f

d
dieser Darstellung erf

ullen dann
die Gleichung
Rf

s
=
d
X
t=1
f

t
D

(R)
t;s
(B.9)
F

ur den durch
W

t;s
=
d
g
X
R2G
D

(R)

t;s
R (B.10)
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Abbildung B.6: Die sechste SASH ist die erste der beiden symmetrie{adaptierten
Kugel

achenfunktionen, die zu L = 12 geh

oren.
denierten Operators W l

at sich mit elementaren Umformungen zeigen: [64]
Wenn die Anwendung des Operators W

ss
auf eine beliebige Funktion 
nicht verschwindet, dann bilden die Funktionen W

ts
; t = 1; : : : ; d eine
Basis der Darstellung D

.
Die Funktion  wird dann auch erzeugende Funktion der symmetrie{adaptierten
Funktionen genannt.
W

ahlt man eine Kugel

achenfunktion als erzeugende Funktion, so ergibt sich aus
den Gleichungen (B.10) und (B.3):
W

ts
Y
l;m
=
d
g
X
R2G
D

(R)

t;s
l
X
n= l
C
n;m
e
 in
d
l
()
n;m
e
 im
Y
l;n
(B.11)
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Abbildung B.7: Die siebte SASH geh

ort wie die sechste SASH zu L = 12.
Auf diese Weise wurden alle die in der vorliegenden Arbeit ben

otigten symmetrie{
adaptierten Kugel

achenfunktionen berechnet. Die dazu erforderlichen Darstellungs-
matrizen D

f

ur jedes Gruppenelement wurden mit Hilfe eines Mathematica{Pro-
gramms in Anlehnung an [66] erzeugt.
Die Anwendbarkeit der Methode ist durch die Rundungsfehler bei der Rekursions-
formel (B.7) begrenzt. Bis zu l = 48 war eine Berechnung der symmetrie{adaptierten
Kugel

achenfunktionen der irreduzibelen Darstellung A
1g
m

oglich. Die ersten sind
in den Abbildungen (B.1) bis (B.7) dargestellt. Da die Funktionen auch negative
Werte annehmen k

onnen, war es erforderlich den Betrag darzustellen. Die negativen
Anteile wurden heller eingef

arbt als die positiven.
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