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Symplectic Q-Functions
Soichi Okada
∗†
Abstract
Symplectic Q-functions are a symplectic analogue of Schur Q-functions and defined as
the t = −1 specialization of Hall–Littlewood functions associated with the root system of
type C. In this paper we prove that symplectic Q-functions share many of the properties
of Schur Q-functions, such as a tableau description and a Pieri-type rule. And we present
some positivity conjectures, including the positivity conjecture of structure constants
for symplectic P -functions. We conclude by giving a tableau description of factorial
symplectic Q-functions.
Mathematics Subject Classification (MSC2010): 05E05 (primary), 05A15, 05E15 (sec-
ondary)
Keywords: Schur Q-functions, Hall–Littlewood functions, shifted tableaux, Pieri rule,
positivity, type C.
1 Introduction
The aim of this paper is to establish (and conjecture) properties of symplectic P -/Q-functions,
which are a symplectic analogue of Schur P -/Q-functions defined in terms of Hall–Littlewood
functions. It turns out that symplectic P -/Q-functions share many of the nice properties of
Schur P -/Q-functions.
Schur Q-functions, introduced by Schur [19], are an important family of symmetric func-
tions as well as Schur (S-)functions are. Schur functions and Schur Q-functions appear in
similar situations with various applications, and enjoy similar properties. For example, Schur
functions describe the characters of irreducible linear representations of symmetric groups,
and Schur Q-functions play the same role for projective representations. From the combinato-
rial point of view, both of them are expressed as multivariate generating functions of certain
tableaux. And one of the remarkable feature is that they have positive structure constants.
Schur functions and Schur Q-functions are obtained from Hall–Littlewood functions by
specializing the parameter t to 0 and −1 respectively. Macdonald [11, §10] introduced a
generalization of Hall–Littlewood functions to any root system. In this paper, we study the
t = −1 specialization of Macdonald’s Hall–Littlewood functions associated with the root
system of type C, which we call symplectic P -/Q-functions.
Let us explain our results in more detail. A partition of length l is a weakly decreasing
sequence λ = (λ1, . . . , λl) of positive integers. We write l = l(λ) and |λ| =
∑l
i=1 λi.
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Let Φ be the root system of type Cn with positive system given by
Φ+ = {εi ± εj : 1 ≤ i < j ≤ n} ∪ {2εi : 1 ≤ i ≤ n},
where (ε1, . . . , εn) is the standard orthonormal basis of R
n. We denote by Wn the Weyl
group of Φ, which is the semi-direct product Sn ⋉ (Z/2Z)
n of the symmetric group Sn and
an elementary abelian 2-group (Z/2Z)n. Then Wn acts on the Laurent polynomial ring in
x = (x1, . . . , xn) by permuting and inverting the variables. We define the symplectic Hall–
Littlewood function PCλ (x : t) corresponding to a partition λ of length l ≤ n by putting
PCλ (x; t) =
1
v
(n)
λ (t)
∑
w∈Wn
w
 n∏
i=1
xλii
n∏
i=1
1− tx−2i
1− x−2i
∏
1≤i<j≤n
1− tx−1i xj
1− x−1i xj
1− tx−1i x
−1
j
1− x−1i x
−1
j
 , (1.1)
where λ is identified with a sequence (λ1, . . . , λn) = (λ1, . . . , λl, 0, . . . , 0) of length n, and the
normalizing constant v
(n)
λ (t) is given explicitly by
v
(n)
λ (t) =
m0∏
j=1
1− t2j
1− t
·
∏
k≥1
mk∏
j=1
1− tj
1− t
(1.2)
with mk = #{i : 1 ≤ i ≤ n, mi = k} (k ≥ 0). It can be shown that P
C
λ (x; t) is a Wn-invariant
Laurent polynomial with coefficients in Z[t].
The symplectic Schur function, denoted by SCλ (x), corresponding to a partition λ of length
l ≤ n is defined by specializing t = 0 in the symplectic Hall–Littlewood function:
SCλ (x) = P
C
λ (x; 0). (1.3)
Then it follows from Weyl’s character formula that SCλ (x) is the character of the irreducible
highest weight representation of the symplectic group Sp2n(C) with highest weight λ1ε1+· · ·+
λnεn. King [5] introduced the notion of symplectic tableaux with entries 1, 1, . . . , n, n, whose
weighted generating functions are the symplectic Schur functions. Since the product of two
symplectic Schur functions corresponds to the tensor product of associated representations,
we see that the product is positively expanded as a linear combination of symplectic Schur
functions.
Now we define symplectic P -/Q-functions. A partition λ of length l is called strict if
λ1 > · · · > λl. Given a strict partition of length l ≤ n, we define the corresponding symplectic
P -function PCλ (x) and symplectic Q-function Q
C
λ (x) by putting
PCλ (x) = P
C
λ (x;−1), Q
C
λ (x) = 2
l(λ)PCλ (x;−1) (1.4)
respectively. Then we can use the theory of generalized P -/Q-functions developed in [16] to
derive several formulas for symplectic P -/Q-functions.
One of our main results is a proof of King–Hamel’s conjecture [7] on a tableau description
of symplectic Q-functions. The shifted diagram S(λ) of a strict partition λ is defined by
S(λ) = {(i, j) ∈ Z2 : 1 ≤ i ≤ l(λ), i ≤ j ≤ λi + i− 1}
and represented by replacing lattice points with unit cells. A shifted tableau of shape λ is a
filling of the cells of S(λ).
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Theorem 1.1. (the non-skew case of Theorem 4.2, conjectured in [7, Conjecture 3.1]) For a
sequence x = (x1, . . . , xn) of indeterminates and a strict partitions λ of length ≤ n, we have
QCλ (x) =
∑
T∈QTabCn (λ)
x
T ,
where the sum is taken over all symplectic primed shifted tableaux of shape λ with entries
1′, 1, 1
′
, 1, . . . , n′, n, n′, n, and entries i′ and i (resp. i
′
and i) in T contribute with xi (resp.
x−1i ). See Definition 4.1 for a precise definition.
More generally, we obtain the skew version (Theorem 4.2) and the factorial extension
(Theorem 7.10) of this theorem.
For three strict partitions λ, µ and ν of length ≤ n, let f˜λµ,ν be the structure constant
determined by the formula
PCµ (x) · P
C
ν (x) =
∑
λ
f˜λµ,νP
C
λ (x), (1.5)
Another main result of this paper is the Pieri-type rule for symplectic P -functions, which
gives an explicit formula for the structure constants f˜λµ,(r) in the case where ν = (r) is a
one-row partition.
Theorem 1.2. (Theorem 5.1) For two strict partitions λ, µ and a positive integer r, we have
f˜λµ,(r) =
{∑
κ 2
a(µ,κ)+a(λ,κ)−χ[l(µ)>l(κ)]−1 if l(λ) = l(µ) or l(µ) + 1,
0 otherwise,
where κ runs over all strict partitions satisfying µ1 ≥ κ1 ≥ µ2 ≥ κ2 ≥ . . . , λ1 ≥ κ1 ≥
λ2 ≥ κ2 ≥ . . . , and (|µ| − |κ|) + (|λ − |κ|) = r. And a(µ, κ) (resp. a(λ, κ)) is the number
of connected components of the skew shifted diagram S(µ) \ S(κ) (resp. S(λ) \ S(κ)), and
χ[l(µ) > l(κ)] = 1 if l(µ) > l(κ) and 0 otherwise.
Based on this result and computer experiments, we propose the following conjecture.
Conjecture 1.3. (Conjecture 6.1) The structure constants f˜λµ,ν defined by (1.5) are nonneg-
ative integers.
Moreover we give several positivity conjectures on various expansion coefficients involving
symplectic P -/Q-functions (Conjectures 6.3, 6.5, 6.6 and 6.9).
Here we mention orthogonal P -/Q-functions, which are defined as the t = −1 specializa-
tion of Hall–Littlewood functions associated with the root system of types B and D. By [16,
Theorem 7.2], we can express them as generalized P -functions associated to certain polyno-
mial sequences, so we obtain the Nimmo-type formula like (2.9) and the Schur-type Pfaffian
formula like (2.11). However orthogonal P -/Q-functions do not behave as nicely as symplectic
P -/Q-functions. For example, some formulas take different forms depending the parity of the
rank of the root system, and some structure constants with respect to the odd orthogonal
P -functions are negative.
The remainder of this paper is organized as follows. In Section 2, we apply results on
generalized P -functions given in [16] to obtain several properties of symplectic P -/Q-functions.
In Section 3, we lift symplectic P -/Q-functions from Laurent polynomials in finitely many
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variables to symmetric functions in infinitely many variables, and introduce the notion of skew
symplectic Q-functions. Sections 4 and 5 are devoted to the proof of the tableau description
and the Pieri-type rule respectively. In Section 6, we present some positivity conjectures on
various expansion coefficients involving symplectic P -functions. In Section 7, we introduce a
factorial analogue of symplectic Q-functions as the t = −1 specialization of Hall–Littlewood-
type function and give a tableau description for them.
2 Basic properties of symplectic P -/Q-functions
In this section, we collect several properties of symplectic P -/Q-functions, which will be used
in our discussion below. These properties follow from results on generalized P -functions
proved in [16].
Recall the definition of generalized P -functions associated with a polynomial sequence
([16, Definition 1.2]). Let F = {fd(u)}
∞
d=0 be a sequence of polynomials in one variable u
such that f0(u) = 1 and det fd(u) = d for d ≥ 0. Given a sequence x = (x1, . . . , xn) of
n indeterminates and a strict partition λ of length l, we define the generalized P -function
PFλ (x) associated with F by
PFλ (x) =

1
∆(x)
Pf
(
A(x) V Fλ (x)
−tV Fλ (x) O
)
if n+ l is even,
1
∆(x)
Pf
(
A(x) V Fλ0(x)
−tV Fλ0(x) O
)
if n+ l is odd,
(2.1)
where λ = (λ1, . . . , λl), λ
0 = (λ1, . . . , λl, 0), and
A(x) =
(
xj − xi
xj + xi
)
1≤i,j≤n
, ∆(x) =
∏
1≤i<j≤n
xj − xi
xj + xi
, V Fα (x) =
(
fαj (xi)
)
1≤i≤n, 1≤j≤r
.
(2.2)
By the Nimmo formula [13, (A13)], we see that, if the polynomial sequence F is given by
fd(u) = u
d (resp. 2ud) for d ≥ 1, then the associated generalized P -functions are the classical
Schur P -functions (resp. Q-functions).
The symplectic P -/Q-functions given by (1.4) are written as generalized P -functions up
to a simple transformation of variables. For a nonnegative integer d, we define Laurent
polynomials f˜d(x), g˜d(x) and polynomial fd(u), gd(u) by
f˜d(x) = fd(x+ x
−1) =
1 if d = 0,(xd − x−d)x+ x−1
x− x−1
if d ≥ 1,
(2.3)
g˜d(x) = gd(x+ x
−1) =
1 if d = 0,2(xd − x−d)x+ x−1
x− x−1
if d ≥ 1.
(2.4)
Then we have
Proposition 2.1. ([16, Theorem 7.2]) Let F = {fd(u)}
∞
d=0 and G = {gd(u)}
∞
d=0 be the
polynomial sequences defined by (2.3) and (2.4) respectively. For a sequence x = (x1, . . . , xn)
of variables and a strict partition λ of length ≤ n, we have
PCλ (x) = P
F
λ (x+ x
−1), QCλ (x) = P
G
λ (x+ x
−1), (2.5)
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where x+ x−1 = (x1 + x
−1
1 , . . . , xn + x
−1
n ).
In particular, if x = (x) is a single variable, then we have
PC(r)(x) = f˜r(x), Q
C
(r)(x) = g˜r(x). (2.6)
By combining Proposition 2.1 with the definition (2.1) of generalized P -functions, we obtain
the following Nimmo-type expression of symplectic P -/Q-functions.
Proposition 2.2. Let x = (x1, . . . , xn) and put
A˜(x) =
(
(xj + x
−1
j )− (xi + x
−1
i )
(xj + x
−1
j ) + (xi + x
−1
i )
)
1≤i,j≤n
, ∆˜(x) =
∏
1≤i<j≤n
(xj + x
−1
j )− (xi + x
−1
i )
(xj + x
−1
j ) + (xi + x
−1
i )
,
(2.7)
and
V˜(α1,...,αr)(x) =
(
f˜αj (xi)
)
1≤i≤n, 1≤j≤r
, W˜(α1,...,αr)(x) =
(
g˜αj (xi)
)
1≤i≤n, 1≤j≤r
.
Then, for a strict partition λ of length l ≤ n, we have
PCλ (x) =

1
∆˜(x)
Pf
(
A˜(x) V˜λ(x)
−tV˜λ(x) O
)
if n+ l is even,
1
∆˜(x)
Pf
(
A˜(x) V˜λ0(x)
−tV˜λ0(x) O
)
if n+ l is odd,
(2.8)
QCλ (x) =

1
∆˜(x)
Pf
(
A˜(x) W˜λ(x)
−t˜Wλ(x) O
)
if n+ l is even,
1
∆˜(x)
Pf
(
A˜(x) W˜λ0(x)
−t˜Wλ0(x) O
)
if n+ l is odd,
(2.9)
where λ0 = (λ1, . . . , λl, 0).
In what follows, we adopt (2.8) and (2.9) as the definitions of PCλ (x) and Q
C
λ (x) for a
general strict partition λ respectively.
Recall the following relation between Pfaffians and determinants (see e.g. [15, Corol-
lary 2.4 (1)]):
Pf
(
Z W
−tW O
)
=
{
(−1)n(n−1)/2 detW if n = m,
0 if n < m,
(2.10)
where Z is an n×n skew-symmetric matrix andW is an n×m matrix. By using this relation
(2.10), we obtain
Lemma 2.3. Let x = (x1, . . . , xn). Under the definition (2.8) and (2.9), we have P
C
λ (x) =
QCλ (x) = 0 for a strict partition λ with l(λ) > n.
By [16, Theorem 2.6] we obtain the following Schur-type Pfaffian expression of QCλ (x).
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Proposition 2.4. For an arbitrary strict partition λ, we have
QCλ (x) = Pf
(
QC(λi,λj)(x)
)
1≤i,j≤m
, (2.11)
where m = l(λ) or l(λ) + 1 according whether l(λ) is even or odd, and we use the convention
QC(s,r)(x) = −Q
C
(r,s)(x), Q
C
(r,0)(x) = −Q
C
(0,r)(x) = Q
C
(r)(x), Q
C
(0,0)(x) = 0 (2.12)
for positive integers r and s.
The entries of the Pfaffian of (2.11) are obtained from the following generating functions.
Proposition 2.5. ([16, Proposition 7.6]) If we put
Π˜z(x) =
n∏
i=1
(1− xiz)(1− x
−1
i z)
(1 + xiz)(1 + x
−1
i z)
,
then we have ∑
r≥0
QC(r)(x)z
r = Π˜z(x), (2.13)
∑
r,s≥0
QC(r,s)(x)z
rws =
(z − w)(1 − zw)
(z + w)(1 + zw)
(
Π˜z(x)Π˜w(x)− 1
)
, (2.14)
where QC(0)(x) = 1 and we use the convention (2.12).
We can use these generating functions to derive a formula for symplectic Q-functions for
length 2 partitions in terms of those for length 1 partitions.
Corollary 2.6. For a strict partition (r, s) of length 2, we have
QC(r,s)(x) = Q
C
(r)(x)Q
C
(s)(x)
+ 2
s∑
k=1
(−1)k
(
QC(r+k)(x) + 2
k−1∑
i=1
QC(r+k−2i)(x) +Q
C
(r−k)(x)
)
QC(s−k)(x). (2.15)
Proof. In the proof we simply write Qλ for Q
C
λ (x) and Q
′
(r,s) for the right hand side of (2.15).
We prove Q(r,s) = Q
′
(r,s) by induction on s. It follows from (2.13) and (2.14) that
(z + w)(1 + zw)
∑
r,s≥0
Q(r,s)z
rws = (z −w)(1 − zw)
∑
r≥0
Q(r)z
r ·
∑
s≥0
Q(s)w
s − 1
 . (2.16)
Suppose that r ≥ 2. By equating the coefficients of zr+1w in (2.16), we have
Q(r,1) +Q(r+1,0) +Q(r−1,0) = Q(r)Q(1) −Q(r+1) −Q(r−1),
which implies Q(r,1) = Q(r)Q(1) − 2Q(r+1) − 2Q(r−1) = Q
′
(r,1).
Suppose that r > s ≥ 2. By equating the coefficients of zr+1ws in (2.16), we have
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Q(r,s) +Q(r+1,s−1) +Q(r−1,s−1) +Q(r,s−2)
= Q(r)Q(s) −Q(r+1)Q(s−1) −Q(r−1)Q(s−1) +Q(r)Q(s−2). (2.17)
By the definition of Q′(u,v), we have
Q′(u,v) +Q
′
(u−1,v−1) = Q(u)Q(v) + 2
v∑
i=1
(−1)iQ(u+i)Q(v−i)
−Q(u−1)Q(v−1) − 2
v−1∑
i=1
(−1)iQ(u−1+i)Q(v−1−i).
Hence, by taking (u, v) = (r, s) and (r + 1, s − 1), we see that
Q′(r,s) +Q
′
(r+1,s−1) +Q
′
(r−1,s−1) +Q
′
(r,s−2)
= Q(r)Q(s) −Q(r+1)Q(s−1) −Q(r−1)Q(s−1) +Q(r)Q(s−2). (2.18)
Since Q(r+1,s−1) = Q
′
(r+1,s−1), Q(r−1,s−1) = Q
′
(r−1,s−1) and Q(r,s−2) = Q
′
(r,s−2) by the induc-
tion hypothesis, we can conclude Q(r,s) = Q
′
(r,s) by comparing (2.17) with (2.18).
Let Λ˜(n) = Q[x±11 , . . . , x
±1
n ]
Wn be the ring ofWn-invariant Laurent polynomials in x1, . . . , xn.
Let Γ˜(n) be the subring of Λ˜(n) defined by
Γ˜(n) = {g ∈ Λ˜(n) : g(t,−t, x3, . . . , xn) is independent of t}.
Proposition 2.7. We denote by SPar(n) the set of all strict partitions of length ≤ n. The
symplectic P -functions {PCλ (x) : λ ∈ SPar
(n)} form a basis of Γ˜(n), and so does the symplectic
Q-functions {QCλ (x) : λ ∈ SPar
(n)}.
Proof. Let Γ(n) be the subring of Λ(n) = Q[z1, . . . , zn]
Sn , the ring of symmetric polynomials,
consisting of f ∈ Λ(n) such that f(u,−u, z3, . . . , zn) is independent of u. Let F = {fd(u)}d≥0
be the polynomial sequence given by (2.3). Then, by [16, Corollary 5.2], the generalized
P -functions {PFλ (z) : λ ∈ SPar
(n)} form a basis of Γ(n).
Let φ : Q[z1, . . . , zn] → Q[x
±1
1 , . . . , x
±1
n ] be the ring homomorphism given by φ(zi) =
xi + x
−1
i (1 ≤ i ≤ n). Since Λ˜
(n) = Q[x1 + x
−1
1 , . . . , xn + x
−1
n ]
Sn , the homomorphism
φ induces an isomorphism Λ(n) → Λ˜(n). Given a (Laurent) polynomial h(x1, . . . , xn), we
see that h(t,−t, x3, . . . , xn) is independent of t if and only if (∂h/∂x1)(t,−t, x3, . . . , xn) =
(∂h/∂x2)(t,−t, x3, . . . , xn). By using this observation, we can check that f ∈ Γ
(n) if and only
if φ(f) ∈ Γ˜(n).
Hence the proposition follows from φ(PFλ (z)) = P
C
λ (x) (Proposition 2.1).
We conclude this section with a relation between symplectic P -functions and symplectic
Schur functions. For a partition µ of length ≤ n, the definition (1.3) of the symplectic Schur
function SCµ (x) can be rewritten in the bialternant form
SCµ (x) =
det
(
x
µj+n−j+1
i − x
−(µj+n−j+1)
i
)
1≤i,j≤n
det
(
xn−j+1i − x
−(n−j+1)
i
)
1≤i,j≤n
. (2.19)
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Note that the denominator factors as
det
(
xn−j+1i − x
−(n−j+1)
i
)
1≤i,j≤n
=
n∏
i=1
(xi − x
−1
i )
∏
1≤i<j≤n
(
(xi + x
−1
i )− (xj + x
−1
j )
)
. (2.20)
Let δn = (n, n − 1, . . . , 2, 1) be the staircase strict partition of length n.
Proposition 2.8. For a partition µ of length ≤ n, the symplectic P -function corresponding
to a strict partition µ + δn = (µ1 + n, . . . , µn + 1) can be expressed as the product of two
symplectic Schur functions:
PCµ+δn(x) = S
C
δn(x) · S
C
µ (x). (2.21)
Proof. By applying the formula (2.10) to the Pfaffian in the Nimmo-type formula (2.8), we
have
PCµ+δn(x) =
1
∆˜(x)
· (−1)(
n
2) det
((
x
µj+n−j+1
i − x
−(µj+n−j+1)
i
)xi + x−1i
xi − x
−1
i
)
1≤i,j≤n
=
∏n
i=1(xi + x
−1
i )
∏
1≤i<j≤n
(
(xi + x
−1
i ) + (xj + x
−1
j )
)∏n
i=1(xi − x
−1
i )
∏
1≤i<j≤n
(
(xi − x
−1
i )− (xj + x
−1
j )
)
× det
(
x
µj+n−j+1
i − x
−(µj+n−j+1)
i
)
1≤i,j≤n
Since SCδn(x) =
∏n
i=1(xi + x
−1
i )
∏
1≤i<j≤n
(
(xi + x
−1
i ) + (xj + x
−1
j )
)
by (2.19) and (2.20), we
can obtain the desired identity (2.21).
3 Universal symplectic P -functions
In the first half of this section, we define a family of symmetric functions, called universal
symplectic P -/Q-functions, in infinitely many variables, which are a lift of symplectic P -/Q-
functions in finitely many variables. And in the second half we introduce a skew version of
universal symplectic Q-functions.
3.1 Universal symplectic P -functions
We begin with introducing Schur Q-functions as symmetric functions. We refer the reader
to [10, III.8] for an exposition of Schur Q-functions. Let Λ = Λ(X) be the ring of sym-
metric functions in a countably infinite number of variables X = {x1, x2, . . . } with rational
coefficients. Let qr (r ≥ 0) be the symmetric functions defined by∑
r≥0
qr(X)z
r =
∏
i≥1
1 + xiz
1− xiz
. (3.1)
We denote by Γ be the subring of Λ generated by qr (r ≥ 1), and by Γd the subspace of Γ
consisting of homogeneous elements of degree d.
We define Schur Q-functions Qλ as symmetric functions inductively on the length of λ,
as Schur [19, Abschnitt IX] did. For the empty partition ∅, we define Q∅ = 1, and for strict
partitions of length 1 and 2, we define
Q(r) = qr (r > 0), (3.2)
Q(r,s) = qrqs + 2
s∑
k=1
(−1)kqr+kqs−k (r > s > 0). (3.3)
Then the Schur Q-function Qλ corresponding to an arbitrary strict partition λ is defined by
Qλ = Pf
(
Q(λi,λj)
)
1≤i,j≤m
(3.4)
where m = l(λ) or l(λ) + 1 according whether l(λ) is even or odd, and we use the convention
Q(s,r) = −Q(r,s), Q(r,0) = −Q(0,r) = Q(r), and Q(0,0) = 0 for positive integers r and s. And
Schur P -functions Pλ are given by
Pλ = 2
−l(λ)Qλ. (3.5)
If we set xn+1 = xn+2 = · · · = 0 in Pλ and Qλ, then we obtain the t = −1 specialization of
Hall–Littlewood polynomials in (x1, . . . , xn).
Proposition 3.1. (see [10, III (8.9)]) Let SPard be the set of all strict partitions of d. Then
both {Pλ : λ ∈ SPard} and {Qλ : λ ∈ SPard} are bases of Γd.
In a similar way, we introduce another family of symmetric functions, which we call
universal symplectic P -/Q-functions. The universal symplectic Q-functions QCλ are defined
by induction on the length l(λ). We put QC∅ = 1, and
QC(r) = qr (r > 0), (3.6)
QC(r,s) = qrqs + 2
s∑
k=1
(−1)k
(
qr+k + 2
k−1∑
i=1
qr+k−2i + qr−k
)
qs−k (r > s > 0). (3.7)
Then, for any strict partition λ, we define
QCλ = Pf
(
QC(λi,λj)
)
1≤i,j≤m
(3.8)
where m = l(λ) or l(λ) + 1 according whether l(λ) is even or odd, and
QC(r,s) = −Q
C
(s,r), Q
C
(r,0) = −Q(0,r) = qr, Q
C
(0,0) = 0 (3.9)
for positive integers r and s. The universal symplectic P -functions PCλ are given by
PCλ = 2
−l(λ)QCλ . (3.10)
Universal symplectic P -/Q-functions are a lift of symplectic P -/Q-functions to the symmetric
functions in the following sense.
Proposition 3.2. Let pin : Λ→ Λ˜
(n) = Q[x±11 , . . . , x
±1
n ]
Wn be the ring homomorphism given
by
pin(xi) =

xi if 1 ≤ i ≤ n,
x−1i−n if n+ 1 ≤ i ≤ 2n,
0 if i ≥ 2n+ 1.
(3.11)
For each strict partition λ, the symmetric functions PCλ and Q
C
λ ∈ Λ are the unique ones
satisfying
pin(P
C
λ ) = P
C
λ (x1, . . . , xn), pin(Q
C
λ ) = Q
C
λ (x1, . . . , xn). (3.12)
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Note that PCλ (x1, . . . , xn) = Q
C
λ (x1, . . . , xn) = 0 if l(λ) > n (Lemma 2.3).
Proof. We have pin(Q
C
(r)) = Q
C
(r)(x1, . . . , xn) by (3.1) and (2.13). Then, by (3.7) and (2.15),
we obtain pin(Q
C
(r,s)) = Q
C
(r,s)(x1, . . . , xn). Hence we can derive (3.12) by comparing (2.11)
and (3.8). The uniqueness follows from Part (1) of the lemma below.
Lemma 3.3. (1) If f ∈ Λ satisfies pin(f) = 0 for any large enough n, then we have f = 0.
(2) If f ∈ Λ ⊗ Λ satisfies (pin ⊗ pim)(f) = 0 for any large enough n and m, then we have
f = 0.
Proof. (1) Since Λ = Q[er : r ≥ 1], there exists a positive integer n such that f ∈ Q[e1, . . . , en]
and pin(f) = 0.. Since Λ˜
(n) = Q[x±11 , . . . , x
±1
n ]
Wn is a polynomial ring on algebraically inde-
pendent generators pin(e1), . . . , pin(en), we see that the restriction of pin to Q[e1, . . . , en] gives
an isomorphism between Q[e1, . . . , en] and Q[x
±1
1 , . . . , x
±1
n ]
W . Hence we can conclude f = 0.
(2) is proved similarly to (1).
By comparing the definitions of Schur Q-functions and universal symplectic Q-functions,
we can show the following proposition.
Proposition 3.4. (1) For a strict partition λ, the universal symplectic P -/Q-functions are
expressed as linear combinations of Schur P -/Q-functions in the form
PCλ = Pλ +
∑
µ
b′′λ,µPµ, Q
C
λ = Qλ +
∑
µ
b′λ,µQµ (3.13)
respectively, where µ runs over all strict partitions such that |µ| < |λ| and |λ| − |µ| is
even.
(2) Both {PCλ : λ ∈ SPar} and {Q
C
λ : λ ∈ SPar} are bases of Γ, where SPar is the set of all
strict partitions.
Proof. (1) Comparing (3.3) with (3.7), we have QCr,s − Qr,s ∈
⊕
i≥1 Γr+s−2i. Hence, by
expanding the Pfaffians in (3.4) and (3.8), we see that QCλ − Qλ ∈
⊕
i≥1 Γ|λ|−2i. Then by
using Proposition 3.1, we can express QCλ as a linear combination of Schur Q-functions in the
form (3.13).
(2) The claim follows from Proposition 3.1 and (3.13).
3.2 Universal skew symplectic P -functions
Now we introduce a skew version of universal symplectic Q-functions. For sequences of non-
negative integers α = (α1, . . . , αr) and β = (β1, . . . , βs), we put
K˜α =
(
QC(αi,αj)
)
1≤i,j≤r
, M˜α/β =
(
QC(αi−βs+1−j)
)
1≤i≤r,1≤j≤s
,
where QC(0) = 1 and Q
C
(k) = 0 for k < 0. Given two strict partition λ and µ, we define
QCλ/µ =

Pf
(
S˜λ M˜λ/µ
−tM˜λ/µ O
)
if l(λ) + l(µ) is even,
Pf
(
S˜λ M˜λ/µ0
−tM˜λ/µ0 O
)
if l(λ) + l(µ) is odd.
(3.14)
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This definition is similar to the Pragacz–Jo´zefiak–Nimmo formula for skew Q-functions (see
[17, Theorem 1] and [13, (2.22)]). And we define
PCλ/µ = 2
−l(λ)+l(µ)QCλ/µ. (3.15)
We call QCλ/µ and P
C
λ/µ the universal skew symplectic Q-function and P -function respectively.
For a finite number of variables x = (x1, . . . , xn), we put
QCλ/µ(x) = pin(Q
C
λ/µ), P
C
λ/µ(x) = pin(P
C
λ/µ).
Comparing (3.8) with (3.14), we obtain QCλ/∅ = Q
C
λ . Since Q
C
(k) = 0 for k < 0, we can use the
same arguments as in the proof of [16, Propositions 4.4] to prove the following proposition.
Proposition 3.5. For two strict partitions λ and µ, we have QCλ/µ = 0 unless λ ⊃ µ, i.e.,
S(λ) ⊃ S(µ).
The following proposition justifies the name “skew” symplectic Q-functions.
Proposition 3.6. Let X and Y be two disjoint sets of infinitely many variables. For strict
partitions λ and ν, we have
QCλ (X ∪ Y ) =
∑
µ
QCλ/µ(X)Q
C
µ (Y ), (3.16)
QCλ/ν(X ∪ Y ) =
∑
µ
QCλ/µ(X)Q
C
µ/ν(Y ), (3.17)
where µ runs over all strict partitions.
For the proof of this proposition, we need the following relations, which correspond the
cases where l(λ) = 1 and 2 of (3.16).
Lemma 3.7. For nonnegative integers r and s, we have
QC(r)(X ∪ Y ) =
∑
k≥0
QC(k)(X)Q
C
(r−k)(Y ), (3.18)
QC(r,s)(X ∪ Y ) = Q
C
(r,s)(X) +
∑
k,l≥0
QC(r−k)(X)Q
C
(s−l)(Y )Q
C
(k,l)(Y ). (3.19)
Proof. Since QC(r) = qr by the definition (3.6), Equation (3.18) follows from (3.1). By
Lemma 3.3 (2), it is enough to prove (3.19) for finitely many variables. Let x = (x1, . . . , xn)
and y = (y1, . . . , ym), and consider the generating function. By using Proposition 2.5, we
have
∑
r,s≥0
QC(r,s)(x) + ∑
k,l≥0
QC(r−k)(x)Q
C
(s−l)(x)Q
C
(k,l)(y)
 zrws
=
∑
r,s≥0
QC(r,s)(x)z
rws +
∑
a≥0
QC(a)(x)z
a
∑
b≥0
QC(b)(x)z
b
∑
k,l≥0
QC(k,l)(y)z
kwl

11
=
(z −w)(1 − zw)
(z +w)(1 + zw)
(
Π˜z(x)Π˜w(x)− 1
)
+ Π˜z(x)Π˜w(x) ·
(z − w)(1 − zw)
(z + w)(1 + zw)
(
Π˜z(y)Π˜w(y)− 1
)
=
(z −w)(1 − zw)
(z +w)(1 + zw)
(
Π˜z(x,y)Π˜w(x,y)− 1
)
=
∑
r,s≥0
QC(r,s)(x,y)z
rws.
Hence we obtain (3.19).
Proof of Proposition 3.6. First we derive (3.17) from (3.16). If Z is another set of infinitely
many variables, then by using (3.16) we have∑
ν
QCλ/ν(X ∪ Y )Q
C
ν (Z) = Q
C
λ (X ∪ Y ∪ Z) =
∑
µ
QCλ/µ(X)Q
C
µ (Y ∪ Z)
=
∑
µ,ν
QCλ/µ(X)Q
C
µ/ν(Y )Q
C
ν (Z).
By equating the coefficients of QCν (Z), we obtain (3.17).
Now we prove (3.16). We use the following Pfaffian version of Ishikawa–Wakayama’s
minor-summation formula ([15, Theorem 3.4]). Let r be an even integer and [r] = {1, . . . , r},
N the set of nonnegative integers. Let A be an r × r skew-symmetric matrix with rows and
columns indexed by [r], B a skew-symmetric matrix with rows and columns indexed by N,
and S an r-rowed matrix with rows indexed by [r] and columns indexed by N, Then we have∑
I
Pf B(I) Pf
(
A S([r]; I)
−tS([r]; I) O
)
= Pf
(
A− SBtS
)
, (3.20)
where I runs over all even-element subsets of N. Here B(I) stands for the skew-symmetric
submatrix of B obtained by taking rows/columns with indices in I, and S([r]; I) for the
submatrix of S consisting for columns with indices in I.
First we consider the case l = l(λ) is even. In this case, we apply the above formula (3.20)
to the matrices
A =
(
QC(λi,λj)(X)
)
1≤i,j≤l
, B =
(
−QC(i,j)(Y )
)
i,j≥0
, S =
(
QC(λi−j)(X)
)
1≤i≤l,j≥0
.
Strict partitions µ are in bijection with even-element subsets I = {µ1, . . . , µm} with m = l(µ)
or l(µ) + 1. If I corresponds to µ, then by (3.8) and (3.14) we have
Pf B(I) = Pf
(
−QC(µm+1−i,µm+1−j)(Y )
)
1≤i,j≤m
= Pf
(
QC(µi,µj)(Y )
)
1≤i,j≤m
= QCµ (Y ),
Pf
(
A S([r]; I)
−tS([r]; I) O
)
= QCλ/µ(X).
By using (3.19), we see that the (i, j)-entry of A− SBtS is equal to
QC(λi,λj)(X) +
∑
k,l
QC(λi−k)(X)Q
C
(λj−l)
(X)QC(k,l)(Y ) = Q
C
(λi,λj)
(X ∪ Y ),
hence we obtain Pf(A− SBtS) = QCλ (X ∪ Y ) by (3.8).
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Next we consider the case where l = l(λ) is odd. In this case, we apply the above formula
(3.20) to the matrices
A =
(
QC(λi,λj)(X)
)
1≤i,j≤l+1
, B =
(
−QC(i,j)(Y )
)
i,j≥0
, S =
(
QC(λi−j)(X)
)
1≤i≤l+1,j≥0
.
If an even-element subset I ⊂ N corresponds to a strict partition µ, then we have
Pf B(I) = QCµ (Y ), Pf
(
A S([r]; I)
−tS([r]; I) O
)
= QCλ/µ(X).
By using (3.19), we see that the (i, j)-entry (1 ≤ i < j ≤ l) of A − SBtS is equal to
QC(λi,λj)(X ∪ Y ). By using Q
C
(λl+1−j)
= δj,0, Q
C
(r,0) = Q
C
(r) (r > 0), Q
C
(0,0) = 0 and (3.18), we
see that the (i, l + 1) entry of A− SBtS is equal to
QC(λi,0)(X) +
∑
k≥1
QC(λi−k)(X)Q
C
(k,0)(Y ) = Q
C
(λi)
(X ∪ Y ) = QC(λi,0)(X ∪ Y ).
Hence we have Pf(A− tSBS) = QCλ (X ∪ Y ) by (3.8).
4 Tableau description
In this section, we give a proof of a tableau description of symplectic Q-functions, which was
originally conjectured by King–Hamel [7]. One of the keys to the proof is a determinant
formula for skew symplectic Q-functions (see Lemma 4.3 (3)).
Let λ and µ be strict partitions, and S(λ) and S(µ) the corresponding shifted diagrams
respectively. If S(λ) ⊃ S(µ), then we write λ ⊃ µ, and define the skew shifted diagram S(λ/µ)
as the set-theoretical difference S(λ/µ) = S(λ) \ S(µ).
Definition 4.1. (Hamel–King [4]) Let λ and µ be strict partitions such that λ ⊃ µ. A
symplectic primed shifted tableaux of shape λ/µ is a filling of the cells of S(λ/µ) with entries
from the totally ordered set
An = {1
′ < 1 < 1
′
< 1 < 2′ < 2 < 2
′
< 2 < · · · < n′ < n < n′ < n}
satisfying the following 5 conditions:
(T1) the entries in each row weakly increase from left to right;
(T2) the entries in each column weakly increase from top to bottom;
(T3) each row contains at most one k′ and at most one k
′
;
(T4) each column contains at most one k and at most one k;
(T5) the main diagonal contains at most one entry from {k′, k, k
′
, k}.
For a symplectic primed shifted tableaux T of shape λ/µ, we define its weight xT by putting
x
T =
n∏
k=1
x
m(k′)+m(k)−m(k
′
)−m(k)
i ,
where m(γ) is the multiplicity of γ in T . We denote by QTabCn (λ/µ) the set of all sym-
plectic primed shifted tableaux of shape λ/µ with entries from An. We write QTab
C
n (λ) for
QTabCn (λ/∅), where ∅ is the unique partition of 0.
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This definition is a symplectic analogue of primed shifted tableaux for Schur Q-functions
(see [10, (8.16’)]) and a Q-function analogue of symplectic tableaux for symplectic Schur
functions (see [5, Section 4]).
For example,
T =
1 1 2′ 2 3 3 3 5
2′ 2
′ 3′ 3
′ 4′ 4
3′ 3 3
′ 4′ 4
5
′ 5
is a symplectic primed shifted tableau of shape (8, 6, 5, 2) with weight xT = x21x
2
2x
2
4x
−1
5 .
The aim of this section is to prove the following theorem, which was conjectured by King
and Hamel [7, Conjecture 3.1].
Theorem 4.2. Let x = (x1, . . . , xn) be a sequence of n indeterminates. For strict partitions
λ and µ, we have
QCλ/µ(x) =
∑
T∈QTabCn (λ/µ)
x
T , (4.1)
PCλ/µ(x) =
∑
T∈PTabCn (λ/µ)
x
T , (4.2)
where PTabCn (λ/µ) is the subset of QTab
C
n (λ/µ) consisting of T ∈ QTab
C
n (λ/µ) with no
primed letter on the main diagonal.
In order to prove this theorem, we put
Qtabλ/µ(x) =
∑
T∈QTabCn (λ/µ)
x
T
for two strict partitions λ ⊃ µ, and show that the generating functions Qtabλ/µ(x) satisfy the
same relations as symplectic Q-functions QCλ/µ(x) = pin(Q
C
λ/µ).
Lemma 4.3. Let λ and µ be strict partitions such that λ ⊃ µ.
(1) We have
QCλ/ν(x1, . . . , xn) =
∑ n∏
i=1
QC
µ(i)/µ(i−1)
(xi),
where the sum is taken over all sequences µ = µ(0) ⊂ µ(1) ⊂ · · · ⊂ µ(n−1) ⊂ µ(n) = λ.
(2) For a single variable x1, we have Q
C
λ/µ(x1) = 0 unless l(λ)− l(µ) ≤ 1.
(3) If l(λ)− l(µ) ≤ 1, then we have
QCλ/µ(x1) = det
(
QC(λi−µj)(x1)
)
1≤i,j≤l(λ)
,
where QC(r)(x1) = 0 for r < 0.
Proof. (1) is obtained by iteratively applying (3.16). Since QC(r,s)(x1) = 0, (2) and (3) follows
from the definition (3.14) and (2.10).
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Figure 1: Graph G
Lemma 4.4. Let λ and µ be strict partitions such that λ ⊃ µ.
(1) We have
Qtabλ/ν(x1, . . . , xn) =
∑ n∏
i=1
Qtab
µ(i)/µ(i−1)
(xi),
where the sum is taken over all sequences µ = µ(0) ⊂ µ(1) ⊂ · · · ⊂ µ(n−1) ⊂ µ(n) = λ.
(2) For a single variable x1, we have Q
tab
λ/µ(x1) = 0 unless l(λ)− l(µ) ≤ 1.
(3) If l(λ)− l(µ) ≤ 1, then we have
Qtabλ/µ(x1) = det
(
Qtab(λi−µj)(x1)
)
1≤i,j≤l(λ)
,
where Qtab(r) (x) = 0 for r < 0.
Proof. (1) The claim is obtained by decomposing a primed shifted tableaux into subtableaux
consisting of i′, i, i
′
and i for i = 1, . . . , n,
(2) Condition (T5) in Definition 4.1 implies that, if l(λ) − l(µ) ≥ 2, then there are no
primed shifted tableaux of shape λ/µ with entries from {1′, 1, 1
′
, 1}.
(3) We appeal to the Lindstro¨m–Gessel–Viennot lemma together with a bijection between
symplectic primed shifted tableaux and non-intersecting lattice paths. Let G = (V,E) the
directed graph with vertex set
V = {Ai = (i, 0) : i ≥ 0} ∪ {Bi = (i, 1) : i ≥ 0} ∪ {Ci = (i, 2) : i ≥ 0},
and directed edge set
E = {(Ai, Bi), (Bi, Ci) : i ≥ 0} ∪ {(Ai, Bi+1), (Bi, Ci+1) : i ≥ 0}
∪ {(Bi, Bi+1), (Ci, Ci+1) : i ≥ 0}.
See Figure 1. For two vertices As, Cr ∈ V , a lattice path from As to Cr is a sequence
(S0, S1, . . . , Sm) of vertices of G such that S0 = As, Sm = Cr and (Sk, Sk+1) ∈ E for 0 ≤ k ≤
m−1. We denote by L(s; r) the set of all lattice paths from As to Cr. A family (P1, . . . , Pl) of
lattice paths in G is called non-intersecting if no two of them have a vertex in common. For
two strict partitions λ and µ such that l(λ) = l and l(µ) = l or l − 1, we denote by L0(µ;λ)
the set of all non-intersecting lattice paths (P1, . . . , Pl) with Pi ∈ L(µi;λi). Note that µl = 0
if l(µ) = l(λ)− 1.
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1 1
′ 1
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✲
✻
✲
✲
✲
✻
✲
✒
✒
✲
✻
C2 C5 C6
A0 A2 A3
Figure 2: Bijection
We consider a weight function wt : E → Z[x±11 ] given by
wt(Ai, Bi) = wt(Bi, Ci) = 1,
wt(Ai, Bi+1) = wt(Bi, Bi+1) = x1,
wt(Bi, Ci+1) = wt(Ci, Ci+1) = x
−1
1 .
Then we define the weight wt(P ) of a lattice path P to be the product of the weights of its
individual steps, and put wt(P1, . . . , Pl) =
∏l
i=1wt(Pi).
There exists a weight-preserving bijection from QTabC1 (λ/µ) to L0(µ;λ). If a tableau
T ∈ QTabC1 (λ/µ) corresponds to a family of lattice paths (P1, . . . , Pl), then the entries of
the ith row of T are obtained by reading the diagonal and horizontal edges of the ith lattice
path Pi from left to right, and assigning 1
′, 1, 1
′
and 1 to the edges (Ak, Bk+1), (Bk, Bk+1),
(Bk, Ck+1) and (Ck, Ck+1) respectively. See Figure 2 for an example of the correspondence in
the case λ = (6, 5, 2) and µ = (3, 2).
By using this bijection and the Lindstro¨m–Gessel–Viennot Lemma, we have
Qtabλ/µ(x1) =
∑
T∈QTabC1 (λ/µ)
x
m(1′)+m(1)−m(1
′
)−m(1)
1 =
∑
(P1,...,Pl)∈L0(µ;λ)
l∏
i=1
wt(Pi)
= det
 ∑
P∈L(µj ;λi)
wt(P )

1≤i,j≤l
= det
(
Qtab(λi−µj)(x1)
)
1≤i,j≤l
.
Now we are ready to complete the proof of Theorem 4.2.
Proof of Theorem 4.2. By Lemmas 4.3 and 4.4, it is enough to show QC(r)(x1) = Q
tab
(r) (x1).
Symplectic primed shifted tableaux T ∈ QTabC1 ((r)) of shape (r) are in bijection with
quadruples (a, b, c, d) = (m(1′),m(1),m(1
′
),m(1)) of nonnegative integers such that a, c ∈
{0, 1} and a+ b+ c+ d = r. Hence the generating function of Qtab(r) (x1) is given by∑
r≥0
Qtab(r) (x1)z
r =
1∑
a=0
∞∑
b=0
1∑
c=0
∞∑
d=0
xa+b−c−d1 z
a+b+c+d =
1 + x1z
1− x1z
1 + x−11 z
1− x−11 z
.
Comparing the generating function of QC(r)(x1) given by (2.13), we obtain Q
C
(r)(x1) = Q
tab
(r) (x1).
This completes the proof of (4.1).
Since each entry on the main diagonal of T ∈ QTabCn (λ/µ) may be either unprimed or
primed, we can obtain (4.2) from (4.1).
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We conclude this section with a flip symmetry of skew symplectic Q-functions. Let δr =
(r, r − 1, . . . , 2, 1) be the staircase partition of length r. For a strict partition λ ⊂ δr, let
λ∗ = (λ∗1, λ
∗
2, . . . ) be the strict partition such that {λ1, λ2, . . . , }⊔{λ
∗
1, λ
∗
2, . . . } = {1, 2, . . . , r},
call it the complement of λ in δr. For example, if λ = (5, 2) ⊂ δ5 = (5, 4, 3, 2, 1), then we have
λ∗ = (4, 3, 1).
Proposition 4.5. Let λ and µ be two strict partitions such that λ ⊃ µ. Let r be a positive
integer such that δr ⊃ λ ⊃ µ, and λ
∗ and µ∗ the complements of λ and µ in δr respectively.
Then we have
QCλ/µ = Q
C
µ∗/λ∗
in Λ.
Proof. By Lemma 3.3 (1), it is enough to show QCλ/µ(x) = Q
C
µ∗/λ∗(x) for x = (x1, . . . , xn).
Note that the skew shifted diagram S(µ∗/λ∗) is obtained from S(λ/µ) by flipping along
the anti-diagonal of S(δr). By replacing k
′, k, k
′
and k with l, l
′
, l and l′ respectively, where
l = n + 1 − k, for k = 1, 2, . . . , n, and then flipping the resulting tableau along the anti-
diagonal, we obtain a bijection Φ : QTabCn (λ/µ) → QTab
C
n (µ
∗/λ∗). For example, if n = 6,
λ = δ5 = (5, 4, 3, 2, 1) and µ = (5, 2), then we have
T =
2′ 2
1 2′ 3
′
4 4
5′
7−→ Φ(T ) =
2 3′ 4 5
′
3′ 5 5
6
′
.
Let φ be the ring automorphism of Q[x±11 , . . . , x
±1
n ] defined by φ(xi) = x
−1
n+1−i for 1 ≤ i ≤ n.
Then we have xΦ(T ) = φ(xT ) for T ∈ QTabCn (λ/µ). Since φ is the action of an element in
the Weyl group Wn and Q
C
λ/µ(x) is Wn-invariant, we have
QCλ/µ(x) =
∑
T∈QTabCn (λ/µ)
φ(xT ) =
∑
T∈QTabCn (λ/µ)
x
Φ(T ) =
∑
S∈QTabCn (µ
∗/λ∗)
x
S = QCµ∗/λ∗(x).
5 Pieri-type rule
This section is devoted to proving a Pieri-type rule, which describes the expansion of the
product of an arbitrary symplectic P -function with the symplectic P -function corresponding
to a one-row partition.
To state the Pieri-type rule for symplectic P -functions, we introduce some notation. For
two strict partitions λ and µ, we write λ ≻ µ if λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · . For such a pair of
strict partitions, let a(λ, µ) denote the number of connected components of the skew shifted
diagram S(λ/µ). Then it is not difficult to see that
a(λ, µ) = #{i : 1 ≤ i ≤ l − 1, λi > µi > λi+1}+
{
1 if λl > µl,
0 if λl = µl,
(5.1)
where l is the length of λ.
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Theorem 5.1. For strict partitions λ, µ and a positive integer r, we define the Pieri coefficient
f˜λµ,(r) by the relation
PCµ · P
C
(r) =
∑
λ
f˜λµ,(r)P
C
λ . (5.2)
Then we have
f˜λµ,(r) =
{∑
κ 2
a(µ,κ)+a(λ,κ)−χ[l(µ)>l(κ)]−1 if l(λ) = l(µ) or l(µ) + 1,
0 otherwise,
(5.3)
where κ runs over all strict partitions satisfying µ ≻ κ, λ ≻ κ and (|µ| − |κ|) + (|λ| − |κ|) = r,
and
χ[l(µ) > l(κ)] =
{
1 if l(µ) > l(κ),
0 otherwise.
This theorem is a symplectic analogue of Morris’ Pieri-type rule for Schur P -functions
([12, Theorem 1]) and a P -function analogue of Sundaram’s Pieri-type rule for symplectic
Schur functions ([22, Theorem 4.1]).
Before giving the proof of Theorem 5.1, we present a corollary and an example. If r = 1,
then we have the following multiplicity-free expansion.
Corollary 5.2. For a strict partition µ, we have
PCµ · P
C
(1) =
∑
λ
PCλ ,
where λ runs over all strict partitions satisfying one of the following conditions:
(i) S(λ) is obtained from S(µ) by adding one box;
(ii) S(λ) is obtained from S(µ) by removing one box, and l(λ) = l(µ).
Example 5.3. If µ = (4, 3, 1) and r = 2, then we have
PC(4,3,1) · P
C
(2) = P
C
(6,3,1) + P
C
(5,4,1) + 2P
C
(5,3,2) + 2P
C
(5,2,1) + 3P
C
(4,3,1) + P
C
(3,2,1).
If λ = (4, 3, 1), then the strict partitions κ satisfying µ ≻ κ, λ ≻ κ and (|λ|−|κ|)+(|µ|−|κ|) = 2
are κ = (4, 2, 1) and (4, 3). By definition, we have
a((4, 3, 1), (4, 2, 1)) = 1, a((4, 3, 1), (4, 3)) = 1,
χ[l(4, 3, 1) > l(4, 2, 1)] = 0, χ[l(4, 3, 1) > l(4, 3)] = 1,
hence we have
f˜
(4,3,1)
(4,3,1),(2) = 2
1+1−0−1 + 21+1−1−1 = 3.
Now we start the proof of Theorem 5.1. We take a positive integer n such that l(µ) ≤ n,
and apply pin to the both sides of (5.2). Then we have
PCµ (x)P
C
(r)(x) =
∑
λ
f˜λµ,(r)P
C
λ (x),
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where the sum is taken over all strict partitions λ of length ≤ n. By (2.13), we have
1 + 2
∑
r≥1
PC(r)(x)z
r = Π˜z(x) =
n∏
i=1
(1 + xiz)(1 + x
−1
i z)
(1− xiz)(1 − x
−1
i z)
.
So we consider the following generating function for the Pieri coefficients f˜λµ,(r):
uλµ(z) = δλ,µ + 2
∑
r≥1
f˜λµ,(r)z
r. (5.4)
Then we have
PCµ (x)Π˜z(x) =
∑
λ
uλµ(z)P
C
λ (x). (5.5)
The proof of Theorem 5.1 consists of two steps: firstly we express uλµ(z) as a determinant;
then we interpret uλµ(z) in terms of non-intersecting lattice paths.
The following lemma gives an explicit determinant expression for uλµ(z).
Lemma 5.4. We define formal power series brs(z) by the relation
f˜s(x) · Π˜z(x) =
∞∑
r=0
brs(z)f˜r(x), (5.6)
where f˜d(x) are the Laurent polynomials defined by (2.3), and
Π˜z(x) =
(1 + xz)(1 + x−1z)
(1− xz)(1 − x−1z)
.
Then we have
(1) The coefficients brs(z) are explicitly given by
brs(z) =

1 if s = 0 and r = 0,
2zr if s = 0 and r ≥ 1,
0 if s ≥ 1 and r = 0,
2zs−r(1 + z2)
1− z2r
1− z2
if s ≥ 1 and 1 ≤ r ≤ s− 1,
2(1 + z2)
1− z2s
1− z2
− 1 if s ≥ 1 and r = s,
2zr−s(1 + z2)
1− z2s
1− z2
if s ≥ 1 and r ≥ s+ 1.
(5.7)
(2) For two sequences α = (α1, . . . , αr) and β = (β1, . . . , βr) of nonnegative integers, we
put Bαβ =
(
bαiβj (z)
)
1≤i,j≤r
. Then we have
uλµ(z) =

detBλµ if l(λ) = l(µ),
detBλµ0 if l(λ) = l(µ) + 1,
0 otherwise,
(5.8)
where µ0 = (µ1, . . . , µl(µ), 0).
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Proof. (1) By a straightforward computation, we have
1 + 2
∞∑
d=0
f˜d(x)z
r = Π˜z(x), (5.9)
f˜d(x)f˜1(x) =

f˜1(x) if d = 0,
f˜2(x) if d = 1,
f˜d+1(x) + f˜d−1(x) if d ≥ 2.
(5.10)
We proceed by induction on s to prove (5.7). The case s = 0 is immediate from (5.9). If
s = 1, then by using (5.9) and (5.10), we have
f˜1(x)Π˜z(x) = f˜1(x)
1 + 2∑
d≥1
f˜d(x)z
d
 = f˜1(x) + 2f˜2(x)z +∑
d≥2
(f˜d+1(x) + f˜d−1(x))z
d,
from which the case s = 1 follows. If s = 2, then by using f˜2(x) = f˜1(x)
2, we have
f˜2(x)Π˜z(x) = f˜1(x)
(
f˜1(x)Π˜z(x)
)
= b01(z)f˜1(x) + b
1
1(z)f˜2(x) +
∑
r≥2
br1(z)
(
f˜r+1(x) + f˜r−1(x)
)
.
Hence we have
b02(z) = 0, b
r
2(z) = b
r−1
1 (z) + b
r+1
1 (z) (r ≥ 1),
and obtain the case s = 2 by using the induction hypothesis. If s ≥ 3, then by using
f˜s(x) = f˜1(x)f˜s−1(x)− f˜s−2(x), we have
f˜s(x)Π˜z(x)
= f˜1(x)
(
f˜s−1(x)Π˜z(x)
)
− f˜s−2(x)Π˜z(x)
= b0s−1(z)f˜1(x) + b
1
s−1(z)f˜2(x) +
∑
r≥2
brs−1(z)
(
f˜r−1(x) + f˜r+1(x)
)
−
∑
r≥0
brs−2(z)f˜r(x).
Hence we have
brs(z) =
{
−b0s−2(z) if r = 0,
br−1s−1(z) + b
r+1
s−1(z)− b
r
s−2(z) if r ≥ 1,
and use the induction hypothesis to complete the proof of (1).
(2) can be proved in the same way as in the proof of [16, Theorem 5.3 and Corollary 5.5],
so we omit the proof.
Next we interpret the determinant in detBλµ∗ with µ
∗ = µ or µ0 as the generating function
of non-intersecting lattice paths. Let G′ be the directed graph with vertex set
V ′ = {Ai = (i, 0) : i ≥ 0} ⊔ {Bi = (i, 1) : i ≥ 0} ⊔ {Ci = (i, 2) : i ≥ 0}
and directed edge set
E′ = {(Ai+1, Ai) : i ≥ 0} ⊔ {(Ai, Bi) : i ≥ 0} ⊔ {(Ai+1, Bi) : i ≥ 1}
⊔ {(Bi, Ci) : i ≥ 0} ⊔ {(Bi, Ci+1) : i ≥ 0} ⊔ {(Ci, Ci+1) : i ≥ 0}.
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Figure 3: Graph G′
Note that there is no directed edge from A1 to B0. Recall that a lattice path on G
′ is a
sequence (S0, S1, . . . , Sm) of vertices of G
′ such that (Sk, Sk+1) ∈ E
′ for 0 ≤ k ≤ m− 1, and
that a family (P1, . . . , Pl) of lattice paths on G
′ is non-intersecting if no two of them have a
vertex in common. We denote by L(s; r) the set of all lattice paths from As to Cr. For two
strict partitions λ and µ such that l(λ) = l(µ) or l(µ) + 1, let L0(µ;λ) be the set of all non-
intersecting lattice paths with starting points (Aµ1 , . . . , Aµl) and ending points (Cλ1 , . . . , Cλl),
where l = l(λ). Note that, if l(µ) = l − 1, then we put µl = 0.
We define a weight function wt : E′ → Z[z] by assigning 1 to the vertical edges and z to
other edges:
wt(Ai+1, Ai) = z, wt(Ai, Bi) = 1, wt(Ai+1, Bi) = z,
wt(Bi, Ci) = 1, wt(Bi, Ci+1) = z, wt(Ci, Ci+1) = z.
The weight wt(P ) of a lattice path P is the product of the weights of its individual steps,
and wt(P1, . . . , Pl) =
∏l
i=1 wt(Pi). The following lemma provides a combinatorial expression
of the multiplicity uλµ(z).
Lemma 5.5. If λ and µ are two strict partitions such that l(λ) = l(µ) or l(µ) + 1, then we
have
uλµ(z) =
∑
(P1,...,Pl)∈L0(µ;λ)
wt(P1, . . . , Pl), (5.11)
where l = l(λ).
Proof. We put
wsr(z) =
∑
P∈Par(s;r)
wt(P ), wλµ(z) =
∑
P∈Par0(µ;λ)
wt(P ).
Then by applying the Lindstro¨m–Gessel–Vienot lemma, we have
wλµ(z) = det
(
wλiµj (z)
)
1≤i,j≤l
.
Hence by Lemma 5.4 (2) it is enough to show wrs(z) = b
r
s(z) for r ≥ 1 and s ≥ 0.
We proceed by induction on r+s. It is easy to see that w10 = 2z = b
1
0 and w
1
1 = 1+2z
2 = b11.
Suppose that r + s ≥ 2. Then we can show the following recurrence:
wrs =

zwrs−1 if r ≤ s− 2,
zws−1s−1 + z if r = s− 1,
z2ws−1s−1 + 1 + 3z
2 if r = s,
zwss + z if r = s+ 1,
zwr−1s if r ≥ s+ 2.
(5.12)
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In fact, if r ≤ s−2, then every path in L(s; r) passes through As−1, thus we have w
r
s = zw
r
s−1.
If r = s− 1, then we have
L(s; s− 1) = {(As, As−1) ∗ P : P ∈ L(s− 1; s− 1)} ∪ {(As, Bs−1, Cs−1)},
where ∗ is the concatenation of paths. Hence we have ws−1s = zw
s−1
s−1 + z. If r = s, then we
have
L(s; s) = {(As, As−1) ∗ P ∗ (Cs−1, Cs) : P ∈ L(s− 1; s − 1)}
∪ {(As, As−1, Bs−1, Cs), (As, Bs−1, Cs−1, Cs), (As, Bs−1, Cs), (As, Bs, Cs)},
so that wss = z
2ws−1s−1 + 1 + 3z
2. The other cases of (5.12) can be checked similarly. Then, by
using the recurrence (5.12) and the induction hypothesis, we obtain wrs = b
r
s.
Now we can complete the proof of Theorem 5.1.
Proof of Theorem 5.1. By Lemma 5.4 (2) and (5.4), we have f˜λµ,(r) = 0 unless l(λ) = l(µ) or
l(µ) + 1.
Assume from now that l(λ) = l(µ) or l(µ) + 1 and write l = l(λ). For a strict partition κ
of length l or l − 1, let L0(µ;λ)κ be the set of non-intersecting paths (P1, . . . , Pl) ∈ L0(µ;λ)
such that Pi passes through the vertex Bκi for 1 ≤ i ≤ l. Then we have
L0(µ;λ) =
⊔
κ
L0(µ;λ)κ,
where κ runs over all strict partitions of length l or l − 1.
First we show that L0(µ;λ)κ = ∅ unless µ ≻ κ and λ ≻ κ. Suppose that there exists a
family of non-intersecting lattice paths (P1, . . . , Pl) ∈ L0(µ;λ)κ. Since the ith path Pi starts
at Aµi and passes through Bκi , we see that µi ≥ κi. If µi > κi, then Pi passes through Aκi+1
and does not intersect with Pi+1, hence κi+1 > µi+1, i.e., κi ≥ µi+1. Similarly we can check
λ ≻ κ.
Next it is clear from the definition of the weight that, if (P1, . . . , Pl) ∈ L0(µ;λ)κ, then we
have
wt(Pi) = z
(µi−κi)+(λi−κi), wt(P1, . . . , Pl) = z
(|µ|−|κ|)+(|λ|−|κ|).
Hence, by Lemma 5.5 and (5.4), we have
2f˜λµ,(r) =
∑
κ
#L0(µ;λ)κ,
where r > 0 and κ runs over all strict partitions satisfying µ ≻ κ, λ ≻ κ and (|µ| − |κ|) +
(|λ| − |κ|) = r.
Finally we compute the cardinality of L0(µ;λ)κ. Suppose that µ ≻ κ and λ ≻ κ. If
1 ≤ i ≤ l − 1, we have
#{P ∈ L(µi;κi) : P does not pass through Aµi+1} =

1 if κi = µi,
2 if µi+1 < κi < µi,
1 if κi = µi+1,
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#{P ∈ L(κi;λi) : P does not pass through Aλi+1} =

1 if κi = λi,
2 if λi+1 < κi < λi,
1 if κi = λi+1,
Also we have
#L(µl;κl) =

1 if µl > 0 and κl = µl,
2 if µl > 0 and 0 < κl < µl,
1 if µl > 0 and κl = 0,
1 if µl = 0 and κl = 0,
#L(λl;κl) =
{
1 if κl = λl,
2 if κl < λl.
Note that λl > 0. Hence it follows from (5.1) that
#L0(µ;λ)κ = 2
a(λ,κ)+a(µ,κ)−χ[l(µ)>l(κ)].
This completes the proof of Theorem 5.1.
6 Positivity conjectures
In this section, we present some positivity conjectures on various expansion coefficients involv-
ing symplectic P -functions. The conjectures in this section have been checked on a computer
with a help of the Maple package SF developed by Stembridge [21]. It would be interesting
to resolve these conjecture by finding combinatorial rules for describing the coefficients.
6.1 Structure constants for multiplication
Let Λ be the ring of symmetric functions and Γ the subring generated by qr (r ≥ 1). Since
the Schur P -functions Pλ form a basis of Γ, we can expand the product Pµ · Pν in the form
Pµ · Pν =
∑
λ∈SPar
fλµ,νPλ, (6.1)
where SPar is the set of strict partitions. Since Schur P -functions are homogeneous, we have
fλµ,ν = 0 unless |λ| = |µ|+ |ν|. It is known that the coefficients f
λ
µ,ν are nonnegative integers,
and there are several combinatorial models for the coefficients fλµ,ν such as [24, Sectioin 7.2],
[20, Theorem 8.3], [1, Corollary 5.14] and [3, Theorem 4.13].
By Proposition 3.4 (2), the universal symplectic P -functions PCλ form another basis of Γ.
Given three strict partitions λ, µ and ν, the structure constant f˜λµ,ν is defined as the coefficient
of PCλ in the expansion
PCµ · P
C
ν =
∑
λ∈SPar
f˜λµ,νP
C
λ . (6.2)
Since Γ is a commutative ring with unit 1 = PC∅ , we have f˜
λ
µ,ν = f˜
λ
ν,µ and f˜
λ
µ,∅ = f˜
λ
∅,µ = δµ,ν .
And it follows from (3.13) that, if |λ| = |µ| + |ν|, then f˜λµ,ν = f
λ
µ,ν ≥ 0, and that f˜
λ
µ,ν = 0
unless |λ| ≤ |µ|+ |ν| and |µ|+ |ν| − |λ| is even.
By applying the ring homomorphism pin : Λ → Q[x
±1
1 , . . . , x
±1
n ]
Wn given by (3.11) to the
both sides of (6.2), we have
PCµ (x1, . . . , xn) · P
C
ν (x1, . . . , xn) =
∑
λ
f˜λµ,νP
C
λ (x1, . . . , xn), (6.3)
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where µ and ν are strict partitions of length ≤ n and λ runs over all strict partitions of length
≤ n.
Conjecture 6.1. The structure constants f˜λµ,ν for the multiplication of symplectic P -functions
are nonnegative integers.
We have checked on a computer the validity of this conjecture for all pairs (µ, ν) of strict
partitions satisfying |µ|+ |ν| ≤ 20. And, in support of this conjecture, we have the following
evidence.
Proposition 6.2. Conjecture 6.1 holds in the following cases:
(1) |λ| = |µ|+ |ν|. In this case, f˜λµ,ν = f
λ
µ,ν ≥ 0.
(2) l(µ) = 1 or l(ν) = 1. In this case, the coefficients f˜λµ,(r) are given by the Pieri rule in
Theorem 5.1.
(3) µ = δr = (r, r − 1, . . . , 2, 1) and ν = δs = (s, s− 1, . . . , 2, 1). In this case, we have
PCδr · P
C
δs = P
C
δr+δs .
Proof. It remains to prove (3). By performing row/column operations on the Pfaffian in the
numerator of the Nimmo-type formula (2.8) with use of the relation
(x+ x−1)d =
⌊d/2⌋∑
i=0
{(
d− 2
i
)
−
(
d− 2
i− 2
)}
g˜d−2i(x),
we can show
PCδr+δs(x) = Pδr+δs(x+ x
−1), (6.4)
where x = (x1, . . . , xn) and x + x
−1 = (x1 + x
−1
1 , . . . , xn + x
−1
n ). In particular, P
C
δr
(x) =
Pδr(x+ x
−1).
Since PδrPδs = Pδr+δs (see [24, (7.17)] for a combinatorial proof and [14, Theorem 5.2] for
a sketch of an algebraic proof), we obtain
PCδr (x)P
C
δs (x) = Pδr (x+ x
−1)Pδs(x+ x
−1) = Pδr+δs(x+ x
−1) = PCδr+δs(x).
Hence by Lemma 3.3 (1) we conclude PCδr · P
C
δs
= PCδr+δs in Λ.
6.2 Structure constants for comultiplication
The ring of symmetric functions Λ has a structure of graded Hopf algebra, whose coproduct
∆ is given by the “alphabet doubling trick”. For f ∈ Λ, we have ∆(f) =
∑k
i=1 gi ⊗ hi if
and only if f(X ∪ Y ) =
∑k
i=1 gi(X)hi(Y ), where X and Y are two disjoint sets of infinitely
many variables. Since qr(X ∪ Y ) =
∑r
k=0 qk(X)qr−k(Y ) by (3.1), we see that Γ is the Hopf
subalgebra of Λ. For Schur Q-functions, we have
Qλ(X ∪ Y ) =
∑
µ,ν∈SPar
fλµ,νQµ(X)Qν(Y ), (6.5)
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where fλµ,ν are the structure constants for the multiplication of Schur P -functions given by
(6.1). Note that (6.5) is equivalent to Qλ/µ =
∑
ν f
λ
µ,νQν for skew Q-functions.
Let d˜λµ,ν be the structure constant for comultiplication of symplectic Q-functions defined
by
QCλ (X ∪ Y ) =
∑
µ,ν∈SPar
d˜λµ,νQ
C
µ (X)Q
C
ν (Y ). (6.6)
By Proposition 3.6, we see that (6.6) is equivalent to
QCλ/µ =
∑
ν∈SPar
d˜λµ,νQ
C
ν .
It follows from (3.13) that, if |λ| = |µ| + |ν|, then d˜λµ,ν = f
λ
µ,ν ≥ 0, and that d˜
λ
µ,ν = 0 unless
|µ|+ |ν| ≤ |λ| and |λ| − |µ| − |ν| is even. Since QCλ,∅ = Q
C
λ , we have d˜
λ
µ,∅ = d˜
λ
∅,µ = δλ,µ. And,
since QCλ/µ = 0 unless λ ⊃ µ (Proposition 3.5), we see that d˜
λ
µ,ν = 0 unless λ ⊃ µ and λ ⊃ ν.
By applying pin ⊗ pim to the both sides of (6.6), we obtain
QCλ (x1, . . . , xn, y1, . . . , ym) =
∑
µ,ν
d˜λµ,νQ
C
µ (x1, . . . , xn)Q
C
ν (y1, . . . , ym),
where λ is a strict partition of length ≤ n +m and the sum is taken over all pairs (µ, ν) of
strict partitions such that l(µ) ≤ n and l(ν) ≤ m.
Conjecture 6.3. The structure constants d˜λµ,ν for the comultiplication of symplectic Q-
functions are nonnegative integers.
We have checked that this conjecture holds for strict partitions λ with |λ| ≤ 20. And we
can prove the following proposition.
Proposition 6.4. Conjecture 6.3 holds in the following cases.
(1) |λ| = |µ|+ |ν|. In this case, we have d˜λµ,ν = f
λ
µ,ν ≥ 0.
(2) l(λ) = 1. In this case, we have QC(r)(X ∪ Y ) =
∑r
k=0Q
C
(k)(X)Q
C
(r−k)(Y ).
(3) λ = δr. In this case, we have Q
C
δr
(X ∪ Y ) =
∑
µQ
C
µ (X)Q
C
µ∗(Y ), where µ runs over all
strict partitions such that µ ⊂ δr and µ
∗ is the complement of µ with respect to δr.
Proof. (1) is already discussed above. (2) is a consequence of (3.1) since QC(r) = qr by (3.6).
(3) follows from QCδr/µ = Q
C
µ∗ (see Proposition 4.5).
6.3 Symplectic Q-functions and symplectic Schur functions
Since Schur P -functions are symmetric functions, we can expand them in the Schur function
basis:
Pλ =
∑
µ∈Par
gλ,µsµ, (6.7)
where Par is the set of partitions. Then it is known that the expansion coefficients gλ,µ are
nonnegative integers, and there are several combinatorial models for the coefficients gλ,µ such
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as [24, (7.12)], [18, Theorem 13.1] and [20, Theorem 9.3]. In this subsection we consider the
expansion of universal symplectic P -functions into universal symplectic Schur functions.
The universal symplectic Schur function sCλ ∈ Λ corresponding to a partition λ is defined
by
sCλ =
1
2
det
(
hλi−i+j + hλi−i−j+2
)
1≤i,j≤l(λ)
, (6.8)
where hd is the dth complete symmetric function. For a partition λ of length ≤ n, we have
pin(s
C
λ ) = S
C
λ (x1, . . . , xn), so s
C
λ is a symmetric function lift of the irreducible characters of
symplectic groups corresponding to λ. See [9], [8] and [6] for expositions of classical group
characters and their lifts to symmetric functions, called universal characters.
It follows from (6.8) that sCλ can be written as a linear combination of Schur functions in
the form
sCλ = sλ +
∑
µ
a′λ,µsµ, (6.9)
where µ runs over all partitions such that |µ| < |λ| and |λ| − |µ| is even. Hence the universal
symplectic Schur functions {sCλ : λ ∈ Par} form a basis of Λ. We can define the expansion
coefficients g˜λ,µ by the relation
PCλ =
∑
µ∈Par
g˜λ,µs
C
µ , (6.10)
where λ is a strict partition. By using (3.13) and (6.9), we can see that if |λ| = |µ|, then
g˜λ,µ = gλ,µ ≥ 0, and that g˜λ,µ = 0 unless |λ| ≥ |µ| and |λ| − |µ| is even.
Conjecture 6.5. The expansion coefficients g˜λ,µ in (6.10) are nonnegative integers.
Since the symplectic Schur functions {SCλ (x1, . . . , xn) : λ ∈ Par
(n)} form a basis of
Q[x±11 , . . . , x
±1
n ]
Wn , where Par(n) is the set of partitions of length ≤ n, we can define g˜λ,µ(n)
by the relation
PCλ (x1, . . . , xn) =
∑
µ∈Par(n)
g˜λ,µ(n)S
C
µ (x1, . . . , xn), (6.11)
where λ is a strict partition of length ≤ n.
Conjecture 6.6. For a positive integer n, the expansion coefficients g˜λ,µ(n) in (6.11) are
nonnegative integers.
Since the specialization pin(s
C
µ ) is not a nonnegative linear combination of symplectic Schur
functions in general, Conjecture 6.5 does not imply Conjecture 6.6. On the other hand, if n
is large enough for a given partition λ (e.g. n ≥ |λ|), then pin(s
C
µ ) = S
C
µ (x1, . . . , xn) for any
partitions µ such that |µ| ≤ |λ|, and thus we have g˜λ,µ(n) = g˜λ,µ.
By multiplying the both sides of (6.11) with PCδn(x1, . . . , xn) and using (2.21), we have
PCλ (x1, . . . , xn) · P
C
δn(x1, . . . , xn) =
∑
µ∈Par(n)
g˜λ,µ(n)P
C
µ+δn(x1, . . . , xn).
By comparing this with (6.3), we see that g˜λ,µ(n) = f˜
µ+δn
λ,δn
if l(λ), l(µ) ≤ n. Hence Conjec-
ture 6.6 is a consequence of Conjecture 6.1.
We have verified Conjecture 6.5 for all strict partitions λ with |λ| ≤ 18. And we can prove
the following special cases of Conjectures 6.5 and 6.6.
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Proposition 6.7. Conjecture 6.5 is true in the following cases:
(1) |λ| = |µ|. In this case, we have g˜λ,µ = gλ,µ ≥ 0.
(2) l(λ) = 1. In this case we have
g˜(r),µ =

1 if µ is a hook and |µ| = r,
2 if µ is a hook, |µ| ≡ r mod 2 and 1 ≤ |µ| ≤ r − 1,
1 if µ = ∅ and r is even,
0 otherwise,
where a partition µ is a hook if λ = (a+ 1, 1b) for some nonnegative integers a and b.
(3) λ = δr + δs.
Proof. We prove (2) and (3).
(2) Since PC(r) = qr/2 by definition, it follows from [10, III.8 Example 6(c)] that
PC(r) =
∑
a+b=r−1
s(a|b),
where (a|b) = (a + 1, 1b). Here we use the following Littlewood formula (6.12) (see e.g. [9,
Theorem 2.3.1 (1)]) to express s(a,b) in terms of universal symplectic Schur functions. For an
arbitrary partition λ, the corresponding Schur function sλ is expressed in the form
sλ =
∑
µ∈Par
(∑
ν
cλµ,ν
)
sCµ , (6.12)
where ν runs over all partitions such that all columns have even length, and cαβ,γ stands for
the ordinary Littlewood–Richardson coefficients. If λ is a hook and ν is a partition such that
all columns have even length, then cλµ,ν = 0 unless ν is a one-column partition (1
m). Hence
we see that
s(a|b) =
⌊b/2⌋∑
i=0
sC(a|b−2i) +
⌊(b−1)/2⌋∑
i=0
sC(a−1|b−2i−1) (a ≥ 1),
s(0|b) =
⌊b/2⌋∑
i=0
sC(0|b−2i) +
{
0 if b is even,
sC∅ if b is odd.
By combining these relations we obtain the desired result.
(3) The bialternant formula (2.19) can be transformed into
SCλ (x) =
1∏
1≤i<j≤n((xi + x
−1
i )− (xj + x
−1
j ))
det
(
cλj+n−j(xi)
)
1≤i,j≤n
,
where x = (x1, . . . , xn) and cd(x) = (x
d+1 − x−(d+1))/(x − x−1). By performing column
operations on the determinant above with use of the relation
(x+ x−1)d =
⌊d/2⌋∑
i=0
{(
d− 1
i
)
−
(
d− 1
i− 2
)}
c˜d−2i(x),
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we can obtain
SCδr(x) = sδr(x+ x
−1).
Hence, by using (6.4) and Pδr+δs(x) = sδr(x)sδs(x) (see [24, (7.17)], [14, Theorem 5.2]), we
have
PCδr+δs(x) = Pδr+δs(x+ x
−1) = sδr(x+ x
−1)sδs(x+ x
−1) = SCδr(x)S
C
δs(x).
Thus, by Lemma 3.3 (1), we see that PCδr+δs = s
C
δr
sCδs in Λ. The Newell–Littlewood formula
(see e.g. [8, Theorem 3.1]) asserts that the product sCµ s
C
ν is positively expanded in the
universal symplectic Schur function basis. Hence we see that PCδr+δs is a nonnegative linear
combination of universal symplectic Schur functions.
Proposition 6.8. Conjecture 6.6 is true in the following cases:
(1) l(λ) = 1.
(2) l(λ) = n.
(3) λ = δr + δs with r, s ≤ n.
Proof. (1) Let er(x,x
−1) and hr(x,x
−1) be the rth elementary and complete symmetric
polynomials in (x,x−1) = (x1, . . . , xn, x
−1
1 , . . . , x
−1
n ). Then it follows from (2.13) that
QC(r)(x) =
∑
p+q=r
ep(x,x
−1)hq(x,x
−1).
Note that ep(x,x
−1) and hq(x,x
−1) are the characters of the exterior power
∧p(V ) and
the symmetric powers Sq(V ) of the vector representation V = C2n of Sp2n(C) respectively.
Hence QC(r)(x) is the character of some representation of Sp2n(C), and a nonnegative linear
combination of symplectic Schur functions.
(2) If l(λ) = n, then λ = µ + δn for some partition µ of length ≤ n and P
C
λ (x) =
SCδn(x)S
C
µ (x) by (2.21). Hence it is a nonnegative linear combination of symplectic Schur
functions.
(3) The claim follows from PCδr+δs(x) = S
C
δr
(x)SCδs(x), which was proved in the proof of
Proposition 6.7.
6.4 Schur P -functions and symplectic P -functions
It follows from (3.13) that the Schur P -function Pλ can be expressed as a linear combination
of universal symplectic P -functions in the form
Pλ = P
C
λ +
∑
µ
bλ,µP
C
µ , (6.13)
where µ runs over all strict partitions such that |µ| < |λ| and |λ|− |µ| is even. This expansion
is a P -function analogue of (6.12). By applying pin, we have
Pλ(x1, . . . , xn, x
−1
1 , . . . , x
−1
n ) = P
C
λ (x1, . . . , xn) +
∑
µ
bλ,µP
C
µ (x1, . . . , xn), (6.14)
where µ runs over all strict partitions satisfying |µ| < |λ|, |λ| − |µ| is even and l(µ) ≤ n.
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Conjecture 6.9. The expansion coefficients bλ,µ in the expansion (6.13) are nonnegative
integers.
This conjecture has been checked by computer for strict partitions λ with |λ| ≤ 20. And
we can prove the case where l(λ) ≤ 2.
Proposition 6.10. Conjecture 6.9 holds in the following cases:
(1) l(λ) = 1. In this case, we have P(r) = P
C
(r) = qr/2.
(2) l(λ) = 2. In this case, we have
P(r,s) = P
C
(r,s) + 2
s−1∑
j=1
PC(r−j,s−j) + P
C
(r−s). (6.15)
Proof. (1) is obvious from the definition.
(2) By using the definitions (3.3) and (3.7), we have
Q(r,1) = qrq1 − 2qr+1, Q
C
(r,1) = qrq1 − 2qr+1 − 2qr−1,
Q(r,s) −Q(r−1,s−1) = Q
C
(r,s) +Q
C
(r−1,s−1) (s ≥ 2).
Now the induction on s shows Q(r,s) = Q
C
(r,s)+2
∑s
j=1Q
C
(r−j,s−j), which is equivalent to (6.15).
7 Factorial symplectic Q-functions
In this section, we prove a factorial version of Theorem 4.2 (a tableau description of sym-
plectic Q-functions), which implies that the factorial symplectic Q-functions introduced by
Foley–King [2] are obtained by specializing t = −1 in the factorial Hall–Littlewood functions
associated to the root system of type Cn.
7.1 Factorial symplectic Q-functions
For factorial parameters a = (a0, a1, a2, . . . ), the factorial monomials (x|a)
r (r ≥ 0) are given
by
(x|a)r =
r−1∏
i=0
(x+ ai).
We introduce the factorial symplectic Hall–Littlewood function PCλ (x|a; t) corresponding to a
partition λ of length ≤ n by replacing the monomial xλii with the factorial monomial (xi|a)
λi
in the definition (1.1):
PCλ (x|a; t) =
1
v
(n)
λ (t)
∑
w∈Wn
w
 n∏
i=1
(xi|a)
λi
n∏
i=1
1− tx−2i
1− x−2i
∏
1≤i<j≤n
1− tx−1i xj
1− x−1i xj
1− tx−1i x
−1
j
1− x−1i x
−1
j
 ,
(7.1)
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where v
(n)
λ (t) is given by (1.2). Then, for a strict partition of length ≤ n, the factorial
symplectic P -function and factorial symplectic Q-function are defined by
PCλ (x|a) = P
C
λ (x|a;−1), Q
C
λ (x|a) = 2
l(λ)PCλ (x|a;−1) (7.2)
respectively. When the factorial parameters ai are all zero, then these functions reduce to the
symplectic P -/Q-functions.
The aim of this section is to prove a tableau description of QCλ (x|a), which enables us
to identify our factorial symplectic Q-functions with Foley–King’s factorial symplectic Q-
function defined in [2, Definition 6]. Following [2], we introduce the factorial weight (x|a)T
of a symplectic primed shifted tableau T of shape λ/µ by putting
(x|a)T =
∏
(i,j)∈S(λ/µ)
w(Ti,j ; i, j),
where w(γ; i, j) is given by
wt(γ; i, j) =

xk − aj−i if γ = k
′,
xk + aj−i if γ = k,
x−1k − aj−i if γ = k
′
,
x−1k + aj−i if γ = k.
The main result of this section is the following theorem.
Theorem 7.1. (See [2, Theorem 15]) Suppose that a0 = 0. For a strict partition λ of length
≤ n, we have
QCλ (x|a) =
∑
T∈QTabCn (λ)
(x|a)T . (7.3)
The proof is postponed to Section 7.3, where we extend this theorem to a skew version
(Theorem 7.10). Toward the proof, we establish some formulas for QCλ (x|a). The following
proposition is proved by the same argument as in the proof of [16, Theorem 7.2],
Proposition 7.2. We define Laurent polynomials g˜d(x|a) and polynomials gd(u|a) by
g˜d(x|a) = gd(x+ x
−1|a) =
1 if d = 0,2((x|a)d − (x−1|a)d)x+ x−1
x− x−1
if d ≥ 1.
Then the factorial symplectic Q-function QCλ (x|a) is obtained from the generalized P -function
associated with G = {gd(u|a)}
∞
d=0 by a simple transformation of variables:
QCλ (x|a) = P
G
λ (x+ x
−1).
In particular, for a single variable x = (x), we have QC(r)(x|a) = g˜r(x|a).
Corollary 7.3. (1) For a strict partition λ of length ≤ n, we have
QCλ (x|a) =

1
∆˜(x)
Pf
(
A˜(x) W˜λ(x|a)
−t˜Wλ(x|a) O
)
if n+ l(λ) is even,
1
∆˜(x)
Pf
(
A˜(x) W˜λ0(x|a)
−t˜Wλ0(x|a) O
)
if n+ l(λ) is odd,
(7.4)
where A˜(x) and ∆˜(x) are given by (2.7) and W˜(α1,...,αr)(x|a) =
(
g˜αj (xi|a)
)
1≤i≤n,1≤j≤r
.
30
(2) If we adopt (7.4) as as the definitions of QCλ (x|a) for a general strict partition λ, then
we have
QCλ (x|a) = Pf
(
QC(λi,λj)(x|a)
)
1≤i,j≤m
, (7.5)
where m = l(λ) or l(λ) + 1 according whether l(λ) is even or odd.
7.2 Universal factorial symplectic Q-functions
In this subsection we lift factorial symplectic Q-functions to symmetric functions and in-
troduce skew factorial symplectic Q-functions. Let Λ[a] = Λ ⊗ Q[a] be the ring of sym-
metric functions in X = {x1, x2, . . . } with coefficients in Q[a] = Q[a0, a1, . . . ], and put
Γ[a] = Γ⊗Q[a] = Q[a][qr : r ≥ 1].
Since (x|a)r =
∑r
k=0 er−k(a0, . . . , ar−1)x
k, we have
g˜r(x|a) =
r∑
k=1
er−k(a0, . . . , ar−k)g˜k(x), (7.6)
where ed is the dth elementary symmetric polynomial and g˜d is the Laurent polynomial given
by (2.4). By using this relation, we can express a factorial symplectic Q-function as a linear
combination of symplectic Q-functions as follows:
Lemma 7.4. For a strict partition λ, we have
QCλ (x|a) =
∑
µ
dλ,µQ
C
µ (x), (7.7)
where µ runs over all strict partitions such that µ ⊂ λ and l(µ) = l(λ), and the coefficients
dλ,µ are given by
dλ,µ = det
(
eλi−µj (a0, . . . , aλi−1)
)
1≤i,j≤l(λ)
. (7.8)
Proof. We put l = l(λ). First we consider the case where n + l is even. We start with the
Nimmo-type formula (7.4) for QCλ (x|a) and use the multilinearity and alternating property
of Pfaffians together with (7.6). Then, by using the Nimmo-type formula (2.9) for symplectic
Q-functions, we have
QCλ (x|a) =
1
∆˜(x)
∑
α
l∏
i=1
eλi−αi(a0, . . . , aλi−1) Pf
(
A˜(x) W˜α(x)
−t˜Wα(x) O
)
=
1
∆˜(x)
∑
µ
det
(
eλi−µj (a0, . . . , aλi−1)
)
1≤i,j≤l
Pf
(
A˜(x) W˜µ(x)
−t˜Wµ(x) O
)
=
∑
µ
det
(
eλi−µj (a0, . . . , aλi−1)
)
1≤i,j≤l
Qµ(x),
where α = (α1, . . . , αl) runs over all sequence of positive integers, µ runs over all strict
partitions such that l(µ) = l(λ). Also we have det
(
eλi−µj (a0, . . . , aλi−1)
)
1≤i,j≤l
= 0 unless
λ ⊃ µ. We can prove the case where n+ l is odd in a similar way.
By using this lemma, we can introduce universal factorial symplectic Q-functions.
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Proposition 7.5. For a strict partition λ, we define the corresponding universal factorial
symplectic Q-function QCλ (X|a) ∈ Γ[a] by
QCλ (X|a) =
∑
µ
dλ,µQ
C
µ (X), (7.9)
where QCµ is the universal symplectic Q-function, µ runs over all strict partitions such that
µ ⊂ λ and l(µ) = l(λ), and the coefficients dλ,µ are given by (7.8). Then we have
(1) The symmetric function QCλ (X|a) is the unique one satisfying
pin(Q
C
λ (X|a)) = Q
C
λ (x1, . . . , xn|a),
where pin : Λ→ Q[x
±1
1 , . . . , x
±1
n ]
Wn is the ring homomorphism given by (3.11).
(2) For a strict partition λ, we have
QCλ (X|a) = Pf
(
QC(λi,λj)(x|a)
)
1≤i,j≤m
,
where m = l(λ) or l(λ) + 1 according whether l(λ) is even or odd.
(3) The universal factorial symplectic Q-functions {QCλ (X|a) : λ ∈ SPar} form a Q[a]-basis
of Γ[a].
Proof. By using Lemma 3.3, (1) and (2) follows from Lemma 7.4 and (7.5) respectively. Since
QCλ (X|a) = Q
C
λ (X) + lower degree terms by definition, we can derive the claim (3) from
Proposition 3.4 (2).
Remark 7.6. By [23, Theorem 3.5∗], the coefficient dλ,µ given by (7.8) is equal to the
multivariate generating function of row-strict tableaux of shape λ/µ such that entries of the
ith row are bounded by λi− 1. Here a row-strict tableau of shape λ/µ is a filling of the boxes
of the skew shifted diagram S(λ/µ) with nonnegative integers such that each row is strictly
increasing and each column is weakly increasing.
Now we introduce skew factorial symplectic Q-functions. By the definition (7.7), we see
that QC(r)(X|a) depends on a0, . . . , ar−1, so we write Q
C
(r)(X|a0, . . . , ar−1). For two nonnega-
tive integer r and k, we define RCr/k(X|a) ∈ Λ[a] by
RCr/k(X|a) =

QC(r)(X|a0, a1, . . . , ar−1) if k = 0,
QC(r−k)(X|0, ak+1, . . . , ar−1) if 1 ≤ k ≤ r − 1,
1 if k = r,
0 otherwise.
(7.10)
For sequences of nonnegative integers α = (α1, . . . , αr) and β = (β1, . . . , βs), we put
K˜α(X|a) =
(
QC(αi,αj)(X|a)
)
1≤i,j≤r
, M˜α/β(X|a) =
(
RCαi/βs+1−j (X|a)
)
1≤i≤r,1≤j≤s
.
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Given two strict partition λ and µ, we define
QCλ/µ(X|a) =

Pf
(
K˜λ(X|a) M˜λ/µ(X|a)
−tM˜λ/µ(X|a) O
)
if l(λ) + l(µ) is even,
Pf
(
K˜λ(X|a) M˜λ/µ0(X|a)
−tM˜λ/µ0(X|a) O
)
if l(λ) + l(µ) is odd,
(7.11)
where µ0 = (µ1, . . . , µl(µ), 0). We call Q
C
λ/µ(X|a) the universal skew factorial symplectic
Q-function. For a finite number of variables x = (x1, . . . , xn), we put
Rr/k(x|a) = pin(Rr/k(X|a)), Q
C
λ/µ(x|a) = pin(Q
C
λ/µ(X|a)).
By comparing (7.5) with(7.11), we see that QCλ/∅(X|a) = Q
C
λ (X|a). Also by the same
argument as in the proof of [16, Proposition 4.4], we have
Proposition 7.7. For two strict partitions λ and µ, we have QCλ/µ(X|a) = 0 unless λ ⊃ µ.
The following is the key property of skew symplectic Q-functions, and play an important
role in the proof of Theorems 7.1 and 7.10.
Proposition 7.8. Let X and Y be two disjoint sets of infinitely many variables. For strict
partitions λ and ν, we have
QCλ (X ∪ Y |a) =
∑
µ
QCλ/µ(X|a)Q
C
µ (Y |a), (7.12)
QCλ/ν(X ∪ Y |a) =
∑
µ
QCλ/µ(X|a)Q
C
µ/ν(Y |a). (7.13)
In order to prove this proposition, we need the following lemma.
Lemma 7.9. For variables x1, . . . , xn and y, we have
QC(r)(x1, . . . , xn, y|a) =
r∑
k=0
RCr/k(x1, . . . , xn|a)g˜k(y|a). (7.14)
Proof. We express the both sides of (7.14) as linear combinations of QC(i)(x)g˜j(y). By using
(7.7), (3.18) and (2.6), we have
QC(r)(x, y|a) =
r∑
s=1
er−k(a0, . . . , ar−1)Q
C
(s)(x, y) =
r∑
s=1
er−s(a0, . . . , ar−1)
s∑
j=0
QC(s−j)(x)g˜j(y).
Similarly we have
r∑
k=0
RCr/k(x1, . . . , xn|a)g˜k(y)
=
r∑
i=1
er−i(a0, . . . , ar−1)Q
C
(i)(x)
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+r−1∑
k=1
r−k∑
i=1
er−k−i(0, ak+1, . . . , ar−1)Q
C
(i)(x)
k∑
j=1
ek−j(a0, . . . , ak−1)g˜j(y)
+
r∑
j=1
er−j(a0, . . . , ar−1)g˜j(y).
Now, by using the relation ([16, Lemma 6.4 (1)])
r−i∑
k=j
ek−j(a0, . . . , ak−1)er−k−i(ak+1, . . . , ar−1) = er−i−j(a0, . . . , ar−1), (7.15)
we obtain the desired identity (7.14).
Proof of Proposition 7.8. Once the relation (7.14) is established, we can use the same argu-
ment as in the proof of [16, Theorem 4.2 and Proposition 4.5] to show
QCλ (x1, . . . , xn, y1, . . . , ym) =
∑
µ
Qλ/µ(x1, . . . , xn)Qµ(y1, . . . , ym),
where µ runs over all strict partitions. Then by using Lemma 3.3 (2), we obtain (7.12). We
can derive (7.13) from (7.12) by a standard argument used in the proof of Proposition 3.6.
7.3 Tableau description for skew factorial symplectic Q-funtions
Now we can state and prove a skew version of Theorem 7.1.
Theorem 7.10. Let x = (x1, . . . , xn) be a sequence of n indeterminates. Assume a0 = 0.
For strict partitions λ and µ, we have
QCλ/µ(x|a) =
∑
T∈QTabCn (λ/µ)
(x|a)T . (7.16)
The method of the proof of Theorem 7.10 is exactly the same as the proof of Theorem 4.2
for skew symplectic Q-functions. The following lemma can be proved in a similar way to the
proof of Lemma 4.3 by using properties of factorial symplectic Q-functions.
Lemma 7.11. Let λ and µ be strict partitions such that λ ⊃ µ.
(1) We have
QCλ/µ(x1, . . . , xn|a) =
∑ n∏
i=1
QC
µ(i)/µ(i−1)
(xi|a),
where the sum is taken over all sequences µ = µ(0) ⊂ µ(1) ⊂ · · · ⊂ µ(n−1) ⊂ µ(n) = λ.
(2) For a single variable x1, we have Q
C
λ/µ(x1|a) = 0 unless l(λ)− l(µ) ≤ 1.
(3) If l(λ)− l(µ) ≤ 1, then we have
QCλ/µ(x1|a) = det
(
RCλi/µj (x1|a)
)
1≤i,j≤l(λ)
.
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On the combinatorial side, we put
Qtabλ/µ(x|a) =
∑
T∈QTabCn (λ/µ)
(x|a)T
and prove they satisfy the same relations as QCλ/µ(x|a).
Lemma 7.12. Let λ and µ be strict partitions such that λ ⊃ µ.
(1) We have
Qtabλ/µ(x1, . . . , xn|a) =
∑ n∏
i=1
Qtab
µ(i)/µ(i−1)
(xi|a),
where the sum is taken over all sequences µ = µ(0) ⊂ µ(1) ⊂ · · · ⊂ µ(n−1) ⊂ µ(n) = λ.
(2) For a single variable x1, we have Q
tab
λ/µ(x1|a) = 0 unless l(λ)− l(µ) ≤ 1.
(3) If l(λ)− l(µ) ≤ 1, then we have
Qtabλ/µ(x1|a) = det
(
Qtab(λi)/(µj )(x1|a)
)
1≤i,j≤l(λ)
,
where Qtab(r)/(k)(x) = 0 for r < k.
Proof. We give a proof of (3). We consider the same graph G (see Figure 1) used in the proof
of Theorem 4.2 with different edge weight given by
wt(Ai, Bi) = wt(Bi, Ci) = 1,
wt(Ai, Bi+1) = x− ai, wt(Bi, Bi+1) = x+ ai,
wt(Bi, Ci+1) = x
−1 − ai, wt(Ci, Ci+1) = x
−1 + ai.
Then by applying the Lindstro¨m–Gessel–Viennot lemma, we obtain
Qtabλ/µ(x1|a) = det
(
Qtab(λi)/(µj )(x1|a)
)
1≤i,j≤l(λ)
.
Now we can finish the proof of Theorem 7.10.
Proof of Theorem 7.10. By comparing Lemma 7.11 with Lemma 7.12, it is enough to show
that RCr/k(x|a) = Q
tab
(r)/(k)(x|a). We put s = r − k and compute Q
tab
(r)/(k)(x|a) explicitly by
listing all possible primed shifted tableaux of shape (r)/(k). Then we have
Qtab(r)/(k)(x|a)
= (x− ak)
s−1∏
i=1
(x+ ak+i) + (x+ ak)
s−1∏
i=1
(x+ ak+i)
+
s−1∑
l=1
(x− ak)
l−1∏
i=1
(x+ ak+i) · (x
−1 − ak+l)
s−1∏
i=l+l
(x−1 + ak+i)
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+s−1∑
l=1
(x+ ak)
l−1∏
i=1
(x+ ak+i) · (x
−1 − ak+l)
s−1∏
i=l+l
(x−1 + ak+i)
+
s−1∑
l=1
(x− ak)
l−1∏
i=1
(x+ ak+i) · (x
−1 + ak+l)
s−1∏
i=l+l
(x−1 + ak+i)
+
s−1∑
l=1
(x+ ak)
l−1∏
i=1
(x+ ak+i) · (x
−1 + ak+l)
s−1∏
i=l+l
(x−1 + ak+i)
+ (x−1 − ak)
s−1∏
i=1
(x−1 + ak+i) + (x
−1 + ak)
s−1∏
i=1
(x−1 + ak+i)
= 2x
s−1∏
i=1
(x+ ak+i) + 4
s−1∑
l=1
l−1∏
i=1
(x+ ak+i)
s−1∏
i=l+l
(x−1 + ak+i) + 2x
−1
s−1∏
i=1
(x−1 + ak+i)
= 2x
s−1∑
l=0
es−1−l(ak+1, . . . , ar−1)x
l
+ 4
s−1∑
l=1
l−1∑
i=0
el−1−i(ak+1, . . . , ak+l−1)x
i
s−l−1∑
j=0
es−l−1−j(ak+l+1, . . . , ar−1)x
−j
+ 2x−1
s−1∑
l=0
es−1−l(ak+1, . . . , ar−1)x
−l.
Here we appeal to the relation (7.15), which is used in the proof of Lemma 7.9. Then by
using (7.6) and (7.10), we obtain
Qtab(r)/(k)(x|a) = 2
s∑
l=1
es−l(ak+1, . . . , ar−1)
(
xl + 2xl−2 + 2xl−4 + · · · + 2x−l+2 + x−l
)
=
s∑
l=1
es−l(0, ak+1, . . . , ar−1)g˜l(x) = g˜l(x|0, ak+1, . . . , ar−1) = Rr/k(x|a).
This completes the proof of Theorem 7.10.
References
[1] S. Cho, A new Littlewood–Richardson rule for Schur P -functions, Trans. Amer. Math.
Soc. 365 (2013), 939–972.
[2] A. M. Foley and R. C. King, Factorial Q-functions and Tokuyama identities for classical
Lie groups, European J. Combin. 73 (2018), 89–113.
[3] D. Grantcharov, J. H. Jung, S.-J. Kang, M. Kashiwara, and M. H. Kim, Crystal bases
for the quantum queer superalgebra and semistandard decomposition tableaux, Trans.
Amer. Math. Soc. 366 (2014), 457–489.
[4] A. M. Hamel and R. C. King, Bijective proofs of shifted tableau and alternating sign
matrix identities, J. Algebr. Comb. 25 (2007), 417–458.
36
[5] R. C. King, Weight multiplicities for the classical groups, in “Group Theoretical Meth-
ods in Physics (Fourth Internat. Colloq., Nijmegen, 1975)”, Lecture Notes in Phys.
50, Springer, Berlin, 1976, pp. 490–499.
[6] R. C. King, S-functions and characters of Lie algebras and superalgebras, in “Invariant
theory and tableaux (Minneapolis, MN, 1988)”, IMA Vol. Math. Appl. 19, Springer,
New York, 1990, pp. 226–261.
[7] R. C. King and A. M. Hamel, Combinatorial realisation of Hall–Littlewood poly-
nomials at t = −1, Proceedings of the 19th International Conference on Formal
Power Series and Algebraic Combinatorics (Tianjin, July 2–6, 2007), available at
http://igm.univ-mlv.fr/~fpsac/FPSAC07/SITE07/PDF-Proceedings/Posters/75.pdf
[8] K. Koike, On the decomposition of tensor products of the representations of the clas-
sical groups: By means of the universal characters, Adv. Math. 74 (1989), 57–86.
[9] K. Koike and I. Terada, Young-diagrammatic methods for the representation theory
of the classical groups of type Bn, Cn, Dn, J. Algebra 107 (1987), 466–511.
[10] I. G. Macdonald, “Symmetric Functions and Hall Polynomials, 2nd edition”, Oxford
Univ. Press, 1995.
[11] I. G. Macdonald, Orthogonal polynomials associated with root systems, Se´m. Lothar.
Combin. 45 (2000/01), Art. B45a, 40pp.
[12] A. O. Morris, A note on the multiplication of Hall functions, J. London Math. Soc.
39 (1964), 481–488.
[13] J. J. C. Nimmo, Hall–Littlewood symmetric functions and the BKP equation, J. Phys.
A 23 (1990), 751–760.
[14] S. Okada, Schur-type Pfaffians and their applications to symmetric function identities,
in “Abstract of the Special Session on Infinite Analysis, MSJ 2014 Autumn Meeting”,
Mathematical Society of Japan, 2014, pp.21–31 (in Japanese).
[15] S. Okada, Pfaffian formulas and Schur Q-function identities, Adv. Math. 353 (2019),
446–470,
[16] S. Okada, A generalization of Schur’s P - and Q-functions, Se´m. Lothar. Combin. 81
(2019/20), Art. B81k, 50pp.
[17] P. Pragacz and T. Jo´zefiak, A determinantal formula for skew Q-functions, J. London
Math. Soc. (2) 43 (1991), 76–90.
[18] B. E. Sagan, Shifted tableaux, Schur Q-functions, and a conjecture of R. Stanley, J.
Combin. Theory Ser. A 45 (1987), 62–103.
[19] I. Schur, U¨ber die Darstellung der symmetrischen und der alternierenden Gruppe durch
gebrochene lineare Substitutionen, J. Reine Angew. Math. 139 (1911), 155–250.
[20] J. R. Stembridge, Shifted tableaux and the projective representations of symmetric
groups, Adv. Math. 74 (1989), 87–134.
37
[21] J. R. Stembridge, The SF package for symmetric functions, available at
http://www.math.lsa.umich.edu/~jrs/maple.html#SF
[22] S. Sundaram, The Cauchy identity for Sp(2n), J. Combin. Theory Ser. A 53 (1990),
209–238.
[23] M. L. Wachs, Flagged Schur functions, Schubert polynomials, and symmetrizing op-
erators, J. Combin. Theory Ser. A 40 (1985), 276–289.
[24] D. R. Worley, “A Theory of Shifted Young Tableaux”, Ph.D. Thesis, Massachusetts
Institute of Technology, 1984.
38
