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CHAPITRE 1
Introduction : présentation générale des travaux
Ce mémoire synthétise les travaux de recherche non contenus dans
ma thèse de doctorat. La recherche qui y est décrite relève de la théo-
rie des probabilités, mais aussi de la statistique mathématique. Le fil
conducteur de ces travaux est la caractérisation de (familles de) lois
de probabilité. Les caractérisations de lois sont importantes, non seule-
ment en théorie des probabilités et en statistique théorique où elles
occasionnent la résolution de problèmes mathématiques souvent très
beaux, mais aussi en statistique appliquée car ces caractérisations per-
mettent bien souvent de développer des outils performants, soit dans le
but d’estimer des paramètres à partir de l’observation d’un échantillon,
soit dans la construction de tests statistiques. Les travaux relatés dans
ce mémoire peuvent être scindés en trois parties.
Une première partie, concernant les travaux les plus anciens, porte
sur deux thèmes : les familles exponentielles naturelles (FEN) et les
probabilités dites de Lancaster sur Rd.
La deuxième partie et la troisième partie concernent des travaux
plus récents. La deuxième comporte des résultats autour de la propriété
dite deMatsumoto-Yor, originellement associée aux lois gaussiennes in-
verses généralisées (GIG), que nous étendons à d’autres familles de lois :
lois de Kummer et lois bêta généralisées, établissant ainsi une nouvelle
caractérisation de ces lois, sous des hypothèses de régularité.
Enfin, les travaux mentionnés dans la troisième partie portent sur
une revue de la littérature concernant les caractérisations connues des
lois GIG, assortie de deux nouvelles caractérisations (nouvelles mais
découlant directement de résultats connus sur des densités plus gé-
nérales) et une étude statistique de ces lois. Cette étude statistique
consiste d’abord à observer que les modèles paramétriques GIG ont la
propriété dite "ULAN" (normalité asymptotique locale uniforme), ce
qui nous permet ensuite d’utiliser la méthodologie de Le Cam pour pro-
poser une nouvelle procédure de tests statistiques pour les paramètres
des lois GIG.
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Chapitre 1. Introduction : présentation générale des travaux
Dans ce chapitre introductif, nous présentons rapidement chacune
des trois parties et donnons la liste des publications. Les quatre pre-
miers articles de cette liste sont liés à la thèse de doctorat et, par
conséquent, leur contenu n’est pas décrit dans cette synthèse. Les cha-
pitres 2, 3 et 4 reviennent plus en détail sur chacune des trois parties.
Le chapitre 5 mentionne brièvement mes travaux en cours ainsi que
quelques perspectives de recherche.
1. Familles exponentielles naturelles, probabilités de
Lancaster
Les familles exponentielles jouent un rôle important en statistique
car de nombreux problèmes statistiques trouvent un traitement uni-
fié dans ce cadre (voir Barndorff-Nielsen (1978) pour les familles ex-
ponentielles générales et Letac (1992) pour les familles exponentielles
naturelles). Elles sont souvent utiles en statistique bayésienne (voir,
par exemple, Diaconis et Ylvisaker, 1979). Pour faciliter la lecture du
document, nous donnons quelques définitions.
Soit µ une mesure de Radon positive sur Rd, non concentrée sur un
hyperplan. Soit
Lµ(θ) =
∫
Rd
exp(< θ, x >)µ(dx)
sa transformée de Laplace, Θ(µ) l’intérieur du domaine convexe {θ ∈
Rd; Lµ(θ) < ∞}. Pour θ ∈ Θ(µ), soit kµ(θ) = logLµ(θ) et P (θ, µ) la
mesure de probabilité sur Rd de densité exp(< θ, x >) par rapport à µ.
On appelle famille exponentielle naturelle engendrée par µ, l’en-
semble de mesures de probabilité {P (θ, µ); θ ∈ Θ(µ)}.
La fonction kµ est strictement convexe, analytique réelle, et son
gradient k′µ définit un difféomorphisme de Θ(µ) sur un ouvert MF de
Rd. Sa fonction réciproque est notée ψµ, et pour m ∈MF , on note
P (m,F ) := P (ψµ(m), µ).
Puisque k′µ(θ) est l’espérance mathématique d’une variable aléatoire X
suivant la loi P (θ, µ), MF est aussi appelé domaine des moyennes de
la FEN F .
Pour tout m ∈ MF , la matrice de covariance de P (m,F ) est notée
VF (m) et l’application VF : MF 7→ M+, oùM+ désigne l’ensemble des
matrices définies positives, est appelée la fonction variance de F . Elle
caractérise la famille F (par exemple, VF est constante égale à Σ si et
seulement si F est la famille des lois normales de matrice de covariance
Σ). Ainsi, de nombreux résultats, notamment en termes de classifica-
tion, concernant les FEN, reposent sur la forme de la matrice VF (m).
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1. Familles exponentielles naturelles, probabilités de Lancaster
La FEN F est dite quadratique (voir Morris, 1982 pour le cas unidi-
mensionnel et Casalis, 1996 pour le cas multidimensionnel) si chaque
entrée de la matrice VF (m) est un polynôme du second degré en les
composantes m1,m2, . . . ,mn de m. Elle est dite quadratique simple si
le terme du second degré dans l’entrée (i, j) de VF (m) est égal à amimj,
où a est une constante ne dépendant pas de (i, j).
En collaboration avec D. Pommeret, nous avons obtenu le résultat
suivant (article [KP2]) : si le produit de convolution de plusieurs FEN
sur Rd est encore une FEN, alors cette dernière a une fonction variance
affine, ainsi que chacune des familles intervenant dans la convolution.
Chacune de ces dernières est alors une famille Poisson-gaussienne sur
Rd, c’est-à-dire le produit tensoriel de k familles normales sur R et
de d− k familles de lois de Poisson. Cela constitue une extension non
triviale à Rd d’un résultat de Letac (1992) sur R pour la convolution
de deux familles et de Pommeret (1999) pour la convolution de plus
de deux familles. La démonstration repose en partie sur des résultats
établis dans ma thèse sur la projection de FEN.
Une autre partie de mes travaux de recherche porte sur une classe
de lois introduite par Lancaster en 1975 et que nous avons dénommée
la classe des probabilités de Lancaster. En voici la définition. Soit σ
une mesure de probabilité sur Rd × Rd, de marges respectives µ et ν
(sur Rd). Soient (Pn)n∈Nd et (Qn)n∈Nd des polynômes orhogonaux par
rapport à µ et ν, formant une base de L2(µ) et L2(ν) respectivement.
La mesure σ est appelée probabilité de Lancaster si l’on a la propriété
de bi-orthogonalité suivante : si (X, Y ) est une variable aléatoire de loi
σ, alors E(Pn(X)Qk(Y )) = 0 pour n 6= k.
On rencontre ce type de loi dans de nombreux domaines des proba-
bilités et de la statistique. Par exemple, on les trouve dans la litté-
rature concernant les processus de Markov stationnaires : Bussgang
(1952), Barrett et Lampard (1955), Brown (1958), Wong et Thomas
(1962), Wong (1963), etc., et aussi en analyse canonique (cf Dauxois et
Pousse, 1975, Buja, 1990). Mentionnons aussi quelques références plus
récentes : Griffiths (2009) sur les processus de Markov réversibles dont
les fonctions propres sont des polynômes orthogonaux ; Diaconis, Khare
et Saloff-Coste (2008) où de nouvelles techniques sont proposées pour
calculer des vitesses de convergence vers la mesure stationnaire dans le
cadre de l’échantillonnage de Gibbs bivariée et où il est montré que ces
techniques donnent de très bons résultats si les mesures cibles sont des
probabilités de Lancaster ; dans le domaine des probabilités discrètes,
on peut citer Diaconis et Griffiths (2012) qui donne une interprétation
des probabilités de Lancaster de marges binomiales à l’aide du modèle
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d’urnes d’Ehrenfest généralisé ; Griffiths et Spano (2013) dans le cas
des mesures de Dirichlet.
Une partie importante de la thèse de doctorat avait été consacrée à une
étude générale de ces probabilités de Lancaster et à leur caractérisation
dans plusieurs cas intéressants. Notre apport post-thèse à ce sujet et à
celui des familles exponentielles naturelles multidimensionnelles a été,
en collaboration avec D. Pommeret (article [KP1]), de démontrer que
si les marges appartiennent à une famille exponentielle quadratique
(voir la définition plus haut), alors on peut construire très simplement
des probabilités de Lancaster sur Rd × Rd, suivant une méthode déjà
expérimentée dans R par Lancaster (1975), mais dont la généralisation
à Rd ne relève pas d’une simple réécriture.
2. Caractérisations du type Matsumoto-Yor
Pour µ ∈ R, a, b > 0, la loi gaussienne inverse généralisée GIG(µ, a, b)
est la mesure de probabilité dont la densité est proportionnelle à
(1) xµ−1e−
1
2
(a2/x+b2x)1(0,∞)(x).
Pour µ, c > 0, notons γ(µ, c) la loi gamma de densité proportionnelle à
xµ−1e−cx1(0,∞)(x).
Soient X et Y des variables aléatoires positives et indépendantes.
Soit f : ]0,∞[→]0,∞[ une fonction strictement décroissante et bijec-
tive. Considérons U := f(X + Y ) et V := f(X) − f(X + Y ). Dans le
cas f(x) = 1/x, si X suit la loi GIG(−µ, a, b) et si Y suit la loi gamma
γ(µ, b2/2) avec µ, a, b > 0, alors U et V sont indépendantes. Ce fait,
observé par Matsumoto & Yor (2001) dans le cas a = b au détour d’un
lemme utile dans l’étude de certaines fonctionnelles exponentielles du
mouvement brownien, a été établi pour a et b quelconques par Letac
& Wesołowski (2000) et est appelé dans la littérature récente propriété
de Matsumoto-Yor. Il est prouvé dans Letac & Wesołowski (2000) que
cette propriété caractérise le produit tensoriel des lois GIG et gamma :
Si X et Y sont des variables aléatoires positives et indépendantes,
non dégénérées, alors les variables aléatoires U = (X + Y )−1 et V =
X−1 − (X + Y )−1 sont indépendantes si et seulement s’il existe µ > 0,
a > 0 et b > 0 tels que X ∼ GIG(−µ, a, b) et Y ∼ γ(µ, b2/2).
Une extension de ce résultat de caractérisation a été établie par
Wesołowski (2002b), remplaçant l’hypothèse d’indépendance de U et
V par l’hypothèse de constance des espérances conditionnelles E(V |U)
et E(1/V |U), le prix à payer étant de supposer l’existence de E(1/X)
(voir aussi Seshadri et Wesołowski, 2001).
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On trouve une interprétation de cette propriété d’indépendance
dans Matsumoto et Yor (2003) en termes du mouvement brownien.
Dans le cas µ = −1/2, cette interprétation repose sur le fait que les
lois GIG(−1/2, a, b) et GIG(1/2, a, b) sont respectivement les lois du
premier et du dernier temps d’atteinte du niveau a > 0 par un brow-
nien standard de drift b > 0 partant de 0 (voir par exemple Vallois,
1991).
Notre contribution à la littérature concernant la propriété de Mat-
sumoto -Yor a été, d’abord, de remarquer (article [K3]), que dans le cas
µ = −1/2, cette propriété peut être obtenue comme une conséquence
d’un résultat d’indépendance établi en collaboration avec Barndorff-
Nielsen (article [BK2]) pour un arbre muni de résistances aléatoires
suivant la loi gaussienne inverse.
Un apport plus important à cette littérature a été d’étendre la pro-
priété de Matsumoto-Yor à d’autres fonctions f et à d’autres lois, éta-
blissant ainsi de nouvelles propriétés d’indépendance et de nouvelles
caractérisations. Plus précisément, nous nous sommes posé les ques-
tions suivantes :
Pour une fonction décroissante et bijective f : (0,∞)→ (0,∞), soit la
transformation
Tf : (0,∞)2 → (0,∞)2
(x, y) 7→ (f(x+ y), f(x)− f(x+ y)).
– Existe-t-il d’autres fonctions f que x 7→ 1/x telles que Tf préserve
l’indépendance de variables aléatoires X et Y ?
– Peut-on trouver toutes ces fonctions f ?
– Pour chaque f , quelles sont les lois de X et Y ?
Malheureusement, nous n’avons pas pu répondre à ces questions sans
restriction. Nous avons supposé que les lois des variables X et Y ont
des densités de classe C2 et nous avons fait des hypothèses de régularité
sur f (que nous détaillerons plus loin). Sous ces hypothèses, nous avons
établi dans [KV2], que les fonctions f possibles sont essentiellement au
nombre de quatre :
f(x) = 1/x, f(x) = 1/(ex − 1), f(x) = log(1 + 1/x)
ou f(x) = log((ex + δ − 1)/(ex − 1)), δ > 0.
Dans chacun de ces quatre cas, nous avons exhibé les lois des variables
X et Y : dans le premier cas on retrouve bien sûr les lois GIG et
gamma ; les deuxième et troisième cas fournissent une caractérisation
des lois de Kummer, et le quatrième cas une caractérisation des lois
bêta généralisées.
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Dans un travail ultérieur (article [KV1], paru avant son prédéces-
seur [KV2]), les hypothèses de régularité sur les densités ont été consi-
dérablement assouplies : on suppose simplement que les logarithmes
des densités sont localement intégrables (hypothèse plus faible, bien
entendu, que la continuité même de ces densités). Mais cela reste insa-
tisfaisant, car il est très vraisemblable que les caractérisations obtenues
restent valables sous la simple hypothèse que les lois de X et Y ne sont
pas des masses de Dirac, comme dans le théorème de Letac et We-
sołowski (2000) concernant les lois GIG et gamma.
Nous avons établi dans l’article [K4] une version matricielle de la
propriété d’indépendance évoquée ci-dessus pour les lois de Kummer. Il
est vraisemblable que cela se traduise aussi par une caractérisation des
lois de Kummer matricielles. Cela pourrait donner une ouverture sur
le champs des matrices aléatoires, notamment sur une étude spectrale
des matrices de Kummer.
3. Contributions à la caractérisation et à l’étude statistique
des lois GIG
L’article[KL2] contient une revue des caractérisations connues des
lois GIG, ainsi que deux nouvelles caractérisations qui résultent de l’ap-
plication aux lois GIG de résultats plus généraux obtenus par ailleurs
par Christophe Ley et ses coauteurs.
Dans l’article [KL1], plus novateur, nous proposons des tests opti-
maux des paramètres des modèles GIG. Dans cet article nous adoptons
une autre paramétrisation des lois GIG que celle donnée en (1). Pour
p ∈ R, a > 0, b > 0, nous notons GIG(p, a, b) la mesure de probabilité
de densité
(2) fp,a,b(x) := c(p, a, b)xp−1e−(ax+b/x)/2, x > 0,
où la constante de normalisation est c(p, a, b) := (a/b)
p/2
2Kp(
√
ab)
, Kp étant la
fonction de Bessel modifiée de troisième espèce.
Ces lois interviennent dans la modélisation de nombreux phéno-
mènes réels, notamment des temps d’attente (Jørgensen, 1982), des
phénomènes extrêmes en hydrologie (Chebana et al, 2010), l’activité
neuronale (Iyengar et al, 1997). Concernant l’étude des propriétés sta-
tistiques de cette loi, on peut citer par exemple (Jørgensen, 1982),
Perreault et al 1999a, 1999b).
Au sein de la famille des lois GIG, aussi appelée "famille de Hal-
phen", on note deux modèles importants : la loi gaussienne inverse
(IG) pour p = −1
2
et la loi gaussienne inverse réciproque (RIG) pour
p = 1
2
.
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3. Publications
Un problème naturel est celui de tester les modèles IG ou RIG
parmi les lois GIG, c’est-à-dire de considérer les deux hypothèses nulles
H±0 : p = ±12 contre des alternatives de la forme H±1 : p 6= ±12 ou, plus
généralement, H±0 : p = p0 contre H±1 : p 6= p0. La manière standard
d’aborder cette question est d’utiliser un test de rapport de vraisem-
blance. Le triplet (p, a, b) doit être estimé par la méthode du maximum
de vraisemblance pour les densités (2). Il n’y a pas d’expression expli-
cite d’un tel estimateur, et des méthodes numériques sont nécessaires.
Ainsi, l’efficacité des statistiques de test du rapport de vraisemblance
obtenues est réduite par la complexité numérique et la non exactitude
des expressions.
En collaboration avec Christophe Ley, nous observons que les mo-
dèles GIG ont la propriété ULAN (uniform local asymptotic normality).
L’intérêt de cette propriété ULAN pour les GIG est qu’elle constitue
un outil clé dans la méthodologie de Le Cam (voir par exemple Le Cam
et Yang, 1990, et Le Cam, 1960). L’idée centrale de la théorie de Le
Cam est le concept de convergence de modèles statistiques, qui permet
d’approcher une famille de mesures de probabilité par une autre fa-
mille plus simple à étudier. L’ingrédient majeur est la propriété ULAN
qui implique que le modèle paramétrique P(n)GIG (loi conjointe de n co-
pies iid d’une variable de loi GIG(p, a, b)), est localement (dans un
voisinage de (p, a, b)) et asymptotiquement (pour des échantillons de
grande taille) équivalent à un simple modèle gaussien. Cela nous a per-
mis de construire un test optimal pour l’hypothèse nulle H0 : p = p0
contre H1 : p 6= p0, qui utilise uniquement l’expression explicite des
estimateurs des moments (qui sont aussi les estimateurs du maximum
de vraisemblance dans le cas p0 = 12) des paramètres a et b sous p = p0,
et qui est aussi efficace que le test du rapport de vraisemblance. Le
test que nous proposons a l’avantage de combiner la performance issue
de la procédure de maximum de vraisemblance, et la simplicité résul-
tant de l’utilisation de la méthode des moments pour l’estimation des
paramètres.
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CHAPITRE 2
Familles exponentielles naturelles, probabilités de
Lancaster
1. Caractérisation des familles exponentielles naturelles
Poisson-gaussiennes par une propriété de stabilité par
convolution
Il existe plusieurs caractérisations des lois normales et de Pois-
son. Citons par exemple l’ouvrage de Bryc (1995) qui rassemble dif-
férentes caractérisations de ces lois. Une autre caractérisation de ces
deux lois est proposée dans l’ouvrage de Letac (1992). L’auteur montre
que si deux familles exponentielles naturelles sont stables par convolu-
tion alors ce sont les familles des lois de Poisson ou des lois normales.
Nous avons généralisé ce résultat à plusieurs familles et en dimension
supérieure. Pour cela nous considérons F1, . . . , Fn (n ≥ 2) des familles
exponentielles naturelles sur Rd et nous notons ∗ le produit de convo-
lution. En collaboration avec D. Pommeret ([KP2], nous avons obtenu
le résultat suivant :
Théorème 2.1. Soient F1, . . . , Fn (n ≥ 2) des familles exponen-
tielles naturelles sur Rd engendrées par µ1, . . . , µn respectivement. Alors
les propriétés suivantes sont équivalentes :
(1) L’ensemble
F1 ∗ F2 ∗ . . . ∗ Fn := {µ1 ∗ µ2 ∗ . . . ∗ µn; (µ1, . . . , µn) ∈ F1 × . . .× Fn}
est une famille exponentielle naturelle (sur Rd).
(2) Fi est une famille Poisson-gaussienne pour tout i ∈ {1, . . . , n}
et il existe une application linéaire B, indépendante de i, de Rd
dans l’ensemble des matrices symétriques d×d, et c1, . . . , cn ∈
Sd tels que
VFi(mi) = B(mi) + ci
pour tout i = 1, . . . , n et pour tout mi ∈MFi.
(3) F1 ∗ F2 ∗ . . . ∗ Fn est une famille Poisson-gaussienne.
(4) Fi1 ∗ Fi2 ∗ . . . ∗ Fik est une famille Poisson-gaussienne. pour
tout i1, . . . , ik ∈ {1, . . . , n}.
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(5) Fi1 ∗ Fi2 ∗ . . . ∗ Fik est une famille exponentielle naturelle pour
tout i1, . . . , ik ∈ {1, . . . , n}.
2. Construction de probabilités de Lancaster dont les marges
appartiennent à la classe de Meixner multidimensionnelle
Soit P(Rd) l’ensemble des mesures de Radon positives µ sur Rd,
non concentrées sur un hyperplan, et dont la transformée de Laplace
Lµ est définie sur un domaine dont l’intérieur Θ(µ) contient 0 (cette
dernière hypothèse assure l’existence des moments de tous ordres). Pour
µ ∈ P(Rd), soit F la famille exponentielle naturelle (FEN) engendrée
par µ, et soit VF : MF 7→ M+ la fonction variance de F , où M+
désigne l’ensemble des matrices définies positives.
Comme rappelé précédemment, la famille exponentielle naturelle
F est dite quadratique si chaque entrée de la matrice VF (m) est un
polynôme du second degré en les composantes m1,m2, . . . ,mn de m.
Elle est dite quadratique simple si le terme du second degré dans l’entrée
(i, j) de VF (m) est égal à amimj, où a est une constante ne dépendant
pas de (i, j).
Meixner (1934) a caractérisé la classe des lois de probabilité sur R
telles que les polynômes orthogonaux associés ont une fonction géné-
ratrice exponentielle, c’est-à-dire∑
n≥0
znPn(x)
n!
= exp(a(z)x) b(z),
où a et b sont des fonctions analytiques. Cette classe de mesures contient
six familles décrites par Morris (1982) comme étant les seules familles
exponentielles ayant une fonction variance quadratique : les familles
normale, Poisson, gamma, binomiale, négative binomiale et hyperbo-
lique.
Pour étendre à Rd la définition de la classe de Meixner, nous don-
nons la définition suivante : une famille de polynômes (Pn)n∈Nd consti-
tuant une base de l’espace des polynômes sur Rd est appelée suite
polynomiale si, pour chaque n = (n1, . . . , nd), Pn est de degré |n| =
n1 + . . . nd, c’est-à-dire si l’on a
Pn(x1, . . . , xd) =
∑
q∈Nd,|q|≤|n|
αqx
q1
1 . . . x
qd
d ,
où au moins un des nombres réels αq est non nul quand |q| = |n|. On
dit qu’une suite polynomiale (Pn)n∈Nd a une fonction génératrice expo-
nentielle s’il existe un voisinage B de 0 et deux fonctions analytiques
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Meixner multidimensionnelle
a : B → Rd et b : B → R tels que pour tout z ∈ B,∑
n∈Nd
zn
n!
Pn(x) = exp (〈a(z), x〉) b(z),
où zn = zn11 . . . z
nd
d et n! = n1! . . . nd!.
Nous définissons maintenant la classe de Meixner multidimension-
nelle.
Définition 2.1. Une mesure de probabilité µ sur Rd appartient à
la classe de Meixner multidimensionnelle si elle a des moments de tous
ordres et s’il existe une suite polynomiale orthogonale par rapport à µ
et ayant une fonction génératrice exponentielle.
Définition 2.2. Etant donné deux variables aléatoires X et Y à
valeurs dans Rd, de lois respectives µ et ν, on dit que la loi jointe σ de
(X, Y ) est une probabilité de Lancaster s’il existe deux suites polyno-
miales (Pn)n∈Nd et (Qn)n∈Nd telles que
(1) la famille (Pn) est µ-orthonormale ;
(2) la famille (Qn) est ν-orthonormale ;
(3) E(Pn(X)Qk(Y )) = 0 si n 6= k.
Définition 2.3. Soit µ ∈ P(Rd) et Lµ sa transformée de Laplace.
L’ensemble Λ(µ) des réels strictement positifs t tels que Ltµ soit la trans-
formée de Laplace d’une mesure positive est appelé ensemble de Jorgen-
sen de µ (bien sûr, cet ensemble contient l’ensemble des entiers naturels
non nuls puisque, pour tout t ∈ N, Ltµ est la transformée de Laplace de
µ∗t, où ∗ désigne le produit de convolution ; il est égal à (0,∞) si µ est
indéfiniment divisible).
Notre résultat est le suivant (article [KP1]), généralisant à Rd Lan-
caster (1975).
Théorème 2.2. Soient µ ∈ P(Rd), m la moyenne de µ. Soient I
et J des parties finies de Λ(µ), dont l’intersection K est non vide. Soit
(Xt)t∈I∪J une suite de variables aléatoires indépendantes telles que Xt
soit de loi µ∗t. Considérons
X =
∑
t∈I
Xt, Y =
∑
t∈J
Xt.
On suppose que la famille exponentielle naturelle F engendrée par µ est
quadratique simple. Soit VF sa fonction variance. Soit A une matrice
inversible telle que A−1VF (m)(A−1)′ soit diagonale. Soit (e1, . . . , ed)
la base canonique de Rd. Pour x ∈ Rd, m ∈ MF , et n ∈ Nd, soit
f
(n)
µ (x,m)(Ae1, . . . , Aed) la dérivée d’ordre |n| = n1 + . . .+ nd de m 7→
fµ(x,m) dans les |n| directions Ae1 (n1 fois), . . ., Aed (nd fois). Alors
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– La loi jointe σ de (X, Y ) est une probabilité de Lancaster de
marges µα et µβ, où α =
∑
t∈I t et β =
∑
t∈J t.
– Les suites polynomiales orthonormales (Pn) et (Qn) correspon-
dantes sont obtenues par normalisation des polynômes
α|n|f (n)µα (x,m)(Ae1, . . . , Aed) et β|n|f
(n)
µβ (x,m)(Ae1, . . . , Aed) res-
pectivement.
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CHAPITRE 3
Caractérisations du type Matsumoto-Yor
Rappelons que, pour µ ∈ R, a > 0, b > 0, la loi GIG de paramètres
µ, a, b est définie par :
GIG(µ; a, b)(dx) =
(
b
a
)µ
xµ−1
2Kµ(ab)
e−
1
2
(a2/x+b2x)1(0,∞)(x)dx,
où Kµ est la fonction de Bessel modifiée de troisième espèce, aussi
appelée fonction de McDonald.
La valeur a = 0 est autorisée si µ > 0, ainsi que b = 0 si µ < 0. La
loi GIG(µ, 0, b) est la loi gamma γ(µ, b2/2) de densité
b2µ
2µΓ(µ)
xµ−1 exp−b
2
2
x (x > 0).
Si µ = −1
2
, alors GIG(µ; a, b) est la loi gaussienne inverse classique :
IG(a, b)(dx) =
a√
2pi
eabx−
3
2 e−
1
2
(a2x−1+b2x)1(0,∞)(x)dx.
Si µ = 1
2
, on a la loi gaussienne inverse réciproque
RIG(a, b)(dx) =
b√
2pi
eabx−
1
2 e−
1
2
(a2x−1+b2x)1(0,∞)(x)dx.
1. La propriété de Matsumoto-Yor
Cette propriété affirme l’indépendance des variables
U =
1
X + Y
, V =
1
X
− 1
X + Y
si X et Y sont des variables aléatoires indépendantes de lois respectives
GIG(−µ, a, b) et γ(µ, b2/2), avec µ > 0, a > 0 et b > 0.
Le résultat suivant de Letac & Wesołowski (2000) offre une carac-
térisation du produit tensoriel GIG(−µ, a, b)⊗ ∼ γ(µ, b2/2) :
Théorème 3.1. (Letac & Wesołowski, 2000)
Si X et Y sont des variables aléatoires positives et indépendantes, non
dégénérées, alors les variables aléatoires U = (X +Y )−1 et V = X−1−
(X + Y )−1 sont indépendantes si et seulement s’il existe µ > 0, a > 0
et b > 0 tels que X ∼ GIG(−µ, a, b) et Y ∼ γ(µ, b2/2).
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Présentons maintenant les résultats que nous avons obtenus :
2. Lien entre la propriété de Matsumoto-Yor et un réseau
arborescent de résistances aléatoires
Pour µ = −1/2, la propriété de Matsumoto-Yor peut être obtenue
comme une conséquence d’un résultat d’indépendance que nous avions
obtenue avec Barndorff-Nielsen (voir [BK2]) sur un réseau électrique
arborescent. Rappelons ce résultat :
Théorème 3.2. Soit un réseau électrique consistant en un arbre
fini dont chaque arête e est munie d’une résistance aléatoire Re indé-
pendamment des autres arêtes. On suppose que
– si e est une arête terminale, alors Re ∼ RIG(ae, be) ;
– si e n’est pas une arête terminale, alors Re ∼ IG(ae, be) ;
– la somme des paramètres ae pour toutes les arêtes d’un chemin
reliant la racine à une feuille de l’arbre ne dépend pas du chemin ;
soit a cette somme ;
– pour chaque arête e, be =
∑
e′∈Fe be′, où Fe est l’ensemble des
arêtes terminales reliées à e.
Alors la résistance équivalente du réseau suit la loi RIG(a, b), où b est
la somme des be pour toutes les arêtes terminales de l’arbre.
De plus, conditionnellement à la résistance équivalente R, les variables
U =
(∑
e∈E
a2e
Re
)
− a
2
R
, V =
(∑
e∈E
b2eRe
)
− b2R
sont indépendantes.
En appliquant ce théorème à un arbre trivial formé de deux résis-
tances mises en série, on obtient la propriété de Matsumoto-Yor dans
le cas µ = −1/2 (article [K3]).
3. Autres propriétés d’indépendance : caractérisations des
lois de Kummer et bêta généralisées
En collaboration avec Pierre Vallois, nous avons établi des pro-
priétés d’indépendance du même genre que celle de Matsumoto-Yor.
A l’origine de ce travail se trouvait la question de savoir s’il existait
d’autres fonctions f que x 7→ 1/x et d’autres lois µ1 et µ2 que les
lois GIG et gamma, telles que si X et Y sont des variables aléatoires
positives indépendantes de lois respectives µ1 et µ2 alors les variables
aléatoires U = (f(X+Y ) et V = f(X)−f(X+Y ) sont indépendantes
(nous qualifions ces fonctions de fonctions de Matsumoto-Yor). Nous
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avons résolu ce problème sous des hypothèses de régularité sur f et sur
les lois µ1 et µ2. Voici les différents résultats obtenus.
3.1. Caractérisation des fonctions de Matsumoto-Yor sous
des hypothèses de régularité. Considérons, pour x > 0,
f1(x) =
1
ex − 1 , g1(x) = f
−1
1 (x) = log
(
1 +
1
x
)
,
et
fδ(x) = log
(
ex + δ − 1
ex − 1
)
, δ > 0.
Théorème 3.3. (KV2) Sous des hypothèses de régularité, f est une
fonction de Matsumoto-Yor si et seulement s’il existe α, β, δ > 0 tels
que
f(x) =
α
x
, f(x) =
1
α
f1(βx),
f(x) =
1
α
g1(βx) ou f(x) =
1
α
fδ(βx).
A noter qu’on obtient ainsi une classe de fonctions fermée par pas-
sage à la réciproque, puisque g1 = f−11 et que fδ est involutive. La
preuve de ce théorème comporte les étapes suivantes :
Proposition 3.1. Soient X, Y > 0 des variables aléatoires posi-
tives, indépendantes, admettant des densités respectives pX et pY stric-
tement positives et deux fois dérivables. Soit φX = log pX et φY =
log pY . Soit une fonction décroissante f : (0,∞) 7→ (0,∞), trois fois
dérivable.
Alors les variables aléatoires U = f(X + Y ) et V = f(X)− f(X + Y )
sont indépendantes si, et seulement si, pour tous x, y > 0 :
φ′′X(x)− φ′X(x)
f ′′(x)
f ′(x)
+ φ′′Y (y)f
′(x)
(
1
f ′(x)
− 1
f ′(x+ y)
)
+φ′Y (y)
f ′′(x)
f ′(x)
+
2(f ′′(x))2 − f ′′′(x)f ′(x)
f ′(x)2
= 0.(3)
A partir de cette équation différentielle impliquant la fonction f et
les densités des variables aléatoires X et Y , on a obtenu une équation
où n’intervient que la fonction f , via F = 1/f ′ :
Proposition 3.2. Soit f , X et Y comme dans la proposition pré-
cédente.
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Considérons h := φ′Y et F := 1/f ′. Supposons que F (0) = 0. Alors il
existe une fonction λ telle que, pour tous x, y > 0 :
F (x+ y) =
F (y)[λ(x)− h(y)F ′(x)]
λ(0)− h(y)F ′(0) + F (x).
F ′(x+ y) =
F ′(y) + F ′(0)
F (y)
[F (x+ y)− F (x)]− F ′(x)(4)
Nous avons cherché les solutions F de cette dernière équation à tra-
vers leur développement en série. En effet, en posant F (x) =
∑
n≥1 anx
n
dans l’équation, on obtient des relations de récurrence entre les coeffi-
cients. Ces relations sont données dans les deux lemmes suivants :
Lemme 3.1. Soit F une fonction vérifiant (4) et suffisamment ré-
gulière pour admettre le développement F (x) =
∑
n≥1 anx
n. Supposons
F (0) = F ′(0) = 0. Alors
(1) Pour tout k ≥ 0, a2k+1 = 0.
(2) Pour tout k ≥ 1,
a2k =
(
12a4
a2
)k−1
2
(2k)!
a2.
Supposons F (0) = 0 et F ′(0) 6= 0. Alors
(1) Pour tout k ≥ 0,
a2k+1 =
(
6a3
a1
)k
1
(2k + 1)!
a1.
(2) Pour tout k ≥ 1,
a2k =
(
6a3
a1
)k−1
2
(2k)!
a2.
Ce lemme permet d’obtenir les quatre types de fonctions F = 1/f ′
possibles exhibés dans le théorème suivant, et d’en déduire les quatre
types de fonctions f annoncés.
Théorème 3.4. Supposons F (x) =
∑
n≥1 anx
n, (x > 0).
(1) Si F ′(0+) = 0, alors a2 < 0. De plus,
si a4 < 0, alors
F (x) =
a22
6a4
(
cosh
(
x
√
12a4
a2
)
− 1
)
.
Sinon, F (x) = a2x2.
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(2) Si F ′(0+) 6= 0 alors
dans le cas où a1a3 > 0, on a
F (x) =
a1a2
3a3
[
cosh
(
x
√
6a3
a1
)
− 1
]
+ a1
√
a1
6a3
sinh
(
x
√
6a3
a1
)
.
Sinon, F (x) = a1x+ a2x2.
En remplaçant, dans l’équation (3), la fonction f successivement
par chacune des quatre expressions obtenues, on obtient une équation
différentielle vérifiée par les densités de X et Y . La résolution de cette
équation, assez longue mais sans difficulté particulière, permet de don-
ner, pour chaque type de fonction f , une propriété d’indépendance du
type Matsumoto-Yor. Bien sûr, pour f(x) = 1/x, on retrouve la pro-
priété de Matsumoto-Yor classique. Nous énonçons dans les théorèmes
suivants, les autres propriétés d’indépendance obtenues.
3.2. Le cas f = f1.
Définition 3.1. La loi de Kummer de type 2 (voir par exemple Ng
& Kotz, 1995) est la mesure de probabilité définie par :
K(2)(a, b, c)(dx) := α(a, b, c)xa−1(1 + x)−a−be−cx1(0,∞)(x)dx
où a, c > 0, b ∈ R et α(a, b, c) est la constante de normalisation, qui
s’exprime à l’aide de la fonction gamma et de la fonction hypergéomé-
trique confluente de seconde espèce Ψ :
α(a, b, c) =
1
Γ(a)Ψ(a, 1− b, c) .
Théorème 3.5. (1) Considérons X, Y > 0, deux variables aléa-
toires positives indépendantes, admettant des densités stricte-
ment positives et deux fois dérivables. Les variables aléatoires
U et V définies par
U =
1
eX+Y − 1 , V =
1
eX − 1 −
1
eX+Y − 1
sont indépendantes si, et seulement s’il existe des constantes
a, b et c tels que
pY (y) =
Γ(a+ b)
Γ(a)Γ(b)
(1− e−y)b−1e−ay1{y>0}(5)
pX(x) = α(a+ b, c,−a)e−(a+b)x(1− e−x)−b−1
exp
(
−c e
−x
1− e−x
)
1{x>0}(6)
(2) Dans ces conditions, U ∼ K(2)(a, b, c) et V ∼ γ(b, c).
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3.3. Le cas f = g1. Nous obtenons ici une caractérisation de la
loi de Kummer K(2) (ou, plus exactement, une caractérisation du pro-
duit tensoriel de cette loi et d’une loi gamma, avec des paramètres
adéquats) par une propriété d’indépendance analogue à celle de Letac
& Wesołowski (2000) concernant le produit tensoriel d’une loi GIG et
d’une loi gamma.
Théorème 3.6. Considérons U, V > 0, deux variables aléatoires
positives indépendantes, admettant des densités strictement positives
et deux fois dérivables.
Les variables aléatoires U ′ et V ′ définies par
U ′ =
1 + 1
U+V
1 + 1
U
, V ′ = U + V
sont indépendantes si, et seulement s’il existe des constantes a, b, c
telles que
U ∼ K(2)(a, b, c) et V ∼ γ(b, c).
Dans ces conditions, U ′ ∼ Beta(a, b) et V ′ ∼ K(2)(a+ b,−b, c).
Remarque 3.1. On établit ainsi la propriété de convolution :
K(2)(a, b, c) ∗ γ(b, c) = K(2)(a+ b,−b, c).
3.4. Le cas f = fδ. Considérons la loi bêta généralisée, définie
pour a, b, α > 0 et c ∈ R par
βα(a, b; c)(dx) = kα(a, b; c)x
a−1(1− x)b−1(1 + αx)c1(0,1)(x)dx,
où kα(a, b; c) est la constante de normalisation. A noter que si c = 0 ou
α = 0, alors βα(a, b; c) = Beta(a, b).
Théorème 3.7. Soient X, Y > 0, deux variables aléatoires posi-
tives indépendantes, à valeurs dans (0, 1), admettant des densités régu-
lières au sens défini dans les théorèmes précédents. Considérons, pour
δ > 0 fixé,
U =
1−XY
1 + (δ − 1)XY , V =
1−X
1 + (δ − 1)X
1 + (δ − 1)XY
1−XY .
U et V sont indépendantes si, et seulement s’il existe des constantes
a, b, λ > 0 telles que
X ∼ βδ(a+ b, λ;−λ− b), Y ∼ Beta(a, b).
On a alors
U ∼ βδ(λ+ b, a;−a− b), V ∼ Beta(λ, b).
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Remarque 3.2. Dans ce théorème, nous avons adopté une formu-
lation "multiplicative" des variables U et V , au lieu de la formulation
"additive" U = f(X + Y ), V = f(X)− f(X + Y ).
3.5. Relaxation des hypothèses de régularité. Rappelons que
les résultats décrits ci-dessus ont été obtenus sous l’hypothèse que les
variables aléatoires concernées avaient des densités deux fois dérivables.
Ces hypothèses ont été allégées dans l’article [KV1], où nous supposons
seulement que les logarithmes des densités sont localement intégrables.
Notre approche s’inspire de Wesołowski (2002a). Dans cette partie nous
donnons le résultat pour f = f1 et renvoyons à l’article pour les autres
cas.
Pour X, Y > 0, soient U et V définis par
(7) (U, V ) :=
(
1
eX+Y − 1 ,
1
eX − 1 −
1
eX+Y − 1
)
.
Nous démontrons le théorème suivant :
Théorème 3.8. Soit (X, Y ) un couple de variables aléatoires in-
dépendantes et positives, de densités respectives pX et pY . On suppose
que pX et pY sont strictement positives et que log pX et log pY sont
localement intégrables sur ]0,∞[.
Si les variables U and V définies par (7) sont indépendantes, alors les
densités respectives de X et Y sont données par (6) et (5). De plus,
U ∼ K(2)(a, b, c) et V ∼ γ(b, c).
La preuve repose sur la résolution de deux équations fonctionnelles
reliant pX , pY , pU et pV .
Lemme 3.2. Avec les notations et hypothèses du théorème 3.8, défi-
nissons les fonctions h := − pX
pY f ′
, k := − pU
pV g′
, F := log k, α := log pV ,
β := log pY et H(r) := log
(
h
(
log
(
1 +
2
r
)))
, où r > 0. Alors on a
les équations fonctionnelles suivantes :
(8) H(s)−H(t) = α
(
s(s+ 2)
2(s+ t+ 2)
)
− α
(
t(t+ 2)
2(s+ t+ 2)
)
, s, t > 0.
(9) F (u)−F (v) = β(g(u)−g(u+v))−β(g(v)−g(u+v)), u, v > 0.
Ce lemme s’obtient par une manipulation des deux équations sui-
vantes résultant de l’indépendance des variables X et Y d’une part, et
de U et V d’autre part :
pU(u)pV (v) = pX(g(u+ v)) pY (g(u)− g(u+ v)) g′(u+ v)g′(u),
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%beginequation
pX(z)pY (w) = pU(f(z+w)) pV (f(z)−f(z+w)) f ′(z+w)f ′(z), z, w > 0.
Une fois les équations fonctionnelles (8) et (9) établies, on utilise le
lemme suivant :
Lemme 3.3. Les fonctions H,α, F and β sont de classe C1.
Ce lemme est un corollaire du résultat général suivant :
Lemme 3.4. Soit ξ : ]0,∞[→]0,∞[ une bijection de classe C1 telle
que ξ′(x) < 0. Soit φ = (φ1, φ2) : (0,∞)2 → (0,∞)2 définie par
φ(u, v) :=
(
ξ(u)− ξ(u+ v), ξ(v)− ξ(u+ v)).
On suppose que le jacobien Jφ(u, v) est non nul pour tout u, v > 0 et
que
G(s)−G(t) = θ(φ1(s, t))− θ(φ2(s, t)), s, t > 0,
où l’une des fonctions θ et G : (0,∞) → (0,∞) est localement inté-
grable sur (0,∞).
Alors G et θ sont de classe C1.
Nous renvoyons à l’article KV1 pour les détails.
3.6. Extension partielle du théorème 3.6 aux matrices aléa-
toires de Kummer. Rappelons une des propriétés d’indépendance
décrites ci-dessus :
Si X, Y sont des variables aléatoires indépendantes telles que X suit
la loi de Kummer
K(2)(a, b, c)(dx) := Cxa−1(1 + x)−a−be−cx1(0,∞)(x)dx, a, c > 0, b ∈ R
(C étant la constante de normalisation) et Y suit la loi gamma γ(b, c)(dx),
alors les variables aléatoires
(10) U :=
1 + 1
X+Y
1 + 1
X
, V := X + Y
sont indépendantes. De plus, U ∼ beta(a, b) et V ∼ K(2)(a + b,−b, c)
où beta(a, b)(dx) =
Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−11{0<x<1}dx.
La loi de Kummer et la loi gamma peuvent être définies sur l’en-
semble des matrices symétriques définies positives (dans la cas gamma,
c’est la loi de Wishart). Par ailleurs, des versions matricielles existent
pour la propriété de Matsumoto-Yor concernant les lois GIG et gamma
(Letac & Wesołowski (2000), Massam & Wesołowski (2006)). Il est
alors naturel de se demander si l’indépendance des variables aléatoires
U et V définies par (10) est encore vérifiée si X et Y sont des matrices
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aléatoires r × r définies positives (bien-sûr, U et V doivent être ré-
écrites en tant que matrices, cf (11)). Nous répondons à cette question
par l’affirmative. Même si la preuve repose uniquement sur un calcul
de jacobien, le contexte matriciel la rend non triviale.
Avant d’énoncer le résultat, rappelons la définition des lois de Kum-
mer, de Wishart et beta pour des variables matricielles.
SoitMr l’espace euclidien des matrices réelles symétriques et soit I
l’élément unité deMr. Considérons le produit scalaire 〈A,B〉 = tr(AB)
surMr. Désignons parM+r le cône des matrices définies positives de
Mr.
Pour Σ ∈ M+r et b ∈ {0, 12 , 1, 32 , . . . , r−12 } ∪ ( r−12 ,∞), la loi de Wi-
shart γ(b,Σ) (voir par exemple Letac & Wesołowski (2000), Massam
& Wesołowski, 2006) est définie comme la loi d’une matrice aléatoire
Y prenant ses valeurs dans la fermeture deM+r et dont la transformée
de Laplace est
E(e〈σ,Y 〉) =
(
det Σ
det(Σ− σ)
)b
, Σ− σ ∈M+r .
Si b > r−1
2
, la loi de Wishart γ(b,Σ) a pour densité :
γ(b,Σ)(dy) =
(det Σ)b
Γr(b)
(det y)b−(r+1)/2 exp(−〈Σ, y〉)1M+r (y) dy,
où Γr est la fonction gamma multivariée, définie pour tout nombre com-
plexe z vérifiant Re(z) > (r−1)/2, par Γr(z) = pir(r−1)/4
r∏
j=1
Γ
(
z − j − 1
2
)
.
Pour α, β > r−1
2
, la loi beta beta(α, β) (aussi appelée loi beta ma-
tricielle de type I, cf Nagar & Gupta, 2002) surM+r est
beta(α, β)(du) =
Γr(α + β)
Γr(α)Γr(β)
(detu)α−
r+1
2 (det(I − u))β− r+12 1U(u) du,
où U est l’ensemble des matrices u deM+r telles que I − u ∈M+r .
Pour a > r−1
2
, b ∈ R, Σ ∈ M+r , la loi de Kummer matricielle sur
M+r est définie par
K(a, b,Σ)(dx) =
1
Γr(a)ψ(a, a− b+ r+12 ; Σ)
×(detx)a− r+12 (det(I + x))b exp(−〈Σ, x〉)1M+r (x) dx,
où ψ est la fonction hypergeométrique confluente de deuxième espèce
à argument matriciel (cf Joshi & Joshi, 1985, formule (2)). Cette dis-
tribution est appelée dans la littérature (cf Gupta et al, 2001) la loi
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Kummer-Gamma ou la loi de Kummer de type II. Par souci de conci-
sion, nous l’appellerons simplement loi de Kummer.
Nous énonçons à présent le résultat.
Théorème 3.9. Soient a, b,Σ tels que a > r−1
2
, b− a > r−1
2
et Σ ∈
M+r . Soient X et Y des matrices aléatoires indépendantes à valeurs
dansM+r , telles que X suit la loi de Kummer K(a, b,Σ) et Y la loi de
Wishart γ(b− a,Σ).
Alors les matrices aléatoires
(11) U := [I+(X+Y )−1]1/2[I+X−1]−1[I+(X+Y )−1]1/2, V := X+Y
sont indépendantes. De plus, U ∼ beta(a, b− a) et V ∼ K(b, a,Σ).
La preuve du théorème repose sur le calcul du jacobien de la trans-
formation
T :M+r ×M+r → U ×M+r
(x, y) 7→ ([I + (x+ y)−1]1/2[I + x−1]−1[I + (x+ y)−1]1/2, x+ y) .
Questions
(1) On peut faire la conjecture suivante, que nous avons démontrée
dans le cas r = 1 : Soient X et Y deux variables aléatoires in-
dépendantes à valeurs dansM+r ayant des densités régulières.
Les matrices aléatoires U et V définies ci-dessus sont indé-
pendantes si et seulement s’il existe a, b,Σ telles que a > r−1
2
,
b − a > r−1
2
, Σ ∈ M+r et telles que X suit la loi de Kummer
K(a, b,Σ) et Y la loi de Wishart γ(b− a,Σ).
(2) La propriété de Matsumoto-Yor a été remarquée par Matsu-
moto et Yor (2001) au cours de leur étude de certaines fonc-
tionnelles exponentielles du mouvement brownien. Il est alors
naturel de se demander s’il existe un processus stochastique
dont le comportement serait lié à la propriété d’indépendance
établie pour la loi de Kummer, aussi bien dans le cas réel que
dans le cas matriciel.
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CHAPITRE 4
Contribution à la caractérisation et à l’étude
statistique des lois GIG
Nous présentons dans cette partie quelques résultats issus des ar-
ticles [KL1] et [KL2]. L’article [KL2] est une revue de la littérature
sur les caractérisations des lois GIG. On y propose deux nouvelles ca-
ractérisations, dont le caractère novateur est limité par le fait qu’elles
constituent des corollaires de résultats déjà établis pour des densités
plus généraux. Dans l’article [KL1] nous observons une propriété inté-
ressante du modèle statistique GIG et exploitons cette propriété pour
construire une nouvelle procédure de test sur les paramètres.
1. Deux nouvelles caractérisations des lois GIG
Nous proposons une revue succincte de la littérature concernant les
diverses caractérisations de la loi gaussienne inverse généralisée (GIG)
et donnons deux nouvelles caractérisations. La première est basée sur
l’estimateur du maximum de vraisemblance du paramètre d’échelle. La
deuxième est une caractérisation de type Stein.
La densité de la loi GIG peut être exprimée (voir Jørgensen, 1982)
à l’aide des paramètres θ =
√
ab (paramètre de concentration) et η =√
b/a (paramètre d’échelle) :
(12) fp,θ,η(x) :=
1
2ηKp(θ)
(
x
η
)p−1
e−θ(x/η+η/x)/2, x > 0.
1.1. Une caractérisation par l’estimateur du maximum de
vraisemblance. Un théorème célèbre de caractérisation en statistique,
dû à Carl Friedrich Gauss (1809), se formule ainsi : la moyenne X¯ est,
pour tout échantillon i.i.d. X1, . . . , Xn de toute taille n, l’estimateur de
maximum de vraisemblance (EMV) du paramètre µ dans une famille de
densités {f(x−µ), µ ∈ R} si et seulement si l’échantillon est tiré d’une
population gaussienne (de variance non fixée). Ce tout premier résultat
de caractérisation par EMV a des applications importantes, puisqu’il
indique clairement que plus l’on s’éloigne de la situation gaussienne,
moins la moyenne est pertinente comme estimateur. D’autres théo-
rèmes de caractérisation ont été établis par le passé, reliant des formes
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particulières de l’estimateur du maximum de vraisemblance à une loi
particulière, par exemple la loi exponentielle, (Poincaré, 1912, Teicher,
1961), la loi de Laplace (Kagan et al, 1973), la loi gamma (Marshall
et Olkin, 1993) ou la loi harmonique (Hürlimann, 1998). Duerinckx et
al (2013) effectue un inventaire de ces résultats et fournit une théorie
unifiée.
Dans cette section, nous appliquons le résultat général de Duerinckx
et al. (2013) pour construire un théorème de caractérisation par EMV
de la loi GIG. Pour cela, nous adoptons la reformulation (12) de la den-
sité, car cette paramétrisation fait de la famille {fp,θ,η(x), η > 0} une
famille d’échelle. Observons d’abord par un calcul simple que l’EMV
de η, à p et θ fixés, est
ηˆ =
√
p2 + θ2X¯X¯−1 − p
θX¯−1
,
où X¯ = 1
n
∑n
i=1Xi et X¯−1 =
1
n
∑n
i=1
1
Xi
si X1, . . . Xn sont i.i.d. de loi
GIG(p, a, b). Nous obtenons le résultat suivant :
Théorème 4.1. Soit un entier n ≥ 3. Pour p ∈ R et θ > 0,√
p2+θ2X¯X¯−1−p
θX¯−1
est l’estimateur du maximum de vraisemblance du para-
mètre d’échelle η dans une famille
{
1
η
f(x/η), η > 0
}
sur (0,∞) pour
tout échantillon X1, . . . , Xn de taille fixée n si et seulement s’il existe
d > 0 tel que la famille soit {fpd,θd,η(x), η > 0}, i.e. la famille des
densités des lois GIG(pd, θd/η, θηd), η > 0.
Il est clair que ce théorème de caractérisation par EMV pour la
loi GIG contient, entre autres, les caractérisations obtenues en fixant
des valeurs du paramètre p, par exemple les caractérisations par EMV
des lois gaussienne inverse, hyperbolique ou harmonique. Ainsi, la ca-
ractérisation due à Hürlimann (1998) est un cas particulier de notre
théorème 4.1.
1.2. Caractérisation du type Stein. La méthode de Stein pour
l’approximation normale, introduite par Stein (1972), a été au fil des
années adaptée à d’autres loi de probabilité comme, pour n’en citer
que quelques unes, la loi de Poisson (Chen, 1975), la loi exponentielle
(Chatterjee et al, 2011), la loi gamma (Luk, 1994).
La première étape de cette méthode consiste à trouver un "opéra-
teur de Stein" approprié, dont les propriétés déterminent la qualité de
l’approximation (voir par exemple Ross, 2011). Cet opérateur vérifie
un théorème de caractérisation de Stein qui le relie à la loi cible.
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En collaboration avec Christophe Ley (article KL2), nous propo-
sons cette caractérisation à la Stein pour la loi GIG dans le théorème
suivant :
Théorème 4.2. Une variable aléatoire positive X suit la loi GIG(p, a, b)
si et seulement si pour toute fonction dérivable h vérifiant
lim
x→∞
fp,a,b(x)h(x) = lim
x→0
fp,a,b(x)h(x) = 0,
on a
E
[
h′(X) +
(
p− 1
X
+
b
2X2
− a
2
)
h(X)
]
= 0.
La fonctionnelle h 7→ Tfp,a,b(h)(x) := h′(x) +
(
p−1
x
+ b
2x2
− a
2
)
h(x) est
l’opérateur de Stein de la loi GIG.
Ce résultat est un exemple particulier de l’approche par densité des
caractérisations de Stein, initiée dans Stein et al (2004) et développée
par Ley et Swan (2013). On peut remplacer les fonctions h(x) par
h(x)x2, et l’opérateur de Stein de la GIG Tfp,a,b(h) prendrait alors la
forme
Tfp,a,b(h)(x) = x2h′(x) +
(
−x2a
2
+ (p+ 1)x+
b
2
)
h(x).
2. Tests optimaux pour les paramètres dans les modèles
GIG, basés sur la propriété ULAN
2.1. Introduction. La littérature concernant les aspects probabi-
listes des lois GIG est assez conséquente, mais il y a moins d’études qui
traitent ces lois d’un point de vue statistique. Parmi les travaux concer-
nant les propriétés statistiques des lois GIG, on peut citer le livre de
Jørgensen (1982, chapitres 4-7), et des travaux plus récents sur les lois
de Halphen (dont les lois GIG, encore appelées lois de Halphen de type
A, sont un cas particulier), par exemple Perreault et al. (1999a,b) ou
Chebana et al. (2010).
Une méthode standard pour tester un paramètre (qui peut être
vectoriel) d’un modèle statistique consiste à utiliser un test du rap-
port de vraisemblance. Ce test est basé sur l’estimation du paramètre
par la méthode du maximum de vraisemblance. Les procédures de test
basées sur l’estimateur du maximum de vraisemblance (MV) sont les
plus puissantes. Cependant, dans le cas des modèles généraux GIG,
leur efficacité est quelque peu diminuée par le fait qu’il n’existe pas
d’expression explicite de la solution des équations de vraisemblance,
en particulier pour l’estimation simultanée des trois paramètres. Des
méthodes numériques ont été proposées, par exemple par Perreault et
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al. (1999b) et Lemonte & Cordeiro (2011). En guise d’alternative à
l’estimation par la méthode MV, Fitzgerald (2000) a fourni des ex-
pressions exactes des estimateurs par la méthode des moments (MM).
Malgré leur simplicité d’utilisation, due aux expressions explicites, les
tests basés sur ces estimateurs par la méthode MM sont moins efficaces
que les tests du rapport de vraisemblance. Pour trouver un compromis
entre efficacité et simplicité, Chebana et al. (2010) propose une combi-
naison des méthodes MM et MV pour l’estimation.
Dans notre contribution (article [KL1]) à cette littérature concer-
nant les problèmes d’estimation et de tests des paramètres des modèles
GIG, nous ne proposons pas un compromis entre efficacité et simpli-
cité, mais nous construisons des tests combinant de manière optimale
les deux approches, puisque les tests proposés allient l’efficacité issue
de l’analogie avec la procédure ML et la simplicité due à l’estimation
des paramètres inconnus par la méthode des moments. Pour cela, nous
utilisons la méthodologie de Le Cam. La première étape de cette mé-
thodologie consiste à observer que les modèles GIG satisfont la pro-
priété ULAN (normalité asymptotique locale uniforme). Grâce à cette
propriété, nous construisons des procédures optimales pour toute hy-
pothèse nulle concernant un ou plusieurs des paramètres p, a et b, les
autres paramètres étant inconnus. Les tests obtenus sont aussi efficaces
que ceux du rapport de vraisemblance car les statistiques de test res-
semblent au score de Rao, mais sont meilleurs que les tests basés sur
le score de Rao parce que les paramètres inconnus peuvent être esti-
més par des formules explicites grâce à la méthode des moments et que
par conséquent il n’est pas nécessaire de les estimer par la méthode du
maximum de vraisemblance. Un autre intérêt de l’utilisation de l’ap-
proche de Le Cam est que nous pouvons calculer la puissance des tests
obtenus contre une série d’alternatives contiguës.
Le travail que nous présentons dans cette partie consiste d’abord à
établir la propriété ULAN pour les modèles GIG et la linéarité asymp-
totique qui en découle. Ceci ne présente pas de difficulté particulière
car la densité GIG est très régulière par rapport aux paramètres. En-
suite, nous montrons la construction de tests optimaux de l’hypothèse
nulle H0 : p = p0 contre H 6=1 : p 6= p0, déterminons le comportement
asymptotique de ces tests sous l’hypothèse nulle et sous des alterna-
tives contiguës et donnons explicitement les puissances asymptotiques.
Nous traitons ensuite le cas particulier p0 = −1/2, c’est-à-dire le cas où
l’on teste l’hypothèse nulle gaussienne inverse (IG) au sein des modèles
GIG. Cela induit automatiquement un test de l’hypothèse gaussienne
inverse réciproque (RIG) , puisque X ∼ IG(a, b) ⇐⇒ 1
X
∼ RIG(b, a)).
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Ensuite nous procédons à des simulations de Monte Carlo pour évaluer
la performance des tests obtenus, puis nous donnons deux applications
de ces tests à des données réelles.
Dans cette synthèse nous présentons quelques résultats obtenus.
Nous renvoyons à l’article pour quelques détails techniques, pour les
calculs explicites dans le cas p0 = −1/2 et pour les résultats des simu-
lations. Mais il paraît nécessaire de rappeler dans un premier temps
quelques définitions et les outils qui nous ont servi à établir nos résul-
tats.
2.2. Rappel des notions théoriques utilisées. Pour faciliter
la lecture des résultats, nous rappelons des définitions et quelques faits
concernant les outils théoriques utilisés. Ces rappels sont tirés de van
der Vaart (1998). Dans la notation adoptée, v′ désigne la transposée
de toute matrice v. Les éléments de Rk sont considérés comme des
matrices-colonne.
2.2.1. Différentiabilité en moyenne quadratique et propriété ULAN.
Définition 4.1. Soit Θ un ouvert de Rk. Soit {Pθ; θ ∈ Θ} une
famille de mesures de probabilité sur un espace mesurable (Ω,A). On
suppose que pour tout θ ∈ Θ, la mesure de probabilité Pθ admet une
densité fθ par rapport à une mesure µ. Le modèle statistique {Pθ; θ ∈
Θ} est dit différentiable en moyenne quadratique en θ0 ∈ Θ s’il existe
une fonction mesurable l˙θ0 : Ω→ Rk telle que∫ (√
fθ −
√
fθ0 −
1
2
(θ − θ0)′l˙θ0
√
fθ0
)2
dµ = o(‖θ − θ0‖2).
Définition 4.2. Soit Θ un ouvert de Rk. Pour tout entier n et
pour tout θ ∈ Θ, soit Pn,θ une mesure de probabilité sur un espace
donné. La suite de modèles statistiques (Pn,θ; θ ∈ Θ)n est dite LAN
(locally asymptotically normal) en θ s’il existe des matrices rn et Iθ
et des vecteurs aléatoires ∆n,θ tels que la suite (∆n,θ), appelée suite
centrale, converge en loi, sous Pn,θ, vers N(0, Iθ) et tels que pour toute
suite (hn) convergeant vers h ∈ Rk,
(13) log
dPn,θ+r−1n hn
dPn,θ
= h′∆n,θ − 1
2
h′Iθh+ oPn,θ(1).
Un exemple typique est le cas où Pn,θ est la loi de (X1, . . . , Xn), où
X1, . . . , Xn sont n copies indépendantes d’une variable aléatoire de loi
Pθ, de densité fθ. On a alors le théorème suivant (van der Vaart, 1998,
théorème 7.2) :
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Théorème 4.3. Avec les notations ci-dessus, si le modèle statis-
tique {Pθ; θ ∈ Θ} est différentiable en moyenne quadratique en θ, alors∫
l˙θ dPθ = 0, la matrice d’information de Fisher Iθ =
∫
l˙θ l˙
′
θ dPθ existe.
De plus, pour toute suite (hn) convergeant vers h ∈ Rk,
(14) log
n∏
i=1
fθ+hn/
√
n
fθ
(Xi) =
1√
n
n∑
i=1
h′l˙θ(Xi)− 1
2
h′Iθh+ oPθ(1).
Le lemme suivant (van der Vaart, 1998, lemme 7.6) donne une condi-
tion suffisante de différentiabilité en moyenne quadratique.
Lemme 4.1. Avec les mêmes notations que ci-dessus, si (i) la fonc-
tion θ 7→ √fθ(x) est de classe C1 pour tout x ; (ii) les éléments de
la matrice d’information de Fisher sont bien définis et continus en θ,
alors le modèle statistique {Pθ; θ ∈ Θ} est différentiable en moyenne
quadratique en tout θ0 ∈ Θ.
Définition 4.3. Sous les hypothèses de ce lemme, d’après Ibra-
gimov et Khas’minskii (1981), la convergence donnée par (14) a lieu
uniformément sur les compacts de Θ, et dans ce cas on dit que la suite
de modèles statistiques (Pn,θ; θ ∈ Θ)n est ULAN (Uniformly locally
asymptotically normal).
2.2.2. Contiguïté et troisième lemme de Le Cam.
Définition 4.4. Soit (Ωn,An)n une suite d’espaces mesurables.
Pour tout n, soient Pn et Qn des mesures de probabilité sur (Ωn,An).
La suite (Qn) est dite contiguë par rapport à la suite (Pn) si, pour
toute suite d’ensembles mesurables An, on a l’implication Pn(An) →
0⇒ Qn(An)→ 0. Les deux suites sont dites mutuellement contiguës si
elles sont contiguës l’une par rapport à l’autre.
Un intérêt de la contiguïté de deux suites de mesures de probabilité
(Pn) et (Qn) est de pouvoir obtenir des lois limites sous (Qn) à partir
de lois limites sous (Pn). Typiquement, dans la théorie des tests statis-
tiques, Pn est la loi d’une statistique sous une hypothèse nulle et Qn la
loi sous une hypothèse alternative.
Exemple important de contiguïté : Si la suite de variables aléatoires
( dPn
dQn
) converge en loi, sous (Qn), vers eX , où X suit une loi normale
N(m,σ2), alors la suite (Qn) est contiguë par rapport à (Pn). Les deux
suites sont mutuellement contiguës si et seulement si m = −1
2
σ2.
Un des outils utilisés dans ce travail est le théorème suivant, appelé
dans la littérature troisième lemme de Le Cam :
Théorème 4.4. Soient Pn et Qn des mesures de probabilité sur
des espaces (Ωn,An), et soit Xn : Ωn → Rk une suite de vecteurs
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aléatoires. On suppose que (Xn, log
dQn
dPn
) converge en loi, sous (Pn),
vers (X, V ), où (X, V ) suit la loi normale k + 1-dimensionnelle de
moyenne (m,−1
2
σ2) et de matrice de covariance(
Σ τ
τ ′ σ2
)
.
Alors (Xn) converge en loi, sous Qn, vers la loi normale k-dimensionnelle
de moyenne m+ τ et de matrice de covariance Σ.
Une application intéressante de la notion de normalité locale asymp-
totique est qu’elle permet d’étudier le comportement de statistiques de
test sous des alternatives contiguës. En effet, si cette propriété est vé-
rifiée, alors, en vertu de (14), log dPn,θ+h/
√
n
dPn,θ
converge en loi, sous Pn,θ,
vers N(−1
2
h′Iθh, h′Iθh). Par conséquent, d’après l’exemple de conti-
guïté donné plus haut, les mesures de probabilité Pn,θ+h/√n et Pn,θ
sont mutuellement contigües. Cette contiguïté, combinée avec le troi-
sième lemme de Le Cam, permet souvent d’obtenir, comme nous le
ferons dans le cas des modèles GIG, la loi limite de statistiques de test
sous Pn,θ+h/√n connaissant le comportement asymptotique sous Pn,θ,
ce qui est utile par exemple dans l’étude de l’efficacité asymptotique
d’estimateurs ou de tests.
2.3. Propriété ULAN et linéarité asymptotique des mo-
dèles GIG(p, a, b). Nous établissons ici la propriété ULAN pour des
modèles GIG généraux. R+0 est l’intervalle (0,+∞).
Soit X1, . . . , Xn un échantillon i.i.d. suivant la loi GIG(p, a, b) de
densité (2). Soit P(n)p,a,b la loi conjointe de (X1, . . . , Xn). Considérons le
modèle paramétrique GIG
P(n)GIG :=
{
P
(n)
p,a,b : p ∈ R, a ∈ R+0 , b ∈ R+0
}
.
Théorème 4.5. Pour p ∈ R, a ∈ R+0 et b ∈ R+0 , soit ϑ = (p, a, b)′.
Alors, pour tout ϑ(n) = (p(n), a(n), b(n)))′ = ϑ + O(n−1/2) et pour toute
suite bornée τ (n) = (τ (n)1 , τ
(n)
2 , τ
(n)
3 )
′ ∈ R3 telle que a(n)+n−1/2τ (n)2 > 0 et
b(n) + n−1/2τ (n)3 > 0, la famille de mesures de probabilité P(n)GIG satisfait
Λ
(n)
ϑ(n)+n−1/2τ (n)/ϑ(n)
:= log(dP
(n)
ϑ(n)+n−1/2τ (n)
/dP
(n)
ϑ(n)
)
= τ (n)
′
∆(n)(ϑ(n))− 1
2
τ (n)
′
Γ (ϑ)τ (n) + oP (1),(15)
et ∆(n)(ϑ(n)) L→ N3(0,Γ (ϑ)), sous P(n)ϑ(n) lorsque n→∞, où
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∆(n)(ϑ) :=
 ∆
(n)
1 (ϑ)
∆
(n)
2 (ϑ)
∆
(n)
3 (ϑ)
 := 1√
n
n∑
i=1

(
∂pc(p,a,b)
c(p,a,b)
+ log(Xi)
)(
∂ac(p,a,b)
c(p,a,b)
− Xi
2
)(
∂bc(p,a,b)
c(p,a,b)
− 1
2Xi
)
 ,
=
1√
n
n∑
i=1

(
1
2
log(a/b)− ∂p logKp(
√
ab) + log(Xi)
)(
p
2a
− ∂a logKp(
√
ab)− Xi
2
)(
− p
2b
− ∂b logKp(
√
ab)− 1
2Xi
)
 ,
et
Γ (ϑ) :=
 Γp,p(ϑ) Γp,a(ϑ) Γp,b(ϑ)Γp,a(ϑ) Γa,a(ϑ) Γa,b(ϑ)
Γp,b(ϑ) Γa,b(ϑ) Γb,b(ϑ)
 ,
avec
Γp,p(ϑ) := ∂
2
pp logKp(
√
ab), Γa,a(ϑ) :=
p
2a2
+ ∂2aa logKp(
√
ab),
Γb,b(ϑ) := − p
2b2
+ ∂2bb logKp(
√
ab), Γp,a(ϑ) := − 1
2a
+ ∂2ap logKp(
√
ab),
Γp,b(ϑ) :=
1
2b
+ ∂2ba logKp(
√
ab), Γa,b(ϑ) := ∂
2
ab logKp(
√
ab).
Autrement dit, pour des perturbations d’ordre n−1/2, la famille P(n)GIG
est ULAN en ϑ, avec comme suite centrale ∆(n)(ϑ), la matrice d’infor-
mation de Fisher correspondante étant Γ (ϑ).
Ce théorème résulte des observations suivantes : (i) la fonction
(p, a, b) 7→
√
c(p, a, b)xp−1e−(ax+b/x)/2
est de classe C1 sur R×R+0 ×R+0 pour tout x > 0 ; (ii) la matrice d’in-
formation de Fisher associée est bien définie et continue en p, a et b. Par
suite, en utilisant le lemme 4.1, (p, a, b) 7→
√
c(p, a, b)xp−1e−(ax+b/x)/2
est différentiable en moyenne quadratique, et la propriété ULAN s’en-
suit grâce au théorème 7.2 de van der Vaart (1998).
Ce résultat permet d’approcher le modèle paramétrique P(n)GIG, lo-
calement (dans un voisinage de (p, a, b)′), lorsque n tend vers l’infini,
par le modèle gaussien
Pϑ :=
{
Pτ ,ϑ = N3 (Γ (ϑ)τ ,Γ (ϑ)) |τ ∈ R3
}
.
En effet, le développement (15), au terme de reste près, ressemble au
rapport de vraisemblance du modèle gaussien ci-dessus. Les procédures
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optimales pour ce modèle gaussien étant bien connues, cette approxi-
mation permet de construire des tests optimaux pour le modèle GIG.
La construction de ces tests est basée sur la propriété ULAN énoncée
dans le théorème précédent, et aussi sur son corollaire suivant ("linéa-
rité asymptotique" de la suite centrale) :
∆(n)
(
ϑ + n−1/2τ (n)
)
= ∆(n)(ϑ)− Γ (ϑ)τ (n) + oP(1),(16)
sous P(n)
ϑ(n)
lorsque n → ∞. Cette linéarité asymptotique permet d’ap-
préhender le comportement de la suite centrale ∆(n)(ϑ) lorsque ϑ =
(p, a, b) est remplacé par un estimateur ϑˆ
(n)
. Si cet estimateur est suf-
fisamment régulier et est tel que ϑˆ
(n) − ϑ = OP(1/
√
n), alors on peut
remplacer, dans l’équation (16), τ (n) par
√
n(ϑˆ
(n) − ϑ) pour obtenir
∆(n)
(
ϑˆ
(n)
)
= ∆(n)(ϑ)−√nΓ (ϑ)(ϑˆ(n) − ϑ) + oP(1)
sous P(n)
ϑ(n)
lorsque n→∞ .
2.4. Construction de tests efficaces. Nous construisons dans
cette partie un test de l’hypothèse nulle H0 : p = p0 contre H 6=1 : p 6= p0
pour p0 ∈ R. Le test est construit en deux étapes : nous supposons, dans
une première étape, les paramètres a et b connus. Dans une seconde
étape où nous les supposerons inconnues, elles devront être estimées.
La méthode que nous proposons ne s’applique pas seulement au cas où
l’on souhaite faire un test sur le paramètre p, mais peut être utilisée
pour tester les paramètres a ou b, les vecteurs (p, a)′, (p, b)′, (a, b)′, ou
le vecteur (p, a, b)′. Ce dernier cas est le plus simple, la seconde étape
d’estimation n’étant pas nécessaire.
2.4.1. 1ère étape : les paramètres a et b sont connus. Dans ce cas, on
lit la propriété ULAN uniquement en p et, par analogie avec le modèle
gaussien, la procédure optimale de test de l’hypothèse p = p0 contre
p 6= p0 consiste à rejeter l’hypothèse nulle au niveau asymptotique α si
la statistique
Q(n)p0 (a, b) :=
∆
(n)
p (p0, a, b)√
Γp,p(p0, a, b)
=
n−1/2
∑n
i=1
(
1
2
log(a/b)− (∂p logKp(
√
ab))|p=p0 + log(Xi)
)
√
(∂2pp logKp(
√
ab))|p=p0
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dépasse en valeur absolue zα/2, le quantile d’ordre 1 − α/2 de la loi
normale standard.
La validité et l’optimalité de ce test noté φ(n)p0 (a, b) découlent du
résultat plus général donné par le théorème 4.6 ci-dessous. L’optimalité
signifie ici que le test est asymptotiquement maximin. Cela résulte du
fait que le modèle converge vers un modèle gaussien. Rappelons qu’un
test φ∗ est dit maximin dans la classe Cα des tests de niveau α de
l’hypothèse H0 contre H1 si (i) le niveau de φ∗ est α et (ii) sa puissance
est telle que
inf
P∈H1
EP[φ
∗] ≥ sup
φ∈Cα
inf
P∈H1
EP[φ].
2.4.2. 2ème étape : les paramètres a et b sont inconnus. Dans ce
cas, les paramètres a et b doivent être estimés, et on remplace a et
b par les estimateurs correspondants aˆ(n) et bˆ(n) dans la statistique
Q
(n)
p0 (a, b) pour obtenir Q
(n)
p0 (aˆ
(n), bˆ(n)). Cette substitution nécessite de
considérer la suite centrale efficace
∆(n)effp (ϑ)
:= ∆(n)p (ϑ)− Cov(∆(n)p (ϑ), (∆(n)a (ϑ),∆(n)b (ϑ)))
×
(
Var((∆(n)a (ϑ),∆
(n)
b (ϑ))
′)
)−1
(∆(n)a (ϑ),∆
(n)
b (ϑ))
′
= ∆(n)p (ϑ)−
(Γp,a(ϑ),Γp,b(ϑ))
(
Γb,b(ϑ) −Γa,b(ϑ)
−Γa,b(ϑ) Γa,a(ϑ)
)
(∆
(n)
a (ϑ),∆
(n)
b (ϑ))
′
Γa,a(ϑ)Γb,b(ϑ)− (Γa,b(ϑ))2
qui est asymptotiquement non corrélée aux suites centrales correspon-
dant à a et b. L’information de Fisher associée à ∆(n)effp (ϑ) est
Γeffp,p (ϑ)
:= Γp,p(ϑ)−
(Γp,a(ϑ),Γp,b(ϑ))
(
Γb,b(ϑ) −Γa,b(ϑ)
−Γa,b(ϑ) Γa,a(ϑ)
)
(Γp,a(ϑ),Γp,b(ϑ))
′
Γa,a(ϑ)Γb,b(ϑ)− (Γa,b(ϑ))2
=
det Γ(ϑ)
Γa,a(ϑ)Γb,b(ϑ)− (Γa,b(ϑ))2 .
On peut se référer à Bickel et al. (1993, chapitre 2) ou à van der Vaart
(1998, chapitre 25) concernant les suites centrales efficaces et leur ma-
trice d’information efficace associée.
La proposition suivante établit la linéarité asymptotique de la suite
centrale efficace et de la matrice d’information correspondante :
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Proposition 4.1. Pour tout ϑ = (p, a, b)′ ∈ R × (R+0 )2, et pour
toute suite bornée τ (n) = (0, τ (n)2 , τ
(n)
3 )
′ ∈ {0} × R2 telle que a +
n−1/2τ2(n) > 0 et b+ n−1/2τ3(n) > 0, on a, sous P
(n)
ϑ , lorque n→∞,
(17) ∆(n)effp (ϑ + n
−1/2τ (n)) = ∆(n)effp (ϑ) + oP(1)
et
(18) Γeffp,p (ϑ + n
−1/2τ (n)) = Γeffp,p (ϑ) + oP(1).
La justification de la construction du test lorsque a et b sont incon-
nues est donnée par la proposition suivante :
Proposition 4.2. Soit p0 ∈ R. Supposons les estimateurs aˆ(n) et
bˆ(n) suffisamment réguliers. Alors, en posant
Q(n)effp0 (a, b) =
∆
(n)eff
p (p0, a, b)√
Γeffp,p (p0, a, b)
,
on a
(19) Q(n)effp0 (aˆ
(n), bˆ(n))−Q(n)effp0 (a, b) = oP(1)
sous P(n)p0,a,b lorsque n→∞.
Cela nous permet de donner la procédure optimale de test de l’hy-
pothèse nulle H0 : p = p0 contre H 6=1 : p 6= p0 lorsque les paramètres
a et b sont inconnus. Ce test, que nous notons φ(n)p0 (aˆ(n), bˆ(n)), rejette
H0 au niveau asymptotique α si Q(n)effp0 (aˆ(n), bˆ(n)) dépasse zα/2 en va-
leur absolue, où aˆ(n) et bˆ(n) sont des estimateurs suffisamment réguliers
(c’est le cas des estimateurs obtenus par la méthode des moments).
Le théorème suivant établit la validité de ce test (comportement
asymptotique deQ(n)effp0 (aˆ(n), bˆ(n)) sous l’hypothèse nulle), sa loi asymp-
totique sous des alternatives locales et son optimalité. Ce résultat
couvre aussi le cas où a et b sont connus.
Théorème 4.6. Soit p0 ∈ R. Supposons les estimateurs aˆ(n) et bˆ(n)
suffisamment réguliers. Alors
(i) sous
⋃
a∈R+0
⋃
b∈R+0 P
(n)
p0,a,b
, Q(n)effp0 (aˆ(n), bˆ(n)) suit asymptotique-
ment une loi normale standard ;
(ii) pour tout a ∈ R+0 et b ∈ R+0 , Q(n)effp0 (aˆ(n), bˆ(n)) suit asymp-
totiquement une loi normale de moyenne τ1
√
Γeffp,p (p0, a, b) et de
variance 1 sous P(n)
p0+n−1/2τ
(n)
1 ,a,b
, où τ (n)1 ∈ R est une suite conver-
gente et τ1 := limn→∞ τ
(n)
1 ;
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(iii) le test φ(n)p0 (aˆ(n), bˆ(n)), qui rejette l’hypothèse nulle
H0 :=
⋃
a∈R+0
⋃
b∈R+0
P
(n)
p0,a,b
si |Q(n)effp0 (aˆ(n), bˆ(n))| > zα/2, est de niveau α sous H0 et est lo-
calement et asymptotiquement maximin pour tester H0 : p = p0
contre H 6=1 :=
⋃
a∈R+0
⋃
b∈R+0
⋃
p6=p0 P
(n)
p,a,b.
Preuve du théorème 4.6. Le point (i) vient de la linéarité asymp-
totique donnée par (19) sous l’hypothèse nulle, puisque, grâce au théo-
rème central limite, ∆(n)effp (p0, a, b) suit asymptotiquement la loiN (0,Γeffp,p (p0, a, b))
sous
⋃
a∈R+0
⋃
b∈R+0 P
(n)
p0,a,b
.
Pour montrer la partie (ii), on observe que, sous P(n)p0,a,b et pour toute
suite convergente τ (n) = (τ (n)1 , τ
(n)
2 , τ
(n)
3 )
′ ∈ R3, lorsque n→∞,(
∆
(n)eff
p (p0, a, b)
Λ
(n)
(p0,a,b)′+n−1/2τ (n)/(p0,a,b)′
)
L−→
N2
((
0
−1
2
τ ′Γ (ϑ)τ
)
,
(
Γeffp,p (p0, a, b) τ1Γ
eff
p,p (p0, a, b)
τ1Γ
eff
p,p (p0, a, b) τ
′Γ (ϑ)τ
))
,
où Λ(n)
(p0,a,b)′+n−1/2τ (n)/(p0,a,b)′
est le log du rapport des vraisemblances et
τ = limn→∞ τ (n). On peut alors appliquer le troisième lemme de Le
Cam qui entraîne que ∆(n)effp (p0, a, b) suit asymptotiquement
N (τ1Γeffp,p (p0, a, b),Γeffp,p (p0, a, b))
sous P(n)
p0+n−1/2τ
(n)
1 ,a,b
. Puisque la linéarité asymptotique (19) a lieu aussi
sous P(n)
p0+n−1/2τ
(n)
1 ,a,b
par contiguïté, on obtient le point (ii) du théorème.
Concernant le point (iii), le fait que φ(n)p0 est de niveau asymptotique
α vient de la loi asymptotique donnée par (i) sous l’hypothèse nulle,
et le fait que le test soit localement et asymptotiquement maximin est
une conséquence de la convergence du modèle vers un modèle gaussien
(voir Le Cam et Yang 2000). 
La partie (iii) du théorème 4.6 donne la preuve théorique de l’ef-
ficacité de notre test φ(n)p0 (aˆ(n), bˆ(n)), qui est donc aussi efficace que le
test du rapport de vraisemblance φLRp0 . Mais, par rapport à ce dernier,
le test φ(n)p0 (aˆ(n), bˆ(n)) est plus simple, car il n’est pas nécessaire d’esti-
mer a et b par la méthode du maximum de vraisemblance, puique tout
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estimateur de a (resp. de b) suffisamment régulier et dont l’écart avec
a (resp. avec b) est O(1/
√
n), peut être utilisé. Nous optons pour les
estimateurs par la méthode des moments, dont les expressions ont été
fournies par Fitzgerald (2000) : aˆ(n)MM :=
θˆ
(n)
MM
ηˆ
(n)
MM
et bˆ(n)MM := θˆ
(n)
MMηˆ
(n)
MM où
ηˆ
(n)
MM :=
√
X¯−1s2 − X¯(X¯X¯−1 − 1)
X¯(s−1)2 − X¯−1(X¯X¯−1 − 1)
et
θˆ
(n)
MM :=
2
(
1
ηˆ
(n)
MM
X¯ − ηˆ(n)MMX¯−1
)
1
(ηˆ
(n)
MM)
2
s2 − (ηˆ(n)MM)2(s−1)2
,
avec X¯ = 1
n
∑n
i=1 Xi, s
2 = 1
n
∑n
i=1(Xi − X¯)2, X¯−1 = 1n
∑n
i=1
1
Xi
et
(s−1)2 = 1n
∑n
i=1(
1
Xi
− X¯−1)2. Par suite, le test bilatéral, à la fois simple
du point de vue calculatoire et efficace, que nous proposons est φ(n)p0 :=
φ
(n)
p0 (aˆ
(n)
MM, bˆ
(n)
MM) qui rejette l’hypothèse nulle au niveau α si la statistique
Q(n)p0 := Q
(n)eff
p0
(aˆ
(n)
MM, bˆ
(n)
MM) =
∆
(n)eff
p (p0, aˆ
(n)
MM, bˆ
(n)
MM)√
Γeffp,p (p0, aˆ
(n)
MM, bˆ
(n)
MM)
est, en valeur absolue, supérieure à zα/2. Les versions unilatérales de ce
test sont aussi valides par la même construction, et leur comportement
asymptotique est aussi obtenu par le théorème 4.6.
Comme nous l’avons indiqué plus haut, un des intérêts de l’approche
de Le Cam est le fait de pouvoir donner des expressions explicites pour
les puissances du test sous des alternatives de la forme P(n)
p0+n−1/2τ
(n)
1 ,a,b
pour tout a, b ∈ R+0 , où τ (n)1 est une suite convergente, de limite τ1.
On obtient aisément ces puissances via le point (ii) du théorème 4.6,
puisque cette partie du théorème nous donne la loi asymptotique de
Q
(n)eff
p0 (aˆ
(n), bˆ(n)) sous une série d’alternatives locales. En notant Φ la
fonction de répartition de la loi normale standard, la puissance asymp-
totique de φ(n)effp0 (aˆ(n), bˆ(n)) est donnée par
1− Φ
(
zα/2 − τ1
√
Γeffp,p (p0, a, b)
)
+ Φ
(
−zα/2 − τ1
√
Γeffp,p (p0, a, b)
)
,
et par
1−Φ
(
zα − τ1
√
Γeffp,p (p0, a, b)
)
et Φ
(
−zα − τ1
√
Γeffp,p (p0, a, b)
)
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dans les cas unilatéraux où les alternatives sont H>1 : p > p0 et H<1 :
p < p0, respectivement.
Des calculs explicites qui ne sont pas détaillés ici, ont été faits dans
le cas p0 = −1/2, et des simulations montrent que le test proposé est
au moins aussi puissant que le test du rapport de vraisemblance. Nous
appliquons le test à deux données réelles.
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CHAPITRE 5
Projet de recherche
Ce chapitre porte sur notre projet de recherche pour le futur proche.
Comme on peut le remarquer, parmi les sujets mentionnés, beaucoup
sont encore liés aux lois gaussiennes inverses (généralisées), car il reste
encore du travail pour comprendre le comportement de ces lois dans dif-
férents contextes, par exemple celui de la méthode de Stein pour des ap-
proximations, celui des marches aléatoires sur les arbres, qui relève des
probabilités discrètes, celui de la vitesse de convergence des chaînes de
Markov liées à l’échantillonnage de Gibbs. La diversité de ces contextes
apporte une certaine richesse thématique, même s’il y est question des
lois GIG. Le sujet concernant les processus 1-dépendants contribuera
à un enrichissement conséquent des thématiques de recherche.
Nous mentionnons dans un premier temps les sujets qui ont déjà fait
l’objet d’une réflexion avancée et qui feront très probablement l’objet de
publications dans un délai court. Nous évoquerons ensuite des thèmes
sur lesquels nous travaillerons mais dont l’issue, en termes de résultats,
est incertaine à ce jour.
1. Travaux en cours
1.1. Test d’ajustement pour la loi gaussienne inverse basé
sur la propriété de Matsumoto-Yor. Avec S. Nkurunziza (Uni-
versité de Windsor, Canada), et Aurélie Muller (IECL, Nancy), nous
proposons (travail en cours de rédaction) un test d’ajustement pour la
loi gaussienne inverse basé sur la propriété de Matsumoto-Yor et com-
parons, par des simulations, la puissance de ce test avec celle des tests
existant dans la littérature. Le test que nous proposons est basé sur le
résultat suivant, corollaire immédiat de la caractérisation associée à la
propriété de Matsumoto-Yor :
Soit µ < 0, b > 0 et Y une variable aléatoire telle que Y ∼ γ(−µ, b).
Soit X > 0 une variable indépendante de Y . Alors les variables U =
1/(X+Y ) et V = 1/X−1/(X+Y ) sont indépendantes si et seulement
s’il existe a > 0 tel que X ∼ GIG(µ, a, b).
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Etant donnés µ < 0 et b > 0, nous exploitons ce corollaire pour
proposer un test de l’hypothèse nulle
H0 : il existe a > 0 tel que X ∼ GIG(µ, a, b).
Nous obtenons ainsi un test d’adéquation pour la loi GIG(µ, a, b) avec
µ < 0. Cette dernière condition n’est pas vraiment restrictive puisque
si µ > 0, il suffit d’utiliser l’équivalence
X ∼ GIG(µ, a, b)⇐⇒ 1
X
∼ GIG(−µ, b, a).
Le cas µ = 0 n’est pas concerné, puisque la propriété de Matsumoto-Yor
n’est plus valable dans ce cas.
1.2. Suppression de l’hypothèse d’existence de densités dans
la propriété de Matsumoto-Yor Kummer-gamma. Le théorème
3.6 peut être exprimé à l’aide d’une transformation involutive (voir la
thèse en cours de Marwa Hamza sous la direction de Pierre Vallois) :
Théorème 5.1. Soit X, Y > 0, deux variables aléatoires positives
indépendantes, admettant des densités strictement positives et deux fois
dérivables.
Les variables aléatoires U et V définies par
(20) U =
Y
1 +X
, V = X
(
1 +
Y
1 +X
)
sont indépendantes si, et seulement s’il existe des constantes a > 0,
b > −a, c > 0 telles que
X ∼ K(2)(a, b, c) et Y ∼ γ(a+ b, c).
Dans ces conditions, U ∼ K(2)(a+ b,−b, c) et V ∼ γ(a, c).
Nous faisons la conjecture que ce résultat est valable sous la simple
hypothèse que les lois de X et de Y ne soient pas des masses de Dirac.
Le lemme suivant sera probablement utile dans la preuve :
Lemme 5.1. Si X et Y sont indépendantes et si U et V définies
par (20) le sont aussi, alors pour tout α, β ∈ R et pour tout σ < 0,
E(Xα(1 +X)−βeσX)E(Y βeσY ) = E(Uβ(1 + U)−αeσU)E(V αeσV ).
Ce lemme se démontre aisément en observant que X+Y = U+V et
que X = V/(1+U) (la transformation (X, Y ) 7→ (U, V ) est involutive).
Il est très probable qu’une exploitation judicieuse de ce lemme conduise
à montrer l’existence d’une constante k telle que, si L(σ) = E(eσY ),
alors
L′′L = k(L′)2,
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équation différentielle caractéristique de la transformée de Laplace d’une
loi gamma.
1.3. Caractérisation du produit tensoriel Kummer-gamma
en termes de régression. Comme rappelé dans le chapitre 3, We-
sołowsli (2002) a obtenu une extension de la caractérisation à la Matsumoto-
Yor du produit GIG-gamma en remplaçant l’hypothèse d’indépendance
par l’hypothèse de la constance de la régression de V par rapport à U . Il
est fort probable que l’on puisse obtenir des résultats analogues pour le
produit tensoriel Kummer-gamma. Il faudra ici manipuler les équations
différentielles vérifiées par la fonction de Kummer intervenant dans la
constante de normalisation de la densité de la loi de Kummer. On a la
proposition suivante :
Proposition 5.1. Soient X, Y des variables aléatoires strictement
positives et indépendantes. On suppose que X, 1/X et Y sont inté-
grables. Soient U et V définies par (20). On suppose que les espérances
conditionnelles E(V |U) et E(1/V |U) sont constantes :
E(V |U) = c1, E(1/V |U) = c2.
Soit
h(s) = E(1/(1 +X)s), s > 0.
Alors pour tout s > 1,
c2h(s+1)(h(s−1)−c1h(s))−c2h2(s)+E
(
1
X(1 +X)s
)
(h(s)−h(s+1)) = 0.
On vérifie directement, en utilisant des propriétés de la fonction Ψ,
que cette équation est vérifiée quandX ∼ K(2)(a, b, c)et Y ∼ γ(a+b, c).
Reste à prouver qu’elle n’est vérifiée que dans ce cas.
1.4. Quelques questions à propos d’une marche aléatoire
sur un arbre muni de résistances gaussiennes inverses. Sur tout
réseau électrique, on peut considérer une marche aléatoire qui passe du
sommet x à un sommet voisin y avec probabilité Cxy/Cx, où Cxy est
la conductance de l’arête xy et Cx =
∑
y∼xCxy. Il existe une inter-
prétation du courant à l’aide de cette marche (Doyle & Snell, 1984).
Considérons cette marche sur notre réseau électrique à résistances aléa-
toires de lois gaussiennes inverses décrit dans le théorème 3.2. Nous
nous proposons d’étudier les propriétés de cette marche aléatoire en
milieu aléatoire. Considérons en particulier la probabilité, appelée es-
cape probability dans le livre de Doyle & Snell (1984), pour une particule
partant de la racine x, d’atteindre le bord de l’arbre avant de retourner
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à la racine. D’après Doyle & Snell (1984), cette probabilité, pour des
résistances déterministes, est
pesc =
Cequiv
Cx
.
Dans le cas de résistances aléatoires, cette probabilité est aléatoire et
les propriétés de la marche sont liées à la loi de pesc. Nous avons déjà
effectué des calculs dans des cas très simples :
1.4.1. Résistances en série. Pour une suite de résistancesR1, R2, . . . , Rn
en série, les conditions énoncées plus haut font que Ri ∼ IG(ai, b) pour
i = 1, 2, . . . , n− 1 et Rn ∼ RIG(an, b).
On a, dans ce cas,
pesc =
Cequiv
Cx
=
R1
Requiv
.
Cette variable aléatoire a pour densité (0 < u < 1)
fp(u) =
a1b
pi
exp(b
n∑
i=1
ai)u
−3/2(1− u)−1/2×
×K0
b
√
a21
u
+
(a2 + a3 + · · ·+ an)2
1− u
 .
1.4.2. Deux résistances en série et une en parallèle. Si R1 et R3
sont en série et R2 en parallèle avec la série R1, R3, alors
pesc =
Cequiv
Cx
=
1
CxRequiv
=
1
1
R1
+ 1
R2
(
1
R1 +R3
+
1
R2
)
.
La densité de probabilité de pesc s’écrit alors (0 < u < 1)
fp(u) =
a1b2b3
(2pi)3/2
exp(a1b1 + a2b2 + a3b3)u
−3/2(1− u)−1/2×
×
∫
(0,∞)2
vw−3/2(v + w)1/2 exp−1
2
(
a21
v + w
u
+ (a23 + 2a1a3)w
)
×
× exp−1
2
(
a23v + a
2
3
uv2
(v + w)(1− u) +
b21
v
+
b22
w
)
dv dw.
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1.4.3. Travail à faire.
– Utiliser les propriétés de K0 pour déterminer la probabilité de
sortie (non conditionnée au milieu).
– Quel est, en fonction des paramètres, le comportement asymp-
totique de cette probabilité lorsque la taille de l’arbre tend vers
l’infini ?
– Conditionnellement à la sortie, quel est le nombre moyen d’arêtes
parcourues avant la sortie ?
– Si on définit un tel modèle pour un arbre infini, quelles sont les
conditions sur les paramètres pour que la marche soit récurrente ?
transiente ?
1.5. Probabilités de Lancaster et copules. La notion de co-
pule (voir par exemple Nelsen, 1999) est abondamment traitée dans
la littérature récente en probabilités et en statistique, avec des appli-
cations en économétrie et en finance (voir Kallenberg, 2008). Le fait
que la loi d’un couple (X, Y ) de variables aléatoires réelles soit une
probabilité de Lancaster est liée à la structure de dépendance entre les
variables X et Y , qui par ailleurs est complètement caractérisée par la
copule associée à (X, Y ). Par conséquent, il est naturel d’étudier les co-
pules associées aux probabilités de Lancaster. C’est une collaboration
avec Denys Pommeret. Nous nous proposons notamment d’établir un
procédé d’estimation de copules utilisant des polynômes orthogonaux.
Disons quelques mots sur la problématique.
Soit (X, Y ) un couple de variables aléatoires de lois marginales µ
et ν et soit (Pn)n∈N (resp. (Qn)n∈N) une base de L2(µ) (resp. de L2(ν)
formée de polynôme orthonormaux par rapport à µ (resp. par rapport
à ν). La loi jointe σ de (X, Y ), satisfait la décomposition
(21) σ(dx, dy) =
∑
n,k∈N
ρn,kPn(x)Qk(y)µ(dx)ν(dy),
si l’on suppose que
∑
ρn,kPn(x)Qk(y) converge dans L2(µ × ν), ou,
de manière équivalente, si
∑
n,k∈N ρ
2
n,k < ∞. La suite (ρn,k) exprime
la corrélation entre Pn(X) et Qk(Y ), car ρn,k = E(Pn(X)Qk(Y )). Sous
l’hypothèse d’existence des densités, en notant respectivement fX,Y , fX
et fY les densités respectives de (X, Y ), de X et de Y , on a
(22) fX,Y (x, y) =
∑
n,k∈N
ρn,kPn(x)Qk(y)fX(x)fY (y).
Cette représentation présente plusieurs intérêts. En particulier, des es-
timateurs des coefficients ρn,k sont facilement obtenus grâce aux cor-
rélations empiriques entre Pn(X) et Qn(Y ) (voir Blacher, 1993). Ces
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coefficients peuvent aussi servir à mesurer l’indépendance entre X and
Y (voir Lancaster, 1969). Un cas important est celui où ρn,k = 0 pour
tout n 6= k, et σ est appelée probabilité de Lancaster. Comme nous
l’avions dit dans le chapitre introductif, ces lois ont été introduites par
Lancaster (1975).
La copule associée au couple (X, Y ) est uniquement déterminée, si
X et Y admettent des densités, par la relation
(23) FX,Y (s, t) = C(FX(s), FY (t)),
où FX,Y , FX et FY désignent les fonctions de répartition.
En combinant (21) et (23), on obtient une expression de la copule
C en fonction des polynômes orthogonaux. En effet, sous les bonnes
hypothèses, une double dérivation de (23) donne
f(x, y) = fX(x)fY (y)C
′′(FX(x), FY (y)).
Par C ′′, on désigne (∂/∂x)(∂/∂y)C. En identifiant cette expression avec
(22) on obtient
C ′′(u, v) =
∑
n,k∈N
ρn,kPn(F
−1
X (u))Qk(F
−1
Y (v)).
En supposant que FX et FY sont inversibles, on a alors
C(u, v) =
∑
n,k∈N
ρn,k
∫ F−1X (u)
−∞
Pn(x)µ(dx)
∫ F−1Y (v)
−∞
Qk(y)ν(dy).
Notre objectif est d’exploiter cette égalité d’un point de vue statistique,
par exemple pour tester l’égalité de deux copules lorsque les marges sont
connues.
2. Perspectives de recherche
2.1. Méthode de Stein. Donnons deux exemples d’approxima-
tion où la caractérisation donnée par le théorème 4.2 pourrait être uti-
lisée pour obtenir des vitesses de convergence. Cela fera l’objet d’une
collaboration avec Christophe Ley et Yvik Swan.
2.1.1. La loi GIG comme limite d’un schéma triangulaire. La fa-
mille des Γ-convolutions généralisées (voir Eberlein et Hammerstein,
2004 et les références qui y sont données) est constituée par les lois de
probabilité sur [0,∞) dont la fonction caractéristique a la forme
φ(u) = exp
[
iuα−
∫ ∞
0
log
(
1− iu
y
)
dU(y)
]
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avec α ≥ 0 et U : R+ → R+ une fonction croissante telle que
U(0) = 0,
∫ 1
0
| log y|dU(y) <∞,
∫ ∞
1
1
y
dU(y) <∞.
La loi GIG(p, a, b) appartient à cette famille (on peut trouver une
démonstration dans Eberlein et Hammerstein, 2004), avec
α = 0, U(x) =
[
max(0, p) + b
∫ x
a/2
g|p|(2by − ab) dy
]
I(a/2,∞)(x),
avec
gν(x) =
2
pi2x[J2ν (
√
x) + Y 2ν (
√
x)]
, x > 0,
où Jν et Yν sont respectivement les fonctions de Bessel modifiées de
première et deuxième espèces, d’indice ν. Voici un théorème où la loi
GIG apparaît comme loi limite.
Théorème 5.2. (Eberlein and Hammerstein, 2004). Soit p ∈ R
et a, b > 0. Considérons la loi GIG(p, a, b) et la fonction U associée,
définie ci-dessus.
Soit (Kn)n≥1 une suite telle que Kn > a/2. Pour tout n ≥ 1, considé-
rons une partition
a/2 = xn,1 < xn,2 < · · · < xn,kn = Kn
de [a/2, Kn].
Soit (Xn,i, 1 ≤ i ≤ kn, n ≥ 1) une famille de variables aléatoires indé-
pendantes telles que
– Xn,1 ∼ γ(p, a/2) si p > 0 et Xn,1 = 0 si p ≤ 0.
– Pour 2 ≤ i ≤ kn, Xn,1 ∼ γ(xn,i, U(xn,i)− U(xn,i−1)).
Alors, si Kn → ∞ et sup1≤i≤kn |xn,i) − xn,i−1| converge vers 0 lorsque
n→∞, alors L(∑Kni=1 Xn,i) tend vers la loi GIG(p, a, b).
Question : Peut-on utiliser la méthode de Stein pour obtenir des
bornes pour la distance entre L(∑Kni=1 Xn,i) et GIG(p, a, b) ?
2.1.2. La loi GIG comme loi d’une fraction continue. Le résultat
suivant, dû à Letac et Seshadri (1983) caractérise la loi GIG comme la
loi d’une fraction continue dont les entrées suivent des lois gamma :
Théorème 5.3. Letac-Seshadri (1983).
– Soient X et Y des variables indépendantes positives telle que Y ∼
γ(p, a/2) avec p, a > 0. Alors X =d 1Y+X si et seulement si X ∼
GIG(−p, a, a).
– Soient X, Y1 et Y2, trois variables indépendantes positives telles
que Y1 ∼ γ(p, b/2) et Y2 ∼ γ(p, a/2) pour p, a, b > 0. Alors X =d
1
Y1+
1
Y2+X
si et seulement si X ∼ GIG(−p, a, b).
49
Chapitre 5. Projet de recherche
– Si (Yi)i≥1 est une suite de variables indépendantes telles que
L(Y2i−1) = L(Y1) = γ(λ, b/2) and L(Y2i) = L(Y2) = γ(λ, a/2); i ≥ 1,
alors la loi de
1
Y1 +
1
Y2 +
1
Y3 +
. . .
est la loi GIG(−λ, a, b).
Question : Peut-on utiliser la méthode de Stein pour obtenir des
bornes pour la distance entre
L
 1
Y1 +
1
Y2+
1
···+ 1
Yn

et GIG(p, a, b) ?
2.2. Loi gaussienne inverse et échantillonnage de Gibbs.
L’échantillonnage de Gibbs est une méthode souvent utilisée en simu-
lation. L’étude de la vitesse de convergence de la chaîne de Markov
associée (du nombre d’itérations nécessaires pour être proche de la loi
stationnaire) n’est pas aisée dans un cadre général. Diaconis et al (2008)
a exhibé une classe d’exemples pour lesquelles cette étude donne lieu
à des calculs explicites aboutissant à des bornes pour la distance en
variation totale entre la loi de la chaîne et la loi stationnaire. Dans
ces exemples, les lois concernées appartiennent à des familles expo-
nentielles de variance quadratique, dont les familles des lois normale,
gamma, Poisson, binomiale. On peut se demander si cette étude est
possible pour d’autres familles exponentielles de fonction variance non
quadratique, par exemple la famille engendrée par la loi gaussienne in-
verse, qui a une fonction variance cubique. Nous nous sommes aperçus
que les outils utilisés par Diaconis et al (2008) ne sont plus applicables,
notamment car l’opérateur sur lequel reposent les calculs semble ne
pas être facilement diagonalisable. On ne peut pas non plus utiliser un
simple argument de couplage comme dans Diaconis et al (2010).
2.3. Processus 1-dépendants. Un processus 1-dépendant (tra-
duction peut-être maladroite de one-dependent process) est un pro-
cessus à temps discret (Xi,−∞ < i < ∞), tel que Xi ∈ {0, 1} et
tel que (Xa, Xa+1, . . . , Xa+k) et (Xa+k+2, . . . , Xa+b) sont indépendants
pour tous entiers a, b et k ≤ b − 2. Il est facile de construire des
exemples de tels processus. Par exemple, si Ui,−∞ < i < ∞ sont
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des variables aléatoires indépendantes et identiquement distribuées sui-
vant la loi uniforme sur [0, 1] et si h : [0, 1]2 → {0, 1} est fixé, alors
(Xi = h(Ui−1, Ui)) est un processus 1-dépendant, appelé 2-block pro-
cess en théorie ergodique. On trouve d’autres exemples intéressants de
processus 1-dépendants dans Borodin-Diaconis-Fulman (2009). Dans
cet article, il est prouvé notamment que les processus 1-dépendants
sont déterminantaux et que P (X1 = a1, . . . , Xn = an) est un polynôme
en a1, . . . , an. Une question intéressante : que deviennent ces résultats
pour des processus 1-dépendants à valeurs, non pas seulement dans
{0, 1}, mais dans un ensemble fini quelconque, en commençant par Xi
à valeurs dans {0, 1, 2}.
Un autre problème intéressant serait d’étudier une version de cette
notion pour des processus en temps continu.
2.4. Version de la propriété de Matsumoto-Yor Kummer-
gamma pour des variables indexées par un arbre. Rappelons
que, d’après la propriété de Matsumoto-Yor, les variables
U =
1
X + Y
, V =
1
X
− 1
X + Y
sont indépendantes si et seulement si X et Y sont des variables aléa-
toires indépendantes de lois respectives GIG et gamma avec des para-
mètres adéquats. Bien sûr, l’indépendance des variables U et V définies
ci-dessus est équivalente à celle des variables
U1 = X − 1
Y + 1/X
, V1 = Y +
1
X
,
comme observé par Massam et Wesołowski (2004). En utilisant cette
formulation, Massam et Wesołowski (2004) ont d’abord exprimé la pro-
priété de Matsumoto-Yor en termes de variables associées aux sommets
de l’arbre trivial à une arête, puis établi une version de la propriété
pour des variables associées aux sommets d’un arbre fini quelconque.
Une question naturelle est celle de l’existence d’une démarche ana-
logue pour la propriété d’indépendance de type Matsumoto-Yor que
nous avons obtenue pour le produit tensoriel de la loi de Kummer et
de la loi gamma.
2.5. Etude spectrale des matrices de Kummer. Nous avons
observé que la propriété de Matsumoto-Yor est valable aussi pour les
matrices aléatoires suivant la loi de Kummer. Il serait intéressant de
faire une étude des propriétés de ces matrices, concernant notamment
le comportement de leurs valeurs propres, si cette étude n’est pas déjà
disponible dans la littérature.
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2.6. Arbres aléatoires, loi gaussienne inverse, grandes dé-
viations et processus de Lévy.
– Un objectif est d’étendre à certains arbres aléatoires un résul-
tat établi en 1998 en collaboration avec O. E. Barndorff-Nielsen
(théorème 3.2) pour les arbres déterministes dont les arêtes sont
chargées de résistances aléatoires de loi gaussienne inverse. Les
calculs peuvent être commencés pour les arbres de Galton Wat-
son (G-W) les plus simples possibles (binaires ou géométriques)
en utilisant des résultats sur les arbres de G-W conditionnés par
la taille. Si ces calculs donnent des résultats intéressants, alors on
pourrait continuer le travail en passant à des Galton-Watson plus
complexes ou à d’autres arbres aléatoires.
– Le travail ci-dessus méritera d’être complété par des résultats de
grandes déviations pour la résistance équivalente dans le modèle
décrit par l’article ci-dessus dans le cas des arbres infinis.
– La loi gaussienne inverse étant infiniment divisible, est la loi au
temps 1 d’un processus de Lévy. Le modèle ci-dessus peut donc
être considéré comme la version au temps 1 d’une famille de pro-
cessus de Lévy indexée par les arêtes de l’arbre. Nous nous pro-
posons d’étudier les propriétés de cette famille.
2.7. Probabilités de Lancaster de marges hyperboliques.
Un problème resté ouvert dans ma thèse : caractériser les probabilités
de Lancaster dont les marges sont la loi hyperbolique de paramètre λ :
µλ(dx) =
2λ−2
piΓ(λ)
∣∣∣∣Γ(λ+ ix2
)∣∣∣∣2 dx.
Les polynômes orthogonaux sont, dans ce cas, les polynômes de Pol-
laczek.
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