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ABSTRACT
This thesis is concerned mainly with the development and application of new seismic 
inversion techniques for the estimation of earthquake hypocentres and the three dimensional 
seismic structure of the earth. The first two chapters are concerned with the earthquake 
location problem alone, i.e. assuming some fixed seismic velocity model. A new 
hypocentral inversion algorithm is proposed and compared to techniques currently used. Its 
performance is examined by relocating a large number of regional earthquakes in south-east 
Australia. The remainder of the thesis is concerned with the joint, or simultaneous, 
inversion problem where arrival times recorded from many hundreds of events and travel 
times from controlled sources are used to constrain both hypocentral parameters and seismic 
velocities. The travel times of seismic waves are nonlinearly dependent on the hypocentral 
parameters of the source and the seismic velocity field between source and receiver. 
However in an initial attempt at the problem the relationship is linearized and a linear 
inversion performed. This provides useful insight into the nature of the 3-D problem and 
assists in the design of a more sophisticated nonlinear inversion, which requires fully three- 
dimensional raypaths to be determined. For this purpose an efficient two-point ray tracing 
technique is presented. In both the linear and nonlinear studies new inversion algorithms are 
proposed, which avoid the inversion of large scale matrices and offer a more flexible 
alternative to single gradient methods especially in problems involving parameters of 
different type, or physical dimension. The inversion algorithms are applied to regional travel 
times in south-east Australia and the resulting 3-D velocity models are presented and their 
relative merits discussed.
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1.1
1. INTRODUCTION
Earthquakes have been observed for more than 2700 years, since the time of the 
ancient Chinese, and the evidence of ancient geological faults shows that they have occurred 
over the whole of geologic time. However, it is only in the last hundred years or so that 
technical advances have made it possible to record and analyse the ground motions generated 
by seismic waves. Today earthquakes are routinely located in many regions of the world. 
The world-wide standardised seismographic network (WWSSN) is used to locate all major 
events, occurring predominantly at tectonic boundaries, while regional seismic networks are 
employed to monitor local seismicity resulting from intraplate earthquakes. From recordings 
of teleseismic events it has been possible to infer the variation of density and elastic 
parameters within the earth structure on scales of tens to thousands of kilometres, in terms of 
spherically symmetric models. Earthquakes have also provided information on the local 
geological structure and indications for the state of stress in active regions. An accurate 
source location is usually beneficial and sometimes vital in the interpretation of seismic data. 
A large amount of effort is therefore exerted in obtaining reliable estimates of earthquake 
position and origin time. In this thesis, the earthquake location problem is reconsidered for 
the case of a local seismic network and some alternatives to the currently used techniques are 
proposed. Following this the determination of three-dimensional seismic structure is 
tackled, using local earthquake arrival times and controlled source travel times. This large 
scale problem is examined by using concepts of inverse theory and some information on the 
three-dimensional variations of the seismic velocity field in south-east Australia is obtained.
1.1 Summary
The determination of earthquake locations requires a good seismic model of the earth, 
appropriate statistics for the errors encountered and an efficient, stable inversion algorithm. 
In chapter 2 a direct nonlinear inversion scheme is proposed, which can incorporate any
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velocity model for which travel times can be calculated. The procedure is based on the 
minimization of a misfit function depending on the residuals between observed and 
calculated arrival times. Different statistics, e.g. Gaussian and Jeffreys distributions, can be 
accommodated by the choice of misfit function. The algorithm is based on a directed grid 
search which narrows down the range of possible origin times whilst carrying out a spatial 
search in the neighbourhood of the current minimum of the misfit function. No numerical 
differentiation of travel times is required, and convergence is rapid, stable and tolerant of 
occasional large errors in reading observed travel times. A useful product of the method is 
that the misfit function values are available in the neighbourhood of the minimum, so that a 
fully nonlinear treatment of the statistical confidence regions for a particular location can be 
made. These are useful since they give a more accurate assessment of the size of errors 
involved in the location, which are less optimistic than those obtained from linearized matrix 
inversion techniques.
A prerequisite for the use of the algorithm is the delineation of bounds on the four 
hypocentral parameters. It is shown how epicentral bounds may be constructed using a 
variant of the 'arrival order* technique, and how rapid scanning in depth and origin time over 
this region yields useful bounds on these parameters.
The nonlinear algorithm is illustrated by application to the south-east Australian 
seismic network. In chapter 2 the relocation of a single event is examined in detail. Two 
different velocity models are used with both Gaussian and Jeffreys statistics and good 
convergence for the algorithm is achieved despite significant nonlinearity in the behaviour. It 
is found that the Jeffreys statistics are more tolerant of large residuals and are to be preferred 
when the requisite velocity model is not too well known.
In chapter 3 the location algorithm is applied to over 300 events recorded by the 
south-east Australian network and its performance compared to that of a matrix inversion 
technique. The results suggest that the new algorithm is more successful in locating the 
minimum of the misfit function, especially in cases where the event is poorly constrained by
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the distribution of seismic stations. However it is noticed that although the solution is 
dependent on the type of statistics assumed, it shows a greater dependence on the type of 
velocity model used, which suggests that an improvement in the absolute locations of the 
earthquakes can only be achieved by improving the velocity model as well. The next five 
chapters of the thesis are concerned with this problem.
In chapter 4 the work of previous authors dealing with the simultaneous inversion 
problem is discussed, and in particular those studies which have attempted to constrain a 
local 3-D velocity field (i.e. in the neighbourhood of the seismic receivers rather than for the 
whole earth). In the inversion of teleseismic travel time data for local structure the raypath 
geometry is much simpler than for the case of regional sources, since usually one need only 
consider the near vertical ray immediately beneath the source instead of the entire 
source/receiver raypath. Consequently the inversion of teleseismic data has been much 
favoured over regional data from local sources. In this work the latter case is considered.
In chapter 5 the mathematical background, and terminology of an inverse problem is 
set out as a reference for later chapters. In particular the general concepts of a fully 
nonlinear, a locally linearized and, finally, a globally linearized problem are described, and it 
is shown how each are related to the joint velocity/hypocentre inversion. It is necessary to 
locally linearize, or globally linearize, the velocity problem in order to make it 
computationally feasible (unlike the hypocentral location problem where a fully nonlinear 
approach is possible because of the small number of unknowns involved). In the final 
section of chapter 5 the virtues of a linear versus nonlinear 3-D inversion are discussed. It is 
concluded that the only real advantage of a linear approach is its computational cheapness, 
and that there exist several disadvantages including the need for a good a priori earth model 
and set of hypocentres, and the lack of forward modelling performed in the final model (i.e. 
ray tracing). It is decided that both a preliminary linear and more sophisticated nonlinear 
inversion will be performed.
1.4
All aspects of the linear study are covered in chapter 6, from data description, 
through inversion algorithms to final results. The major differences between the formulation 
of a 3-D inversion and that of a 1-D or a 2-D tomography experiment, are in the velocity 
model parameterisation and the forward modelling procedure. In the linear study a relatively 
crude slowness cell parameterisation is used, similar to those of Aki et al. (1977), Koch 
(1983 & 1985) and Nolet (1987a). The ray tracing procedure is also quite straightforward 
since in a linear inversion forward modelling is only performed in the initial model, which is 
conveniently chosen to be laterally homogeneous.
The joint inversion for 3-D structure falls into the class of large scale inverse 
problems, which may be cast into the form of determining the minimum of a misfit 
functional of model parameters. The functional determines the misfit between observations 
and the corresponding theoretical predictions. For optimization problems involving a large 
number of parameters gradient methods, e.g. steepest descent or conjugate gradients, are 
usually the most computationally efficient types of algorithm (see Nolet 1987a, or Tarantola 
1987 for a review). In the 3-D problem, as with most geophysical problems, the 
observables depend on parameters of different types with varying character or physical 
dimension. In this case the usual single gradient methods mix parameters of different type 
together, with can lead to poor convergence and strong dependence of the solution on the a 
priori model covariances (or equivalently the scaling of parameter types, Williamson 1988 
personal communication). These difficulties are overcome in the iterative algorithm 
proposed in section 6.3 (also discussed by Kennett et al. 1988). Instead of using a single 
gradient direction, the gradient vector is partitioned into components, each involving a 
different parameter type. After projection into the model space the resulting vectors define a 
subspace of the relatively small dimension (equal to the number of parameter types). The 
improved model estimate is then obtained by minimizing the misfit functional within the 
subspace defined by the descent vectors. Thus the weighting between parameter types is 
determined solely by the misfit functional and corresponds in that sense to the best possible
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relative scaling. The subspace scheme was first proposed in a geophysical context by 
Kennett & Williamson (1987) because of its ability to efficiently minimize a function 
depending on a large number of variables, without the need for large scale matrix inversion. 
It is essentially a hybrid between matrix inversion techniques and gradient methods, and 
benefits from the advantages of both. Although the algorithm is designed for a nonlinear 
problem it is applied to the globally linearized inversion, where travel times through 
heterogeneous models are obtained by integrating the slowness field along the raypaths 
obtained from the initial model. This has the disadvantage common to all linear inversions in 
that the data fit is only estimated in all models other than the initial one.
The results of the linear inversion study are numerous and provide some useful 
insights into the factors which influence the resulting velocity and hypocentre distributions. 
Many aspects are considered including data coverage, trade-off between parameter types, 
residual correlation, dependence on the initial hypocentral depths and velocities, and the data 
resolution properties of the irregular network geometry. It is found that although the velocity 
models remain unaffected by most of these factors, the irregular resolution capabilities of the 
network geometry have a significant influence on the final velocity maps. In particular the 
spatial variations in network resolution cause lateral variations in crustal P-wave velocities.
The nonlinear inversion is described in chapter 7. Here the merits of the velocity 
parameterisation are reassessed and a more sophisticated mechanism proposed, which 
consists of a variable sized lattice of slowness parameters. As the inversion progresses the 
’rigidity’ of the model is decreased allowing the longer wavelengths to be sort first and the 
more detailed structure at a later stage. To perform the forward modelling a new two-point 
ray tracing technique is constructed, which allows source/receiver paths to be found in a 
heterogeneous medium containing inclined surfaces of discontinuity. The algorithm is based 
on a shooting technique where the initial declination and azimuth of a ray are improved 
iteratively from a first guess pair of starting values. The innovation lies in the method used 
to update the take-off angles, where the geometrical spreading equations of Julian (1970) are
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integrated along the trial raypath to obtain the necessary information. In this way the 
adjustments to the take-off angles are more accurate than can be achieved by using 
approximate techniques, i.e. a numerical approximation based on three previous rays (Julian 
& Gubbins 1980). Consequently the algorithm is faster and more stable in complex media.
In the nonlinear inversion it is necessary to return to the robust Jeffreys function to 
represent the data misfit, since the forward modelling is prone to the occasional secondary 
phase convergence which introduces outliers into the set of residuals. The Jeffreys misfit 
function is incorporated into the subspace technique together with a regularization function 
defined by the spatial gradients of the current velocity model (similar to Constable et cd. 
1987). This has the advantage of penalizing velocity anomalies and selecting the smoothest 
velocity model able to fit the data to an acceptable level. To enable an efficient simultaneous 
minimization of the Jeffreys & regularization functions, the dimension of the subspace is 
increased by the addition of new vectors derived from the gradient of the regularization 
function. Although this increases the complexity of the subspace algorithm the workload is 
only marginally increased since a slightly larger projected Hessian matrix must be inverted.
The results of the nonlinear inversion are presented and discussed in chapter 8. 
Before a full dataset inversion is carried out, several trials are performed on a small subset of 
the data. These enable the algorithm to be tuned to the particular problem in hand, and also 
allow some insight into its general performance characteristics. Two full dataset nonlinear 
inversions are examined in detail. The first incorporates the variable slowness lattice and the 
second a lattice fixed at the finest spatial scale. A comparison of the two sets of results 
proves interesting. The large variation in raypath density, produced by the iiTegular network 
geometry, is found to be a major factor in determining the level of constraint that may be 
placed on the seismic structure with the present techniques. The features of the velocity 
model obtained from the regions of maximum constraint are compared with each other, and 
also with the models from the linear study, and the correlation is found to be good. By 
examining the performance of the inversion algorithm on the full dataset, it has been possible
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to make several suggestions aimed at the improving the smoothing capabilities and increasing 
efficiency.
2.1
2. NONLINEAR INVERSION FOR EARTHQUAKE
HYPOCENTRES
2.1 Introduction
Most earthquake location procedures commonly used today, may be viewed in terms 
of an optimization problem. Although an under-determined problem, due to our lack of 
knowledge of the real Earth, the nonlinear inversion of seismic data for hypocentral 
parameters is generally treated as one of over-determined type. This is achieved by 
assuming knowledge of the compressional and shear wave velocity structure of the Earth in 
the form of a fixed seismic velocity model, which, therefore, reduces the number of
unknowns in the problem to the four hypocentral parameters of an earthquake. The data 
consist of observed first arrival times of the body wave phases of an event (say roi, i = 1,
..., N) at a network of seismic stations in the area. By using the assumed velocity structure 
with an initial set of hypocentral parameters (hk, k = 1,4), the theoretical arrival times (rci)
may be calculated. As an indication of the success of the trial hypocentre we may produce 
an error or 'misfit' statistic C using observed and calculated arrival times. If we define the 
'best' or solution set of hypocentral parameters as that combination which produces a 
minimum misfit statistic, then the location problem reduces to the optimization of C in the 
hypocentral parameter space.
The non-linearity in the problem arises because of the non-linear dependence of the
travel times of seismic waves with respect to variations in both the hypocentral and velocity 
model parameters. The commonly misfit statistic is an I^-norm or squared residual statistic.
N
C = X t ri (h)]2, (2. 1)
Hypocentre Location 2.2
where CTj is the standard deviation of the i th datum. It can easily be shown (Buland 1976)
that of least squares optimization is equivalent to assuming a Gaussian distribution for the 
picking errors on the observed arrival times with no cross correlation of enrors (see Fig. 2.1)
i.e. a probability distribution
The squared residual statistic (2.1) is usually minimized by a Gauss-Newton type of 
algorithm, or a related variant The predominant techniques used in the hypocentre problem 
at the present time are : (a) Gauss-Newton, least squares,
5x = - [ AtA] 4 At r  (2.3)
or (b) Damped least-squares,
Sx = - [ At A + ^ A  ] 4 AT r  (2.4)
where 5x is the estimated adjustment vector for the hypocentral parameters, r  is the residual 
vector and A is the (n x 4) matrix of partial derivatives of the residual vector with respect to 
the hypocentral parameters. Both these algorithms define an improvement to an existing 
vector, x.
The matrix A describes the way in which the travel times (and, hence, the residual 
vector) are related to the hypocentral parameters. Due to the non-linearity of this dependence 
A is itself a function of the hypocentral parameters and varies with position. The problem is 
therefore solved iteratively. The numerical problems associated with the matrix inversions in 
(2.3) & (2.4) are well known (Lee & Stewart 1981). A local linearization is made at each 
iterative step and derivatives of travel times constitute the entries of A. In cases where the 
data poorly constrain the parameters, such as areas outside the network of stations, the 
similar dependence of derivatives at different stations on the hypocentre parameters may
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Figure 2.1 Comparison of the Gaussian and Jeffreys distributions for the picking errors. The Gaussian is 
shown in a solid line and the Jeffreys distribution which imposes a wider Gaussian beneath the normal 
distribution is shown in a dashed line.
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Tcause the matrix A A to become rank defective. In this case an attempt to calculate its 
inverse as in (2.3) leads to wild oscillations in the estimated adjustment vector 5x, and, 
hence, numerical instabilities occur. The instability may be avoided by using a damped 
least-squares approach as in (2.4) but now 0 must be chosen carefully to avoid a reduction 
in parameter resolution.
Another factor common to earthquake location procedures is that events are located 
relative to a fixed Earth model and all errors associated with that model will be treated as 
errors in the position of the event, with a consequent shift in the hypocentre. This has the 
result that the minimum of the misfit statistic, which we consider as the goal of the 
optimization process, will only give us a solution which is as good as the velocity model will 
allow. The statistic used to estimate the picking errors (which is usually assumed to be 
Gaussian) is in fact inherently being used to model the errors in our velocity model, as 
compared with the real Earth, which may be far from Gaussian.
However, attempts to use other error statistics, or combinations of error distributions 
are very uncommon. Jeffreys (1932) introduced a modification to the Gaussian distribution 
which he noted to be representative of teleseismic travel time residuals. The Jeffreys 
distribution, which consists of a Gaussian combined with a smaller background Gaussian of 
greater width (see Fig. 2.1), is known to be robust (unlike the simple Gaussian distribution) 
i.e. it tolerates occasional outlying values in the residuals. It is less influenced by a single 
relatively large station residual which may arise from a misrecording of a time pick or, 
perhaps, an anomaly in the velocity model error due to local lateral heterogeneity. An 
attempt to model both observational and velocity model errors simultaneously has been made 
by Tarantola & Valette (1982). They combined probability density functions (p.d.f.'s) of 
both observational and velocity errors and then integrated over origin-time to produce a 
statistic which is independent of the origin-time of the event. Few attempts seem to have 
been made to incorporate these variations on the Gaussian statistic into routine location
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algorithms, most probably due to the difficulty of formulation the problem in terms of the 
usual matrix inversion procedure.
In this chapter we describe a fully non-linear hypocentral location algorithm which is 
completely independent of the type of statistics employed. It may, therefore, be used to 
examine the effect the chosen statistic has on the final location of events, no local 
linearization of the problem is made and derivatives of travel times are not required. All 
matrix inversions are avoided and so the method has beneficial stability in cases where the 
hypocentral parameters may be ill-constrained.
The algorithm falls into the class of grid search methods, which are usually deemed 
too inefficient in cases where more than one dimension of parameter space must be searched. 
However, by separating the spatial and temporal searches and using some simple 
optimization techniques, we have been able to produce an efficient and robust algorithm. As 
with most search type algorithms, a function evaluation is the only type of repetitive 
information used and so the resulting method is general in nature. Just as one may choose 
any type of objective function to be minimized, one is at liberty to replace the velocity model 
with any other desired, including 3-D laterally heterogeneous models. This full non-linear 
approach to inversion allows us to make a direct estimate of the size of the confidence region 
imposed by the solution. We are able to examine the distortions in the confidence region 
imposed by the non-linearity in the problem, and also look at the relative constraints placed 
on the solution in the epicentral and depth planes.
The method requires an initial region of hypocentral parameters on which the grid 
search procedure acts. Although this region need not necessarily enclose the actual 
hypocentre of the event, the size and accuracy of the initial region affects the rate of 
convergence of the algorithm. A technique has therefore been devised which quickly 
generates a fairly accurate first estimate of the region of parameter space containing the 
solution, which will be described before the treatment of the main algorithm.
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The new algorithm is illustrated by application to hypocentral estimates for local and 
regional events using the network of seismic stations in south-eastern Australia. However, 
once a suitable travel time routine has been supplied for the phases picked from the 
seismograms, the algorithm may be used for teleseismic problems or in regions of strong 
lateral heterogeneity.
2.2 Hypocentral bounds : the arrival order method
All earthquake location algorithms require an initial guessed set of hypocentral 
parameters, which will hopefully be improved during the course of the inversion. In this 
section we describe a procedure which leads to upper and lower bounds on all four 
hypocentral parameters.
The method employs the time picks of the first arriving P-wave phases at each station 
and, where available, the corresponding initial S-wave times. A quick, robust and fairly 
accurate estimate of a region of parameter space surrounding the hypocentre is generated and 
used as the starting point for the main nonlinear location algorithm described below.
2.2.1 Epicentral bounds
The estimation of bounds on the epicentral position is based on a variation of the 
technique proposed by Anderson (1981) using the order of arrival of the P -waves at the 
different stations of the network. The basic assumption is that for any particular phase those 
stations with the earliest time picks are closest to the epicentre.
The system is best illustrated by a simple example (Fig. 2.2) using a four station 
network. The stations are numbered according to the arrival order of the P - waves. Each 
pair of stations then provides a geometrical constraint on the position of the epicentre. If we 
take the two earliest stations 1 and 2 then the epicentre must lie closer to 1 than 2, i.e. the 
epicentre must lie below the perpendicular bisector of the line joining 1 and 2. Similarly 
taking all the other possible combinations of pairs of stations in turn, we define a set of
Figure 2.2 Construction of the arrival order zone for a theoretical network of four stations, including the 
effect of picking errors. The constraints are labeled by pairs of stations used.
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geometrical constraints on the epicentre location. We select the region which satisfies the 
maximum number of constraints, region A in Fig. 2.2 which is determined by the relative 
arrival times of the pairs 1 and 2, 2 and 3, 3 and 4.
With an n station network there are n(n - l)/2 such geometrical constraints and we 
would choose the zone satisfying the maximum number of constraints as that most likely to 
contain the actual epicentre. Inaccurate time picks may mean that some stations get 
interchanged from the true order of arrival and so prevent the constraints form being entirely 
consistent
Anderson (1981) seeks only an initial epicentral solution and takes the vertex of the 
zone satisfying the largest number of constraints which lies nearest to the station which 
detects the first event. The problem then becomes one of linear programming and is solved 
using a Simplex algorithm (Whittle 1971). However, we wish to examine the entire zone 
and determine the smallest rectangle that encloses the arrival order zone, thereby giving our 
epicentral bounds. A quite different method of solution is therefore required. We first 
represent the region continuing the network of seismic stations by a system of equally 
spaced grid points. To each point a rank is then assigned according to the number of 
geometrical constraints satisfied by its position. We then define the arrival order zone as the 
region containing the points of highest rank. In this way we obtain a ’discretized’ version of 
the required zone. This approach has the advantage of being tolerant of a set of inconsistent 
constraints brought about by errors in the observed arrival times. In practice, however, due 
to the size of the average station separation in most local to regional seismic networks, this 
rarely becomes a problem. We usually obtain an epicentral zone satisfying all or nearly all 
possible constraints.
A further advantage of this type of approach is that one may perturb the boundaries 
that define the arrival order zone, to make allowance for the estimated picking errors in 
arrival times. This may be achieved by sampling grid points on either side of a boundary 
(perpendicular bisector) and finding all those which satisfied a 'perturbed constraint'. The
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perturbed or 'fuzzy' constraint is generated by looking at a set of points along the boundary, 
calculating the P - wave travel times from the point to both stations and then selecting those 
epicentral points whose travel times would lie in a specified range about the travel times for 
the boundary point. Fig. 2.2 shows this perturbation of boundaries about the arrival order 
zone for a four station network.
The method described here will generate a pair of upper and lower latitude and 
longitude bounds on the epicentre efficiently and quite accurately. The underlying 
assumption in the method is that the arrival order implies distance order, which is true for 
most velocity models. The arrival order is therefore insensitive to changes in velocity model 
and also to picking errors. As a result we get a very robust result. An example with real 
data is shown in Fig. 2.3 where a 12 station network is used. The small shaded rectangle 
represents the epicentral bounds determined for the event, while the triangular region within 
the rectangle is the arrival order zone produced by the combination of the 66 geometrical 
constraints.
2.2.2 Depth and origin time bounds
An extension of the above approach can be used to obtain an estimate of depth and 
subsequently origin time bounds, with the use of both P- and 5-arrival times. Given a 
velocity model we may calculate the travel times of P- and 5-phases form each of the points 
previously used to define the arrival order zone to each station in the network. If S-wave 
data are available at several stations then the time separation S-P may be calculated and 
compared with the theoretical predictions. If this is done for a fixed range of depths for each 
grid point then we may determine the depth which produces a minimum S-P discrepancy 
between the observed and calculated values. In this way a depth may be associated with 
each point across the zone and an upper and lower depth bound may be found. In practice, 
however, 5-wave data may be of poor quality or unavailable at most stations and in this case 
a priori depth bounds are used.
33.5
Figure 2.3 Practical example of the arrival order method for an event near station CAN in Fig. 2.5, 
illustrating the 66 constraints imposed by the time picks at 12 stations. The rectangular zone needed for 
further inversion is stippled.
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For the Crustal events located using the south-east Australian network a priori depth 
bounds of 0 to 5 km have proven to be useful in generating robust origin time bounds. 
These may be calculated by a similar procedure to that above. Once again we sample the 
grid points that span the arrival order zone at both upper and lower depth bounds and 
calculate the P-wave travel times to each station in the network. By subtracting the 
observations from the theoretical times and averaging over stations we may associate an 
origin time with each point sample. The variation across the arrival order zone provides the 
upper and lower origin time bounds. We have found that a very simple velocity model is 
usually adequate to give effective bounds so the required calculations can be carried out very 
quickly. A more refined model may be appropriate for the actual hypocentre locations.
2 2 3  Results of tests
The Dalton/Gunning seismic zone in south-east Australia about 60 km north of 
Canberra is a region of considerable repetitive activity (Cleary 1967). Forty five events were 
selected from this region and hypocentral bounds were generated for each event using the 
arrival order method we have just described. The velocity model was that proposed by 
Finlay son & McCracken (1981) derived from a refraction experiment with a line of stations 
passing through the Dalton/Gunning zone.
These estimates of the hypocentral parameters were compared with the conventional 
initial estimates obtained from the direct use of S-P times and the standard regional travel 
time model (Doyle, Everingham & Hogan 1959). In addition a full location was made for 
each event using the nonlinear algorithm described in the next section.
For the events tested 70 per cent of the final origin times from the nonlinear 
algorithm described below were closer to the mean of the upper and lower bounds estimated 
from the arrival order method than the standard estimate. The mean error in the arrival order 
estimates was 0.25 s. For the epicentral locations, 10 per cent of the conventional estimates 
lay outside the corresponding arrival order zones, and all the final locations within the
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epicentral bounds produced by the arrival order method. All depth bounds were set at 0 to 5 
km, as 5-wave data was not abundant. The conventional initial estimates are based on all 
available S-P time separations. However, in the arrival order method, to warrant the use of 
5-wave data we require sufficient information to constrain the depth bounds, typically 
readings from about three-quarters of the stations in the network.
2.3 Nonlinear grid search procedure
We start from a set of bounds on hypocentral parameters (xj, yj, Zj, tj, j = 1,2) 
which define the initial region of parameter space. These bounds may be determined by the 
method we have just described (or via some other technique e.g. by assigning generous 
error bounds to an estimated solution).
We have also to establish some criterion, C ; a function of the observed times and 
estimated hypocentral parameters which we shall minimize to find our optimal solution. The 
choice of misfit function C depends on the class of statistics we wish to employ to describe 
the observational errors in the data and the imprecision of our assumed velocity model. We 
denote the observed travel times by tv i = 1, ..., N and their theoretical equivalents,
calculated for a fixed velocity model and some particular choice of hypocentral parameters by 
rci, i = 1,..., N. The residual of the i th datum is then
ri = o^i " c^i (2*5)
The commonly used assumption of a Gaussian distribution for the observational 
errors leads to a sum of weighted squared residuals for C :
C
= rT CD r
(2 .6)
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where CD is the inverse covariance matrix, which with the assumption of no correlation
between data picks reduces to a diagonal matrix of inverse variances.
An alternative C function results from the use of the Jeffreys error statistics with a 
super-position of Gaussians:
- X loge<
i = 1
(1 - f )
OfJlK
exp
2&.v 1J
f exp h 2]1U2;
j
(2.7)
2
where a small proportion /  of a broader based probability distribution with variance v can 
account for outlying misfit values. In a regional study this extra term can give a general 
account of the deficiencies of a single fixed velocity model in a three-dimensionally varying 
real world.
A specific attempt to introduce the error in the modelling stage into the formulation of 
the problem was made by Tarantola & Valette (1982) who suggest a mismatch function 
N N
c = X X [ c - ' Ci ]T Pij [ 'o i  - 'c i  ] (2 -8)
i = 1 i = 1
in terms of the matrix,
P = [C 0 + Cc ]4
where C0 and Cc are the covariance matrices for observed and calculated travel times. The 
travel times roi and?ci have a weighted mean removed i.e.
roi
I Pj 'oj
j
*ci c^i
X  Pj fcj
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and the vector p has components
Pj = Z  P ij
The specific choice of C does not affect the structure of the algorithm and so we are 
able to compare the results of different choices for the same set
2.3.1 Search algorithm
We partially separate the spatial and temporal parts of the search in our attempt to 
construct the global minimum of C(h) where h denotes a 4-D vector in hypocentral
A
parameter space. We will denote the 4-vector at the minimum by h. At fixed origin time, T, 
we will denote the minimum of C over the three spatial parameters by C (hT , T), where hT
is the 3-D spatial location of the minimum.
We may now set up the problem of minimizing C as one of finding C(hr, t) for any 
given time t and then minimizing C(hr, t) along the temporal axis (see Fig. 2.4).
2.3.1.1 Temporal minimization
We assume, for the moment, that we can find C(ht , r), for any r, to any required
accuracy, and so we are left with a 1-D minimization over the time axis,*. Although a variety 
of methods are available, we would like to avoid the use of derivative information, in 
keeping with our aim of keeping the entire algorithm free of numerical differentiation. A 
suitable technique which requires only function evaluations is the Golden Section Search
(Whittle 1971). We assume that the position of the global minimum of C(h) lies between the 
time bounds ^  and t2 where C takes the values C(hj, r^, C(h2 , *2) respectively.
Consider now two points *A, tB symmetrically placed about the midpoint of (*lt t2) 
i.e. l/2(t1 + t2) (see Fig. 2.4), and evaluate the spatial minima C(hA , rA), C(h5 , tB). If
, *A) ^ (2.9)
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then the minimum value must be confined to the temporal region (q, tB), and we can restrict 
attention to this zone in which we already have one function evaluation at tA. Choosing a 
further point tc such that
lc " h = lB ~ xa (2.10a)
we have a similar problem to the original one but over a smaller interval in time. When (2.9) 
does not hold, we restrict attention to (tA , r2) and define rD such that
*2 " XB ~ XD ~ XA (2.10b)
The Golden Section search gains its name because the sub-intervals are always divided in the 
same ratio
but
(rA ~ *0 _ (rg ~ ri)
(*B “ rl )  ‘ rl^
(2 . 11)
XB  "  h  ~  * *i)P (2.12)
1IIt-H
**1
h )  (i - p ) (2.13)
as tA , tB are symmetrically disposed about the midpoint of (tl , f2). Thus we require
= p
p
(2.14)
and solving for the Golden Section number p we obtain
p = 0.618... (2.15)
We define tB by (2.12) and tAby (2.13) which we may also write as
h  " 1a P (*2 " (2.16)
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When (2.9) holds we apply the procedure to the new interval (rp tB) to define a new value 
for tA by
CB " {A ~ P ( rfl ' fl)- (2.17)
If, however, (2.9) is untrue we examine the interval (rA, t2) and construct a new tB by
tß ~ 1 a ~  P ( h  ~  (2.18)
In either case, we have arrived back at the original situation of having a minimum confined
to a time interval with an interior function value at the interval ratio 1 : p. We can therefore
repeat the process by considering the new inequality of the type (2.9). At each stage the size
of the interval which needs to be considered is reduced by a factor of p. After k evaluations
k-1of C (h ,, t) we will be able to locate the minimum in an interval reduced by p of the 
original.
The assumption that the minimum of C lies between C (hj, fj) and C(h2 , t2) along
the origin time axis is not essential to the algorithm. If the global minimum lies outside this
time interval the Golden Section search will converge on the closest of the two boundaries to 
the minimum. One may actually monitor the boundary points tx and t2 during the progress
of the search to detect this situation. Alternatively, a simple procedure adopted here is to 
determine if
C(hx , < C(hA , tA) < C(hß , tB) < C(h2 , t2) (2.19)
or
C(h2 , t2) < C(h5 , tB) < C(hA , tA) < C(hx , rx) (2.20)
holds for the initial time interval. If (2.19) holds then this is an indicator that the global
A
minimum C(h) may lie below C(hx , r2) on the axis. Although this condition is not 
sufficient to determine whether the initial interval of interest requires expansion, it seems
Hypocentre Location 2.14
prudent to decrease tl (in this case) until (2.19) no longer holds i.e. C(h1 , t:) > C(hA , tA). 
The upper limit may be treated in a similar manner using (2.20).
This then completes the temporal part of the minimization process. We discuss the 
convergence criteria we have employed in section 3.1.3. At each stage of the temporal
minimization we have assumed that for a given t the minimum of C over the three spatial 
coordinates, i.e. C (h ,, r), is available to us. It is here that the spatial search part of the
algorithm is put to use.
2.3.12 Spatial search
The optimization of C(h,, t) over the spatial coordinates is performed by searching 
on a spatial lattice with a fixed interval in all three dimensions (e.g. for regional studies we 
have taken the spacing to 1 km). The major problem faced when attempting this type of 
procedure is in limiting the amount of redundant work. We need to be able to guide the 
algorithm in searching over regions of parameter space. If possible, we would therefore 
need to place as many constraints as possible on the choice of search regions. The 
procedure we have adopted is aimed at reducing the overall time taken in searching over the
spatial grid. Initially we define a fixed grid in all three dimensions for the region of 
parameter space given by our bounds on the spatial coordinates (Xj, y •, zj J  = 1,2). This
gives us a 3-D rectangular grid system over the arrival order zone. The centre of each unit 
cube in the lattice is taken to represent the region of parameter space occupied by the cube, 
and the C statistic is evaluated at each central point. This search over the entire arrival order 
zone is performed for an origin time fM, which is the mean of the initial origin time bounds,
and requires a considerable proportion of the overall computation time. However, it 
provides an initial point on the C (h ,, t) curve (Fig. 2.4), which acts as a 'handrail’ for
subsequent spatial searches. Once this initial large scale is completed then all further 
searches are carried out over smaller portions of the 3-D grid.
A box is set up with its centre at the location of the minimum at the time fM i.e. hM,
with sides of a suitable size for the class of location problem at hand. We have found 7 x 7
TEMPORAL SEARCH
SPATIAL SEARCH
Figure 2.4 Schematic illustration of the nonlinear procedure, showing the interaction between temporal 
and spatial searches for a minimum of the function C.
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km in latitude and longitude by 5 km in depth to be adequate for the south-east Australian 
network. The next spatial search occurs for t = (see Fig. 2.4) and is carried out over this 
smaller region to obtain C (h,, r^. The location of this minimum provides the central point 
for the next box search at t = r2 and so on. Currently we have used a fixed size of box;
ideally we would like the box dimensions to be always large enough to just contain the next 
minimum C(hf , t), where t is given by the temporal search procedure. However, as the
algorithm progresses the spatial distance between these minima decrease as the change in 
origin time parameter decreases with subsequent searches. The size of the box is therefore 
aimed at being efficient in the initial stages of the algorithm when the movement of the 
minimum is largest.
If at any stage we find that C(h t , i) is on the boundary of the box suggesting that the
true minimum lies outside, we use a simple tracking procedure. The box is moved in the 
direction of the minimum and its dimensions are reduced in the other directions (e.g. to 3 
km). For example, if we sample over an epicentral region at a shallow depth and the spatial 
minimum is located in the middle of the epicentral region but at the deepest level sampled, 
then we may expect that the movement of C(h , , r) will be greater in depth than in the
horizontal directions during the next search. The interference of possible local minima of C 
can to some extent be avoided by increasing the box dimensions from the beginning but at 
the cost of increased computation. -
Overall, we have a progressive narrowing of the search region as the algorithm 
progresses. We have to strike a balance between the effort needed to perform the search 
over a box, which is least for a small box, and the number of times tracking is invoked, 
which increases the total computational effort and may occur frequently for too small a box.
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2 3 .1 3  Convergence criteria and the final location
One may define a convergence criterion for the algorithm by one or more means. We 
could choose a threshold on the misfit statistic C below which discrimination is not possible 
because of the likely errors in the data. However, such a condition would be dependent on 
the choice of misfit function C, a property which we would prefer to avoid.
We have chosen therefore to define the convergence of the algorithm by imposing 
bounds on the spatial region within which the solution must lie. This is done by testing the 
difference in the 4-vectors at the minima of C(h) at the current origin time bounds.
b = h2 - hj.
The algorithm is terminated when the b vector has components less than some pre­
set values of length and time (here we have taken 1 km & 0.1 s with a 1 km grid spacing). 
The vector b gives an indication of the size of the best region of parameter space as 
measured by the 3-D grid system, and is therefore constrained by the lattice spacing.
To obtain a single final location we resort to a quadratic fit of the C function over the 
region spanned by b and take the minimum found. Since this fit is performed over a small 
region of parameter space, the effects of nonlinearity on the final location estimate are 
negligible.
2 3 .2  Confidence limits
The estimation of a point solution to the location problem is not very informative 
unless some reliable estimate of its accuracy can be given. The relative errors in the solution 
can be determined by examining the variation of the C function in the region of parameter 
space about the proposed location. The approach we have adopted is particularly convenient 
since the values of the misfit function C are available on a regular grid about the calculated 
location. We may therefore readily examine the shape of the contours of C in this region.
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Figs. 2.7 and 2.8 show such contours expressed as confidence levels on the probability of 
the location, when one assumes Gaussian and Jeffreys statistics for the picking errors.
Buland (1976) describes a method by which we may obtain an estimate of the 95 % 
confidence limits for such contours. We introduce
r(h) = C(h) - C(h)
A
where C(h) is the value of C at our solution point. The surfaces of constant T(h) represent 
joint confidence levels for the estimations of hypocentral parameters, as suggested by the 
data statistic. Buland (1976) notes that one may assign confidence levels to the raw C values 
when a least-squares misfit function (2.6) is assumed, by considering a Chi-squared 
distribution with four degrees of freedom. If we assume that the dependence of C is 
approximately linear in a region close to the solution, then the Chi-squared distribution may 
be used to determine values of T(h) corresponding to a 95% confidence limit. However,
this scheme is only valid if the picking errors are truly Gaussian, and we have modeled them 
correctly by assuming accurate cq in formulating the C function. Buland gives a condition
on the value of the minimum in C which must be satisfied in order that the data do not 
violate the local linearity assumption.
However in trials performed here this condition has not been met, because the 
minimum in C is far too high. The most likely reason for this is that velocity model errors 
have introduced some systematic component into C . The direct use of the Chi-squared 
estimation of confidence regions does not take into account any errors from this cause. In an 
attempt to do so, Tarantola & Valette (1982) treat the whole problem from a probabilistic 
viewpoint, and effectively increase the relative weights Gj on the observational errors to
account for the errors in the velocity model. The result is to broaden the C function contours 
and then these may be modeled as a Chi-squared distribution with (n - 4) degrees of 
freedom. In this way the confidence limits may be more representative of the combined 
velocity model and picking time errors.
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The approach we have adopted here is to reduce the C statistic by a factor which 
takes into account the combined effects of velocity model errors and poor estimates of 
picking errors <Tj. Essentially we rescale the entire C function so that its minimum value is
forced to satisfy the conditions proposed by Buland. In particular we rescale the contours so
A
that C(h) is reduced to the expectation value of a Chi-squared distribution with (n - 4) 
degrees of freedom, which is just (n - 4), where n is the number of data values. After the 
rescaling we take T(h) as a Chi-squared function with four degrees of freedom (in the same 
way as Buland) and calculate the region of parameter space which satisfies,
^  (0.95)
where
which becomes
C(h) 
(n - 4)
[COO - C(h)j  
C(h)
Xi (0.95) 
(n - 4) (2.21)
K  is the reduction factor applied to all values of C. A drawback of this approach is that all 
the confidence regions are in fact based on the assumption of Gaussian statistics for picking 
errors; however the resulting regions seems quite reasonable.
Koch (1985a) has produced a similar method for estimating confidence regions with 
an allowance for inadequacies in the velocity model. He has defined his 95 % confidence 
regions by the region such that the 4-vector h satisfies
[C(h) - C(h)] 
C(h)
< _ 4(0.95)
(n - 4) (2 .22)
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where Fjj _ is the Fisher distribution with n and (n - 4) degrees of freedom. The Fisher
distribution is usually used to distinguish between hypotheses and has smaller values than 
those obtained from (2.21), our estimates of confidence regions are therefore more 
conservative (i.e. larger) than those used by Koch.
All confidence regions are dependent on the statistics used to model picking errors 
and also therefore on the optimization function C. We may follow an analogous route to that 
described above to generate confidence regions with the Jeffreys statistic if the fraction of the 
broader distribution, / ,  is small. In this case the analogue of Chi-squared is
- 2 X  loSe <
i = 1
(1 - / )
Gpjlii
exp
f - rh r - r?
2a? + vV 2ieXP U 2
+ 2 X  l°g e {  cri(27t)1/2}
i = 1
The expectation value of Xj on (n - 4) degrees of freedom is approximately
(n 4) (1 - / ) + v1l
a2
for small / ,  and equal a?, and so is only slightly shifted from the former value. The 95 %
confidence level for 4 degrees of freedom can be estimated for small f  as
X*(0.95) {(1 - / )  + /  g ( v / a ) }
where g(v/c) is typically of the order of 2 - 4. Thus only a slight modification of the right 
side of (2.21) is required.
It should be noted that any estimate of such confidence regions is heavily dependent 
on the velocity model. A poor choice of velocity may give a false impression of precision.
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2.4 Results of nonlinear inversions
We illustrate the nonlinear inversion algorithm for the determination of hypocentres 
by examining the location of an event in south-eastern Australia using the seismic network 
shown in Fig. 2.5. Here we consider a single event at Biala (see Fig. 2.5) and examine the 
location procedure in detail. In ch. 3 we use the algorithm to relocate over 300 events 
distributed evenly across the region, and compare its performance with existing location 
procedures.
The seismic network in the region was started in 1958 by the Australian National 
University in association with the major engineering works of the Snowy Mountain project 
and has subsequently been expanded to its present status of 16 stations. These follow the 
south-eastern highlands and mostly lie in the palaeozoic Lachlan fold belt. The three 
northernmost stations operated by the Sydney Water Board lie in the younger sediments of 
the Sydney Basin. The seismicity of the area is in general quite widespread and diffuse with 
no clear correlations with the major faults of the fold belt (Lambeck et al. 1985). There are 
concentrations of events near the stations YOU and WAM, and an exceptionally active zone 
in the Dalton/Gunning region about 60 km north of Canberra near station CAH. 400 events 
were recorded from this latter zone during 1984. We have chosen an event at Biala, with 
magnitude 2, from this region for detailed study. The geometry of most of the network has 
been dictated by the needs of line-of-sight radio telemetry and hence is not ideal for events in 
this neighbourhood.
As the network covers a considerable linear extent from the Sydney Basin up into the
r
Snowy Mountains and beyond, it is difficult to construct a single, laterally homogeneous, 
model for the velocities in the entire region. However, a simple model which gives 
reasonable results is that proposed by Doyle, Everingham & Hogan (1959) from refraction 
experiments in the area (see Fig. 2.6a). More detailed refraction work has been carried out 
by Finlayson & McCracken (1981) using quarry blasts and profiles crossing much of the 
region of interest. We have used an averaged model for profiles passing near the
ANU n e tw o r k
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Figure 2.5 The SE Australian seismic network administered by the Australian national University, with 
the location of the earthquake at Biala illustrated in Figs. 2.7 and 2.8.
a km/s
Figure 2.6 Velocity models for the crustal structure in SE Australia: (a) the simple regional model of 
Doyle, Everingham & Hogan (1959), (b) averaged velocity model for the Dalton/Gunning zone derived from 
the work of Finlayson & McCracken (1981).
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Dalton/Gunning zone to try to improve the location of events in that region, the resulting 
gradient model is shown in Fig. 2.6b.
The arrival times for the P- and S-phases for the events were taken directly from the 
network data file. The typical picking errors are relatively uniform across all the stations and 
so we took standard deviations of 0.1 s for P-wave readings and 0.2 s for 5-wave readings. 
These can be used directly in the construction of the mismatch function (2.6) based on 
Gaussian statistics. When we employ the Jeffreys form (2.7), we need to introduce the size 
and 'width' of the underlying broader distribution, which we take to be representative of our 
modelling errors. A wide variety of trials with Gaussian forms showed that it was very 
difficult to reduce the minimum misfit below a level corresponding to errors of the order of 
two to three times our estimate of the reliability of our picks. We have therefore taken the 
background distribution to have a standard deviation of 0.3 s, with a weighting factor of 
0.005 chosen so that the dominant role in the inversion is played by the the data constraints.
We now consider a comparison of the use of the squared-residual (2.6) and the 
Jeffreys (2.7) mismatch functions for the Biala event shown on Fig. 2.5. We could equally 
well include the Tarantola & Valette mismatch function (2.8) but results using this function 
are similar to the squared residual case. This arises because in the formulation of (2.8) both 
the 'modelling' and observational errors are assumed to have a Gaussian probability 
densities.
In Fig. 2.7, we use the regional model of Doyle et al. (1959), shown in Fig. 2.6a, 
with the nonlinear inversion algorithm and draw contours of the mismatch functions in 
horizontal and vertical sections through the proposed hypocentres. The vertical sections are 
taken along east-west lines through the hypocentres, extending 20 km both horizontally and 
vertically. The horizontal sections are taken at the depth of the proposed locations on a fixed 
grid 20 km in both northerly and easterly extent. The use of the fixed grid enables any shift 
in the epicentres to be more readily judged. The contours are drawn at confidence levels of
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Figure 2.7 Comparison of nonlinear hypocentre locations using Gaussian and Jeffreys statistics for the 
Biala event. Contours of the misfit function are shown in vertical and horizontal sections for each case using 
the regional model (Fig. 2.6a). The 95 % confidence regions are emphasized by shading.
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Figure 2.8 Nonlinear hypocentre locations and misfit contours for the Biala event using the velocity 
gradient shown in Fig. 6(b). Misfit functions based on both Gaussian and Jeffreys statistics are shown. The 
95 % confidence regions are emphasized by shading.
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75, 95, 99.9 % and then at equal intervals in the mismatch function. The 95 % confidence 
region is emphasized by a bolder outline and shading.
For this Biala event, the contours of the mismatch function in the squared residual 
(Gaussian) case show significant departures from ellipses, even at the 75 % confidence 
level. This indicates substantial nonlinearity in the location problem arising from the 
network geometry. We have one relatively close station (CAH) whose spatial location is 
marked by a triangle in Fig. 7, and a number of other stations on a line through the epicentral 
region. Algorithms of the least-squares type (such as (2.3), (2.4)) assume that in the 
neighbourhood of the hypocentre the contours of the mismatch function are ellipsoids (see 
e.g. Kennett 1976). The nonlinear character shown in Fig. 7 shows that for the Biala event 
such error estimates using local linearization would be, at best, misleading.
From micro-earthquake surveys in the Biala region we know that the activity mostly 
lies above the first 4 km. However, the hypocentre suggested by the use of the squared 
residual fit (2.6) is rather deep at 8.5 km. This discrepancy is probably mostly due to the 
over simplified velocity model (c.f. Fig. 2.8). With the use of the Jeffreys function (2.7) 
the proposed hypocentre is more shallow (4.9 km) because less weight is attached to the 
poorest data fits arising from the inadequacies of the velocity model. We note that the 
pattern of the misfit contours is rather different in the two cases, for example the 95 % 
confidence region for this simple model intersects the surface for the Jeffreys function but is 
almost closed in the Gaussian case.
In order to show the very considerable influence of the choice of velocity model on 
the character of the solution, we show in Fig. 2.8 a similar set of misfit diagrams but now 
using the gradient model in Fig. 2.6b. Once again we compare the use of the two choices 
(2.6) and (2.7) for the misfit criterion. With the improved velocity model we observe that 
the solutions have moved in space, especially in depth. The proposed locations in Fig. 2.8 
are concordant with the micro-earthquake results. The contours for the squared-residual 
function (2.6) are somewhat smoother than in Fig. 2.7, and show significant flattening in
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the neighbourhood of the station CAH whose projection is indicated by the triangle. The 
character of the misfit contours for the Jeffreys function (2.7) is more complex but aiso 
shows flattening near CAH. The 95 % confidence regions estimated for this superior 
velocity model are in much closer agreement for the two classes of statistics, even though the 
estimates of the optimum epicentres differ by about 1 km. Similar behaviour is displayed for 
many other events in the Dalton/Gunning seismic zone.
The inversion algorithm has been successfully employed for events over the whole 
region covered by the network (see ch. 3 for more details). The estimate of the 95 % 
confidence regions show a strong dependence on the velocity model (e.g. a much more 
shallow depth with the gradient model) and a weaker dependence on the statistics employed 
Even though the behaviour of the misfit contours implies very nonlinear dependence of the C 
function on the hypocentral parameters, the nonlinear algorithm performs well and will 
converge even if the initial hypocentral bounds are misplaced. The algorithm is, however, at 
its most efficient when C increases monotonically away from a unique global minimum.
The tolerance of the Jeffreys function (2.7) to the outlying residuals is particularly 
beneficial where the velocity distribution is less well determined. Since little more 
computation is needed with our nonlinear algorithm, the Jeffreys function is to be preferred 
for general use.
2.5 Discussion
The nonlinear approach adopted here avoids some of the major problems associated 
with iterative linear schemes for hypocentre locations. The generation of corrections to a 
best guess hypocentral parameter is avoided, and the algorithm deals with regions of 
parameter space which are more informative than point estimates. We also avoid numerical 
instabilities associated with matrix inversion. Due to the rather simple requirements of the 
algorithm i.e. evaluations of the C function alone, the location scheme is very versatile and 
rather general in character. We may substitute one misfit function for another without
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changing the form of the algorithm. The only requirement is that we have the ability to 
generate values of C for any given set of hypocentral parameters. In exactly the same way 
we may substitute any type of velocity model for which the travel times can be calculated. 
Layered velocity models, gradient zones or three-dimensionally laterally heterogeneous 
models may be used equally well. This independence of the form of the velocity model is a 
result of by-passing the use of analytical expressions for the derivatives of travel times with 
respect to the hypocentral coordinates. However, we do require an efficient forward 
modelling program for travel times to avoid excessive computation times in complex models.
A simple way around this difficulty is to use travel time tables during the forward 
modelling. If we fix a priori the position of the lattice, over which the spatial searches are 
performed, then ail the possible travel times required may be determined beforehand and 
stored in a table. Forward modelling then becomes a simple matter of looking up tables 
values. Obviously the density of the tables is a variable parameter, and may be chosen to 
suit any particular problem. In this way earthquake locations may be performed routinely 
using the most complicated velocity models. The only possible drawback of the approach is 
in the amount of computational storage required to handle the large tables. However the 
importance of this aspect seems to be diminishing with the development of larger and more 
powerful computers. (In Appendix A we describe an alternative to the spatial grid search 
which is both computationally very cheap and avoids the use of all travel time derivatives. 
The method is essentially the earthquake location analogue of a 'backprojection technique’ 
and may be combined with the temporal minimization routine, instead of the spatial grid 
search, to form a very inexpensive version of the nonlinear algorithm)
The results of experiments with real data from a regional network indicate that we 
have been very successful in our main objective of finding a hypocentral location by the 
minimization of a misfit function, to some specified accuracy. An indication of the reliability 
of that solution is obtained directly by examination of the contours of the misfit function 
about the proposed solution. The ability to relocate events with different C functions, and to
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examine the constraints placed on location, means that we have a very powerful tool for the 
investigating the distribution of earthquakes.
3.1
3. EARTHQUAKE RELOCATION IN SOUTH-EAST AUSTRALIA
3.1 Introduction
In this chapter we examine the performance of the nonlinear inversion algorithm in 
more detail by relocating a large number of events in south-east Australia and compare the 
solutions to those from a linearized scheme. By analysing the hypocentral solutions and 
their corresponding sets of arrival time residuals we are able to confirm our earlier assertions 
about the relative accuracy of the nonlinear grid search scheme, and also to make some 
comments about the distribution of earthquakes in the region.
All events in the dataset have been relocated using different velocity models, which 
gives an indication of how dependent the earthquake positions are on the models used in 
their location. To test the accuracy of the locations the nonlinear algorithm is used to invert 
arrival times from quarry blasts, with the same velocity model. This allows some insight 
into the type of constraints that may be placed on the depth distribution of events in south­
east Australia.
3.2 Nonlinear inversion for hypocentral parameters and comparison with 
matrix inversion techniques
The dataset on which we test the nonlinear location algorithm is the same as that used 
for the joint velocity/hypocentre inversion, described in ch. 6. Full details of the selection 
criteria, phase identification and observational errors are described in section 6.1. 
Essentially the dataset consist of relatively well constrained events with an even distribution 
across the region (see Fig. 6.2). In an effort to obtain the highest quality set of arrival times 
as possible the entire earthquake catalogue of the A.N.U. was re-examined for the present 
work and only a small fraction of the original 6000 events were finally chosen.
Initially 286 events were relocated using both the original linearized matrix inversion 
algorithm and the fully nonlinear algorithm described in ch. 2. The velocity model used was
Earthquake Relocation 3.2
the simple DEH model described in the previous chapter, which seems to be a reasonable 
one for events spread across the entire region. Fig. 3.1 shows a comparison of the misfit 
function at the hypocentres determined from the two procedures. The solutions have been 
ordered according to the value of the solution misfit obtained from the linearized algorithm. 
The most noticeable feature of this diagram is that the solid line, representing the nonlinear 
misfit curve, lies below the linearized misfit curve (dotted) for nearly every event located. It 
appears therefore that the nonlinear algorithm is indeed much better suited to finding the 
minimum of a given data misfit function than the corresponding linearized scheme. This is 
especially so in cases where the events are not constrained very well or when the errors in 
the velocity model produce large residuals, indicated by the right hand portion of the curve. 
The only contradictions to this rather satisfying result are given by the three events for which 
the nonlinear misfit is greater than the linear one. Upon inspection of these events it was 
found that in all three cases a premature convergence had occurred due to a 'sticking' of the 
algorithm during the temporal minimization. This is due to a poor choice of initial origin 
time bounds and is easily identified and rectified by an observer. For the events in Fig. 3.1 
the inversions were performed consecutively, and so the solutions were not scrutinized in 
detail before being accepted for display. Hence the three rouge 'solutions' have weaved 
their way into Fig. 3.1.
Although a general increase in the nonlinear misfit is observed with event number, it 
is interesting to note that the size of oscillation also increases. This would seem to suggest 
that the ordering of events, based on the size of linearized misfit, places the more ill- 
constrained events on the right hand side on the diagram. However it also moves a large 
number of well-constrained events there too. These are picked out by the nonlinear scheme 
and correspond to the places where the solid curve falls down close to the abscissa. An 
interesting question is why, for events where the linearized scheme results in poor solutions 
(large misfits), is the nonlinear scheme a lot more successful in some cases than others ? A 
possible explanation for this is that the low values of nonlinear misfit on the right hand
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Earthquake Relocation 3.3
portion of Fig. 3.1 correspond to events for which the linearized solution is unstable because 
of errors in the Frechet derivatives (which are avoided in the nonlinear scheme), whereas the 
increasing band of misfit values corresponds to events which are more genuinely ill- 
constrained, perhaps due to their position in relation to the network, or the inadequacy of the 
velocity model in these regions.
Fig. 3.2 shows the distribution of residuals resulting from the two inversion 
procedures. The open circles represent the residuals obtained from linearized hypocentral 
solutions while the solid dots are the corresponding nonlinear solutions. Neither set is very 
reminiscent of a Gaussian distribution. In fact they both appear to be closer to an
distribution i.e. an exponential decay away from the central peak around zero, than any other 
standard type of error distribution. The difference between the linear and nonlinear 
inversions is readily observed. The nonlinear distribution of residuals has a central peak of 
larger magnitude and two side lobes of a consistently smaller magnitude than the 
corresponding linearized residuals. This reflects the general reduction in residual size 
obtained from the nonlinear algorithm which was prominent in Fig. 3.1. The spread of 
these two distributions is also quite revealing. The half-width of both distributions is 
approximately 0.3 - 0.4 seconds which is significantly larger than the observational picking 
errors estimated at 0.1 - 0.2 seconds for P  and S-waves. It seems reasonable to suppose 
that this difference is largely due to errors introduced by the forward modelling, primarily 
through the inadequacy of the laterally homogeneous velocity model itself.
Since the actual residual distribution in Fig. 3.2 bares little resemblance to a bell­
shaped Gaussian then it would appear that one of the underlying premises of the 'least 
squares' inversion is quite invalid for our hypocentral location problem (at least with the data 
available to us). Consequently the resulting earthquake locations will be adversely affected 
by this dubious assumption of Gaussian errors. Ideally, then, we should take a more 
accurate account of the error distribution when performing the inversion. Since the 
nonlinear algorithm presented here requires only function evaluations, it is ideally suited to
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Figure 3.2 The diagram shows the distributions of arrival time residuals found at the hypocentral 
solutions of the linear and nonlinear inversions. The solid dots represent nonlinear solutions and the open 
circles the linear ones. Note that the trend of residuals from the nonlinear solutions lies above that of the 
linearized solutions in the central peak and lower in both side lobes.
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Figure 3.3 The diagram shows I he movements in epicentral position between the linear and nonlinear 
inversion solutions. The hexagons are placed at the position of the linearized solution and vectors have been 
drawn in the direction of the corresponding nonlinear solutions. The length of each vector has been 
magnified by a factor of 9 in order to make differences more visible.
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this purpose. By taking the log of frequency values in Fig. 3.2 and plotting these against 
frequency we obtain the appropriate log-likelihood function, analogous to the quadratic 
misfit function (2.2). Fitting a one-dimensional spline to this function allows us to calculate 
the new misfit function given any residual. This procedure has not been attempted in this 
work and so the effect it would have on the distribution of hypocentres is unknown. We do 
not expect any major change in the resulting epicentral earthquake distribution, since this 
was a rather stable feature of the earlier work involving different misfit functions (see ch. 2). 
The effect on the depth distribution is more intriguing however, and perhaps warrants a 
future experiment along this line.
The movements in the epicentral position between the linearized and nonlinear 
inversion solutions are displayed in Fig. 3.3. The hexagons are placed at the position of the 
linearized solution and vectors have been drawn in the direction of the corresponding 
nonlinear solutions. The length of each vector has been magnified by a factor of 9 in order 
to make differences more visible. We observe from Fig. 3.3, rather unsurprisingly, that the 
larger epicentral movements are confined to the regions surrounding the network, while the 
well constrained events within the network show very little change. Another interesting 
feature of the diagram is that in the region surrounding the network the update vectors tend 
to point away from the centre of the network. This seems to suggest that the linearized 
solutions are biased towards the station positions i.e. solutions are pulled towards the 
network. The nonlinear solutions, on the other hand, are placed closer to the actual 
minimum of the misfit function which lies further away from the network.
The depth distribution of the two solution sets is show in Fig. 3.4a & 3.4b. There 
does not seem to be a substantial difference between these two sets of solutions. The only 
noticeable shift in depths is a slight movement towards the shallow end of the depth range 
going from linear to nonlinear solutions, although no great physical significance is attached 
to this observation. Fig. 3.5 shows the lateral distribution of depth changes between the two 
inversions averaged out on a 1/2 degree grid. Here a more distinctive pattem is observed.
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The regions in which the nonlinear solutions are deeper than the linear ones seem to lie 
largely outside the network and conversely the more shallow nonlinear solutions he within 
the network. The major exception here is the diagonal strip running approximately north­
west south-east, where the movement seems to be in the opposite direction. It is likely that 
this effect is caused by the linear distribution of stations situated nearby.
A more interesting situation arises when we compare the two depth histograms in 
Figs. 3.4a & 3.4b, to that in Fig. 3.4c which is the result of a second nonlinear inversion, 
using, this time, a slightly modified form of the DEH velocity model. The modification 
takes the form of a correction to the take-off angle of all Pn rays, which are modeled as head 
wave, or critically refracted, arrivals (see Fig. 6.9). The original version of the DEH model 
used in the earlier relocations does not allow for a variation in the take-off angle as the P- 
wave velocity in the second layer is altered when raypaths are modeled at large epicentral 
distances (see section 6.2). The corrected 'variable' angle DEH model consists of raypaths 
which are consistent with Snell’s law at the Moho interface. Although this appears to be 
only a slight change in the model itself, the effect on the depth distribution is evident from 
Fig. 3.4c. A marked increase in the number of events located at the more shallow depths is 
readily observed although little change occurs in epicentral positions (see Fig. 3.6). As with 
the example of the Biala event discussed in ch. 2, we find that even though the nonlinear 
algorithm 'improves' the location in the sense of finding a better set of fits to the observed 
data, it is the velocity model which has the greatest influence on the earthquake location, 
especially in the depth parameter.
We notice also that the more consistent variable angle velocity model produces a 
decrease in the number of depths located around the 8 - 10 km depth interval (labeled as 10 
in Fig. 3.4c) relative to its neighbours. This feature does not appear in either of the two 
previous histograms, however it was noticed by Lambeck et al. (1985) as being a general 
trend of the complete set of earthquake locations for the region. A possible explanation of 
this seismic gap involves the existence of a low velocity layer in the middle of the Crustal,
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Figure 3.4 (a) Depth distribution of the events located using the linearized inversion algorithm 
and the DEH velocity model.
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Figure 3.4 (b) Depth distribution of the events located using the nonlinear inversion algorithm 
and the DEH velocity model.
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Figure 3.4 c) Depth distribution of the events located using the nonlinear inversion algorithm and 
the 'variable descent angle' version of the DEH velocity model.
where stress is released both by creep and brittle fracture. However our enthusiasm for the 
observation must be tempered somewhat since the errors in depth location are likely to be 
much larger than the width of the seismic gap, which is approximately 2 - 4  km. Indeed the 
movement in the main peak of the histogram brought about by the modified velocity model is 
of the order of 6 - 8 km, which suggests that the modelling errors themselves can account 
for shifts with a size equivalent to that of the anomalous gap. We must submit therefore that 
although this tantalizing feature seems to persist the evidence for a low velocity layer based 
on the depth distribution of earthquakes is still rather inconclusive.
The peak in the depth distribution of these events seems to be positioned between 8 - 
14 km for the variable angle model and deeper for the earlier models. However we must be 
very careful in our interpretation of these results since we really have no clear and reliable 
estimates of the depth accuracy of locations. (In ch. 6 we examine this problem in more 
detail when analysing the results of a simultaneous velocity structure/hypocentre inversion.)
Longitude
Figure 3.5 The diagram shows the relative changes in the depths of events located with the linearized and 
nonlinear inversion algorithms averaged out on a 1/2 degree grid. The negative signs represents a decrease in 
the nonlinear depth relative to the linear one and the positive indicates an increase.
Longitude
Figure 3.6 A diagram showing the epicentral differences between two sets of inversion solutions. The 
lexagons represent the solutions obtained using the nonlinear algorithm, incorporating the original 'fixed 
descent angle' DEH velocity model. Vectors are drawn in the direction of a second set of solutions, also 
obtained with the nonlinear algorithm, only using a variable descent angle version of the DEH model (see 
:xt). Again these vectors have been amplified by a factor of 9 to make them more readily observed.
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Linearized location algorithms usually give indications of confidence ellipses by using local 
curvature information (i.e. of the function being minimized). These estimates can be rather 
optimistic in cases where the velocity structure is not too well known and the station 
coverage is poor. During the routine location of events in south-east Australia the linearized 
algorithm, used in the above trials, frequently indicated depth uncertainties of ± 2 - 4 km, 
even for events near the edge of the network. In the previous chapter we examined the 
process of estimating confidence ellipses and showed how the nonlinear algorithm may be 
used to map out non-ellipsoidal confidence regions which incorporated some measure of 
uncertainty in the velocity model. Using only modest estimates for the errors in the velocity 
model the corresponding nonlinear confidence ellipses are somewhat larger in the depth 
direction. On average between 1.5- 2.5 times, with the greatest difference occurring for 
events that have been located at depths greater than 10 km.
The ML 4.3 Oolong earthquake of 1984 (McCue et al. 1988) shows a 95 % 
confidence region, obtained from the nonlinear algorithm, extending at least 10 km into the 
Crust (see Fig. 3.7) although other evidence (i.e intensity reports and previous seismicity in 
the region) seems to suggest that the event was actually quite shallow. The deployment of 
additional recorders in the Dalton/Gunning area by the Bureau of Mineral Resources in 
1985/86, and also records from portable digital recorders, have all indicated that the 
seismicity occurs predominantly within the upper 4 km of the Crust (McCue et al. 1988). 
The preferred depth of this event obtained from the nonlinear algorithm is 3.8 km, which 
would appear to be rather satisfactory. We might even suggest that, at least for this event, 
the size of confidence ellipse is unduly pessimistic. (Possibly due to an over-estimation of 
the errors induced by the Finlayson & McCracken velocity model). In general, however, we 
cannot expect this to be the case. Errors in the depth locations induced by either a poor 
distribution of stations about the event, or through errors in the assumed velocity model, are 
likely to be represented better by the size of the 'nonlinear' confidence ellipses than the linear 
ones. The effect such errors have on the depths distributions shown above may be
Oaltc
.Oolong
Oepth km
E=B8S=^ ^ ====£«88=Ssi
:>>>
Figure 3.7 The diagram shows the spatial solution obtained for the Oolong earthquake of 1984 (McCue et 
al. 1988). The misfit contours and the estimated 95 % confidence interval (stippled) are plotted on three 
orthogonal planes intersecting the proposed solution.
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considerable, and therefore making responsible statements about the likely depth distribution 
of events in south-east Australia based solely on these histograms is very difficult Perhaps 
the most cautious statement we can make is that the earthquakes seems to occur largely, if 
not entirely, in the upper half of the Crust. This seems reasonable especially since the 
number of events located at depths >18 km have estimates of errors which increase with 
depth.
One way in which it is possible to overcome the effects of velocity model errors, at 
least to a limited extent, is to compare the above depth distributions with that obtained from a 
relocation of controlled sources. The success of this type of approach will depend on the 
geographical distribution and quality of the controlled source data available. Although the 
position of quarries in relation to the south-east Australian network is not ideal, a large 
number of blasts are regularly detected. However only a very small proportion of these have 
ever had their arrival times recorded, and hence only a small fraction of this potentially 
useful dataset is available. The results of relocating 30 quarry blasts with magnitudes large 
enough to be detected at 5 or more stations are summarized in Figs. 3.8, 3.9 and 3.10.
The epicentral errors, shown in Fig. 3.8, seem to be rather irregularly distributed. 
The most alarming feature of this diagram is possibly the distance over which the epicentral 
errors are spread. Unfortunately a large proportion of the blasts used in this study were 
derived from the two largest quarries in the region, Marulan and Ravensworth, the latter of 
which lies outside of the network to the north, and the former on the eastern edge. The 
range of epicentral errors is probably a result of this lack of geographical constraint rather 
than any velocity model effects. The distribution of depth errors, shown in Fig. 3.9 also 
contains a large spread of values. However here we observe that events seem to be located 
with more or less equal frequency throughout the first 10 km (even though their actual 
location is with ± 1 km of the sea level reference zero). Comparison with the earthquake 
depth histogram of Fig. 3.4c would tend to suggest that in general the earthquakes are not all 
confined to shallow depths, simply because the pattern of depths all show a well defined
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Figure 3.8 A histogram showing the distribution of epicentral errors obtained by relocating 
quarry blasts using readings from the A.N.U. network of seismic stations.
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Figure 3.9 A histogram of the depth errors found by relocating quarry blasts using the A.N.U. 
network.
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increase over the first 10 km. Since this conclusion is drawn from a purely statistical 
argument it is dependent on the number of observations available for comparison. In truth 
the number of blasts used here is not enough to produce a well defined trend over the first 10 
km depth range, and so we must treat this hypothesis with caution. If the blast dataset could 
be increased by an order of magnitude or so then the comparison between depth histograms 
may prove to be a lot more enlightening.
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Figure 3.10 Distribution of arrival time residuals obtained from the relocation of quarry blasts. 
Note the histogram is highly peaked around the +0.1 s to -0.1 s interval (labeled 0.0) even though 
the distribution of epicentral and depth errors is rather sporadic (see Figs. 3.8 & 3.9). This indicates 
that the algorithm locates a minimum in the data misfit accurately, however other systematic errors, 
presumably the inadequacy of the velocity model used, force a mis-location of the source.
A plot of the residual distribution resulting from the relocated blast hypocentres is 
displayed in Fig. 3.10. The curve is peaked in the range 0.0 - 0.2 s and shows a similar 
distribution to the set of earthquake residuals (Fig. 3.2). Again the half width is greater than 
the estimated observation errors at 0.4 s, presumably indicating the effect of velocity model
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errors on the calculated traveltimes. An interesting feature of this diagram is the slight bias 
towards positive residuals (shown by the asymmetry in the positive tail). This suggests that 
velocities, in the DEH model, are on the average too fast over the region covered by the blast 
raypaths. Between the range ± 1.4 s a relatively symmetric distribution is observed with a 
high concentration of residuals in the central peak. This shows that the nonlinear algorithm 
has again been successful in locating the minimum of misfit function, however the spread in 
both epicentral and depth errors gives another indication of the adverse effect that forward 
modelling errors can have on the inversion solution.
3.3 Discussion
From the relocation of events in south-east Australia it is clear that the nonlinear 
algorithm achieves a better fit to the observed data than the corresponding linearized 
technique. The hypocentral solutions from the linearized inversion appear to be favourably 
disposed towards the receiver positions, which is most likely an effect of the iterative nature 
of the algorithm. The nonlinear solutions are placed closer to the actual minimum of the 
misfit function than the linearized solutions and hence the confidence regions obtained are 
more representative of its local curvature. In order to make a direct comparison with matrix 
inversion techniques we have applied the nonlinear direct search algorithm to the same 
velocity models and Gaussian misfit function as used in the nonlinear study. The versatility 
of the algorithm has therefore not been exploited to the full. A complete relocation of the 
earthquake dataset using the Jeffreys misfit function (2.7) has not been performed to date. 
However experience shows that little difference occurs between the Gaussian and Jeffreys 
solutions for events in the centre of the network where most residuals are small i.e. relative 
to the standard deviation of the background distribution v, in the Jeffreys expression. (This 
is to be expected since in this case the Jeffreys function approximates the underlying least 
squares function.)
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The ability of the algorithm to accurately locate the minimum of any given misfit 
function is a necessary tool in the location of earthquake hypocentres. However it must be 
stressed that finding the 'best fitting' hypocentre is only useful if that hypocentre is 
representative of the actual source parameters. The use of a fixed velocity model will 
inevitably introduce systematic errors into the problem. We have attempted to overcome 
these errors by relocating controlled sources using the same set of receivers and earth model 
as used in the earthquake locations. This process was encouraging and is limited only by the 
amount of blast data available. The influence which the earth model exerts on hypocentral 
locations has been demonstrated in the last two chapters. It appears that the hypocentral 
solutions are more dependent on the earth model than either the type statistics employed or 
the inversion algorithm itself. To improve earthquake locations then we must also improve 
the velocity model. It is to this end that the practical application of the work in the next five 
chapters is devoted.
4.1
4. DETERMINATION OF LATERALLY VARYING SEISMIC
VELOCITY STRUCTURE
4.1 Introduction
In recent years our knowledge of the lateral heterogeneities in the structure of the 
earth's interior has increased significantly, especially in the field of seismology through the 
estimation of both longitudinal and shear wave velocities. Technological advances have 
made it possible to record and analyse the vast amount of data required to place quantitative 
constraints on three-dimensional variations in earth structure. The development of new 
mathematical and numerical techniques has been closely related to increased computing 
capabilities that are now available to attempt such large scale problems.
The determination of three-dimensional seismic structure has progressed alongside 
the more technically advanced one and two dimensional studies. Concentrated effort in these 
directions, through seismic refraction and reflection studies at the local to regional distance 
scales (~ 10's - 100's km) and teleseismic travel time and waveform analysis at the global 
scales (~ 1000's km) has lead to a deeper understanding of the variations of seismic velocity 
with depth in many regions of the world.
Only within the past decade or more has travel time inversion become popular. Even 
more recently waveform inversion has been attempted. We should perhaps qualify the term 
'waveform inversion' since all studies of earth structure using real seismograms are, in a 
sense, inversion. We always attempt to recover information about the earth from indirect 
measurements, be it by trial and error waveform fitting, or otherwise. The fundamental 
difference between this and what might be termed automatic waveform inversion is that the 
trial and error adjustment, usually to some preconceived ideas or initial earth model, is 
replaced by an algorithm. Hence the user bias/inadequacy (or intelligence !) is removed. 
Some may argue that it is replaced by merely a subtle form of bias, nevertheless it represents
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a more comprehensive assault on the problem. This is equally true of travel time inversion 
only the problem is more easily formulated in this case.
Recently many authors have applied automatic waveform inversion to determine 
earth structure. The seismic structure of the Crust and upper Mantle have been examined via 
linearized inversion of marine refraction data (Mellman 1980, Shaw & Orcutt 1985, 
Chapman & Orcutt 1985, Cary & Chapman 1988) and low frequency seismograms (Lemer- 
Lam & Jordan 1983, Woodhouse & Dziewonski 1984, Nolet et al. 1986). At much smaller 
scales relevant to geophysical prospecting the inversion of Multi-offset reflection 
seismograms has been studied (Gauthier et al. 1986, Tarantola 1986, Mora 1987 & Pan et 
al. 1988). It has long been assumed that waveforms contain significantly more information 
on earth structure than arrival times. Cary & Chapman (1988) have demonstrated this using 
marine refraction data, however in practice there are some formidable problems associated 
with waveform inversion. The difficulty which presently exists in generating synthetic 
seismograms in complicated heterogeneous structures has essentially restricted complete 
waveform inversion to estimating 1-D earth models (Although some authors have obtained 
3-D models by restricting attention to a particular subset of the waveform). 2-D images have 
been obtained from reflection seismograms (Mora 1987) by using finite differencing 
techniques to generate synthetic seismograms. In this case the major restriction is in the size 
of model that can be handled. For such enormous and complex datasets the formulation and 
solution of the inverse problem presents further difficulties. On the regional distance scale 
the information content of the full waveform is limited, furthermore the signal to noise ratio 
is usually high enough to render complete waveform inversion inappropriate. Studies of 
travel time have therefore provided the major proportion of information on local earth 
structure at these distance scales.
Two dimensional imaging of lateral velocity variations within the earth, commonly 
called ’Tomography', has resulted largely as a spin-off from the refraction and reflection 
work. In recent years seismic tomography has increased in popularity, following the 
successes of medical X-ray tomography in imaging sections of the human body.
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[Interestingly enough the seismic and medical problems differ considerably, the latter being 
fundamentally less complicated than the former, not least because of the linear nature of the 
problem and the total control that may be exerted over the level of data coverage. It is 
worthwhile noting here that there exists, in the geophysical literature, a curious pre­
occupation with the labeling of velocity studies as 'tomographic', which essentially means 
two-dimensional or planar imaging. Notably these include attempts at travel time inversion 
for constraining 3-D seismic structure which are not in any sense tomographic. It seems the 
term tomography is being taken as a replacement for 'travel time inversion for seismic 
velocity structure', and is now firmly embedded in the literature.]
In contrast to the 1-D and 2-D studies, the 3-D structure work has developed quite 
independently. Travel time data from artificial sources obtained via controlled source seismic 
surveys is usually 'in line' data i.e. the geometry is such that all shots and receivers are 
approximately in a straight line. This type of survey is aimed directly at producing a laterally 
homogeneous seismic model. The assumption of lateral homogeneity is implicit in the 
derivation of the model, and so 3-D effects will be mis-interpreted as velocity depth 
variations. The amount of lateral coverage with this type of dataset prohibits any 
comprehensive study of 3-D structure and we must use a more suitable and readily available 
source of travel times. The recordings of earthquake arrival times provide the only realistic 
alternative. In seismically active areas of the world local networks usually provide an 
abundant set of travel times which can often be fairly evenly distributed throughout a region. 
In other areas a dense array of receivers may provide information on local structure via the 
recording of teleseismic events. In this case, however, there is usually considerable 
variation in the amount of azimuthal coverage possible depending on the geographical 
location of the array. Nevertheless earthquake arrival time data has been used extensively in 
determining constraints on 3-D seismic structure, and these are discussed in the next section.
An added complication of earthquake data is the imprecision with which earthquake 
positions and origin times are known. Uncertainties in earthquake epicentres, depths and 
origin times add extra dimensions to the problem, since these parameters must be treated as
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unknowns, and, if possible, estimated simultaneously with the velocity structure. One is, 
therefore, faced with a large complex problem involving hundreds of events and possibly 
many thousands of travel times. It has only been possible to attempt an inverse problem of 
this kind within the past decade or so, due to the advent of powerful computers.
In this thesis we examine the problem of inverting arrival time data, recorded at a 
network of seismic receivers, for laterally heterogeneous velocity structure. We consider the 
problem of inverting only local data which is intrinsically more difficult than the commoner 
case of using teleseismic data. In addition we deal with the more general case of a less than 
ideal network to source geometry, which is typical of most regional networks around the 
world. As an application of the techniques developed to real data we use events from the 
south-east Australian seismic zone; a region of considerable geophysical interest which 
provides an abundant source of travel times from local earthquakes. Over 25 years of 
earthquake recordings were re-examined for the present study and a large number of events 
selected. In addition to the earthquake data, a highly accurate set of travel times were 
obtained from several controlled source surveys performed during the past decade or more. 
Together these provide the single most comprehensive set of regional travel times ever 
collected in south-east Australia.
4.2 Previous work
Historically the first significant work done on examining lateral heterogeneities via 
travel time inversion was by Aki & Lee (1976) who used local earthquake as sources. This 
was followed shortly after by Aki, Christoffersson & Husebye (1977) using teleseismic 
travel times of first arriving P phases (the ACH method). The ’art' of the inversion process 
has been essentially to determine the perturbation of a reference velocity model required to 
bring the predicted and observed travel times closer. Both of these studies divided the earth 
region of interest into blocks and assumed the velocity within each block to be a constant In 
this way they were able to describe models with laterally varying velocities. By considering 
only a finite number of unknowns the problem may be treated as an over-determined one i.e.
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the data outnumber the unknowns, each of which is then assumed to be adequately 
constrained by the data. The ACH method became the standard technique for studying 
lateral heterogeneities under a dense array of recorders using teleseismic travel times. It has 
been applied to several arrays around the world including those in Norway (NORSAR) (Aki 
et al. 1977), central California (Husebye et al. 1976), Hawaii (Ellsworth & Koyanogi 1977) 
and Montana U.S.A. (LASA) (Aki, Christoffersson & Husebye 1976).
In recent times, authors have devised more sophisticated methods to determine lateral 
heterogeneities from travel time data. Chou & Booker (1979) applied the techniques of 
Backus & Gilbert (1968 & 1970) to the 3-D inversion problem using synthetic data. They 
considered only a purely linear problem, and represented the earth structure under study by 
'ideal averaging' volumes. This resulted in a smoothly varying 3-D velocity field, a feature 
also favoured in the inversion of teleseismic travel times by Thomson & Gubbins (1982), 
however they achieved it by using a cubic spline interpolation over a finite number of grid 
points. Both of these studies attempted to invert for velocity structure alone and avoided any 
relocation of sources. They assumed that all information on velocity structure contained in 
the data was confined to a region immediately beneath the receivers, hence only a small 
fraction of the ray paths between source and receiver had to be considered and a much 
simpler source/receiver geometry results. This assumption may be reasonable when using 
teleseismic data or in cases where one is confident that the structure beneath the receivers is 
sufficiently anomalous to dominate the travel time residuals. However there are still 
problems in determining the depth to which the model region should be extended. A 
drawback of this technique is the difficulty of depth resolution and that one is faced with the 
possibility of having mapped distant anomalies into local velocity structure, especially when 
azimuthal raypath coverage is limited.
Tarantola & Nercessian (1984) favour a continuous inversion approach which also 
avoids the a priori discretization of the velocity model into blocks. Instead they leave the 
form of the velocity model unspecified and simply define it to be a continuous 3-D function. 
Their treatment is in some ways more general than the Backus & Gilbert approach in that a
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priori information on the seismic structure may be easily incorporated into the inversion. 
Nercessian et al. (1984) applied this approach to determine the 3-D structure under the Mont 
Dore volcano. Artificial sources were used so the need for source relocation was avoided.
The introduction of hypocentral coordinates in the inversion has been considered by 
Spencer & Gubbins (1980) and Pavlis & Booker (1980). Spencer (1985) presents a review 
of these procedures. Both pairs of authors propose a technique that separates the 
hypocentral unknowns from the velocity field unknowns. The so called 'Simultaneous' or 
'Joint' hypocentre and velocity structure inversion problem, as it is sometimes known, is an 
example of a multi-parameter type inversion i.e. one attempts to solve for many unknowns 
of different physical dimension or type. The errors contained in the solution of one 
parameter type may adversely influence those of the other. The authors deal with this 
problem by a process of data projection. When solving for one parameter type the data is 
projected onto the 'null space' of the other, and the algorithm updates each parameter type 
sequentially after correcting the data residuals from the previous update. An advantage of 
the method is that the parameters which are updated first are unbiased by the errors in the 
other parameter type. It is also useful in reducing the overall computation required. 
However the success of this 'unbiasing' of parameter types is crucially dependent on the 
problem being linear. Which is not the case for the joint inversion problem, since the travel 
times of seismic waves are nonlinearly dependent on both the position of the source and the 
velocity structure through which the waves travel. For nonlinear problems, then, the initial 
estimates of the unknowns must be close enough to the 'true' values for the problem to be 
effectively globally linear, otherwise the projection process itself introduces errors into the 
inversion (Williamson 1986).
Most inversion studies for 3-D velocity structure differ in a few major areas; the use 
of teleseismic or local travel time data; the type of velocity structure parameterisation i.e. 
smoothly varying or blocks; and, whether a linear or nonlinear inversion has been adopted. 
A nonlinear inversion for 3-D structure has been attempted by only a few authors, notably 
Thomson & Gubbins (1982) and Koch (1985a & b). The primary reason for this is that in a
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nonlinear approach one must trace rays through laterally heterogeneous velocity models, 
which is an arduous task even when one has a suitable algorithm. In these studies the 
problem is simplified somewhat by considering only teleseismic data recorded by a dense 
array of receivers. In this case the raypath geometry is relatively simple in the region of the 
model i.e. usually from the base of the model to the surface. However the near vertical 
nature of all raypaths does have the undesirable effect of reducing the vertical resolution.
Local travel time data has only rarely been used in studies of lateral heterogeneities. 
Few major developments have occurred since the work of Aki & Lee (1976). Thurber 
(1983) used Pavlis & Booker's method applied to the inversion of local data for the structure 
under the Coyote Lake area in central California. Interestingly enough he constructed a 
smoothly varying velocity structure by interpolating between a finite number of grid points, 
and an approximate 3-D ray-tracing technique to calculate the travel times. His scheme does 
make an effort to account for the nonlinearity of the problem, however approximate ray 
tracing techniques depend heavily on the particular type of velocity structure for which they 
are designed and so are usually non-transportable to other situations. Furthermore they may 
introduce some systematic bias by producing over estimates of travel times. Koch (1985b) 
performed a nonlinear inversion on crustal and intermediate depth events (>100 km) using 
constant velocity block models with differing sizes. However exact analytical ray tracing is 
performed through the cellular structure, whilst the inversion comprises basically of a large 
linear system solver. This type of procedure can become very expensive as the number of 
model parameters increases. Consequently one is restricted to a small number of model 
parameters and hence a relatively crude parameterisation. Hearn & Clayton (1986 a & b) 
adapted the time term method of Scheidegger & Willmore (1957) and used a backprojection 
technique to invert for local heterogeneous structure. However their scheme seems to 
depend quite heavily on the linearized equations used, which do not include any source re­
location. The results of their work probably owe much to the excellent data coverage, which 
is made possible by the extremely high density of both sources and receivers available in 
southern California, a feature which is rather rare in studies of this kind.
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To date a nonlinear inversion of local travel times has largely been avoided in favour 
of the more approximate methods discussed above. In most regional seismic networks one 
encounters a rather complex pattern of raypaths due to the complicated source/receiver 
geometry. This fact alone suggests that inversion of local travel time data has much greater 
potential for resolving lateral heterogeneities than teleseismic data, since in the local case the 
raypaths sample the region of interest for their entire path length and from a wide range of 
azimuths and depths. It also indicates that the local problem is intrinsically more difficult 
than the teleseismic one since we cannot restrict attention to a small region of the earth where 
raypaths have a simple geometry. It is therefore important to understand the extent to which 
we may constrain 3-D seismic structure using local travel time data and more importantly to 
develop methods for examining lateral heterogeneities from both natural and artificial sources 
distributed from local to regional distance scales. This will provide encouragement to extend 
the techniques to other regions of economic or tectonic importance where natural seismic 
sources may be unavailable and we must rely on expensive controlled source surveys. The 
use of local earthquake data in the mapping of 3-D seismic structure may also provide a more 
detailed understanding and interpretation of local geological structure.
{Note: From a purely theoretical viewpoint the determination of both seismic velocity 
structure and earthquake hypocentres simultaneously is closely linked to the hypocentral 
location problem encountered earlier. Although the current problem may be formulated in 
similar terms, the previously used 'Direct Search'  type methods are entirely inappropriate 
when the number o f unknowns increases significantly. However the philosophy of 
treating unknowns of different physical dimension or type separately seems to be a 
reasonable one and hence will be retained.)
5.1
5 . DETERMINATION OF 3-D SEISMIC STRUCTURE: 
VIEWED AS AN INVERSE PROBLEM
In this chapter we introduce the mathematical structure inherent in the determination of 
3-D seismic velocity field via the inversion of travel times. The terminology of inverse 
theory provides a useful framework in which to study the 3-D problem. We therefore 
examine some of the approaches applied to nonlinear inverse problems and describe how 
they relate to the travel time case. In particular we compare the various benefits and 
shortcomings of adopting a local as opposed to a global linearization of the problem. This 
leads us conveniently to an explanation of our subsequent rationale.
5 .1  General Forward and Inverse Problems
A major objective of our work is to examine the variations in seismic structure 
within the earth from observations at the surface. Since we have only indirect measurements 
for this purpose we usually label this an inverse problem. The amount of information which 
may be retrieved from any given dataset will always be finite. So the goal of our inversion 
process is simply to obtain as much information as possible within the limited capabilities of 
the data.
In general we may classify all quantities, about which we seek information,
collectively as the 'model'. If we represent our model of the real earth by a finite set of 
parameters m^  (i = 1,..., M), then we can define a vector m whose components are the m^ .
Alternatively we may represent our model by a function of the spatial coordinates m(r), 
defined within some region of the earth. The former 'discrete' representation has been very 
popular in recent times. A finite number of parameters are usually easy to interpret and also 
lend themselves readily to computer calculation. (We note here that the 'continuous' 
approach may be more general, and indeed be of more practical use in problems where the 
model is most easily represented by a continuous function. Ultimately, however, even
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continuous problems are discretized if one wishes to apply any numerical technique. As 
mentioned previously, in the 3-D structure case it is necessary to include the position and 
origin time of each earthquake in the unknowns. Obviously these quantities are most easily 
expressed by four discrete parameters (x,y,z,t). In order to avoid unnecessarily 
complicating matters we will assume that velocity model parameters are also discrete. 
[Although the mixed continuous/discrete inverse problem has been dealt with, in the linear 
case, by Pavlis & Booker (1980)]. At this stage the exact physical nature of the velocity 
parameters is left unspecified. Collectively they enable us to specify the three-dimensional 
seismic velocity structure of the earth volume under consideration. This is probably one of 
the most important aspects of any inversion procedure. We therefore examine in detail 
possible alternatives together with the likely benefits and pitfalls at a later stage. For the 
present we simply assume that we have been able to define some set of model parameters m. 
If we let dj (j=l,...N) represent a set of observable quantities whose values depend on the 
value of the model m through an equation of the form
dj = gj(m), (j=l,.~N) (5.1)
then this represents the solution of the forward problem. The gj are in general a set of 
nonlinear functionals (see Roach 1960) which are assumed to be known. They describe the 
physical system which produces the data dj in response to the model m. If we write the 
values dj (j=l,...N) as a vector d then eqn. (5.1) may be rewritten in vectorial form
d = g(m) (5.2)
We may state the forward problem as follows: Given the true model, or any estimation of it, 
can we determine all corresponding observables contained in the dataset ?. In the seismic 
case this may be interpreted as saying ""Given a model of the earth (seismic velocity 
structure) and a set of source hypocentres, can we use the wave equation to determine all 
features of the seismic wavefield which correspond to our measurements ?". It is necessary
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to solve this problem in order to attempt the inverse problem, since in order to assess the 
credibility of any proposed earth model we must examine how well it fits the observations.
The inverse problem may then be stated as follows: Given the observed data d, can 
we reconstruct the original model m, or at least a reasonable approximation of it ? If we 
assume that the forward problem can be solved completely and without difficulty then the 
inverse problem may be re-cast as follows: Can we find a combination of model parameters 
such that when the forward problem is solved for these parameters they fit the data to some 
acceptable level ? The answer to this question depends on many factors. They include the 
suitability of the model parameterisation in representing the real earth, or that part of it which 
influences the data, our ability to solve the forward problem, and the allowance for errors in 
the data. A less obvious factor is what exactly we mean by an 'acceptable model'.
Another question to be considered is that of uniqueness, i.e. if we find a model that 
'fits' the data (by some means or other) do we have any guarantee that it is representative of 
the real earth, or is it just one of a number of models which fit the data equally well ? This 
question has not been fully resolved although there have been suggestions for coping with 
non-uniqueness in linear inverse problems which have been found to be very beneficial, 
Jackson (1979). We will return to the question of uniqueness when designing an inversion 
algorithm and again when examining inversion results.
5 .2  The full nonlinear problem
In the 3-D structure problem we record, at a fixed number of stations, the seismic 
wavetrains generated by either natural or artificial sources and from these attempt to 
reconstruct the velocity structure between them. In fact, due to our incomplete knowledge of 
the source mechanisms (for most earthquakes) and the small number of recording stations, 
we use only the most prominent and easily recognizable seismc phases as our data, thereby 
neglecting a major proportion of the wavetrain recorded at each receiver. This 'discrete' 
sampling of the full seismic wavefield places restrictions on the amount of information which 
can be retrieved. Furthermore it allows us to avoid solving the full wave equation and
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instead use Ray Theory. Since the data consist of merely arrival times of certain seismic 
phases at a fixed set of receivers, then we need not calculate the full wavefield (stress and 
displacement) at every position in the model. Instead we require only the travel times of rays 
between between source and receiver through a given velocity field.
(Ray Theory assumes that seismic energy propagates along rays which are normal 
to wavefronts. It is a high frequency asymptotic approximation to the full wave equation and 
is reasonable if the velocities with which seismic waves propagate in a medium vary on a 
distance scale which is much larger than their dominant wavelength. In practice this 
assumption is valid for distance scales > 1km, and hence is entirely appropriate for the 
current work.)
If we denote the 1 th arrival time from the k th source as Tjjr then we have,
Tlk = to-k+ hx  (5.3a.)
where to)k is the origin time of the k th source and t ^  is the travel time of the 1 th ray from 
the k th source which is found by integrating the slowness field along the raypath R^k 
between source and receiver.
t = [ S (r) dl (5.3b)
where R ab is the raypath between a source at a and a receiver at b,
S(r) is the slowness field as a function of position (reciprocal of velocity), 
and dl is an element of distance along the raypath R ab-
The slowness field and source coordinates are model parameters. Therefore the problem is 
nonlinear as perturbing the velocity structure produces changes in travel time that are not 
only due to the change in S(r) but also the raypath R ab* The raypath is itself related to both
source, receiver positions and the velocity field through the ray equations,
r  v2 a  (5.4a)
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where r(t) represents the position vector of the endpoint of a ray at time t, v is the local 
velocity, Q (t) is the slowness vector which is tangent to the ray at time t with 15  I = 1/v and 
the dash represents differentiation with respect to t (Julian 1970). [Note all vectors 
represented by Greek letters are underlined]. The ray equations may be derived from 
Fermat's principle which states that for a fixed velocity field the travel time of a ray is 
stationary, or alternatively from the wave equation (See for example Cerveny 1977).
The full nonlinear problem is essentially to reconstruct the slowness field S(r) and 
source hypocentres from (5.3). Since no direct inversion formula exists for the travel time 
integral (5.3) we must attempt to estimate the velocity structure via some indirect means. 
The most straightforward course of action would be to generate a series of models and test 
them against the observed data. However since the number of observations and model 
parameters is usually large (~ thousands of travel times from hundreds of events, together 
with a large number of velocity structure parameters) this type of search procedure is deemed 
inappropriate, i.e. searching of the 'model space’ for an optimal set of model parameters m 
(A technique which was successfully applied to the hypocentre location problem earlier). To 
assess any given laterally heterogeneous seismic model the ray equations (5.4) must be 
solved for each ray in turn and the calculated travel times compared to observed ones. This 
process is computationally very expensive. Much work has been devoted to designing 
algorithms to solve the ray equations in complex velocity structures (see ch. 7). Random, or 
systematic generation and testing of 3-D earth models is totally unpractical as an enormous 
number of models would have to be tested which makes the procedure computationally 
prohibitive. We therefore reject this approach and examine a more realistic alternative.
5 .3  The locally linearized problem
The usual way to proceed with this type of nonlinear inverse problem is to solve 
eqn. (5.2) iteratively by means of a local linearization. (Note: this approach is usually 
referred to as nonlinear inversion since one attempts to take account of the nonlinearity in the
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original equation (5.2). However it still involves some linearization process, unlike the 
direct grid search method applied to the hypocentre location problem earlier). Supposing we 
have some initial first guess earth model m0, then we may perform a Taylor's expansion of 
g in 'model space’ about the model m0 The term 'model space' is used to describe that 
space which contains all vectors m. We have then,
i.e. changes in the data values may be linearly related to changes in the model parameters via 
the 'derivative terms' 3gj/3mj. We usually label these the 'Frechet' derivatives of the
nonlinear functional g(m). [Strictly speaking the Frechet derivative is only defined when the 
model may be perturbed by an arbitrary small amount. If m is represented by a finite 
number of parameters then the Gateaux derivative should really be used (Shaw & Orcutt 
1985). Here we understand the 3gi/3mj to represent the partial derivative of the i th datum
with respect to the j th model parameter and continue to use the term 'Frechet' derivative 
since it has now become embedded in the literature.] Usually they can be determined 
analytically or numerically and form part of the forward problem. Combining (5.2) with 
(5.5) we have,
where d0bs is the set of observations and dcaic = g(m) represents the calculated 'dataset' 
found by solving the forward problem (5.2) at the initial model itIq . This may be written,
restricting to first order,
(5.5)
dobs " dcaic ~ G (m - mQ)
Sd = G 8m (5.6)
Where G is a matrix of Frechet derivatives i.e.
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Due to the nonlinearity of the functional g(m) the elements of G are themselves functions of 
position in model space i.e.
G = G(m)
Hence eqn. (5.6) is only valid in a small region of model space about n^. This constitutes a 
local linearization of the nonlinear eqn. (5.2). To solve (5.2) iteratively we need to apply 
some algorithm of the following form. First find an initial model m0, determine an
improvement to it from equation (5.6) (by some means or other!), update the model and then 
repeat the whole process until some convergence criteria has been satisfied.
In the seismic case the nonlinear eqn. (5.2) represents the travel time integral given by 
(5.3). To obtain the equivalent form of the linearized expression (5.6) we perturb all model 
parameters and determine the corresponding perturbation in arrival times. This enables us to 
find the Frechet derivatives G^. To illustrate the computational requirements of the local
approach we linearize the travel time expression (5.3) with respect to each model parameter 
type and identify the appropriate Frechet derivatives.
For the hypocentral coordinates of the k th source we have both origin time to>k and 
spatial coordinates (*k,yk,zk). We see from (5.3a) that the origin time parameter is already 
linearly related to the arrival time. On perturbing the k th origin time parameter we have 
simply,
STU  = 8to,k (5.7)
i.e. perturbations in origin time are equal to perturbations in arrival time. (To keep the 
notation consistent with (5.5) we write,
k-1
i = L + £  nq 
q=i
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where n equals the number of rays in the q th event. This relates the L th ray of the k th 
event to the i th datum in (5.6). For the origin time parameter of the k th event the 
corresponding model parameter index j is given by j = 4k)
By comparing (5.7) to (5.6) we identify the appropriate Frechet derivatives Gy , for the 
origin time parameters and obtain for k = 1, 2, 3,..., n e and j = 4k,
k - 1 k
Gy = 1 if S  nq < i < X  nq (5-8>
q = 1 q = 1
= 0 otherwise
where ne is the total number of events. We note then that the partial derivatives of the arrival 
times with respect to origin times is either zero or unity and is obviously not a function of the 
raypath. For all other parameter types the perturbation of the arrival time of a ray is 
equivalent to the perturbation of the travel time. For spatial coordinates the partial 
derivatives for the k th event may be found with the use of Euler's equations for the 
extremals of (5.3b) in the calculus of variations together with Fermat's principle. This is 
described adequately by Lee & Stewart (1981) and is not repeated here. We obtain for a 
source at r a
dTkl
3Tkl
-S(r) cos a | r  = r a  , 
-S(r) cos ß| r = r a . (5.9)
-S(r) cos y |r = ra
where cos a , cos ß and cos y  are the direction cosines of the angles subtended by the ray at 
the point r. For the three spatial coordinates of the k th event the corresponding model 
parameter indices may be written j = 4k - 3, 4k - 2, 4k - 1. By comparing (5.6) with 
(5.9) we identify the Frechet derivatives,
For k = 1, 2, 3,..., n e ; and for L = 1, 2, 3,..., n k :
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(x co-ord) Gjj = -S(r) cos a  | r _ r if j = 4k - 3
(y co-ord) Gy = -S(r) cos ß | r  = r  a if j = 4 k - 2
(z co-ord) Gy = -S(r) cos y| r  _ r a if j = 4 k -  1
k - 1
where again, i = L + £ " q
q = 1
For the spatial coordinates, then, the elements of the Frechet derivative matrix are dependent 
on both the value of the slowness field at the source and the direction cosines of the ray 
there. For the velocity (or slowness parameters) partial derivatives may be found directly by 
perturbing (5.3). i.e S(r) —» S(r) + 5S(r). For the i th raypath we have then
t. + St = J [S(r) + 8S(r)] dl 
Rj + 8r1
to first order,
=> = f [S(r) + 8S(r)]dl + f [S(r) + SS(r)] dl
* i  5 r j
If we recall Fermat's principle, which states that for a fixed slowness field the travel time of 
a ray is an extremum (i.e. perturbing the raypath alone produces second order changes in 
travel time) then the second integral above must be zero to first order. So we have,
ti + St = ^ [S(r) + 5S(r)] dl
=> St = j^SS(r) dl (5.11)
So the perturbation in the travel time is given by the integration slowness perturbation along 
the raypath. [This is essentially why we choose to use the slowness rather than velocity 
field in (5.3b). The equivalent of (5.11) in terms of velocity field involves the inverse
3-D Inversion 5.10
square of v(r) and is therefore highly nonlinear.] To proceed further we should introduce 
some particular slowness parameterisation so that expressions for the remaining partial 
derivatives may be found. In the interest of retaining some generality we will make only a 
modest statement about the velocity parameterisation at this stage. We assume that the 
slowness field can be represented as a sum of orthonormal basis function, y j (r), (j = 4n e + 
1,..., 4n e + n p) and define the model parameters as the coefficients of these functions.
4ne + np
S(r) = mjYj(r) (5.12)
j = 4 n e + 1
Orthonormality is given by the condition ,
This type of procedure is favoured by Nolet (1987a). The notation is very useful as it 
encompasses a range of possible choices of parameterisation. Upon insertion into (5.11) we 
obtain,
4ne+np
8tj = ^  f 5mj Yj (r) dl
j = 4ne+ l  K •
This is now of the form (5.6) and we may identify the remaining Frechet derivatives .
For j = 4n e + 1, .... 4n e + n p ;
Gj = j  Yj (r) dl (5.13)
Therefore, with this general form of parameterisation, the Frechet derivatives are found by 
integrating the basis functions along the original raypath. Depending on the choice of basis 
function the ease with which these terms may be determined will vary significantly.
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[For example in the cellular slowness parameterisation commonly used in 3-D structure work 
the basis functions are simply block functions in space i.e.,
Yj (r) = 1 if r lies in cell j (5.14)
= 0 otherwise
and from (5.13) we see that the Frechet derivative of the i th ray with respect to the j th block 
becomes simply the pathlength of the i th ray in the j th block. This choice of Yj (r) is very
simple, however more complicated functions have been used e.g. the normalized spherical 
harmonic expansions of Dziewonski (1984), and the Morelli & Dziewonski (1987)]
By making a local linearization we are, in general, required to solve the forward 
problem each time the hypocentres and velocity structure are perturbed, as at each source 
position the slowness and direction cosines of the ray are required for (5.10) together with 
the raypath for (5.13). This process may therefore seem a little unappealing at first sight as 
we again require the tracing of rays through a laterally varying velocity structure. Even if the 
initial earth model is laterally homogeneous, subsequent iterations will result in a 
heterogeneous structure. In practice there are further complications when 3-D ray tracing is 
involved. The algorithm used to trace rays places constraints on the types of velocity 
structure parameterisation possible. Usually each ray tracing algorithm works best in a 
particular type of velocity structure i.e. where S(r) is either a smoothly continuous function 
of spatial coordinates or perhaps split into regions separated by surfaces of discontinuity. 
(In fact most 3-D ray tracing algorithms are only applicable to the particular type of structure 
for which they are designed). The type of velocity parameterisation is best chosen by 
considering the spatial distribution and type of data available and not simply by which is 
easiest to trace rays through.
In our case we must solve the two point ray tracing problem i.e. find the raypath 
between a fixed source and receiver through some arbitrary seismic structure, which may 
also include discontinuities in velocity field. This problem is considerably more complicated
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than the much studied initial value ray tracing. It has been dealt with by several authors, 
notably Julian & Gubbins (1977), Pereyra et al. (1980) and Cerveny (1987). The 
incorporation of this type of procedure leads quickly to an increase in computational effort 
and overall complexity of the problem. Understandably, then, a local linearization of the 3-D 
structure problem has, on the whole, been avoided. A much simpler class of problem is 
produced by a global linearization of the travel time expression (5.3) and it is here that the 
major proportion of work on 3-D velocity structure has been carried out
5 .4  The globally linearized problem
By a global linearization of eqn.(5.2) we mean simply that we neglect the dependence 
of Frechet derivatives on the model parameters i.e. write,
G = G(m0)
G is then a matrix of constants evaluated at the initial model. Equation (5.6) now becomes,
dobs-dcalc = G(m0) (m - m0) (5.15)
This type of linear system of equations has been much studied and many methods of 
solution have been suggested (see van der Sluis & van der Vorst 1987 for a review). We 
see from above that, in the seismic case, eqn. (5.15) is not strictly valid since the Frechet 
derivatives are, in general, dependent on both the slowness field and the hypocentral 
coordinates. However we recall from above that for small perturbations in velocity structure 
the corresponding change in travel time may be found by integrating along the original 
raypaths (a consequence of Fermat's principle). Eqn. (5.15) is therefore a reasonable 
approximation when the initial model mQ is close to the final model m. Note in the globally
linearized approach both G and dcajc are found using the initial model and no further ray 
tracing is performed. Essentially it represents a first iteration of the locally linearized scheme 
given by eqn. (5.6).
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Although the accuracy of this type of approximation depends quite heavily on the 
initial earth model there are considerable benefits to be gained. Since rays are traced through 
only the initial model then by using a laterally homogeneous starting model, we avoid the 
need for 3-D ray tracing altogether. Furthermore the choice of velocity model 
parameterisation becomes independent of the ray tracing algorithm, Since the 
parameterisation really only comes into play (in the forward modelling) once the initial 
homogeneous model has been perturbed. These benefits are not gained without cost. The 
starting model must now be both laterally homogeneous and close enough to the optimum 
model for (5.2) to be valid. If there are considerable lateral heterogeneities in the true model, 
it may be that there is no laterally homogeneous starting model suitable. In this case 
choosing one to accommodate the ray tracing will result in reducing the reliability of the final 
model.
(In the above discussion when referring to the 'optimum' or 'true' model we mean 
the one which best represents the real earth within the class of models allowed by the 
parameterisation.)
5.5 Rationale
Many authors have relied on the linearized approach as it represents a relatively 
simple way of estimating lateral heterogeneities in regions where sufficient travel time data is 
available. Ultimately, however, any proposed earth model must be assessed as to its 
suitability in fitting the observed data. Ideally then, regardless of the criteria adopted for this 
purpose, one should calculate the actual travel times of rays through the final structure, 
otherwise the reliability of the final model, even within the limited capabilities of the 
parameterisation, can at best be only estimated. Furthermore the question of uniqueness 
becomes virtually intractable.
Obviously a nonlinear approach to the inversion would be desirable however we 
cannot dismiss lightly the effort involved. It is not clear exactly how important an 
appreciation of nonlinearity is in the inversion for 3-D structure. It may well be vital to a
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comprehensive assessment of an earth model's reliability, however this tells us very little 
about the likely differences between linear and nonlinear inversion results. Pavlis & Booker 
(1983) have attempted to assess the reliability of locally linearized travel time inversion for 1- 
D structure (using a continuous velocity model). They suggest the complexity of the real 
earth structure and the accuracy of the initial model are of primary importance, and we have 
no reason to suppose that they would be any less significant in the 3-D case. It has been our 
intention from the outset to perform both a linear and nonlinear inversion, and to examine the 
differences between the two sets of solutions. It is our hope that the linear inversion will 
provide initial constraints on the 3-D seismic structure and also allow some useful insight 
into the quantitative nature of the problem, which will assist in the design of the nonlinear 
study. The results of the linearized inversion may provide a useful starting model for the 
nonlinear inversion. More importantly comparison between linear and nonlinear results will 
give some insight into the degree of nonlinearity in the problem and help determine the 
amount of quantitative constraint that can be placed on the 3-D structure in south-east
Australia.
6.1
6. ARRIVAL TIME DATA IN SOUTH-EAST AUSTRALIA:
A LINEARIZED INVERSION
The success of any study of seismic velocity structure will ultimately depend upon 
the quality and quantity of the data available. As Lanczos (1961) put it, "no mathematical 
trickery will ever make up for a fundamental lack of data". This is intuitively obvious but 
nevertheless a very important factor. In the next section we give details of the dataset 
compiled for the 3-D inversion, together with an account of the selection procedure involved. 
We then examine the question of adequate parameterisation of the earth model under the 
confines of a linear regime. Next the inversion process itself is examined and a suitable 
scheme presented. Finally results of the linear inversion are discussed together with those 
arising from various modifications to the initial scheme.
6.1 The dataset: Travel times from natural and controlled seismic sources
The dataset for the current work consists of two major types: arrival times generated 
from local earthquakes recorded at a regional network of seismic stations and travel times 
from blasts recorded at a series of temporary geophones. The earthquake data has been 
selected from recordings of the South-east Australian network over more than twenty five 
years of operation. The travel time data has been derived from five separate Crustal 
refraction surveys performed by the Bureau of Mineral Resources, Geology & Geophysics 
(B.M.R.), during the 1970's.
6.1.1. Earthquake data
The south-east Australian seismic network, (Fig. 2.5) has been discussed briefly in 
section 2. At present there exist sixteen permanent stations. The three most northerly are 
operated by the Sydney Metropolitan Water Board and the rest by the Australian National 
University in Canberra. Since 1976 the network has been supplemented by the Victorian
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network to the south west operated by the Phillip Institute of Technology and, more recently, 
by two extra stations maintained by the B.M.R. The signals from the thirteen stations 
operated by the A.N.U. are sent to the Research School of Earth Sciences via radio telemetry 
and recorded on a multi-channel photographic recording system.
While monitoring the local seismicity for more than a quarter of a century, over 6000 
events have been routinely located. All times are picked by an observer from photographic 
traces projected onto a screen. The amount of arrival time data that may be reliably 
determined is restricted by both the signal to noise ratio and the clarity of the projected 
image. Over regional distance scales first arriving longitudinal P-wave and transverse S- 
wave phases are by far the clearest and easiest to pick. Later phases are occasionally 
observed and used in the routine earthquake location. Picking errors are estimated at 0.1 s 
for the first P phase and 0.3 s for all other phases. All of the arrival times available have 
been re-examined for the current study.
6.12  Earthquake selection criteria
The seismicity of the south-east Australian region is generally diffuse (Fig. 6.1). 
However there are areas such as the Dalton-Gunning and Young seismic zones, in the central 
part of the region, where the level of seismicity is significantly higher than in surrounding 
areas (Cleary 1967). Conversely there exist regions such as southern New South Wales 
where a lower level is quite noticeable. To achieve the maximum data coverage possible 
across the region, the entire earthquake catalogue was scanned for suitable events. Initially 
all events with poorly constrained hypocentres were rejected. The remainder were examined 
for clarity of recording, as judged by the original observer, and number of stations detecting 
the event. All events detected by less than six stations were subsequently rejected. Finally 
events lying within the network with magnitude mL < 3, and outside with mL < 4 outside
were also rejected.
As expected within the network, many earthquakes were found to satisfy all selection 
criteria. Conversely in the outer most regions only the largest magnitude events survived.
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Figure 6.1 Seismicity of S.E. Australia from 1960-1983, with the more active regions indicated by place
names.
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Figure 6.2 Epicentres of 315 events used in the inversion study and their rclaiion to the 16 station network. 
Epicentres are those determined by the fully nonlinear location algorithm presented in section 2.
Figure 6.3 A histogram of the depth distribution of all 315 earthquakes used in the inversion study. All 
events were relocated using the nonlinear location algorithm.
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With the aim of producing the highest quality dataset possible, central events were again 
filtered and those with less than nine stations rejected. This resulted in a further 30% 
reduction in travel times. Since the central region is well sampled, this rejection of possibly 
useful data is not thought to be significant.
The station source separation also played an important role in the selection process. 
To achieve raypath sampling across as wide a range of depths as possible, special 
consideration was given to large magnitude events at large epicentral distances. (In practice 
it was found that most of these were netted by the initial procedure anyway).
Of the large number of events recorded by the south-east Australian network only a 
relatively small percentage were finally chosen for the inversion. Fig. 6.2 shows the 
epicentral distribution of these events in relation to the network geometry. The diagram also 
shows the perimeter of the region considered for the inversion. Obviously a large number 
are concentrated in the central region within the network. However several mL ~ 4 - 5 have
been recorded to the west and provide coverage there. The earthquake data is summarized in 
Fig. 6.7. In total over 300 events were found to be suitable. These produced over 4000 
raypaths crossing the region from varying azimuths and depths (see Fig. 6.3). Overall the 
distribution of earthquake sources is thought to provide reasonable coverage across the entire 
network and in the immediate surroundings.
6.1.3 Blast data from local quarries
Although earthquake data usually provides good lateral raypath coverage, an obvious 
drawback lies in the extra unknowns that are introduced. Blast data on the other hand avoids 
this complication entirely, since quite often highly accurate shot locations and origin times 
are available. Furthermore shot recordings are usually of a higher quality and allow more 
precise time picking. Quarry blasts provide a cheap source of seismic energy, although 
survey design is restricted by the quarry positions and also by the size and frequency of 
blasts. Nevertheless the travel times provide independent constraint on velocity structure and 
so form a valuable addition to the earthquake dataset.
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Figure 6.4 Shot and station positions used in the SAMBA (1976) and MARDAR (1977) controlled source 
refraction surveys performed by the Bureau of Mineral Resources, Geology & Geophysics.
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Figure 6.5 Shot and station positions used in the DART78 (1978) and MANESI (1979) controlled source 
refraction surveys performed by the Bureau of Mineral Resources, Geology & Geophysics.
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Figure 6.6 Raypath densities for earthquake and blast data, (a) shows the relative density o f crustal, Pg rays 
and (b) the corresponding diagram for the rays identified as Pn. Overleaf: (c) shows relatives densities for all S 
wave arrivals while (d) displays raypaths for all controlled source arrivals.
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Most of the blast data has been compiled from four Crustal refraction surveys and 
one reflection survey, which were initially designed to traverse some of the major tectonic 
features in the region. The position and type of receivers, separation, etc. varied between 
surveys. Essentially the SAMBA survey (Collins 1976) consisted of an east-west line of 
receivers running through the central part of the region (see Fig. 6.4). In-line shots were 
recorded from quarries at either end and several fanshots from quarries to the north and 
south. The MARDAR survey (Finlayson 1977) contained a line in a northeast-southwest 
direction crossing the I-S granite line (a boundary separating Igneous and Sedimentary 
granite inclusions, see Fig. 6.4). Again fanshots were recorded from large magnitude blasts 
to the north. The DART78 and MANESI surveys (Finlayson 1979) consisted of a three 
refraction lines to the east and the north of the Dartmouth Dam site, traversing the Lachlan 
Fold Belt and three shorter lines all within the Sydney basin (Fig. 6.5). A reflection survey 
was carried out at Gundary Plains, where several shots were fired into the Upper Silurian 
Towrang Beds. Recordings were made near the shot site and in a line to the south of the 
shots. (Full details of each survey may be found in the appropriate references cited above.)
Number of ravs
Earthquake data Blast data
Phase
Pg 1722 283
Pn 1106 176 (with epi < 400 km)
Pn 24 25 (with epi > 400 km)
S 1407 203
Total 4259 687
Figure 6.7 Summary of raypath distribution for 312 events selected from the 
earthquake catalogue and 123 blasts from five controlled sources surveys performed by 
the Bureau of Mineral Resources, Geology & Geophysics.
Where possible the original survey tapes were re-examined for fanshot recordings. 
Surprisingly enough many were found and are displayed along with the in-line shots in
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Fig. 6.9. Fanshots are the most useful of all data types since they combine accurate shot 
timing/receiver locations with good raypath coverage. To avoid biasing the overall raypath 
distribution with in-line shots, only the highest quality recordings were included in the 
dataset. Travel time picking errors are estimated to be between 0.03 - 0.08 s for the entire 
blast dataset. In total over 650 extra travel times were collected from the five surveys. A 
summary appears in Fig. 6.7.
6.1.4 Phase identification
More than 95% of the entire dataset consists of P and S first arrivals. Over regional 
distance scales these are by far the most unambiguous phases. However time picking may 
still present problems, especially for the S phase, which emerges from the P coda, or in 
cases where the background noise is appreciable. Later phases in the wavetrain present more 
problems. For large magnitude events later phases are observable, however their 
interpretation depends on a priori assumptions about the velocity structure.
For south-east Australian network we have used the Doyle, Everingham & Hogan 
Crustal model (1959) as a guide in phase identification (see Fig. 2.6). Usually first arriving 
P phases from events at epicentral distances of less than ~170 km are interpreted as direct 
Crustal phases Pg (see Fig. 6.12) and beyond this as head wave or critically refracted 
arrivals, Pn. S phases are assumed to be direct throughout. This is the same criteria used in 
the routine relocation of earthquakes in south-east Australia. In cases where a second arrival 
is observable (at epicentral distances ~ 170 - 230 km) the latter is assumed to be a direct P 
phase arriving shortly after the head wave. The cross-over between Pg and Pn is not 
rigidly defined. Usually the observer makes a decision in difficult cases based upon 
epicentral distance, magnitude, waveform shape etc. Figs. 6.8a and 6.8b show reduced 
travel time verses distance plots of all P and S arrivals. Collectively the Pg and Pn phases 
correspond well to the two travel time branches which are clearly visible. Full details of the 
ray tracing of both P and S phases for the linearized inversion are described in the forward 
modelling section 6.2.
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Figure 6.8 Reduced travellime plots for P wave arrivals, (a) has been derived from the earthquake data and (b) 
from the controlled source data. Arrivals identified as Pg are indicated by a cross while Pn arc represented by a 
triangle. Note the spread in the curves are a function of both the origin time error and die lateral heterogeneities 
in the region.
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6.2 Forward modelling
To solve any inverse problem we must be able to make theoretical predictions of all 
observables in the dataset. The forward modelling forms one of the fundamental parts of an 
inverse problem. Usually the degree of difficulty involved in solving the forward problem 
governs the entire approach to the inverse problem. We mentioned above that ray tracing in 
a laterally heterogeneous media is a computationally exhaustive task. Even with modem day 
computers, substantial time and effort is required to determine many thousands of travel 
times. This is the primary reason for the initial linearized inversion. In this case we need 
only solve the forward problem in the starting model, which is usually chosen to be laterally 
homogeneous. Problems may still exist in finding an adequate initial model, nevertheless the 
complexity of the forward problem is substantially reduced.
6.2.1 Ray Tracing through a laterally homogeneous velocity model
For the phases observed in our dataset ray tracing through laterally homogeneous 
models is relatively straightforward. The Doyle, Everingham & Hogan (1959), [DEH model 
used in the hypocentre location work earlier (Fig. 2.6)] provides a useful starting model. It 
consists of a simple layer over a half space and represents the simplest class of model that 
provides a reasonable travel time fit across the entire region. The absence of any velocity 
gradients in the model further simplify the travel time calculations. The Pg phase is modeled 
as a direct ray and the Pn phase as a head wave arrival (Fig. 6.9). Travel time expressions 
for rays in a laterally homogeneous media may be easily derived from the ray equations. The 
required Pg and Pn times are just special cases of these, and may be found in most texts on 
the subject (e.g. Lee & Stewart 1981). We merely repeat the formulae here.
For the direct Pg ray we have simply,
(6 . 1)
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where r a = (xa,ya,za) is the position vector of the source at point A, r b is the receiver at B, 
and a l is the P-wave velocity in the Crustal layer. For the Pn head wave phase the travel
time is given by,
_A
OCo
2h - z„ - Zi
cos L (6 .2)
2 2 1/2where A = [ (xa - xb) + (ya - yb) ] , the epicentral distance between A and B, h is the
Crustal thickness, (Xj is the P-wave velocity in the upper Mantle, and ic is the critical angle of
the ray between the two regions as given by Snell's law,
1 a i• • -1 Iir = sin —  
a 2
The S-wave phase is modeled as a direct ray similar to the Pg only the velocity a  is 
replaced with the shear wave velocity ß. In the DEH model the values of these velocities are 
given by,
a l = 6.03 km/s Crustal Pg velocity
a 2 = 7.86 km/s upper Mantle Pn velocity (for epi < 400 km)
= 8.16 km/s f t  t f  i f  f t (for epi > 400 km)
P = 3.16 km/s shear wave velocity (for epi < 400 km)
= 4.53 km/s t f  11 f t  11 (for epi > 400 km)
The second velocity quoted for CX2  is used to model phases which bottom deeper in the upper 
Mantle. Because of the magnitude-distance ratio involved, in practice, only a very few of 
these are actually observed (see Fig. 6.7)
Note that the above equations are given in a rectangular coordinate system. Since we 
are dealing with regional distance scales (approx 7° x 6°) ideally some projection of 
geometric to rectangular coordinates should be used. Here we have employed the 
Transverse Mercator projection (Bomford 1962). At maximum, the adjustment factor for
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length scales is found to be less than 2 %. Overall the projection forms only a minor 
correction.
Figure 6.9 (a) Diagram of Pg, Direct Crustal ray.
Figure 6.9 (b) Diagram of Pn, Head wave or critically refracted phase.
As with most inversion problems, approximations are introduced in order to make 
the forward problem tractable. Errors introduced by the forward modelling are possibly the 
most troublesome of all since it is here that an appreciation of the physical nature of the 
problem is incorporated into the inversion. If a poor account of the data-model parameter
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relationship is taken then little can be done to rectify the situation at a later stage. For 
example, if the forward modelling errors are of a comparable size to the observed travel time 
residuals then we have no way of distinguishing between real velocity structure effects and 
artificially induced heterogeneities. In our case we have a very simple starting model which 
allows no curvature in the raypaths. However we are aided somewhat by Fermat's principle 
which tells us that for a fixed velocity field the travel time is stationary with respect to small 
variations in the raypath. We do not expect therefore that the forward modelling errors are 
significantly large. Furthermore the comparison between the relatively crude straight ray 
approximation and the sophisticated full 3-D ray (to be used in the nonlinear inversion) will 
provide useful insight into actual size of the forward modelling errors and their effect on the 
inversion.
We note in passing that by differentiating the above travel time expressions with 
respect to the source parameters ra = (xa,ya,za), we obtain, reassuringly, a special case of
(5.9), the Frechet derivative expressions for a general ray. Since we require only the values 
of the slowness at the source and the direction of the ray there, these terms are easily 
calculated. The Frechet derivatives for velocity model parameters are also determined at this 
stage. However these are best discussed in conjunction with the velocity parameterisation 
which we have as yet left unspecified. Overall then the ray tracing in the linearized inversion 
is computationally very cheap and performed without difficulty.
6 2 2  Seismic velocity field parameterisation
It has been noted by many authors including Crosson (1976), Tarantola & 
Nercessian (1984) and Koch (1985a) that one of the most important aspects of an inversion 
problem is the type of model parameterisation used. In the seismic case the way in which we 
may parameterise the velocity structure is constrained by both the quantity and quality of the 
available data. Essentially it forms the window through which we attempt to view the real 
earth. The results of any inversion can be only as flexible, or as detailed, as the 
parameterisation allows.
3-D Linear Inversion 6.10
In the 3-D inversion, the parameterisation places a lower limit on the scale length of 
heterogeneities that can be determined. If too coarse a parameterisation is used then any 
information on structure at smaller scales will be lost. Ideally the nature of the 
parameterisation should be governed by the wavelength of spatial resolution in the data. 
Usually the only indication of this is given by the spatial distribution of the raypaths, and so 
the parameterisation scale is chosen accordingly. (The term 'parameterisation scale' is taken 
to mean the size of the model region that each parameter influences.)
Another important factor is the type of inversion algorithm used. Some methods will 
suffer from instabilities if the model is parameterised too finely. This fact has tended to 
encourage the large constant velocity block parameterisation used in the early work of Aki et. 
al. (1977) and others. There is, however, a certain dissatisfaction with an inversion 
procedure that dictates the type and size of parameterisation. Methods based on the inversion 
of large scale matrices usually treat the problem as an over-determined one and hence they 
assume that all model parameters are well sampled, and are resolvable, with the data. In 
most problems using real data there exist local areas of under-determination (regions where 
the model is poorly sampled) which subsequently induce instabilities into the procedure. 
These effects are actually the fault of the inversion procedure rather than the 
parameterisation. Ideally an inversion algorithm should not become unstable simply because 
there are regions within the model which are poorly sampled. A uniform increase of the 
scale of parameterisation (be it a block structure or otherwise) may overcome this problem, 
however this will almost certainly result in the loss of detail elsewhere in the model. More 
recently authors have tended to use as flexible a model parameterisation as possible in order 
to resolve as much detail as the data allows (Tarantola & Nercessian 1984, Nolet 1987a). 
This requires increasing the number of model parameters and hence a very large scale 
problem results. The problem of local under-determination is dealt with in a different way, 
usually by smoothing i.e. introducing some dependence between model parameters that 
influence closely spaced regions of the model. Although applying smoothing is very similar 
to increasing the scale of parameterisation (both are forms of a priori constrain) the
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smoothing technique is more versatile. In this case the scale length may be varied between 
parts of the model, or even during the inversion itself.
The search for an optimal parameterisation is extremely difficult. Koch (1985a) 
attempts a comparison of different types via a statistical analysis of inversion results, as does 
Aki et al. (1977). However this type of approach can really only suggest a preferred type or 
scale from the few tested. Ideally, the type of model parameterisation should be determined 
by the available data and the data-model relationship. In section 5 we rather loosely defined 
the velocity parameterisation by using a series of orthogonal functions in space. In particular 
we choose to work directly with the slowness field rather than the velocity field, because the 
integrand in the travel time integral given by (5.3b) is linear in slowness but inversely 
proportional to the velocity. This is a good example of how the nature of the forward 
problem suggests the type of model parameter to be used. However we must still decide on 
the particular form of the orthogonal functions in (5.12).
Since we are at present considering a linear inversion using relatively simple 
approximations to raypaths, it seems unnecessary to concoct too elaborate a 
parameterisation. Essentially the aim of the linearized inversion is to establish whether we 
can image laterally heterogeneous seismic structure from the available data and to provide a 
basis for a more detailed nonlinear study. In the linear inversion then we will follow many 
previous authors and use a simple constant velocity cellular parameterisation, only we 
include a relatively large number of cells to allow flexibility in the model. Each model 
parameter affects only one cell and represents the value of the slowness in that cell. The cell 
dimensions are determined by considering the variation of raypath density across the model. 
Lateral dimensions of a half degree by half degree were chosen, which produces 128 cells in 
a layer (Fig. 6.10). In order to examine lateral variations of average Crustal and upper 
Mantle P velocities, we use one layer for the Crust and a second below for the upper Mantle. 
For the S-wave structure a single layer is used. Since the DEH velocity model (above) is 
simply a single layer over a half space, it fits conveniently into this parameterisation.
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With the cellular structure the Frechet derivatives become particularly simple. As 
shown in section 5.2 for the cellular structure the orthogonal functions are simply block 
functions in space and the Frechet derivatives become the pathlengths of the rays in each cell 
i.e.
These may easily calculated when solving the forward problem.
Because of the considerable variation in raypath density across the model (Fig. 6.6) 
any regular cell pattem will result in large variations in model parameter constraint. Some 
cells will have many more rays passing through them than others. The half degree by half 
degree cell dimension is chosen as a compromise across the entire model. We note however 
that within the network the parameterisation is likely to be too coarse, whereas, at the very 
perimeter of the model it may be slightly ambitious. Here, again, the results of the linear 
inversion will provide an indication of the size of heterogeneities present in the region and, in 
doing so, be useful in determining the scale of parameterisation most suitable for the 
nonlinear inversion.
Note for the linear inversion the choice of parameterisation is completely independent 
of the ray tracing procedure, whereas the nonlinear inversion will require the tracing of rays 
through a perturbed model. The relatively simple cellular parameterisation is really only 
suited to the linear inversion and so a more sophisticated one must be designed for the 
nonlinear case. The linear and nonlinear inversion studies will, therefore, be performed 
using two different parameterisations. Since this may contribute towards differences in 
results, we prefer to use the simplest parameterisation possible for the linear study. Overall 
the model parameters lend themselves easily to physical interpretation, and are well suited to 
the examination of average lateral velocity variations in the region.
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6 2 .3  Mo ho Topography
In south-east Australia a topic of recurring interest is the variation of Moho depth. 
Several authors have reported Moho depths for the region, chiefly through seismic refraction 
studies. We ask, then, whether any constraint on Crustal thickness can be determined from 
our refraction data. In the above formulation of the model no attempt has been made to allow 
variations of the Moho position, which is essentially the boundary between upper and lower 
cells in the model. In the DEH model the Moho is represented by a first order discontinuity 
in seismic velocity. To attempt an inversion for the Moho shape we must introduce extra 
model parameters which should define the position of the Moho at all times. A very simple 
way of proceeding is to let one model parameter represent the depth of the bottom face in 
each cell of the upper layer (Fig. 6.10). This gives a reasonable first order impression of a 
surface and fits in well with the cellular parameterisation of the velocity structure.
Having introduced extra model parameters we must find the corresponding elements 
of the Frechet derivative matrix G in (5.6). In the section 6.2.1 all rays which encounter the 
Moho discontinuity were designated as head waves. This gave a simple expression for the 
travel times (eqn. 6.2). Upon differentiation of (6.2) with respect to h, the average Moho 
depth, we obtain,
3T
3E"
2 cos i.
(6.3)
Since the Pn ray actually encounters the Moho at two points (C and D in Fig. 6.2), which 
will most likely lie in different cells, we require the travel time derivative with respect to the 
Moho depth at each point. This is simply half of the above expression. If the i th ray is of 
type Pn then,
cos ic
«1
for j = cell Cj and dj
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= 0 otherwise (6.4)
and for a Pg or S ray,
where Cj and dj are the indices of the slowness cells in which the ray hits the Moho.
Using this Moho parameterisation we restrict our attention to vertical displacements 
of the Moho only. Again a more elaborate type could be devised, perhaps resulting in a 
more physically realistic Moho. However, at present it is unclear how much information on 
Moho structure can be retrieved from the data. In addition we do not know what effect the 
raypath approximation might have. As preparation for the nonlinear inversion study (see 
section 7.3) we examine the case of a ray traversing two heterogeneous regions separated by 
a planar discontinuity. We derive an expression for the perturbation in travel time resulting 
from a small perturbation in position and inclination of the interface. (This is used to 
determine partial derivatives, analogous to those above, for the nonlinear case where accurate 
raypaths are known.) The result suggests that the angle at which the ray strikes the surface 
plays an important role in determining how the travel time constrains the position of the 
Moho. In the linear inversion the Pn ray is modeled as a critically refracted ray and so the 
ray angle at the interface is given by Snell's law between the two media. At best this will be 
only a crude approximation to the true angle. More importantly, in the initial model nearly all 
Pn rays are assumed to strike the Moho at the same angle i.e. sin'^cXj/c^). Where a x and
a 2 are given above. (The only exception here being the few sources at large epicentral 
distances, for which (X2 takes the larger value 8.16 km s'1.) We might expect then that the
Moho inversion will be hindered somewhat by the raypath approximations. Nevertheless it 
seems worthwhile to include it as a variable if only to see whether allowing it to vary affects 
the resulting P-wave or S-wave velocity structure.
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6.3 Inversion theory
Cary & Chapman (1988) define three stages of an inversion problem (in their case 
waveform inversion). First, the search for an initial model, second, the refinement of the 
model, or inversion, and third a rigorous error analysis on the refined model. The 3-D 
problem may equally well be viewed in terms of this three step process. Only here we might 
include in the first stage the search for an adequate model parameterisation. Each stage is 
important to the success of any inversion work. As the authors point out, considerable 
attention is usually focused on the inversion stage and much less on the parameterisation and 
error analysis. We have discussed the model parameterisation above and suggested, albeit 
tentatively, what is deemed a reasonable choice for the linear study, together with an initial 
model. In the present section we turn our attention to the second stage and attempt to invert 
the data. The final stage of error analysis presents some difficulties. Since the problem is 
nonlinear, any truly rigorous analysis of model parameter errors requires forward modelling 
i.e. ray tracing through the refined model (and usually many perturbations about it! ). 
However avoiding this laborious task is the major reason for the linear study in the first 
place. An attempt at a nonlinear error analysis is therefore not possible within the linear 
scheme. In general most inversion studies avoid nonlinear errors analysis altogether and 
instead make some estimate of model errors based on linearity assumptions. We discuss this 
aspect in more detail later and suggest some alternative means of examining errors for the 
linear scheme.
For the second stage of the inversion procedure, i.e. the refinement of the initial 
model, we must design an algorithm and apply it to the data. Considerable effort has been 
devoted to the study of inverse problems and to the design of inversion algorithms. Many 
authors dealing with the 3-D structure case have relied entirely on the linear approach, 
outlined above. Problems that are truly linear (i.e those for which (5.2) may be replaced by 
a linear expression) are in general much easier to solve than nonlinear ones. Since our 
ultimate goal is to attempt a nonlinear inversion we will consider nonlinear techniques from
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the start, even for the initial linear study. We simply constrain ourselves to a linear inversion 
by keeping the derivative matrix G constant [i.e. G=G(mQ) evaluated at the initial model, 
mQ]. No re-solving of the forward problem is then required and all travel times may be 
calculated in the initial model using the simple formulae given in section 6.2.
6.3.1 Optimization and Rationale
A common way of dealing with large scale nonlinear inverse problems is by means 
of the local linearization described in section (5.2). In this way we are presented with a large 
system of equations (5.6) which must be solved for the model update 8m. Some authors 
prefer to consider the linear system directly and apply some of the sophisticated numerical 
techniques now available to solve them (see Van der Sluis & Van der Vorst 1987). In taking 
this approach the problem is usually formulated as an over-determined one. Since the data 
invariably contain errors, the system (5.6) will be inconsistent. A solution may be found by 
minimizing some measure of the discrepancy. Often the misfit function used is based on an 
L2 norm of the form,
U(m) = j ( 5 d  - GSm)T CD‘ (5d - G8m) (6.5)
where CD is some a priori data covariance matrix used to weight the contributions to U. 
(Nolet 1987a, shows how other choices of norm may be reduced to this form with 
appropriate rescaling). The inconsistent system of equations (5.6) has therefore a 
minimization problem associated with it. The set of model perturbations 5m which 
minimizes the misfit function (6.1) will provide an approximate solution to the linear system. 
Since the problem is nonlinear the model is updated and the whole process repeated until 
some convergence criteria is satisfied.
An equivalent approach is to consider the nonlinear eqn. (5.2) directly and find the 
minimum of some misfit function between observations and theoretical predictions. In this 
case we have a data misfit function of the form,
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U(m) = 2  (dobs - g(m))T CD'(dobs - g(m)) (6.6)
where dobs is the vector of observed data values, and g(m) is the vector of calculated data 
values found by solving the forward problem. This function is similar to (6.5) but does not 
contain an implicit linearization and hence is not quadratic in m. The misfit function given 
by (6.5) is quadratic in m since it has been derived from the linear system (5.6). The two 
are obviously equivalent if we apply a local linearization of the travel time expression in 
(6.6). To demonstrate this we first minimize (6.5) with respect to variations in m. 
Differentiating (6.5) we have,
VUm = Gt q j  (8d - GSm)
Setting YUm = 0 and rearranging we obtain,
8m = (GTCd' G)'1 GTCq 5d (6.7)
which is the well known least squares solution of the linear system (5.6). We obtain exactly 
the same solution using (6.6) by introducing a quadratic approximation to U(m). A Taylor's 
expansion of (6.6) to second order gives,
U(m0 + 5m) = U(mQ) + VUT (mQ) .5m + j  5mT H 5m (6.8)
where H is the Hessian of U and VU(m0) is the gradient evaluated at mQ. Writing 
Qo = VU(m0) we have after differentiation,
y u m = Öq + H 5m
and so applying VUm = 0 , we arrive at
8m = - H'1 (6.9)
We may obtain expressions for the gradient and Hessian of (6.6) by differentiation, we get,
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fi = • GtCd‘ (dobs - g(m)) (6.10)
So = • GTCd‘ (dobs - g(m0))
= - GTCd' Sd
and,
H = GTCD‘G + VGT Cd' (dobs - g(m0)) (6.11)
The second term VG is zero in the previous formulation since the Frechet derivatives are 
assumed not to vary as the model m changes. For many problems this term is difficult to 
calculate. It represents the departures from linearity of the problem and is usually assumed 
to be zero.
H = GTCd'G (6.12)
Substituting (6.10) and (6.12) into (6.9) we obtain the least squares solution (6.7) again. 
The two misfit functions therefore result in the same model adjustment. Since (6.6) is not 
quadratic in m, the least squares adjustment to the model given by (6.7) provides only an 
approximation to the solution. Again the procedure must be iterated until some convergence 
criteria is satisfied.
Since the problem is nonlinear we do not wish to remain unduly dependent on the 
accuracy of linearizing approximations (even though we are at present applying only a linear 
inversion). Furthermore we may not wish to solve the entire linear system at each iteration. 
In general, then, we prefer to work with a nonquadratic objective function defined using the 
actual data misfit d - g(m). The problem then becomes one of minimizing U(m) in (6.6) 
with respect to variations in the model m. (Note: we do not detail the development of the 
least squares approach above in order to advocate its use but merely as a reference for 
discussion.)
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Commonly inverse problems are dealt with in this way by using some sort of 
optimization process. The form of the misfit function may vary significantly between 
problems. Usually it contains some measure of data misfit as in (6.6) and perhaps some 
additional regularization term. Similarly the type of numerical algorithm most suitable may 
vary. In general, however, one usually resorts to solving an optimization problem in a large 
dimensional space. From a purely mathematical viewpoint this approach to inversion may 
appear somewhat crude. Casting the relationship between data and unknowns into the rather 
general form (5.2) to a large extent ignores the mathematical structure inherent in the 
problem. In some cases it may be possible to exploit this structure and perhaps gain some 
insight into which features of the model might best be resolved by the data. Indeed, detailed 
examination of the particular form of the forward problem may reveal some inversion 
formula, or at least indicate which approach might be best suited to the problem. However 
optimization is only applied to problems where the relationship between model and data is 
very complex and no direct inversion formula is known to exist. In such cases the 
minimization of some misfit function becomes a very convenient approach and has led to 
many interesting results in geophysics and other areas of applied mathematics.
The purpose of the inversion procedure is simply to analyse the available data and 
suggest a reasonable model, or at least some improvement to an initial model. In this sense 
the iterative optimization process is just a series of informed adjustments to an initial model. 
The real problem is in deciding what constitutes a reasonable model. The choice of misfit 
function and the cut off criteria play an important role in this respect. We must always 
examine the 'solution' of any inversion procedure along with the way in which the solution 
was obtained. Ideally we should consider many models resulting from different algorithms, 
different initial models, perhaps different misfit functions and separate datasets. In this way 
common trends or features among all models may lend some weight to any particular one.
In the 3-D inversion problem we are trying to image the seismic structure of the earth 
using data that are known to contain errors. Further errors are introduced with a finite model 
parameterisation and approximations to the forward problem. These inadequacies will
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ultimately map into the results of the inversion. In examining any earth model, then, we 
need to be able to distinguish between those features which are required to explain the data 
and those which are merely artifacts of the inversion process. The philosophy adopted here 
is to critically examine all inversion results and attempt to interpret them in terms of 
artificially generated effects. We prefer this rather pessimistic approach as it is less 
susceptible to interpretation errors. As mentioned above, in the linear inversion it is 
essentially impossible to apply any rigorous error analysis to proposed earth models. Since 
the third stage of the inversion may be performed only approximately, we prefer not to rely 
too heavily on the second i.e. we gain an impression of the scope of models which satisfy 
the data by studying the results of many inversions rather than examining in detail the errors 
associated with any one. In this way we hope to obtain a more detailed understanding of the 
problem and in doing so provide a sound basis for the nonlinear study.
6.3.2 Matrix inversion techniques
We wish, then, to determine an improvement to our initial earth model by minimizing 
a misfit function. In the above discussion we choose to use an L2 norm (6.6) to represent
the data misfit. Although other choices are possible (for a discussion see Section 2), this 
forms the simplest and most convenient for a large scale problem. In many inverse problems 
it has been found useful to restrict the range of possible models resulting from this 
minimization by adding an extra term to the misfit function. This helps to regularize the 
problem. Several regularization functions have been used in large scale inverse problems, 
usually involving some function of the current model parameters. We prefer not to commit 
ourselves to a particular type of regularization function at this stage as it is not particularly 
necessary when considering the optimization algorithm. We simply write our misfit function 
in the form,
U(m) \ (dobs - g(m))T CD1 (dobs - g(m)) + 'F(m) (6.13)
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where represents an as yet unspecified function of the model m. The only assumption we 
make is that 'F is twice differentiable, and leave a more detailed discussion of regularization 
functions to later.
A local quadratic approximation of the curvature of this function still leads to a model 
update similar to (6.7) again requiring the inversion of a matrix, the size of the matrix being 
dependent on the number of model parameters involved. For many problems this number 
may become extremely large. Considerable storage and computational effort are then 
required to perform the inversion and to avoid instabilities. Usually stability problems result 
from an ill-conditioned Hessian matrix (6.11). Often these are dealt with by singular value 
decomposition (Lanczos 1960). Small eigenvalues are removed from the Hessian and the 
recomposed matrix is inverted producing the Generalized inverse, or an eigenvalue damping 
is introduced, resulting in the Stochastic inverse of Franklin (1970).
In the 3-D problem, this type of method would require the inversion of a single 
matrix of dimension equal to the number of velocity structure parameters (~ 500 x 500) and 
as many 4 x 4  matrices as there are earthquakes (~300) (Spencer & Gubbins 1980). Even 
though by present day standards a 500 x 500 matrix may not be considered enormous it is 
the result of our relatively conservative parameterisation. At this stage we cannot rule out 
increasing the number of structure parameters, perhaps several fold, for the nonlinear 
inversion. In these circumstances the matrix inversion may well become impractical. Indeed 
if we wish to treat the 3-D inversion problem in its proper context i.e. as a large scale 
nonlinear inverse problem, we should avoid using an inversion algorithm which becomes 
computationally inhibitive as the number of parameters increase significantly, since it will not 
be feasible to apply it to problems of larger dimension.
Besides these computational objections there exist philosophical grounds for rejecting 
this type of algorithm. We recall that a least squares algorithm is really only applicable to a 
completely over-determined problem. Most problems involving real data are simultaneously 
over and under-determined, due to a considerable variation of data coverage. The under­
determined parts of the model result in the small eigenvalues of the Hessian matrix (6.11)
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and hence cause it to be ill-conditioned. Ideally if a model parameter is poorly constrained 
by the data we would prefer simply to be informed of this fact and attempt no further action. 
We cannot look for constraint where none exists. The least squares algorithm is essentially 
too ambitious in this sense. It is best suited to linear problems, or ones that are nearly linear, 
in which case the quadratic approximation to the curvature of the misfit function is a good 
one. In our 3-D problem, or in general large scale inverse problems, we cannot guarantee 
this to be the case. Although we might expect the quadratic approximation to be good when 
close to a minimum of the misfit function, in the early stages of the procedure it may be far 
from satisfactory. In which case the least squares procedure would simply lead us off in the 
wrong direction. (We note that in the Linear inversion study we rely even more heavily on 
the quadratic curvature assumption than in the nonlinear one, since the initial curvature 
information is never updated. This is unavoidable, however we recall that previous linear 
studies have been successful in imaging broad scale heterogeneities in the earth. So we need 
not be too fearful of a unfavorable outcome.)
We seek then an alternative means of optimizing a nonlinear misfit function which 
avoids large scale matrix inversion and is both flexible and computationally feasible.
6.3.3 Inversion for multi-parameter types
In the 3-D inversion problem we seek information on parameters of different 
dimension and type i.e. velocity structure parameters and hypocentral parameters. (Although 
they may be further subdivided, for simplicity we shall begin by distinguishing between just 
these two.) We represent the two subsets by partitioning the model vector,
m = [  h ]  (6-14)
The gradient of the misfit function (6.13) may equally well be partitioned into gradients with 
respect to each parameter type. Ignoring the regularization term for the present, we have 
from (6.10)
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& = 2-sLfih J
where Ss = - G l c
h  = ' Gh c
(6.15)
(dobs - g(m ))- 
(dobs - 8(m))
and we have partitioned the Frechet derivative matrix G into two parts,
G = [ Gs IGh ]
We write the gradient components of the complete misfit function (6.13) as
r a
X s
AL xh (6.16)
Here y s and $h are simply the sum of and with the corresponding gradient 
components the of the regularization term.
The partitioning of the Hessian matrix is more tortuous. We may represent its 
dependence on parameter types using block matrices
(6.17)
Using the Hessian approximation given by (6.13) we have (again ignoring the regularization 
contributions),
Hss = G I  CD‘ Gs • Hsh =  g I g d
«hs = Gh CD Gs . Hhh = Gl c 0
Since many inverse problems contain parameters of different types it is important to 
bare this in mind when designing an inversion algorithm. Having made the distinction 
between the two major classes of parameter type for the 3-D problem, we may examine 
possible inversion algorithms.
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6.3.4 Inversion algorithms using gradient methods
Much study has been devoted to optimization problems in vector spaces and 
functional spaces. Essentially effort has been primarily directed at reducing the 
computational cost and increasing convergence rates and robustness. Among the most 
popular techniques currently used for large scale problems are gradient methods. As an 
alternative to using a quadratic approximation of the misfit curvature to obtain a model 
adjustment this much simpler class of algorithm employs only the gradient of the misfit 
function. Gradient, or descent type algorithms require only a fraction of the computational 
work of matrix inversion methods to generate a model adjustment, although many more 
iterations are usually needed to satisfy the same convergence criteria. Essentially, gradient 
methods are much less ambitious at each iteration than matrix techniques, and, as a result, 
are usually more stable. Consequently they have been used extensively for very large scale 
geophysical inverse problems [e.g in waveform inversion Tarantola (1986), Mora (1987), 
Nolet (1987b)].
We have already derived expressions for the gradient of the misfit function $ above. 
Before we can incorporate this into a descent algorithm we need to formally define the 
meaning of 'distance' in model space. This may be done by defining a norm on the model 
space. A simple choice is the the L2 norm, which is defined through a model covariance
matrix CM . For two models m and mQwe have,
l l m - m 0 ll2 = (m - m0)T C ^ ( m -  m0) (6.18)
CM describes the uncertainties associated with the model parameters. With this choice of
norm the gradient vector lies in the dual of the model space, where dual and model space 
vectors are related through the covariance matrix CM (Tarantola 1987),
*  = CM $ (6.19)
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(We denote all dual space vectors by a hat A and again all vectors represented by Greek 
letters are underlined), y in (6.19) now represents the steepest descent vector for our 
particular choice of model space norm. [Tarantola (1987) shows how different choices of 
norm lead to different steepest descent directions]. A steepest descent algorithm takes the 
form,
m n+l = m n - “ n * <6 '20)
where is usually chosen so that U(m} is a minimum along the step direction (see later). 
At each iteration the model is updated by taking a step in the steepest descent direction. 
Iterations are halted when some convergence criteria is satisfied. This type of method is 
notoriously slow in converging. A more practical approach is to employ some kind of 
conjugate gradient method. In this case the first iteration is exactly as above (n=l).
Thereafter the descent direction is modified to incorporate each of the previous directions i.e. 
to Xu one adds a vector proportional to 5m n.i. In this way after n iterations vn has
contributions from all previous n descent directions. Conjugate gradient methods have been 
found to speed convergence at practically no extra computational cost.
All these methods introduce only one new descent direction at each iteration given 
by (6.19), and therefore they essentially group together all partitions of § into a single 
direction. To see this more clearly we introduce the partitioned form of m into (6.20) and 
obtain,
8mn ■ a n ( 6 .21)
Usually one has little idea a priori of cross-variances between model parameters of different 
type and so CM takes the block diagonal form,
3-D Linear Inversion 6.26
where Css and Chh are the velocity structure and hypocentre covariance matrices 
respectively. In this case we get simply,
(6.23)
[Note if we include cross terms in the in (6.22) then each of the individual gradients in the 
dual space will project onto a full vector in model space i.e. each will have a component in 
the s partition and the h partition of (6.23). For the present we simply ignore cross terms in
Using (6.15) we obtain the model update for each parameter type,
8sn = <*„ css Gj qj (dobs - g(m)) (6.24a)
and
8h„ = a n Chh Gb CD‘ (dobs - g(m)) (6.24b)
Note a n is a constant for these two expressions. Since its value is found by minimizing 
along the the descent direction y, the adjustment to each model parameter type is governed by 
the properties of the overall descent direction and not its individual direction. This feature is 
quite common among inversion algorithms, although some variations have been suggested. 
Tarantola (1986) suggests a sequential approach when considering the inversion of multi­
offset reflection data. His scheme does allow the the model adjustment to each parameter 
type to be determined by its own gradient, but in a rather coarse manner. He chooses the 
model parameters carefully so that a hierarchy may be established. He proceeds to invert for 
a single parameter type at a time. Applying this scheme to our problem we arrive at an 
algorithm of the following form; iterate slowness parameters till convergence criteria are 
satisfied using,
5sn = «„ Css GICD (dobs * (6-25a)
- O n
CssXs
Chh^h
then iterate for hypocentres using,
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5hk = ß* Chh Gb CD’ (dobs - g(m)) (6.25b)
Here, the coefficients a n and ßk are found by minimizing U(m) along the individual 
directions. Each parameter type is adjusted using this algorithm while keeping the others 
fixed at their current values. Essentially this procedure assumes independence between 
parameter types, which is never the case in practice.
Figure 6.11 A simple example of the use of a subspace algorithm. Elliptical contours 
are projected onto the 2D subspace formed by partitions of the gradient of the misfit 
function. Note the steepest descent direction is in general non-optimal within the 
subspace, whereas the subspace direction is optimal for this linear problem.
All of these single gradient methods i.e. ones which consist of a one dimensional 
minimization, require the calculation of the individual gradient components $ s , ^ )  but none
make the most efficient use of them. We illustrate this more clearly using a simple diagram 
(see Fig. 6.11). Here we project the contours of a quadratic misfit function onto the 
subspace defmed by the two components of the steepest descent direction. Algorithms of the
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form (6.24) minimize along the vector produced by their addition i.e. along the line to the 
point Aj. The algorithm given by (6.25) on the other hand takes us along line L2 i.e. the 
sum of the two minimum steps, and hence to the point A2. We see immediately then that
neither of these two algorithms will in general produce an optimal step in this subspace (even
in a purely linear problem where the contours are elliptical). Obviously the most desirable 
step (in the interest of minimization) is along Lopt to point Aopt. A good estimate of this
direction may be found by making a local quadratic approximation to the misfit curvature 
within the subspace, i.e. we take a least squares step within the two dimensional space. To 
obtain the appropriate algorithm we proceed in exactly the same way as previously when 
deriving the least squares step only now we restrict the model update to lie in the chosen 
subspace. In order to retain some generality we consider a k dimensional subspace and 
define the model update to be given by ,
k
5m = ^ o t j  a (i) (6.26)
i=l
where are the k subspace directions and the oq are the coefficients which define the 
model step. We wish to determine the combination of oq's producing a quadratic
minimization within the subspace given by the a^ 's . Substituting (6.26) into the second 
order Taylor’s expansion of U(m) given by (6.8) we have,
k k
(6.27)
i = l j  = 1
To find the optimal set of coefficients cq we set
giving,
au
3cq
0 (for i = 1, ..., k)
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k
&T a® + ^  (Xj aT^  H a ^  = 0 (for i = 1 , k)
j = 1
upon rearranging we obtain,
a  = - (At H A)'1 At Q (6.28)
where A is the matrix such that A jj = a p  i.e it has k columns equal to the vectors a®, and 
a  is the k vector with elements equal to 0Cj. The subspace algorithm  consists of
determining the k coefficients given by (6.28) and then using (6.26) to update the model. 
The (k x k) matrix to be inverted in (6.28) is just the projection of the Hessian H onto the 
subspace. For reasonable choices of basis vectors a® it is likely to be well conditioned. For 
our problem we would choose k = 2 with,
.(i) -1
C Y,<5S -*•<
, A n 
SS -£■ S
0
-1
" c hh 2h II Lc hh Sh.
(6.29)
where we have normalized the vectors, using the L^> norm described earlier, in order to help
keep the terms of comparable size and so reduce any rounding errors that may occur. Note 
for our particular choice of block diagonal covariance matrix CM the vectors a*'1'* and a ^  are
orthogonal. However, for an arbitrary CM, this is no longer the case and so the subspace
vectors must be orthogonalised to avoid linear dependence. This procedure does not alter the 
subspace but helps to keep the projected Hessian (A H A) well conditioned.
Although we have introduced the subspace method by considering partitions of the 
gradient direction this is really only one application of a much more general class of 
methods. Harding (1984) applied the technique to the inversion of marine refraction data for 
1-D profiles. Williamson (1986) and Kennett & Williamson (1987) describe it in more detail 
and suggest alternative subspace direction, including combinations of data misfit and 
regularization term. Sambridge et al. (1988) demonstrate how it may be applied to 
continuously parameterised problems, in particular the inversion of seismic waveforms.
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A major benefit with the subspace algorithm is that it combines some of the 
properties of least squares with descent type methods. The philosophy behind the method is 
that one can obtain a large proportion of the curvature information contained in the full 
Hessian by projecting it onto a well chosen subspace. We may consider the full least 
squares algorithm (6.7) and the basic steepest descent method (6.19) as end members of our 
class of subspace methods. Essentially the least squares corresponds to k = m, where m is 
the total number of model parameters, while the steepest descent corresponds to k = 1 with 
a*'1'* equal to y. The subspace approach is in effect a hybrid between the two. In our 
particular choice of the subspace technique we have derived the subspace basis vectors from
two partitions of the gradient direction. We note from (6.21) that the steepest descent 
direction is dependent on the choice covariance matrices Css and Chh if we vary the relative
values o f these i.e. if we decide that the hypocentres should be given relatively more 
significance than the velocity structure components, then we can transform —> ß Chh.
This has the effect of altering the direction of the steepest descent vector i.e.
1 C s s X s’
.  ß 2 C hh ¥h.
Upon examination of the L2 norm defined for the model space in (6.18) it is evident that 
altering the model covariance matrix is equivalent to rescaling the model parameters and vice
versa (the example above corresponds to a rescaling of the hypocentre parameters by a factor 
of ß i.e. hold -»  ß hnew ). So the steepest descent direction changes merely in response to
the reshaping of the misfit contours produced by parameter rescaling. However in the two 
dimensional subspace scheme the resulting model update 5m is independent of the relative 
sizes o f covariance matrices. This is evident from the normalization of the subspace vectors. 
Even if they are not normalized it will still be the case. This is easily demonstrated by 
rescaling the hypocentral and velocity model parameters in (6.14) and determining the new 
model update given by (6.28) and (6.26) (Williamson 1986). A significant difference 
between the chosen subspace scheme and algorithms which employ a single descent
»■new
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direction at each iteration (steepest descent, conjugate directions etc.) is that the former 
provides a step which is independent of the relative sizes of model covariances (a property 
derived from its least squares characteristics). For problems involving mixed parameter 
types single direction algorithms produce a model update which is heavily influenced by the 
choice of the covariance matrices. An ill-informed choice may effectively damp out certain 
model parameters e.g. in our two dimensional partition if,
"C ssSs H »  II Chh $h II
then the direction of the steepest descent vector is biased towards the s parameter types. In 
this case the misfit function is reduced in response to variations in s parameters while the h 
are essentially neglected. The algorithm will eventually attempt to resolve the h parameters 
but only when the data misfit ( dobs - g(m)) and the Frechet derivative matrices Gs and Gh 
are such that the value of II Css ys II becomes comparable to II Chh yh II.
The subspace scheme, on the other hand, updates both parameter types at each 
iteration without allowing one to dominate the other. To a certain extent it removes the 
implicit biasing which occurs from grouping each model parameter type into a single gradient 
vector. Obviously for an ideal quadratic optimization problem both the subspace technique 
and the single gradient techniques will produce the same result regardless of the difference in 
parameter types. Both arrive at the minimum, the only difference being in the route taken to 
that minimum and the number of iterations required to get there. However in nonlinear 
problems this is by no means guarantied. In problems of mixed parameter type the path of 
single gradient methods will depend on the relative sizes of covariance matrices in the 
manner described above, whereas the subspace avoids this effect. For most real problems 
containing noise iterations are not continued ad infinitum, Usually some convergence criteria 
are employed (Kennett 1988). In this case the path of the inversion procedure becomes 
important. Single gradient methods effectively rely on a hierarchy between parameters 
(similar to Tarantola 1986) since significance is given to the most dominant parameters in 
descent vector (and so each parameter type must wait its turn!). By choosing the basis
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vectors carefully subspace methods can remove this hierarchy, allowing each type to be 
adjusted without being artificially influenced by its neighbours. We would presume then that 
for comparable numbers of iterations (or equal convergence criteria) with real problems, the 
results would differ significantly. In any case, splitting the steepest descent vector into the 
contributions from each parameter type, and minimizing the misfit function within this 
subspace produces the most optimal use of the individual descent directions. In this sense 
the subspace technique makes (given our choice of basis directions) the most intelligent use 
of the available information.
Before continuing it is worth pointing out that preconditioned gradient or conjugate 
gradient algorithms attempt to improve the basic descent direction, x  by applying some 
'conditioning' matrix. We see from (6.9) that the least squares step consists of the local
I
gradient multiplied by the inverse of the Hessian (cf. the subspace algorithm consists of the 
local projected gradient multiplied by the inverse of the projected Hessian). The 
'conditioning' matrix is just an approximation of the local Hessian. In the conjugate gradient 
algorithm the addition of previous directions builds up an approximation to the Hessian in 
such a way that after n iterations of an n dimensional linear problem one obtains the full
Hessian, and so we arrive at the minimum. (In the context of Fig. 6.11 this conditioning has 
the effect of reshaping the contours so that the line L2 passes through the subspace minimum
i.e. they become near circular.) By making use of previous descent directions the conjugate 
gradient technique retains old information about the curvature of the misfit function. 
Subspace methods, on the other hand, always use current information and are likely to be 
more useful in strongly nonlinear problems where previous descent directions quickly 
become obsolete.
6.35  Implementation of the subspace scheme
Having made our case for the two dimensional subspace scheme we now proceed 
with its implementation. Ideally all of the iterative algorithms described above should be 
used in a nonlinear context i.e. at each iteration all information on the local curvature of the
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misfit function should be updated. In practice this involves the recalculation of the Frechet 
derivatives and the theoretical travel times g(m) and hence the re-solving of the forward
problem. For the linear inversion study we determine G(m) and g(m) in only the initial 
model i.e. G(m0) and g(m0). In this case the 'update' of information must be approximated
by using the linearization of the forward problem given by (5.15) i.e after the first iteration 
we estimate the travel times of rays through the perturbed model m l5 using
For small perturbations from the model m Q this approximation will be reasonable.
Obviously, as iterations proceed, the validity (6.30) is likely to become suspect, especially 
since the G matrix is kept constant throughout. Therefore we should not allow the overall
perturbations from the initial model to become too large since we risk invalidating the results. 
This presents a problem. Since the theoretical travel times are approximated after the first 
iteration, the value of the misfit function is itself only an approximation. It therefore 
becomes rather difficult to devise some responsible convergence criteria. We prefer to 
simply limit the number of iterations and examine the general features present throughout 
rather than defining convergence when the misfit falls below some statistically determined 
value. Indeed to do so would be virtually meaningless in the linear study.
From a purely computational viewpoint there is another interesting point to note 
about the suggested subspace algorithm. The projected Hessian in (6.28) may be 
constructed ray by ray, in a similar way to the full Hessian. To show this more clearly we 
write the (4 x 4) projected Hessian in the form
d(m2) = d(m0) + G(m0) ( m l - m0) (6.30)
H = (6.31)
3-D Linear Inversion 6.34
where as and ah are the partitions of the subspace basis vectors into each parameter type (see 
6.29). We recall from ch. 6. that each of the Hessian partitions Hss etc. may be written in a
similar form to the complete Hessian i.e.
H = Gt Cd1G (6.32)
From a simple examination of the indices we see that each of the elements of these sub­
matrices may be represented by a sum over rays, i.e. we have
T 1Hy = (G )ik (CD)kl Gy (summation of repeated indices)
1 2  1Assuming CD is diagonal, we write a k for the k th element on the diagonal of CD and the
above becomes
Gu: Gi.:
= ■ kl2 . (6.33)
°k
Since k represents the k th datum in (6.33) we have a summation over rays and, therefore, 
the Hessian partitions in (6.31) may be calculated ray by ray (provided Cjj is diagonal!).
After multiplication of the subspace vectors in (6.31) we generate a series of 'partial' 
projected Hessians for each ray in turn (the sum of which produces the complete projected 
Hessian). In general the projected gradient provides no difficulties whatsoever, since its 
elements consist merely of the dot product of known vectors i.e. partitions of the sub space 
vectors with partitions of the gradient vector. Overall the terms in eqn. (6.28) may be 
calculated efficiently and without increasing storage requirements.
Another factor to be considered in the implementation of the algorithm is the question 
of regularization criteria. As mentioned above a regularizing term is usually added to the data 
misfit function in order to restrict the complexity of earth models resulting from the 
inversion. This can be useful since it replaces the data constraint, in parts of the model 
which are poorly constrained (under-determined), by an explicit model constraint, i.e. if 
many combinations of neighbouring model parameters fit the data equally well it chooses the
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'simplest' arrangement. Several different types of regularization function have been 
suggested for different problems. Bryan & Skilling (1980) use an entropy type criteria,
Tarantola & Valette (1982) show how a probabilistic interpretation of the inversion problem 
can lead to a quadratic function of the model [the L2 norm of (6.18)], and Constable et. al.
(1987) use a penalty function designed to produce the smoothest model possible in a one­
dimensional problem. All of these regularizing functions attempt to find the elusive 
minimum information model i.e. the one which contains the minimum detail required to 
explain the available data. The point of this is to automatically reduce the temptation to over­
interpret the model. Essentially the difference between these functions is in how they 
interpret 'minimum detail', whether it be by the shortest distance in model space to some 
a priori model or by exploiting some property of the model i.e. smoothness, entropy etc. 
In our linear inversion we do not anticipate over-interpreting our model since we intend to 
take a rather negatively biased viewpoint, i.e. we intend to treat our models with suspicion 
rather than paternal favour. More quantitatively, we note that by 'updating' the travel times 
using (6.30) we will implicitly tie the final model to the initial model, since the the raypaths 
are kept constant throughout. This suggests that there will exist a form of inbuilt 
regularization in the linearized study. All final models will be dependent on the particular 
starting model. Perturbing the initial model then by some small amount will presumably 
perturb the final model in a similar way. [This is the 'creeping' approach described in Shaw 
& Orcutt (1985), attributed originally to Parker (1983)] By how much the final model varies 
will, to a certain extent, indicate the validity of the linearity assumption about the initial 
model. In the interest of not over-complicating the problem unnecessarily we prefer not to 
add any extra regularization at this stage. Obviously if inversions prove to be unstable then 
we may be forced to reconsider.
6.3.6 Error analysis in the linear inversion
In nearly all inversion procedures error analysis is achieved with the aid of some 
linearity assumption i.e. in the globally linearized problem one assumes that the initial model
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is close enough to the final model so that 8m is linearly related to the difference in the data 
values 8d. An estimate of the model errors is then obtained by considering the linear system 
(5.6). Even in the locally linearized approach error analysis is based on linear 
approximations. Here a series of models are generated by successive local linearizations and 
usually resolution estimates are again obtained from a linear system of the form (5.6). The 
difference being that here (5.6) applies to the final model adjustment. In both cases 
estimating model error resolution is meaningless if the final model is not close to the 
optimum or true earth model. We see then that this type of resolution analysis is dependent 
on both the termination criteria used and the validity of the linearizing assumptions. 
Therefore estimates of errors can at most be only as accurate as the assumptions upon which 
they are based. Often when performing error analysis using linearizing assumptions one 
under-estimates model errors i.e. over confidence is implied in the final model (c.f. with the 
hypocentre location problem considered earlier). In truth the estimation of errors in an 
inversion solution is at least, if not more, important than the solution itself. This lends 
weight to the case for a nonlinear inversion, where it is at least theoretically possible to 
attempt some realistic error analysis.
A computational advantage of subspace approach is that we avoid all large scale 
matrix inversion. In particular we do not ever approximate the full inverse Hessian (6.12) 
but merely its projection onto a subspace. In most large scale matrix inversion techniques 
the inverse Hessian is required to determine the data resolution matrix (Menke 1984), and so 
we are unable to perform a similar calculation using the subspace approach. This is by no 
means a bad thing since we are saved from the temptation of making the usual linearity based 
resolution analysis.
We dismiss any rigorous error analysis during the linear inversion on the grounds 
that it is essentially impossible. Instead we may gain some marginal estimate of the relative 
constraint placed on model parameters by examining the raypath density, since this reflects 
the true variation of data constraint throughout the region. In addition, we can estimate the 
degree of error amplification by adding artificial noise to the data and re-inverting. The
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variation of model parameters will provide a good indication of which regions are more 
susceptible to data errors. We leave a comprehensive error analysis to the nonlinear 
inversion where it is best placed and likely to be more meaningful.
6.4 Linear inversion results: Images from the data
In this section we present and discuss the results of the linear inversion study. The 
initial inversion algorithm used here is that described in the previous section. In most 
studies of this kind it is inevitable that some evolutionary process will occur. Repeated 
application and refinement of the basic algorithm usually results in a descendant bearing only 
a partial resemblance to its early ancestor. Such is the case here. In an effort to obtain a firm 
understanding of the inversion problem we have accelerated this process. It is necessary to
I
determine and assess the factors which have a major influence on the inversion results in 
order to interpret those results correctly. To this end we have experimented with various 
features of the problem i.e. data coverage, algorithm structure, a priori information etc., at 
each stage performing a new inversion to properly determine its effect. This together with 
the natural evolution of the algorithm, has resulted in a large amount of material to analyze. 
The results presented here are only a moderate subset of the many generated, however they 
are representative of the major improvements in the algorithm and important features of the 
problem (at least in the view of the author).
A common way of testing an inversion algorithm in order to assess its capabilities 
and limitations, is by experimenting with artificially generated data. Spakman & Nolet 
(1987) use this technique to compare two large scale equation solvers applied in tomography 
problems. However for this type of approach to be really useful in our case, we should 
invert artificial arrival times generated from laterally heterogeneous velocity models. 
Obviously in order to calculate the data we must solve the two-point ray tracing problem in a 
heterogeneous media, which is the very task we seek to avoid by performing the linear 
inversion. Detailed experiments with artificial data are therefore deemed to be unfeasible 
within the confines of the linear inversion. Concentrating on real data has its benefits in the
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long term (even if it is rather frustrating in the short term!) since we are forced to consider all 
problems arising from the inadequacies of such data rather than simply ignore them in an 
idealized situation. Furthermore we may encounter some unforeseen problems resulting 
from the use of real data, which can only improve our understanding, and help us to develop 
a more realistic approach to the inversion.
Before we can actively discuss 'solutions' to the linear inverse problem we must first 
define, or at least describe, what exactly we mean by a solution in the context of the arrival 
time inversion. We recall from an earlier discussion that without any mechanism for solving 
the two-point ray tracing problem in heterogeneous media, we are unable to make any 
rigorous examination of the merits of a proposed velocity model i.e. we cannot determine 
how well it fits the observations. At best we can only estimate the data fit by relying on the 
linearity assumption (described in ch. 5). This will be the case with any linearized inversion 
study which neglects to carry out forward modelling on the final 'solution' model. Since we 
cannot determine exactly how well a given model fits the data, we have a problem in 
defining a convergence criteria. The usual way of proceeding is simply to define some value 
of the data misfit function, which provides an acceptable level of 'estimated' data misfit. 
How useful this will be is entirely dependent on the validity of the local linearity assumption 
i.e. of eqn. 5.6, since this is used to estimate the arrival times in the heterogeneous model 
given those calculated in the laterally homogeneous model. We must remember then, when 
comparing the results of the linear inversion, that we cannot claim any one model fits the 
data significantly better than any other since we do not know accurately how well any fit the 
data. Because of this uncertainty inherent within the linear inversion study we do not 
attempt to make such claims. Instead we examine the general features of the seismic models 
resulting from the inversion and ask other questions, ones which we have at least a 
reasonable possibility of resolving. We need to know whether the details contained within 
the velocity maps are actually a result of the information contained in the arrival time data or 
perhaps due to some other factor e.g. an artifact of the inversion algorithm. To this end we 
carefully examine each potential biasing factor and determine its effect on the inversion
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results. Only in this way can we gain a comprehensive understanding of the nature of the 
problem and allow a more informed approach to the nonlinear study.
To avoid labeling an inversion as 'converged' when its estimated misfit falls below 
some pre-assigned value, we simply make all comparisons between different inversions at 
the same stage of the inversion i.e. after the same number of iterations of the algorithms. 
This position is determined by examining the rate of reduction of the estimated misfit. In 
early trials it was found that by 15 - 20 iterations the rate of decrease of the estimated misfit 
was less than 5 % of its original value, and also the effect of the model perturbations were 
almost negligible on the overall features of the velocity structure. We shall compare all 
inversion models at 20 iterations to ensure that most of the significant features have evolved. 
Although this pseudo convergence criteria is perhaps less satisfying than assigning a cutoff
I
misfit value, it has its merits. Essentially we avoid the temptation of over interpreting our 
results. We prefer not to choose a convergence criteria based on the required level of fit to 
the data when we cannot accurately calculate that fit. By avoiding this type of condition we 
can only (and should only) regard the resulting models as 'inversion images' and not models 
of the real earth. It is our intention to use the linear inversion results as a handrail in 
examining the nature of the problem and not a mechanism by which we generate any one 
best fitting, or preferred velocity model. The nonlinear inversion is the only place where 
such questions can be addressed. Even then we should treat all models as 'possible images 
of the earth' since we are restricted by the quantity and type of data available. A completely 
independent dataset (e.g. a set of seismic traveltime or even waveform data, collected from 
the same geographical region) may 'illuminate' the earth in a different way and, if interpreted 
correctly and accurately, may well produce a different image (although it might not be 
fundamentally different!). One beneficial feature of the approach adopted here is that a large 
number of images are generated by different algorithms and different quantities of data, and 
so an examination of all of these will give us a strong impression of the stable and consistent 
features (if any!) of both the seismic velocity variations and hypocentre distributions.
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In brief, we restrict ourselves to simple aims in the linear study and do not attempt to 
make rash claims about the likelihood or otherwise of the features generated as being 
attributable to the Crustal structure in south-east Australia. We analyse and discuss the 
features of the models generated and hopefully gain from the insight offered in interpreting 
the images resulting from the nonlinear inversion to be performed later. In the next section 
we present some of the linear inversion images and discuss what we believe to be the more 
important features. This is followed by a more formal discussion and examination of the 
resolution properties of the available dataset, with special reference to the trade-off 
relationship between hypocentral and velocity parameters.
6.4.1 Velocity maps and hypo centre distributions
Because the bulk of the controlled source travel time data was actually collected 
several months after the earthquake data, all of the early inversions were performed without 
the help of the blast data. In fact the earthquake dataset itself was revised several times to 
improve the coverage of events. The details given in section 6.1 are appropriate to the final 
state of the earthquake dataset, which contains approximately 10 % more events than the 
original. The results have been displayed in more or less chronological order, so that one 
can observe the development of the algorithm and evolution of the dataset.
6.4.1.1 The two dimensional subspace inversion
Fig. 6.12 shows the Crustal P-velocity model obtained from the original 2-D 
subspace scheme. The velocities from the Crustal layer of cells have been contoured to 
produce a smoothly varying function representing average Crustal velocities. Contours are 
plotted at regular intervals of 0.03 km s4 between 5.84 km s4 and 6.40 km s4 . The initial 
model used in all of the early inversions was the laterally homogeneous DEH model, which 
has a Crustal P-velocity of 6.03 km s4 . A small interval containing this value has been left 
unshaded so that we may immediately observe the relatives highs and lows compared to the 
reference model.
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Figure 6.12 Crustal P-wave velocity map obtained from the a 2-D subspace inversion 
involving 286 earthquakes. Contours represent variations in average crustal velocity.
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Figure 6.13 a) A second crustal P velocity map obtained from the extended dataset of 312
events.
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Figure 6.13 b) Epicentral relocation map resulting from the 2-D subspace inversion and 
the extended dataset of 312 events. Vectors are drawn from the initial to the fmal locations 
with a magnification of 9.
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The most dominant feature of the velocity distribution is the 'low' to the north-east. 
In fact the minimum of this low extends below the range of the contours to a value between 
5.72 - 5.75 km s_1. To the south there is a ridge of higher velocities running approximately 
northwest - southeast. Further south we observe two lows separated by a more modest high 
again lined up along this direction. As we move further south-west the data density begins 
to decrease quite sharply and the velocity variations become broader. A noticeable feature of 
the entire map is that, except in the major velocity low, all anomalies are of fairly small 
amplitude i.e. within three or four contour intervals of the reference level (± 0.09 to 0.12 km 
s 1). There also seems to be a slight tendency for the velocity lows to be of a higher 
amplitude.
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Figure 6.13 c) Depth histogram resulting from the 2-D subspace inversion involving 312 
earthquakes.
The map in Fig. 6.12 was generated entirely with earthquake arrival times: 286 in all. 
We compare this with the corresponding P-wave velocity map in Fig. 6.13a which was 
obtained with the same 2D subspace algorithm only using all 312 events. As expected the
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features are very similar. The additional arrival times used in the latter case were obtained 
from events located to the west of the network, a region which was only poorly sampled by 
the original dataset. Consequently it is in this area that we observe the greatest difference 
between the two velocity maps, the latter containing more detail.
A map of epicentral movements is displayed in Fig. 6.13b. As in ch. 3 vectors have 
been drawn from the initial to the final epicentres with a magnification of 9. The most 
notable features of the diagram are the large movements in the north-east. These correspond 
well with the velocity low observed in the Crustal P-wave velocity map (and also the upper 
Mantle P and Crustal S velocity maps, see below). There appears to be a circular arc 
character about the pattem of movements. Rather interestingly we see that all earthquake 
movements in the region point towards the position of the P-velocity low. The depth 
distribution of events resulting form the inversion is shown in Fig. 6.14c. Comparing this 
to the original distribution, i.e. the set obtained from the nonlinear hypocentre inversion in 
ch. 3, Fig. 3.4b, we see, yet again, an increase in the number of events located at the more 
shallow depths. The peak of the distribution has decreased by about 4 km to around 13 - 15  
km, and, perhaps more importantly, its skewness has increased, with the bulk of events 
lying in the smaller depth ranges.
6.4.12 The 2-D subspace scheme compared to a backprojection algorithm
To examine the effect o f the inversion algorithm on the P-wave velocity map we 
applied a completely different type of algorithm to the data and compared the results. This 
took the form of a simple backprojection algorithm, similar to that of Hearn & Clayton (1986 
a & b). A backprojection algorithm works by taking each travel time residual and converting 
it into an average slowness perturbation. This indicates by how much the velocity 
parameters in the region immediately surrounding each ray must be perturbed in order to 
match the observed travel time of that ray. Therefore the travel time residual is effectively 
smeared out, or backprojected, along the ray. The actual model update is usually found by 
taking some average of the slowness perturbations associated with each model parameter.
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The algorithm is usually applied in an iterative manner, determining at each stage the average 
slowness perturbations to satisfy the current set of residuals.
The application of the backprojection algorithm to the joint hypocentre/velocity 
structure problem is not straightforward. The procedure described above attempts to explain 
the entire set of travel time residuals in terms inadequacies in the velocity model, hence we 
only perturb the velocity model. In our problem we observe arrival times, and not travel 
times from sources whose positions and origin times are unknown. To employ the 
backprojection technique to simultaneously determine velocity and hypocentral parameters 
we must decide how much of the observed residual is due to the inadequacies in the cuirent 
velocity model and how much is due to the hypocentral error. This is tantamount to solving 
the trade-off problem between the two parameter types a priori. To circumvent this we have 
employed a sequential backprojection algorithm for comparison with the 2-D subspace 
scheme. By this we mean that we solve for velocity structure and hypocentral parameters at 
alternate iterations of the inversion. The velocity parameters are determined using the basic 
backprojection of residuals, as described above, while the hypocentral parameters are 
updated using a steepest descent algorithm i.e. a 1-D subspace scheme with the subspace 
vector given by the steepest descent direction (see section 6.3).
Fig. 6.14 shows the P-wave velocity map obtained from the backprojection 
algorithm using exactly the same 312 events as in Fig. 6.13a. Considering that these two 
velocity maps were produced by entirely different inversion algorithms they are remarkably 
similar. The backprojection model contains features which are slightly elongated in the 
north-south direction compared to the 2-D subspace model, however the patterns of highs 
and lows are almost identical, and the amplitudes are very similar. The backprojection 
algorithm was also applied to the earlier set of 286 events, however the results are virtually 
identical to the later case and have been omitted in the interest of brevity. We may conclude 
then, with some confidence, that the major features in the P-wave velocity map are not an 
artifact of the particular inversion algorithm employed.
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Figure 6.14 Crustal P velocity map obtained using a Backprojection algorithm (see text) 
based on arrival times from 312 earthquakes.
3-D Linear Inversion 6.44
6.4.1.3 The dependence of the velocity maps on the initial depth distribution of earthquakes
In ch. 3, we discussed the depth distribution of earthquakes in south-east Australia, 
and presented results of both linear and nonlinear inversions. We found that although there 
was a difference between linear and nonlinear solutions, it was the velocity model which had 
the greatest effect on the resulting hypocentre distribution. This was especially so in the case 
of the depth parameter, which is one of the least well constrained parameters. To examine 
some of the interactions between hypocentral and velocity parameters we performed an 
experiment to test the dependence of the velocity maps on the initial depth distribution of 
earthquakes.
Application of the 2-D subspace algorithm to the same 312 events, with all events set 
to an initial depth of 5 km, resulted in the Crustal P-wave velocity map shown in Fig. 6.15a. 
Again there is little difference between the new map and Fig. 6.13a. The anomalies seem to 
have spread out slightly more and a positive region has appeared just off the N.S.W. coast. 
The similarity between the tw'o velocity maps is not entirely surprising, since the velocity 
model parameters have been designed to represent average Crustal velocities and hence 
changes in the inferred vertical velocity distributions would be damped out by the 
parameterisation. Nevertheless we would conclude from this that the actual depth 
distribution of events does not play a major role in controlling the general features of our 
models (at least within the current model parameterisation).
Fig. 6.15b shows the resulting depth distribution of events. This histogram is 
more sharply peaked than any of the previous, which is not surprising since the 
original distribution itself is highly peaked, i.e. all events lie in a single depth interval. 
Interestingly enough, the events are still located as far down as 32 km, but the bulk lie 
within the top 10 km. In the epicentral distribution displayed in Fig. 6.15c, we 
observe a similar set of movements to that in Fig. 6.13b around the region of the 
velocity anomaly, however these are overprinted by large movements away from the 
network in most of the surrounding regions. This diagram is reminiscent of the
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Figure 6.15 a) Crustal P velocity map from a 2-D subspace inversion with the initial 
values of all earthquake depths set to 5 km.
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comparison between linear and nonlinear hypocentre inversions shown in Fig. 3.3. It 
is evident that setting all the initial depths to 5 km results in large depth changes,
60
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Figure 6.15 b) Depth histogram resulting from a 2-D subspace inversion with initial 
earthquake depths set at 5 km.
which in turn affect the epicentral relocations for all events that are poorly constrained by the 
network. Fig. 6.15c therefore provides an impression of the lateral variation of constraint 
produced by the south-east Australian network, in a similar way to Fig. 3.3.
6.4.1 A The dependence of the velocity maps on the distribution of data
If we assume that the broad scale features of the P-wave velocity maps are actually a 
result of the observed arrival time data, it is important to know whether they are 
representative of the general trend in residuals or perhaps a result of a few anomalies i.e. do 
all the rays contribute towards the same velocity image, or are there many conflicting 
images, the dominant one being controlled by some highly influential rays ? Resolving this 
problem is relatively simple. All we need to do is repeat the inversion using subsets of the 
full earthquake dataset and compare results.
L
at
it
u
d
e
148. 14
L o n g i tu d e
Figure 6.15 c) Epicentral relocation map from a 2-D subspace inversion with the initial 
values of all earthquake depths set to 5 km.
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Figure 6.16 Crustal P velocity map from a 2-D subspace inversion using the first half 
dataset, 156 events in all with initial depths at 5 km.
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Figure 6.17 Crustal P velocity map from a 2-D subspace inversion using the second half 
dataset, 156 events in all with initial depths at 5 km.
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Figure 6.18 Crustal P velocity map from a 2-D subspace inversion based on a half dataset 
only using a more evenly distributed set of events.
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Figs. 6.16 & 6.17 show the P-wave velocity maps obtained form the 2-D subspace 
algorithm using two half datasets (again with all initial depth parameters set to 5 km). At 
first sight these two figures are quite alarming, since there does indeed seem to be some 
considerable difference between the two, and also Fig. 6.15a. However, upon a re­
examination of the two half datasets the reason for this becomes apparent. By simply 
splitting the events in two we had inadvertently disturbed the raypath coverage of each set to 
such an extent that the second set (leading to Fig. 6.17) is virtually devoid of any sources in 
the northwest region, while the first set lacks events to the east and southeast. The half 
dataset inversions were therefore repeated after a second division of the dataset, carefully 
chosen to ensure that the data coverage remained approximately constant. Fig. 6.18 shows 
the outcome of the first 156 events and allows us to breath a sigh of relief, as once again the 
similarity between this and the full inversion Fig. 6.15a is considerable. (Unfortunately all 
results from the second half dataset inversion were lost in a computer malfunction.) The P- 
wave velocity model based on the other half dataset was in fact very similar to Fig. 6.18, 
which suggests then that the general features of Fig. 6.15a are reasonably representative of 
the spread of arrival time residuals.
6.4.15 Origin time independent inversions
Since we have, at least partially, examined the effect of initial earthquake depths on 
the velocity solutions, we should also look at the effect of origin times. The trade-off 
between the origin time and depth parameter is a well known feature of the earthquake 
location problem, and arises because the seismic receivers are restricted to the surface, or 
near-surface of the Earth. Presumably this trade-off will also occur in our joint inversion 
problem. Since we are unable redistribute the seismic receivers throughout the Earth, we 
cannot remove the cause of the problem, however we may change its effect somewhat. For 
instance we can transform the arrival time data so that they are independent of earthquake 
origin times. This is done by using a relative arrival time inversion, here we subtract the 
average arrival time, over all readings in an event from each reading in that event. This
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Figure 6.19 a) Crustal P velocity map from a 2-D subspace inversion after transforming 
the arrival times to be independent of origin time.
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Figure 6.19 b) Epicentral relocation map from a 2-D subspace inversion after transforming 
the arrival times to be independent of origin time.
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results in a transformed datum for each source receiver pair which is independent of the 
origin time of the event. More precisely the an observed arrival time tj becomes
where j represents the j th model parameter, p is the first ray in the event containing the i th 
ray and ne is the number of rays in that event. To accommodate the new data type the
inversion algorithm must be adjusted slightly. It turns out that all that is required is a simple
transformation of the Frechet derivative matrix (see section 5.3). Each value of the matrix 
Gy in eqn. 5.6 must be replaced with the transformation,
This expression is easily calculated and so the algorithm need be adjusted only slightly in 
order to perform the new inversion. Fig. 6.19a shows the resulting Crustal P-wave velocity 
map produced by this inversion. Reassuringly we observed again the now familiar features 
common to all previous P-wave velocity models. [It is noted that although this inversion is 
performed without solving for the origin time parameters, we have not really eliminated the 
trade-off problem since no extra information has been added to the problem. It is more 
likely, although not proven, that in applying the transformation we have merely concentrated 
the combined uncertainty in depth and origin time parameters into the depth parameter alone. 
Fig. 6.19a does seem to imply that this process has not affected the resulting velocity map 
and so we might tentatively presume that the trade-off has not had a large affect on the 
velocity map in the first place (we discuss this aspect in more detail below)]. The epicentral 
movements are displayed in Fig. 6.19b.
6 A .1.6 Inversion fo r  depth to Moho parameters
In all of the previous trials the Moho was fixed at the value of the DEH model i.e. we 
used a flat Moho at 37 km. At this stage we introduce the depth to Moho parameters into the
t.
U
G. = 
U
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inversion. Allowing them to vary during the inversion (as described in section 5.3) resulted 
in some useful insights into the nature of the 2-D subspace algorithm. It was found that after 
20 iterations of the algorithm the Moho parameters had hardly changed from their starting 
values, averaged perturbations of the order of ± 0.01 km were obtained. The reason for this 
turned out to be that the Moho parameters generated components in the subspace vector 
which were approximately three orders of magnitude smaller than those generated by the P- 
wave velocity parameters (due to the size of Frechet derivatives). Since in the 2-D subspace 
algorithm we update all parameters grouped in the same (normalized) subspace vector
simultaneously, i.e. using eqn. 6.26, obviously the P-wave parameters will dominate this 
vector. Consequently the coefficient a p determined by the scheme, will be heavily biased
by the velocity parameters, and so the update of the Moho parameters will necessarily be 
very small. To rectify the situation we alter entries of the model covariance matrix, Css in
6.26, so that the size of the Moho dependent components of the subspace vector are of 
comparable size to the velocity dependent components. Previously Css had been neglected,
which is equivalent to assuming it to be proportional to the identity. After this alteration the 
model covariance matrix remains diagonal, however the covariances of the Moho parameters 
are set at 1000, while those of the velocity parameters remain at unity. [Note only the ratio 
of these values is important since the model update in the subspace algorithm is independent 
of the overall length of each subspace vector (Williamson 1986)].
The P-wave velocity and Moho depth models resulting from this inversion are 
displayed in Figs. 6.20 & 6.21a respectively. The Moho depth map is contoured at intervals 
0.5 km with the 36.75 - 37.25 interval being left blank. The P-wave model again shows 
little change from the original in Fig. 6.15a. This is not surprising since the Crustal P 
velocity and Moho parameters are largely constrained by different data types; the Pg rays 
being the major contributor to the Crustal structure and the Pn rays to the Moho depths. The 
depth parameters however begin to take an active role in the misfit reduction. Consequently 
we now observe a few trends worthy of comment. On average the Moho has decreased in 
depth from the reference 37 km in the region mostly covered by the data. There appears to
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Figure 6.20 Crustal P velocity map from a 2-D inversion with the model covariance terms 
corresponding to the Moho depth parameters increased by a factor of 1000, and all initial 
earthquake depths set to 5 km.
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Figure 6.21 a) Moho depth map from a 2-D inversion with the model covariance terms 
corresponding to the Moho parameters increased by a factor of 1000, and all initial earthquake 
depths set to 5 km.
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Figure 6.21 b) Epicentral relocation map from a 2-D inversion with the model covariance 
terms corresponding to the Moho depth parameters increased by a factor of 1000, and all 
initial earthquake depths set to 5 km.
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be a gradual deepening of the function both to the north and the south of the central network 
with the deepest region occurring in the south. It is interesting to note however that the 
depth variation is still very small, at most only four or five contour intervals ( 2 - 3  km). 
Even the shallow low, observed in the centre of the map, has been perturbed only 6 km, to a 
value around 30-31 km.
The epicentral relocation map is shown in Fig. 6.21b. Again events were initially set 
to 5 km and so we observe a picture similar to Fig. 6.19c. We notice that introducing the 
Moho parameters into the inversion has caused the amplitude of the epicentral movements to 
decrease, in the neighbourhood of the velocity anomaly. This suggests that the epicentres of 
the events here are largely controlled by Pn rays, since these are the data type that the two
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Figure 6.21 c) Depth histogram resulting from a 2-D subspace inversion with initial 
earthquake depths set at 5 km and including moho parameters.
have in common. The corresponding depth distribution is shown in Fig. 6.21c which is 
also very similar to that in Fig. 6.15b.
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6 .4 .17  The six dimensional subspace inversion
The Moho parameters were not the only parameter type to be down-weighted by the 
2-D subspace approach. An examination of the S-wave velocity maps for all of the 
inversion trials showed a similar effect, and so did the origin time parameters. Again the 
slowness parameters had hardly changed from their initial values, while the origin times had 
overall perturbations of less than 0.02 s. Since the S-wave slowness parameters have been 
grouped into the same subspace vector as those of the P-wave, they are down-weighted in a 
similar way to the Moho parameters, however the origin times appear in the second 
(hypocentral) subspace vector and are therefore affected by the more dominant spatial
parameters. The relative size of spatial to temporal components of the hypocentral subspace 
vector was found to be approximately 16. Adjusting the origin time covariances in Chh
accordingly increased the origin time perturbations to between 0.5 - 1.5 s.
The whole process of adjusting model covariances in order to equalize the weighting 
of different parameter types, grouped within the same subspace vector, is rather 
unsatisfactory. It is unlikely that our choice is optimal. Indeed, as the inversion progresses, 
the relative sizes of components in the subspace vector will change as the residuals decrease, 
and so our corrections are really only applicable at the initial stage. Essentially the problem 
here is that the 2-D subspace inversion ignores all differences between parameter types 
contained within the same subspace vector, in the same way as a basic steepest descent 
algorithm does (see section 6.3). The mechanism we employ to correct this feature i.e. 
adjusting the model covariances, is similar to scaling the columns of the Frechet derivative
matrix G, a technique used by Chapman and Orcutt (1985). However the results are 
dependent on the adjustments we make to Chh and Css. If we were so inclined we could just
as easily increase our new model covariances by a further order or magnitude or more, with 
the result that the S-slowness and Moho parameters would then dominate the subspace 
vector, and hence the inversion, at the expense of the P-wave velocities, and likewise the 
origin times at the expense of the spatial parameters.
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Since the model covariance matrix CM is essentially a mechanism by which we
express some a priori information in the inversion, it seems very undiscriminating to simply 
use it to force parameter types to vary. We should therefore seek a more flexible alternative, 
one which does not rely on some arbitrary adjustment factor introduced by the user. The 
solution to the problem is in fact quite straightforward. All we need do is increase the 
dimension of the subspace, which is achieved by further splitting up the subspace vectors 
i.e. instead of
we choose.
a(l) -1a
11 C ss $ .  11
a(2) -1
11 C h h Xh ll
a(l) -1<1
II C n  II
a(2) -1
II C 22 x 2  II
a(3) -1a.
II C 33 x 3 II
a(4) -1
II C 44 $ 4 II
a(5) -1
II C 55 X s  11
a ® -1
" C 66 x 6 ll
[C ss$s,0 ]
[ 0, chh $h ]
[cn $,, o, o, o,o,o]
[ 0, C22 x 2, 0, 0, 0, 0 ]
[ 0, 0, C33 ^3, 0, 0, 0 ]
[0 , 0, O .C ^ x ,, 0 , 0 ]  
[ 0, 0, 0, 0, C55 x 5 , 0 ] 
[0,  0, 0, 0, 0, C66$6 ]
(6.34)
where the indices 1 to 6 refer to the parameter types Crustal P-wave slowness, upper Mantle
P-wave slowness, S-wave slowness, depth to Moho, spatial position of source and origin 
time of source respectively, and Cn , C22, ••• etc. are the covariance matrices of the
individual parameter classes lying on the block diagonal of CM (In the interest of brevity we
write column vectors in a horizontal format). In this way the relative sizes of the 
components in different subspace vectors are not allowed to interfere with each other, since,
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as we have already discussed above, the overall model perturbation 5m is independent of the 
length of each subspace vector. Using the 6-D subspace algorithm then, removes the 
dependence of the model parameter updates on the scaling of the model covariances, and so 
each parameter class is treated separately and in a more 'natural' manner. Increasing to a 
6-D subspace requires only a trivial addition to the computational load, since now we must 
invert a 6 x 6 projected Hessian compared with the 2 x 2 shown in eqn. 6.31.
[Note: the individual model covariances Cn , C ^ , ... etc may still be used to infer a priori
information about how parameters of the same class may vary. It is only the relative sizes 
between parameter classes which have been affected by generalizing to a 6-D subspace. It is 
also worthwhile noting that so far we have not introduced any cross-variances between 
parameter types i.e. terms like C13, relating Crustal P-velocities to S velocities. Including
these terms causes the subspace approach to be modified slightly. This case is dealt with by 
Kennett et al. (1988).]
6.4.1.8 Comparison of2-D verses 6-D subspace inversion
To demonstrate the effect of the 2-D v 6-D subspace algorithm we compare two S- 
wave velocity models. Figs. 6.22 & 6.23a show the results of the 2-D and 6-D algorithm 
respectively. The S-wave velocity maps are contoured at intervals of 0.01 km s '1. Again 
the interval containing the initial DEH S-wave velocity of 3.61 km s '1 has been omitted. The 
most obvious feature of the model in Fig. 6.22 is its cellular nature, which occurs because 
the model has evolved only slightly form the homogeneous reference model, even though 
the model covariances were increased by a factor of 10. Again the velocity map is 
dominated by a low to the north-east of the region in a similar position to the one in the 
Crustal P-wave structure. The S-wave velocity map in Fig. 6.23a contains more structure 
than that in 6.22, indicating the slowness parameters have been perturbed by a larger 
amount. This model was obtained without any scaling (which would have been ineffective 
anyway in the 6-D scheme).
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Figure 6.22 S-wave velocity map from the original 2-D subspace inversion using 312 
events. The S parameters have evolved only slightly from the initial values of 3.61 km s*1.
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Figure 6.23 a) S-wave velocity map obtained from the initial 6-D subspace inversion. A 
greater degree of structure has evolved and no parameter scaling is required.
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Figure 6.23 b) Crustal P-wave velocity map obtained from the initial 6-D subspace 
inversion.
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Figure 6.23 c) Upper Mantle P-wave velocity map obtained from the initial 6-D subspace 
inversion.
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Figure 6.23 d) Moho depth map obtained from the initial 6-D subspace inversion.
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The general pattern of highs and lows are similar in the two diagrams. The map 
from the 6-D subspace, however, has more detail, indicating that the S-slownesses have 
indeed been freed' from their incarceration with the dominant P-slowness parameters. 
Rather satisfyingly the Crustal P-velocity map, shown in Fig. 6.23b, seems to be unaffected 
by switching to the 6-D subspace and displays the usual features. In Fig. 6.23c we show 
the corresponding upper Mantle P-wave velocity map which itself shows some interesting 
structure. Here the velocities are contoured at intervals of 0.04 km s '1 with the DEH upper 
Mantle velocity of 7.86 km s '1 being left blank. In general, the anomalies do not appear to 
be strongly correlated with the Crustal P-wave map. Although there seems to be a double 
low to the northeast with velocities of the order 7.59 - 7.63 km s '1 and a high in the mid 
west
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Figure 6.23 e) Depth histogram resulting from a 6-D subspace inversion.
position at around 8.03 - 8.07 km s '1. The Moho parameters resulting from the 6-D 
subspace algorithm, shown in Fig. 6.23d, also indicates the success of the 6-D inversion 
over the 2-D, since a model similar to that obtained when the model covariances were 
multiplied by 1000 (Fig. 6.21a) is produced without any scaling.
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Figure 6.23 0  Epicentral relocation map obtained from the initial 6-D subspace inversion.
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Fig. 6.23e shows the depth distribution resulting from the 6-D inversion. 
Comparing this to the 2-D inversion we see that the number of events in the 0 - 7 km range, 
i.e. the first 4 intervals, have increased at the expense of those in the 7 - 13 km range. The 
number of events at greater depths has also decreased more or less uniformly. The 
epicentral relocation map is shown in Fig. 6.23f and is virtually identical to the original 2-D 
map in Fig. 6.13b.
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Figure 6.24 Misfit reduction curves for four inversions; Curve A is from the 
original 2-D inversion using 312 events, while curve B is from the 2-D inversion 
which first introduces the Moho parameters. Curves C and D are obtained from the 
6-D subspace algorithm, C being the first 6-D inversion and D from one which uses 
two Moho parameters per Pn ray (see text). Note the 6-D inversions reduce the 
misfit more quickly in both cases.
Comparing the rates of estimated misfit decline between the 2-D and 6-D inversions, 
shown in Fig. 6.24, we see that the 6-D subspace algorithm is more efficient in reducing the 
misfit. This is essentially because in one step of the 6-D algorithm we find the combination 
of all six subspace vectors which produces the greatest decrease in the objective function (as 
given by a local quadratic approximation of the misfit function). Since all possible
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combinations in the 2-D subspace step are, by definition, included within the range of 6-D 
subspace steps, the latter will produce a step which is at least as efficient as the former, and 
probably a lot more.
Fig. 6.24 also contains the convergence curves for the 2-D subspace inversion which 
first introduces the Moho parameters i.e. that responsible for Fig. 6.21a, and that of a 
second 6-D subspace inversion in which the Moho parameter representation has been altered 
slightly (see below). An interesting point to note from these curves is the actual size of 
misfit function at which these functions level off (~ 25 000 - 27 000), which represents
only an 18 - 20 % reduction in misfit. The reason for this is unclear. One possibility is that 
the model parameterisation itself is of too broad a scale i.e. too inflexible, to allow the data to 
be fit to a high degree. This would suggest that a more flexible parameterisation is required 
in the nonlinear inversion. Another possibility is that the misfit value itself is misleading 
because our estimates of the observational errors, and hence the data covariances c ,^ are too
small. If this is the case, and we assume that the observed misfit value actually represents 
the statistical expectation value of the dataset given the real error distribution, then we find 
that the data covariances need to be increased by a factor of 2 - 2.5, giving a standard 
deviation in the observed earthquake arrival times of between 0.2 - 0.25 s for the P readings 
and 0.46 - 0.7 s for the S readings. These values do seem to be on the large side and so we 
expect that neither factor is solely responsible for the large misfit, and it is more likely that a 
combination of the two are involved.
A closer examination of the role played by the Moho parameters in the inversion 
yields some interesting facts. The number of rays affecting the Moho parameters is closely 
related to the position and direction of the ray paths. Since a given Pn ray interacts with the 
first order velocity discontinuity at only two points, only two Moho parameters are 
constrained by any one ray. However several tens of P or S-wave slowness parameters may 
influence the arrival time of a ray. In the inversions discussed above we actually neglected 
the depth parameter furthest from the source in an effort to concentrate on the Moho in the 
regions where the data density was highest, so we are reduced to one Moho parameter per
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Figure 6.2SMoho depth map oblained from the 6-D inversion with the model covariances 
of the Moho parameters weighted inversely proportional to the number of rays striking the
interface.
3-D Linear Inversion 6.56
Pn ray. In this case the form of the subspace vector corresponding to the Moho parameters 
will be heavily influenced by the raypath distribution. This was found to be the case. In fact 
the relative sizes of the subspace vector components reflected the number of rays striking the 
Moho almost exactly. Consequently the perturbations of all depth parameters must be 
heavily influenced by the Pn raypath density.
In an attempt to alleviate the problem we applied weights to the components of the 
Moho subspace vector (i.e. adjust the terms along the diagonal of C44), making them
inversely proportional to the number of rays striking each section of the surface. An 
inversion using this transformed Moho subspace vector resulted in the depth model in Fig. 
6.25. Rather surprisingly there does not seem to be a major difference in the actual 
inversion results. The primary effect of the transformation is to enlarge the zone of shallow 
depths, which may indicate that the distribution of Pn rays is in fact too poor to provide 
much constraint on the Moho parameters.
Restricting the Pn rays to influencing a single depth parameter was, upon reflection, 
a rather poor move, since we have effectively introduced an inconsistency in the overall 
Moho representation and also reduced the level of constraint on the Moho parameters. 
Correcting this feature led to the depth map shown in Fig. 6.26a and the upper Mantle P- 
velocities shown in Fig. 6.26b. The velocity map has not altered noticeably from the 
previous case (Fig. 6.23c) the relative highs and lows remain in the same position. 
However the amplitudes do seem to have changed slightly, probably because the depth 
parameters have reduced the misfit function to a greater degree and removed the need to 
perturb the velocities as much. In contrast the depth map seems to have changed somewhat, 
the sharp highs in the central part of Fig. 6.23d have been replaced by a plateau, which 
indicates that the previous feature was an artifact produced by neglecting the second depth 
parameter. The overall size of the uplifted region has diminished again and now remains 
largely in the central portion where the data density is highest. Also the range of depth 
perturbations is smaller (approx 2 -3  km).
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Figure 6.26 a) Moho depth map obtained from the 6-D subspace inversion, where each Pn 
ray is influenced by two Moho parameters.
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Figure 6.26 b) Upper mantle velocity map obtained from the 6-D subspace inversion, 
where each Pn ray is influenced by two Moho parameters.
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Figure 6.27 Crustal P-wave velocity model resulting from a 6-D subspace inversion of 
Gaussian noise. Note that the amplitude of anomalies is very small and also the patterns of 
highs and lows very different from previous results.
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6.4.1.9 Random noise inversion
Another simple experiment which may be performed easily, and yet has potentially 
disastrous consequences, is the inversion of Gaussian noise. The objective of such a test is 
to look for systematic biasing introduced by the inversion process. In inverting noise we 
remove all signal from the data and so would expect a null result i.e. models would not 
change from their starting values. Any model perturbations that actually occur may indicate 
artificial effects generated by the inadequacies of the forward modelling or crudity of the 
model parameterisation etc. (aspects which we have not been able to test in our previous 
trials).
To generate the artificial data we add a series of variables, following a Gaussian 
distribution, to the arrival times calculated in the initial velocity model. The standard 
deviation of this distribution is chosen to match the actual one in the set of observed 
residuals. A 6-D subspace inversion of the resulting 'dataset' produced the Crustal P- 
velocity structure shown in Fig. 6.27. To our relief we find that the velocity map contains 
only small perturbations away from the reference model, and only in one small area is the 
perturbation greater than a single interval. Furthermore the actual pattern of highs and lows 
bears no resemblance whatsoever to P-wave velocity maps presented above. This appears 
then to be a rather reassuring null result.
6.4.1.10 Variation of initial velocity model
In all of the trials dealt with so far the Crustal and upper Mantle P velocity maps have 
remained more or less constant The same velocity anomalies seem to occur no matter what 
we do to disrupt them. So far, however, we have neglected to test probably the most 
obvious feature, which is the initial velocity model itself. Although we have experimented 
with the initial hypocentre distribution, the same initial velocity model i.e. the DEH model, 
has been used throughout. The justification for this has been that it is the best simple 
laterally homogeneous velocity model for the region, and therefore provides a good starting 
model. We recall from an earlier discussion that the linear inversion models are likely to be
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Figure 6.28 a) Upper Mantle P-wave velocity model resulting from a 2-D inversion with 
initial Pn velocities set to the higher value of 8.1 km s '1.
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Figure 6.28 b) Crustal P-wave velocity model resulting from a 2-D inversion with initial 
Pn velocities set to the higher value of 8.1 km s"1. Note the is little change from previous 
results.
3-D Linear Inversion 6.58
biased somewhat by the initial model. It is important to know then what effect changing the 
initial model has on the velocity maps.
Fig. 6.28a shows the Pn velocity map obtained from an inversion using an initial 
upper Mantle velocity of 8.1 km s '1, instead of the usual 7.86 km s '1. The outermost 
region, which is devoid of any data, has remained at the starting value, just as in the earlier 
inversions. To make the diagram clearer, and to retain the same shading scale, we have 
omitted the highest three contour intervals from the plot. The initial velocity of 8.1 km s '1 
lies in the highest contour interval and all velocities have been perturbed downwards from 
this value, indicating, rather unsurprisingly, that this initial value is much to high. Perhaps 
the most interesting feature of the diagram is that it is actually very similar to the 
corresponding models generated with an initial Pn velocity of 7.86 km s '1, shown in Figs. 
6.23c & 6.26b. The contour pattem in anomalies are virtually identical, however the new 
velocity map has essentially a uniform increase in velocities of about four contour intervals, 
or 0.16 km s '1 over that in Fig. 6.26b.
45000
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Figure 6.29 Misfit reduction curves for inversion beginning at a different upper Mantle 
P-wave velocity. The inversion A was performed with an initial Pn velocity of 7.86 km s'1 
while inversion B had a value of 8.1 km s’1.
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Comparing the 'convergence curves' of the two inversions, shown in Fig. 6.29, we 
see that the '8.1' inversion has obviously been started at a much poorer initial model, 
however the misfit is quickly reduced and in fact falls slightly below that of the 7.86' 
inversion. This suggests that the two inversions are not heading for the same model, but 
instead two models with the same relative structure, but displaced by a constant amount. It 
would appear then that the property which distinguishes the two starting models has been 
mapped into the two 'solution' models with about the same amplitude. The size of this d.c. 
shift in velocities gives us an indication of the degree of non-uniqueness in the inversion, 
since we know that an average velocity shift of 0.16 km s"1 does not affect the estimated 
misfit function to a noticeable degree. Moreover this suggests a method by which we may 
estimate the tolerance on all velocity parameters i.e. by repeating the inversion many times 
over from different starting models (both Pg and Pn velocities) and examining the effect on 
the solution. However this represents a considerable amount of effort since many tens of 
inversions may be required before any comprehensive picture emerges, and, therefore, does 
not seem to be warranted within the confines of the linear inversion. The upper Crustal P- 
wave structure resulting from the same inversion is shown in Fig. 6.28b. Again we observe 
the standard picture which indicates that the change in the upper Mantle velocity model has 
not influenced the Crustal structure even though the two are linked via the hypocentral 
parameters.
6.4.1.11 Inversions with the controlled source data
The rest of the inversions in the linear study have been performed with the inclusion 
of the blast data. Figs. 6.30a to f show the resulting Crustal, upper Mantle P-wave, S-wave 
and Moho depth parameters respectively. The Crustal P-wave velocity map seems to have 
altered somewhat, especially to the far north-east where a large amount of travel times are 
now available in an area which was previously almost totally devoid of rays. A prominent 
low has appeared in the northeast corner as a result of the blast data obtained from the
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quarries north of Sydney. The data from the north-south running refraction line to the east 
seems to have been responsible for the slight high now observed in this region. The features 
prominent in the earlier inversion are still apparent in the new velocity map. The familiar 
'saddle' type feature running on a northwest - southeast to northeast - southwest pair of 
axes, which was prominent in all previous maps, appears in the new inversion only slightly 
distorted. The high velocity arm along the northwest - southeast axis has been diminished in 
amplitude, while the low velocity arm has broadened slightly. Also the shape of the 
previous velocity low in the northeast has been elongated to the south.
The upper Mantle P-velocity map, Fig. 6.30b, exhibits some more complicated 
changes. Essentially the double low in the northeast has diminished considerably in 
amplitude and, while the upper portion has moved towards the northwest. The high to the 
west of the network has increased in amplitude and now dominates the picture. The S- 
velocities also show more structure in the north in response to the new data. The general 
pattern of anomalies is very similar to the previous maps if not a little more abrupt. The 
amplitudes are also higher in the current map which gives an appearance of a more patchy 
model. The Moho depth map is also very similar to those from the earlier inversions. Again 
the only new features appear in the far north of the region. Nearly all features seem to have 
been reinforced by the introduction of the blast travel times, hence the slopes descending to 
the south and north, or the central network region, have been increased.
The depth distribution of the earthquakes is shown in Fig. 6.30e. Again the number 
of events at the shallow depths has increased. We would presume that this is due to the 
inclusion of the controlled source data which provides extra constraint on the velocity 
structure, especially in the near surface region, since many of the source-receiver separations 
are quite small. The earthquake relocation map is displayed in Fig. 6.30f and again is 
dominated by the movements in the north-east, a feature which has remained throughout all 
inversions.
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Figure 6.30 a) Crustal P velocity map obtained from the 6-D subspace inversion with the 
inclusion of the controlled source blast data.
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Figure 6.30 b) Upper Mantle P velocity map obtained from the 6-D subspace inversion 
using controlled source blast data.
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Figure 6.30 c) S velocity map obtained from the 6-D subspace inversion using the 
controlled source blast data.
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Figure 6.30 d) Moho depths obtained from the 6-D subspace inversion using the controlled 
source blast data.
3 -D Linear Inversion 6.61
>>oc
CJ
3a*ou
fa
Hj'/H k :v! e-k»M
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44
Depths kms
Figure 6.30 e) Depth histogram resulting from a 6-D subspace inversion including all 
controlled source travel times.
To complete the description of the linear inversion results we present a second set of 
models, again resulting from the 6-D subspace algorithm and including the blast data. The 
point of this inversion is to show the robustness of the results to observational and 
processing errors in the blast data. After completion of the earlier blast data inversion the 
entire dataset was lost to one of the aforementioned computer malfunctions. Replacing the 
travel times consisted of re-collating the data, phase identification and re-reading times where 
necessary. The results of the second inversion are displayed in Figs. 6.31a to c and the 
similarity is obvious. Since it was not necessary to re-read all of the travel times we cannot 
regard the second inversion as a complete vindication of the observational consistency (even 
though the initial misfit increased by ~15 %). However it is at least reassuring to know that 
we can re-process the entire dataset and arrive at a very similar set of models.
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Figure 6.30 0 Epicentral movements obtained from the 6-D subspace inversion using the 
controlled source blast data. Vectors are drawn from the initial to the final locations with a 
magnification of 9.
Pg velocities 6DS B
32 .
33. -
34 . -
<L>
■o
I  35'
4 -»
fO
36. -
38.
146. 147. 148. 149. 150. 151. 152.
Longitude
5-800 6-400
Figure 6.31 a) Crustal P velocities obtained from a second 6-D subspace inversion after a 
complete reprocessing of the controlled source blast data.
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Figure 6.31 b) Upper Mantle P velocities obtained from a second 6-D subspace inversion 
after a complete reprocessing of the controlled source blast data.
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Figure 6.31 c) S velocities obtained from a second 6-D subspace inversion after a complete 
reprocessing of the controlled source blast data.
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6.4.2 Resolving power, trade-off and discussion
So far we have presented a number of inversion images resulting from different 
algorithms using different data coverage and various manipulations of the parameters 
themselves. The general features of the velocity maps and hypocentre distributions have not 
altered dramatically, except in the places indicated e.g. moving from a 2-D to a 6-D 
inversion. It is tempting to interpret this stability as indicating the success of the algorithm, 
and consequently to infer that the velocity anomalies are a result of the information contained 
in the arrival time data. There is however another possibility i.e. that there exist other factors 
influencing the resulting velocity maps, which have been overlooked. We have already 
considered aspects of data coverage and trade-off between hypocentres and velocity 
structure, however we have not considered the affect the distribution of seismic stations has 
on this trade-off.
In any experiment involving travel times or arrival times from real sources we have 
have to cope with a non-ideal distribution of receivers. Indeed it is sometimes very difficult 
to decide what the optimal distribution of receivers actually is. It is intuitively obvious that a 
given network of stations will have a particular resolving capability associated with it. By 
this we mean that even if we had an ideal distribution of sources, i.e. at all desired points 
within the earth, the positions of which were known precisely, then there would still exist 
places where the inversion resolution was better than others, simply because of the irregular 
distribution of stations. The resolving power of the network is an important property of the 
station distribution and is often neglected in studies such as these. It is more common to 
consider only the resolving power of the data, which is usually inferred by examining the 
variations in data density. It is relatively easy to see if data density variations map into the 
velocity images, however it is much more difficult to assess the resolving power of the 
network and to see how this maps into the velocity structure. If the receiver distribution was 
regular e.g. in a rectangular array, then we would expect the resolving power to vary in a 
similar way, and so regular variations in the velocity structure would immediately appear
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suspicious. However for an irregular network, such as the one used here, the situation is 
more complicated and consequently the effects of the station pattem is not at all obvious.
It is common in problems like this to appeal to linearized techniques to examine the 
resolution properties of the inversion. However, as we discussed earlier, the success of 
these will be entirely dependent on the accuracy of the linearity assumption and the type of 
inversion algorithm used. We avoid performing this type of 'resolution analysis' (even 
within the linear inversion!) and instead use an approach which is independent of the 
linearity assumption. We shall look at the resolving power of the network in the joint 
inversion problem by considering the constraint placed on earthquake locations alone i.e. 
with a fixed velocity model. Provided we can find some function which adequately reflects 
this property, then we will have a good indication of where the trade-off between velocity 
and hypocentral parameters is least, and consequently where the capability of the network to 
resolve structure is the greatest.
We approach the question of hypocentral resolution in a similar way to the location 
problem discussed in the chapters 2 and 3, but viewed from a slightly different perspective. 
Instead of locating earthquakes and examining the confidence contours surrounding them, 
we find the constraint placed on imaginary hypocentres at every point in the neighbourhood 
of the network. This is done in the following way. From an imaginary source at position x 
we calculate the travel time of the first P-wave to the i th station, and denote it by t| (i =
l,...,n). Defining the origin time of the fictitious source to be zero, results in an arrival time 
of t|. Given these observations we wish to know what bounds may be placed on the
position of the event. If we assume that all observations are accurate to within 8t seconds 
then the observed arrival time t0>i will be related to the real arrival time by the expression
V  - 8t < tj < t0>i + 5t (6.35)
This upper and lower bound on t| may be converted into a pair of spatial bounds on the 
source by multiplying by the Crustal P-wave velocity a  i.e.
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a ( t 0j  - 5t) < lj < a  (t0ji + 8t) (6.36)
(Note, here we have effectively assumed a constant velocity half space.) The upper and 
lower bounds on lj form a pair of spheres, as shown in Fig. 6.32a, which define the region
of space satisfying the inequality 6.36. Since the arrival time is dependent on the origin time 
of the event the radius of the spheres will also be dependent on the origin time. For the true 
value of zero they are equidistant from the source, as in Fig. 6.32a, however if we assume a 
slightly later origin time, as in Fig. 6.32b, then the spatial region satisfying 6.35 will be 
situated closer to the i th station, and so the radius of the spheres will decrease.
Figure 6.32 Shows the two spheres about the source, represented by the solid dot, derived 
from the bounds on the arrival time observed at the station, represented by a triangle. In a) 
the arrival time is calculated with the correct origin time, so the spheres are at equal distances 
from the source, and in b) at a slightly later arrival time and so the spheres are closer to the 
station.
For a given origin time the region of space, which satisfies all n constraints on the data, will 
be given by the intersection of the n pairs of spheres. This may be estimated numerically by 
performing a simple grid search about the actual source position and finding all points which 
satisfy the n constraints. By searching over a large enough range of times and combining all
a) b)
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acceptable regions we obtain the zone which bounds all possible hypocentres. Essentially 
this is a 'hard bound' version of the earthquake location algorithm described earlier. By 
considering imaginary sources distributed evenly in space we may determine how the size 
and shape of the 'maximum constraint region' varies as a function of epicentral position and 
depth. The actual size of the calculated region will depend on the value of 5t and the 
assumed velocity a , but how it varies in space is determined by the distribution of stations. 
We therefore have a function which indicates how the station's positions affect the variation 
of constraint on earthquake position.
[Note: although we have presented the 'bounding spheres' technique by using a 
constant velocity half space, the method is not dependent on this type o f model. The 
assumption o f constant velocity is really only applied to the region local to the source in 
order to position the spheres along the raypath. We could equally well use any type of 
velocity model and simply position a sphere along the new path with the same technique. In 
this case the true bounding surface, for different travel times, is actually given by the local 
wavefront, and the spheres are only approximations to the wavefronts. However it is 
unlikely that this will make a great deal of difference to the calculation, since by choosing a 
reasonable radius o f curvature for the sphere we may approximate the local wavefront 
curvature very well. In analogy with the half space case we suggest that this be fixed at the 
source-receiver separation.]
Evaluating the maximum constraint function, in the way outlined above, is relatively 
easy, although time consuming. However since it is essentially a property of the network 
which is a constant feature of the entire study, the calculation need only be performed once. 
We take a series of imaginary sources placed in a three-dimensional grid pattem, with a 
horizontal spacing of 0.25 degrees and a vertical spacing of 9 km (i.e. 5 throughout the 
Crust). The value of a  chosen corresponds to the Crustal P-wave velocity in the DEH 
model, 6.03 km s '1, and the observational error St is rather pessimistically set at 0.5 s to 
allow for forward modelling errors as well as reading errors. Since it is actually the shape of 
the constraint region which is more interesting than the volume, we calculate its maximum
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width, breadth and depth at every point on our 3-D grid, and display the three quantities as 
separate functions of the spatial coordinates. Figs. 6.33a to c show the variation of north- 
south epicentral resolution in the three spatial planes. The resolution in the north-south 
direction is relatively good. Even for time errors as large as 0.5 s, the spatial error is only 3 
km across the entire network and surrounding region. The east-west resolution shows more 
variation in the region immediately outside the network (see Figs. 6.34a to c), however it is 
still more or less constant within the network. The difference between the north-south and 
east-west resolution patterns is probably due to the overall elongation of the network in the 
former direction.
Obtaining the variation of depth resolution was the main purpose of this exercise and 
provides the most interesting results. Fig. 6.35a to c shows the variation of the depth 
function in the same three spatial planes as before. The actual function displayed represents 
the total depth error, which is given by the distance from the uppermost to the lowermost 
point in the region of uncertainty. This is in contrast to the epicentral error functions where 
w e plot half the corresponding value i.e. the half-width of the error region. The depth error 
function indicates the total depth range in which an earthquake can exist and still satisfy all n 
arrival time constraints. For instance, the values of 36 km in the outer region indicate that 
the event can lie anywhere from the surface to 36 km i.e. virtually the entire Crust. 
Obviously the depth errors will depend on the size of St assumed, however, as we have 
already discussed the pattem of variation is determined largely by the station distribution.
The overall pattem compares well with the results of Underwood (1969) who also 
examined the depth resolution properties of the south-east Australian seismic network. Fig. 
6.35a contains more detail than the contour map of Underwood, however the major features 
are essentially the same. Fig. 6.35b and d show two vertical sections at longitudes of 149.2 
and 148.3 degrees respectively. These two diagrams demonstrate how the station positions 
affect the dependence of depth error on depth. The section at 149.2 degrees passes close to 
a station at about 36.6 degrees in latitude and consequently there exists a root like structure
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immediately below the station representing a region of improved depth resolution. The 
vertical section in Fig. 6.35d passes through two stations and two roots are observed.
This depth error function is really only applicable to the Crustal P-wave velocities 
since all raypaths have been assumed to be direct Pg rays. It is possible to perform a similar 
experiment using Pn (head wave phases), or indeed with any identifiable phase or 
combination of phases, to calculate a second set of error regions. We have concentrated on 
Pg rays here since these are the most commonly observed phases in the region of the 
network. Comparing the depth resolution function and the Crustal P-wave velocity maps 
generated from the linear inversion, we observe some very interesting similarities. The 
velocity images exhibit a high degree of correlation with the outer regions of the depth 
resolution map. In general the areas where the depth control is greater result in regions 
where the slowness parameters have been perturbed by a large amount. This is not entirely 
surprising since these are the parts of the model which are better constrained by the network. 
The depth resolution map acts as a sort of window through which we must view the 
inversion results. However because the variations of the resolution function are on a similar 
scale to the model parameterisation, it is difficult to separate the two effects. Nevertheless 
we shall attempt to do so.
The major velocity low in the Crustal P-wave maps corresponds to a region of 
relatively high resolvability, as does the central region of the network where we observe the 
saddle type feature described above. The double low to the south however (evident in all 
maps) corresponds almost exactly with the two pronged pattern in the resolution contours. 
This is a good example of how the station effect can cause apparent structure in the velocity 
model. The two velocity lows lie on peaks in the resolution function however between these 
two there exists a decrease in resolution, and a high in the velocity map. We conclude 
therefore that because of this correlation, only the velocity lows are significant and that the 
intervening high is rather suspect. The persistent velocity low further south lies in the same 
position as a resolution high and the decrease in resolution away from this high is again 
coupled with an increase in velocity.
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In summary, the major features of the velocity maps (most intense anomalies) all 
seem to lie on resolution highs. However as the resolution decreases away from these highs 
the velocity structure also changes and so we have a mapping of resolution gradients into 
velocity structure. The inclusion of the controlled source data is of considerable help, since 
travel times and source parameters are known to a much higher degree than for earthquakes. 
The blast data has obviously contributed significantly to the velocity images. The major 
effect, besides providing constraint in new areas, has been to modify the shape of the 
existing velocity anomalies. Highs and lows still occur in the same places, however the 
influence of the network resolution function is less pronounced. A general smearing out of 
the P-wave models has occurred.
In Fig. 6.36 we show the results of a second experiment to estimate the depth 
resolution properties of the network. In this case we have transformed the arrival times to be 
independent of origin time by subtracting averaged arrival times in the same way as 
described previously. Unfortunately this has had little affect on the depth resolution map, 
which confirms our earlier suspicions that removing the dependence of the dataset on the 
origin parameter does not improve the depth resolution. The depth resolution function is a 
fundamental property of the network and cannot be removed by manipulating the data or 
even increasing the amount of data. Its effect on the Crustal P-wave velocity seems to be a 
natural consequence of the positions of the stations, and there does not appear to be an 
obvious way of avoiding this effect, except by saturating the region with seismic stations to 
improve the source depth locations or, at least, to even out the resolution properties. (This 
suggests that our depth resolution maps would be a useful tool in network design, since they 
show the resolution capability of a network to a far greater degree than can be estimated by 
simply examining its shape.)
Although it is intuitively obvious that an irregular distribution of receivers will limit 
the capabilities of an inversion, it has not been clear exactly how important this affect can be. 
The results of our experiment show that, regardless of the source distribution, the network 
resolution properties have a major influence on the resulting velocity gradients, at least in the
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region of the model closest to the surface. Since we have only performed a linear inversion, 
it is unclear whether the effect will carry over to the nonlinear case. However we presume 
that the limitations imposed by the network distribution is a feature that will occur in all 
studies of this kind involving real data, and so it is important to bear it in mind and compare 
it to the results of an inversion.
On the whole the linear inversion has been successful. We set out to gain a general 
understanding of the problem to enable the design of a more sophisticated nonlinear study, 
and also to examine the type of velocity images that result. Both of these areas have proven 
fruitful. We have attempted to describe, and interpret what we believe to be the relevant 
features of the inversion results, while at all stages avoiding the temptation to make claims 
about the velocity models presented. Instead we have endeavoured to draw attention to the 
features which may be explained away as being artificial. This has enabled us to eliminate 
the factors which have little effect on the velocity models and also obtain a more objective 
outlook on the problem. The results of the linear inversion are not only informative by 
themselves but they also have implications for the type of techniques used in the study. The 
cellular velocity model parameterisation has been only barely sufficient for the linear 
inversion. The velocity maps contain anomalies on the same scale as the cell size, which 
indicates that the parameterisation is, on the whole, too crude. The variation scale of the 
network resolution function also indicates that we should examine structure at smaller 
wavelengths, provided the data density will permit it. We should therefore consider a more 
flexible mechanism for the nonlinear study and perhaps view the problem in more realistic 
terms by over-parameterising the model and treating the inversion as one of under- 
determined type. Since the type of model parameterisation places constraints on the class of 
inversion algorithm used, (i.e. under or over-determined regime) and the choice of model 
itself is constrained by the requirements of the forward modelling, we cannot separate out 
the different aspects of the seismic inversion problem. All areas are interrelated and so in 
anticipation of the nonlinear inversion we can expect changes, not only in the forward
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modelling and the sophistication of the velocity model, but also, in the light of these, 
reappraisal of the inversion algorithm as well.
7.1
7. ARRIVAL TIME DATA IN SOUTH-EAST AUSTRALIA: 
A NONLINEAR INVERSION
7.1 Introduction
In this chapter a nonlinear inversion procedure is proposed and discussed. From the 
linear inversion results we have been able to gain considerable insight into the nature of the 
3-D inversion problem. We have examined a number of aspects and determined their 
influence on the results. The major features of the velocity models obtained have been 
consistent over a large number of trials. The introduction of the controlled source data has 
contributed towards the velocity maps in the north, however even with this extra constraint 
the anomalies have not changed drastically. It now remains to apply this insight to the 
design and implementation of a nonlinear scheme, which will allow a more quantitative 
approach to the problem and hopefully provide some interesting results for comparison.
We begin by considering the forward modelling procedure which must calculate 
seismic travel times and raypaths through a 3-D velocity field. We shall take the view that it 
is the form of model parameterisation that should constrain the type of forward modelling 
procedure used and not the other way around. Consequently a large amount of effort is 
exerted in constructing an efficient ray tracing algorithm capable of tracing rays through 
complex heterogeneous velocity fields, while placing only the weakest constraints on the 
form of the model parameterisation. Following this we discuss the various merits and 
drawbacks of different types of velocity field parameterisations, and eventually one is design 
which is compatible with the ray tracing technique and is capable of modelling flexible and 
complicated velocity structures.
In the final section a new large scale nonlinear inversion algorithm is proposed and 
discussed. The major features of the new algorithm are the use of a robust data misfit 
criterion; the replacement of the usual least squares function, and; the introduction of an 
explicit regularization term representing physical properties of the model. These two features
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are incorporated into the subspace algorithm described in ch. 6. The application of the new 
algorithm to the arrival time dataset is covered in ch. 8, together with modifications to the 
initial scheme.
7.2 Boundary value ray tracing in a heterogeneous medium
As we indicated in ch. 5, one of the major problems associated with a nonlinear 
inversion is the necessity to trace rays in 3-D. Since this is at the very core of the nonlinear 
inversion it is important that we examine the problem in depth. It is necessary to understand 
the details and difficulties likely to arise in solving the forward problem since these will 
directly affect the outcome of the inversion.
Over recent years much work has been devoted to the production of efficient and 
accurate ray tracing schemes. Many authors have presented algorithms which trace rays 
through complicated heterogeneous structures. Usually the schemes are designed with a 
particular type of velocity structure in mind and perform well in that case. In fact most 
schemes will only work in one type of structure, and so the choice of method depends 
heavily on the suitability of the velocity parameterisation. In our case we need to trace rays 
from known source to receiver positions, over regional distance scales, through an arbitrarily 
heterogeneous medium with the possible interaction of a major discontinuity (the Moho). 
This is a two-point, or boundary value, ray tracing problem i.e. both the initial and final 
positions of the ray are fixed, as opposed to the one point, or initial value problem, where 
one specifies the starting position and take-off angles and attempts to shoot a ray, usually 
toward some surface. The former problem is considerably more difficult to solve than the 
latter, especially when a complex velocity structure is involved. The equations governing the 
path of a ray (5.4) have simple analytical solutions for only a few special cases i.e. when the 
velocity field itself is particularly straightforward, e.g. when the velocity is a constant,
v(x,y,z) = V0
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or a linear function of position,
v(x,y,z) = V0 + V v . r
where the resulting raypath is a straight line and circular arc respectively (Lee & Stewart 
1981). For these simple cases the two point problem is solved easily. For more complicated 
velocity fields, however, or even some combinations of linear gradients, the general two 
point problem has no analytical solution and we usually resort to some iterative numerical 
method. There are basically two types of method in common use, namely 'bending' and 
'shooting'.
The bending method involves adjusting an initial path between source and receiver 
until the stationary time principle is satisfied. Several algorithms have been put forward, 
notably by Julian & Gubbins (1977), and Pereyra et al. (1980) who both use finite 
differences to solve a nonlinear system of first order deferential equations. The method has 
been shown to work well for velocity fields without any discontinuities in wave speed. 
When discontinuities are introduced, however, the formulation of the problem becomes more 
complex. Internal boundary conditions have to be perturbed and linearized, and also the 
order in which the ray hits different discontinuities has to be known a priori. Both authors 
above consider internal surfaces of discontinuity in a 2D problem. The extension to inclined 
surfaces in 3-D is non-trivial, yet it is the one that must be solved if we wish to allow the 
position of the Moho to vary during the nonlinear inversion.
The shooting method is intrinsically less complicated than the bending method. In 
this scheme one solves the initial value problem using some first guess starting direction and 
attempts to iteratively improve upon it until the ray hits the target. The way in which the 
initial value problem is solved, and the improvement to the take-off direction obtained, is at 
the discretion of the user. A fundamental difference between this and the bending method is 
that at each iteration, using the shooting method, the raypath is always a 'true' ray i.e. it 
satisfies the ray equations (5.4), whereas in the bending method the ray is non-physical until
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convergence. Julian & Gubbins (1977) compare the two approaches and conclude that the 
bending technique is computationally faster. This is not surprising since the the speed of the 
shooting technique is heavily dependent on the type of procedure used to modify the initial 
direction, and they use a simple numerical method, as do many other authors. However for 
models containing large spatial velocity gradients the bending method may become slow 
(Cerveny 1987). The one point ray tracing problem in heterogeneous media has been 
studied by many authors (see Cerveny 1987 for a review). It is easier to shoot rays through 
complex structures than it is to formulate and solve the corresponding bending equations. 
However if a bending technique could be produced it is likely to be the faster. Since the 
above ray tracing methods have not really been applied to the type of source receiver 
geometries that we need to consider, it seems prudent to make the first priority an algorithm 
that will work and make computational speed a secondary factor. In this sense we are on 
much safer ground in exploring shooting methods from the outset.
As mentioned above several approaches for solving the initial value problem are 
possible. For some applications analytical ray tracing methods are most appropriate. In this 
technique the velocity model is subdivided into cells within which a simple velocity field is 
assumed and an analytical solution is possible. The complete raypath is found by summing 
all individual segments. For a 2D model the cells are usually rectangular or triangular, and 
for a 3-D model either cubic or tetrahedral. This type of technique can be very useful for 2D 
ray tracing when one wishes to trace a whole family of rays from a shot point to a line of 
geophones at the surface, or even to solve the boundary value problem in 2D by performing 
a 1-D interpolation between the traced rays. It is usually applied to reflected rays in 2D 
(Langan et al. 1985, Williamson 1986) however Koch (1985a) used the technique to trace 
rays in 3-D through constant velocity rectangular box cells. In his teleseismic travel time 
inversion, rays are required from the base of the model to the receivers at the surface, and 
hence have less curvature than in the near surface to surface case. A possible problem with 
this technique is the existence of shadow zones due to discontinuities in wave speed across
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cell boundaries. If the target lies in a shadow zone then no ray exists. This may be partially 
overcome by using some linear gradient velocity model within each cell and hence ensuring 
continuity across a boundary.
From our point of view there are two problems with analytical ray tracing. The first 
is that it essentially constrains the form of the velocity model parameterisation used in the 
inversion i.e. if we have rectangular cells then it is convenient to take the velocity or 
slowness values at the comers as our model parameters, or, similarly, if we have 
tetrahedrons then the vertices become the parameters to invert for. It is by no means certain 
that any of these choices are optimal (or even the ones we might wish to use after 
considering all other information). In any case we prefer not to have the choice made for us 
by the requirements of the ray tracing algorithm. The second problem with analytical ray 
tracing is that although it may be useful in solving the initial value problem it does not 
necessarily follow that it is the most suitable way of approaching the boundary value 
problem (we discuss this aspect in more detail later).
Numerical ray tracing is the other major approach to the initial value problem. It has 
been used with success in 2D boundary value ray tracing through complex structures 
(Cerveny & PsenSfk 1981). The formulation of this approach is particularly simple since the 
ray equations may be conveniently written as a first order system of ordinary differential 
equations. The numerical integration of a system of O.D.E's is a problem well known to 
mathematicians who have developed some powerful solution techniques e.g. Runge-Kutta 
methods and Predictor-Corrector methods. Usually in applying these techniques the travel 
time of the ray becomes the independent variable and the set of parameters describing the ray 
is solved for at successive time steps. In order to integrate the ray equations, the velocity 
field must be differentiable, which means that any and all surfaces of discontinuity must be 
dealt with explicitly. When tracing a ray numerically between regions with continuous 
velocity fields we must ensure that the ray hits the dividing interface so that the appropriate 
boundary conditions can be solved. The method is quite versatile in that within a single
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region of the model almost any type of velocity field is allowed as long as it is twice 
differentiable. This is not too serious a condition since any departure could be dealt with, in 
theory, by the inclusion of another interface. The only possible drawback of the method 
seems to be in computational speed. The accuracy of a time stepping technique will depend 
on the size of the step used. It is conceivable that having to trace rays over distances of 
hundreds of kilometres, or similarly over travel times of many tens of seconds, that a large 
number of steps would be required in order to achieve the desired accuracy. However, in 
terms of computational cost, the overriding concern with a shooting method is not how long 
it takes to shoot one ray but rather how many iterations are required to hit the desired target. 
In order to make the shooting technique more computationally efficient, therefore it is in this 
area that we must concentrate our efforts.
We now present a partially new technique for solving the two point ray tracing 
problem in media including arbitrarily orientated surfaces of discontinuity. We use the term 
'partially' since the innovation is really only in the method used to update the starting guess 
while the initial value ray tracing is performed by numerical integration. The method is both 
accurate and versatile. It places only mild constraints on the form of the velocity field and so 
can be adapted for use in many different situations.
72.1 Initial value ray tracing: Numerical integration
The initial value formulation of the ray equations was first presented by Eliseevnin 
(1965). The compact form (5.4) may be written as a first order system of six differential 
equations,
dtx = v cos a
3ty = v cos ß
3tz = vcosy  (7.1)
dv .dta  = sin a  - 3v q 3vgp- cot a  cos ß - ^  cot a  cos y
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3tß = cot a  cot ß - ^  sin ß - cot ß cos y
dv dv 0 dv .oty  = gj- cot a  cot y - cos p cot y - gj- sin y
where 3t denotes differentiation with respect to time; x, y and z describe the endpoint 
position of the ray at a particular time, v(x,y,z) is the wave speed; and, cos a , cos ß and 
cos y are the local direction cosines related by the expression,
cos a 2 + c o sß 2 + cosy2 = 1
(Note we use cartesian coordinates throughout although the spherical form of these 
equations, and many others in this section, may be found in Julian (1970). We will assume 
that the Transverse Mercator projection has been used to map the geometric system onto the 
rectangular one, as in the case of the linear inversion.) Because of the relationship between 
direction cosines, only five of these equations are independent and therefore only five 
variables are required to describe the ray at any point of its trajectory. We introduce two new 
variables i and j, where i represents the angle the ray makes with the downward vertical, and 
j the angle between the vertical plane tangent to the ray and the x direction (see Fig. 7.1).
Figure 7.1 Two independent variables azimuth j, and declination i describing the direction of a ray.
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These are related to the direction cosines by
cos a  = sin i cosj,
cos ß = sin i sin j, (7.2)
Y = i
Using these relations the ray equations simplify to,
dt x = v sin i cos j 
3t y = v sin i sin j
dt z = vcosi (7.3)
, dv . dv . . . dvdt i = -cost  (gj- cosj + g ^ s r n j )  + ^  sin 1
. 1 ,  dv . . dv . v
=  i n r r ( 3T s i n J -  3 7  C 0 S J >
Since this is a system of first order differential equations of the form,
at 0  = F(ffi,v) (7.4)
where cq is a vector of dependent variables, it may be solved with the use of most standard 
numerical integration techniques. Here we use a 4th order Runge-Kutta algorithm 
throughout [see Conte & de Boor (1980) for details]. The method works by integrating the 
system (7.3) in a series of steps along the independent variable axis. In (7.3) time, t is the 
independent variable although pathlength L could be used by making the substitution,
at = v aL
For a numerical integration to be possible, the right hand side of (7.3) must be continuous 
along the ray. Both v(x,y,z) and its gradients must therefore be continuous, and hence a
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condition of 1st order differentiability is imposed. To handle discontinuities, rays must be 
traced to the interface and the appropriate jump conditions applied. The derivation of these 
conditions is outlined below and described in more detail in Appendix B.
Imagine then a plane wave incident on a planar interface. Fig. 7.2 shows the 
diagram for a transmitted ray,
Region 1 
vel v, b
Region 2 
vel v2
Figure 7.2 Path of a transmitted ray across a planar interface.
Applying Snell's law gives us,
sin 9 1 I S 2 I
sin 02 I S j I
(7.5)
where Sj is the slowness vector in region 1 (i.e. a vector tangent to the ray with magnitude 
equal to the reciprocal of the local wave speed) and S2 is the slowness vector after interaction
with the interface. By definition we have
Sj = — ( cos a l i + cos ßx j + cos k )
S2 = — ( cos QLj i + cos ß2 j + cos y2 k )
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where a 1? ßl5 yl and a 2, ß2, Y2 ^  angles subtended by the slowness vectors at the 
coordinate axes; v1 and v2 are the local wavespeeds either side of the interface; and, i, j, k
are the unit vectors for a Cartesian system. From Snell's law we know that the component 
of parallel to the interface is continuous and so,
a i =  a 2
or,
Sj - (S j.iO n  = S2 - (S2. n )n
=> S2 = Sj - (S ^ i^ n  + (S2. n) n (7.6)
From Fig. 7.2 it is evident that
(Sj.n) = —-  cos (7.7)
v i
By combining this expression with
sin = *\j l - cos2
we get,
sin 9X = |~1 - v j (S j. n ) 2J 2
Upon substitution into (7.5) we obtain
sin 92
I Sj  I
FsTT t 1 (Sv n)*]S
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or
cos 02 = 1 -
^V2
2
2 Av 2 (S j. n )2
V1
- J
(7.8)
In Fig. 7.2 we have chosen the interface normal, n, such that it makes an obtuse angle with 
the incoming ray. In this case the component of S2 perpendicular to the interface is given by 
(S2. n) n where
(S2. n)
In order to avoid any changes of sign associated with the direction of n we need to replace 
the minus sign in the above expression by e = sign (Sr n) which is equal to +1 if Sj makes
an acute angle with n, and -1 otherwise. Combining this and (7.8) we get,
(S2. n) n rJ j  - \  + ( S , . n ) 2
substituting this expression into (7.6) yields,
A  - J T + ( S 1. n ) 2' - ( S j . i O l n  (7.9)
which gives the slowness vector in the second medium in terms of known quantities in the 
first For the reflected case a very similar procedure leads to
S2 = Sj - 2 ( S 1. n ) n  (7.10)
[Note: this expression may also be obtained by setting v2 equal to vt and taking the negative 
root in (7.9).] Since the right hand side of (7.9 ) and (7.10) may be evaluated using known 
variables at P, either the reflected or transmitted ray may be determined easily. Although we 
have only considered a plane wave at a planar interface the above equations are locally valid
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even for curved rays at a curved interface (Cerveny 1987). Using these equations we may 
determine the values of all dependent variables in the new region and continue with the 
numerical integration. In general only the values of i and j are discontinuous across the 
internal surface since the raypath itself is continuous. In principle we are now able to trace 
rays through a structure containing an arbitrary number of regions, with different velocity 
fields, separated by planar surfaces. To complete the initial value part of the ray tracing 
algorithm we must decide when to halt the integration. Unless we are extremely fortunate 
the ray shot from our 'first guess' starting direction will not hit the desired target, or even 
come close. One possibility is to halt the ray when it reaches the horizontal plane passing
through the target. This was done in all rays traced with the present algorithm. The problem 
of updating the initial direction then becomes one of finding the values of i0 and j0 such that
the ray emerges at the correct x and y location on the target plane. [We could equally well 
stop the ray when it hits some vertical plane through the receiver, which may be more 
appropriate for a borehole to borehole experiment.]
7.2.2 Solving the two point boundary value problem
The most common way of dealing with this problem is by the method of False 
position described by Julian & Gubbins (1977). If we let Xj and yT be the coordinates of the
desired endpoint of the ray on the horizontal target plane, then we have a set of two nonlinear 
simultaneous equations relating xT and yT to the ray's take-off angles i0 and j0 of the from,
M v i o )  = xt
yc ( io-jo) = yT (7-n )
where xc and yc are the endpoint coordinates of the calculated ray. Usually one attempts to
find the pair of take-off angles which satisfy (7.11) by linearizing the expression and 
iteratively solving the system,
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/  dx dx \
k ^
3v öx
/  • ( n + 1 )  . ( n )  \
o  Ao
II
• ( n + 1 ) : ( n ) „  „  ( n )
\  J o
""N0 
—
>1 V  y T  ■ 7 c  J
(7.12)
where j p  , j p - , ^  and are the partial derivatives of the calculated end point with
respect to the take-off angles, and the superscripts refer to the iteration number. Hence 
iQ('n+1') and jQ(n+1) may be determined from i ^  and j ^  by inverting a simple (2 x 2) matrix
of partial derivatives. The method of False Position involves initially tracing three trial rays
with slightly varying take-off angles. From these, estimates of the partial derivatives are 
obtained by fitting an imaginary plane through the three pairs of calculated xc and yc values.
At all subsequent iterations the three previous rays are used to calculate the the new 
derivatives in a similar way. There are several drawbacks with this method. Firstly three 
complete rays must be traced before any improvement in take-off angles is obtained, which 
amounts to a considerable amount of computation, especially when we need to trace many
thousands of rays. Secondly the accuracy of the partial derivative estimation will depend 
upon the size of increment in iQ and j used. Although this may be fixed for the initial three
trial rays, afterwards it is at the mercy of the linearized system (7.12). We could damp the 
update to iQ and j i.e. take less than the perturbation suggested. However it is still
conceivable that the partial derivative estimates could be very poor if the previous iQ and j0
values are not reasonably positioned. At best this would result in slow convergence of the 
ray (increasing computation) and, at worst, complete failure, or possibly convergence to a 
secondary phase characterized by a different ray path. Clearly to make the method more 
attractive a better estimate of the partial derivatives is required and may be obtained with a 
little extra work.
The basic problem is to determine by how much the endpoint position on the target 
plane varies when the take-off angles at the source are varied. Since the relationship between 
the position of a ray at any point along its trajectory and the direction is described by the
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curvature of the local wavefront, then the required information is contained in the curvature 
of the wavefront at the endpoint of the ray and may be retrieved by solving the amplitude 
equations simultaneously with the ray equations. Julian (1970) gives the required 
geometrical spreading equations in spherical coordinates. The equivalent cartesian form may 
be derived from (7.3) by differentiating both sides with respect to the take-off angles and 
reversing the order of differentiation. This produces two more systems of first order
differential equations coupled to the original system via the raypath parameters. The first of 
these has as its dependent variables the derivatives of x, y, z, i and j with respect to i0, and
the second the same variables with respect to j0. We write the two sets of equations as
3xV Dv . . . . . 3i . . . .  d\= t=c— sin l cos j + v cos l cos j -ri- - v sm i sm j -rr
/3y\' Dv . . .  . . . . di . . . 3i
(<5qj = 5 ^ -sin l sin j + v c o s i s i n j ^  + v s m i c o s j ^
* )
9 i\
3q
Dv . . . di
Dq cosi - vs in ig^
. 3i TSv . . . 9 vl
s i n i 5 ^ C0SJ + s inj  3yJ
D fdv' 
+ Dq 1ST sin i + cos i
(7.13)
3i dv 
3q <5z"
- cos 1. I" D rdv\ . . . 3j d v D fdv\ . . . 3j 3 vl(ST) cos J ■ sln 1 JJq 5x + Eq(.3yJ smJ + cos J 37J
cos i 3i f3v . . . 3 ]
+ sin i
" D /3v\ . . . 3j 3 v D rdv\ . . . 3 i3  v~|
|_D^  [st ) sin j • cos 13q ST + Eq(3yJ C0SJ + sin J 57J
where q represents either i0 or j , ' denotes differentiation with respect to time, and
D _ 3x 3 3x 3 3z 3
Dq -  3q3x + 3q3y + 3q 3z
Note that the terms on the right hand side of (7.13) contain second order derivatives of 
velocity and hence second order smoothness is now required in the velocity field to prevent
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the introduction of an internal surface. By solving the two new sets of equations together 
with the original ray equations we have the variables on the right hand side of (7.13) at any 
point along the raypath. These are closely related to the terms required in (7.12). However 
the terms in (7.13) apply at a constant time value i.e. along a wavefront, and not on a 
constant z plane. The appropriate adjustments to these are made by using the chain rule of 
partial derivatives in the form
where the time derivatives at constant q are given by the left hand side of (7.3).
We are now able to calculate the partial derivative terms in (7.12) directly, without 
making any crude approximation, and so the linearized system may be solved exactly. There 
is also no need to trace any trial rays, although it must be remembered that a system three 
times the size of the original is now being solved. However the complete system of 15 
equations is still of the form (7.4) and so exactly the same numerical integration technique 
may be used to solve it. In practice it is useful to solve for the total pathlength L as well, 
since, when we come to consider the nonlinear velocity field parameterisation, it will be 
necessary to know the total pathlength at each step of the ray tracing procedure. This is 
easily done by adding one extra equation to the system, i.e.
L = v (7.14)
Thereby producing a total of 16 equations in all.
To deal with internal interfaces we must derive two new sets of boundary conditions 
for the 10 equations in (7.13). (Note we now treat an interface as a discontinuity in either 
the wave speed or its first or second spatial derivatives.) These are obtained by considering 
the jump conditions of the ray equations at the interface (see appendix B). It turns out that,
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in general, only the four terms involving i and j are discontinuous across an interface. For 
3i 3i Ithe transmitted case ^  ^ and (where subscripts refer to the region in which the term is
evaluated) may be found by solving the linear equations
3 f l sini i 3i
r  1 1 ■ T —  XT
sin i 3i 
V,  3q 03
l  . . .  a i l—cosjüini n
1+ — sin j cost
1 . 9 i|- c o s  j cos
1 . . . . 3j I
-  ^ s m j s i n i 3T | n
3 r i 1 . . . 3i I
1 * + ^ c o s i s in j  ^
i . . . aj I+ - c o s  j sin 1 ^
, 3 r i 1 . . 3i I
0x3q *■ ' + ^ C0S1C0SJ 3q|]
1 • • • • 3i I 
- 3“ slnJ sini 3q|.
(7.15 a)
(7.15b)
(7.15c)
where again q takes either i0 or j0, and
3 f  )  -  135 1 > ~ 77
v 2 cos 0 2 
Vj cos Ox-35- +<fy 3 5 -  + 0: 3q -
n = <()x ■ + <)>y j + <}>z k
Here we have used Ca , Cß and Cy as abbreviations for the direction cosines of the ray, the 
derivatives of which may be determined directly from (7.2), i.e.
. 3i. 0 1  . . c l  . .
-Sq- = C0S13 5 C0SJ - sinJ 3 T SU11
3Cr 3i 3i
35- = cos ‘ 35 sin J + C0SJ 3q s n
dCy
- sin i
Note, in (7.15) all references to i and j on the left hand side refer to evaluation in region II 
while those on the right to region I. The three equations in (7.15) are not independent and so
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one may be discarded, however all three are given here for completeness. Since all other 
terms are known, ^ and ^ - | may be determined for q = iQ and j0.
In the reflected case we obtain (see appendix B),
. 3i . . . . I cos l cos j - sin j sin l 9 c ß , L  a c “
. dj I . . . 3icos j sin l + sin j cos i
3Ca dCa
>  + *y "3q +
(7.16)
3 Cy
"Sq-.
These equations are actually very similar to (7.15) although written in a more compact form. 
Since the pathlength of a ray is continuous across the interface, no jump condition is required 
for (7.14).
We are now in a position to apply the ray tracing technique to the boundary value 
problem in a three dimensional heterogeneous velocity field.
7.2.3 Implementation of the ray tracing scheme
In all numerical schemes there exist errors of one sort or another. It is the job of the 
user to keep these under control, or at least have some understanding of their size and effect. 
In the 3-D ray tracing algorithm there are several sources of error that must be considered. 
The shooting part of the procedure is the most important in terms of error introduction, since 
it is here that all ray tracing is actually performed. If we cannot solve the initial value 
problem accurately then any attempts at the boundary value problem will be futile.
The numerical solution of (7.3), (7.15) and (7.16) (which we will refer to from now 
on as the 'ray system') introduces an error into each of the dependent variables which is a 
function of the type of method used and the size of time step taken. Details of Runge-Kutta
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methods and their intrinsic error properties may be found in any suitable textbook on 
numerical methods e.g. (Conte & de Boor 1980, or Press et al. 1986). For our purpose the 
primary concern is with the errors in the calculated travel times. In the inversion work we 
need to calculate travel times with errors smaller than the smallest picking error in the arrival 
time data. We recall from above that the blast data have picking errors between 0.03 and 
0.08 s We will therefore set the maximum tolerated travel time error at 0.03 s. By casting 
travel time as the independent variable in the ray system we cannot apply the error analysis 
appropriate for a 4th order Runge Kutta algorithm directly, as this gives an indication of the 
errors in the dependent variables for a given step of the independent variable.
[We note that what could be achieved by recasting the ray system with the pathlength 
as the independent variable. However upon inspection of (7.16) we see that in doing so a 
division occurs of all terms on the right hand side of (7.3) by the local wave speed v, thereby 
reducing the size of all terms (by a factor of approx 6 - 8). This will increase the relative size 
of rounding errors which may result in a less accurate procedure. Time is therefore used as 
the independent variable throughout.]
Our interest is really in the cumulative errors associated with the integration 
procedure, or more precisely the error in travel time of a ray which emerges at the calculated 
point on the target plane. The accuracy with which a ray may be traced will be almost 
entirely dependent on the size of time step used in the integration procedure. In any given 
time step the endpoint of the ray will travel a certain distance. The ratio of this distance to the 
scalelength of wave speed variation will determine the accuracy with which the raypath, and 
hence the travel time may be calculated. Since vertical velocity gradients are likely to be 
much larger than lateral ones in most regional scale earth models, 1-D velocity models will 
provide a useful testing ground for the accuracy of the ray tracing algorithm. Preliminary 
tests on the initial value ray tracing procedure were carried out using simple 1-D earth models 
consisting of linear velocity gradients, 3-D earth models using a linear velocity field and,
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finally, 3-D heterogeneous earth models. The results of these are summarized below 
together with the convergence properties of the boundary value ray tracing.
The second factor which affects the accuracy of travel times is the convergence 
criteria employed. For the initial value solver we must decide on a tolerance in the target 
plane position, and for the boundary value solver, the position of the target on that plane. In
the criteria which was finally adopted (see below) the ray is assumed to have reached the 
target when xc and yc satisfied the condition,
I (xc - xj.) I < 0.05 km (7.17)
I (yc - yT ) I ^ 0.05 km
Similarly the ray is assumed to have struck the target plane when,
I (zc - Zy) I < 0.05 km
The former conditions are more important than the latter from the point of view of 
computation since an extra ray iteration is required every time the condition is not met. A 
similar criterion was adopted for internal boundary where a tolerance of 0.05 km was 
decided upon. These values were obtained by shooting rays through 1-D models and 
comparing travel times to exact analytical solutions. The resulting errors induced by the 
tolerances are examined below and are found to be less than 0.006 s. With this convergence 
criteria it was found that for velocity gradients of the order 0.02 - 0.05 S'1, and a time step of 
2.0 s, the maximum error in travel time was < 0.02 s (see section 7.2.4 below).
The various parameters associated with the ray tracing algorithm have been chosen to 
achieve a balance between the accuracy of the travel time and the amount of computation 
involved. Obviously if travel times were desired to a higher degree of accuracy then this 
could be achieved by reducing the step length and tolerance about the target point (increasing 
the computational cost). In practice it was found that doubling the time step more than 
halved the computation time for a single ray and so we are encouraged to use the largest time
Nonlinear Inversion 7.20
step consistent with accuracy requirements. A value of 2 s was decided upon for rays 
traversing epicentral distances between 20 and 400 kms and 1 s for distances less than 20 
km. [Inspection of Fig. 7.7 will show that these values are slightly on the conservative side. 
However as we shall find when considering the model parameterisation for the nonlinear 
inversion, there exists another, more inhibitive, factor, which constrains the maximum time 
step. We discuss this in section 7.3] The present choice provides sufficiently accurate ray 
tracing without over burdening the computational load.
72.4  Troubleshooting
Our method of performing boundary value ray tracing is essentially an application of 
Newton’s method to the nonlinear system (7.11). By linearizing this system and attempting 
to solve (7.12) iteratively, we have again encountered a nonlinear inverse problem. Our 
'model parameters' in this case are the two take-off angles of the ray and the 'data' are the 
the x and y coordinates of the target point, on the target plane. More formally, eqn. (7.11) is 
of the form (5.2), while (7.12) is equivalent to the linearized equation (5.6). This inversion 
problem may also be viewed as a nonlinear optimization problem, just as in the travel time 
case. A least squares misfit function would correspond to the square of the distance of the 
calculated endpoint from the target. Although we have an 'inversion within an inversion' 
there are some important differences between this and the nonlinear travel time problem. 
Most notably, the latter is of a much larger scale involving many parameters and data, while 
the former contains only two parameters and two data values. A more fundamental 
difference lies in the fact that the ray tracing problem is purely theoretical while the travel 
time inversion contains real data. Another important feature of the ray tracing problem is that 
for laterally homogeneous velocity models an exact solution may be obtained by other 
means. We have therefore found, or more precisely stumbled upon, a fine example of a 
physically relevant nonlinear inversion problem for which an exact solution is known. This 
may therefore be used as a test case for other inversion algorithms, especially those that cast
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the problem as one of optimization. In our case we can apply the ray tracing technique to a 
1-D velocity model, and gain some insight into the type of convergence problems likely to be 
encountered in 3-D models.
In Fig. 7.3 we have devised a five segment 1-D velocity model containing a 
discontinuity and an irregular trend in the magnitude of the linear gradient segments.
Velocity (km/s)
5.5 6.0 6.5 7.0 7.5 8.0 8.5
Figure 7.3 One-dimensional velocity model used in demonstration of ray tracing 
algorithm.
[Note in order to apply the numerical integration technique to rays in this model we must 
smooth over discontinuities in the velocity gradient. This was done here, and in similar 
models described below, using a spline interpolation over a small region either side of each 
interface. The first interface however, which contains the discontinuity in wave speed, was 
considered as an internal surface and treated in the manner described above.]
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By shooting rays through this structure from a point at depth we can find the range as 
a function of take-off angle. In this way we are able to map out the shape of the misfit 
function for our nonlinear optimization problem. Since we have two parameters iQ and j0 the
misfit function may be viewed as a surface in 3 dimensions. To keep matters simple for the 
moment we will assume that we know the correct azimuth of the ray j0 and require only the 
initial descent angle iQ. In this case the problem becomes one-dimensional. Fig. 7.4 shows
a plot of the distance of the calculated endpoint from a particular target point as a function of 
i0 (Note this is actually the square root of the 'least squares' misfit function).
A rather complex shape results even for our relatively simple velocity model. The 
five distinctive sections of the curve (labeled A-E) may be directly attributed to the five 
segments of the velocity model. There are in fact three places where the curve touches the 
zero distance line. The first two are close together in sections C and D respectively (see 
inset) and the third is within segment E. Each of these corresponds to an actual ray between 
source and receiver. Additionally there exist two local minima, a minor one in section E and 
the more prominent one between sections A and B. Overall this presents a rather difficult
optimization problem. The result of a Gauss-Newton descent algorithm will depend 
crucially on the quality of the starting guess of iQ. Since we have plotted the square root of
the misfit function in Fig. 7.4, a quadratic optimization procedure is approximately 
equivalent to moving along the tangent to the curve, at any point, until it crosses the axis. 
Obviously if our starting guess lies in segment C or the right hand portion of segment D then 
we might expect to converge to either of the two closely space minima, whereas a value less 
than 40 degrees would converge to the single minima. Any other would most probably lead 
to either of the local minima.
At this point we may begin to regret the choice of ray tracing algorithm. However 
we must not forget that the existence of more than one 'true' minimum in the misfit curve is a 
real feature of the model and not an artifact of the algorithm, since each corresponds to a 
physical raypath satisfying the ray equations. All ray tracing algorithms will encounter the
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same problem. If we suppose for the moment that we can avoid the unpleasant local minima 
then the real question is which of the true rays results in the earliest arrival; a question which 
has not actually been asked of our ray tracing algorithm, or any iterative method for that 
matter, be they of bending or shooting type. As it stands the only task we have set our 
algorithm is that of seeking a physical ray. It is most likely however that the one found will 
be that ray which is closest to the starting guess i.e. the nearest minimum. The starting value 
therefore becomes critically important even in moderately complex models.
Fortunately a reasonable initial set of take-off angles may be found, sufficient at least 
to distinguish between the double minima and the single minima in Fig. 7.4. The way to 
proceed for a general heterogeneous velocity model is simply to take as a starting guess the 
take-off angles of the ray which arrives first in the laterally averaged model. This is in fact 
equivalent to Thurber & Ellesworth's (1980) 'ray initializer' which they suggested as a good 
first guess raypath for the bending method. Applying this to the nonlinear inversion of travel 
time data the most practical procedure is evidently to use this laterally averaging technique for 
the first time rays are traced and thereafter to use the previous take-off angles. Although we 
cannot ensure that the ray that is determined (if any) will be the earliest arrival in all cases, 
we can expect it to be so in the first model and for all subsequent models so long as the 
velocities are not perturbed too much. Since the 'nonlinear' travel time inversion comprises 
basically of an iterative perturbation of the velocity model anyway, it seems reasonable that 
the ray closest to the previous one is the actual one we should seek.
In the above example the laterally averaged technique would give us the correct ray 
straight away (since we would effectively assume the answer!). The existence of three 
physical rays in this model is somewhat of a special case and is not likely to occur very 
often. It arises because the position of the target lies within a triplication of the 
corresponding travel time curve. The single minima is actually the earliest arrival and is due 
to a ray bottoming in the deepest velocity layer E (Fig. 7.4), while the double minima are due 
to two near identical rays, one which grazes the interface between segments C and D from
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above, and the other from just below. The triplication itself is a result of the velocity 
gradient in segment D having a greater magnitude than both of its neighbours. The minor 
local minima is also a consequence of the triplication. However the major one is a result of 
the discontinuity in the model and must therefore be assumed to be a common feature of rays 
with large epicentral distances i.e Pn rays in our dataset. This returns us to the question of 
avoiding local minima. The optimization algorithm as it stands is not sufficient. We need to 
be able to detect the presence of a local minima and 'climb' out of them if possible. Since 
local minima are a product of the particular relationship that exists between the 'model 
parameters' and 'data' it is here that we must seek an answer. Strategies for general 
optimization problems are not always the most useful in these circumstances. Although 
some elaborate schemes have been devised to deal with local minima in large scale problems, 
such as 'simulated annealing' (Press et al. 1986), there may be a more straightforward 
approach possible for our small scale problem. To find this we must examine and exploit the 
particular features, or mathematical structure, of the problem. A cursory glance at Fig. 7.4 
yields an important fact about all local minima i.e. the value of the misfit function there is 
always greater than zero (otherwise they would be a true minimum). This information 
allows us to detect nearly all local minima by monitoring the value of the misfit function at 
each iteration. If the rate of decrease begins to slow up beyond some specified rate while the 
the value of the misfit is far from zero then it is very likely that we have encountered a local 
minima. This test was found to be sufficient in all preliminary trials. Having detected a local 
minima the 'climb out' was affected by perturbing the take-off angles by some specified 
amount, in a direction determined by previous evaluations of the misfit function.
Another very useful feature, from the point of view of stability and efficiency, was 
found to be the introduction of step length damping. If, at any stage, the misfit value was 
found to increase then the step was redone taking only half the perturbation in model 
parameters suggested by the linearized system (7.12). Although we have really only 
considered a one parameter problem in our example, it is not difficult to extend to the two
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parameter case. A little geometry will show that the misfit function increases as the azimuth 
is either increased or decreased from that of the vertical plane between source and receiver 
(see Fig. 7.5). The dependence of the misfit function on the azimuth is significantly less 
complicated in this case since there exist no horizontal velocity gradients in the trial model.
This complexity will no doubt increase with the heterogeneity of the velocity model. 
Nevertheless we might still expect a weaker dependence than in the i0 case since, as
mentioned above, it is likely that vertical velocity gradients will be larger in magnitude than 
lateral ones.
Ultimately, alas, we must accept the possibility of failure whether it be due to the 
presence of a shadow zone in the heterogeneous model, in which case no ray may be traced 
for the particular source-receiver pair, or to the inability of the algorithm to climb out of a 
local minima. In such cases the ray must be removed from the dataset, at least until the 
model is perturbed again. This may be performed quite easily. However it seems wise to 
keep track of how many rays fail during the inversion, since removing residuals from the 
dataset will reduce the travel time misfit function and so a correction will have to be made.
7 2 5  Testing the accuracy of the ray tracing algorithm
In order to assess the accuracy and efficiency of the ray tracing procedure, extensive 
testing was performed using a range of velocity models. Initially simple two layer velocity 
models were used consisting of linear gradients, in three directions (see eqn. 7.2), separated 
by a discontinuity. These form the most straightforward type of model, appropriate for a 
regional distance scale, which allow curvature in the raypaths. For this type of '3-D' 
velocity field the two point ray tracing problem may be solved exactly using analytical 
expressions (provided the the source resides in the top layer, as it does here). This allows us 
to determine the effect of various ray tracing parameters on the accuracy of the calculated 
travel time. Initial angles used in these trials were varied between ±10 degrees from the true 
values and the results are summarized in Fig. 7.6. In this case we observe, rather
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surprisingly, that the travel time error does not decrease significantly with the size of time 
step, however there does appear to be a correlation with the accuracy of the endpoint 
position. It seems that errors due to the step size have been swamped by errors due to 
mismatch in the target position.
M odel 1 M odel 2 M odel 3
Steplength (s) AT AD Itns AT AD Itns AT AD Itns
1.0 .038 .37 4 .031 .038 3 .04 .38 4
0.5 .046 .41 4 .004 .042 3 .05 .42 4
0.2 .026 .13 4 .009 .009 3 .03 .12 4
0.1 .022 .10 4 .017 .046 3 .02 .10 4
1 V V 1 H oriz -  0.03 - 0.045 s'1
1 V V  1 Vert -0 .0 6 - 0.09 s '1
Figure 7.6 Summary of ray tracing trials using 3 linear gradient models: AT is travel time 
error in seconds, AD is the distance between endpoint and target in kms, and Itns is the number 
of iterations required to converge to within 0.5 kms of the target
In the early trials, summarized by the table in Fig. 7.6, a tolerance of 0.5 kms was used for 
x, y and z. By examining the variation of travel time error, AT with the distance to the 
target, AD, for each size of time step, we may derive some empirical relationships between 
them. For the largest time step we obtain
AT -  0.1061 AD
Using this as a rule of thumb, we see that by choosing AD < 0.05 kms we obtain 
AT < 0.0053 s. This error is well within our desired limits and so a tolerance of 0.05 km 
may be safely used for all parameters.
After deciding upon a convergence criteria, rays were traced through a laterally 
homogeneous model and a complex 3-D heterogeneous model. The homogeneous model
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consisted of between 5 and 6 linear gradient segments, a discontinuity and sharply changing 
gradients, while the 3-D model was derived by randomly perturbing the 1-D model. Fig. 
7.7 contains a summary of the test results.
Complex 1-D model
Steplength Max AT Average AD Average Itns No. of rays traced
1.0 -0.01 < 0.05 -  5 25
2.0 -  0.015 < 0.05 -  5 25
3.0 -0.01 < 0.05 -  4 - 5 25
4.0 -0.02 < 0.05 -  4 25
Heterogeneous 3-D model
Steplength Max AT Average AD Average Itns No. of rays traced
0.5 - < 0.05 -  7 25 (1 Failed)
1.0 -  0.01 s < 0.05 -  7 25 (1 Failed)
4.0 -  0.01 s < 0.05 -  8 25
Figure 7.7 Summary of rays traced through a complex 1-D model and heterogeneous 3-D model.
Obviously for the heterogeneous models no analytical travel time is available and the size of 
errors can only be estimated by comparing travel times for different time steps. In this case 
they are compared to the 0.5 s time step. It seems that even with our more stringent 
convergence criteria the dependence of travel time error on step size is relatively weak. The 
magnitude of the velocity gradients in these models are presumably too small to cause much 
of a problem. This appears to be rather fortunate since it means that the step size may be 
chosen as large as 4.0 s without any serious error contamination. This amounts to a 
considerable computational saving, since we need to trace rays over epicentral distances up 
to 400 kms and beyond. However it may be a little premature to draw such a conclusion 
from only a few tests. We prefer not to be so bold and instead settle for a time step of 2.0 s, 
reducing to 1.0 s for events at epicentral distances less than 20 km. We note in passing from
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Fig. 7.7 that the number of iterations required to trace a ray does not change appreciably 
between homogeneous and heterogeneous models.
Having gained some confidence in the accuracy of the algorithm we may then 
investigate the convergence properties in more detail, in particular its ability to detect and 
overcome local minima. To put the algorithm to a more thorough test an additional 5000 
rays were traced. The velocity model in this case was of the complex 1-D form described 
above. Again gradient magnitudes varied significantly across the test model and so local 
minima are likely to exist just as in Fig. 7.3. A total of 20 rays failed to converge, these 
were all found to be cases where our climb out procedure failed to overcome a local minima. 
In fact all of these local minima possessed a misfit value very close to zero i.e. the ray 
converged on a position close to the actual target although outside our tolerance limits.
From the above analysis we see that a very high percentage of rays were successfully 
traced in all trials. Travel times (when converged) may be determined to within our desired 
accuracy. All variable parameters associated with the ray tracing algorithm were based upon 
these preliminary tests with due consideration given to the constraints of accuracy and 
efficiency. Without doubt they are non-optimal and some improvement could be made 
(perhaps even a substantial one!), however they are sufficient for our needs.
Overall the ray tracing has been reasonably successful in complex 1-D media and 
moderately perturbed 3-D media. The presence of multiple phases, local minima and 
shadow zones contribute more than a passing headache to our efforts. However they only 
go to prove how intrinsically complicated the two-point ray tracing problem really is. The 
appearance of shadow zones is inevitable. We cannot, and indeed should not, inhibit their 
generation since they may actually be real features of the model. Nevertheless they cause 
problems if the dataset contain source/receiver pairs such that one lies in the shadow zone of 
the other. Our only response to this situation has been to define a failure criteria for the 
shooting algorithm. If the ray does not converge after a specified number of iterations then it 
is removed from the dataset, the assumption being that either the raypath crosses a shadow
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zone or a local minimum has been found. As far as the local minima are concerned we do 
have more than the admission of failure on our side. The 'climb out* procedure described 
above has been found to be very successful in synthetic trials and so we do not expect a vast 
number of rays being trapped in this way. Finally the possibility of convergence to 
secondary phases presents additional problems. Currently our only insurance against this 
lies in the simplicity of the initial velocity model, which is a rather unsatisfactory state of 
affairs. In Section 7.4 we return to this point and examine how it may be overcome by a 
modification of the inversion algorithm, in particular, by introducing an appropriate form of 
data misfit function to account for the errors likely to be induced secondary phase 
convergence.
We indicated at the beginning of this section that a fundamental requirement of any 
successful inversion procedure is a detailed knowledge of the forward problem. The 
difficulties encountered in the two-point ray tracing problem only seem to validate this 
statement. We have gone some way in obtaining this knowledge by examining the 
limitations of the ray-tracing procedure. Identifying problematic areas has been rewarding, 
since it has enabled us to take suitable precautions to minimize their affect on the inversion, 
or at the very least be aware of their existence.
7.3 Model parameterisation for the nonlinear inversion
We have already discussed some aspects of model parameterisation when dealing 
with the linear inversion above. After presenting our objectives and prejudices we settled for 
a rather simplistic set of velocity parameters, together with a convenient Moho 
representation. Our major concern, in the case of the velocity parameters, was with the scale 
length of parameterisation. The size of each cell in the linear model is an important factor in 
determining the resolution capabilities of the model, since it provides an upper bound on the 
model flexibility. Having to choose this a priori, without much reference to the data itself, 
remained a rather unsatisfactory part of the whole procedure. If we were so inclined we
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could repeat the linearized inversion many times over, at each stage perturbing the position of 
the cell boundaries. In this way a large number of models would be generated and so a 
composite model could be produced. This would allow a greater flexibility in the velocity 
model, within the confines of the cellular parameterisation. However in the nonlinear 
inversion we need to develop a new velocity field parameterisation to accommodate the ray 
tracing, it therefore seems prudent to build in the flexibility, or variable smoothing property 
at the design stage. The primary requirements of the new velocity field parameterisation will 
be to incorporate this variable smoothing mechanism and retain second order differentiability 
in the wave speed.
7.3.1 A flexible velocity field parameterisation in three dimensions
The results of the linear study seem to suggest that we should seek velocity structure 
information at lengths smaller than the scale of the receiver separation, i.e. within the 
resolution window provided by the network. We are encouraged therefore to design the 
nonlinear velocity parameterisation in such a way that it is capable of resolving structure at 
scales smaller than the dimensions of cells in the linear study. The difficulty is in deciding 
by how much this 'resolving power' should be increased. Perhaps the only way of ensuring 
that the model is flexible enough is to opt for a vastly over-parameterised scheme i.e. 
allowing a large number of parameters, each of which affects only a relatively small region 
of space. This type of approach is advocated by Tarantola & Nercessian (1984) in their 
inversion for 3-D structure. We treat the problem as an under-determined one which has the 
advantage of producing a highly flexible model, however, as we have already discussed, it 
also leads to other difficulties. Usually some regularization must be applied to the problem 
in order to avoid extravagant behaviour of model parameters and to select a preferred model 
from the many which are likely to fit the data equally well. The type of regularization 
employed can be very important in these cases and must be chosen carefully.
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Another way of dealing with the question of model flexibility is to use a variable 
parameterisation e.g. allow the number of parameters to increase as the inversion progresses. 
If the spatial region which each parameter influences is reduced as the number of parameters 
is increased, the model will become more flexible. This approach allows us to avoid fixing 
the smallest scale of parameterisation beforehand. Nevertheless we still need to decide when 
the number of parameters should be increased and by how much. This decision should be 
made by considering the nature of the parameters themselves and the rate of decrease of the 
misfit function during the inversion. Also, in the event that we increase the number of 
parameters enough to make the problem under-determined, it is likely that some 
regularization will have to be applied.
Introducing a variably parameterised velocity model seems attractive for another, 
perhaps more important, reason. Recently several workers have noticed that for seismic 
tomography problems the resolvabilty of small scale features is largely dependent on having 
a good estimate of the broad scale features. (By the terms ’broad scale’ and 'small scale' we 
mean relative to the overall size of the model.) In a 2D inversion of travel time reflection 
data, Williamson (1986) chose to parameterise his model using large cells at the beginning 
and then decrease their size as the inversion progressed. This was found to help stabilize the 
inversion and guide the solution away from local minima in the misfit function. In the 
inversion of multi-offset seismic reflection waveforms, Tarantola (1986) describes a two 
stage process, the first part of which is obtaining the long wavelength features of the P-wave 
velocity distribution and the second to invert for the shorter wavelengths by solving for P 
and S-wave impedances. This 'variable scale' approach seems quite attractive and may be 
applied to our problem without too much difficulty. If the broad scale structure is inverted 
for first, it may act as a 'handrail' when we gradually focus attention on the shorter 
wavelength features. Although we have no rigorous justification for this, it is perhaps a 
good idea to incorporate it into the inversion. Obviously if we produce a velocity
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parameterisation which allows easy tuning to different wavelengths then we can always 
revert to a fixed scale if necessary.
The parameterisation which was finally chosen is very different from the simplistic 
linear model. To give a clear explanation of the mechanics and rationale involved, it is useful 
to present some of the steps that led to its formulation.
A very interesting theorem of signal processing is known as the sampling theorem 
which states that: If a continuous function g(x) is band-width limited to frequencies less than 
fc, (i.e. its frequency spectrum contains no component at frequencies greater than fc) then the
function may be completely determined by sampling at a regular interval A, where
A = ^  (7.18)
fc is known as the Nyquist critical frequency for the sampling interval A. The function g(x) 
is then given by the formula,
g(x)
+  oo
A X gk(xk)
k  =  -oo
sin [27tfc(x - kA)] 
7t(x - kA)
(7.19)
This is interesting because it means that by imposing a bandwidth limitation on a one­
dimensional function, the resulting function may be completely determined by its values at a 
known spatial interval. This theorem could be generalized to three dimensions. However 
there are a few difficulties in applying it to our problem. Firstly, our function is spatially 
bounded and not unbounded as is necessary for the theorem to apply i.e. outside the model 
the velocity field is effectively zero. To overcome this difficulty we could attempt to simulate 
an infinitely continuous function, for each region of the model, by assuming the velocity 
field is repeated periodically outside the boundaries. However this would require us to 
smooth the function across all boundaries in such a way that no frequency components 
higher than our chosen maximum entered into the resulting frequency spectrum. This is, in 
fact, very difficult to achieve, especially in three-dimensions, and is made worse by the fact
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that our original velocity field is unlikely to be oscillatory in nature and so some linear trend 
may have to be removed from the function before the smoothing can be applied.
The sine function representation (7.19) is actually more suited to a non-periodic 
function which is spatially unbounded. Assuming that we could overcome the smoothing 
difficulties and produce a 'simulated' periodic slowness, or velocity function then we should 
probably seek a better composing (or basis) function. Robinson (1983) examines a Fourier 
representation of a periodic function in terms of 'sine over sine' functions in this case (7.19) 
would be replaced by,
g(x)
2WX
k = 1
1
2WX
sin n
sin k
[2W(x + xQ) - k]
[ 2W (x + x0) - k]
2WX
(7.20)
where the samples are taken at interval of starting at x0, and the function has period X.
Since each of the representations above are in the form (5.12) the natural parameters to be 
inverted for are the function values gk at the sampling points. Instead of inverting for
spatially distributed parameters it may be possible to invert directly for the frequency 
components of g's spectrum. This seems rather appealing, since each parameter would then 
represent a distinctly different wavelength of information. Furthermore, it is quite 
conceivable that a greater degree of independence may exist between frequency parameters 
and so trade-off problems would be reduced. [In fact the sine representation (7.19) was
originally derived by taking the discrete fourier transform of the sampled values and then 
applying a continuous inverse transform while limiting the range of integration to ± fc
(Robinson 1983).] There are, however, severe difficulties in formulating the inverse
problem in this case. Presumably the following steps would have to be taken:
First some Nyquist frequency fc would be chosen (for each spatial direction) and the
corresponding spatial sampling interval A determined from (7.18) (which could be changed
when desired). Slowness, or velocity, parameters would then be defined at those sample
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points and a discrete Fourier transform applied to yield the frequency components (our 
model parameters) i.e.
N - 1
Gn(fn) = A X  §kW exP ( 2™ fnxk) (7-2l)
k = 0
where fn is the n th frequency component of the spectrum of g(x) with amplitude Gn(fn), and
n N Nis computed for all the values in the range - fc to fc i.e. fR = ---- , for n = - y , ... , y.
NA 1 1
The inverse discrete Fourier transform is given by,
§k(xn)
\_
N £ Gn(fn) exp
n = 0
f -2JCifnx kA
(7.22)
The problems begin to mount up when we attempt to relate these parameters back to the 
slowness at every point in the model. This is necessary in order to calculate the Frechet
derivatives for the nonlinear inversion. The inverse transform (7.22) gives us the required 
relation if we replace xk with x, and gk(x) with g(x). The resulting expression must then be
differentiated with respect to the frequency components and then integrated along each
V
raypath. For a three-dimensional model, this would most likely propel the computational 
costs beyond acceptable levels. Further complications are caused by the fact that the discrete 
Fourier transform (7.21) will, in general, produce complex frequency components even 
though the original function is real. It is possible to simplify this procedure by using 
expression (7.19) to relate the slowness field at any point in the model to its values at the 
sampled points, and hence to the frequency components via the discrete inverse Fourier 
transform (7.22). This allows us to regenerate the continuous slowness model from the 
discrete frequency components. However the calculation of the Frechet derivatives would 
still require an enormous amount of computation and so, at present, it seems quite 
unpractical.
The sine and sine representations above suffer from the same computational 
objections as the Fourier one. Calculating the Frechet derivatives would require enormous
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computational expense since both are non-locally supported i.e. they are non zero as x —» ± 
°°. Both functions oscillate about the zero axis, the maximum amplitude decreasing slowly 
towards zero. The effect of this is to cause the wave speed at any point in the model to be 
dependent on all model parameters in the 3-D lattice. Hence each ray will affect many model 
parameters and so a very large number of Frechet derivatives must be determined. 
Furthermore the ripple like character of these functions is quite unpleasant from the point of 
view of controlling the parameterisation scalelength. By varying the 'half-width' of the sine 
functions or equivalently adjusting the distance between model parameters we control the 
amount of influence each parameter has upon its immediate surroundings. However at 
greater distances the influence remains ripple like. This may have some adverse effects 
during the inversion especially in parts of the model poorly sampled by rays. It seems 
desirable, then, that the influence of each model parameter fall to zero at some specified 
distance. Ideally we seek a locally supported basis function which is both twice 
differentiable and whose 'half-width' could be easily adjusted .
A prime candidate for this are B-splines of degree 3 (see Powell 1981). They 
possess the desired properties, being finite for only a limited range and non-oscillatory. 
Another possibility is the modified cubic splines of Thomson & Gubbins (1982), [see 
Schultz (1973) for details] used in their study of teleseismic travel time residuals. These are 
actually Cardinal splines which are non-locally supported, however their amplitude decreases 
more quickly than the sine or sine representation above. Modifying the the Cardinal splines 
for local support (i.e. ignoring the effect of all sampled points beyond some distance from 
the evaluation point) produces a highly accurate three-dimensional interpolation scheme (and 
one would assume therefore a reasonably unbiased representation of a 3-D function). In 
synthetic trials performed here accurate function values, first derivatives and second 
derivatives were all recovered using only the four nearest sample points in each direction i.e. 
64 points in all. B-splines require a similar number of sample points to be considered and 
are probably the better option because of their exact local support. However the choice
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between these two is not thought to be critical for the present application. We use the 
modified cubic splines here simply because computational code happens to be at hand, and 
for no other reason.
In our problem we employ a 3-D spatial lattice of points, or knots, to represent the 
velocity model. The values of the local slowness at the lattice points form the model 
parameters, and the complete slowness field is given by,
4
S(x,y,z) = ]T Sijk Ci(X ) Cj(y ) Ck(Z) (7.23)
i,j,k = 1
where Sjjk are the model parameters at the nodes of the 4 x 4 x 4 grid (or 3 x 3 x 3 cells) 
surrounding the point (x,y,z), and Cj(X), Cj(Y), Ck(Z) are the Cardinal functions used by
Thomson & Gubbins (1980). X, Y and Z are the local co-ordinates of (x,y,z) with respect 
to the peak of the appropriate C function. We note then that the slowness at any given point
in the model is dependent on the 64 nearest model parameters and the contributions of each 
parameter is determined by the product of the C functions. Fig. 7.8 shows the form of 
(C^x) ; i = 1,4) across the 3 neighbouring cells (or 4 slowness parameters). They are
exactly the same as those described by Thomson & Gubbins (1980) and a complete 
description of their mathematical form may be found there.
The shape of the Cardinal functions describe the influence that each model parameter 
exerts over its surroundings. It is evident from Fig. 7.8 that the parameters nearest to 
(x,y,z) are the most influential in determining its slowness. In fact, in this region, all of the 
functions mentioned are rather similar. The parameters further away have only a marginal
influence as the Cardinal functions decrease rapidly away from their maximum value. To 
evaluate the slowness function at any position within the model we only require Cv C2, C3
and C4 in the range 2 - 3 ,  and so to avoid excessive computation they are calculated at a
series of points between these two values and stored in a table. [In practice it becomes more 
convenient to apply the interpolation procedure in (7.23) to the velocity parameters rather 
than slowness values, since, then, the first and second derivatives of the velocity field may
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Figure 7.8 Cardinal spline functions (C- (x ); i=l,4) plotted across three cells in the model. The slowness
field in the middle cell (between points 1 and 2) is dominated by the model parameters at either side, while 
being only marginally affected by the two further away.
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be computed directly from the first and second derivatives of the Cardinal functions, which 
are also stored in a table. Using velocities instead of slownesses does not mean that we 
intend to use these as model parameters in the inversion. It is simply the easiest way of 
obtaining the velocity field derivatives required during the ray tracing. We still invert for 
slowness parameters using (7.23), however, in the computational code, we store velocity 
values and merely take the reciprocal when a slowness is required.]
To produce a variation of parameterisation scale we simply adjust the distances 
between model parameters i.e. varying the density of the 3-D network. As we increase or 
decrease the spacing between node points the C functions become squashed or broadened 
respectively, and hence the model in turn becomes more flexible or rigid. We recall that in 
the linear inversion study the model parameters were based on a 1/2 x 1/2 degree network. 
Since we wish to allow a greater flexibility in the nonlinear inversion the smallest cell size, or 
spacing between model parameters, is set at a 1/8 x 1/8 degree (determined by computational 
limitations). The maximum is constrained by the overall size of model. We choose to set the 
upper limit at 3 x 3 degrees. In this case the entire model consists of only 2 cells in the x and 
y directions. With these limits it is convenient to choose the range of cell sizes in the ratio 24 
: 1 6 : 8 : 4 : 2 :  1 for both P and S-wave slowness fields. (Note the value of 4 corresponds 
to the cells used in the linear inversion.) After moving from one model scale to another all 
slowness parameters in the new lattice are found by interpolating on the old.
In order to retain a set of 3 x 3 cells about every cell within the model, 3 grid points 
are added around the boundary in each direction, the position of which will vary as the 
parameterisation scale is altered. These 'artificial' model parameters act as a sort of cushion, 
allowing us to keep the model representation consistent at the boundary and avoid edge 
effects. They are simply a convenient tool and are ignored when we come to examine the 
inversion results.
To keep the cell size as uniform as possible 5 grid points have been chosen to span 
the z direction, in the Crustal part of the model, and another 3 in the upper Mantle region.
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For a horizontal Moho at 37 km (as in the DEH model) these would correspond to a cell 
dimension of ~ 9 km while the lateral dimensions are ~ 11 - 13 km. (Note the deepest layer 
of knots in the Crustal model and the most shallow layer in the upper Mantle are situated just 
above and below the Moho interface, respectively.) Again a cushion is required, in the z- 
direction, for both the Crustal and upper Mantle networks.
Linear model boundaries
Figure 7.9 A schematic representation of the slowness parameterisation. The mesh spacing 
shown corresponds to the half degree cell size used in the linear inversion.
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As the Moho is perturbed during the inversion the vertical cushion points play an 
important role in determining the slowness field above and below the interface. Because the 
S-wave model consists of only a single region we use 7 grid points in the z-direction. (Note: 
It is likely that the deeper parameters will be largely unaffected by the data and therefore 
redundant. However we include them merely to keep the overall size of the P and S-wave 
models the same.) Fig. 7.9 shows a schematic representation of the model. Overall the total 
number of slowness parameters will vary considerably as the parameterisation scale is 
reduced. From the largest cell size of 3 degrees to the smallest of 1/8 degree the number 
parameters increases by a factor ~ 100 in both P and S-wave models.
From an inversion point of view then we attempt to treat the problem as an over- 
determined one at the beginning and gradually change to an under-determined regime as the 
inversion progresses. We tempt providence somewhat by assuming that the presence of a 
large number of ill-constrained parameters will not adversely affect our nonlinear inversion. 
However we have already stated our biases on this subject above. To deal with these poorly 
constrained parameters we shall rely on the general property of gradient algorithms to least 
perturb those parameters which have the least influence on the misfit function. In this way 
we essentially ignore totally unconstrained parameters. As a result they are unlikely to cause 
stability problems (which is not the case with most matrix inversion algorithms). 
Nevertheless as more parameters are introduced, the problem is likely to become rather non­
unique. Any velocity model that fits the data to some desired level is likely to be only one of 
many. We must therefore entertain the possibility of using some regularization on the 
problem. In fact this may be a useful way of examining the errors in the solution. It may be 
possible to gain an impression of the range of models that fit the data by experimenting with 
the amount and type of regularization introduced and examining differences in the results. In 
fact this is similar to the philosophy adopted during the linear study, which was to look at the 
results of many inversions, using different data model parameters etc., and compare trends.
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In general our major interest lies in examining the shape and nature of the resulting P and S- 
wave velocity maps rather than the particular value of any one slowness parameter.
We note here that many parameters will be poorly constrained by the lack of data at 
the edges of the model, particularly to the north-west and south-east of the seismic network, 
where the model boundaries now form a complete rectangle, compared with the diagonal 
south-west to north-east strip used in the linear study. It is unfortunate that these areas need 
be included as they effectively introduce a large number of extra model parameters, which 
increases the size of the problem. However it is convenient to keep the overall shape of the 
model rectangular, especially in the early stages of the inversion when the longer 
wavelengths are inverted for. In any case, when the parameterisation scale is reduced these 
’edge regions' are virtually ignored.
7.3.3 Representation of the Mo ho interface in the nonlinear inversion
We recall that in the linear study we were able to vary the position of the Moho by 
allowing the bottom of each Crustal cell to move. This was suitable because no rays had to 
be traced after the Moho had been perturbed. For the nonlinear problem we require a more 
sophisticated parameterisation. In fact there are two constraints imposed by the 3-D ray 
tracing algorithm. Firstly the interface must be continuous, and secondly we must be able to 
determine it's local tangent plane at any point. The simplest way to satisfy these 
requirements is to use a series of triangular plates joined at their edges (see Fig. 7.10). The 
depths of each vertex may be used to define the position of the interface at any point, and 
become the natural parameters to invert for.
Because the results of the linear inversion were rather disappointing in resolving any 
significant Moho structure, we shall proceed with caution in present case. The size of each 
triangle, or more precisely the separation of the depth parameters in the rectangular grid, may 
be chosen at will. A simple choice is to use the same 1/2 x 1/2 degree network as before. In 
doing this we produce 195 depth parameters in all. Again a fair proportion of these will be
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totally unaffected by the rays, especially around the boundary of the model and in the two 
new comer zones. This is unavoidable since it is a direct consequence of the spatial 
distribution of the data. Because there exists considerable variation in the distribution of rays 
impinging on the interface, it is a good idea to smooth these parameters i.e. constrain the 
perturbations of nearby parameters in some way. This may be done as before, by a nearest 
neighbour smoothing of the gradient vector, or perhaps by adding some regularization term 
to the misfit function which suppresses the generation of large spatial gradients in the 
interface. We leave any further discussion of this until the implementation of the nonlinear 
inversion algorithm. Obviously configurations other than the one in Fig. 7.10 are possible, 
however the choice is not thought to be crucial.
Figure 7.10 Plan view o f the triangular plates representing the Moho interface. 
The shaded area denotes the corresponding region covered in the Linear inversion.
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A point to note here is that the representation of the Moho is virtually independent of 
the slowness field. As we perturb the depths of the vertices we do not imply a change in the 
velocity gradients above or below the interface (i.e. the mesh of slowness parameters is not 
squashed or stretched). The Moho simply takes up a new shape and either 'opens up' or 
'closes' regions of the model immediately above and below its previous position. The role 
of the cushion parameters in the z-direction now become more important, since they will 
define the slowness field in the new regions created by the movement of the Moho. This 
approach seems to be justified when we consider the assumptions implicit in calculating the 
Frechet derivatives i.e. that each parameter may be infinitesimally perturbed while keeping all 
others fixed.
Throughout this work we have represented the Mono by a sharp discontinuity in the 
local velocity field. Although we have some reservations about this, over regional distance 
scales it is a reasonable assumption to make. Previous studies of Crustal structure in the 
region (described above) have demonstrated the existence of a relatively well defined Moho 
discontinuity. Our major interest is in discovering whether our earthquake and blast data 
allow any significant variations in depth to be determined. For this purpose the 
representation described here seems more than adequate.
7.3.4. Frechet Derivatives for the Slowness field and Moho parameters
Having presented a new slowness and Moho parameterisation we must now 
demonstrate how the appropriate Frechet derivatives may be found. These are calculated at 
the time of ray tracing and form part of the forward problem, just as in the linear inversion. 
In the present case they must be recalculated every time rays are traced and so an efficient 
procedure is important from the point of view of minimizing the overall computation.
For the slowness parameters, the form of the Frechet derivatives is obtained rather 
easily. In fact we have already described most of the steps when dealing with the locally 
linearized problem in section 5.1. Since the slowness field expression (7.23) is of the form
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(5.12) we see from the analysis of section 5.1 that the appropriate Frechet derivatives are 
obtained by integrating the product of the three Cardinal functions along the raypath. More 
formally,
| |  = j  Cp(X) Cq(Y) Cr(Z) dl 
R i
(7.24)
where p, q, r and X, Y, Z refer to the local indices and coordinates respectively as described 
above. The value of j is related to p, q, and r through the 4 x 4 x 4 mesh of points 
surrounding the point at which the raypath is evaluated (see Appendix B for details). 
Obviously the derivative is zero for all mj which are unaffected by the i th ray i.e. those for
which the corresponding grid knots are never within the 4 x 4 x 4 mesh surrounding the 
points along the raypath.
The partial derivatives in (7.24) must be calculated for every model parameter that the 
i th calculated ray is dependent upon. The local approximation made to the Cardinal 
functions restricts this number considerably and makes the problem manageable. In order to 
perform the integration some numerical technique must be used. Since our ray tracing 
algorithm is of a time stepping nature, all of the information required to calculate the 
derivatives is available as the ray is traced. The integrand in (7.24) is already evaluated at all 
points along the raypath and for all parameters affected by the ray. It makes sense then to 
incorporate the Frechet derivative calculation into the ray tracing algorithm.
Because of storage requirements it is more practical to use the Trapezoidal rule rather 
than Simpson's rule (see Stephenson 1973) for the numerical integration. The accuracy of 
derivative calculation will depend on two factors. The first is the size of time step used in the 
ray tracing algorithm, and the second is the rate at which the Cardinal functions and their 
derivatives are stored. In performing one step of the ray tracing, the 4th order Runge-Kutta 
method makes two half steps. The smallest interval that may be used for the trapezoidal 
integration of the Cardinal functions, therefore, is given by approximately half the distance
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moved by the endpoint of the ray during one step. We would be ill-advised to allow this 
'half-step' distance to exceed the smallest cell size in the model network, since then the 
accuracy of the numerical integration would deteriorate rapidly as sampling of the Cardinal 
functions becomes irregular. Using the parameter separation in the depth direction, which 
has been fixed at ~ 9 kms, and taking a upper value P-wave velocity of 8.5 km/s we see that 
a half step size of 1 s will be sufficient for our needs. Hence a maximum time step of 2 
seconds is suggested.
To estimate the effect that these two parameters have on the accuracy of the derivative 
calculations a preliminary test was performed. Many hundreds of Frechet derivatives were 
calculated using time steps of 2 s and 1 s. The calculations were repeated with function 
tables of 100, 200 and 400 values, in the argument range 2 -3 ,  respectively. On average the 
fluctuations in the Frechet derivatives due to different tables sizes varied between 0.1 - 
0.9 %. However between different time steps a fluctuation of between 2 - 4 % was 
observed. It would appear then that the size of function table is a negligible factor compared 
with the time step. Nevertheless we choose a value of 400 since very little extra computation 
is required. Overall the largest fluctuations were all less than 4 % and we assume, therefore, 
that the numerical errors in the slowness derivatives are of a similar order.
In the case of the Moho parameters we can derive analytical expressions for the 
Frechet derivatives by examining the interaction between a Pn ray and the interface. We 
consider, then, the case of a ray striking a triangular section of the Moho at a point P, as 
shown in Fig. 7.11. In general the tangent plane at P will be inclined to all three axes. A 
change in the z-coordinates of the triangle's vertices produces a new tangent plane. In 
general this transformation may be decomposed into two rotations plus a translation. The 
rotations are about the axes in the tangent plane, which are parallel and normal to the plane, 
defined by the ray and the unit normal to the interface, while the translation is purely in the z- 
direction, see Fig. 7.11.
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The overall effect of the transformation is to displace the point P both horizontally 
and vertically. If we resolve the motion of P into its components in the tangent plane, and
Figure 7.11 Perspective view of a ray impinging on a triangular section 
of the Moho interface. The two rotation axes are shown dotted
normal to it, then from Fermat's principle we know that the change in travel time due to the 
former is of second order. Therefore we need only consider motion normal to the interface 
in deriving partial derivatives. Since the two rotations result only in a movement of P on the 
tangent plane, to first order they produce no change in the travel time, and hence no 
component in the partial derivative. The translation of the tangent plane in the z-direction is 
therefore the only component which produces a normal movement of P relative to the tangent 
plane. This case is shown in more detail in Fig. 7.12.
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Figure 7.12 Plane view of a transmitted ray impinging on the interface. The solid ray is 
the original and the dotted is the new ray, which is a result of the interface being perturbed 
downwards.
We see from above that the local change in travel time AT, brought about by a normal 
displacement of Ah in the interface is given by,
AT = Tabd - Tac
=> = 13 S2 + \2 S l - Ij Sj (7.25)
where S represents a slowness, and Sj = —. From Fig. 7.12 simple geometrical
<*i
considerations give,
*1 = SSS7- *2 = c^TT’ and *3 = 12 sin (r-i) tan r
Substituting these into (7.25) and using Snell’s law, we arrive at, after a little algebra,
AT = [S j cos i  - S2 cosr]  Ah (7.26)
Nonlinear Inversion 7.47
i.e. the change in travel time is equal to the decrease in the perpendicular slowness 
component multiplied by the normal displacement of the interface. [Reassuringly we note
TCthat as r —> 2", (7.26) reduces to eqn (6.3), the corresponding expression for the 'head' or
critically refracted ray used to describe a Pn ray in the linear inversion.] From Fig. 7.12 the 
normal displacement Ah is related to the vertical displacement of the interface Az by,
Ah = Az cos 9 
and so we have from (7.26),
AT = [ Sj cos i - S2 cos r ] cos 0 Az (7.27)
To complete the derivation we need to find the relationship between the vertical displacement 
at P and the perturbations in the three depth parameters of the triangle. Since this is purely 
an exercise in three-dimensional geometry we shall omit the proof here and simply state the 
result It is easy to show that the change in z at an interior point of the triangle (xP, yP), due
to a perturbation at the vertices, is given by
Az (xP, yP) (y2 - yp) A r(yp - yi)  
(y2 - y i)  1 L(y2 - y i)  ’
(xP - x x)-
( x 3 -  x 2 )_
A z2
(xP - Xx) 
+ (x 3 - x2) Az3 (7.28)
where Azlf Az2, and Az3 are the changes in z at the vertices labeled 1, 2 and 3. Substituting 
this expression into (7.27) allows us to identify the partial derivatives,
at;
[ Si cos i - S2 cos r ] cos t o  - yp) 
( y 2  - y i )
[ S j c o s i  - S2 c o s r ] c o s 0 ~(yp - yi)  
„(y2 - yi)
( x P - x t )-|
(x3 - x2)J
ati
[ Sj cos i - S2 cos r ] cos n (x p - x i ) ö (x3 - X2)
(7.29)
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where tj is the travel time of the i th ray. Fig. 7.12 describes the case of a ray traveling in the 
positive z direction and passing down through the interface i.e. from Crust to upper Mantle. 
For the opposite case of a ray moving upwards through the interface, the partial derivatives 
may be derived by reversing the flow in Fig. 7.12. It turns out that (7.26) remains the same, 
although, strictly speaking, the definition of the incident and refraction angles r and i should 
now be swapped over.
Using the expressions in (7.29) we are able to find partial derivatives for all depth 
parameters in the interface. These may be easily calculated since all the required angles and 
parameters are available at the time of ray tracing.
[Caveat: In deriving expressions for the partial derivatives of the Moho depth parameters we 
have only considered local effects on the travel time. In a general heterogeneous velocity 
field, perturbing the Moho will produce non-local effects, since the ray will take a slightly 
different path and hence sample a different part of the velocity field. For strongly 
heterogeneous media it is conceivable that a small variation in the path, due to a perturbation 
in the Moho, may cause the ray to pass through a completely different structure. In this case 
the non-local effects may generate a much larger change in the travel time than the local one, 
and so the partial derivative may become wildly inaccurate. To deal with this, it may be 
possible to derive a better estimate of the Moho derivative by taking into account the actual 
velocity field in the model. Some numerical estimation of the depth derivatives may be the 
answer, however this would be very costly in terms of computation and is therefore rejected. 
It is important then to bear this in mind when examining the results of the nonlinear 
inversion.]
7.4 Theory: Nonlinear inversion, algorithms and rationale
In our previous discussion of inversion algorithms (see section 6.3) we choose to 
view the linear problem as merely a special case of the nonlinear one, the main difference 
being that, in the linear problem, the matrix of Frechet derivatives is kept constant, and the
Nonlinear Inversion 7.49
theoretical predictions of the data are updated at each iteration using the local linearization 
expression (5.6). Since the theory presented in section 6.3 is generally applicable to a 
nonlinear inversion there is no need to repeat it here. In the next section then, we shall only 
discuss new aspects of the problem. These are chiefly associated with the introduction of a 
new misfit function. In particular we consider the question of regularization in more detail, 
and also re-examine the choice of data misfit most appropriate for the nonlinear problem.
7.4.1 Regularization in the nonlinear scheme
We recall from above that the basic reason for using regularization is to place some 
constraint on the model. In most under-determined problems it may be used to help stabilize 
an inversion, and, more importantly, to assist in selecting a preferred model from those that 
fit the data equally well. During the course of this work there has been a gradual shift in our 
approach to the problem. In the linear study we treated the 3-D structure problem as an 
over-determined one throughout, whereas in the nonlinear we have proposed to move from 
an over to an under-determined treatment as the inversion progresses. In actual fact, the 
problem is of a mixed type, since the hypocentres are marginally over-determined and the 
velocity structure is always under-determined (even though we usually prefer not to be 
reminded of this fact). The philosophical trend that has been adopted is to move towards a 
finely parameterised model which is more than capable of representing the most detailed 
structure we might expect to resolve from the data. In this way we avoid the, possibly 
misleading, impressions given by a crudely parameterised model,. However we enter the 
equally tortuous arena of ill-constrained problems, and therefore the question of 
regularization becomes relevant. In fact we could argue that since the real earth can never be 
adequately parameterised or sampled by a finite amount of data, the problem is always 
under-determined and we should always treat it as such. In this sense the use of 
regularization is just as relevant to our large scale 3-D seismic problem as it is to say, the 1-D 
inversion of electromagnetic sounding data. It is worthwhile, then, examining the various
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types of regularization that have been proposed for geophysical inverse problems to see if 
they can be usefully applied to our problem. More importandy we should also consider the 
philosophies behind these techniques in order to gain an indication of their likely affect.
Usually regularization is applied to a geophysical inverse problem by the addition of 
some model dependent term to the data misfit function (6.13). As the model is progressively 
updated during the inversion this regularizing term acts as a penalty function and guides the 
solution away from undesirable regions of the model space. The type of regularization used
is therefore a reflection of the biases and constraints that we have imposed upon the model 
(whether we are aware of it or not!). The most commonly employed function is the U> norm
in model space given by (6.18) which we may rewrite in the form
\|/(m) = (m - mref)T q } (m  - mTef) (7.30)
This is a very simple function and is easily calculated, however it does have some problems. 
If the reference model mref is kept constant throughout the inversion, the solution obtained
will naturally be biased towards this model. At best then, one would obtain the closest 
model (in an L2 norm sense) to the reference model which satisfies the data to some
prescribed tolerance. Shaw & Orcutt (1984) regard this as a form of non-uniqueness in the 
problem. Altering the reference model will invariably change the solution and hence the final
model possesses no 'special properties'. However this is slightly misleading, since varying 
mref will alter the misfit function being minimized, and hence a different problem is being
solved. Provided the data and model covariance matrices CD and CM are positive definite
and the data model relationship (5.2) is not highly nonlinear, then the minimization problem 
is likely to have a unique solution (Williamson 1987, pers com).
A more intriguing type of function is suggested by Constable, Parker & Constable 
(1987) (also described by Shaw & Orcutt). They suggest defining a regularization which is 
dependent only on the model being constructed and not on the discrepancy between models 
(like the one above). In this way the 'special properties' of the solution do not depend upon
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its relation to some other model, but rather on the form of the model itself. This seems a 
more attractive proposition. By choosing an appropriate form of regularization, then, we 
can minimize any model property desired. The algorithm developed by Constable et al. is 
essentially an implementation of the 'hypothesis testing' approach discussed by Parker 
(1977). In this strategy one attempts to find the single model which violates a given 
hypothesis the least and yet still satisfies the demands of the data. During the inversion the 
hypothesis is represented by the regularization function. A model which violates the 
hypothesis to a lesser degree has a smaller regularization value associated with it. Constable 
et al. developed their algorithm to deal with the electromagnetic sounding problem, which is 
rather different from the seismic inversion problem studied here. Nevertheless it is useful to 
examine their development in some detail, using the general notation of Section 5. (We shall
henceforth refer to this as the CPC algorithm). Their solution is obtained by minimizing the 
'roughness' of the model m subject to the constraint that the L2 norm of the data misfit,
(j)(m), satisfies the equation
<Km) = <})* (7.31a)
where
<j>(m) = i ( d obs - g(m))T C q1 (dobs - g(m)) (7.31b)
and <|)* is some acceptable level of data misfit. The roughness or complexity may be
represented, in the discrete case, by a matrix multiplication of the model vector m, e.g. Dm. 
A convenient regularization function is then based on the L2 norm of the resulting vector i.e.
IIDmll . The form of the (m x m) matrix D will determine the type of property that is 
minimized in m. Constable et al. choose D so that the first spatial derivative of the model 
parameters are penalized during the inversion (corresponding to an hypothesis that the model 
parameters which best describe the real earth are all equal). Consequently the smoothest 1-D 
profile satisfying the data is produced, which seems to be a sensible choice for their
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inversion problem. Obviously others are possible. The most suitable form will be 
dependent on the nature of the problem under consideration. In our case, D could easily be 
used to represent the first, or even second derivatives of the slowness fields in each of the 
axis directions (which would correspond to the three-dimensional analogue of their 1-D 
model hypothesis). [Note also that in the 3-D case the exact positions of the entries in the 
matrix D will depend on the particular ordering of the parameter indices. Since slowness 
parameters which are spatially close do not necessarily have sequential indices, there seems 
little point in giving an explicit form for D. The position of the entries will, in general, be 
rather irregular although we may still determine their values and also the product Dm easily 
by considering each model parameter in turn. This is described in more detail below. For 
the present we will simply assume that for the 3-D problem, D presents no difficulties in 
either formulation or application.]
The constrained optimization problem may solved with the aid of Lagrange 
multipliers. In this way we find the model m that minimizes U(m) where
where |i is the Lagrange multiplier whose value is determined a posteriori by the data 
constraint. We will consider the equivalent problem of minimizing U(m), where
which gives a more direct comparison with standard results. Again we have a nonlinear 
optimization problem because of the nonlinear dependence of the observed data d on the 
model m. We follow the development of Constable et al. (1987) by differentiating (7.32b) 
with respect to the sort after model m, and obtain,
U(m) = illDmll2 + — (<j)(m) - <j>*) (7.32a)
(7.32b)
^  = |i DTDm - GTCD1(d - g(m)) (7.33)
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3g.
where we have again used G to represent the Frechet derivative matrix, .
9Uthe model m which gives a stationary point of U(m) we set = 0, and so
uD TDm - GTc !rd
To find
(7.34)
Now making a local linearization of g(m) about the current model m0, i.e.
g(m) = g(m0) + G ( m - m 0)
and substituting into (7.34) we get,
HDTDm - GTCD'[d - g(m0) + G(m - m0)] = 0
=> DTDm + GtCqG (m - m0) = GTCD'[d - g(m0)]
=> |i DTDm + GtCd' g  m = GTq J[d  - g(m0) + Gm0)]
and finally we obtain the CPC algorithm
m = (n DTDm + G ^ G ) '1 GTCD'[d - g(m0) + Gm0)] (7.35)
An interesting point to note here is that this expression solves directly for the new model m, 
and not the perturbation to the original model mQ (usually written as 5m). This procedure is
referred to as 'jumping' by Shaw & Orcutt (1984) [attributed originally to Parker (1983)] [It 
is not completely clear from the former authors reference to 'jumping', whether they mean 
an algorithm which is just of the form (7.35) and solves directly for the new model, or 
whether they use it to describe an algorithm involving a model regularization of the form 
IIDmll . It is necessary to make the distinction since these two are not exactly the same (see 
below)]
To apply the algorithm (7.35) directly to the seismic problem would require 
enormous effort as the inversion of a large matrix is required. Avoiding matrix inversion
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techniques was one of the initial reasons for adopting the subspace scheme earlier, and 
therefore we are encouraged to examine the possibility of using subspace methods in this 
problem. We recall from the general development of the subspace algorithm that at each 
iteration the model perturbation 5m is constrained to a subspace defined by vectors a® 
chosen a priori i.e.
k
5m = a- a^1)
i=l
or written in vector form as
8m = ATa  (7.36)
where A is the matrix whose columns are the subspace vectors a®. The vector of subspace
coefficients fit is then found by solving the linearized minimization problem in the subspace,
<2 = -(AT H A ) ' 1ATfi (7.37)
This technique is quite general in the sense that any misfit functional can be dealt with 
provided its gradient and Hessian H, may be determined. In above problem £ is given by 
(7.33), and the Hessian H is found by a second differentiation
H = pD TD + GTCpG - VTG ( d - g ( m ) )  (7.38)
The only difficulty here lies in the calculation of the last term. The usual way to proceed is 
simply to ignore it, as we did in section 6.3, the assumption being that it is only a small 
perturbation to the overall Hessian and can therefore be neglected. [Williamson (1986) and 
Nolet (1987a) offer comments about the likely size of this term in seismic Tomography 
problems as do several other authors.] Discarding this term and substituting the expressions 
for £ and H into (7.37) gives
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a  = [ At ( mD t D + GTCd1G )A ]■’ At ( G ^ d  - g(m0)) - nDTDm0 ) (7.39)
which may be rewritten in the more compact form,
a = [ At ( h H m  + H d  )A r1 At { fiD - nfiM ) (7.40)
where £D and are respectively the data and regularization components of the gradient & 
and H m  and H D are the corresponding terms for the Hessian H (without the factor fi). This, 
then, is the general subspace scheme which corresponds to the CPC full matrix inversion 
algorithm. It must be solved iteratively just as before, and requires the inversion of the small 
projected Hessian.
To implement the scheme the vectors a® must be chosen. The approach adopted 
previously was to take the subspace vectors from the partitions of the steepest descent 
vector, with each being based on a different parameter type. We recall that the steepest
descent vector may be derived from the gradient by application of the model covariance 
matrix CM. In the above analysis it would appear that we have omitted the model covariance 
matrix CM in deriving the CPC algorithm, since the regularization term in (7.32b) contains
no explicit reference to it. By comparing the gradient and Hessian (7.33) and (7.38) with 
the equivalent expressions using an L2 model norm (7.30), it may be seen that the matrix
D D acts as a sort of non-diagonal model covariance matrix and the Lagrange multiplier ji as
a variable scale factor. More formally, the second derivative of the model regularization 
function i.e. }iD D, replaces the inverse model covariance matrix CM in the corresponding
expression for the L2 model norm. The matrix |iD D is then the local equivalent of Cj .^ To
be consistent with the development of ch. 6, we should map the gradient vector Ü from the
1 T 1dual space to the model space by multiplying by — (D D)' . However to give a direct
comparison of the subspace approach with the CPC algorithm, we shall omit this procedure. 
In this case, then, the gradient £  becomes the steepest ascent direction. Deriving the 
subspace vectors directly from partitions of 9 is not satisfactory, since (7.33) contains the
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unspecified parameter p., which must be chosen in order to satisfy the data constraint 
(7.31a). We may think of p. as a trade-off parameter between the data and the model terms 
in the misfit function U(m). If p. is small then the data term dominates U. Conversely, if p. 
is large, then the regularization term dominates. To avoid a dependence of the subspace 
vectors on p., the obvious way to proceed is to split Q. into its data and regularization 
components, and derive the a® from the separate terms. To clarify this we rewrite Q. in 
partitioned form,
/ a  A
0-2
Ü3 £3
P4 £4
0 £5
v> ) W
(7.41)
where [fij: i = 1,...,6] are the partitions of the data misfit gradient <j>(m) into each parameter
type i.e. Pg, Pn, S, Moho, epicentral and origin time parameters respectively, and 
[£ i: i = 1,...,4] are the corresponding partitions of \|/(m). [Note: we only consider applying
regularization to the three-dimensional slowness fields and the two dimensional Moho 
interface]. The obvious choice of subspace basis vectors would consist of the six original 
data dependent terms i.e.
(0 \ (0 \
0 0
0 , a^ 2) = 0 , ... , a<6> =
0
0 0 0
0 0 0
V> ) (0 ) V V
and four new regularization terms,
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a(7>
( & A f o  \ ( 0  \
0 £2 00 , a® = 0 , ... , a(10) = 00 0 £40 0 0
) \° J v> J
(7.43)
To obtain an orthonormal set of basis vectors we must remove any linear dependence 
between the a^ 's . We note from above that vectors, a® (i = 7,...,10) are, in general, non- 
orthogonal to the first four vectors, a® (i = 1,...,4) and so we must orthogonalize the last 
four vectors i.e.
£i "
—» A3 -
ffci.flin 
I f i /
np-3 • fl3n
IQJ2
a„
04 -
f\Q-2 •
V 2 J
r ' 0 4 ^ n
IÖ4»2
&
Ö4
After normalization we arrive at a set of 10 ortho-normal basis vectors, defining a subspace 
independent of p..
Before we delve into the problem of choosing p, there is an interesting point to note 
from the subspace equation (7.39). A useful way of checking that this algorithm is indeed 
the correct subspace version of the CPC algorithm, is to consider what happens when the 
dimension of the subspace k equals the dimension of the model space M. In this case the 
ortho-normal basis vectors span the entire model space, which leads to A = I (the M x M 
identity) and so the projected Hessian (A H A) and gradient A £ become the full Hessian 
and gradient respectively. The model update is now found by combining (7.39) with (7.36) 
and setting A = I. We then obtain,
= [HDTD + G ^ G  r 1 ( GTCD‘(d - g(m0)) - (j.DTDm0 ) (7.44)8m
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This expression is different to the CPC algorithm (7.35), most notably because it solves for 
the perturbation to the model 5m rather than directly for the new model m. However, since 
they both make the same approximation, i.e. of local linearity, to optimize the same misfit 
function they must be equivalent We can demonstrate this by rewriting (7.44) as
5m = B '1 {GTCD'(d - g(m0)) - |iDTDm0 ) (7.45)
where B = pDTD + G^C^G. Replacing 5m by (m - m ^ have
m - mo = B"1 GTCD'(d - g(m0)) - |i B-1DTDm0
m = B '1 GTCDVd - g(m0)) + B '1 (Bm0 - (iDTDm0)
=> m = B"1 GTCD1(d - gCrrio)) + B‘1(|iDTDm0+ GTCD1Gm0- |iDTDm0)
=> m = B’1 ( GTCD'(d - g(m0)) + GTCD'Gm0 )
and finally,
m = ( |iDTD + GTCdiG )‘l [GTCD1(d - g(m0)) + GTCD1m0]
This shows that we can equally well optimize a misfit functional involving a model 
regularization of the form IIDmll2 by solving directly for next model as in (7.35), or for the 
model update, as in (7.44). The only difference between these two seems to be in the
numerical procedure involved. Eqn. (7.44) is equivalent to the CPC algorithm, only it does
not solve directly for the model update. In fact it is likely that it would be better suited to
larger scale problems, since evaluation of the R.H.S. involves less computation (In this case
the matrix D D is known in advance, as are the positions of its non-zero elements, and so
the product D D is more easily calculated than the corresponding term in the CPC algorithm, 
Twhere G G must be recalculated at every iteration).
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The remaining question to be resolved before (7.39) becomes a viable algorithm, is 
the choice of fi. As we have already stated above p. controls the relative weighting between 
the data and the regularization term in the misfit function. As fi —» 0, (7.39) gives the 
direction which minimizes the data term <j>(m) alone (according to a local linear assumption 
within the subspace).
Contours of Data misfit,
Steepest descent direction of V
Contours of Regularization, \jf 
/  \  \i = large
Figure 7.13 Schematic diagram showing data misfit and Regularization contours projected 
onto a subspace. As p. varies the minimum of the combined function moves along the dotted 
path between the two endpoints shown.
As JJ. increases, this direction rotates towards the corresponding minimum of the 
regularization function, as shown by the dotted line in Fig. 7.13. Ideally we would like to 
find some intermediate direction so that the data constraint (7.31a) is satisfied, i.e. move 
along the dashed line in Fig. 7.13 to the point A.
We notice however that the model update given by (7.39) is a rather complicated 
function of ji and, therefore, this task becomes rather difficult. We present here some 
alternative procedures for obtaining a value of \i at each iteration of the algorithm. They vary
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considerably in the amount of extra computation involved. The most practical option will 
depend on the particular inversion problem being solved. The preferred choice in this work, 
therefore, would not necessarily be the best for other applications.
The first possibility is simply to determine p a priori either by setting it to a constant, 
or perhaps allowing some gradual increase as the iterations continued, thereby increasing the 
influence of the regularization as the data is fit to a higher degree. In this way we impose
external biases on the problem to decide on the relative importance of fitting the data and 
regularizing the model. (This is the analogue to fixing the model covariance matrix CM
when using a regularization function involving an model norm.) If we have some strong 
indication of what these should be, or simply wish to impose such a constraint, then this 
may be a good choice as it amounts to no extra computation. In our problem, however, we 
prefer to take a more informed approach, and base the choice of p on current information 
rather than on a set of preconceived ideas.
A more comprehensive way of resolving this dilemma is to choose p such that the 
data misfit function is reduced to <j>* along the direction (7.39), as given by a local quadratic
approximation of the misfit function. In the subspace scheme the minimum of the data misfit 
is easily solved for by setting p = 0. Instead then, we might consider a subspace scheme 
where we minimize only the data misfit function, using the full ten dimensional subspace. 
In fact this would be computationally cheaper than minimizing the complete misfit function, 
since fewer terms have to be evaluated in the projected gradient and Hessian. The 
regularizing effect of the model norm would then be removed from the misfit function but re­
enter through the choice of the subspace basis vectors a® [one of the strategies suggested by 
Kennett & Williamson (1987)]. As we have already discussed, the choice of basis vector is 
itself a form of bias imposed on the problem, and the above is a good example of how this 
effect may be used to our advantage.
Although this scheme is very easy to handle it does not actually minimize the 
regularization function, but instead adds an element of bias towards it via the basis vectors.
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Ideally one should employ some nonlinear method such as that used in the CPC algorithm. 
They evaluate the data misfit for various values of p. and use a 1-D line search technique to 
find an optimum value, e.g. the Golden section. This approach requires the solution of the 
forward problem for every value of p. tested. Obviously for our large scale problem it would 
be intolerable. However, for problems of much smaller scale, it would most likely be the 
preferred choice, since no linearizing approximations are made.
To obtain an estimate of p. without solving the forward problem, we must make a 
quadratic approximation to the data misfit function along the direction given by varying p. in 
(7.39). A simple Taylor's expansion of the data misfit § to second order about the current 
model m0 gives,
<t>(m0 + 8m) = (|>(ni0) - AdTG 5m + jS m T GTCD1G 5m (7.46)
where we have used Ad = dobs - g(mQ). [To make the algebra slightly easier we shall
ignore the projection onto the subspace, for the moment, and use the full algorithm (7.44)]. 
Upon substitution of 8m into the quadratic approximation for <|> we have,
<Km0 + 8m) = <t>(m0) - AdTG (nDTD + GTCDIG)’1 [GTAd - |iDTDm0]
+ j  [AdTG - |im^DTD] F 1 GTCD1G F 1 [GTAd -|iDTDm0]
T 1 Twhere we have used F = [G C^G - |iD D]. The objective of this exercise is to determine
the value of p. such that <Km0 + 5m) satisfies the data constraint (7.31a), or comes as near to
it as possible. As it stands we cannot solve for p. directly using this expression, since it
appears inside the matrix inverse terms. The simplest way of rectifying the situation is to
assume that the elements of p. D D are small compared with the corresponding terms in 
T 1G Cd G. This may actually be quite a reasonable assumption for the seismic problem. We
know that in the linear study the elements of G are just the pathlengths of the rays in the 
cells, which are of the order ~ 10 - 100 kms. For a similar parameterisation scale in the
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nonlinear case, they are unlikely to be wildly different We expect then, for data covariances 
between 0.1 and 0.4 s, that the elements of GTC^G will be of the order ~ 102 - 106. The
matrix D however, will only contain values of ± l/2Ah, where Ah is the parameter spacing 
in kms (since the elements of D are just the coefficients of the slowness parameters in a
numerical approximation of first derivatives). D D will therefore contain values of ~ 10 -
0 T 110 . At the very least then we would expect the elements of G CDG to be between 2 - 3
orders of magnitude greater than the corresponding values in D D. The value of |i would
have to be of a magnitude in excess of this before D D could make any appreciable 
contribution to the inverse Hessian [GTC^G - jiDTD]. Neglecting this term then we have
<t>(m0 + 8m) = (j>(m0) - AdTG (GTCD1G)'1 [GTAd - liX^DmJ
+ j[A dTG - )im^DTD](GTCD1G)'1 GTCd‘g (GTCD1G)'1[GTAd - ^ D m J
=> <Km0 + 8m) = <|)(m0) - AdTG (GTCd’G)"^  [GTAd -
+ j  [AdTG - nmgDTD](GTq )1G)'1 [GTAd - |jDTDm(>J
Then expanding the third term we have,
<j)(m0 + 8m) = <j>(mQ) - AdTG (G^C^G)'1 [GTAd - |iDTDm0]
+ jA d TG (GTCd1G)‘1 [GTAd - ^DTDm0]
- inm^DTD(GTq,1G)‘1 [GTAd - |iDTDm0]
or,
(|)(m0 + 8m) = <*>(m0) - jA dTG (GTCD*G)'1 [GTAd - |iDTDm0]
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- jnmgDTD(GTq 31G) '1 [GTAd - |iDTDm0]
Now expanding the second and third term on the R.H.S. we have, 
(t>(m0 + Sm) = <t>(mo) - yAdTG (GtCd'G)'' GTAd
+ jM.2m^DTD(GTq 31G)'1DTDni0
+ y  [iAdTG (GTCd1G) 1 DTDm0
- |nm^DTD (GTcj)1G)'i GTAd
The last two terms, which are both equal to a scalar, form a transpose pair with opposite 
sign, and therefore they must cancel. We are left with
<t>(m0 + 5m) = (jxm^ - iA d TG (GTCD1G)'1 GTAd + \ n2m^DTD (G ^ G )'1 DTDm0
The first and second terms on the R.H.S. may be identified as the data misfit that would 
result, under a quadratic approximation, if we minimize ({)(m) alone, i.e. set ji = 0. For our
simple form of data misfit (7.31b) this is just the least squares approximation, and so we 
rewrite these terms as (f)^. Solving for (I now gives us,
_  _  1/2 
________ ( <!>* - <I>LS )________
U y m T0DTD (GtCd1G)'1 DTDm0
where we have replaced the new data misfit <J)(m0 + 8m), with the data constraint value 
which is aimed for <j>*. We may rewrite this expression for \1 in the more compact form
1/2
( " ^T .S  )
i f l 1TÜ-12
(7.47)
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where the terms in the denominator are just the regularization component of the misfit 
gradient and the data component of the Hessian. This expression is very similar to one 
derived by Jackson (1976) when determining confidence contours for a linear inverse 
problem. By examining the problem considered by Jackson we find the geometrical 
significance of dropping the regularization term p£> D in the matrix inverse. Jackson's
Most Squares technique may be used to map out the position, in model space, of the misfit 
contour with <j) = (j)*, about the least squares solution (j)^. This is achieved by finding the 
extrema of m in some direction b under the constraint <()=<{>*. Where m here is taken to
mean the movement in model space away from the least squares solution. The solution is 
found by extremizing
mT b + —  ( <|> - <)>,) (7.48)
2H
where \i is the Lagrange multiplier for the problem and (}) in this problem has been defined as
<t>(m) = (dobs - Gm)T (dobs - Gm) (7.49)
The solution is
IÜLS = (GTG)_1 (GTAd - |ib) (7.50)
and J i  is given by
( <!>» - <t>LS )
bT(GTG)"1b
(7.51)
Note this expression does not contain the 1/2 or the data covariance term C^ 1 simply because
the definitions of the data misfit functions differ [c.f. (7.49) and (7.31b)] . It would appear 
then that the value of }i suggested by (7.47) is the one that would produce a step down the 
steepest descent direction of the regularization term, -0M to the point closest to the data misfit 
contour <()*, based on a local quadratic approximation to the data misfit (see Fig. 7.13). This
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seems to be a reasonable value of 11 to choose since it provides a movement away from pure 
data fitting and a look towards the regularization function by way of its local gradient. The 
expression equivalent to (7.47) in the subspace scheme may be found by repeating the entire 
procedure using the appropriate subspace model update [i.e. combine (7.39) & (7.36)]. It 
turns out, rather unsurprisingly, that an expression similar to (7.47) is obtained with all 
vectors and matrices replaced by their projected counterparts i.e. we get
-,1/2
( 4>. - <t>LS )
H L a  (ATHnA)-> ATa,
(7.52)
where
^  = «Mng - i f i TDA(ATHDAy1ATfiD (7.53)
T T TThe projected gradient and Hessian components A £D, A 0M and A HDA are calculated
routinely as part of the subspace scheme, and have sizes of merely (k x 1) or (k x k). The 
value of 11 may be found with very little effort Although we have described the geometrical 
effect of eqn (7.47) as a 'look down the steepest descent direction of the regularization 
term', that does not mean that our model update 5m will be in this direction. We propose to 
use the value of p. given by (7.52) & (7.53) yet retain the full subspace expression (7.39) 
i.e. including the Hessian of the regularization, HM.
This then gives us a convenient way of imposing regularization within the subspace 
scheme using an approach similar to the CPC algorithm. The original problem considered 
by Constable et al. was grossly under-determined, and, therefore, the need for some sort of 
sophisticated regularization was great. In our problem it really only makes sense to employ 
the approach suggested above when the number of slowness parameters is much larger than 
the number of data. There exist, therefore, two alternative strategies that may be considered. 
We could fix the number of slowness parameters at the maximum allowable and use this 
regularized approach throughout, or vary the parameterisation scale (as originally planned)
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and introduce the regularization only in the latter stages. Since the variable scale feature built 
into the slowness model is really a form of in built regularization it would be interesting to 
examine its effect on the problem. In ch. 8 we apply both of these approaches to our 
nonlinear inversion problem and examine the results. Experience with the linear inversion 
shows that the Moho parameters are the most poorly constrained of all parameter types. 
They are therefore a prime candidate for the regularization process described above. The 
appropriate parts of the D matrix may be easily chosen to suppress vertical gradients in the 
Moho interface (see the Implementation Section below), and so we propose to incorporate 
this in all nonlinear inversion trials. Overall we have a versatile and inexpensive mechanism 
for applying, what we suggest, is an appropriate form of regularization to the 3-D seismic 
problem.
7.42 Alternative measures of data f i t : Non-Gaussian error statistics
To test the inversion algorithms and the performance of the variable parameterisation, 
several trials were conducted using a limited number of travel times from earthquakes and 
blasts. During these trials a rather disturbing fact came to light. An unpleasant feature about 
solving the Ray equations in any moderately complex velocity field is the existence of 
secondary phases. [Actually this feature is only unpleasant because our data is not of 
sufficient quality to allow reliable picking of later arrivals. If it were of sufficient quality, 
secondary phases would be a distinct advantage since they provide extra raypath coverage 
and hence more constraint on the velocity field.]
Being restricted to first arrivals means that a particular phase must be determined 
when solving the forward problem. For laterally heterogeneous media this may become 
very difficult, as we discussed in some detail in Section 7.2. The only way to ensure that 
the travel times calculated by the ray tracer are in fact those of first arrivals, is to find every 
phase for all source/receiver pairs and take the earliest. This approach is too expensive at 
present and so it must be rejected. In Section 7.2 we hypothesized that ensuring all rays
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were first arrivals in the initial velocity model would encourage the ray tracer to pick out the 
first arrivals in a slightly perturbed model. On the whole this seems to have been justified in 
subsequent trials. An examination of the travel time residuals indicates that, in 96% of 
cases, first arrivals are indeed being determined (since a gradual decrease in each residual is 
observed without any wild fluctuations). However 4% of cases did show some 
considerable changes in the size of travel time residual. These were all found to be due to a 
secondary phase convergence, and in each case the travel time residual increased by 2 - 3 
seconds, which represents a substantial increase since the average residual is about 0.05 - 
1.0 s. Therefore the overall effect of secondary phase convergence is to cause abnormally
large residuals to be generated at various stages of the inversion. Unfortunately these are the 
very worst circumstances in which to use an L2 norm for the data misfit <}>(ni), since this
type of function is heavily biased towards large residuals.
From a probabilistic viewpoint, employing an L2 data norm is equivalent to
assuming a Gaussian probability distribution for all errors in the problem. As we discussed 
in section 2.1, the assumption of Gaussian statistics may, at best, be appropriate for 
observational picking errors. However it is implicitly used to model all other error 
contamination; in particular, those due to inadequacies in the forward modelling procedure 
and the finite parameterisation, which may be far from Gaussian. Tarantola & Valette 
(1982) suggest a way of dealing with such errors which depends on knowing their 
appropriate probability distribution (see ch. 2). In the present case we have little idea of this. 
All we really know is that large residual outliers will occur at unspecified intervals and that 
we have virtually no way of preventing them. The only course of action open to us is to 
adopt a more robust data misfit function. We briefly examined some alternatives to the 
quadratic data norm (7.31b) in ch. 2, and suggested the use of Jeffreys statistics for the 
hypocentre location problem. We recall that the Jeffreys probability distribution consists of 
a sum of two Gaussians, one much broader and with a smaller central peak than the other 
(see Fig. 2.1). The broader background distribution has the effect of drastically reducing the
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influence of the outliers on the misfit function. Combining the probability distributions for 
each damm produces the Jeffreys probability density function, which we may re-write in the 
convenient form
L(r) exp
r-p
2o?
V V
+ /
W 2 i 2V2
V J
(7.54)
where rj is the usual data residual defined by, q = dobs j - gj(m) (for i = l,...,n). This
expression may be rewritten in the more compact form
n
L(r) = Yl fjCrj) 
i = 1
(7.55)
where fj represents the bracketed term in (7.55). Taking the log (7.54) gives us a log- 
likelihood estimator,
J(m) = - In [L(r)] + In [L(0)] (7.56)
or,
J(m) = |f . (r;) + f. (0)
i = 1
(7.57)
The constant term, In [L(0)] is introduced so that J 0 as q —> 0 (for i = l,...,n). The term
L(m) must be minimized in order to maximize the probability density function, and so we 
arrive at a data misfit function to rival the Gaussian (|>(m) given by (7.31b).
The advantages of this type of misfit function over the usual Gaussian statistic is best 
illustrated by a simple example. Fig. 7.14 shows a plot of three different forms of misfit
function against iteration number obtained from a test run of the inversion algorithm. The 
actual function being minimized during the inversion is the original data norm, equivalent
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to the assumption of Gaussian errors. The other two curves show the corresponding values 
of the Jeffreys and data norm, based on the same set of residuals.
The most obvious feature of the diagram is the large increase in the Gaussian misfit 
function at iteration 2. Of the 25 rays used in this simple example only 1 residual was 
observed to increase at iteration 2, and this was subsequently found to be due to a secondary 
phase convergence. However this erroneous ray accounts for nearly 50% of the entire 
misfit function. At the next iteration the ray failed to converge and was automatically
removed from the dataset, which contributed to the sharp decrease noticeable in the 
Gaussian misfit, and to a lesser extent the LT norm.
Jeffreys
Iteration
Figure 7.14 Plot of misfit functions for trail a inversion using 25 rays. The Gaussian 
misfit function is actually being minimized during the inversion, while the other two are 
calculated from the same set of residuals. Note the large increase in the Gaussian function at 
iteration 2 is due to a single outlier in the set of residuals. The Jeffreys function is not biased 
by this single residual since it is more representative of the complete set of residuals.
In contrast the Jeffreys function shows a smooth transition across the same section of the 
diagram. This is entirely due to its more robust nature. In this example the background
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distribution had a value for /  = 0.05 and v = 2.0 s. Plotted below in Fig. 7.15 are the Loss
functions for each of the misfit functions in Fig. 7.14.
The Loss function describes the influence of a single data residual q on the misfit 
function, <|>. For the Gaussian function, therefore, it has a quadratic nature, and for the Lx 
norm, a linear one. In the case of the Jeffreys statistics it is given by J with n = 1 in (7.54) 
& (7.56). Again we have plotted the Jeffreys function with v = 2.0 s. Notice that with a 
data covariance of Gj = 0.1 s, a residual of between 2 - 3 s has a scaled value of
7.0
/ /  Jeffreys
Gaussian
L . N orm
Scaled Residual
Figure 7.15 Diagram o f scaled residual q/cq against Loss function for Gaussian, Lj and 
Jeffreys. Note the Jeffreys is sub-linear for large values of the residual.
between 20 - 30 and hence the ordinate would plot beyond the range of diagram where the 
Jeffreys function is considerably smaller than its two counterparts. It is unsurprising then 
that the anomalous residual at iteration 2 in Fig. 7.14 (which is ~ 3.1 s) dominates the 
overall misfit function in both the Gaussian and the Lt norm. However it has very little
effect, if any, on the Jeffreys function.
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Note the fluctuations in the curves in the final iterations are due to the removal and 
re-introduction of 2 - 3 failed rays. The failure in convergence in these are assumed to be 
due to the small number of rays in the inversion producing instabilities in the velocity field. 
The effect of their re-introduction seems rather dramatic because nearly all other data 
residuals have become very small by this stage. We notice again that the Jeffreys function is 
affected least by this process, since it is more representative of the general trend in travel 
time residuals.
Although this is only a simple example with a small number of rays, it provides a 
stem warning of the likely effects of using non-robust data functions in the full inversion. 
We are strongly advised therefore to incorporate the Jeffreys statistics to account for the 
errors introduced in solving the forward problem. It is interesting to note that in the 
Earthquake hypocentre location problem considered earlier, the Jeffreys statistics were 
introduced to model errors in the adopted velocity model, whereas now they are being used 
to account for errors in the actual tracing of rays through the model.
The value of v in the Jeffreys function (7.54) controls the shape of the Loss function 
in Fig. 7.15, and, to some extent, its property of robustness. The value of 2.0 s, used in the 
trials above, was based on the average size of residuals observed in all trials for secondary 
phases in both P and S-waves. The parameter f  controls the relative heights of the central 
peaks in the two probability distributions [see Fig. (2.1)] e.g. f  = 0.05 corresponds to a 
background Gaussian with central peak at 5 % of the original. This value is chosen purely 
because secondary phases were observed in approximately 4 - 5 % of cases, and for no 
other reason. Nevertheless it seems to be a reasonable one since it has efficiently damped 
out the large residual in Fig. 7.14.
Perhaps one of the key factors in maintaining the devotion of workers to Gaussian 
statistics is in its simplicity and ease of implementation. In a linear or linearizable problem 
one may usually set the problem up using a linear system of equations, and so it becomes a 
simple task to turn to the vast amount of literature and techniques available to solve such
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systems. The form of the Jeffreys statistic appears, at first sight, to be considerably more 
complicated than the corresponding quadratic form. However, with a little effort, we may 
obtain expressions for the gradient and Hessian of the Jeffreys statistic which show a great 
deal of similarity to those of the Gaussian. Furthermore their calculation proves to be no 
more expensive, and may be performed with only minor adjustments to the existing 
computational code.
To find the gradient of the Jeffreys function we shall use the general form of a log-
likelihood estimator (7.56) since the Gaussian quadratic misfit may equally well be
represented in this way. Differentiating (7.55) with respect to the model parameters mk
dJgives us the components of the gradient vector ^ — ,
3 5 ^  = - Gik£i (7.58)
9giwhere G is the usual Frechet derivative matrix, G^ = and
„ _ J _  3L
i L(r) <5rj* (7.59)
£i is a vector in data space whose i th element is determined from (7.54). For the i th ray 
then we have,
a. r. exp
2 a2
V ' )
+ b. r. exp
f-p
2v‘
\  n
ai exp
2 of  
V J
+ b: exp
2\f
V J J
(7.60)
(1-f) f • äj ' b:
where aA = i__ = __ , a. = - —  and h = - — This is actually rather easy to
C [ ^ 2 k o f
evaluate since it is only a function of the data residual r^ We may re-write (7.58) in the 
more compact form
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(7.61)
w here f  = . The vector £ with com ponents £i may be looked upon as a sort o f weighted
data discrepancy vector equivalent to C^1 (dobs - g(m)) in the Gaussian case. The gradient of
the Jeffreys m isfit function, w hich we shall denote as m ay then be w ritten in the 
convenient vector form,
Gt £ (7.62)
Continuing, then, we find the appropriate Hessian by differentiating J(m) a second time with 
respect to the model m. From  (7.58) we obtain the components o f the Hessian H^,
Gik Gj i3 T  - (7.63)
T he second term  on the R .H .S. is again the derivative o f the G m atrix  encountered
previously, which we usually neglect, to keep the problem  tractable (see above). The term 
3£i
involving may be determined from (7.60) or (7.61). W e have
d£{
3F-
fA2
L vfv
5 u (7.64)
" i
w here 8^ is the K roneka delta and f. = w hich is given explicitly by differentiating
f. tw ice i.e.i
2
r i
1 ‘ « ?
ai exp
2 G?
V J
+
r?"1i
1  -  — t h  exp
r-p
2v:
V J
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Having dropped the second term we may write our approximation to the Jeffreys Hessian in 
the more compact form,
H = GT Cj G (7.65)
OUi
where Cj is a diagonal matrix such that (Cj).j = Again this expression is very similar to
the corresponding Hessian for a Gaussian misfit function (see eqn. 6.12). In this case we 
have the inverse data covariance matrix C^ 1 replaced by Cj5 and the elements of Cj are now
functions of the data covariances Gj and the data residuals q, rather than just the Gi (see
appendix C). All we have to do, then, to incorporate the Jeffreys misfit function in our 
inversion algorithms is replace the weighted data residual vector Cß(dobs - g(m)) by the
new vector £ when calculating the data misfit gradient, (which is a trivial exercise since the
components of one may be determined directly from the components of the other), and 
likewise replace Cq1 with Cj when approximating the Hessian.
To apply the subspace scheme to a minimization problem involving the Jeffreys data 
function we require only expressions for the data gradient and Hessian, HD andfrD, which
we have just determined. For example, replacing the Gaussian misfit function <J)(m) in 
(7.39) with the Jeffreys function J(m), would result in a subspace algorithm,
8m = AT[ AT( )lDTD + GTCj G )A ] " 'AT ( GT£ - nD ^n io  } (7.66)
where the implication is to derive the subspace basis vectors a® in the usual way, but using 
the new component of the steepest descent direction G £. Because the structure of the new 
data gradient and Hessian is very similar to the previous case, only minor modifications are 
required to the existing code. In particular, the projected Hessian and gradient vector may be 
calculated ray by ray in exactly the same manner as described in section 6.3.5. To determine 
a value for j i  we may repeat exactly the same procedure as in section 7.3.1. In the interest of 
brevity we shall omit the proof, since it is almost identical to that above. With the same 
approximations, then, we obtain
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(7.67)
j S.TmA (AtHdA)-1 ATaM
where HD is now given by (7.65) and JjI=0 is the quadratic approximation of the Jeffreys 
statistic found by minimizing J(m) alone in the subspace i.e.
Again all of these terms may be calculated easily from the projected Hessian and gradient 
components, just as before. We have shown, then, how the Jeffreys misfit function may be 
incorporated into the inversion algorithm with only minor alterations to the original scheme. 
In fact any log-likelihood misfit function could be included in a similar way.
In this chapter we have described in detail the mathematical and computational tools 
developed to tackle our nonlinear inversion problem. We have attempted to give a clear 
explanation of the mechanisms involved and the reasons for their introduction. The 
combination of a robust data misfit function, model dependent regularization function and a 
variable scale slowness model should, in theory, provide some powerful tools for dealing 
with various aspects of the problem. In the next chapter we apply the proposed algorithms 
to the travel time data in SE Australia and discuss the results in detail.
7.4.3 Implementation o f the nonlinear scheme
From a computational viewpoint there are several features of the inversion algorithms 
which require further explanation and comment. The introduction of a regularization term in 
the misfit function means that several new calculations have to be performed to obtain the
projected Hessian and gradient. In particular we need to determine the regularization 
contribution to the projected Hessian A HMA and the projected gradient A frM, which we
may write more explicitly as jiATDTDA and fiATDTDm respectively. Both of these 
expressions involve the regularization matrix D which determines the nature of the 
regularization used in the inversion, and is as yet unspecified. In the 3-D seismic problem
JH=0 = J(m0) - j  £t GA (AtHdA)‘1 AtGt £ (7.68)
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we choose to define a 'simple' or 'uninformative' model by the magnitude of the local spatial 
gradients in the slowness field and the Moho interface. This is by no means the only choice 
possible, however it seems to be a reasonable one for our problem, and is the natural 
analogue to the one-dimensional case encountered in the original CPC algorithm. In this 
case, then, we should choose D such that the regularization term IIDmll , which may be re-
written asm  D Dm, represents some measure of the local slowness and Moho gradients in 
the model m. If we define a slowness parameter m ^ , where the 3 indices represent the
spatial position of the corresponding slowness knot (see Fig. 7.9), the simplest way of 
obtaining the local slowness gradients is to use a numerical approximation i.e. for the x 
direction,
m i-H,jk ~ m i-l,jk
2Ah,
(7.69a)
the y direction,
m i,i+i,k ~ mi,j-l,k 
2Ahy
(7.69b)
and the z direction,
S = (7.69c)
2Ahz
where Ahx etc., are the distances between knots in the respective directions. In a similar
manner we may represent vertical gradients in the Moho interface, although in this case we 
have only two gradients, which we shall call Ix and Iy. If we choose D such that the
components of the vector Dm has terms such as Sx, Sy, Sz, Ix and Iy, then the regularization
function m D Dm will become simply the sum of the squares of these terms, which seems a 
reasonable measure of the overall size of gradients. [Note: we could, if desired, use some 
other combination of the gradients here, rather than the sum of squares which is subject to 
the usual problems of robustness. A Jeffreys type statistic similar to that suggested for the
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data misfit (7.54) could, equally well, be used. In this case the analogue of the data residual 
Tj in (7.54) would be either a slowness gradient S or a Moho gradient I. The procedure
required to obtain expressions for the Hessian HM and gradient would then be similar to
that carried out for the data misfit in section 7.3.2.] For the sum of squares case then, D 
takes the block diagonal form,
i \
d 3
0
0 J
(7.70)
where the sub matrices D p are used to represent the regularization of the different parameter
classes. The indices 1 to 4 refer to the Crustal and upper Mantle P-wave velocity
parameters, the S-wave velocity and Moho depth parameters respectively. For each model 
parameter in the p th class, the matrices Dp (p = 1,..,3) will have a row corresponding to 
each of the 3 slowness gradients i.e. 3np rows in total, where rip is the number of parameters 
in the pth parameter class. Similarly D4 will have 2n4 rows. The number of columns for all 
four sub matrices is given by rip. It is evident, then, that D is rather sparse, containing at 
most three entries of ± l/2Ahx etc. in each row, and so the calculation of the vector Dm by a
simple matrix multiplication would be very inefficient. However we may avoid this 
laborious task by considering each model parameter in turn, since then the positions of all 
non-zero entries in D are known in advance and Dm may be evaluated easily. The dot 
product of Dm with itself then gives the value of the regularization function. A close 
examination of the projected Hessian component A D DA and the projected gradient 
component A D Dm will show that the only calculation required is the multiplication of D 
by various model space vectors, which is exactly the case just considered. We therefore 
treat all calculations involving D in the same efficient manner by performing one cycle over 
the model parameters. Note also that no extra storage is required to handle the D matrix,
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since all non-zero elements of D are either ±l/2Ahx, ±l/2Ahy or ±l/2Ahz the sign being 
determined at the time of reference.
In most large scale inversion problems storage requirements and efficiency are
primary considerations in choosing a suitable algorithm. In practice either of these is
sufficient grounds for rejection. It is seems worthwhile then to make a few comments about
these factors in relation to the proposed subspace schemes. We described above how the
regularization may be incorporated without increasing the overall storage requirements. In
this case some advanced knowledge of the values and positions of the non-zero entries in D
allows us to completely avoid having to store it. In addition it makes the matrix
multiplications involving D much more efficient since we automatically avoid all zero entries.
In large scale problems this can amount to a considerable saving since it is likely that D will
have only 1 - 2 % of non-zero values. The major storage requirement in the subspace 
scheme is due to the Frechet derivative matrix G (Note the complete Hessian G CDG is
never required since we only invert the small projected Hessian). Again this matrix is of 
block diagonal form because of the presence of different parameter types in the problem. It 
is usual to store only the sub matrices along the diagonal of G. However in problems of 
very large scale, even this may prove to be inefficient since the sub matrices are, themselves, 
very sparse. At the finest scale of our variably parameterised 3-D slowness model we have 
over 60,000 model parameters, and so the total size of the sub matrices is very large indeed 
-  108, most of which will contain zeros. Under these circumstances complete storage of the 
G matrix is not computationally feasible and normal matrix multiplication becomes rather 
unattractive. To perform all of the operations required involving these large matrices we 
really need only store the equivalent of twice the number of non-zero values in G, i.e. all of 
the non-zero entries and all of their positions. In a manner similar to that used to handle the 
D matrix, we may calculate terms like GTa® or GTAd by referencing only the finite entries 
in G and therefore avoid the enormous number of zeros. This is both efficient and 
comparatively inexpensive in terms of storage. When dealing with large scale matrices,
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then, it becomes worthwhile to exert a little effort in organizing the computational code in 
this way since considerable benefits may be obtained.
Overall the strategy in the nonlinear inversion is to be as flexible as possible in the 
attack on the problem. For the reasons discussed above, the Jeffreys function (7.56) shall 
be used throughout to represent the data misfit. However, as we have already mentioned, 
the regularization function is really only intended for the final stages of the inversion, when 
the parameterisation has been reduced to the finer scales and we have a severely under- 
determined problem. Although we have proposed to perform a nonlinear inversion it is 
conceivable that some intermediate strategy may also be of use i.e. we could update the 
Frechet derivatives and arrival times once every couple of iterations. This is tantamount to 
assuming that after a single iteration the local curvature information on the misfit function, 
which is essentially contained in the matrix G, may still be useful in determining a good 
descent direction. We might loosely describe this procedure as a combination of nonlinear 
and linear steps. The iterations in which G is kept constant would be very cheap 
computationally and so we are tempted to incorporate them into the algorithm. This remains 
a viable option which we will experiment with in due course. At present we do not discuss 
termination criteria since this is best dealt with in conjunction with actual results.
8.1
8. NONLINEAR INVERSION RESULTS
In this chapter we present and discuss the results of the nonlinear inversion study and 
examine the performance of the algorithm proposed in ch. 7. In studies such as this it is 
often the case that more insight is gained during the actual implementation of the numerical 
algorithm than from the preceding analysis, especially when the problem involves real data 
with all of its inadequacies. This was certainly true for the linear inversion and is also the 
case in the nonlinear study. Several factors have come to tight during testing of the nonlinear 
scheme which have caused a reappraisal of some preconceived ideas and also some 
refinements of the inversion algorithm. These are described below and their implications 
discussed. In the latter part of the chapter we present full details of the 3-D seismic velocity 
models obtained from the nonlinear inversion and discuss the relative merits of each. We 
place particular emphasis on determining which part of the models better resolved and make 
a comparison in these areas to the results from the linear study.
8.1 Raypath densities in three dimensions
In order to test the nonlinear inversion scheme many trials were performed on a small 
number of rays. These trials allow us to examine the workings of the computational scheme 
and tune the algorithm itself without any exhaustive computations. As we discussed in 
section 7.3, one of the major reasons for constructing a finely parameterised slowness model 
is so that an under-determined inversion problem results. In this case the observed data may 
usually be predicted to a high degree of accuracy and so we are more concerned about the 
amount of detail which must be introduced into the model to cause the achievable degree of 
data fit, than the data fit itself. In an over-parameterised regime, such as this, we necessarily 
treat the inversion problem in a more realistic manner, however the major practical advantage 
(in the view of the author) is that the implicit biasing caused by a crudely parameterised 
inflexible model is removed, and instead all control on the model behaviour is concentrated
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Nonlinear Inversion 8.2
into an explicit regularization term. The form of the regularization (or smoothing) function, 
and its physical significance, are therefore of paramount importance. For this reason we 
carefully considered the alternatives in ch. 7 and derived a scheme similar to the Occam's 
inversion algorithm of Constable et al. Our 'pseudo-Occam' algorithm is best suited to a 
slowness model which is over-parameterised with respect to the available data, however we 
have not yet determined whether this is the case in all parts of the model.
Figs. 8.1a, b and c show horizontal and vertical slices of the raypath density function 
determined from the 3-D ray tracing scheme, and using the linear gradient velocity model 
displayed in Fig. 8.2a.
P-velocity (km/s)
5.0 6.0 7.0 8.0
Figure 8.2 Velocity model obtained from averaging the Finlayson & McCracken 
model in Fig. 2.6a, used as a starting point for the nonlinear inversions.
At first sight these diagrams show some rather surprising features. The number of rays per 
1000 km3 (i.e. a cube of side 10 km) varies between 500 - 600 in the inner regions of the 
model and remains above 50 across the entire network. We recall from ch. 7 that at the 
finest scale allowed by the variable model the knot separation i s ~ 1 3 x l l x l 0  km, and so
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the model is still largely over-determined inside the network and under-determined outside, 
even though the model parameters outnumber the data by a factor of ten. The reason for this 
is that the rays are concentrated beneath each of the seismic stations, the pattem of which is 
clearly seen in Fig. 8.1a, (c.f. Fig. 2.6). Since the sources are reasonably well distributed 
across the model, the enormous variation in raypath density is primarily caused by the 
irregular network geometry.
It is rather comforting to learn that there exists a large number of rays throughout the 
inner network region, at least at shallow depths. However this means that the problem is 
still under-parameterised within the network. In fact it is virtually impossible to produce an 
over-parameterised model, especially with limited computational storage available, because 
rays will always converge underneath each station. This feature has some implications for 
the performance of the subspace inversion, since each parameter type is represented by the 
gradient vectors of the regularization and data misfit functions, and they themselves are 
strongly influenced by the data density. As a result the slowness parameters covering 
regions of high data density will have the greatest influence on the data misfit function and 
will be perturbed by the largest amount at each iteration. Since rays are always concentrated 
beneath each station the raypath density cannot vary significantly during the inversion, and 
so the only obvious way of dealing with the problem is by smoothing the model.
In the present set up model smoothing may be achieved in two ways i.e. explicitly 
through the regularization function (which is re-examined in section 8.2), and implicitly via 
the variable scale parameterisation. As the model scale is changed during the inversion the 
relationship between data and slowness parameters is also changed, and so the influence of 
the raypath densities will be spread out in the early stages and become more acute as the scale 
is reduced. In this way a greater region of the model will play a significant role in the 
inversion than would be the case with a fixed model parameterised at the finest level. The 
performances of implicit verses explicit smoothing in the full data inversions are discussed in 
conjunction with the inversion models in section 8.4
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[Note: Another way of removing the imprint of the data density on the subspace 
vectors, and hence the slowness model, is by tampering with the relative sizes of 
components in each subspace vector, perhaps by weighting them inversely with respect to 
the raypath densities. This is a form of pre-conditioning which we reject for the present on 
the grounds that it may induce instabilities into the algorithm.]
8.2 A reappraisal of the regularization function
In order to allow an adequate interpretation of the nonlinear results presented in 
section 8.4 we discuss some aspects of the regularization function IIDmll proposed in 
section 7.4, which have come to light during the testing of the algorithm. As we indicated 
above, the purpose of the regularization function in an over-parameterised regime is to select 
the smoothest model amongst all those that fit the data to within an acceptable level. 
However we have also shown that, with the dataset presently available, the model is 
simultaneously over and under-determined. Because there exists an over-determined part of 
the model it is unlikely that data will be well fit, and by smoothing the model we may well 
reduce the data fit. In these circumstances finding an appropriate balance between the two 
forces becomes important. The scaling factor p, introduced in section 7.3, determines the 
balance between these two factors. If p is too large, then the inversion algorithm will 
proceed to smooth the model, allowing the data fit to increase, perhaps significantly. If it is 
too small then little smoothing will take place, and we run the risk of introducing 
unnecessary detail into the model.
A poor choice of p may also result in problems of a more practical nature. In early 
trials with the inversion algorithm it was found that smoothing the slowness model in the 
depth direction increased the sensitivity of the solution on p to such an extent that the 
algorithm became unstable. In these trials the inversion was started from a simple 1-D 
velocity model (i.e. the one in Fig. 8.2), and with this type of velocity field the regularization 
function is dominated by the depth derivatives, from the upper most and lower most layer of
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and so in general there will exist an infinite number of models at the minimum of IIDmll2. 
The contours of IIDmll must therefore form a long valley like structure in model space, at the 
bottom of which lie all the models which satisfy (8.1). Using this type of regularization 
function will not in general produce a unique solution to the optimization problem unless the 
data fit itself selects a single model along the minimum valley. However it is unlikely that 
any model along the valley floor (i.e. any laterally homogeneous model) will fit the data to 
within an acceptable level, and so this feature may not become a major problem. 
Nevertheless it is worthwhile noting that the minimum of IIDmll is non-unique if there are 
models for which Dm = 0.
8.3 Performance of the inversion algorithm on a limited dataset
As we discussed in section 7.2, during the 3-D ray tracing a small fraction of the rays 
to fail to converge at each iteration, and so it is necessary to correct the data misfit for this 
effect. In all the inversion results presented here a linear correction has been applied at each 
iteration i.e. the data misfit has multiplied by the ratio of the number of rays traced through 
the current model to the number of rays traced through the original model. In a similar way, 
the regularization function needs to be corrected for the number of slowness parameters 
present in the model, otherwise the apparent roughness of the model would increase at every 
change of scale. This adjustment is made during the inversion and the values referred to 
from here on are actually the model roughness per slowness parameter.
To demonstrate the performance of the inversion algorithm and the importance of an 
appropriate balancing of the data fit against model smoothing we display the results of a few 
trial inversions performed on a subset of the data. In all cases the initial velocity model used 
was that shown in Fig. 8.2.
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8.3.1 Case A: Trial inversions using the original technique for calculating the scaling
parameter ß
Fig. 8.3a shows the convergence curve for two variable scale inversions on a dataset 
of 31 rays, 17 of which are the result of blasts and 14 from a single earthquake. The 
Jeffreys function has been used to represent the data misfit and in both cases the scaling 
parameter p. is given by the expression (7.67), derived in ch. 7. The solid curve shows the 
misfit trend for an inversion without depth smoothing and the stippled curve for one with 
depth smoothing. [In order to refer to the different parameterisation scales in a convenient 
manner we introduce a smoothing parameter n, where n = 24 indicates the broadscale model 
with knot spacings of 1.5 degrees, and n = 2 indicates the finest model with spacings 
between 11-13 km (see section 7.2). For all models the knot spacing in depth remains at 
9.75 km.] In the inversion without depth smoothing, the data is fit to a high degree 
because the problem is fully under-determined with the small dataset, and there is no 
competition between data fit and model smoothing. In fact during the final stages, the misfit 
has fallen to between 3 - 4 % of the original. The model scale was also reduced across the 
full range, i.e. from n = 24 to n = 2. From Fig. 8.3b we notice that the model roughness 
trend initially increases in response to the sharp decrease in data misfit, and then decreases 
while the data fit continues to improve. A second increase occurs in the latter stages and is 
not accompanied by any major decline in the data misfit, which by this time has decreased by 
over 90 % anyway. In this case the method for determining p has worked rather well in 
reducing the data fit, however there is no real competition from the smoothing process
The inversion with depth smoothing has a rather different data misfit trend. After a 
much slower decrease in misfit than in the previous case, the trend is reversed and the misfit 
is increased, indicating that the problem has become unstable. The model roughness for this 
inversion is shown in Fig. 8.3c. Note that the roughness values here are an order of 
magnitude higher than in the previous case, confirming that the depth gradients have 
completely dominated the regularization function. In this case the inversion does not start
a)
^  80 -}
Iteration
3 1500
OS 1000
Iteration
50000
£  40000
30000
20000
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Figure 8.3 a) Data misfit trends for a fixed scale (solid line) and a variable scale inversion (stippled line) using the 
original method for determining the scaling parameter j i ,  b) shows the model roughness trend for the fixed scale (n =2) 
inversion and c) for the variable scale inversion. Note for the curve in c) the slowness depth gradients contribute 
towards the regularization function and so the values are much higher than in b) where only lateral gradients are 
included.
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from a model which is at the minimum of the regularization function, and the data fit is 
considerably worse. The problem is therefore inherently more difficult to solve under these 
circumstances.
Without the depth smoothing, the only real fault with the value of }1 given by the 
expression (7.67) is that the model roughness function achieves relatively large values i.e. it 
permits the data misfit to dominate over the regularization function. For some applications 
this may be no bad thing, however for our problem it is possible to find a smoother class of 
model, which fits the data equally well, by using a different technique to determine p.
8.3.1 Case B: Trial inversions using an eigenvalue technique for calculating the scaling
parameter fj.
An alternative way of choosing p at each iteration, is to use the eigenvalues of the 
projected data and regularization Hessians (see ch. 7.). The procedure used here is simply to 
set p equal to the ratio of the maximum data Hessian eigenvalue to the maximum 
regularization Hessian eigenvalue. In our trials this was found to produce a consistently 
larger value for p, than in the original method, and therefore the importance of model 
smoothing is increased.
Curve A in Fig. 8.4a shows the data misfit trend for a variable scale inversion using 
the new method for determining p. Again depth derivatives have been omitted so we may 
compare it to Fig. 8.3a. Evidently the new algorithm has not performed as well in reducing 
data fit. However the regularization trend, represented by curve A in Fig. 8.4b, exhibits a 
vastly reduced level of model roughness. Again we observe an initial increase in roughness 
and then a sharp decline, almost to zero. The two methods of choosing p produce 
contrasting effects on the inversion. The first choice given by the expression (7.67) 
provides a higher level of data fit with less model smoothing and the second, based on 
eigenvalues, provides a larger model smoothing and a worse data fit
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Iteration
140 -
Iteration
Figure 8.4 a) Data misfit curves for two trial inversions involving 31 rays using a variable 
model scale inversion (n=2). Curve A was obtained using the eigenvalue technique to 
determine the scaling parameter ji, curve B uses the same p. with a reduction factor of 10 
applied after every increase in data misfit b) shows the corresponding roughness trends.
Ideally then we should design some procedure which mixes the two. However a very 
simple technique which has worked well in our experiments is to use the second method, 
with its bias towards model smoothing, but with the proviso that if the data fit ever increases 
then the current \1 is reduced by a factor of 10. The reduction factor is then to be applied at
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all subsequent iterations and increased by a further order of magnitude if the data misfit 
increases again. This technique has the advantage that the eigenvalue method of choosing \i 
will always try and smooth the model, but if this happens at the expense of the data fit then 
the data importance is automatically increased.
Curve A in Fig. 8.4a and 8.4c show, respectively, the data misfit and model 
roughness trends resulting from an inversion with the new procedure. These are the most 
satisfactory combination of data fit and model smoothing achieved to date. The data has 
again been fit to a very high degree while introducing minor detail in the model. The new 
procedure satisfies the combined goals of finding a minimally informative model which fits 
the data to an acceptable level. However it must be remembered that for a small number of 
rays the problem is completely under-determined, even in the most inflexible stage of the 
model parameterisation, which is not the case with the complete dataset.
The testing and tuning of the algorithm with a small subset of the data has proven to 
be useful in understanding the effect of the |i factor and the smoothing in the depth direction. 
The modified form of the inversion algorithm has performed well on this fully under- 
determined problem, and was subsequently applied to the full arrival time dataset
8.4 Full data inversion results
We now present and discuss the velocity models and hypocentral distributions, in 
conjunction with the convergence curves, resulting from three full dataset inversions. The 
resolution properties of the inversions are discussed from a practical viewpoint and the 
results are compared to those from the linear study. The inversion results presented are from 
a fixed scale model, parameterised at the finest level, n = 2. The second and third are from a 
variable scale inversion, with and without depth smoothing respectively. In all three cases 
the initial P-wave velocity model used is the one shown in Fig. 8.2, and was obtained by 
simply smoothing the Finlayson & McCracken (1981) model for south-east Australia (see 
Fig. 2.6). The S-wave model is taken from the DEH model with a slight Crustal gradient
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Figure 8.5 Jeffreys data misfit trends for three nonlinear inversions, a) is from a fixed 
parameterisation, n=2, b) is from a variable scale inversion as is c). Arrows indicate 3-D ray tracing 
steps. The inversion resulting in a) and b) includes smoothing of the slowness depth gradients.
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Figure 8.6 Model Roughness trends for the three inversions displayed in Fig. 8.5, a) and b) both involve 
depth gradients in the calculation of the model roughness value and therefore the values are much higher 
than in c) which involves only lateral gradients.
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Figure 8.7 Plot of the number of rays with a reduce residual against iteration number for the 
same three inversions as in Fig. 8.5. Note the values are smaller for the ray tracing steps than 
the linear estimated steps (see text).
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imposed to ensure curved raypaths. These very simple 1-D models provide a reasonable fit 
to the data without the need for any detailed structure.
8.4.1 A fixed scale inversion with depth smoothing.
The Jeffreys misfit trends for all three full dataset inversions are displayed in Fig. 
8.5. The corresponding roughness trends are shown in Fig. 8.6, and the data residuals at 
each iteration are summarized by Figs. 8.7. The performance of the algorithm in the fixed 
scale inversion can be assessed from Figs. 8.5a, 8.6a & 8.7a. Here the model was fixed at 
the finest parameterisation scale (n = 2), and rays were traced at every second iteration to 
reduce computation. During the intermediate stages the travel times are calculated by 
integrating the new slowness field along the old raypath, while the Frechet derivatives, used 
in the inversion, were kept constant. The arrows on the data misfit curve indicate which 
iterations involved 3-D ray tracing, and it is only at these points that the true data fit is 
known. The data misfit trend indicates that the best model generated is at iteration four, after 
which the true misfit becomes gradually worse, even though the estimated misfit from the 
'linear1 step shows only a mild increase.
As a comparison to the data misfit Figs. 8.6a and 8.7a show respectively the model 
roughness and the number of rays with a reduced residual, as a function of iteration number. 
A rather surprising feature of the data misfit and the residual magnitude trend, is that the 
'linear1 steps appear to give a false impression of accuracy, since in every case the estimated 
data misfit is lower than the trend in the true one (shown by the stippled line) and the number 
of residuals with a decreased magnitude is greater than 50 % of the total. All three diagrams 
appear to lead to the same conclusion, which is that the model is improved significantly after 
the first few iterations after which no more improvement is possible and the misfit becomes 
sightly worse. At the fourth iteration the Jeffreys function has decreased by 43 % and the 
corresponding change in the Gaussian function i.e the weighted sum of squared residuals, is 
36 %. The fact that the Jeffreys misfit reduction is greater than the Gaussian is
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understandable since it is the Jeffreys function which is being minimized. It is also rather 
pleasing because it means that the improvement in data fit is not concentrated in the highest 
residuals but spread more evenly across the dataset.
This claim is supported by the scatter of residuals at different iterations. Fig. 8.8a 
shows a plot of the ordered data residuals from the initial model against the corresponding 
set from the fourth iteration. A considerable spread is observed, however the major 
proportion have been reduced below their original value. In Fig. 8.8b we compare the 
ordered residuals at the fourth and sixth iterations against the original set. Here we see that 
at iteration four the number of rays with residuals below a given value is much higher than in 
the original model. The difference between the two distributions peaks at about 0.5 s and 
disappears at around 1.5 s. We can therefore conclude that the distribution of residuals is 
significantly improved during the inversion. It is also apparent from Fig. 8.8b that the 
increase in data misfit between iterations four and six is due to a shift in the distribution of 
rays above 0.5 s. Below this value the two models have an identical trend. The reason why 
the higher residuals begin to increase in magnitude is not entirely clear. One possibility is 
that the algorithm is taking too large a step after reaching the convergent zone between 
iterations two and six because of the flatness of the misfit function. This aspect is discussed 
again in section 8.5, where some possible remedies are suggested. In any case it is clear that 
the best model generated from the inversion is at iteration four, and it is this that we examine 
in detail below.
Figs. 8.9a to 8.9d show two horizontal and two vertical slices through the upper 
Crustal P velocity model resulting from the fixed scale inversion. In the case of the two 
horizontal slices the initial model values are indicated by an arrow on the legend. Fig. 8.9a 
shows the P-velocity structure at 5 km. Since the depth knots in the model are separated by 
9.75 km, at this depth, we are looking at a representative slice through the most shallow part 
of the 3-D velocity model. It is apparent from the diagram that although the slowness 
parameters have been perturbed across the entire model the perturbations have been
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Figure 8.8 a) A plot showing an ordered set of arrival time residuals from the original model (solid line) compared to the 
corresponding residuals from iteration three of the fine scale inversion (scattered points), b) Shows the ordered trend of residuals for the 
original model (curve A) compared to the ordered set from iteration three (curve B), and iteration 4 (curve C). Note iteration four differs 
from iteration three only for residuals with magnitude greater than 0.5 s. Over the first 3500 residuals the trends are virtually identical.
C
on
st
an
t 
de
pt
h 
sli
ce
 
pg
 V
el
oc
ity
 m
od
el
■■■ 
.-.-.t
 i 
. 
-—
r- 
' 
r 
-
-
i
=
^
=
,
=
±
=
3
 
Sl
ic
e 
at
 
Z 
=5
.0
LU
CD
"O
ZD4->
DO
Co
1
i f
TT in VDm m co
apmue-j
•e 
8.
9 
a)
 A
 h
or
iz
on
ta
l s
lic
e 
th
ro
ug
h 
th
e 
Cr
us
ta
l P
-w
av
e 
ve
lo
ci
ty
 m
od
el
, a
t a
 d
ep
th
 o
f 5
 k
m
, o
bt
ai
ne
d 
fr
om
 th
e 
fin
e 
sc
al
e 
in
'
LU
P
g 
V
e
lo
ci
ty
 m
od
el
Sl
ic
e 
at
 
X 
=1
49
.1
O
'Ö
LU
co
co
CO
in
co
«n
co
r<
co
CO
co
CD
X I
O
4-J
4~>
<XJ
I
P
g 
V
e
lo
ci
ty
 m
od
el
 
Sl
ic
e 
at
 
Y 
=3
5.
0
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concentrated in the region covered by the network and in particular underneath each station, 
the pattem of which is clearly seen in Fig. 8.9a. The enormous variation in raypath densities 
have therefore affected the near surface velocity structure in the way described in section 8.1. 
At greater depths the concentrations in raypaths diminish somewhat and Fig. 8.9b shows a 
slice at 20 km where the station configuration is less noticeable. Again however the model 
perturbations have been concentrated in the region covered by the network. The depth slices 
also show some correlation with the raypath density maps (see Figs. 8.1b and 8.1c).
The upper Mantle P-velocity model is shown in Fig. 8.10a and a depth slice in Fig. 
8.10b. Here the raypaths are much more widely spread and the structure is again confined to 
the central region covered by the network. Also the depth slice shows much less variation in 
P velocities than the upper Crust. The perturbations in the S-wave structure, is shown in 
Figs. 8.11a to 8.11b, the magnitudes of which are very small. Interestingly enough the 
station pattem does not appear to be present. The perturbations also occur over small spatial 
scales, a feature which is present in the S-wave models from linear inversions. This would 
tend to suggest that the reading errors in S-wave times are as large, if not larger than, the 
level of variation produced by any structure effects i.e. the information content is low, and 
so we are effectively inverting random noise. The character of the S-wave model is similar 
in many respects to the random noise inversion performed during the linear inversion (see 
Fig. 7.26) and therefore seems to support this conclusion. Figs. 8.12a & 8.12b show the 
epicentral movements and the depth distribution respectively, and are discussed below 
together those from the variable model inversion.
The variation of raypath densities in the available dataset have had a significant affect 
on the P-wave velocity models. Regions of the model in which the data is highly 
concentrated have resulted in well constrained velocity structure, however gradients in data 
constraint have mapped into gradients in seismic structure in a similar way to that in the 
linear study. Since we have a large number of rays sampling the structure within the 
network, and especially within the first 10 km of the Crust, it seems worthwhile studying the
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Figure 8.12 a) Shows the epicentral movements produced by the fixed (n = 2) scale 
inversion magnified by a factor of 9, and b) shows the resulting depth distribution.
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areas with a similar level of constraint in more detail. The regions of the model surrounding 
each station possess the highest level of data constraint and are primarily responsible for the 
43 % improvement in Jeffreys misfit. Therefore a series of 1-D models derived from these 
regions may well give the best indication of the variations of structure across the region.
The table in Fig. 8.13 shows the models obtained under all sixteen stations in the 
present south-east Australian network. In Fig. 8.14 we have selected four of these models 
for comparison. Beginning in the north with the station at Werombi (WER in Fig. 2.5) 
where we observe a mid-Crustal velocity which is lower than in the averaged Finlayson & 
McCracken (F & M) model, shown by the dotted line. We recall that in the linear inversion 
models obtained with and without the blast data in this area corresponded to the major low in 
the average P-wave velocities. The station at Young (YOU) to the south-west, shows the 
largest variation from the F & M model, with a higher velocity in the shallower depths 
moving to a lower one in the deeper part of the Crust. In the linear inversion models this 
station lies in the strongest part of the high velocity strip running in the north-west to south­
east direction. Moving south to the Canberra station (CAN) a similar model is observed 
although with a decreased amplitude. Moving further south to the Wambrook station 
(WAM) we again observe a model with a lower mid-Crustal velocity, similar to that in the 
north at WER, and yet again this correlates well with the second major low in the linear 
inversion models to the south west. Although the relative pattern of velocities under each 
station seem to be consistent with the linear inversion, it must be remembered that the 
magnitudes of these deviations are quite small, however they are all that are required to 
obtain a 43 % reduction in the Jeffreys data misfit (equivalent to 36 % in the Gaussian). The 
trends observed in the four 1-D models are consistent with the full set of sixteen models in 
Fig. 8.13.
P - velocity (km/s)
Depths (km)
CAN WAM KHA CBR TAO
-2.00 5.698 5.678 5.679 5.694 5.694
7.75 5.936 5.868 5.900 5.937 5.925
17.50 6.167 6.093 6.115 6.138 6.130
27.25 6.337 6.308 6.314 6.318 6.310
37.00 6.554 6.537 6.533 6.541 6.528
37.00 7.246 7.243 7.249 7.244 7.228
46.75 7.642 7.629 7.627 7.626 7.602
56.50 8.021 8.021 8.016 8.024 7.988
AVO WER JNL DRT IVY
-2.00 5.674 5.680 5.692 5.691 5.702
7.75 5.853 5.866 5.896 5.899 5.945
17.50 6.108 6.088 6.099 6.119 6.146
27.25 6.332 6.310 6.308 6.330 6.334
37.00 6.543 6.537 6.545 6.537 6.557
37.00 7.249 7.250 7.247 7.250 7.251
46.75 7.635 7.657 7.631 7.639 7.628
56.50 8.020 8.020 8.021 8.019 8.009
LER CAH BWA YOU SBR MEG
-2.00 5.700 5.704 5.701 5.732 5.694 5.682
7.75 5.966 5.981 5.981 5.033 5.899 5.862
17.50 6.137 6.173 6.173 6.183 6.117 6.093
27.25 6.313 6.332 6.332 6.303 6.310 6.307
37.00 6.553 6.539 6.539 6.529 6.547 6.533
37.00 7.231 7.242 7.247 7.243 7.234 7.248
46.75 7.627 7.629 7.624 7.629 7.614 7.629
56.50 8.016 8.017 8.017 8.021 8.007 8.021
Figure 8.13 Table showing P-wave velocity models under all sixteen stations in the south­
east Australian network (see Fig. 2.6) obtained from the fixed scale inversion. The 1-D models 
for stations WAM, YOU, CAN & WER are shown in Fig. 8.14.
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Figure 8.14 One dimensional velocity models under four of the sixteen stations in the network derived from the fixed 
scale velocity inversion. The complete set of models is shown in Table 8.13.
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8.42 Inversion results with the variable scale model
The second full data inversion is summarized by Figs. 8.5b, 8.6b and 8.7b, and 
involves a variably parameterised model. Here the linear steps were performed more 
frequently than in the previous case, as it was initially thought that this would help extract 
more information from the derivatives determined by the expensive forward modeling, and 
so make the algorithm more efficient. (A notion which eventually proved to be false.) Again 
depth gradients were included in the manner described above. In this case the increase in 
residual in the latter stages is steeper than in the fixed parameterisation case. After eight 
iterations, the model has returned to the misfit of the original, indicating that some instability 
has taken over. The best data fit is achieved somewhere between three and eight iterations, 
although we must accept the model at iteration three as being the best available since it is the 
one with the lowest misfit determined by full 3-D ray tracing.
At iteration three the Jeffreys misfit has been reduced by 22 % and the corresponding 
Gaussian by only 8 %. The reason for this poorer data fit is that the model scale is reduced 
only once during the entire thirteen iterations. In the present scheme the scale is changed 
automatically when two successive reductions in misfit occur, and the second is less than 
some specified fraction of the first (set at 30 %). Because of the irregular nature of the misfit 
trend, the variable scale mechanism has not been introduced, with the result that the model 
remains crudely parameterised throughout, and the data fit cannot be improved beyond the 
initial 22%. To overcome this we could simply reduce the scale after a specified number of 
iterations, regardless of the data fit trend, however this is less satisfactory. It is much better 
if a stable 'convergence' is achieved at one scale before reducing to another. In section 8.5 
we reconsider this aspect and make some proposals to resolve the problem.
The interaction between linear and nonlinear steps in this inversion is similar to the 
previous case. Again the linear steps give a false impression of the level of data fit. As the 
model becomes worse i.e. after iteration five or six, the sequences of linear steps show 
estimated misfit levels decreasing in a quadratic fashion. Fig. 8.5b shows that in this
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problem a linear inversion can reduce the estimated data misfit from a given model without 
any guarantee that the true data misfit has decreased. The second variable scale inversion 
shown in Figs. 8.5c, 8.6c and 8.7c supports this notion. Here the depth gradients have 
been removed from the smoothing function and four linear steps are allowed for every 
nonlinear. The trend in the linear steps (between the arrows) is even more reminiscent of 
quadratic convergence than in the previous case. Again the best model is achieved early on 
after the sixth iteration (or the second nonlinear iteration), and by this time the model has 
only reached the second stage of model scaling (n = 16). At this stage the Jeffreys misfit 
reduction is 41 % and the Gaussian is 34 %, so a greater degree of data fit is achieved by 
removing the complication of depth smoothing (just as in the trial inversions). The model 
roughness trend shown in Fig. 8.6c, has a range of about 5 orders of magnitude less than in 
two previous cases since only lateral gradients are included. Note also that at iteration six the 
increase in roughness is hardly observable which suggests that the improvement in data fit 
must be due to changes in velocity depth gradients.
Figs. 8.15a, 8.15b & 8.15c show horizontal and vertical slices through the Crustal 
P-velocity model resulting from the variable model inversion. In this case the model 
parameterisation has only reached the second stage (n=16), and so the velocity field can only 
vary on wavelengths which are large with respect to the size of the model. The horizontal 
slices show a velocity variation on a scale comparable to the size of the network. Again an 
increase in velocity is indicated in the central part of the model, where the slowness 
perturbations are concentrated. The depth slice shown in Fig. 8.15c shows broadscale 
variations in the velocity with depth. Comparing this to the depth slices from the finely 
parameterised model Figs. 8.8c and 8.8d, we notice that the new model is much smoother. 
Since the reduction in Jeffreys misfit for this inversion is about 41 % compared to the 43 % 
obtained in the previous case, we may conclude that the structure observed in the previous 
depth slices is not necessary to reduce the data misfit. The variable scale inversion has 
therefore been more efficient in smoothing the model than the explicit regularization term.
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(In section 8.5 we propose an alternative smoothing procedure, which is believed to be more 
efficient than the present scheme when represented by gradient directions.)
Slices through the upper Mantle P-velocity field and the S-velocity field are shown in 
Figs. 8.16 and 8.17 respectively. The S velocity model again contains very little structure 
and the P-velocity has an increase in the inner network region in contrast to the previous 
result.
P-velocity (km/s)
5.0 6.0 7.0 8.0
Figure 8.18 Original 1-D P-velocity model (stippled line) compared to the 
model at station CAN obtained from the variable scale inversion.
As a comparison to the 1-D models presented from the fine scale inversion, we choose a 
single model at station CAN to represent the perturbed region in the new model, shown in 
Fig. 8.18. Overall, for the broadscale inversion there exists a lower P-velocity gradient in 
the Crustal part of the model and a higher one in the upper Mantle region, although yet again 
the perturbations are rather small.
The epicentral movements and depth distributions for this inversion are shown in 
Figs. 8.19a and 8.19b. Comparing these to the corresponding diagrams from the earlier
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Figure 8.19 a) Shows the epicentral movements produced by the variable scale 
inversion magnified by a factor of 9, and b) shows the resulting depth distribution.
Nonlinear Inversion 8.18
inversion, Figs. 8.12a and 8.12b, we see that the finely parameterised model results in rather 
irregular epicentral movements whereas the large scale model produces large movements in 
all events surrounding the network, in a direction away from the network. In fact this 
direction corresponds almost exactly with the poor resolving axis of the network, seen in 
Figs. 6.34 in ch. 6. The depth distributions show only very minor changes from the original 
with the bulk of events occurring in the first 10-14 km. For all models resulting from the 
nonlinear inversion the Moho variations show changes of less than ± 0.05 km and have been 
effectively damped out by the regularization function. For this parameter type the initial 
model possesses no gradients and lies at a minimum in the smoothing function. Since no 
significant movement has been achieved in any inversion to date, we would assume that the 
travel time data provide very little constraint on this part of the model, at least within the level 
of observational errors present
The performance of the inversion algorithm on the full arrival time dataset has been 
encouraging in several respects. In all cases an improvement in data fit has been achieved 
while retaining some control on the spatial gradients in the velocity models. The inversion 
algorithm has performed perfectly well in a fully over-parameterised regime, however in the 
full dataset inversion the resolution capabilities are controlled by the large variation of 
raypath densities produced by the arrival time dataset. The finely parameterised model is 
particularly sensitive to the data density effects. Within the most well constrained region, 
however, we have been able to make a comparison of Crustal P-velocity gradients across the 
region which correlate well with the corresponding regions of the linear inversion results 
obtained in ch. 6.
The irregular station distribution is the major cause of the enormous variation in data 
density, and not the distribution of sources. In analysing the results presented here we have 
concentrated on the most well constrained areas, however the data coverage could be 
improved significantly by a few field experiments. A series of well placed receivers 
distributed within the existing network combined with a series of shots in a region
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surrounding the network should considerably improve the raypath geometry. Combining 
this with a filtering of the existing dataset (to even out the raypath densities within the 
network) should result in a more balanced distribution of raypaths.
It may also be possible to extract some more information with the current dataset by 
modifying the algorithm itself. Currently, the regions of very high data coverage within the 
network dominate the other, comparatively well sampled, areas during the inversion. We 
make some comments on refinements to the existing algorithm in section 8.5. Essentially 
these are aimed at two areas: increasing the efficiency of the smoothing process in the fine 
scale inversion to allow the model to respond more easily to changes in velocity structure, 
and damping the steplengths of the variable scale mechanism to allow progression through 
all stages of the model. The data misfit trends obtained from the nonlinear inversion also 
suggest that the problem is sufficiently nonlinear to warrant full 3-D ray tracing at every step 
of the inversion. This must therefore be combined with any attempt at steplength damping to 
ensure an accurately calculated misfit function. Although we have no guarantee that 
refinements to the algorithm will increase the amount of information extracted from the data, 
it seems worthwhile pursuing these areas since they may at least refine the velocity models 
already obtained.
8.5 Improvements to the nonlinear scheme
In this section we propose and test some modifications to the inversion algorithm 
aimed improving its performance in two areas. We suggest an alternative smoothing 
procedure to increase the efficiency of the smoothing within the subspace algorithm, and 
examine the possibilities of steplength damping in the variable scale inversion.
8.5.1 Efficiency of the smoothing function
From the results discussed above it is clear that the subspace vectors derived from the 
gradient of the smoothing function IIDmll are very inefficient in smoothing the 3-D velocity
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model. As the number of model parameters increases more iterations are required for the 
smoothing to take affect, since the numerical derivative approximations in (7.69) only 
produce smoothing over nearest neighbours in the slowness lattice. The purpose of the 
smoothing directions in the subspace scheme is to take the model towards the minimum 
valley of the regularization function. Given that this is the case, we can easily find a more 
efficient direction to do the same job. For any model m a second can be generated from its 
components which lies within the minimum valley i.e. mav, where the subscript indicates an
average is taken over the slowness parameters in the model. For example if IIDmll involves 
only lateral slowness derivatives then, in mav, each slowness parameter is replaced by the
average slowness of that particular layer or, if depth derivatives are included, then mav is the
homogeneous model obtained from m by averaging over all slowness parameters of the
same type. Having determined this model an alternative to the gradient direction immediately 
springs to mind i.e. (m - mav). This is likely to be a more efficient smoother because all
components will, in general, be finite. This suggests a replacement of the present smoothing 
function IIDmll with the expression
\|/(m) = (m - mav)T q j  (m - mav) (8.2)
The gradient of (8.2) in model space is similar to the direction (m - mav), but slightly more 
complicated because of the dependence of mav on m. This function has the same properties
as IIDmll in that it depends only on the current model m, but a step along its gradient 
direction is likely to produce more efficient smoothing. To demonstrate this we compare the 
performances of the two procedures with a synthetic example.
We consider the simple problem of smoothing a 1-D triangle function shown in Fig. 
8.20a, represented by a series of points. First we minimize the original function IIDmll or 
more precisely
\|/(m) = j  mT DTD m (8.3)
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using a steepest descent scheme, which has the form
m,, = [ I + o„ DTD ]" m0 (8.4)
where m0 is the starting model, mn is the model generated after n iterations and is the 
steplength for the n th descent step required to produce a minimum in IIDmll . The resulting 
shape after 1, 5 and 20 iterations is shown in Figs. 8.20b, 8.20c & 8.20d respectively. 
After one steepest descent step only the points on either side of the triangle have been 
affected by the smoothing and after 20 the function oscillates about the mean value of the 
original function. However minimizing the function (8.2) using its gradient direction leads 
to the models in Fig. 8.20e and 8.20f. In this case after a single iteration the figure is very 
close to the average level, and after three the differences are too small to be observed. The 
gradient directions of the new regularization function (8.2) are obviously more efficient in 
smoothing this type of model than gradients of (8.3). Therefore in the subspace scheme, 
where gradient directions are used to define the subspace, the (8.2) offers a viable alternative 
to the existing regularization function.
[It is worthwhile noting that although the minimization of IIDmll using a steepest 
descent algorithm results in an 'averaged' model, a quadratic optimization algorithm leads to 
a different part of the minimum valley. This is easily shown by taking the expression
8m = - H ' 1 Q (8.5)
for a general quadratic minimization and substituting in the expressions for the Hessian and 
gradient of (8.3). From an initial model mQ we have Q. = DTD m 0 and H = DTD, and
therefore
= - (DTD)_1 DTD m05m (8.6)
d)
e)
f)
Figure 8.20 An experiment to demonstrate the smoothing effect of the regularization 
gradients on a triangular function represented by a series of points, a) is the original triangular 
function, b), c) and d) correspond to 1, 5 and 20 iterations respectively, of a steepest descent 
algorithm minimizing the original smoothing function, e) & f) were obtained at 1 and 3 
iterations respectively of a descent algorithm minimizing the new smoothing function.
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So the 'least squares' step takes us to the null model 0 and not any averaged model. A full 
matrix inversion scheme like the CPC algorithm (7.35) or, equivalently, expression (7.44), 
would therefore tend towards the null model when the scaling parameter ji is very large.]
8 5 2  Steplength damping on the variable scale algorithm
In section 8.3 we chose to reduce the scaling parameter ji by a factor of 10 if any 
increase in data misfit occurred. This produced a satisfactory performance with a small 
sample of rays, however the situation became more complicated when the complete dataset 
was introduced. More recent full dataset inversions have shown that, even with 3-D ray 
tracing at every iteration, the data misfit decreases over the first few iterations and then 
begins to oscillate. In this type of situation a more intelligent use of the local information is 
called for. Instead of merely reducing |i and continuing in cases where the misfit increases, 
a more informed approach would be to repeat the step with a smaller steplength or perhaps a 
different |x. Changing p. will alter the direction of the model update which may in turn 
introduce further complications, and so we restrict our suggests to improving the choice of 
steplength.
Line minimization is usually a relatively easy process if one can perform forward 
modelling cheaply, however this is not the case in our large scale inversion problem. We 
therefore look for some practical alternatives. A 1-D quadratic fit along a given descent 
direction requires three evaluations of the misfit function. By the time we detect an increase 
in misfit, two sets of forward modelling have already been performed i.e. one through the 
original model (equivalent to a steplength of zero) and one through the worse fitting model 
(with a steplength given by the subspace scheme). To complete the trio we suggest a half 
step be taken, after which a new step may be determined by the quadratic fit, if the data 
misfit has not improved.
In theory this type of modification improves the performance of the algorithm, 
however there are extra complications introduced by the forward modelling procedure. The
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1-D quadratic fit relies on small differences in data misfit, determined at points along the 
update direction, and therefore the misfit must be determined accurately. However in the 
3-D ray tracing scheme a variable number of rays are found at each iteration and so the 
overall misfit is actually an estimated value after a correction factor has been applied (see 
above). The effect of errors in the correction procedure is to generate small fluctuations in 
the misfit surface. Because of this, the quadratic approximation along the update direction 
breaks down and the misfit improvement is halted. We note that a possible solution to this 
problem is to use the set data residuals from the previous iteration to correct for the failed 
rays in the current iteration i.e. by adding their previous contribution to the data misfit to the 
current data misfit. In this way rays that are removed from the dataset will not affect the 
change in data misfit between successive iterations.
It is important to note that the difficulties introduced by a variable amount of data are 
entirely a result of the inadequacies in the forward modelling and not due to the performance 
inversion algorithm. Indeed no general inversion algorithm is ever design to deal with the 
problems associated with a particular application. Our subspace algorithm has performed 
reasonably well on the full dataset even in the presence of this misfit contamination, and 
perfectly well in a fully under-determined problem. The refinements suggested in this 
section are made in response to particular aspects of the 3-D velocity inversion problem, 
whereas the new smoothing function proposed above is better viewed as a more general 
feature, hopefully applicable to a range of possible applications.
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8.6 Conclusions
The arrival times of seismic phases resulting from natural or controlled sources, may 
be used to infer information about the hypocentral parameters of the source and the seismic 
structure of the Earth between source and receiver. By making assumptions about the Earth 
structure, earthquake positions and origin times may be estimated from local arrival time data 
by solving a nonlinear inverse problem. Most techniques currently used to locate 
earthquakes involve local linearizations of this nonlinear problem and obtain successive 
updates to an initial guess hypocentre via a matrix inversion process. These techniques 
suffer from stability problems when hypocentres are poorly constrained, and are usually 
restricted in the type of error statistics and earth models that may be incorporated. The root 
causes of the problems lie in the local linearization performed at each step, however a 
linearization of the problem is not necessary. A direct nonlinear location procedure has been 
proposed here which is efficient, stable, and independent of both the seismic velocity model 
and the form of error statistics employed. The avoidance of all linearizing assumptions 
means that even the most complex velocity models are easily incorporated into the procedure, 
provided one can determine the appropriate travel times. Also the assumption of Gaussian 
errors, common to many location procedures, is not necessary in the new scheme. Any type 
of statistics appropriate for the available data can be accommodated. A useful by-product of 
the technique is that full details of the shape of the confidence intervals surrounding the 
solution are available, and need not be estimated using linearized techniques.
Earthquake relocations have been performed in south-east Australia using Jeffreys 
statistics to model the differences between observed and predicted arrival times. This 
produces a robust location procedure which is not biased by 'outliers' in the error 
distribution. Consequently the earthquake locations which result are representative of the 
complete range of data present. Results show that the new procedure achieves a higher level 
of data fit and avoids stability problems associated with earthquakes which are poorly
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constrained by the network. It has been found, that although the 'best fit' earthquake 
position shows a mild dependence on the type of statistics assumed, it is influenced to a 
much larger degree by the type of seismic velocity model used. Relocations of over 300 
events in south-east Australia, with the nonlinear algorithm, show the largest epicentral 
movements in events near the edge of the seismic network, usually in a direction away from 
the stations. The depth distribution shows a greater dependence on the type of velocity 
model assumed than the epicentral movements. In particular the take off angle of raypaths at 
the source, plays an important role in constraining the earthquake depth and leads to 
substantial variations in the resulting depth distributions.
The simultaneous determination of earthquake hypocentres and 3-D seismic structure 
in south-east Australia has been performed via a linear and nonlinear inversion of nearly 
5000 arrival times. A new class of inversion algorithm has been proposed for this problem 
which avoids all large scale matrix inversion. In the linear inversion ray tracing through 
heterogeneous velocity models is avoided and so the overall procedure is computationally 
inexpensive. Analysis shows that the subspace technique is a hybrid between matrix 
inversion and gradient methods, and is capable of benefiting from the advantages of both. 
With the new technique we are able to avoid biasing between unknowns of different physical 
dimension or type, which is implicit in most gradient methods, without recourse to large 
scale matrix inversion.
Results obtained from the linear study provide some useful insights into the nature of 
the inversion problem. By experimenting with many aspects we have been able to determine 
which factors have the greatest influence on the resulting velocity models and hypocentral 
distributions. Results show that the major features of the velocity models remain unaffected 
by changes in the initial depth distribution of sources. Transformations of the data (i.e. to 
remove earthquake origin time as an unknown) produce similar results to the original dataset, 
as do subsets of the data when adequate model coverage is maintained. The velocity models 
are also independent of the exact nature of the inversion procedure, since different algorithms
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produce qualitatively similar results. The initial velocity model plays a role in influencing the 
velocity maps, however the relative positions of high and low velocity anomalies remains the 
same.
It has been found that the pattem of hypocentral constraint produced by the irregular 
network geometry shows a significant degree of correlation with the P-wave velocity maps. 
In particular, in the regions where the seismic network places a tight constraint on the 
earthquake depth parameter, the velocity model is perturbed by a larger amount. Gradients 
in depth resolution therefore map into seismic structure during the joint inversion. The 
variations in hypocentral constraint are controlled primarily by the geometry of the network 
and the seismic phases present in the dataset. The effect of the irregular network geometry is 
to form a resolution window through which the velocity models must be interpreted.
The spatial positions of the largest velocity anomalies all correspond to peaks in the 
resolution function, and are the most stable feature of the inversion results. They 
consistently show a lower average Crustal velocity to the north-west of the network, a higher 
region in the central network and a lower one in the south of reduced amplitude. The 
controlled source data, which is largely confined to the north and central region, changes the 
low anomaly pattern in the north and reduces the influence of the network on the other 
features of the model. The introduction of the controlled source data places extra constraint 
on the velocity structure and results in a shift in the peak of earthquake depth distribution 
towards more shallow depths.
During the nonlinear inversion study the subspace algorithm was modified to 
incorporate a robust data misfit criterion, which automatically down weights the significance 
of large data residuals, and a control on the physical nature of the velocity models, which 
attempts to seek out the smoothest model consistent with an accepted level of data fit, or 
failing this the best model possible within the class of parameterisation. In the nonlinear 
inversion the velocity model is represented by up to 66000 slowness parameters in a 3-D
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lattice, the size of which may be varied at will. This allows the longer wavelength structure 
to be sort in the early stages of the inversion and the smaller scale details at a later stage.
Results of trial inversions on a completely under-determined model indicate that the 
new algorithm is capable of finding a velocity model with minimal spatial gradients that fits 
the data to within an acceptable level. In the full dataset case it is found that the problem is 
no longer fully over-parameterised and the combined objectives of fitting the data and 
smoothing the model are more difficult to satisfy. Velocity models have been obtained using 
a fine scale slowness mesh with spatial variations of ~ 10 km, and also a broad scale mesh 
which responds on wavelengths of ~ 100 km. It has not been possible to achieve a result 
from an inversion which passes through all intermediate stages of the parameterisation scales 
due to the complexity' of the data misfit function near convergence.
An examination of the fine scale inversion model indicates that the resolving power of 
the data varies considerably across the region. The large variation in raypath density, which 
is a result of the irregular network geometry, is the primary cause of this. The P-wave 
velocity structure has been examined in all areas where the maximum level constraint is 
indicated. A comparison of 1-D velocity models in different parts of the region shows a high 
degree of correlation with the linear inversion models. A mid Crustal low is found in the 
north-east of the region and also to the south-west of a lower amplitude. Between these a 
transition is observed between higher P-wave velocities in the upper Crust to lower values in 
the mid to lower Crust All of these descriptions are relative to a linear gradient model used 
as starting point for the inversions.
Although it has not been possible to achieve a complete variable scale inversion, the 
broadscale models generated have been sufficient to reduce the data misfit by over 40 % (or 
30 % of the least squares function). The S-wave velocity models do not appear to have 
evolved significantly to warrant intense scrutiny. We conclude from the nature of the S- 
velocity anomalies, obtained from a variable and a fixed scale inversion, that the signal 
content of the data is low compared to that of the P-wave case. The inclusion of depth to
Nonlinear Inversion 8.28
Moho parameters also proves to be rather ambitious since little structure is resolved. The 
small lateral velocity variations which have been obtained in our models is adequate to reduce 
the data misfit by 35 - 40 % over a simple gradient model for the region.
Finally it has been possible to make several suggestions for refinements to the 
inversion algorithm. These modifications are aimed at improving the smoothing efficiency 
and the robustness of the minimization in our particular 3-D velocity/hypocentre inversion, 
however it is hoped that they will be of use in other applications.
App.l
Appendix A: Earthquake location by backprojection
The nonlinear hypocentral location algorithm described in ch. 2. has the distinctive 
property of treating model parameters of different types separately. The three spatial 
parameters are determined for a trial origin time by a grid search technique, while the 
temporal minimization itself is performed using a one-dimensional optimization method, also 
requiring only function evaluations, i.e. the golden section search. Because the procedures 
dealing with the two parameter types are essentially independent we may exchange either for 
another equally suitable technique. For example we could choose a different method of 1D- 
optimization for the origin time, or replace the spatial search with some less exhaustive (and 
more approximate) method. We now describe a simple technique which we believe to be a 
useful candidate in this latter category. We seek a spatial misfit minimum given a particular 
origin time, just as in the grid search, however the new method is considerably more 
efficient than the former, and still avoids the calculation of Frechet derivatives. It is 
essentially a classical backprojection algorithm applied to the earthquake location problem, 
and arose from the work described in ch. 6 when a backprojection algorithm was designed 
for the simultaneous velocity structure/hypocentre location problem, to compare with the 
subspace technique. We include it here merely as a supplement to the work described in ch. 
2 .
The procedure is best described by considering a simple example. Suppose we have 
a three station network such as that shown in Fig. A.l. Given the trial origin time tQ, and
the onset times of the first arriving P phases observed at stations R j, (q ; i = 1,...,3) then 
we have a corresponding set of 'observed' travel times q, where
t- = t■ - t*i *o
Given also a velocity model V(r) we may calculate the predicted travel times and obtain 
a set of residuals q
ri *i " ^calci
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P
Figure A.l Diagram showing a simple three station network and the indiviual update 
vectors generated by projecting the travel time discrepancy along the raypath. At each 
iteration the spatial movement vector is given by some fraction of P, the combination of 
all three vectors.
If we now assume that each discrepancy between predicted and 'observed' travel times may
be rectified by moving the source in the direction of the raypath, either towards or away 
from the receiver depending on the sign of ri? then we generate a series of update vectors,
The length of these will be approximately given by a r i? where a  is the local P-wave
velocity at the source. (Note for curved rays we take the tangent of the raypath at the source
for the direction of v). Combining the update vectors from each station gives us a complete 
update vector p. Since all the v^s cannot be perpendicular, it seems reasonable to use some
fraction of p to update the spatial position. The most obvious choice is simply to average the 
Vj's i.e.
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P =
and generalizing to n stations the spatial update vector becomes
This procedure is repeated, at each stage calculating a new set of travel times and a new p, 
until some spatial convergence criteria is satisfied e.g. when the size of Ipl is less than a 
predetermined value, which could be based upon an estimation of the time picking errors. In 
this way we locate the most consistent set of spatial parameters for a given origin time. 
Provided the scheme converges, it is very likely that the number of travel time evaluations 
required will be far less than in the spatial grid search. Since the method requires only 
knowledge of the direction of the ray at the source, it is not dependent on any particular form 
of velocity model. Curved raypaths or straight rays may be incorporated equally well. 
However we expect that the technique would be most efficient in a homogeneous velocity 
model, since this is effectively assumed when we calculate the lengths of the update vectors 
Vj. This method is similar to the 'bounding spheres' technique used to examine the
resolving power of the network in ch. 6, since we again assume the principal direction of 
constraint to be given by the raypath direction at the source. We place it in the class of 
backprojection techniques because the observed residuals are effectively projected along the
raypaths to generate spatial updates in the earthquake position. The method relies on a 
known origin time t0 and may be easily inserted into the hypocentre location algorithm
described in ch. 2.
We have not performed any extensive tests with the proposed scheme since it is 
essentially an afterthought, devised at a time when all efforts were devoted to the linear 
inversion. We consider it to be a computationally cheap alternative to the spatial grid search, 
which may be used in place of, or even in conjunction with the grid search procedure. 
Hopefully its usefulness (or lack of it) will be assessed at a later stage.
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Appendix B: Derivation of boundary conditions for the used in 
the ray tracing algorithm, geometrical spreading equations
Here we give the derivations of the boundary conditions to be applied to the 
geometrical spreading equations across a planar interface involving a discontinuity in 
wavespeed or its first derivative. In ch. 7 we omitted the derivations for the transmitted case 
(7.15) and the reflected case (7.16) in the interest of brevity. We now show how to obtain 
the appropriate expressions in the two cases, using the continuity of the ray equations (7.9) 
and (7.10). (Note: we take a 'surface of discontinuity' to mean either a jump in the 
wavespeed v, or its first derivative.)
a) The Transmitted Ray
For a transmitted ray we recall from ch. 7 that across a surface of discontinuity the 
slowness vector in the second medium S2 may be determined from its counterpart in the first
medium S1? together with n, Vj and v2, by eqn. (7.9)
where v2 and v2 are the wavespeeds at either side of the interface and n is the unit vector 
normal of the tangent plane at the point of contact. Expanding the right hand side of (7.9) in 
terms of the ray declination i, and azimuth j we get,
+ — (sin i cos j i + sin i sin j j + cos i k)v i (Dl)
Since this is a vector equation we may equate the three components on either side and hence 
obtain
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{ j't’x + 7"cos j sin 1
{ }<t>y + 7 " s in  j s in  i
{ } **»2 + ^ cos i
(D2)
(D3)
(D4)
where the term { } refers to the expression surrounded by curly brackets in (D l). Our task
d i  I 3* I 3 i Ithen is to find expressions for the partial derivatives g j- | and J j- | ^  (where
the n indicates evaluation in the second medium). Since the problem for iQ is exactly the 
same as that for j0, we simplify matters by writing q as either iQ or j0, and differentiate the
above three expressions with respect to q,
sin i di sini i di 
v, 5q (D5)
1 . . . dj | 1 . .  . di I , d f 1 1 . . . di 1 . . .  dj 1- c o s j s i n i ^ | n+- s i n j c o s i ^ | n =<>y ^ l  ) + - c o s  i sin j ^  ( + - c o s  j sin i
1 . . di I 1 . . . . dj I , d f 1 1 . . di 1 . . . . dj 1- c o s j c o s i ^ | n- - s m j s m i ^ | n = $x^ i .  1 + - c o s  i cos j ^  j - - s i n  i sin j ^
These are the three linear equations in (7.15) from which we must determine the two 
unknowns ^  and . Since all three are not independent any one may be discarded.
Once all of the terms are known we have a system of two algebraic equations in two
unknowns and so the solution is trivial. Since the values of i and j in the second medium are
already determined from the boundary conditions of the ray equations i.e. Snell’s law [or
dimore precisely from (7.9)], then all coefficients of gjj- and
3 q n
on the left hand sides are
known. Similarly all variables in medium I are known, as are the direction cosines of the 
unit normal to the interface (j)x, <|)y and <|)z , the only remaining term is the differential of the
bracketed term appearing in (D l). To express this in terms of known variables we first 
rewrite (Sr  n) in direction cosine form i.e.
i p x c a  + *yc ß + <t>zc Y)
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where Ca, Cß and Cy are the direction cosines of the ray at the interface in medium I and 0!
is the acute angle between the ray and the interface normal n. The the differential of { } may 
be written more conveniently as
3
3q "7 ■ <s i - n ):
- 1/2
X
We know from (7.8) that
v2 cos 02 - \ + ( S , - n ) 2
V2 Vl
and from the definition of the dot product that
+  +  ~  COS 0^
and upon substitution into the above we get
3 f  1
3q 1 '
3 f  1 -  1 
3 ?  1 J -  77
v 2 co s  0 j
~2 Z~Vj co s  0 2
v 2 cos 0j 
v x cos 02
aca acß acY
*x -gq- + Oy - J  + -g f
/  3Ca 3Cn 3 C V
0j and 02 are the angles the ray makes with unit normal at either side off the interface which
are already known from the solving the ray equations. The derivatives of the direction 
cosines are readily determined from (7.2), i.e.
ac . di . . . aj . .
-3q- = c o s ^ c o s j  - sinj j^ s in i
dCß . 3i . . . 3j .
-3q- = cos ^  smj + C0SJ sini
dCy
■3q-
- sin i 3i
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We now have expressions for all terms in the algebraic system (7.15) and so the derivatives 
Oi and may be easily calculated for q equal to iQ or j(
b) The Reflected Ray
In the reflected case the slowness vector S2 is given by (7.10) and the situation is 
much simpler
S2 = Sj - 2 (S 1.n )n (7.10)
writing Sx and S2 in terms of direction cosines and comparing components we get,
Ca
v
v2 n
V
7 f  - ^ Ca*x + Cp*y + CY<0Z) <t>x t
Q
+ Cß(!>y + C7+z) ‘t’y 
^  - ^ ( C a ^ x + Cß« y + Cy0 z) 0 z ^
We now have v2 = v v  and upon differentiation of the above with respect to q we obtain,
Oil Oil OCß T 0Ca OCß 0 C Y1
c o s i c o s j ^ |n - s i n j s i n i ^ |n = - 2 [0 X + <^y - g f  +
Oil Oil 3Cß r 0Ca OCß d C y l
C0sj sini^ | n + sin j cos 1 n = -3q- - +< y^ -3q- + -3q-J^
- sin i
3Ca 3C S 3C y-
Tq + I'* ~3q.
OCy r 0 O ß
T ?  - 2 K ^ + ( f y  l i -
These are the boundary conditions used in ch. 7 for the reflected case. Since the differentials 
of the direction cosines have been dealt with above, and all other terms are known, we again
have a system of three algebraic equations in two unknowns. Any one may be discarded 
and so the reflection case is straightforward for both q = iQ or j0.
App. 8
Appendix C: Further thoughts on the first and second derivatives
of the Jeffreys misfit function
In section 7.4 we gave expressions for the gradient and Hessian of the Jeffreys
misfit function, which had the same form as the corresponding terms for a Gaussian misfit
>
function, i.e.
I  = - Gt £ (7.62)
and
H = GT Cj G (7.65)
We recall that the vector £ (in data space) and square matrix Cj are the Jeffreys counterparts 
of Cp(dobs - g(m)) and respectively, where C^1 is the inverse data covariance matrix
and (dobs - g(m)) is the vector of observed data residuals. By definition the i th component
of the gradient vector £ is the derivative of the Jeffreys function (7.56) with respect to the
(dobs ■ g(m)), and the ij th entry in the matrix Cj represents theresidual q, where r
d t i 3Jsecond derivative or where J is the Jeffreys function. In ch. 7 we indicated that
the gradient and Hessian components of the Jeffreys function are complicated functions of 
the residuals q, but neglected to examine them in any detail. It is important to know how
they differ from the Gaussian case since they influence the weighting applied to the data
residuals during the inversion. We now return to this point and examine how the various 
quantities depend on q, for both the Gaussian and the Jeffreys misfit function.
In the Gaussian case the misfit function <}>(r), given by (7.31b), is just a quadratic 
function of the residuals and so the first derivative is a linear function of q, and the second
derivative is just a constant. For a diagonal data covariance matrix,
<CD>ij = of for i=j
= 0 " i * j
we have
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and
3 <{)
3<j)
drjdrj
ri
1
Gi
for i= j
0 for i * j
(Cl)
(C2)
[For a non-diagonal data covariance matrix (Cl) becomes simply a linear combination of 
residuals and the elements in (C2) are either a constant, or zero.] In the case of a Jeffreys 
misfit function the corresponding expressions for the first and second derivatives are given 
by (7.60) & (7.64) respectively.
a. r. exp
2a2
v y
+ b. r. exp
2v2
v  y
/  2 \ (  2 \
-ri -ri
aj exp
2a?
 ^ y
+ bj exp
2v2
*- V. )4
where ai (1-/) > 
OiV27t ’
f *i
W 2 i”
a = — r  and b = — tbi.2
(7.60)
and
ft'Yi
w
(7.64)
2" (  2 \ 2" (  2 \
ii
= n
-T
[■ ■ ? ]
»
& exp *i_
2 a 2
+
■
t
h exp
^ i_
2v2
- ^  y
From these expressions it is not immediately clear how the dependence on rA is affected by 
changing the data variance o2 or even the background variance v2 and amplitude factor f .  In
Figs. C .la & b we plot first and second derivatives as a function of ri5 for the case of a
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diagonal CD with Gj = 0.1, v = 2.0, /  = 0.01, 0.05 and 0.1. In Figs. C.2a & b we allow v 
to vary using the parameters = 0.1, /  = 0.05, v = 1.0, 2.0 and 3.0, while in Figs. C.3a & 
b we have Gi = 0.1, 0.2, 0.3, /  = 0.05, v = 2.0.
An examination of the nine diagrams is very informative. [Note we only plot the 
curves for q > 0, the extensions to negative residuals is quite straightforward since the first
derivative is an odd function, i.e. £j(-q) = - ^(q), and the second derivative is an even one.]
Figs. C.la and C.2a show that the first derivative (and consequently the gradient vector) will 
be sensitive to residuals for q < 0.4 secs, for higher values the gradient falls off rapidly and
rises again at a much reduced rate. The Gaussian derivative, which is just the tangent line to 
the Jeffreys at the origin, continues to increase uniformly, and so large residuals are allowed 
to generate large gradient components. In contrast the Jeffreys derivative is more robust,
since large residuals are damped out and play only a minor role. The position and steepness 
of the tapering off region is determined by the ratio Gj/v, which is very small for the three
curves in Fig. C.2a but varies more widely in Fig. C.3a. Since each gradient curve is just
the derivative of the corresponding loss function (see Fig. 7.16) then the reason for its
peaked shape is quite apparent i.e. it corresponds to the transition region in the loss function,
where the shape moves from one quadratic to another of much larger radius of curvature.
The shape of the first derivative curves reflect the robust character of the Jeffreys
function, and are themselves robust, however the second derivatives shown in Figs. C.lb,
'  2C.2b and C.3b are more troublesome. In all cases we observe as q  —> 0 then £ —» 1/g- and
t
as q »  1, £ —» 1/v2 (where we have use ' to represent differentiation with respect to q).
This is to be expected since for small residuals the Jeffreys function approximates a 
Gaussian with variance q and for large residuals a much broader Gaussian with variance v .
In the transition between these two positive values, the function obtains very large negative
values shown by the sharp trough in Figs.Cl.b, C.2b & C.3b a sharp trough appears. The 
depth and width of the trough is controlled by the ratio Gj/v (as indicated by Fig. C.3b,
which contains the largest variations) and exhibits only a mild dependence on / .  A 
comparison with the first derivative curves shows that the large negative values of the
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Figure C .l a) First and b) second derivative curves of the Jeffreys misfit statistic as a function 
of residual. The curves are plotted for a- = 0.1, v = 2.0, and /  = 0.01 (A), 0.05 (B) 0.1 (C).
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Figure C.2 a) First and b) second derivative curves of the Jeffreys misfit statistic as a function 
of residual. The curves are plotted for aj = 0.1, /  = 0.01 and v = 1.0 (A), 2.0 (B), 3.0 (C).
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Figure C.3 a) First and b) second derivative curves of the Jeffreys m isfit statistic as a function 
o f residual. The curves are plotted for /  = 0.05, v = 2.0, and <7j = 0.1 (A), 0.2 (B) 0.3 (C).
second derivative are just a natural consequence of the sharp decrease in gradient observed 
over the same range of residuals. However from the inversion viewpoint they are rather 
unpleasant, since their effect is to generate large negative values down the leading diagonal 
of the data Hessian (and hence the projected Hessian), which in turn results in a rather ill- 
conditioned matrix. In other words stability problems begin to rear their ugly head. [The 
geometric interpretation of this effect is that the residuals occurring in the transition zone are 
so highly weighted that they cause the shape of the Jeffreys misfit function J(m) to be 
dominated by the corresponding section of L(r) (see Fig. 7.16). In this region J(m) has 
negative second derivatives and cannot be fit well by a quadratic function constrained to 
positive second derivatives, hence instabilities occur.] During trial inversions of the 
nonlinear algorithm this was found to be the case, several large negative values appeared 
along the leading diagonal of the projected Hessian and the inversion became unstable. The 
data residuals falling in the range for which the second derivative is negative dominate the 
Hessian because of the extremely large 'negative weights' they can obtain, even though they 
may be relatively few in number. This suggests that the Jeffreys algorithm is rather 
unsuitable for a straightforward quadratic optimization technique and we need some sort of 
modification. We now suggest an approach to overcome this difficulty without offering any 
proper justification for it, except a rather roundabout argument and the assurance that it does 
in fact work in practice!
The procedure adopted here is simply to replace the actual second derivative function 
(7.64) with an artificial one
as Irjl —» 0 and Ir^ l > 1. Obviously many choices are possible, here we use a simple linear
gradient defined by
producing only positive values, which is asymptotic to the
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This scheme is designed to model the basic characteristics of the true Jeffreys derivative 
without allowing the large negative weights to appear. Since the robust property of the 
Jeffreys function is due to the difference in its behaviour at high and low residuals, then the 
troughs are merely an artifact of the transition zone, and are best ignored. Substituting this 
procedure for eqn. (7.64) was found to work well, the Jeffreys function was reduced at each 
iteration without generating any stability problems. Consequently it was employed in all 
nonlinear inversions described in ch. 8.
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