We use derivatives to prove the equivalences between MacWilliams identity and its four equivalent forms, and present new interpretations for the four equivalent forms. Our results explicitly give out the relationships between MacWilliams identity and its four equivalent forms.
Introduction
Let C be a (n, k) linear code on the field F q = GF (q) and let C ⊥ be its dual code. Define 
The following are four equivalent forms of the MacWilliams identity: 
The MacWilliams identities and the four equivalent forms have been studied by many authors [1] [2] [3] [4] [5] [6] 8, 9] . In 1963, MacWilliams [6] proved that (2), (3) and (4) are all equivalent to MacWilliams identity (1) . In 1983, by using a method different from that of [6] , Blahut [1] proved that (1) can be derived from (4) . Similar method can also be used to derive (1) from (3). Identity (5) was initially discovered by Brualdi et al in 1980 [2] , and they showed that (5) can be derived from (2) . In 1997, Goldwasser [4] proved (5) by induction. It should be pointed out that Brualdi et al presented interesting combinatorial interpretations for (3), (4) and (5) in [2] , but the interpretations do not indicate any explicit relationship between (3), (4) , (5) and (1) .
In the following section we will use derivatives to prove the equivalence between anyone of (2), (3), (4), (5) and (1), our proofs also unveil new relationships between MacWilliams identity and its equivalent forms.
Proofs of equivalences
The following two lemmas are needed in our equivalence proofs:
Lemma 2. Let f (x, y) and g(x, y) be two homogeneous polynomials of degree n in x, y. If
Proof of Lemma 1. We only prove the second identity, the first one can be proved similarly. If m = 0, the result is obvious. Now let m > 0, and suppose
Then from
The assertion follows by induction.
Proof of Lemma 2. We only prove the case of
the other two cases can be proved similarly. Let
then from (6) we can get the following equations:
Solving these equations we get
Therefore f (x, y) = g(x, y).
Derive (2) or (3) from (1)
By taking r-th partial derivative with respect to y on both sides of (1), we get
• Substituting 1 for x, 0 for y in the above equation we get
So from (1) we can derive (2).
• Substituting 1 for both x and y we get
Therefore, from (1) we can derive (3).
Derive (4) from (1)
By taking r-th partial derivative with respect to x on both sides of (1), we get
Let x = y = 1, then we get
So from (1) we can derive (4).
Derive (5) from (1)
Let f (x, y) = W C (x, y). For 0 ≤ t ≤ r ≤ n, by taking r-th mixed partial derivatives on both sides of
and Lemma 1 we get
So we have
Substituting 1 for x and y, and also notice (x − y) j−s−i = 0 when j = s + i we get
Then both f (x, y) and g(x, y) are homogeneous polynomials of degree n in x, y. For any non-negative integer r ≤ n, by Lemma 1 we have
Since (2) , 0 ≤ r ≤ n By Lemma 2 we obtain
We only prove that from (3) we can derive (1). Let
Then both f (x, y) and g(x, y) are homogeneous polynomials of degree n in x, y. For any nonnegative integer r ≤ n, by Lemma 1 we get
By Lemma 2 we get f (x, y) = g(x, y), which means that
If t = 0 then (5) reduces to (4), while if t = r then (5) reduces to (3). Since (1) can be derived from (3) or (4), (1) can also be derived from (5).
Conclusion
A homogeneous polynomial of degree n in two variables is uniquely determined by its n + 1 coefficients, from the proofs in last section we can see that identities (2), (3), (4) and (5) are actually four different groups of conditions that can be used to determine the coefficients of (1), and they can be written respectively in the following four forms: More equivalent forms of (1) can be written out in this way.
