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Abstract
We introduce a new approach to the spectral equivalence of Gaussian processes
and fields, based on the methods of operator theory in Hilbert space. Besides several
new results including identities in law of quadratic norms for integrated and multi-
ply integrated Gaussian random functions we give an application to goodness-of-fit
testing.
Keywords: Gaussian random functions, identity in law, spectral equivalence, tensor
product, Brownian sheet
1 Introduction
The distribution of quadratic functionals for Gaussian random functions is an interesting
and intensively developing topic in connection with the demands of asymptotic problems
of empirical processes and the theory of small deviations in L2. We will be interested in
different Gaussian random functions with equally distributed quadratic norms.
By virtue of the Karhunen–Loe`ve expansion, such norms can be represented as infi-
nite quadratic Gaussian forms, whose coefficients are the eigenvalues of the corresponding
∗St.Petersburg Department of Steklov Mathematical Institute of Russian Academy of Science,
Fontanka 27, St.Petersburg, 191023, Russia, and St.Petersburg State University, Universitetskaya emb.
7-9, St.Petersburg, 199034, Russia; E-mail: nazarov@pdmi.ras.ru
∗∗St.Petersburg State University, Universitetskaya emb. 7-9, St.Petersburg, 199034, Russia, and Na-
tional Research University – Higher School of Economics, Soyuza Pechatnikov 16, St.Petersburg, 190008,
Russia; E-mail: y.nikitin@spbu.ru
1
covariance operators. Therefore, to prove the identity in law for L2-norms of two Gaus-
sian random functions, it suffices to verify the coincidence of spectra for their covariance
operators (excluding zero). In this case we prefer to call two random Gaussian random
functions X and Y spectrally equivalent and write X ∼ Y.
It should be noted that the equality of L2-norms does not entail the equality of Gaus-
sian processes or fields in law. Consider the typical example of this kind. Let W be the
standard Brownian motion on [0, 1], and denote by B the standard Brownian bridge on
the same interval.
The following spectral equivalence is well known:
W (t)−
1∫
0
W (s) ds ∼ B(t). (1)
For instance, Donati-Martin and Yor [8] proved (1) using the Fubini–Wiener technique,
while in [3] this equivalence was proved by the direct calculation of spectra. On the other
hand, the Gaussian processes in (1) have different covariances:
E
(
W (s)−
1∫
0
W (u) du
)(
W (t)−
1∫
0
W (u) du
)
= min(s, t)−
2s− s2
2
−
2t− t2
2
+
1
3
;
EB(s)B(t) = min(s, t)− st.
Peccati and Yor [18], Deheuvels, Peccati and Yor [6] and Deheuvels [7] extended spec-
tral equivalence (1) to the Gaussian fields on the unit square. Let W and B denote,
respectively, the classical Brownian sheet and the bivariate Brownian bridge or pinned
Brownian sheet, see [6]. The authors of [18] and [6] obtained several spectral equivalences
generalizing (1). The simplest of them has the form:
W(t1, t2)−
1∫
0
1∫
0
W(s1, s2)ds1ds2 ∼ B(t1, t2).
Deheuvels, Peccati and Yor stated these results in dimension d = 2, indicating that
similar equivalences can be written out in the case d > 2 “at the price of minor additional
technicalities.” However, these formulations never appeared.
Our aim is to prove far reaching and sometimes unexpected generalizations of these
and similar spectral equivalences in a very short and compact way which differs from
that of [6] and [18]. The originality of our approach is due to the use of the methods
of operator theory in Hilbert space. The spectral equivalence of various d-parametric
2
Brownian functions takes on a simple and uniform perspective. We argue that the operator
language is the most correct and convenient for writing identities in law for quadratic
norms of Gaussian random functions.
Moreover, we demonstrate that similar relations are also valid for integrated and mul-
tiply integrated Gaussian fields and processes, something that has been done for the
first time. We expect future applications to nonparametric statistics (in particular, to
goodness-of-fit testing and testing of independence), and to the theory of Brownian func-
tionals.
The structure of the paper is as follows. First, we introduce the necessary facts from
functional analysis in Hilbert space. Next, we represent the operations of centering,
integration and bridge construction for Gaussian random functions in operator terms and
prove several theorems about spectral equivalence of various processes and fields. The
last section deals with the spectral properties of the kernel in the case of multivariate
ω2-statistic.
The Gaussian processes and operators acting in the space of functions of one variable
are denoted by capital letters, the multivariate Gaussian fields and the corresponding
operators – by bold letters. If we need to mention that, say, an operator T acts on
functions of variable xk, we write Tk.
2 Some functional analytic preliminaries
The following statement is well known, see, e.g. [4, Section 3.10].
Proposition 1. Let A and B be compact operators in the Hilbert space H. Then the
non-zero eigenvalues of the operators AB and BA coincide (with the multiplicities).
Recall that if A and A˜ are operators in the Hilbert spaces H and H˜ respectively, we
can define their tensor product A⊗ A˜ in the Hilbert space H⊗ H˜ . If A and A˜ are integral
operators with kernels A(x, y) and A˜(s, t) then A ⊗ A˜ is also an integral operator with
kernel A((x, s), (y, t)) = A(x, y)A˜(s, t).
As the eigenvalues of the tensor product A ⊗ A˜ are the products of the eigenvalues
λi(A) and λj(A˜), the following statement is obvious.
Proposition 2. Let Ak and Bk be compact operators in the Hilbert spaces Hk, k =
1, . . . , d. Assume that non-zero eigenvalues of the operators Ak and Bk coincide (with the
multiplicities) for every k. Then the non-zero eigenvalues of the tensor products
A =
d
⊗
k=1
Ak and B =
d
⊗
k=1
Bk
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coincide (with the multiplicities).
We define some operators in L2([0, 1]): operators of integration from the left and from
the right
(Tu)(x) =
x∫
0
u(t) dt, (T ∗u)(x) =
1∫
x
u(t) dt,
the orthogonal projector onto the subspace of constants and the multiplication operators
(Pu)(x) =
1∫
0
u(t) dt, (Sfu)(x) = f(x)u(x).
Also, we define multidimensional operators which are tensor products of the corresponding
one-dimensional operators:
T =
d
⊗
k=1
Tk, T
∗ =
d
⊗
k=1
T ∗k , P =
d
⊗
k=1
Pk.
Direct calculation shows that the covariance operator KW of the Wiener process W (t)
and the covariance operator KW1 of the inverted Wiener process W1(t) ≡ W (1 − t) are
given by
KW = TT
∗ and KW1 = T
∗T,
respectively.
Furthermore, the covariance operator KB of the Brownian bridge allows for the fol-
lowing representation:
KB = T (I − P )T
∗ = T ∗(I − P )T
(here I stands for the identity operator).
As a corollary, we obtain representations of the covariance operators of d-variate Brow-
nian sheet W(x), of d-variate inverted Brownian sheet W1(x) = W(1 − x), and of d-
variate Brownian pillow B∗(x) (each of them is the tensor product of the corresponding
Gaussian processes, see [11]):
KW = TT
∗, KW1 = T
∗T, KB∗ = T ·
d
⊗
k=1
(I − Pk) ·T
∗ = T∗ ·
d
⊗
k=1
(I − Pk) ·T.
The following statements can be also easily verified.
Lemma 1. The covariance operator of d-dimensional pinned Brownian sheet
B(x) = W(x)−W(1)
d∏
k=1
xk
4
has the following the representation
KB = T(I−P)T
∗.
Lemma 2. Let the Gaussian field X on [0, 1]d have the covariance operator KX. Then
1. The covariance operator of the centered field
X(x) = X(x)−
∫
[0,1]d
X(y) dy
has the following representation
K
X
= (I−P)KX(I−P).
2. The covariance operators of the (left- and right-) integrated fields
X[0](x) =
x1∫
0
· · ·
xd∫
0
X(y) dy1 . . . dyd and X
[1](x) =
1∫
x1
· · ·
1∫
xd
X(y) dy1 . . . dyd
has the following representation
KX[0] = TKXT
∗; KX[1] = T
∗KXT.
For the brevity we also introduce the notation for the integrated centered field:
X{0}(x) =
(
X
)[0]
(x); X{1}(x) =
(
X
)[1]
(x).
3 Spectral equivalence of certain Gaussian fields
We begin with two generalizations of relation (1).
Consider the stochastic integral of a non-random function f , see [20, Ch.4, §2],
FW (x) =
x∫
0
f(t) dW (t), 0 ≤ x ≤ 1.
Theorem 1. Let f ∈ L2(0, 1). Then the following relation is true:
FW (x) ≡ FW (x)−
1∫
0
FW (y) dy ∼ f(x)B(x).
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Proof. Lemmata 1 and 2 imply
K
FW
=
[
(I − P )TSf
]
·
[
SfT
∗(I − P )
]
;
KfB = SfT
∗(I − P )TSf =
[
SfT
∗(I − P )
]
·
[
(I − P )TSf
]
.
The application of Proposition 1 completes the proof. 
Further, we introduce a fractional counterpart of relation (1). Recall that the Riemann–
Liouville process is defined as the stochastic integral
Rα(x) = α
x∫
0
(x− t)α−1 dW (t), α >
1
2
,
see [15, Sec. 3.2] (the normalizing factor is chosen for convenience). We also define the
Riemann–Liouville bridge R◦α(x) in a standard way
R◦α(x) = Rα(x)− x
αRα(1).
Theorem 2. The Riemann–Liouville bridge is spectrally equivalent to the centered
Riemann–Liouville process:
R◦α(x) ∼ Rα(x).
Proof. It is easy to check that the covariance operators of the Riemann–Liouville
process and the inverted Riemann–Liouville process have the following representations,
respectively:
KRα = TαTα
∗, KRα(1−x) = Tα
∗Tα,
where
(Tαu)(x) = α
x∫
0
(x− t)α−1u(t) dt.
Therefore, we have, as in Lemmata 1 and 2,
KR◦α = Tα(I − P )Tα
∗ =
[
Tα(I − P )
]
·
[
(I − P )T ∗α
]
;
K
Rα(1−x)
=
[
(I − P )Tα
∗
]
·
[
Tα(I − P )
]
,
and Proposition 1 yields R◦α(x) ∼ Rα(1 − x). The relation Rα(x) ∼ Rα(1 − x) is trivial
by symmetry, and the statement follows. 
Turning to the Gaussian fields, we give a direct multivariate analog of the relation (1).
Theorem 3. The pinned Brownian sheet is spectrally equivalent to the centered Brow-
nian sheet:
B(x) ∼W(x).
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Proof. For d = 1, this relation reads B ∼ W , see (1). For d = 2 it was proved in [18]
by the stochastic Fubini theorem, see (1). In fact, Lemmata 1 and 2 imply for any d
KB = T(I−P)T
∗ =
[
T(I−P)
]
·
[
(I−P)T∗
]
; K
W1
=
[
(I−P)T∗
]
·
[
T(I−P)
]
,
and Proposition 1 yields B(x) ∼W1(x) = W(1−x). The relation W(x) ∼W(1−x) is
trivial by symmetry, and the statement follows. 
In the same way we derive a more general relation
W(x)− aW(1)
d∏
k=1
xk ∼W(x)− a
∫
[0,1]d
W(y) dy, a ∈ R. (2)
For d = 1 it was proved in [8]. If we denote the left-hand side of (2) by Ba(x) and the
right-hand side by Wa(x) then it is not difficult to see that
KBa =
[
T(I− aP)
]
·
[
(I− aP)T∗
]
; KWa(1−x) =
[
(I− aP)T∗
]
·
[
T(I− aP)
]
,
and the statement follows.
Remark 1. Also it is not difficult to obtain a multivariate counterpart of Theorem 1
using the stochastic integral with respect to the Brownian sheet, see [5, 9],
FW(x) =
x1∫
0
· · ·
xd∫
0
f(y) dW(y), x ∈ [0, 1]d.
It holds that
FW(x) ≡ FW(x)−
∫
[0,1]d
FW(y) dy ∼ f(x)B(x).
It is appropriate here to return to the bivariate norm identities written out in [6].
Formula (3.26) reads:
B∗(x) ∼W(x)−
1∫
0
W(x) dx1 −
1∫
0
W(x) dx2 +
1∫
0
1∫
0
W(x) dx1dx2, x ∈ [0, 1]
2. (3)
To give a new proof of (3), observe that the covariance operator on the left-hand side
is the tensor product of two covariance operators KB. At the same time the covariance
operator of the Gaussian field in the right side of (3) is the tensor product of two covariance
operators K
W
. As B and W are spectrally equivalent, see (1), it remains to apply our
Proposition 2.
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Quite similarly, in the d-variate case we have
KB∗ = T ·
d
⊗
k=1
(I − Pk) ·T
∗ =
[
T ·
d
⊗
k=1
(I − Pk)
]
·
[ d
⊗
k=1
(I − Pk) ·T
∗
]
.
Using Proposition 1, we obtain the field Z with the covariance operator
KZ =
[ d
⊗
k=1
(I − Pk) ·T
∗
]
·
[
T ·
d
⊗
k=1
(I − Pk)
]
,
spectrally equivalent to the d-variate Brownian pillow.
The direct expression of Z is more complicated and contains partial integrals with
respect to all variables. For instance, the trivariate analog of (3) reads
B∗(x) ∼W(x)−
1∫
0
W(x) dx1 −
1∫
0
W(x) dx2 −
1∫
0
W(x) dx3
+
1∫
0
1∫
0
W(x) dx1dx2 +
1∫
0
1∫
0
W(x) dx1dx3 +
1∫
0
1∫
0
W(x) dx2dx3
−
1∫
0
1∫
0
1∫
0
W(x) dx1dx2dx3, x ∈ [0, 1]
3.
Another identity from [6] concerns the Kiefer field K whose covariance operator is the
tensor product of the Wiener process and of the Brownian bridge covariances. Identity
(3.27) reads
K(x) ∼W(x)−
1∫
0
W(x) dx2, x ∈ [0, 1]
2. (4)
To establish the operator proof of (4) we observe that the covariance operator in the
right-hand side is the tensor product of the covariance operators of W and W . It remains
to apply the spectral equivalence (1) and Proposition 2.
Remark 2. It is not difficult to derive some weighted analogs of obtained results,
similar to [6].
4 Integrated fields
Now we pass to the integrated fields.
Theorem 4. The (left/right)-integrated pinned Brownian sheet is spectrally equivalent
to the centered (left/right)-integrated Brownian sheet:
B[0](x) ∼W[0](x); B[1](x) ∼W[1](x). (5)
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Proof. We prove the first equivalence in (5), the second one can be proved in the same
way. For d = 1, this relation reads B[0] ∼ W [0] and was discovered in [3]. Once again,
Lemmata 1 and 2 imply that for any d
KB[0] = T
2(I−P)T∗2 =
[
T2(I−P)
]
·
[
(I−P)T∗2
]
; K
W[0](1−x)
=
[
(I−P)T∗2
]
·
[
T2(I−P)],
and Proposition 1 yields B[0](x) ∼ W[0](1 − x). The relation W[0](x) ∼ W[0](1 − x) is
trivial by symmetry, and the statement follows. 
Remark 3. Similar relations hold for n-times integrated fields, for instance,
B[0
n](x) ∼W[0n](x).
Theorem 5. The (left/right)-integrated pinned centered Brownian sheet is spectrally
equivalent to the centered (left/right)-integrated centered Brownian sheet:
B{0}(x) ∼W{0}(x); B{1}(x) ∼W{1}(x). (6)
Proof. We again restrict ourselves to the first equivalence in (6). Lemmata 1 and 2
imply that for any d
KB{0} = T(I−P)T(I−P)T
∗(I−P)T∗ =
[
T(I−P)
]2
·
[
(I−P)T∗
]2
;
K
W{0}(1−x)
= (I−P)T∗(I−P)T∗T(I−P)T(I−P) =
[
(I−P)T∗
]2
·
[
T(I−P)]2,
and Proposition 1 yields B{0}(x) ∼ W{0}(1 − x). The relation W{0}(x) ∼ W{0}(1 − x)
is trivial by symmetry, and the statement follows. 
Remark 4. Similar relations hold for n-times integrated fields, for instance,
B{0
n}(x) ∼W{0n}(x).
For d = 1, this relation reads B{0
n} ∼W {0n} and was discovered in [17, Sec. 4].
Theorem 6. The centered right-integrated pinned Brownian sheet is spectrally equi-
valent to the right-integrated centered Brownian sheet:
B[1](x) ∼W{1}(x).
Proof. For d = 1 this relation reads B[1] ∼ W {1}. Notice that, by symmetry of both
Brownian bridge and centered Wiener process, we can change the right-integration to the
left-integration that is not the case for d > 1. The spectral equivalence B[0] ∼ W {0} was
also first observed in [3].
9
Lemmata 1 and 2 imply that for any d
K
B[1]
=
[
(I−P)T∗
]
·
[
T(I−P)T∗T(I−P)
]
;
KW{1}(1−x) = T(I−P)T
∗T(I−P)T∗ =
[
T(I−P)T∗T(I−P)
]
·
[
(I−P)T∗
]
,
and Proposition 1 yields (B)[1](x) ∼ W{1}(1− x). Once again, the statement follows by
symmetry. 
Remark 5. Similar (but more intricate) relations hold for multiply integrated fields,
for instance,
(B)[011](x) ∼
(
W[0]
)[11]
(x).
5 Detrended processes of high order
For the last example we restrict ourselves to the univariate case. For the Gaussian process
X on [0, 1], consider the n-th order detrended process, see [1, 19]:
X〈n〉(t) = X(t)−
n∑
j=0
ajt
j,
where aj are defined by the relations
1∫
0
X〈n〉(t)t
j dt = 0, j = 0, . . . , n.
Theorem 7. The n-th order detrended n-times integrated Wiener process is spectrally
equivalent to the conditional (“bridged”) n-times integrated Wiener process [14]:
(W [0
n])〈n〉(t) ∼ Bn(t) ≡
(
W [0
n](t)
∣∣∣ W [0m](1) = 0, m = 0, . . . , n).
Proof. For n = 0 this relation coincides with W ∼ B. Note that the n-th order
detrending operation can be considered as the projection onto the subspace of L2([0, 1])
orthogonal to the polynomials with degree not greater than n. Therefore, the covariance
operator K(W [0n])〈n〉 has the following representation
K(W [0n])〈n〉 =
[
(I − P〈n〉)T
n
]
·
[
T ∗n(I − P〈n〉)
]
,
where P〈n〉 is the orthogonal projector in L2([0, 1]) onto the subspace Pn of polynomials
with degree not greater than n.
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On the other hand, the direct calculation shows that the covariance operator KBn can
be written as
KBn = T
n(I−P〈n〉)T
∗n =
[
T n(I−P〈n〉)
]
·
[
(I−P〈n〉)T
∗n
]
=
[
T ∗n(I−P〈n〉)
]
·
[
(I−P〈n〉)T
n
]
(the last equality holds by symmetry of Bn), and the statement follows from Proposition
1. 
6 An application to goodness-of-fit tests
Here we give an application of the obtained results to the classical goodness-of-fit problem.
Consider the sample X1, ..., Xn with continuous distribution function F in R
d, d ≥ 2. We
are testing the simple null hypothesis H0: F = F0. Via the well-known Rosenblatt
transform [21] we reduce testing H0 to testing uniformity on the unit cube [0, 1]
d using
the transformed sample S = (x1, . . . ,xn).
Let Fn be the empirical distribution function based on this sample. The famous test
statistic ω2n, see [22] for its history and properties, in our case has the form
ω2n =
∫
[0,1]d
(
Fn(z)−
d∏
i=1
zi
)2
dz,
which can be also written as
ω2n =
( 1
3
)d
−
2
n
∑
x∈S
d∏
k=1
(1− x2k
2
)
+
1
n2
∑
x,x′∈S
d∏
k=1
(
1−max{xk, x
′
k}
)
. (7)
We can interpret (7) as a degenerate V -statistic which has the limiting distribution
depending on the eigenvalues of its kernel
Q(x,y) =
d∏
k=1
(
1−max{xk, yk}
)
− 2−d
d∏
k=1
(1− x2k)− 2
−d
d∏
k=1
(1− y2k) + 3
−d,
see, e.g., [12, Ch.4]. An old and well-known problem consists in finding the spectrum of
this kernel Q, i.e. the eigenvalues of the problem
(Qu)(x) :=
∫
[0,1]d
Q(x,y)u(y) dy = λu(x), x ∈ [0, 1]d,
In particular, the first eigenvalue is of special interest because it is important for the
Bahadur approximate efficiency calculation of the omega-square test [2]. It is also indis-
pensable when evaluating the logarithmic large deviation asymptotics of ω2n statistic.
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It is not difficult to see that
Q(x,y) = K1(x,y)−
∫
[0,1]d
K1(x,y) dy−
∫
[0,1]d
K1(x,y) dx+
∫
[0,1]d
∫
[0,1]d
K1(x,y) dxdy,
where
K1(x,y) =
d∏
k=1
(
1−max{xk, yk}
)
is the covariance function of the inverted Brownian sheet W1. Therefore Q is the covari-
ance operator of the centered inverted Brownian sheet W1.
It follows from the proof of Theorem 3 that W1(x) ∼ B(x). Thus, the spectrum of
Q coincides with the spectrum of the pinned Brownian sheet B(x) which was studied in
many sources.
Durbin [10] was the first to investigate the spectrum of B(x) for d = 2 and gave the
list of the first 30 reciprocal eigenvalues beginning with λ−11 ≈ 15.814.... For d = 3, the
spectrum was described in [13], and Martynov reported the first 10 reciprocal eigenvalues
beginning by λ−11 ≈ 30.196... in [16, §5]. To the best of our knowledge, the numerical
values of eigenvalues for d > 3 are unknown.
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