Testing whether a probability distribution is compatible with a given Bayesian network is a fundamental task in the field of causal inference, where Bayesian networks model causal relations. Here we consider the class of causal structures where all correlations between observed quantities are solely due to the influence from latent variables. We show that each model of this type imposes a certain signature on the observable covariance matrix in terms of a particular decomposition into positive semidefinite components. This signature, and thus the underlying hypothetical latent structure, can be tested in a computationally efficient manner via semidefinite programming. This stands in stark contrast with the algebraic geometric tools required if the full observable probability distribution is taken into account. The semidefinite test is compared with tests based on entropic inequalities.
I. INTRODUCTION
I N SPITE of the primal importance of discovering causal relations in science, statistical analysis has historically shied away from causality. Only relatively recently has a rigorous theory of causality emerged (see, for instance, [1] , [2] ). Since then, causal inference has quickly become influential. Examples range from applications to the inference of genetic [3] and social networks [4] , to a better understanding of the role of causality within quantum physics [5] - [13] .
To formalize causal mechanisms, it has become popular to use directed acyclic graphs (DAGs) where nodes denote random variables and directed edges (arrows) account for their causal relations. The most common method to determine the set of possible DAGs compatible with a given distribution is based on the Markov condition and the faithfulness assumption [1] , [2] . Under these conditions, and in the case where all variables composing a given DAG can be observed, the conditional independences implied by the graph contain all the information required to test for the compatibility with the causal structure. However, for a variety of practical and fundamental reasons, we generally need to deal with latent (hidden) variables, that is, variables that may play an important role in the causal model, but nonetheless cannot be observed. In this case we have to characterize the set of marginal probability distributions that a given DAG can give rise to. Unfortunately, as is widely recognized, generic causal models with latent variables impose highly non-trivial constraints on the possible correlations compatible with it [14] - [27] . It is worth noting that these challenges arise already at the idealized (oracular) level, where we assume that we have access to the probability distribution of the observables.
For distributions over finite sets, as well as for normal distributions, the marginal compatibility can in principle be completely characterized in terms of semi-algebraic sets [16] .
However, it appears that the resulting tests in practice are computationally intractable beyond a few variables [18] , [22] . One approach to deal with the apparent intractability is to consider relaxations of the original problem, that is, to design tests that define incomplete lists of constraints (outer approximations) to the set of compatible distributions [17] - [20] , [28] - [30] . This approach has previously been considered in [29] - [33] , with tests based on entropic information theoretic inequalities; an idea originally conceived to tackle foundational questions in quantum mechanics [34] - [40] . Here we consider a relaxation in a similar spirit, but based on covariances rather than entropies. We primarily focus on tests for determining whether a given distribution is compatible with a given DAG, although we briefly discuss how one could turn this into a test also in the statistical sense, when we only have access to finite samples of data.
The effect of latent variables on the observable covariance matrix has previously been characterized in the context of factor analysis, yielding, e.g., tetrad constraints [2] , [41] - [44] . There the aim is to decide if observations are compatible with a given number of univariate latent variables, or factors, where each such factor is allowed to influence every observable. These approaches are typically based on linear Gaussian models (although see [45] , [46] for generalizations) where the observables are linear functions of the latent variables with added noise, or on the assumption of a global Gaussian distribution (see, e.g., [42] ). In contrast, we wish to determine if the observations are compatible with a hypothetical causal structure, irrespective of the nature of the constituent variables, which can be categorical, real-valued, or multivariate, and with no restriction on the type of distribution (as long as the relevant conditional covariances are well defined). Furthermore, we do not assume any particular functional form for how the observables depend on the latent variables. The constraints on the observable covariance matrix do in our case instead 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Fig. 1 . Bipartite DAGs. In this investigation we focus on the class of causal models where all correlations among the observables are due to a collection of independent latent variables. This setting can be described in terms of DAGs that are bipartite, where the latter means that all edges are directed from latent variables (
, and where there are no edges within each of these subsets.
Fig. 2.
Example: Triangular bipartite DAG. The covariance matrix resulting from the observables in a bipartite DAG is subject to a decomposition where each latent variable gives rise to a positive semidefinite component, and where the support of that component is determined by the children of the corresponding latent variable. In the case of the 'triangular' scenario of the bipartite DAG to the left, each of the three latent variables has two children. The covariance matrix, schematically depicted to the right, can consequently be decomposed into three positive semidefinite components, each with bipartite supports. This observation yields a method (which we refer to as the 'semidefinite test') to falsify a given bipartite DAG as an explanation of an observed covariance matrix. stem solely from the assumption that the global distribution is compatible with the assumed causal structure, as represented by the given DAG.
Another characterization of the observable covariance matrix has been obtained in [47] , where the constraints are derived from the same class of causal structures that we consider (compare Section 6 in [47] with the description of our setup in Section I-A below). In particular, Corollary 5.4 in [47] provides a characterization for the triangular scenario in Figure 2 . However, [47] assumes Gaussian linear models, while we, as mentioned above, make no restrictions on the nature of the random variables, beyond the given causal structure.
A. Main Assumptions and Results
We focus on a particular class of latent causal structures, where we assume that there are no direct causal influences between the observables, but only from latent variables to observables (see Figure 1 ). Hence, all correlations among the observables are due to the latent variables. This setting can be described by the class of DAGs where all edges are directed from latent vertices to observable vertices, but no edges within these two groups (see Figure 1 ). In other words, we consider the case of DAGs that are bipartite, with the coloring 'observable' and 'latent'. Alternatively, this can be described in terms of hypergraphs, where each independent latent cause is associated with a hyperedge consisting of the affected observable vertices (see e.g. [48] ).
This class of graphs has previously been considered in the context of marginalization of Bayesian networks [28] , [31] , [48] , and Gaussian models with latent variables [47] . They moreover provide examples of the difficulties that arise when characterizing latent structures [6] , [29] , [30] , [49] - [51] , where standard techniques based on the use of conditional independencies even can yield erroneous results (for a discussion, see e.g. [52] ). This type of latent structures furthermore emerges in the context of Bell's theorem [53] , as well as in recent generalizations [6] , [23] , [24] , [49] - [51] , [54] , [55] , where they can be used to show that quantum correlations between distant observers-thus without direct causal influences between them-are incompatible with our most basic notions of cause and effect.
Irrespective of the nature of the observables (categorical or continuous) we are free to assign vectors to each possible outcome of the observables. Our main result is to show that each bipartite DAG implies a particular decomposition of the resulting covariance matrix into positive semidefinite components. Hence, we can test whether the observed covariance matrix is compatible with a hypothetical bipartite DAG by checking whether it satisfies the corresponding positive semidefinite decomposition, and we somewhat colloquially refer to this as the 'semidefinite test'. The semidefinite test can thus be phrased as a semidefinite membership problem, which in turn can be solved via semidefinite programming. The latter is known to be computationally efficient from a theoretical point of view, and has a good track record concerning algorithms that are efficient also in practice (see discussions in [56] ).
B. Structure of the Paper
In Section II we derive the main result, namely that every bipartite DAG implies a particular semidefinite decomposition of the observable covariance matrix. Section III relates the semidefinite decomposition to previous types of operator inequalities introduced in [57] . To obtain a covariance matrix we may be required to assign vectors to the outcomes of the random variables, and Section IV discusses the dependence of the semidefinite test on this assignment. In Section V we briefly discuss the fact that the compatibility with a given bipartite DAG is not affected if the observables are processed locally, and that the semidefinite test respects this basic property under suitable conditions. Section VI considers a specific class of distributions where it is possible to analytically determine the conditions for a semidefinite decomposition. This class of distributions does in Section VII serve as a testbed for comparisons with the above mentioned entropic tests. We conclude with a summary and outlook in Section VIII.
II. DECOMPOSITION OF THE COVARIANCE MATRIX FOR BIPARTITE DAGS
We consider a collection of observable variables O 1 , . . . , O M . To each of these variables O m we associate a mapping Y (m) , in some contexts referred to as a 'feature map' [59] , into a finite-dimensional vector space V m . We denote the resulting vector-valued random variables by Y m := Y (m) (O m ), and for the sake of simplicity we often abuse the terminology and refer to the vectors Y m themselves as feature maps. We also define the joint random vector
One should note that while we regard the observable variables O m as being part of the setup that is 'given', the feature maps Y (m) are part of the analysis, and we are free to assign these as we see fit. (Concerning the question of how the test depends on this choice, see Section IV.) Let P m denote the projector onto the subspace V m in V.
For a vector-valued random variable Y , in a real or complex inner product space V, we define the covariance matrix of Y as
denotes the expectation of Y and † denotes the transposition if the underlying vector space is real, and the Hermitian conjugation if the space is complex. We also make use of the cross-covariances
with respect to some random variable X. We can thus divide the total covariance matrix Cov(Y ) into the cross-covariances between the separate observable quantities
We define a bipartite DAG as a finite DAG G = (V, E) with vertices V and edges E, with a bipartition V = O ∪ L, O ∩ L = ∅ such that all edges in E are directed from the elements in L (the latent variables) to the elements in O (the observables). Since G is finite, we enumerate the elements of O as O 1 , . . . , O M and the elements of L as L 1 , . . . , L N . We often overload the notation and let O m and L n denote the vertices in the underlying bipartite DAG, as well as denoting the random variables corresponding to these vertices.
For a vertex v in a directed graph G we let ch(v) denote the children of v, i.e., the set of vertices v for which there is an edge directed from v to v . We let pa(v) denote the parents of v, i.e., the set of vertices v for which there is an edge directed from v to v. For bipartite DAGs an element in L can only have children in O (and have no parents), and an element in O can only have parents in L (and no children). As an example, for the bipartite DAG in Figure 1 we have ch(
For a causal model defined by a general DAG G = (V, E) the underlying probability distribution can be described via the Markov condition where each edge represents a direct causal influence, and thus each vertex v can only be directly influenced by its parents pa(v), resulting in distributions of the form P = Π v∈V P v pa(v) . Hence, for a bipartite DAG we get P = Π m P O m pa(O m ) Π n P (L n ), and thus all the latent variables are independent, and the observables are independent when conditioned on the latent variables.
We map the observables
Hence, P (n) is the projector onto all subspaces of V that correspond to the children ch(L n ) of the latent variable L n .
(We often write m ∈ ch(L n ) rather than O m ∈ ch(L n ), and n ∈ pa(O m ) rather than L n ∈ pa(O m ).)
Proposition 1. For a bipartite DAG with latent variables
where
and where the projectors P (n) are as defined in (1) with respect to the given bipartite DAG, and where P m is the
covers V, then we can distribute the blocks P m RP m of R and add them to the different C n in such a way that the new operators still are positive semidefinite and satisfy the support structure of the original C n s. The exception is if there is some observable that has no parent (as O 4 in Figure 1 ).
Although the operators C n may change if we generate them via a permutation of the sequence L 1 , . . . , L N , the resulting projectors P (n) would not change. Hence, the support-structure described by (2) and (3) is stable under rearrangements.
Proof: For each n = 1, . . . , N, let F n be the σ-algebra spanned by L 1 , . . . , L n . Let F 0 = {∅, Ω}, and let F N +1 be spanned by
This gives the decomposition in (2), with the definitions
. By comparing (5) with the definition of the projector P (n) in (1), we see that P (n) C n P (n) = C n . By the
), one can also see that
) one can see that each R m,m , and thus also R, is positive semidefinite.
Deciding whether a given matrix is of the form (2) can be done via semi-definite programming (SDP). We end this section by describing an explicit SDP formulation. The optimization is over matrices Z, which can be interpreted as the direct sum of candidates for R and the C n 's. More precisely, let
Let Z be a matrix on Z. According to the direct sum decomposition (6), the matrix Z is a block matrix with (M + N ) × (M + N ) blocks. We think of the fist M diagonal blocks as carrying candidates for R m = P m RP m (which completely defines R, according to (3)); while the rear N diagonal blocks correspond to candidate C n 's. Note that the N rear summands in (6) are direct sums themselves. It therefore makes sense to use double indices to refer to spaces inside the W i 's. Concretely, the SDP includes affine constraints on the blocks Z (M+n,m),(M+n,m ) . The first part of the indices selects the space W n in (6) . The second part refers to the space V m within W n according to (7) . We use the convention that Z ( The cone is the feasible set of the SDP (8) . If a given covariance matrix Cov(Y ) is not an element of that cone, then there exists a hyperplane (depicted in red) separating the two convex sets. A normal vector X for the separating hyperplane can be found using the dual SDP (12) .
where the optimization is over symmetric (hermitian) matrices Z on Z. Up to a trivial re-expression of the linear functions of Z in terms of trace inner products with suitable matrices F i , the optimization problem above is in the (dual) standard form of an SDP [56, Section 3]. The left-hand side of (9) implicitly defines a linear map A from matrices on Z to matrices on V.
Explicitly, A maps off-diagonal blocks to 0 and acts on blockdiagonal matrices as
The constraints of the SDP can thus be written slightly more transparently as
In this language, the dual of the above SDP is
Let X be the optimizer of (12) . If tr X Cov(Y ) < 0, then the original SDP is infeasible and therefore, Cov(Y ) is not of the form (2) . Indeed, by construction, such an X has a negative trace inner product with the covariance matrix, but a positive trace inner product tr A(Z)X = tr ZA † (X) ≥ 0, ∀Z ≥ 0, with all matrices A(Z), Z ≥ 0 that could potentially be feasible for the primal SDP (11) . Thus, the dual SDP (12) can be used to find a witness or a dual certificate X for the incompatibility of a covariance matrix with a presumed causal structure. The geometry of the involved objects is shown in Figure 3 . We refer to this dual construction in Section VIII, where we sketch possibilities to base statistical hypothesis tests on such witnesses.
III. IMPLIED OPERATOR INEQUALITIES
Here we show that the existence of positive semidefinite decompositions as in Proposition 1 implies operator inequalities of a type studied in [57] . These operator inequalities yield simplified (but cruder) tests compared to the semidefinite test; by applying the mapping (13) to the covariance matrix, a hypothetical DAG is falsified if the resulting operator fails to be positive semidefinite.
Consider a bipartite DAG with latent variables L 1 , . . . , L N and observables O 1 , . . . , O M with assigned feature maps
For a number d we define the following map on the space of operators on
where P m are the projectors onto the spaces V m defined in Section II. Theorem 4.1 in [57] does in essence say that if all the latent variables L n in the given bipartite DAG have degree at most d, then the resulting covariance matrix
Note that Q being positive semidefinite is not enough to guarantee that Φ(Q) is positive semidefinite. Hence, (14) can be used as a test of the latent structure. Equations (14) singles out observable 1, but by relabeling we can obtain analogous inequalities for all observables.
The following proposition shows that the semidefinite decomposition implies the operator inequality (14) under the assumption that all the latent variables (regarded as vertices in a bipartite graph) have the degree at most d. Proposition 2. For a bipartite DAG with latent variables L 1 , . . . , L N , each with degree at most d, and observ- (13) .
Proof: We know from Proposition 1 that Cov(Y ) = R + N n=1 C n with P (n) C n P (n) = C n , C n ≥ 0, and where R is such that m P m RP m = R and R ≥ 0. Due to this,
For each C n we can distinguish two cases. In the first case, C n has no support on V 1 , i.e., P 1 C n P 1 = 0. Due to the positive semidefiniteness of C n it also follows that P 1 C n P j = 0 for j = 2, . . . , M, and thus Φ(C n ) = M m=2 P m C n P m ≥ 0. In the second case, C n does have a support on V 1 , meaning that P 1 C n P 1 = 0. By assumption, the latent variable L n has degree at most d, which means that C n has support on at most d of the subspaces V 1 , . . . , V M . Hence, apart from V 1 , there are at most d − 1 further spaces involved. We enumerate these spaces as V m (2) , . . . , V m(d) , and let V m(1) = V 1 . Hence, it may be the case that P m(j) C n P m(j) = 0 for j = 1, . . . , d, while P m C n P m = 0 for the remaining values of m. Due to the positive semidefiniteness of C n , we can analogously have P 1 C n P m(j) = 0, and P m(j) C n P 1 = 0, but P 1 C n P m = 0, and P m C n P 1 = 0 for the other values of m. We can conclude that
The combination of (15) with the above cases yields Φ Cov(Y ) = Φ(R) + N n=1 Φ(C n ) ≥ 0, which proves (14) .
IV. UNIVERSAL FEATURE MAPS FOR FINITE CATEGORICAL VARIABLES
The semi-definite test depends on the choice of feature maps Y (m) . Hence, if a particular choice results in compatibility, there may still be another choice that yields a violation. However, in the case of observables with only finite number of outcomes, we shall here see that one can make a single test. Proof:
A direct consequence of this lemma is the following. 
We can conclude that if Cov(Y ) satisfies the decomposition in Proposition 1 for a given bipartite DAG, then Cov(Ỹ ) also satisfies the decomposition. Hence, if Cov(Ỹ ) fails to satisfy the decomposition, then Cov(Y ) also fails to satisfy it. 
where all P m (x m |x m ) are conditional distributions. Since these local operations do not change the structure of the underlying bipartite DAG, we can immediately conclude the following. (17) is also compatible with the same DAG.
Another way to phrase this is that compatibility with a DAG is monotone with respect to local operations. There is no reason to expect that relaxations of the compatibility problem would respect this monotonicity. However, the following proposition shows that the semidefinite test also is monotonous, if the test is based on universal feature maps. 
Let c ∈Ṽ m , and define zx = (c,ỹx). Then
Hence, W m ≥ 0. Moreover, each W m is supported only on the subspaceṼ m . If Cov(Y ) satisfies the decomposition (2) in Proposition 1 for some bipartite DAG, then it follows that ψCov(Y )ψ † also satisfies the corresponding decomposition with respect to the subspaces {Ṽ m } m . Moreover, since the correction terms W m are positive semidefinite and block-diagonal with respect to these subspaces, it follows that Cov(Ỹ ) = ψCov(Y )ψ † + m W m also satisfies the decomposition.
VI. A MONOTONE FAMILY OF DISTRIBUTIONS
Here we consider a specific family of multi-partite distributions that is monotone in the sense of the previous section.
In particular, we consider the case of the triangular scenario in Figure 2 , which turns out to be convenient for the comparison with the entropic tests, which we consider in Section VII.
Suppose that we have a collection of variables, each of which has D ≥ 2 possible outcomes. In equation (17) we described local operations transforming an initial distribution P M . Here we consider a specific class of such local operations, parametrized by p ∈ [0, 1]
Hence, on each variable we (independently) apply the same type of process, where with probability p we replace the input with a uniformly distributed output, and with probability 1 − p leave the input intact. Here we choose the input distribution P M (x 1 , . . . , x M ) = δ x1,...,xM /D, where δ x1,...,xM = 1 if x 1 = · · · = x M , while zero otherwise. By applying (17) with the local operations (19) we thus obtain the global distributioñ is compatible with the semidefinite test for all p > p. Since a distribution that is compatible with a given DAG also satisfies the semidefinite test, it follows that p ≤ p * .
Note that Corollary 1 does not specify the compatibility with respect to the DAG and the semidefinite test at p = p * and p = p, respectively. One might speculate that generally p * = 1. However, forP 3:2 p and the triangular scenario in Figure 2 , it is the case that p * ≤ 1/2. To see this, let the three parties possess the variables
for x ka , x kb = 1, 2, which manifestly satisfies the triangular scenario. If each party applies the local operation P (x k |x ka , x kb ) = δx k ,x ka δ x ka ,x kb + (1 − δ x ka ,x kb )/2, for k = 1, 2, 3, then one can confirm that the resulting distribution isP 3:2 1/2 . Hence, by Proposition 3, it follows thatP 3:2 1/2 is compatible with the triangular DAG, and thus p * ≤ 1/2.
In the following we determine p for the triangular scenario in Figure 2 . The family of distributionsP M:D p , defined in (20) , in the tripartite case becomes
For the construction of the covariance matrix, we assume feature maps Y 1 , Y 2 , Y 3 that have orthonormal components. Hence, the total space
and we can write it as a tensor product
In Section II we defined the projectors P m onto the subspaces V m , and we can write these projectors as
where1 D is the identity operator on V D , andP m is the projector onto e m . The projector P (n) in Proposition 1 can thus be written
The covariance matrix Cov(Y ) for the random variable Y = Y 1 + Y 2 + Y 3 is a 3D × 3D matrix and takes the form
where we define the 3 × 3 matrix C(p) with components
and the D × D matrix Q with elements
Hence, Q is projector onto a (D − 1)-dimensional subspace. From Q being a projector, it follows that Q ≥ 0.
Lemma 3. For p ∈ R it is the case that
r a ] ≥ 0. Proposition 5. For the familyP 3:D p in equation (21) , with D ≥ 2, and for feature maps with orthonormal components, the covariance matrix Cov(Y ) has a semidefinite decomposition with respect to the bipartite DAG in Figure 2 , if and only
Proof: We begin by showing that 1 − 1/ √ 2 ≤ p ≤ 1 is a sufficient condition for Cov(Y ) satisfying the semidefinite decomposition. Define the matrices
By Lemma 3 it follows that these matrices are positive semidefinite for 1 − 1/ √ 2 ≤ p ≤ 1. Define R := Q ⊗R/D and C n := Q ⊗C n /D, for Q as in (26) . One can confirm that
Moreover, R ≥ 0 and C n ≥ 0. Since R = 0, we have (27) , one can confirm that P (n)C nP (n) =C n . Next we prove that 1 − 1/ √ 2 ≤ p ≤ 1 is a necessary condition for Cov(Y ) to satisfy the semidefinite decomposition. Thus assume that there exists a decomposition of Cov(Y ) as in (2) and (3), which provide R and C n . Let v ∈ V D be normalized, and such that Qv = v. Such v always exists, since Q is a projector onto a (D − 1)-dimensional subspace of V D and D ≥ 2. Define R := Dv † Rv ≥ 0 and C n := Dv † C n v ≥ 0. Hence, by (2), (3) and (24) it follows that R + n C n = v † QvC(p) = C(p), with C(p) as in (25) . By the conditions in (2), (3) and (23), it follows thatP (n) C nP (n) = C n . Moreover, (2), (3) and (22) yields mP m RP m = R. This means that R is a diagonal matrix, and without loss of generality, we can find new positive semidefinite matrices C n , such that n C n = R + n C n = C(p) andP (n) C nP (n) = C n . The last condition, together with C n ≥ 0, yields that the most general decomposition C 1 + C 2 + C 3 = C(p) possible, is of the form
By the positive semidefiniteness of these matrices, follow the positive semidefiniteness of the following matrices,
By Lemma 4 it follows that (28) implies
≥ 0,
Since these matrices all are positive semidefinite, it follows that every convex combination is also positive semidefinite.
is positive semidefinite. By Lemma 3 it follows that we must
VII. COMPARISON WITH ENTROPIC TESTS
Outer relaxations of the compatibility set of latent structures, based on information theoretic inequalities, have been considered previously [29] - [33] . Here, we compare numerically the performance of these entropic tests with the semidefinite test. A challenge is that we in practice do not know the true set of compatible distributions. However, since we are dealing with outer approximations, a reasonable approach is to compare how 'strict' the tests are, i.e., if one test generally tends to reject more distributions than the other. Given the rather radical difference in appearance of the semidefinite test and the entropic tests, it is not clear if there is a clearcut relation between them, in the sense that one would be systematically stronger than the other. In [57] it was found that tests based on operator inequalities, of the type described in Section III, appear to be stronger than the entropic ones for small alphabet sizes, but that there seems to be a switchover for larger alphabets (see Section 4.5 of [57] ). Here we confirm similar trends.
A. Entropy Inequalities for the Triangular DAG
We focus on the triangular DAG in Figure 2 O 2 ), etc., where 'log 2 ' denotes the base 2 logarithm. The first inequality (30) for the triangular scenario was obtained in [6] (see also [29] and [32] )
The following two inequalities were derived in [29] 
Finally, inequalities (33) to (35) were obtained in [32] (explicitly as equation (23) in arXiv version 2 of [32] ). The expressions in (30) , (31) , and (33) are not symmetric under permutations of the O 1 , O 2 , O 3 , and thus each of these generate two more inequalities. Whenever one of these inequalities is violated we can conclude that the observable distribution cannot originate from the bipartite DAG in Figure 2 . All of these entropic inequalities, apart from (30), depend on the full tripartite distribution, while the semidefinite test only uses the mono-and bipartite marginals. One may thus suspect that the semidefinite test would be at a disadvantage compared to these tripartite entropic tests.
B. Rejection Rates in Random Ising Models: The Binary Case
For a numerical comparison between the entropic and the semidefinite test for the triangular scenario in Figure 2 , we assume binary variables
given by an Ising interaction model [60] , [61] , P (x) = e −x † Jx /Z, with Z being the normalization constant, and where J is a real 3 × 3 matrix. For each single instance of this model we draw the elements of J independently from a Gaussian distribution with zero mean and variance 1. For the semidefinite test we choose (universal) feature maps that associate the outcomes of the random variables to elements of orthonormal bases, thus resulting in a 6 × 6 covariance matrix. The semidefinite test was implemented via a semidefinite program that minimizes a constant function, thus effectively testing whether there exist any feasible elements. For each instance over 10 6 independent repetitions of the Ising model, we performed the semidefinite test, as well as tested the entropic inequalities (30) to (35) together with all their permutations. The following table gives the approximate fraction of rejections. In the table, E ∪ 1 (and analogously for E ∪ 2 and E ∪ 4 ) means that we test the inequality in (30) as well as its two permutations, and we count the fraction of the sample that violates any of these three inequalities, i.e., we take the union of the corresponding rejection regions. The entry 'Combined' signifies the fraction of rejections due to violations of at least one of the inequalities (30) to (35) Since the fraction of rejections is higher for the semidefinite test than for all the entropic inequalities combined, this suggests that the semidefinite test in some sense has a 'larger' region of rejection, and thus would be the stronger test. To get some information on the relation between the two regions of rejections, we checked whether we could find any case where the semidefinite test accepted an instance that had been rejected by some of the entropic inequalities. However, we could find no such case, which suggests that the region of rejection for the collection of entropic inequalities is contained in the region of rejection for the semidefinite test. Fig. 4 . Entropic versus semidefinite for binary variables. For three binary variables with the distributionP 3:2 p in (21), we calculate E 1 , . . . , E 6 defined in (30) to (35) as functions of the parameter p. When one of these functions turns negative, it implies that the distributionP 3:2 p is not compatible with the triangular bipartite DAG in Figure 2 . Moreover, we determine the 6 × 6 covariance matrix with respect to feature maps that assign orthogonal vectors to the outcomes. The red vertical line indicates the value p = 1 − 1/ √ 2 ≈ 0.29, determined in Proposition 5, below which the semidefinite test rejects the resulting covariance matrix. As one can see, the semidefinite test has the larger region of rejection, and is in this sense the stronger test for this particular binary setup.
C. Comparison on a Monotone Family of Distributions
Here we compare the performance of the entropic tests with the semidefinite test on the distributionsP 3:D p defined in (21) . 1) Binary Variables: In the case of three binary variables, Figure 4 we plot E 1 , . . . , E 6 as functions of the parameter p. The entropic test rejects the model for a given p whenever one of these functions become negative. For the calculation of the covariance matrix we choose feature maps that assign orthonormal vectors to the outcomes of the three random variables, thus being universal. As one can see from Figure 4 , the semidefinite test starts to reject at higher values of p than all the entropic tests, and is thus closer to the true value of the transition point p * (in Corollary 1) than any of the entropic tests.
2) Asymptotics of the E 1 Test: E 1 defined in (30) is the only of the entropic quantities (30) to (35) that solely includes mono-and bipartite marginals. Since the test based on E 1 and the semidefinite test thus are on 'equal footing' in this regard, we compare these two tests further. By Proposition 5 we know thatP 3 
One can confirm that E 1 (0) = − log D, E 1 (1) = log D, and , as a function of the local alphabet size D. By Proposition 5 we know that the transition point for the semidefinite test is p = 1− 1/ √ 2 ≈ 0.29, independently of D (the red dashed line). We also plot (blue squares) the minimal value of p for which all of the entropic inequalities (30) to (35) are satisfied, as a function of D. The transition point for this entropic test crosses the red line at D = 32. Hence, for the class of functionsP 3:D p , the entropic tests becomes stronger than the semidefinite test for alphabet sizes beyond 32. Finally, we plot (green circles) the minimal value of p for which E 1 (p) ≥ 0, as a function of D. By Section VII-C.2 we know that this transition point asymptotically reaches
which is non-negative for 0 ≤ p ≤ 1. Hence, for each fixed D, the function E 1 is monotonically increasing for 0 ≤ p ≤ 1, and thus the equation E 1 (p) = 0 has exactly one root, which is situated somewhere in the open interval (0, 1). Thus, analogous to the semidefinite test, the test based on E 1 rejects all elements in the familyP 3:D p below a certain transition point, and accept all distributions above that value. Next one can confirm that
Since E 1 is monotonously increasing with respect to p, we can conclude that the rootp of E 1 (p) = 0 is such thatp < 1 − 1/ √ 2 for all D ≥ 2. Finally we wish to the determine the asymptotic value of the rootp as D → ∞. Let 1/4 > δ > 0.
Hence, the rootp of E 1 (p) = 0 in the interval 0 ≤p ≤ 1 approaches
3) Comparison on Increasing Alphabets:
Here we compare the semidefinite and the entropic tests for increasing D in the familyP 3:D p . By Proposition 5, the semidefinite test is independent of D for this particular family of distributions. The entropic test could thus become stronger than the semidefinite test for sufficiently large alphabet sizes. This is indeed what we find in the numerical evaluation of the entropic test, which we display in Figure 5 . As pointed out in Section VII-C.2, all the entropic inequalities, apart from E 1 , depend on the full tripartite distribution, while E 1 and the semidefinite test only utilize the bi-and mono-partite margins. We already know from the previous section that the test based on E 1 always is weaker than the semidefinite test for the familyP 3:D p , but that it approaches the semidefinite test in the limit of large alphabet sizes D. The plot in Figure 5 suggests that the convergence is very slow. Moreover, for D = 10 7 , the root of the equation E 1 (p) = 0 is p ≈ 0.26, while the limit is p ≈ 0.29.
VIII. CONCLUSION
In this work we have considered the constraints imposed by a large class of causal structures on the covariance matrix of the observed variables. More specifically, we have shown that each bipartite DAG induces a decomposition that every covariance matrix resulting from the causal model has to satisfy. Such decompositions can be formulated in terms of semidefinite programs that allow for a straightforward and efficient computational treatment of the problem (as opposed to techniques such as quantifier elimination). A violation of the condition imposed by the bipartite DAG under test (or in other terms, the non-feasibility of the semidefinite program) thus implies that the observed covariance matrix is not compatible with it. We have moreover compared the performance of the semidefinite test and tests based on information theoretic inequalities formulated in terms of entropies, where the results indicate that the semidefinite test outperforms the entropic test for moderate alphabet sizes of the random variables, while the latter become more powerful for large alphabet sizes.
These results open several directions for future research. Here, we have restricted attention to characterizing the set of covariance matrices compatible with a given causal structure. In real-world situations however, the covariance matrix is unknown and has to be estimated from a limited number of samples drawn from the underlying distribution. This raises the question of how to turn the theory developed here into statistical hypothesis tests for a presumed causal structure. An obvious idea would be to construct a confidence region for the estimated covariance matrix and reject the hypothesis if the confidence region does not intersect the set compatible with the causal assumption. We speculate, though, that it might be simpler to obtain statistically sound results by employing convex duality, as explained in the context of Figure 3 . Indeed, assume that X is such that all compatible covariance matrices have non-negative inner product with X. The inner product between X and the true covariance matrix is a scalar linear function of the distribution of the observable variables. A onesided statistical hypothesis test for tr X Cov(Y ) ≤ 0 with any desired significance level is therefore easy to construct. It automatically also tests the causal hypothesis at the same significance level. While any X gives rise to such a test, their power to identify a given true incompatible distribution may vary wildly. One way of making an informed choice for X would be as follows: Split the samples into two parts. If the empirical covariance matrix of the first part is compatible with the hypothesis, accept. If not, the dual SDP (12) identifies a witness X that separates the empirical matrix from the compatible set. Now use the test based on X with the second part of the samples. We leave the details to future work.
Another immediate question is to better understand the relation between the semidefinite and the entropic tests. Similarly, it would be highly desirable to combine our results with other tools that have very recently been proposed in order to characterize complex DAGs [23] - [25] . In view of the common focus on bipartite DAGs, it would also be interesting to explore the links to the characterization of observables covariances that has been developed in [47] .
Here we have focused on comparing the semidefinite and entropic tests in terms of their capacity for rejection. However, another question is how the computational complexity of these methods compare. Is there a trade-off between how 'close' an outer approximation is to the true compatibility region, and its computational complexity?
On a more general level it is noteworthy that by restricting to covariance we turn a highly non-linear problem into what essentially is a convex optimization. Understanding how far this can be pushed (considering higher order moments, for instance) would certainly give us new geometric insights on the nature of this problem. Since we here have focused on a setting where all correlations of observed variables are due to latent variables, it is very reasonable to ask if tests based on covariances can be extended to more general types of DAGs that do not have this bipartite structure.
Recently, covariance constraints have been obtained in the context of Bell scenarios [62] , corresponding to a simple causal structure where two observable nodes have their correlations mediated by a single latent factor. The difference, however, is the fact that each observable node can be influenced by another local observable variable (an input), that in the quantum realization corresponds to the choice of a measurement basis. Even though the problem in this case can be solved by standard tools from convex optimization, it points towards an interesting direction for future research, where our approach could be extended to include inputs.
From a more fundamental perspective, our work may have implications for the current research program on the foundations of quantum physics. Bayesian networks have attracted growing attention as means to understand the role of causality in quantum mechanical systems [5] - [13] . One may thus ask whether the methods we have employed here can be generalized to the case of quantum causal structures, where for example some nodes in the graph represent quantum states without a classical analogue. Any positive results along this line would certainly be highly relevant in the context of quantum causal modeling and once more highlight the very fruitful interplay between the fields of causal inference and foundational aspects of quantum mechanics.
