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This work presents a unified dissipaton–equation–of–motion (DEOM) theory and its evaluations
on the Helmholtz free energy change due to the isotherm mixing of two isolated subsystems. One is
a local impurity and another is a nonlocal Gaussian bath. DEOM constitutes a fundamental theory
for such open quantum mixtures. To complete the theory, we construct also the imaginary–time
DEOM formalism via an analytical continuation of dissipaton algebra, which would be limited to
equilibrium thermodynamics. On the other hand, the real–time DEOM deals with both equilibrium
structural and nonequilibrium dynamic properties. Its combination with the thermodynamic integral
formalism would be a viable and accurate means to both equilibrium and transient thermodynamics.
As illustrations, we report the numerical results on a spin–boson system, with elaborations on the
underlying anharmonic features, the thermodynamic entropy versus the von Neumann entropy, and
an indication of “solvent–cage” formation. Beside the required asymptotic equilibrium properties,
the proposed transient thermodynamics also supports the basic spontaneity criterion.
I. INTRODUCTION
Entanglement between microscopic systems and bulk
environments is closely related to quantum dissipative
dynamics and thermodynamics properties. Theoretically
this is concerned with the total system–and–bath com-
posite, at certain given temperature. In the thermody-
namics nomenclature, such a total composite constitutes
a closed system. It is in thermal contact with surrounding
reservoir to maintain the constant temperature scenario.
Traditionally, quantum dissipation theories focus only
on the reduced system density operator, ρS(t) ≡ trBρT(t);
i.e., the bath–subspace trace over the total composite
ρT(t). Analytical solutions can only be obtained for non-
interacting (harmonic) systems, such as quantum Brown-
ian oscillators.[1–9] Nonperturbative and numerically ex-
act theories are also available for anharmonic systems,
with Gaussian–Wick’s bath environments. These include
the path integral influence functional formalism [10] and
its derivative–equivalence, the hierarchical–equations–of–
motion (HEOM) approach.[11–16] The imaginary–time
HEOM formalism has also been developed for quantum
thermodynamics problems.[17, 18]
This work is concerned with the dissipaton–equation–
of–motion (DEOM) theory[19–21] and its evaluations on
quantum thermodynamics properties. This theory not
only recovers the HEOM formalism,[11–16] but also phys-
ically identify the original mathematical auxiliary den-
sity operators. The underlying dissipaton algebra enables
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DEOM an explicit theory for entanglement system–and–
bath dynamics.[19–22] Demonstrated examples beyond
the HEOM evaluations include the Fano interference,[23]
Herzberg–Teller vibronic coupling,[24] quantum trans-
port shot noise spectrums. [25–27] The recently devel-
oped phase–space DEOM theory enables also the evalu-
ations on various thermal transport problems, including
the dynamical heat correlation functions.[22]
This paper consists of two major and closely related
topics. The first one is the unified DEOM theory, with
Gaussian–Wick’s bath environments in a class of decom-
position schemes. We will present the latter in Sec. II and
the resultant DEOM theory in Sec. III. We illustrate the
unified theory with the Fano–spectrum–decomposition
(FSD) scheme[28, 29] that would be a practical choice
in the extremely low–temperature regime. Note that
the unified HEOM formalism with the FSD scheme had
been constructed recently.[29] The unified DEOM the-
ory would facilitate the evaluations on various system–
and–bath entanglement properties of strongly corre-
lated quantum impurity systems.[19–27] To complete this
topic, we present the equilibrium DEOM solutions in
AppendixA, and further the imaginary–time DEOM in
AppendixB. While the imaginary–time formalism fo-
cuses on equilibrium thermodynamics only, the real–time
DEOM accesses also nonequilibrium and/or transient
analogues.
The second topic of this paper is concerned with quan-
tum evaluations on thermodynamic properties and the
possible extension to transient thermodynamics prob-
lems. It is worth re-emphasizing that the total system–
and–bath composite is actually a closed system in ther-
modynamics at constant temperature. This is exactly
the quantum open system in the literature of quantum
dissipation theories. In Sec. IV, we present the Second–
2Law–based thermodynamic integral formalism on the
free–energy change.[30–33] This formalism can readily
be implemented with the existing DEOM theory. Ap-
parently, the equilibrium DEOM solutions presented in
Appendix A are the key ingredients for evaluating those
standard thermodynamic variables. A natural extension
would be anticipated to the transient thermodynamics
via the real–time DEOM evaluations. We present the nu-
merical results on a model spin–boson system and elab-
orate the underlying physical implications in Sec.V. Fi-
nally, we conclude this paper with Sec. VI.
II. DECOMPOSITION OF ENVIRONMENTS
A. Prelude
Let us start with total system–plus–bath composite
Hamiltonian,
HˆT = HˆS + hˆB + HˆSB. (1)
It governs the dynamics of the total composite ρT(t).
However, this is non-isolate but just a closed thermody-
namic system at a given temperature T . The complete
characterization requires also the statistical thermody-
namic descriptions on environments.[34–38] Throughout
this work we set ~ = 1 for the Planck constant and
β ≡ 1/(kBT ), with kB being the Boltzmann constant.
Without loss generality, we illustrate the required de-
scriptions on environments with the single–dissipative–
mode scenario, where the system–bath coupling reads
HˆSB = QˆSFˆB. (2)
The hybrid bath mode FˆB assumes linear. This together
with noninteracting hB constitute a Gaussian environ-
ment bath model. It applies the stochastic force, FˆB(t) =
eihˆBtFˆBe
−ihˆBt, on the dissipative system mode QˆS that
can be is arbitrary. Note that 〈FˆB(t)〉B = 0, in the bare–
bath ensemble average, 〈Oˆ〉B ≡ trB
(
Oˆe−βhˆB
)
/trBe
−βhˆB .
The interacting bath spectral density acquires the ensem-
ble averaged expression of[36]
J(ω) ≡ 1
2
∫ ∞
−∞
dω eiωt〈[FˆB(t), FˆB(0)]〉B. (3)
This is an antisymmetric function and often given via
such as the Browian–oscillator or Ohmic models. More-
over, the influence of a Gaussian environment at any
given temperature is completely characterized by the in-
teracting bath correlation function:
〈FˆB(t)FˆB(0)〉B = 1
π
∫ ∞
−∞
dω
e−iωtJ(ω)
1− e−βω . (4)
This is the bosonic fluctuation–dissipation theorem.[34–
36] One can then obtain the Feynman–Vernon path–
integral influence functional formalism.[10]
The celebrated HEOM formalism[11–16] is the time–
derivative equivalent to the path–integral expression.
To achieve a hierarchical coupling structure, it re-
quires 〈FˆB(t)FˆB(0)〉B be decomposed into basis functions,
{φk(t); k = 1, · · · ,K}, that are derivatives–closed,
φ˙k(t) = −
K∑
j=1
Γkjφj(t). (5)
On the other hand, in line with various optimized HEOM
constructions,[28, 29, 39–46] one would like to have the
expansion expressions of (denoting t ≥ 0 hereafter)
〈FˆB(t)FˆB(0)〉B =
K∑
k=1
ckφk(t),
〈FˆB(0)FˆB(t)〉B =
K∑
k=1
c∗
k¯
φk(t) = 〈FˆB(t)FˆB(0)〉∗B.
(6)
The second expression is the time–reversal relation.[34–
36] The associate index k¯ is defined via φk¯(t) ≡ φ∗k(t) that
is also a basis set function, φ∗k(t) ∈ {φj(t); j = 1, · · · ,K}.
Convention HEOM constructions exploit certain sum–
over–poles decomposition schemes on the Fourier inte-
grand of Eq. (4). All poles engaged are the first–order
type. This results in {φk(t) = e−γkt} as the basis set
functions, with Γkj = δkjγk for the closure relation (5).
While all Matsubara frequencies via Bose function are
real, those exponents via the poles of J(ω) appear either
real or complex conjugate–paired. This feature holds true
for the unified basis set {φk(t)} exploited in Eq. (6), with
the aforementioned associate index k¯.
B. Fano spectrum decomposition approximant
It is well–known that for the Bose function the Pade´–
spectrum–decomposition (PSD) method is the best first–
order–poles type.[39, 40] However, in the near–zero–
temperature regime, even the PSD would be too expen-
sive, due to the effective degeneracy there. The higher–
order–poles would be needed. It is well–known that a
P th–order pole is mathematically equivalent to the de-
generacy of P number first–order poles.
Consider below the Fano–spectrum–decomposition
(FSD) Bose function approximant:[28, 29]
1
1− e−βω ≃ f
PSD
N0
(ω, T0;T ) +
D∑
d=1
fd(ω, T ;T0,Kd). (7)
The first term, fPSDN0 (ω, T0;T ), selects N0 number of PSD
poles at a reference temperature, T0 > T , but with the
kBT/ω contribution intact. The second sum engages in-
dividual Kthd –order–poles, with
fd(ω, T ;T0,Kd) =
bdω/γˇd
[(1 + ω/γˇd)2]Kd
. (8)
3The dimensionless FSD parameters, ad ≡ 1/(β0γˇd) and
bd, for those practically used values of T0/T ≫ 1 and D
are well–tabulated.[28, 29]
The FSD scheme leads to the interacting bath correla-
tion function the form of
〈FˆB(t)FˆB(0)〉B =
K0∑
j=1
ηje
−γjt +
D∑
d=1
Cd(t;Kd). (9)
The first term, with K0 = N0+NJ , resembles the result
of the convention sum–over–poles scheme on the Fourier
integrand of Eq. (4). Beside the those via fPSDN0 (ω, T0;T ),
the first terms of Eq. (7), it engages also NJ number of
first–order poles from the bath spectral density J(ω).
The second–term in Eq. (9) arises from the individual
Kthd –order poles via Eq. (8), with
Cd(t;Kd) =
Kd∑
j=1
ηˇdj(γˇdt)
j−1e−γˇdt = C∗d(t;Kd) (10)
The real function nature is highlighted.[16, 20]
To proceed, we set K ≡ K0+K1+ · · ·+KD and recast
Eq. (9) with Eq. (10) as [29]
〈FˆB(t)FˆB(0)〉B =
K∑
k=1
ηk(γkt)
pke−γkt,
〈FˆB(0)FˆB(t)〉B =
K∑
k=1
η∗
k¯
(γkt)
pke−γkt.
(11)
The first term of Eq. (9) is naturally included in Eq. (11),
together with setting
pk≤K0 = 0. (12)
Those k ∈ [K0 + 1,K] in Eq. (11) are further divided
into D-domains in relation to the second term of Eq. (9).
Denote
κ0 ≡ K0 and κd ≡ κd−1 +Kd. (13)
The index that labels those parameters from Eq. (10) to
Eq. (11) is then
k = kdj ∈ [κd−1 + 1, κd]; d = 1, · · · , D, (14)
with
pkdj ≡ j − 1, ηkdj ≡ ηˇdj = η∗kdj , γkdj ≡ γˇd = γ∗kdj , (15)
since Cd(t;Kd) of Eq. (10) is a real function.
C. Dissipatons–decompostion on environment
Equation (11) has the unified form of Eq. (6), with the
specifications by Eqs. (12)–(15). The basis functions are
φk(t) = (γkt)
pke−γkt; k = 1, · · · ,K. (16)
The resultant closure relation, Eq. (5) is evaluated to be
φ˙k(t) = γk[pkφk−1(t)− φk(t)]. (17)
Turn to the dissipatons–decomposition,
FˆB =
K∑
k=1
fˆk. (18)
It reproduces Eq. (11) with (t ≥ 0)
〈fˆk(t)fˆj(0)〉B = δkjηkφk(t),
〈fˆj(0)fˆk(t)〉B = δkjη∗k¯φk(t).
(19)
This highlights the basic features of dissipatons as statis-
tical quasi–particles, which together with Eq. (15), enable
Eq. (17) the fˆk–level correspondence,
(∂fˆk/∂t)B = γk[pk(ηk/ηk−1)fˆk−1(t)− fˆk(t)]. (20)
This holds true when it is used in evaluating reduced
system–subspace properties; cf. Eq. (30) and the com-
ments there. Moreover, the initial values of Eq. (19) are
〈fˆkfˆj〉>B ≡ 〈fˆk(0+)fˆj(0)〉B = δkjδ0pkηk,
〈fˆj fˆk〉<B ≡ 〈fˆj(0)fˆk(0+)〉B = δkjδ0pkη∗k¯.
(21)
Equations (18)–(21) will be exploited in the construction
of the unified DEOM theory in Sec. III.
In contrast to the HEOM formalism that is rooted
at the path integral expression, DEOM exploits the
Liouville–von Neumann equation,
ρ˙T(t) = −i[HS + hB +HSB, ρT(t)]. (22)
Define for later use the commutator (×), forward (>) and
backward (<) actions of an arbitrary operator Oˆ via
Oˆ×ρT(t) ≡ [Oˆ, ρT(t)] ≡ (Oˆ> − Oˆ<)ρT(t),
Oˆ>ρT(t) = OˆρT(t) and Oˆ
<ρT(t) = ρT(t)Oˆ.
(23)
III. UNIFIED DISSIPATONS–SPACE THEORY
The dynamics quantities in the DEOM theory are the
dissipaton density operators (DDOs):[19–21]
ρ(n)
n
(t) ≡ ρ(n)n1···nK (t) ≡ trB
[(
fˆnKK · · · fˆn11
)◦
ρT(t)
]
. (24)
Here, n =
∑
k nk, with nk = 0, 1, 2, · · · being the excita-
tion number of individual dissipaton. The product of dis-
sipatons inside the circled parentheses is irreducible, sat-
isfying (fˆkfˆj)
◦ = (fˆj fˆk)
◦ for bosonic dissipatons. There-
fore, ρ
(n)
n (t) ≡ ρ(n)n1···nK (t) of Eq. (24), specifies the config-
uration of given n–dissipatons excitation. The reduced
system density operator is just ρS(t) ≡ ρ(0)0 (t).
4By applying Eq. (22) with Eq. (2) for Eq. (24), we im-
mediately obtain [cf. Eqs. (18) and (23)]
ρ˙(n)
n
(t) = −iHˆ×
S
ρ(n)
n
(t)− iρ(n)
n
(t; hˆ×
B
)
− i[Qˆ>
S
ρ(n)
n
(t; Fˆ>
B
)− Qˆ<
S
ρ(n)
n
(t; Fˆ<
B
)
]
. (25)
Here, H×
S
ρ
(n)
n (t) ≡ [HS, ρ(n)n (t)],
ρ(n)
n
(t; hˆ×
B
) ≡ trB
[(
fˆnkK · · · fˆn11
)◦
hˆ×
B
ρT(t)
]
, (26)
and
ρ(n)
n
(t; Fˆ≶
B
) =
K∑
j=1
ρ(n)
n
(
t; fˆ≶j
)
. (27)
The generalized Wick’s theorem gives rise to [19–21]
ρ(n)
n
(t; fˆ≶j ) = ρ
(n+1)
n
+
j
(t) +
K∑
k=1
nk〈fˆkfˆj〉≶Bρ(n−1)n−
k
(t). (28)
The associated DDO’s index n±k differs from n ≡
{n1, · · · , nk · · · , nK} at the specified nk by ±1. Together
with Eq. (21), we obtain Eq. (27) the expressions,
ρ(n)
n
(t; Fˆ>
B
) =
K∑
k=1
[
ρ
(n+1)
n
+
k
(t) + δ0pknkηkρ
(n−1)
n
−
k
(t)
]
,
ρ(n)
n
(t; Fˆ<
B
) =
K∑
k=1
[
ρ
(n+1)
n
+
k
(t) + δ0pknkη
∗
k¯
ρ
(n−1)
n
−
k
(t)
]
.
(29)
The evaluation on ρ
(n)
n (t; hˆ×B ), Eq. (26), exploits
Eq. (20) that turns out to be the closure relation in
the DEOM construction. Together with the Heisenberg
equation of motion, i(∂fˆk/∂t)B = [fˆB, hˆB], we obtain
ρ(n)
n
(t; hˆ×
B
) = i
K∑
k=1
nkγk
[
pkηk
ηk−1
ρ
(n)
n
+,−
k−1,k
(t)− ρ(n)
n
(t)
]
. (30)
This is the generalized diffusion equation,[19, 20] estab-
lished previously with pk = 0, via the pure exponential–
functions decomposition scheme.
We have completed determined Eq. (25) with Eqs. (29)
and (30), with the result that is identical to the path–
integral–based HEOM formalism.[29] The DEOM the-
ory goes also with the dissipaton algebra, in particular
the generalized Wick’s theorem, Eq. (29). This enables
DEOM a theory for entangled system–and–bath dynam-
ics. The dissipaton algebra on the conjugate momentum
to FˆB is also available.[22] This ingredient can be readily
included in the present unified DEOM theory.
In the absence of external driving fields, DDOs will
eventually become the thermal equilibrium ones at the
given temperature T . That is ρ
(n)
n (t → ∞) = ρ¯(n)n (T ),
reads in the generic form of Eq. (24) as
ρ¯(n)
n
(T ) ≡ trB
[(
fˆnKK · · · fˆn11
)◦
ρeq
T
(T )
]
. (31)
As elaborated in Sec. IV or Eq. (36) with Eq. (37), the
equilibrium DDOs dictate the free–energy change in equi-
librium thermodynamics. To that end, we present in Ap-
pendixA an efficient self–consistent–iteration approach
to the steady–state solutions.[47] To complete the theory,
we also construct an imaginary–time DEOM formalism
in AppendixB.
IV. EQUILIBRIUM VERSUS TRANSIENT
THERMODYNAMICS
A. The thermodynamic integral formalism
First of all, the thermodynamic integral formalism is
based on a result of the Second Law that the Helmholtz
free–energy change in an isotherm process amounts to
the reversible work. We focus on the free–energy change
of the total system–and–bath composite before and after
hybridization,
Ahyb(T ) ≡ A(T )−A0(T ). (32)
We will see that DEOM supports accurate evaluations
on the thermodynamic integrand. Moreover, it enables
the extension of equilibrium Ahyb(T ) to the transient
Ahyb(t;T ) and the related thermodynamic properties, as
elaborated to the end of Sec. IVB; see also the comments
on Fig. 2.
Let us start with the hybridization parameter λ–
augmented total composite Hamiltonian,
HˆT(λ) = HˆS + hˆB + λHˆSB. (33)
A reversible process is now mathematically described
with the smooth varying the hybridization parameter
from λ = 0 to λ = 1. The differential reversible work,
δwrev(λ) performed in region of [λ, λ + dλ], assumes the
following expressions that will be elaborated soon later.
δwrev(λ) = λ
−1〈HˆSB〉λdλ = Tr[HˆSBρeqT (T ;λ)]dλ, (34)
where
〈HˆSB〉λ ≡ Tr[(λHˆSB)ρeqT (T ;λ)]. (35)
The hybridization free–energy is then
Ahyb(T ) =
∫ 1
0
δwrev(λ) =
∫ 1
0
dλ
λ
〈HˆSB〉λ. (36)
This is the thermodynamic integral formalism. [30–33]
Its classical implementation is available in many molecu-
lar dynamics packages and used for such as the solvation
free–energy predictions.[48–50]
Equation (35) highlights the fact that 〈HˆSB〉λ is just
the λ–augmented equivalence to the original 〈HˆSB〉 where
λ = 1. This identification enables all methods on 〈HˆSB〉,
either theoretical or numerical, are readily applicable for
5quantum thermodynamics evaluations. In particular, for
HˆSB = QˆSFˆB, by using Eq. (29), we obtain
〈HˆSB〉λ = λ
∑
k
trS
[
QˆSρ¯
(1)
k (T ;λ)]. (37)
Here, ρ¯
(1)
k (T ;λ) ≡ ρ¯(1)0+
k
(T ;λ), a λ–augmented DDO at
thermal equilibrium, with the generic Eq. (31) but
ρ¯(n)
n
(T ;λ) ≡ trB
[(
fˆnKK · · · fˆn11
)◦
ρeq
T
(T ;λ)
]
. (38)
B. General remarks
It is worth elaborating the above formalism further.
Let us verify first that the hybridization free–energy,
Ahyb(T ), is independent of the sign of λ. Note that the
total composite density operator depends on the system–
bath coupling strength with all–even orders. In other
words, ρT(t;−λ) = ρT(t;λ), including the thermal equi-
librium values, ρeqT (T ;−λ) = ρT(t → ∞;λ). Conse-
quently, 〈HˆSB〉−λ = −〈HˆSB〉λ via Eq. (35) is an odd func-
tion of λ. The resultant Ahyb(T ) via integral Eq. (36),
with the integrand λ−1〈HˆSB〉λ, does not depend on the
sign of λ.
Next, we revisit the reversible work, Eq. (34), with re-
spect to the First Law about internal energy with the
form of U = Tr(HˆTρ
eq
T ) and the resultant
dU = δw + δq = Tr[(dHˆT)ρ
eq
T
] + Tr[HˆT(dρ
eq
T
)]. (39)
It is noticed that the work δw and heat δq arise from
the two distinct variations, dHˆT and dρ
eq
T , respectively.
For the reversible hybridizing process described with
Eq. (33), we have dHˆT(λ) = HˆSBdλ and the resultant
δwrev(λ) = Tr
{
[dHˆT(λ)]ρ
eq
T (T ;λ)
}
the expression (34).
On the other hand, the last term in Eq. (39) describes
the heat, as it arises from the variation of distribution.
Finally, in contact with the Third Law, one would have
lim
T→0
∂ρeqT (T )
∂T
= 0. (40)
This is true regardless the details of the system-bath cou-
pling, as long as there are no structural and geometric
inhomogeneities. In this case, there would be no degen-
eracy associated with ρeqT = e
−βHˆT/ZT when T → 0.
This together with Eq. (36)–(38) would suggest further
the hybridization entropy the limit of
lim
T→0
Shyb = − lim
T→0
∂Ahyb
∂T
= 0. (41)
Apparently, by using Eqs. (36)–(38), one can perform
accurate DEOM/HEOM evaluations on thermodynamic
properties. We evaluate ρ¯(T ;λ) ≡ {ρ(n)n (T ;λ)} pro-
gressively, with noting that ρ¯
(0)
0
(T ; 0) = e−βHS/ZS0 and
ρ¯
(n>0)
n (T ; 0) = 0. Then using the known ρ¯(T ;λ) as
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FIG. 1: The hybridization free–energy Ahyb (in unit of ∆)
and the hybridization entropy Shyb (in unit of kB). We set
ε = 0.5∆, γ = 4∆ and η = 0.5∆. Temperature T is in unit of
T ∗, Eq. (44). See text for the details.
the initial values for calculating ρ¯(T ;λ + δλ) via either
the real–time (t → ∞) propagation (Sec. III) or steady–
state–solutions (Appendix A) approach. Other accurate
methods are primarily concerned with zero–temperature
and static case. These include the quantum Monte Carlo
approach, [51, 52] density matrix renormalization group
[53, 54] and numerical renormalization group [55, 56]
methods.
On the other hand, DEOM is a dynamics theory and
naturally applicable to transient thermodynamics with
the thermodynamics integral, Eq. (36). In particular,
we replace the equilibrium ρ¯
(1)
k (T ;λ) in the thermo-
dynamics integrand, Eq. (37), with the time–dependent
ρ
(1)
k (t;T ;λ). Its evaluation involves the time propagation
of the λ–augmented counterpart to Eq. (25). The resul-
tant Eq. (36) gives rise to Ahyb(t;T ) that asymptotically
approaches to the equilibrium hybridization free–energy
when t→∞.
V. NUMERICAL DEMONSTRATIONS
For numerical demonstrations, we consider a spin-
boson model, in which system Hamiltonian and dissipa-
tive mode are [cf. Eq. (2)]
HˆS = εσˆz +∆σˆx and QˆS = σˆz , (42)
respectively. Here, {σˆi} are the Pauli matrices, ε is the
energy bias parameter and ∆ the interstate coupling.
Adopt for the bath spectral density the Drude model,
J(ω) =
ηγω
ω2 + γ2
, (43)
where η and γ are the system-bath coupling strength
and bath cut–off frequency, respectively. In all the simu-
lations below, we set ε = 0.5∆, γ = 4∆ and η = 0.5∆.
Figure 1 depicts the resultant hybridization free–
energy Ahyb(T ) (black), internal energy Uhyb(T ) (blue)
and entropy Shyb(T ) (red). The observations and discus-
sions are as follows: (i) Ahyb(T ) ≤ 0 that indicates the
6hybridization is spontaneous. It decreases monotonically
and is flat off to the value of Ahyb(T → ∞) ≈ −0.247∆;
(ii) The spontaneous process in study is both energeti-
cally and entropically favored, as the observed Uhyb(T ) <
0 and Shyb(T ) > 0; (iii) There is a characteristic tem-
perature, Tmax, at which Uhyb(T ) reaches its maximum;
(iv) It is noticed that for quantum Brownian oscillators
that are purely harmonic, neither Uhyb nor Shyb exhibits
the turnover behaviors.[6–8] One can therefore conclude
that the observed turnovers in Fig. 1 are an anharmonic
characteristic; (v) However, the quantification on Tmax is
generally complicated. It involves the interplay between
the solvent induced reorganization energy, the fluctuation
time, and how they effectively participate in the ther-
modynamic integration. Nevertheless, as inferred from
Eq. (42) with Eq. (43), it would be rather reasonable to
have Tmax ≈ {[(ε− η/2)2 +∆2]/π} 12 ; (vi) Adopt for the
unit of temperature in Fig. 1 rather a bare–system prop-
erty,
T ∗ =
2
τ∗
, with τ∗ ≡ 2π
ΩS
=
2π
2
√
ε2 +∆2
. (44)
Here, ΩS ≡ 2
√
ε2 +∆2 is the characteristic frequency of
the bare two–level HˆS of Eq. (42); thus, τ
∗ ≡ 2π/ΩS de-
notes the periodic time. The corresponding imaginary
time analog is then 1/T ∗ = τ∗/2. In fact, T ∗ does
nicely locate the maximum on the local–energy differ-
ence, EhybS (T ) ≡ trS[HˆSρeqS (T )]− trS[HˆSρeqS;λ=0(T )], where
ρeq
S;λ=0(T ) is the unmixed counterpart to ρ
eq
S (T ); (vii) In
general, EhydS (T ) 6= Uhyb(T ) and their maximum tem-
peratures, T ∗ and Tmax, are also different. The thermal-
ization underlying the internal energy Uhyb(T ) is rather
complicated, as mentioned early. The sign of Tmax − T ∗
can be either positive or negative [not shown here but
would have been implied in (v) above].
Included in Fig. 1 is also the von Neumann entropy
counterpart (dash–blue),
SvNhyb(T ) ≡ SvN[ρeqS (T )]− SvN[ρeqS;0(T )], (45)
with SvN[ρ] ≡ −kBtrS(ρ ln ρ). This is evaluated at the re-
duced system density operator in the mixture at equilib-
rium, ρeqS (T ), versus its unmixed counterpart, ρ
eq
S;λ=0(T ).
It is observed that
Shyb(T ) ≤ SvNhyb(T ). (46)
While the equal sign holds only for either isolated sys-
tems or the T → ∞ limit, the inequality is general, re-
gardless whether there is anharmonicity or not.[6–8] The
physical picture is as follows. In contrast to the thermo-
dynamic entropy, the von Neumann entropy engages the
reduced description, using only ρeqS (T ) = trBρ
eq
T (T ). This
local system property alone contains little information
on the system–and–bath entanglement. The loss of mu-
tual information is responsible for the fact that SvN(T )
is always greater than the thermodynamic entropy. The
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FIG. 2: The transient thermodynamics of the spin-boson
model of Fig. 1, at T = T ∗. Each of them is scaled by its own
F (t → ∞) = F eq, with (Aeqhyb, U
eq
hyb)/∆ = (−0.199,−0.161)
and (Seqhyb, S
vN;eq
hyb )/kB = (0.053, 0.070), respectively.
reduced system density operator ρeqS (T ) intrinsically de-
scribes a mixed–state property even at T = 0. Conse-
quently, SvN(T = 0) > 0, due to the aforementioned in-
formation loss. On the other hand, Shyb(T → 0) = 0, as
anticipated via the Third Law of Thermodynamics. Nev-
ertheless, the DEOM–evaluation remains challenge in the
zero–temperature limit and the dot–part of the Shyb(T )
curve in Fig. 1 is an extrapolation.
By far we have exploited the equilibrium DDOs,
{ρ¯(n)n (T ;λ)} of Eq. (38), and evaluated the hybridiza-
tion free–energy, Ahyb(T ), Eq. (36) with Eq. (37). It
is noticed that the imaginary–time HEOM formal-
ism for trBe
−τHT/trBe
−βhB had been constructed by
Tanimura.[17, 18] Reported there were also for a spin–
boson complex the numerically accurate Uhyb(T )+U
S
0 (T )
and Shyb(T ) + S
S
0(T ). Here, U
S
0 (T ) = trS[HˆSρ
eq
S;λ=0(T )]
and SS0(T ) = SvN[ρ
eq
S;0(T )] are the unmixed bare–system
contributions. None of the above two sum–quantities
shows turnover behavior. Nevertheless, the above type of
quantities does not describe the thermodynamic isotherm
process in a closed system, whereas the hybridization
part does. It would be prefer to have the imaginary–
time DEOM for the hybridization partition function; see
AppendixB.
As mentioned to the end of Sec. IVB, we can ex-
tend the real–time DEOM–evaluation to the transient
Ahyb(t;T ). Moreover, let us treat A ≡ U − TS as the
mathematical definition. Together with S = −(∂A/∂T ),
we will recover all involving equilibrium thermodynamic
values when t→∞. Figure 2 reports the resultant time–
dependent functions, F (t)/F (∞), for the same four phys-
ical quantities in Fig. 1 at T = T ∗. The total composite
system was initially (t < 0) in the unhybridized equilib-
rium state, prior to the switch on of HSB. The reported
time t is in unit of τ∗ [Eq. (44)] that denotes the oscilla-
tory period of the bare system. The observations and dis-
cussions are as follows: (i) Ahyb(t;T ) ≤ 0 would imply its
applicability to the characterization of spontaneous pro-
cesses that in principle evolve in time; (ii) Physically, the
internal energy is a time–dependent variable. It together
7with (i) would further imply that Ahyb ≡ Uhyb − TShyb
and Shyb = −(∂Ahyb/∂T ) remain valid for transient pro-
cesses; (iii) It is known that in a thermodynamics closed
system, the entropy change, Shyb = −(∂Ahyb/∂T ), can
be either positive or negative. The observed Shyb(t) < 0
in the short–time region may indicate the formation of
a “solvent–cage” surrounding the local two–level impu-
rity in study. The normal thermalization becomes dom-
inant afterward, resulting in Shyb(t > tcage) > 0. The
observed oscillatory behavior is purely dynamics in na-
ture; (iv) In contrast, the von-Neumann entropy SvNhyb
is an information measure, which is always nonnegative.
The inequality Shyb(t;T ) < S
vN
hyb(t;T ) remains true in
the time–dependent scenario, following the same discus-
sions on Eq. (46).
VI. CONCLUDING REMARKS
In summary, we have presented a comprehensive ac-
count on a unified DEOM theory, followed by its accu-
rate evaluations on both the equilibrium and transient
thermodynamics functions. Our results are applicable
to for arbitrary systems with Gaussian bath environ-
ments. Considered in the unified DEOM theory is a
class of polynomial–exponential bath dissipaton decom-
position scheme, Eq. (11) or Eq. (16) with Eq. (17). This
includes the recently proposed FSD for an efficient sum–
over–poles expansion of Bose/Fermi function in the ex-
tremely low–temperature regime.[28, 29] It is worth re-
emphasizing that the DEOM theory consists of not only
Eq. (25) with Eqs. (29) and (30), but also the phase–
space dissipaton algebra.[19–22] The resultant DEOM–
space quantum mechanics does unravel the entangled
system–and–bath dynamics.[19–22] Moreover, as shown
in Appendix B, one can exploit the analytical continua-
tion dissipaton technique to the imaginary–time DEOM.
This formalism is numerically preferred for equilibrium
thermodynamics.
Alternative approach is the system–bath coupling
strength λ–integral formalism, Eq. (36). The involving
integrand, Eq. (37), can be accurately evaluated with the
real–time DEOM theory. This enables the study of both
equilibrium and transient thermodynamics. It is shown
that the latter would preserve the standard thermody-
namic relations including the spontaneity criterion. Nu-
merically accurate results are exemplified with a model
spin–boson mixture in Sec.V. This simple system car-
ries two basic characteristics. One is the anharmonicity
and another is the formation of bosonic solvent–cage sur-
rounding the local spin impurity. Interestingly, these two
characteristics are signified in the specified equilibrium
and transient thermodynamics functions, as reported in
Fig. 1 and Fig. 2, respectively.
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Appendix A: Steady-state solutions to DEOM
This appendix is concerned with the equilibrium
DDOs, {ρ¯(n)n (T )} of Eq. (31). These are the steady–
state solutions, to the hierarchical dynamics, Eq. (25),
with Eqs. (29) and (30). The standard choices for solving
high-dimension linear equations are the Krylov subspace
methods.[57] However, due to the hierarchy structure in
study, the preferred choice would be the self–consistent
iteration (SCI) method developed by Zhang et al.[47]
For bookkeeping we denote
L(n)
n
≡ iH×
S
+
∑
k
nkγk, Λk ≡ γk pkηk
ηk−1
,
A ≡ Qˆ×
S
and Ck ≡ ηkQˆ>S − η∗k¯Qˆ<S .
(A1)
By setting ρ˙
(n)
n = 0, we obtain
0 = −L(n)
n
ρ¯(n)
n
+
∑
k
nkΛkρ¯
(n)
n
+,−
k−1,k
− i
∑
k
Aρ¯(n+1)
n
+
k
− i
∑
k
δ0pknkCkρ¯(n−1)n−
k
. (A2)
Introduce an arbitrary parameter ǫ > 0 and recast the
above expression as
ρ¯(n)
n
=
(L(n)
n
+ ǫ
)−1[
ǫρ¯(n)
n
+
∑
k
nkΛkρ¯
(n)
n
+,−
k−1,k
− i
∑
k
Aρ¯(n+1)
n
+
k
− i
∑
k
δ0pknkCkρ¯(n−1)n−
k
]
. (A3)
This constitutes a blocked Jacobi iteration scheme, us-
ing the right-hand-side (rhs) DDOs to update the left-
hand-side (lhs) one. The SCI accommodates further the
hierarchy structure and the efficient on-the-fly filtering
algorithm.[58] It proceeds recursively with increasing n
in each iteration cycle, so that all ρ¯
(n−1)
n
−
k
had just been
updated. This feature is also true for some ρ¯
(n)
n
+,−
k−1,k
, the
new ingredients of this work, since the configurations in
each individual n–dissipatons subset are also pre-ordered.
8Each hierarchy iteration cycle starts with the reduced
system density matrix ρeqS ≡ ρ¯(0)0 . This determines also
the common scaling parameter for all DDOs in that cycle
via the normalization constraint on trSρ
eq
S = 1.
The SCI converges as long as the diagonal part of
(L(n)n + ǫ) dominates.[47] This suggests the lower bound
for the SCI relaxation parameter ǫ. Increasing ǫ will in-
crease the numerical stability, but decrease the conver-
gence speed. For a good balance between accuracy and
efficiency, we choose ǫ & max(ΩS,
√
Lηmax), where ΩS is
the system spectrum span, ηmax = max(|η1|, · · · , |ηK |)
and L the level of truncation. The advantages of
SCI scheme over the Krylov subspace methods are
remarkable.[47]
Appendix B: The imaginary–time formalism
In line with Ahyb as defined in Eq. (32), the canonical
partition function of the total system–and–bath compos-
ite reads ZT ≡ Tr e−βHT = Z0Zhyb. Note that HT =
HS + hB + HSB with [HS, hB] = 0. The unhybrid part,
Z0 ≡ Tr e−β(HS+hB) = (trSe−βHS)(trBe−βhB) ≡ ZS0ZB0 ,
contributes to A0 in Eq. (32) and is treated as the refer-
ence. The imaginary–time i-DEOM to be developed in
this appendix focuses on
trS̺
(0)
0
(β) = Trˆ̺T(β) = Zhyb = e
−βAhyb. (B1)
Remarkably, the i-DDOs, which are the i-DEOM dynam-
ical variables, acquire also the generic form of Eq. (24):
̺(n)
n
(τ) = trB
[(
f˜nKK · · · f˜n11
)◦
ˆ̺T(τ)
]
. (B2)
We will identity the i-dissipatons, {f˜k}, the underlying
dissipaton algebra and the resultant i-DEOM formalism.
All these can be carried out in parallel to Sec. II and
Sec. III, but with the methods of analytical continuation.
Let us start with the total composite ˆ̺T(τ) in Eq. (B2).
In contact with the target Eq. (B1), we have
ˆ̺T(τ) ≡ e−τHTe−(β−τ)(HS+hB)
/
(ZS0Z
B
0 ). (B3)
It satisfies [cf. Eq. (23) for notations]
d
dτ
ˆ̺T(τ) = −
(
H×
S
+ h×
B
+H>
SB
)
ˆ̺T(τ), (B4)
where HSB = QˆSFˆB. The corresponding i-DDOs dynamic
equation is then [cf. Eqs. (25)–(27)]
d
dτ
̺(n)
n
(τ) = −H×
S
̺(n)
n
(τ) − ̺(n)
n
(τ ;h×
B
)
− QˆS̺(n)n (τ ; Fˆ>B ), (B5)
with H×
S
̺
(n)
n (τ) ≡ [HS, ̺(n)n (τ)] and
̺(n)
n
(τ ;h×
B
) ≡ trB
[(
f˜nKK · · · f˜n11
)◦
hˆ×
B
ˆ̺T(τ)
]
,
̺(n)
n
(τ ; Fˆ>
B
) ≡ trB
[(
f˜nKK · · · f˜n11
)◦
Fˆ>
B
ˆ̺T(τ)
]
.
(B6)
Moreover, ˆ̺T(0) = e
−β(HS+hB)
/
(ZS0Z
B
0 ) via Eq. (B3).
This determines the initial i-DDOs the values of
̺
(0)
0
(0) = e−βHS/ZS0 and ̺
(n>0)
n
(0) = 0. (B7)
It is worth noting that h×
B
denotes the bare–bath hB–
commutator action. This validates the required analyti-
cal continuation methods by setting t = −iτ to reach at
the final i–DEOM formalism. First of all, it acquires
F˜B(τ) ≡ FˆB(t = −iτ) = eτhBFˆBe−τhB . (B8)
We have 〈F˜B(0)F˜B(τ)〉B = 〈F˜B(−τ)F˜B(0)〉B and also
〈F˜B(τ)F˜B(0)〉B = 〈F˜B(β − τ)F˜B(0)〉B. (B9)
The corresponding Eq. (4) with t = −iτ reads[34]
〈F˜B(τ)F˜B(0)〉B = 1
π
∫ ∞
−∞
dω
e−τωJ(ω)
1− e−βω . (B10)
This is an analytical function in the required τ ∈ [0, β].
Consequently, the Cauchy’s contour integration tech-
nique is applicable. On the other hand, one can recast
Eq. (B10) as
〈F˜B(τ)F˜B(0)〉B = lim
t→0
1
π
∫ ∞
−∞
dω
e−iω(t−iτ)J(ω)
1− e−βω .
The analytical continuation of Eq. (11) reads then
〈F˜B(τ)F˜B(0)〉B =
K∑
k=1
ηkφk(−iτ), (B11a)
〈F˜B(0)F˜B(τ)〉B =
K∑
k=1
η∗
k¯
φk(−iτ), (B11b)
with φk(−iτ) = (−iγkτ)pkeiγkτ , Eq. (16). We have nu-
merically verified that in the limit of K →∞, Eq. (B11a)
agrees perfectly with Eq. (B10) where τ ∈ [0, β]. The
resultant sum is practically real, which together with
〈F˜B(0)F˜B(τ)〉B = 〈F˜B(−τ)F˜B(0)〉B give rise to Eq. (B11b).
The associate index k¯ was defined before after Eq. (6). To
reproduce Eq. (B11), we identify [cf. Eqs. (18) and (19)]
FˆB =
K∑
k=1
f˜k, (B12)
with
〈f˜k(τ)f˜j(0)〉B = δkjηkφk(−iτ),
〈f˜j(0)f˜k(τ)〉B = δkjη∗k¯φk(−iτ).
(B13)
As defined in Eq. (B8), f˜k(τ) = e
τhB f˜ke
−τhB that satis-
fies −(∂f˜k/∂τ)B = [fˆB, hˆB]. We obtain [cf. Eq. (30)]
̺(n)
n
(τ ;h×
B
) = i
∑
k
nkγk
[
pkηk
ηk−1
̺
(n)
n
+,−
k−1,k
(τ)− ̺(n)
n
(τ)
]
,
9and also [cf. Eq. (29)]
̺(n)
n
(τ ; Fˆ>
B
) =
∑
k
[
̺
(n+1)
n
+
k
(τ) + δ0pknkηk̺
(n−1)
n
−
k
(τ)
]
.
Both are identical to their real–time counterparts. All
parameters are identical to to those specified in Sec. II B.
The resultant Eq. (B5) reads [cf. Eqs. (A1) and (A2)]
d̺
(n)
n
dτ
= iL(n)
n
̺(n)
n
− i
∑
k
nkΛk̺
(n)
n
+,−
k−1,k
− QˆS
∑
k
(
̺
(n+1)
n
+
k
+ δ0pknkηk̺
(n−1)
n
−
k
)
. (B14)
This is the unified i-DEOM formalism of this work,
with the initial values of Eq. (B7) to be propagated to
{̺(n)n (τ = β);n = 0, · · · , L}. Together with Eq. (B1), we
can evaluate Ahyb(T ) without invoking the λ–integration
as Eq. (36). Moreover, the above i-dissipaton formalism
goes with a one–to–one correspondence manner, such as
Eq. (B2) versus Eq. (24) and Eq. (19) versus Eq. (B13),
respectively. As results,
ρ¯(n)
n
(T ) =
̺
(n)
n (β)
Zhyb
=
̺
(n)
n (β)
trS̺
(0)
0
(β)
. (B15)
This is an alternative approach to the equilibrium DDOs,
Eq. (31) or Eq. (A2).
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