Guided by the paper hep-th/0002106 by Polyakov and Rychkov, we compute the second variational derivative of a wavy plane Wilson surface observable, to find that a necessary condition for a proposed surface equation to be satisfied in the large N limit is that we are in the critical dimension D = 6.
Introduction
To a k-dimensional submanifold Σ k embedded in D-dimensional space one may sometimes associate an observable W (Σ k ). For k = 1 this is a Wilson loop. Higher k's arise whenever one has a charged (k − 1)brane, to whose world-sheet there is associated a k-submanifold observable. Non-abelian Wilson loops can be defined using a path ordering operation which is invariant under reparametrizations of the loop. For surfaces we can not define such a 'surface ordering' in an invariant way [1] , unless we also introduce a one form connection which enable us to define parallel transportation along curves on the surface [2] . But we will not use this approach here to compute the non-abelian Wilson surface.
We will here investigate the situation where a two-form potential couples to a selfdual string in an M five-brane. That is, the case when k = 2. The associated observable is then usually called a Wilson surface. The theory living on a stack of N five-branes is associated with the A N Lie algebra, and it is natural to call the corresponding theory for A N theory. These theories are really completely characterized by giving its associated Lie algbra. They have no other free parameters. Otherwise very little is known about these theories. Though a definition of these theories was suggested in [12] , in terms of a 'surface equation'. We will in this letter examine whether such a surface equation can be satisfied by the realization of the Wilson surface in the AdS-CFT correspondence. If that could be shown, that would put the surface equation on a more solid ground. So far the surface equation has only been guessed, and has not been derived (other than in the abelian case). This is to be compared with the loop equation, which has been derived from Yang-Mills theory [9] [8] [13] (a review is [14] ). Showing that the loop equation is satisfied by its realization as a string in AdS space would prove the AdS-CFT correspondence, and such a derivation was initiated by Polyakov and Rychkov [10] [11] . But they did not treat explicitly the really interesting cases when one has a cusp or self-intersection on the loop. We will of course not do it better here, with Wilson surfaces instead, but will just consider a smooth surface without self-intersections, being close to a flat plane. That is, the simplest non-trivial case.
According to the AdS-CFT correspondence the expectation value of a submanifold observable should be given by [6] [7] W (Σ k ) ∼ exp −T A(Σ k )
Here T is the brane tension of a (k +1)-dimensional brane wrapping a minimal surface M k+1 in AdS-space whose boundary is Σ k , and A(Σ k ) is the area of M k+1 (the minimal surface M k+1 is usually uniquely determined by its boundary Σ k ). This formula is not quite correct since we should somehow sum over all surfaces in AdS space whose boundary are the surface observable. But in a classical limit (large N limit) this sum can be approximated using steepest descent, which is to evaluate the area at its extremum point, which is at the minimal surface. However the area of this minimal surface is infinite. The common procedure to regularize it is to let the minimal surface instead end at y = ǫ in Poincare coordinates (in which the metric is ds 2 = y −2 dy 2 + ...) and not directly at the boundary at y = 0. When one does such a regularization for k = 2, one finds [16] A(Σ 2 ) = Bǫ −2 + C ln ǫ + D
where 2B is the area of the surface, and 8C is the rigid string action, also called the Willmore functional. D is the renormalized Wilson surface. Due to the logarithmic divergence, a rescaling of ǫ by any real dimensionless number e a > 0 gets transmuted into a shift D → D + aC of the renormalized Wilson surface. C is a scaling anomaly.
In this paper we will mainly concentrate on the case that k = 2, that is on Wilson surfaces. We will work in euclidean signature. Following Polyakov and Rychkov [10] we will (at least in principle) compute the Wilson surface for a surface that is a fluctuating infinitely extended plane in the large N limit of A N theory, by realizing the Wilson surface as a minimal surface in AdS space. Apart from being a situation where we can make explicit computations, the wavy plane might also be of wider interest, being an observable associated with a wavy selfdual string. Though we work in Euclidean signature, Wick rotation to Minkowski signature should be permissible since we work in a flat background.
We then compute the second variational derivative of this Wilson surface. Our aim with that computation is to check whether a surface equation like
really could hold in the large N limit. The surface operator, that we denote by L, is a kind of Laplace operator on the space of surfaces. It is a direct generalization of the Polyakov loop operator [9] and is defined by Eq. (6). We will find that a necessary condition for the surface equation to be satisfied is that we take the number of dimensions to be D = 6.
A rather similar surface equation was proposed in [12] , where it also was given a suggestion of what the right-hand side of the surface equation would be for the case that the surface self-intersects.
In appendix C we show that the surface operator, generalized to k-submanifolds, is conformally invariant precisely in D = 2k + 2 dimensions. This generalizes the proof given in [10] for the loop.
The abelian surface equation
In abelian theory the Wilson surface is given by
where B denotes a two-form connection. We denote its curvature by H = dB. H ∧ * H [3] .
We would like to see if we could define a surface operator as some kind of Laplace operator in surface space (the space of surfaces). We compute the second variational derivative of the abelian Wilson surface. Parametrizing the surface Σ as σ i → X µ (σ), (i = 0, 1, µ = 0, 1, 2, 3, 4, 5) we have
We define the surface operator L(σ) as
where ... are terms that do not involve delta function singularities. From (5) we then see that L(σ) has the effect of bringing down the equation of motion for the gauge field. Classically the right-hand side (in the absence of charged strings) is zero. In quantum theory we get a contact term
Here J µν (x) = ( * δ) µν (x) and δ denotes the Poincare dual of Σ and * the Hodge duality operator. Since in the abelian theory, the operator product in the second term in the right-hand side of (5) does not contain any delta function singularity, we get the abelian surface equation
where
But this J has to be defined, since naively it is infinite. To find out how to define J we must first choose a regularization prescription of W . If we for instance use a cutoff regularization in momentum space defined such as that it maps a function (which may or may not be singular at x = 0) into a regularized function according to
then we find that the delta function will get mapped into a regularized delta function as follows,
Using cutoff regularization, we should thus define
To see what this definition really means, we have to integrate it with a test function u(σ) as
If the surface is smooth and has no self-intersection, we may expand X(σ) around σ ′ , and also make a similar expansion in powers of ρ ≡ σ − σ ′ of f (σ). We get a finite contribution only from the fourth order term in ρ,
We could instead use dimensional regularization and should get the same finite result. In dimensional regularization we should arrive at the following definition of the delta function [9] 
Here π 3 is the volume of the unit five-sphere. Using this definition we again find that only the terms at fourth order in ρ gives a non-zero contribution to (13) . This time because
We see that we get exactly the same numerical result for both these regularizations. For a flat plane parametrized as X i (σ) = σ i , X i ′ (σ) = 0 (i = 0, 1, i ′ = 2, 3, 4, 5) we only get a contribution at fourth order from expanding the test function u(σ) = u(σ ′ ) + ...
We then find that
If the surface is not a flat plane, we also get contributions from expanding |X(σ) − X(σ ′ )| in powers of ρ. If we take the surface to be the graph X µ (σ) = (σ i , φ i ′ (σ)), and choose coordinates such that ∂ i X µ (σ ′ ) = δ µ i , then we get J(X(σ ′ )) = d 2 σδ 6 (X(σ)). We then have to analyse the delta function. Thus we integrate with a test function as
Now we are only interested in studying the first term in the expansion of u(σ) = u(σ ′ ) + ρ i ∂ i u(σ ′ ) + ..., because derivatives of the test function u amount to derivatives of δ 2 (σ − σ ′ ). These will not contribute to J(X(σ ′ )) in our choice of coordinates. Expanding |X(σ) − X(σ ′ )| 2 and keeping only the sixth order contribution in ρ we find that
and J(X(σ)) = 1 384π 2 ∂ 6 (X(σ).X(σ)) − 2X(σ).∂ 6 X(σ) .
(20)
But this is not zero! Not even if we integrate this over σ do we get zero. This is very different from the situation one has for Wilson loops where the corresponding delta function δ 4 (X(σ) − X(σ)) = 0 for smooth loops without self-intersections. Let us review how this comes about for Wilson loops [9] . Then when we integrate with a test function u(σ) we have to compute
but here we get a contribution only from the third order terms in ρ because
If the loop has a well-defined tangent vector everywhere, we can, upon expanding everything in ρ, only get contributions of the form
Throughout this paper we will use the surface equation as written in momentum space. We first define
.
and then
The definition of the surface operator (6) should lead to a corresponding definition in momentum space representation. We propose that this definition should be
Here o(1) ⊃ O(k) means terms like k 2 or k 2 ln |k| etcetera, which all tend to zero as k tends to zero. The appearance of o(1) does not follow from Eq. (6) alone. Taking the limit k → 0 corresponds to a taking constant mode. Varying the Wilson surface with respect to a constant mode is to study the variation of the Wilson surface expectation value under a rigid translation. Of course this should be zero. The appearance of the o(1)-terms should follow from translational invariance in R 6 . In fact the whole right hand side in Eq (26) should be in o(1). So to really see L(k + k ′ ) we must take k large. Using high frequencies k and k ′ , we are able to probe finer details on the surface. To illustrate this important point, we may take a function f (σ) = aδ 2 (σ) + bǫ −2 e −σ 2 /(4ǫ 2 ) composed of a sharp delta function and a smeared out delta function, with some associated numerical coefficients a and b. In position space we can extract the coefficient a by integrating f (σ) as follows, a = lim ǫ→0 |σ|<ǫ d 2 σf (σ).
We now ask what the corresponding operation would be in the momentum space. In momentum space we have f (k) = a + be −ǫ 2 k 2 . We see that in order to see the coefficient a of the delta function singularity clearly, that is without also seeing the smeared out delta function, we should take |k| >> ǫ −1 , because we have a = lim k→∞ f (k). Now what we will encounter in the second variational derivative will not be gaussian bump functions, but rather something more like f (σ) = aδ 2 (σ) + b|σ| −2 . In momentum space this becomes f (k) = a + b ln(|k|ǫ) where ǫ is a cutoff. Now a rescaling of ǫ → e c ǫ amounts to a term bc and it is in general impossible to distinguish this term from a. But now translational invariance should come to our rescue, since that forbids terms like ∼ ln |k| / ∈ o(1).
In the rest of this paper we will take k ′ = −k, for simplicity. Then the definition (26) implies a definition of L(0) W , which is manifestly rotationally invariant (The vector 0 contains no information of directions). To extract L(0) W , Eq. (26) leads us to the following recipe: First compute the second variational derivative of W when written in momentum space. Then take the limit k → ∞, this in order to probe the delta function δ 2 (σ − σ ′ ). We should in that result throw away all terms which are of o(1) (though k is really large!) and finally we should average the remaining terms over all directions in parameter space. Due to the indeterminacy in the logarithms (we could rescale the cutoff to shift ln ǫ by a constant) we should finally mod out our result by the coefficient in front of ln ǫ.
In the next section we will compute the Wilson surface in effective A 1 theory for the case of a wavy plane, parametrized as
to a certain order in its transverse fluctuations φ i ′ . But before we embark on that computation, let us first see if we can compute something directly from the right-hand side of (5), to lowest order in the φ's. Consider the second term in the right-hand side. Here we need the operator product expansion of
To compute this carefully, we would need to take into account all non-singular terms in the OPE. We will not do that this carefully (since we will make this computation in a different way later), but just consider the first few terms,
written in momentum representation. We will find it convenient to define the following functions 2
where V 3 denotes volume of unit three-sphere. To examine the contribution coming from, say, the variational derivative δ 2 δφ i ′ δφ i ′ we need only consider the first term H i ′ 01 H i ′ 01 , because the next term will be of fourth order. Thus we compute
or explicitly,
This representation is not unique because we may shift the logarithms by a constant (see the footnote). The terms which are powers in momenta look precisely like terms that just as well could have arisen from having Fourier transformed delta function singularities or derivatives thereof. But this is of course not the case here. Here they arose as a consequence of the indeterminacy of the logarithms.
A wavy plane in low energy effective A 1 theory
Due to our lack of knowledge in the theory living on many parallel M five-branes and in how to compute expectation values of non-abelian Wilson surfaces, we will here restrict ourselves to just two separated five branes. At low energies (compared to their separation) the theory is accurately described by an effective A 1 theory in terms of the field content in just one tensormultiplet. In [17] we showed that the Wilson surface to be used in the context of AdS-CFT should be 3
where ϕ is a scalar field which has vacuum expectation value zero. One motivation for this definition is that with this definition one gets a conformal anomaly which is proportional to the conformal anomaly one derives in the large N limit [17] . If one is careful with normalizations one can also show that the proportionality constant is precisely equal to N . So it seems as the 'non-Abelian' Wilson surface would in some sense contain a product of N Wilson surfaces of this type. A more precise way to understand this is by separating N M-theory five branes from each other. One then expects to get a theory of N copies of free tensor multiplets 4 , and correspondingly the Wilson surface should be a product of N copies of Wilson surfaces as defined in (33). This gives an intuitive explanation why we get a conformal anomaly which is proportional to the large N limit with proportionality constant N . We would not expect this anomaly to change in a process where we continuosly separate the five branes.
We now set out to compute the wavy plane for the effective A 1 theory. Our purpose with this computation is to demonstrate (26) in an explicit computation. We admit that this computation is somewhat tautological of what we have already done. But we want to compute the second variational derivative of the wavy plane in detail, so that we can compare this with the corresponding computation that we will do in the large N limit, and the safest way to do that seems to be by first computing the Wilson surface, and then computing its second variational derivative. But in principle one should be able to make the computation of the operator product and of the delta function in detail and arrive at the same result. Though the computation we present here requires no knowledge of operator product expansions, nor of tricky delta functions on surfaces. These concepts will be implicit in this computation.
The vacuum expectation value of the Wilson surface is given by
and where the gauge field propagator is given by
Physical quantities must not depend on the gauge parameter ξ. This is to say that our regularization must preserve the identity
which formally holds due to Stokes theorem for a closed surface Σ. We see that we can regularize by inserting the factor e −ǫ|p| , or use dimensional regularization, without altering this identity. We thus consider
For the wavy plane, Eq. (27), we make the decomposition of p µ as (p i , P i ′ ), and get
For the scalar we have a sligthly different expression,
These two contributions we expand in powers of φ up to fourth order as S(Σ) = 16π (2π) 4 (S 0 + S 2 + S 4 + ...) where we define
Some calculations yield the following result for the contributions from B and from ϕ respectively,
and
where the functions F , G and H where defined in Eq. (30).
The second variational derivative
To compute the second variational derivative of the renormalized Wilsons surface, which we write as W = e −S[X] , we need
The first term here does not contain any delta function singularity and hence can not contribute to the surface equation. But we have to compute the second term. In momentum representation this is
For later reference, we here let the wavy plane be a k-dimensional surface embedded in D dimensions. The second variational derivative at lowest order comes from varying S 2 twice with respect to φ i ′ , and is given by
At next order we get contributions from S 2 when varied twice with respect to X i , and from S 4 when varied twice with respect to φ i ′ . From the condition of reparametrization invariance,
we get
In momentum space, 5
(49)
To second order in φ we get
where we define
Next, varying
twice with respect to φ i ′ we get
Restricting to the case k ′ = −k (and D = 6, k = 2) where we thus have
and inserting our result Eq's (42) and (43), we get
We now recognize some terms in s 2 from the computation we did in the operator product expansion, and we expect the remaining terms to come from the remaing terms in the operator product. Explicitly we have In cutoff regularization we get a harmless quadratic divergence ǫ −2 (corresponding to the renormalization of the string tension), but we also have ln ǫ, one for each logarithm in our result above. Thus we have in
A rescaling of ǫ will generate a term proportional to (p + k) 6 − p 6 − k 6 + .... We easily see that the p 6 ln ǫ terms cancel, which is in accordance with Eq. (26): We see that s tends to zero as k tends to zero. Following our recipe, we should expand ln |p + k| in powers of p/k and then average over directions, that is replace (p.k) 2 by (1/2)p 2 k 2 and (p.k) 4 by (3/8)p 4 k 4 . That will give us a term ∼ p 6 whose coefficient should correspond to the non-zero right-hand side of the surface equation Eq. (20) when written in momentum space.
The next term at order |k| 0 is p 6 ln |p|. Such a term we can never get from a rescaling ǫ, not even if we had had a term ∼ p 6 ln ǫ. Imagine that we had got such a term somehow (though translational invariance forbids such a term) e.g from a Fourier transform of a term in the operator product in the right-hand side of Eq. (5) such as
We could then rescale ǫ by dimensionless numbers, such as e 2 or π say, which then could generate a term like 2p 6 etcetera, but we can certainly not rescale ǫ by e ln |p| for dimensional reasons. Such a rescaling would generate p 6 ln |p|, but is thus not permitted. The presence of a term p 6 ln |p| therefore would have to come from a delta function singularity δ 2 (σ − σ ′ ), simply by a dimensional analysis argument. A necessary condition for the surface equation to hold is thus that the term p 6 ln |p| cancels. Here we see that it does. What we will show in the following sections is that this also happens exactly in D = 6 dimensions when we use the AdS realizations of the Wilson surface.
Minimal submanifolds in AdS space
We now move on to the realization of the Wilson surface as a minimal surface in AdS space. According to the AdS-CFT correspondence [4] [5] [6] [7] this realization should be reliable in the large N limit of A N theory. We let M k+1 denote this minimal surface, and parametrize it as σ I → Z M (σ) where I = (0, i), i = 1, ..., k and M = (0, µ), µ = 1, ..., D. We will denote by τ = σ 0 and Z M = (Y, X µ ). The submanifold Σ k is defined as the slice τ = 0 of M k+1 . The induced metrics on M k+1 and Σ k are
and g ij respectively. We define
Viewing the volume of M k+1 ,
as an 'action', letting τ be the 'time', we get the 'conjugate momenta' to Z M as
These are subject to the primary constraints
The Hamilton-Jacobi equation for the minimal surface, we get by replacing Π M by δA δZ M ,
Here A = A[Z(σ)] is the area of the minimal surface that has Σ as its boundary. This is a functional of Σ alone. We have one Hamilton-Jacobi equation left, namely that arising from the second primary constraint. This equation is the condition of reparametrization invariance of Σ k ,
So far our derivation has been very general. But now we will consider (the euclidean version of) AdS-space. We choose coordinates such that the metric tensor is given by
for which the Hamilton-Jacobi equation Eq. (66) becomes
Taking Y (σ) = ǫ constant we have,
and finally get
(71)
The wavy plane
We will limit ourselves to the situation where Σ k is a wavy plane of the form (27) and make an expansion in powers of φ i ′ , which we thus see as small transverse fluctuations of the plane. Here i = 1, ..., k and i ′ = k + 1, ..., D. Let us denote by π i ′ = δA δφ i ′ . Expanding the metric in powers of φ we get
and, expanding the square root in Eq. (71), we get
where we have define A 0 = d k σ and δ ij,kl = (δ ik δ jl − δ il δ jk )/2. Undisplayed indices are contracted in obvious ways. Making the ansatz (in momentum-space)
Inserting this into the Hamilton-Jacobi equation, using our ansatz in momentum space, we get the following equations for the coefficients functions Γ 2 and Γ 4 ,
and we define
The equation for Γ 4 can be written
with prime denoting derivative with respect to ǫ, and where
This means that we can integrate to get the solution
which vanishes at infinity.
The case k = 2
Taking k = 1 we get back the situation considered in [10] . For k = 2 (and more generally for all even k) we get more complicated expressions for Γ 2 and Γ 4 . The solution for Γ 2 is derived in the appendix A.
For k = 2 we get
where K denotes the zeroth special Bessel function. This is the unique solution which is non-singular at infinity. Using the short-distance expansion for K, presented in appendix A, we get 6
We may notice that the trancendent number ξ(≡ γ − ln 2) can be removed by rescaling the cutoff as ǫ → ǫe −ξ , which shows that (at least to this order) ξ has no observable effect.
To get Γ 4 we first need
Here we made use of the differential equation that the Bessel function satisfies to calculate the integral.
(But we did not care about the integration constant since that will anyway cancel in Γ 4 ). We then get
which, from (76), will have the structure
The prefactor here came from expanding the numerator in powers of ǫ.
The second variational derivative
With Γ 4 given as above, and with s 1 and s 2 defined as in section 3.1, we find 7 
The integrals we need to compute involve a product of four Bessel functions. We have not managed to compute such integrals exactly. Instead we expand everything in powers of |k| and ignore negative powers (since we will at the end let |k| tend to infinity). We illustrate the idea by concidering c 4 (p, −p, k, −k). That is, the contribution coming from C 4 (p, −p, k, −k) = Y 9 Γ 2 (p) 2 Γ 2 (k) 2 . Introducing the dimensionless integration variable x = |k|Y , we get
Expanding in powers of 1/k we get 8 7 We ignore the prefactor in Eq. (85). It is easy to reinsert the contribution from this prefactor later. But this little omission will not affect our conclusions. 8 The condition for being permitted to use the short-distance expansion here is that the contribution to the integral, coming from the region where x = |k|Y is not small, is negligible. This condition will be fulfilled here, as may be seen by considering the following schematic integral
where at large x we have f, g ∼ e −x (this is roughly the large distance behavior of our Bessel function). To examine the validity of making a 1/k-expansion we thus expand f (x/k) = f 0 (x) + f 1 (x)/k + f 2 (x)/k 2 + ... and assume this series to
The integrals occuring in this expression we have collected in appendix B. Using this procedure on the other terms in B 4 as well, the result we get is (up to o(|k| −2 ))
Our first observation is that we also at this order can absorb ξ by the same rescaling of ǫ → ǫe −ξ .
We may also consider the divergent pieces here. We could have done the computation of these divergent terms for general momenta p i (i = 1, 2, 3, 4) simply by picking the coefficients for Y −1 and Y −3 directly from the integrand in Γ 4 . Integrating these we get ln ǫ and ǫ −2 respecctively. It is easy to see that the result above can be obtained from such a more general result by specializing to momenta (p i ) = (p, −p, k, −k). We have also checked (up to fourth order in φ i ′ ) that the result we get for the divergent terms is in accordance with the general result obtained in [16] ,
where Ω µ is the Gauss curvature of the surface.
Absorbing the ξ's by a rescaling of ǫ and making the averaging (p.k) 2 p 2 k 2 → 
Adding these contributions, we get
converge within some convergence radii, say at x/k = R < ∞. We can then split the integral as
By letting k be sufficiently large we can use the large distance behavior of g in the second integral. Assuming f (x) < M for all x > R, we get
which tends to zero as k → ∞ much faster than any of the terms in the 1/k expansion. This shows that we are permitted to expand in 1/k.
We notice that the inverse Fourier transform of p 6 ln |p|φ(p).φ(−p) is an integral over the surface of a non-local expression. It therefore seems as locality gets violated unless we are in the critical dimension D = 6.
Had we managed to compute Γ 4 exactly, so that we could trust our result all the way to the limit k → 0, we should also have seen that the coefficient of the term ∼ p 6 vanishes in that limit. In fact we can see that this is the case already in our result simply by interchanging the roles of p and k. This amounts to an expansion in 1/p. Making that exchange, we see no p 6 -term at all, so our result is consistent with translational invariance.
It would of course be interesting if one also could show that the coefficient of the p 6 -term here also is in accordance with some right-hand side of some non-abelian surface equation in the large N limit, like the one proposed in [12] .
which are subject to the relations
and again we have to supplement a relation, such as
From these relations we derive the following short-distance behaviors
We here collect all the integrals that occur in Γ 4 : 
C Conformal invariance
We here generalize the proof of conformal invariance of the loop operator given in [10] , to surface operators acting on k-dimensional submanifolds embedded in R D parametrized as σ i → X µ (σ). To this end, consider a conformal transformation x µ →x µ (x) for which
for some function Ω(x). This induces a natural transformation X →X of the coordinates of the submanifold. Introducing the notationsW [X] ≡ W [X(X)], and ∂ µxν (X(σ)) ≡ ∂x ν ∂x µ x=X(σ)
, repeated use of the chain rule yields
. (119) We have the following relation between area derivative [13] [9] N λν1...ν k ≡ δW δσ λν 1 ...ν k (here dσ λν1...ν k denotes the antisymmetric area element in directions corresponding to the indices) and functional derivative:
Here all we need to know about the tensor N is that it is completely antisymmetric. This fact follows from the condition of reparametrization invariance ∂ i X µ (σ) δ δXµ(σ) = 0 of the surface. Defining the k-submanifold operator L in a similar way as in Eq. (6), we get
where the hat means that this factor is removed. Considering the special conformal transformatioñ x µ = x µ /|x| 2 , this becomes
x µ x νi |x| 2 ∂ 1 X µ1 · · · ∂ k X µ k N λν1...ν k .
= (4 − 2D + 4k) x λ |x| 2k+6 δ µ1ν1 · · · δ µ k ν k ∂ 1 X µ1 · · · ∂ k X µ k N λν1...ν k ,
that is, we have found that the surface operator L is conformally invariant in the sense given above, only in D = 2k + 2 dimensions. 
and δ D (X(σ) − X(σ ′ )) transforms in the same way as δ D (x). Now take D = 6. Then we have also (formally) an additional factor Ω(X) 2 coming fromẊ [µX ′ ν]Ẋ µX ′ ν = Ω(X) 2Ẋ [µ X ′ ν]Ẋ µ X ′ ν (formally we could put σ = σ ′ due to the delta function). We thus see that the abelian surface equation is formally conformally invariant. But this holds just formally. It is not true in the renormalized theory where we have to take into account the conformal anomaly of W [X]. We were also cheating in our derivation of the transformation law of J[X]. It would be interesting to see whether the surface equation is conformally invariant in quantum theory, and whether the conformal anomaly of the abelian Wilson surface can be derived directly from this surface equation.
