Abstract-Time synchronization of multiple elements of a wireless network can be achieved through the wireless coupling of their oscillator circuits. Most previous works on wireless locking of oscillators analyze the system in an idealized manner, representing the oscillator elements with phase models and describing the propagation effects with constant scalar coefficients and time delays. Here, a realistic analysis of the wireless system is presented, which relies on the extraction of the oscillator models from harmonic-balance (HB) simulations and takes into account the antenna gains and propagation effects. The most usual network configurations, corresponding to ring, fully connected, and star topologies, are investigated in detail. In symmetric conditions, the oscillation modes are detected through an eigenvalue/eigenvector calculation of an equivalent coupling matrix. For each particular mode, the system is analyzed in the following manners: by means of an analytical formulation, able to provide all the coexistent solutions, and through a circuit-level HB simulation of an equivalent system with a reduced number of oscillator elements. The stability properties are determined by means of a perturbation system of general application to any coupled structure. A specific formulation is also derived to predict the impact of discrepancies between the oscillator elements. All the results have been validated with independent circuit-level simulations and measurements.
I. INTRODUCTION
T IME synchronization between different devices is a usual requirement in engineering systems, such as computer networks, measurement systems, sensor networks, and other [1] - [10] . For instance, the efficient data transmission in a multiple-input multiple-output antenna system requires phase synchronization between the antennas, which is still a significant challenge [2] . In the case of sensor networks, a common time scale between the sensor nodes [10] enables applications such as cooperative transmissions, data fusion The authors are with the Departamento de Ingeniería de Comunicaciones, Universidad de Cantabria, 39005 Santander, Spain (e-mail: mabel.ponton@unican.es; almudena.suarez@unican.es).
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of time-sensitive measurements, or moving object tracking. The synchronization can be achieved through the broadcast of a beacon timing signal from a central node [1] . However, in fully distributed scenarios, this broadcast will not be possible, and the common time scale can only be achieved through a distributed synchronization. The exchange of packets carrying time stamps [1] may suffer from random delays in the construction and processing of the packet. Alternative methods based on the wireless coupling of the oscillators in the network nodes [1] - [12] have been proposed. In pulsecoupled oscillators [6] , [8] , [9] , pulsed signals are transmitted and the nodes must detect the time of arrival of these pulses [1] , [2] . Two different time scales are involved [5] : the fast one corresponding to the short-duration pulse and the slow one corresponding to the phase evolution of each of the oscillator elements. Due to the existence of two different time scales, the system is analyzed in terms of maps, by means of discrete-time models [3] . On the other hand, in analog coupling [1] , [10] - [12] , each node transmits a signal proportional to its local oscillation, with all the nodes transmitting and receiving continuously at the same time [1] - [3] . The analog coupling is also known as diffusive [5] ; this meaning that there is an interaction between the inherent damping of the oscillator elements and the coupling. Continuous models are used, unlike the case of pulse coupling, which enables a more insightful analysis of the system behavior. Mauroy et al. [5] and Díaz-Guilera and Arenas [13] have demonstrated that the two synchronization mechanisms exhibit significant analogies in the limit of weak coupling. Although there are many previous works on wirelesscoupled oscillators [1] - [13] , most of them rely on ideal models [2] , [3] of both the oscillator circuits, represented in terms of phase variables, and the coupling action, described with constant scalar coefficients and time delays. Pontón and Suárez [14] presented a first detailed investigation of a system of three wireless-coupled oscillators, using a formulation that relies on linearized oscillator elements, extracted from harmonic-balance (HB) simulations, as well as detailed descriptions of the coupling effects, which consider the antenna gain and signal propagation. The oscillator elements behave in an injection-locked mode, instead of being phaselocked loops (PLLs). In the PLL case [2] , the antenna signals enter the phase detector of each oscillator and there is no clear solution to use a single antenna for both transmission and reception. This is easily achieved in the case of injectionlocked operation, which should enable a simple testing of 0018-9480 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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different network topologies. In fact, this paper extends the one in [14] by considering a variety of oscillation configurations, which are inspired by the ones commonly employed in sensor networks [3] , [7] , [8] . The topologies analyzed correspond to ring, fully connected, and star configurations, which will be investigated for different numbers of oscillator elements. There are several works on coupled-oscillators systems intended for power combination and beam steering [15] - [26] . In addition, Tousi et al. [27] and Adnan and Afshari [28] present a novel interesting application for oscillator tuning via a variable delay using a loop of unidirectional oscillators. On the other hand, wireless systems generally involve the global coupling of a set of symmetrically distributed oscillators [1] - [5] . This is different from the beam-steering application, where the detuning of the peripheral oscillators [15] - [24] leads to different operation conditions in each oscillator. The coupling networks used for beam steering usually consist of a transmission line bounded by resistors. The system parameters are the bias voltages of the peripheral oscillators and the coupling coefficients only exhibit small changes, due to the variation of the oscillation frequency [21] , [22] . In the wireless case, the most relevant parameters are the distances between the oscillator elements, which must be suitably chosen to prevent instability. The magnitude of the coupling coefficients is affected by the basic propagation loss and the phase shift exhibits a periodic or quasi-periodic variation versus distance. The frequency dependence of the coupling effects has a relevant impact on the stability properties, unlike what is usually observed in beam-steering applications. This paper will consider the most common geometries of wireless-coupled systems. As will be shown, in symmetric topologies there exist several oscillation modes, depending on the number of elements, which lead to particular phase and amplitude distributions between the oscillator elements. The complete set of modes associated with a particular network topology is derived from an eigenvalue/eigenvector calculation [29] of an equivalent admittance matrix, accounting from the wireless-coupling effects. Then, the system behavior is analyzed in two manners. The first one is based on an analytical formulation that depends on the linearized HB models of the oscillator elements and the eigenvalue associated with each particular mode. This formulation will allow an efficient tracing of the complete solution curves (including multivalued sections) versus any relevant parameter, such as the distance between the oscillator elements or the antenna gain. The second one will be based on a full nonlinear simulation at circuit level in HB. As will be shown, an initial identification of the modes enables a reduced simulation of the whole coupled topology using only one or two-oscillator elements. Despite the higher accuracy of the full circuit-level simulation based on HB, the analytical formulation is of high interest due to its capability to provide multivalued sections of the solution curves in a straightforward manner. This paper is organized as follows. Section II presents the general formulation used for the analysis of wireless-coupled oscillators. Section III describes the case of a ring topology. Sections IV and V describe the cases of a fully connected and a star topology, respectively. Section VI presents the general stability analysis formulation. Section VII presents a study of the impact of discrepancies between the oscillator elements. Section VIII addresses the analysis of phase noise.
II. GENERAL SYSTEM FORMULATION
The wireless-coupled oscillators system will be composed of N oscillator elements, so that each of the N oscillators is injection locked by the signal transmitted by two or more system elements [1] - [13] . It is assumed that the oscillator system operates in a synchronized manner at the frequency ω s . Each oscillator is loaded with an antenna, exhibiting the radiation resistance R r . Thus, the power transmitted by each oscillator will be |V out | 2 /(2R r ), where V out is the oscillator output voltage. On the other hand, the available power at reception can be expressed in terms of an equivalent injectioncurrent source I s , connected in parallel at the output of the oscillator circuit [30] , [31] . The available power in a given oscillator k due to the signal transmitted by the oscillator m is
where
, and λ are, respectively, the transmitter and receiver antenna gains, the distance between the oscillators m and k and the wavelength at the oscillator operation frequency ω s . Solving for |I s,m,k |, one obtains
where c is the speed of light. On the other hand, for the distance d m,k , the phase shift due to propagation effects will be: −α = −ω s d m,k /c. Then, it will be possible to express the synchronizing input current at the oscillator k, due to the oscillator element m, as:
and G tot,m,k = G t,m G r,k is the antenna gain product. The voltage-controlled current sources modeling, the coupling action between two particular oscillators elements (k and m) are represented in Fig. 1(a) . The radiation resistance R r (usually 50 ) is absorbed into the oscillator circuit. For compactness, the complex transconductance function will be expressed in terms of magnitude and phase as follows:
There will be a phase change of 2π radians for a distance variation of d = 1/(3.33310 −9 f ). On the other hand, the rate of phase variation with frequency increases with the distance d. As an example, for a distance of 3 m, the phase changes a whole interval of 2π under a frequency change f = 100 MHz. In free-running conditions, each oscillator will exhibit an amplitude and frequency given by V mo , ω mo , where m = 1 to N. In this free-running operation, the current-to-voltage ratio Y is equal to zero at any node, and in particular, at the antenna connection node (Y m = 0). When introduced into the network, the functions Y m will undergo a variation due to the current induced by the signals received from other oscillator elements, so it will no longer be zero. Assuming that all the oscillator elements are identical, two cases will be analyzed here. The first one considers a nonlinear dependence Y (V m , ω s ), equal for all the N elements, where V m (m = 1 to N) is the oscillation amplitude. The second one is based on a linearization of the admittance function Y about the free-running solution V o , ω o , identical for all the oscillator elements [21] - [24] , [32] .
Under wireless-coupled conditions and assuming a synchronized behavior at the frequency ω s , the system can be formulated in a compact manner as
where [Y (V , ω s )] is a diagonal matrix containing the nonlinear admittance function of the individual oscillators, [C] is the coupling matrix, with the elements C m,k given in (3) and (4), andV sφ is the vector containing the oscillator voltages V m e j φ m at the antenna nodes. Due to the system autonomy, the phase of one of the oscillator elements can be arbitrarily set to zero (φ 1 = 0). Critical parameters for the phase shift distribution of the wireless system will be the distances between the oscillator elements, as gathered from (3) and (4) . To get analytical insight, a linearized version of (5) will also be considered. This will be valid under small induced currents, so that it is possible to perform at Taylor [33] - [35] , as shown in Fig. 1(b) . They are obtained by applying finite differences to the AG amplitude and frequency [32] .
In the following, (5) will be particularized to three different types of oscillator networks, with ring, fully connected, and star topologies. The individual oscillator element is the same in all cases [ Fig. 1(b) and (c)]. It is built on the substrate Rogers 4003C and based on the transistor FET NE3210S01. The free-running frequency is 2.45 GHz, and the output power is 10 dBm.
III. RING TOPOLOGY
In a ring topology [3] , [7] , [8] , [13] , each node is connected to the two neighboring nodes of the network (Fig. 2) . This topology, requiring directive antennas, is easy to install and reconfigure, but costly to manage, since the ring network can be disturbed by the failure of a single node. Nevertheless, it constitutes a relatively simple initial case, very well suited for the illustration of the analysis method.
For identical distances between the oscillator elements and identical antenna gains, the transconductances C m,k should be equal and given by C m,k = Ae − j α . Then, the coupled network is governed by the matrix system (5), with the following coupling matrix:
In view of the system symmetry, one should expect solutions of (5) with identical amplitudes
Then, the possible oscillation modes are determined by the eigenvalues and eigenvectors of the matrix [C] . The eigenvalues of a circulant matrix are calculated as [29] 
where n = 0 to N − 1. The corresponding eigenvectors arē
The components ofV n are the voltages at the antenna connection nodes for the mode n, having a common value. The phase shift between adjacent nodes is given by n2π/N, which defines the distinct oscillation modes. When exciting the admittance-dimension matrix [C] with a voltage vector agreeing withV n , all the nodes will exhibit the same equivalent admittance λ n . Using (7), the eigenvalues of (6) can be written in the following compact form:
where ζ(n, N) is a scalar quantity that depends on the number N of oscillators and the oscillation mode. The values of ζ(n, N) for N = 2 to N = 8 are shown in Table I . Note that for N > 2 oscillators, the in-phase mode always corresponds to ζ = 2. The equivalent coupling current is given by I n = λ n V , where V is node-voltage magnitude, identical for all the oscillator elements. As an example, for N > 2, a distance d = 1 m, an oscillation frequency f s = 2.4 GHz, equal antenna gains G = 5 dB, and radiation resistance R r = 50 , the magnitude of the equivalent coupling admittance corresponding to the in-phase mode is λ 0 = 0.025 −1 . For N = 5, the magnitudes corresponding to the other modes are λ 72°= 7.78 × 10 −4 −1 and λ 144°= 0.002 −1 . The modes with 90°phase shift will see an equivalent input admittance Fig. 3 . Methodology for the simulation of the coupled system in a commercial HB simulator. This is based on the use of an equivalent coupling-admittance model, Y eq = −λ n . The eigenvalue λ n should be the one corresponding to the analyzed mode. The AG used for this oscillator analysis is indicated. It can be connected to any internal node. equal to zero, so the coupled operation is impossible for this phase shift.
Under the voltage excitationV n , the coupling effects at all the oscillator nodes can be described in terms of λ n , so the whole system (5) can be replaced with a single complex equation. Splitting the total admittance function of each oscillator into real and imaginary parts
Note that the phase shift between the oscillator elements is known beforehand and determined by the eigenvector(s) associated with λ n , according to Table I . This opens a new simple way to accurately simulate the whole coupled system in harmonic balance. Indeed, the analysis is performed by loading a single oscillator element with an equivalent admittance Y eq = −λ n , where λ n is given by (9) . This frequency-dependent load implemented with an admittance box in commercial HB, as shown in Fig. 3 . Furthermore, provided there is information on the antenna behavior at higher frequencies, it will be possible to take into account coupling effects at higher harmonic terms kω s . This will be done by loading the individual oscillator circuits with the harmonic values Y eq,k = −λ n,k , directly obtained by replacing ω s with kω s in (9). The equivalent admittance(s) is defined in terms of the frequency variable. One should know the frequency dependence of the antenna gain in a wide frequency range, covering the harmonic frequencies. If the antenna gain function at the harmonic components is too low, one can use a function with negligible value from certain frequency.
The HB simulation of the single oscillator, loaded with Y eq = −λ n , is carried out with one AG at the frequency ω AG = ω s , with an amplitude A AG , which can be connected to an internal circuit node [32] - [35] . Because the phase shift between the oscillator elements is known beforehand, the single AG phase can be arbitrarily set to zero.
This described HB methodology has been applied to several coupled networks with N = 2 to N = 8, based on the oscillator circuit in Fig. 1 . The common antenna gain is G = 5 dB. The number of harmonic terms considered in the HB simulation is NH = 8. All the modes existing for each N have been analyzed, and Fig. 4 presents the variation of the oscillation frequency ω s versus the distance d. Note that a distinct solution curve exists for each oscillation mode. The results obtained with the reduced simulation, using a single oscillator, are overlapped with those obtained when simulating the full system of N oscillators, which is computationally demanding. In fact, the circuit-level analysis of the entire coupled system requires the use of N AGs [25] , [26] to sustain the N individual oscillations. If no AG is connected to a particular oscillator element, this element will converge toward a nonoscillatory solution, which just responds to the signals entering through the equivalent coupling network. On the other hand, unless a proper initial value is given to the AG phases, no convergence is obtained in the optimization process used to solve (5) in HB. The AG phases must be set according to the phase distributions predicted by the eigenvalue/eigenvector analysis in (7) and (8) .
The results of the multioscillator circuit-level simulation (with N AGs) are overlapped with those provided by the single-element simulation, as shown in Fig. 4 . However, one should note that the (overlapped) curves calculated with HB are incomplete, which is due to the presence of turning points, or points with infinite slope. Passing through these turning point requires a demanding parameter switching [33] , [34] , performed in a manual way. This has applied in Fig. 4 only for the specific cases N = 2 (0°) and N = 3 (120°). Lack of convergence was also experienced at many instances.
The described HB-simulation method provides a good accuracy but little insight into the system behavior, worsened by the impossibility to complete the solution curves. For a better understanding, it will be useful to perform an approximate calculation of the solutions of system (10). This will be based on a semianalytical formulation, relying on the linearization of the individual oscillator admittance function about the free-running regime, discussed in Section II. Applying this linearization to G(V, ω s ) and B(V, ω s ) in (10), one obtains the real-equation system
where the subindex indicates the variable with respect to which the function is differentiated and higher order amplitude increments have been neglected. Variations of the frequency and amplitude corresponding to the mode n of the N oscillator system are obtained by solving (11) for ω s and V , which provides decoupled scalar equations (12a) and (12b), shown at the bottom of the next page.
The first equation is nonlinear in ω s , and must be numerically resolved, which has been done here through a simple zero-detection technique. Once ω s is known, the amplitude in coupled conditions is directly obtained from 12(b). The right side of (12a) and (12b) exhibits a double dependence on ω s , sinusoidal and inverse (1/ω s ), which should lead to multivalued solutions for some parameter values, in agreement with the HB results in Fig. 4 . For a given oscillator design, antenna gain, and distance, the solution curve (in terms of ω s or V ), associated with each mode, only depends on ζ(n, N). From the inspection of Table I , the in-phase solution will always exhibit the same values of ω s and V versus the distance d (or any other parameter), no matter the number N of oscillator elements. This is because each oscillator only receives injection signals from its two adjacent elements. Modes having the same frequency and amplitude no matter the value N are shadowed in gray in Table I . Fig. 4 presents a comparison of the results of the semianalytical formulation (11) with the circuit-level HB simulation. There is a very good agreement except at large excursions of the oscillation frequency, where the linearization of the admittance function about the free-running point becomes less accurate. Even though the HB analysis is more precise, the semianalytical formulation has the advantage of easily predicting the multivalued sections of the solution curves.
Special attention will be paid to the case of N = 5 oscillator elements, which will also be studied in detail when addressing the other two topologies. The mode with 2π/5 = 72°phase shift between the oscillator elements is single valued versus the distance d. However, the modes with 0°and 2 × 2π/5 = 144°p hase shift are multivalued versus d. This is because the nonlinearity with respect to ω s is more pronounced for higher values of the parameter ζ , which is associated with stronger coupling effects. The respective values are ζ = 2 for 0°, ζ = −1.618 for 144°and ζ = 0.6180 for 72°. Due to the negative sign of ζ for 144°, the solution curve is in-phase opposition with respect to the other two. As d increases, the three curves in Fig. 4 tend to the free-running value f o = 2.45 GHz, as should be the case for any n and N. When approaching this value, coupling effects should be too weak to preserve the synchronized solutions against noise and perturbations. The in-phase mode is the one exhibiting the strongest coupling effects, so it can be maintained for a bigger d.
IV. FULLY CONNECTED TOPOLOGY
In a fully connected topology [8] , [36] , each oscillator is wireless coupled to all the rest of oscillators in the network. A spatial distribution based on regular polygons ( . For higher N, the distances are also easily identified due to the regular system geometry. For illustration, the cases of N = 4 to N = 6 will be considered here.
A. N = 5 Oscillator Elements
With N = 5, each oscillator is at a distance d from its adjacent elements and at a distance δd from the rest of elements. The respective coupling transconductances are where the magnitude and phase of the transconductance for δd have been related with the one corresponding to d. The coupling matrix [C] is
The coupling matrix is still a circulant one. Due to the system symmetry, one can expect all the oscillators to exhibit the same amplitude, so the oscillation modes are defined by the eigenvalues/eigenvectors of [C], calculated from (7) and (8) . After some manipulation, the eigenvalues of (14) can be written in the following general form:
where the coefficients β(n) and γ (n) are given in Table II . In turn, the phase distributions of the various modes are defined by the vector (8) . As in the case of the ring topology, the HB circuit-level simulation will be carried out with a single oscillator element, loaded with the equivalent (frequency dependent) admittance Y eq = −λ n . As an example, for N = 5, a distance d = 1 m, an oscillation frequency f s = 2.4 GHz, equal antenna gains G = 5 dB, and radiation resistance R r = 50 , the magnitude of the equivalent coupling admittance corresponding to the in-phase mode is λ 0 = 0.004 −1 . The magnitudes corresponding to the other modes are λ 72°= 5.91 × 10 −4 −1 and λ 144°= 0.0016 −1 . These magnitudes are smaller than in the ring topology due to the interaction of the two complex exponential terms, with an incommensurate ratio δ = (1 + √ 5)/2. To get insight into the system behavior, a semianalytical formulation will also be derived, linearizing the individual oscillator admittance function Y (V, ω s ) about the free-running point. The oscillation condition at each mode n is given by
Splitting (16) into real and imaginary parts and solving for ω s and V , one obtains two decoupled scalar equations
The oscillation frequency and amplitude exhibit double dependence on d: inversely proportional, due to the coefficient  A(ω s , d) , and "quasi-periodic" due to the term in braces, with a nonrational relationship between the angles in the Results of (17a) and (17b) are compared with those obtained through HB circuit-level simulations with NH = 8 of the whole coupled system and a single element, which are overlapped. The accuracy of the analytical formulation degrades for relatively large excursions of the frequency and amplitude, which is due to the limitations of the oscillator-admittance linear model. On the other hand, the HB simulation is unable to provide the entire solution curves, as was the case with ring topology. Thus, the two kinds of analysis can be considered complementary.
B. Comparison of Coupling Effects for Various Numbers of Oscillator Elements
Using the semianalytical formulation under an arbitrary number of oscillators N, it is straightforward to derive the following expression for the oscillation frequency ω s :
where ψ(n, N) is a function that depends on the oscillation mode n and the number N. The coefficients ψ(0, N) for Experimental characterization of the fully connected topology. Measurement setup for fully connected topology of N = 5. It is based on the use of an Agilent 90804A digital storage oscilloscope and two E4446A PSA spectrum analyzers in order to visualize the oscillator waveforms, the synchronized spectrum, and the phase noise simultaneously. N = 4 to N = 6 are given by Fig. 7 presents the measurement setup for the fully connected topology with N = 5 oscillator elements. It is based on the use of an Agilent 90804A digital storage oscilloscope and two E4446A PSA spectrum analyzers in order to visualize the oscillator waveforms, the synchronized spectrum, and the phase noise simultaneously. Note that, there were limitations in the lab size and equipment mobility to separate the oscillators a large distance, so measurements were carried out in the interval d = 1.1 m to d = 1.4 m. To provide an estimation of the coupling capacity, when using an oscillator connected to an antenna as a transmitter, the power measured by connecting an identical antenna to a spectrum analyzer is P c = −27 dBm at a distance of 1.4 m. Fig. 8(a) presents the measured in-phase waveforms, obtained for d = 1.2 m. They were extracted at the gate terminals. The in-phase mode was not stable for all the distance values. For d = 1.28 m, an oscillation mode with 144°phase shift between adjacent elements was obtained instead, shown in Fig. 8(b) . For clarity, only two waveforms are presented, though the same phase shift values were obtained between the any two other adjacent elements. In Fig. 9 , the frequency measurements for the in-phase mode have been traced versus d, in the two cases of N = 4 and N = 5, where they can be compared with the analytical results. The vertical dashed lines indicate the stable ranges where the in-phase mode could be measured. Outside these ranges, modes corresponding to other phase shifts and quasiperiodic solutions were obtained. Neither with N = 4 nor with N = 5 it was possible to obtain any measurements of the inphase mode in the multivalued interval of the solution curve. This is attributed to the fact that the distance was not varied continuously, since for each change of d, the full setup has to be readjusted. From the above experimental results, one can gather that the stability analysis of these multioscillator systems is essential.
C. Experimental Results

V. STAR TOPOLOGY
The star network topology (Fig. 10) is one of the most commonly employed in wireless networks [3] . It has several advantages, such as its simplicity and its ability to keep the remote node's power consumption at a minimum. It also allows low latency communications between the remote node and the base station. However, the base station must be within radio transmission range of all the individual nodes and it is not as robust as other networks due to its dependence on a single node to manage the network. The central node is coupled to the N − 1 remaining oscillator elements, whereas each of these elements is coupled to the central node only. This will generally demand the use of an omnidirectional antenna in the central node and directive antennas in the other ones. In the usual case of a symmetric distribution of the N − 1 peripheral oscillators about the central one, the system can be described in terms of two oscillators only, one corresponding to the central node and the other being representative of any of the remaining N −1 oscillator elements, in identical conditions. Taking the phase origin at the central node, the system equations are It depends on only two distinct oscillation amplitudes, V 1 for the central oscillator, and V 2 for the rest of oscillator elements, and one common phase shift φ 2 , as well as ω s . The above system can be nonlinearly solved in HB by using two oscillators connected through the following 2 × 2 couplingadmittance matrix:
As an example, for N = 5, a distance d = 1 m, an oscillation frequency f s = 2.4 GHz, equal antenna gains G = 5 dB and radiation resistance R r = 50 , the magnitude of the equivalent coupling admittance at the central oscillator is (N −1)A = 0.005 −1 and at the peripheral oscillators it is A = 0.0013 −1 . The implementation of this coupling matrix is shown in Fig. 11 . The circuit-level analysis will require two AGs, with the respective amplitudes A AG1 = V 1 and A AG2 = V 2 and phase values φ AG1 = 0 and φ AG2 = φ 2 
VI. STABILITY ANALYSIS
For compactness, any solution of the coupled system (5) will be expressed as the product: [exp( j φ s,m )] dVs , where the matrix on the left side is diagonal and contains exponential terms with m going from 1 to N, and the vectorV s is composed of the oscillation amplitudes, ordered in the same manner. For the stability analysis, a small perturbation of complex frequency s is applied to this solution, which will give rise to small increments in the oscillator amplitudes and phases [15] - [26] , represented in vector form as δV s (t), δφ s (t). Because the perturbation is small, the system can be linearized about the particular steady-state solution, which leads to the following system:
The subindex d indicates diagonal matrices, with diagonal elements following the index m, which runs from 1 to N. In the wireless system, the coupling matrix exhibits significant frequency dependence, so its frequency derivative [∂C(ω s )/∂ j ω] must be taken into account in the calculation. The increment s acts like a time differentiator, so one can carry out the following substitutions [33] , [37] :
where the subindex applied to the terms between brackets indicates a diagonal matrix (d) or a vector (v). Replacing (23) into (22), and neglecting the second-order terms affecting δV s one obtains
Assembling the components affecting the timedifferentiated increments, system (24) can then be rewritten as
where δx is
The above stability analysis can be applied in combination with an HB simulation of the reduced system. In fact, there are two matrices containing the derivatives of the individual oscillator admittance functions
The above matrices can be obtained applying finite differences to the AG(s) used to obtain the steady-state solution of the reduced circuit, with only one oscillator or two oscillators, in the case of the star configuration. For each finite difference, the current-to-voltage ratio Y is calculated, considering the current entering the oscillator, instead of the total current circulating through the AG. HB is used to obtain the steadystate solution and the derivatives of the oscillator-admittance function in coupled conditions. These derivatives are then introduced into (24)- (26) .
Since the dimension of system (25) is 2N, where N is the number of oscillator elements, there will be 2N poles. One of them is γ 1 = 0, due to the autonomy of the global system. This is consistent with the fact that matrix [M 2 ] is a singular, since the column containing the derivatives with respect to a given phase can be expressed in terms of the rest of phasederivative columns. The remaining 2N −1 poles determine the stability of each steady-state solution. For stability, the 2N −1 poles must be on the left-hand side (LHS) of the complex plane.
The stability formulation (24) and (25) has been applied to the in-phase solution of a fully connected topology with N = 5 and antenna gain G = 3 dB. In Fig. 13 , the real part of the poles has been traced versus d. To get insight into the behavior, two different distance intervals have been considered: a longer one, going from 7 to 8 m [ Fig. 13(a) ] and a shorter one, going from 1.1 to 1.4 m [ Fig. 13(b) ]. The long interval shows a quasi-periodicity of the stable sections versus the distance d. The stability margin is smaller at larger distance values [compare Fig. 13(a) with (b) ], due to the weaker coupling conditions. The shorter interval evidences two distinct instability mechanisms. The first one is associated with turning points, at which a real pole crosses the imaginary axis. The pole at zero gives rise to an infinite slope of the curve, which leads to a coexistence of steady-state solutions. The real pole passes through zero with an infinite slope versus d. The second mechanism is the Hopf bifurcation, at which a pair of complex-conjugate poles crosses the imaginary axis.
The circuit-level stability analysis of the multioscillator configuration cannot be based on a reduced circuit with only one or two oscillators (in the star case), since the small perturbations will be different for all the oscillator elements. The results of Fig. 13 could not be compared with pole-zero identification [38] , [39] due to the impossibility to account for the frequency dependence of the coupling networks in the conversion-matrix approach, as implemented on commercial HB. HB convergence problems were also experience in the multioscillator system. Instead, the predictions of the semianalytical method have been validated with measurements, in the case of the interval 1.1-1.4 m. The other interval was discarded due to the limited size of the laboratory. The measured stable sections are indicated with arrows in Fig. 13(b) . III   TABLE DISTANCE RANGE FOR THE IN-PHASE MODE  OF THE FULLY CONNECTED TOPOLOGY   Fig. 14 presents the stability analysis of the in-phase mode of the fully connected topology for different numbers of oscillator elements, from N = 4 to N = 6. In the three cases, the real part of the poles has been traced versus the distance d. The antenna gain has a significant impact on the stability properties. For too low gain, the stability margins will be small, due to the weak coupling conditions. For too high gain, the system may become unstable, due to a high sensitivity to perturbations, which will be different in the various oscillator elements. In general terms, to ensure stable distance intervals, gain must be reduced when increasing N. Comparing Fig. 14(a) and (b) presenting the stability results for N = 4 and N = 5, respectively, and the same antenna gain G = 3 dB, less stable sections are obtained for N = 4. In order to have similar stable intervals, the antenna gain for N = 6 has been reduced to G = 0 dB. The measured stable interval is indicated with arrows in the cases N = 4 and N = 5. A more detailed comparison between the simulation predictions and the experimental results is shown in Table III. When varying with d, the matrices [C] and [∂C/∂( j ω)] exhibit significant changes, affecting the stability properties. Due to the high order of the matrices in (24) and the need to split these matrices into real and imaginary parts, it is difficult to provide an intuitive explanation of the stability changes. However, from an inspection of the pole patterns, under low antenna gain, Hopf bifurcations usually take place near the minimum and maximum frequency excursions versus d. The observation is consistent with the general behavior of injection-locked oscillators under a small input signal, where qualitative stability changes are also observed at the frequency extremes. In this particular case, the stable sections exhibit a negative frequency slope versus d. To provide a hint on the distribution of the stable and unstable intervals, the frequency extremes have been calculated with the following general steady-state equation, valid for all the symmetric topologies: If the distance undergoes a small increment d, the increments undergone by V , ω s at the next point of the solution curve can be estimated through the following linearization:
where the subindex indicates the variable with respect to which λ is differentiated and the superindex indicates real and imaginary parts. Solving for d in terms of ω s and making the two incremental quantities tend to zero, one easily obtains that the extreme condition ∂ω s /∂d = 0 implies
For illustration, the case of a fully connected configuration with N = 5 will be considered. The derivatives of λ are
Expressions (30) and (31) are in agreement with the quasiperiodicity observed in the stable sections of Fig. 13(a) . The points obtained through (30) have been superimposed with squares in Fig. 13(b) . From (30) and (31), different intervals of multivalued solutions can be expected for the distinct modes, due to the different values of β(n), γ (n). Nevertheless, one should emphasize that this paper provides just an approximation, enabling some analytical insight.
As easily derived from (29) , turning points versus d (satisfying ∂ω s /∂d → ∞) will occur at the d values at which the following condition is fulfilled:
which depends on the frequency derivative of λ, given by
Since G v B ω − B v G ω > 0 in a stable free-running oscillator [37] , [40] , [41] , condition (32) can only be fulfilled for sufficiently large magnitude A of the equivalent coupling admittance λ. This explains why turning points are only observed from a sufficiently high antenna gain. As gathered from (32) and (33) , turning points also exhibit a quasi-periodic pattern versus d. Their location of the turning points will also be different for the various oscillation modes. When a mode becomes unstable, the system is likely evolve to a different oscillation mode with different phase shifts. Fig. 15 presents the stability analysis of the 144°and 72°modes in the fully connected topology with N = 5 and G = 3 dB. The stable sections of the two modes are smaller than those corresponding to the 0°mode. For the d values where two or more modes are stable, the physical observation of any of these modes is possible, depending on the initial conditions. Thus, operation in the multivalued regions should be avoided.
VII. DISCREPANCIES BETWEEN THE OSCILLATOR ELEMENTS
For equal oscillator elements, in a given oscillation mode, the system exhibits equal node amplitude V s and a certain constant phase shift φ s between the elements. However, in the presence of the discrepant oscillators, the node amplitudes will no longer be equal and the oscillator phases will be different from those corresponding to the modes of the symmetric system in (8) . Nevertheless, if the increments δY m,v , δY m,ω with respect to the ideally identical values are small, it will be possible to obtain the new phase and amplitude distributions from a first-order Taylor series expansion of the system equations, about the symmetric steady-state mode. The Taylor series expansion is
where the vector δȲ accounts for the increments in the oscillator-admittance functions with respect to those corresponding to the ideal mode. Note that the system has a phase invariance, so the phase origin will be arbitrarily taken at the first oscillator element δφ 1 = 0. Thus, the above system is well conditioned, with 2N real equations in 2N unknowns, including δω s . Clearly, for a small increment of these admittance functions, the phase shift distribution and synchronized oscillation frequency should be close to those corresponding to the original mode, as the system approaches a homogeneous case, with zero increments. In general terms, smaller deviations will be obtained with respect to the ideal symmetric mode for higher magnitudes of the various derivatives of the LHS of (34) . Fig. 16 presents a quantitative analysis of the deviations in the oscillation frequency and the phase of one of the oscillator elements in a fully connected system with N = 5. Just for illustration, random increments of various magnitude orders, between 10 −5 −1 and 10 −2 −1 (beyond the range of validity of the linearization), have been considered in the real and imaginary parts of the oscillator admittances (with respect to the ideal identical values). As can be seen, the phase errors remain small provided that the increments are moderate. The discrepancies can be compensated by tuning the oscillator elements.
VIII. PHASE-NOISE ANALYSIS
For the phase-noise analysis, an equivalent noise current source is introduced in parallel at the node where each oscillator is connected to the coupled network. These noise sources are calculated so as to match the oscillator phasenoise spectrum in free-running conditions, as described in [41] . In the presence of the equivalent noise sources, the perturbed system is
whereĪ N (t) is the vector containing the time-varying noise sources. Consideration of flicker noise would require an additional subsystem, relating the baseband components of the voltages and phases to the low-frequency sources [33] . Unlike the case of perturbations about the fundamental frequency, the baseband ones can be assumed as uncoupled, as they are internal to the oscillator elements. Another possibility is to include the flicker-noise contribution into the vector N by considering an additional term, involving the derivative of the admittance function of each oscillator with respect to a dc current source, in a manner similar to what is done in [40] and [43] . Such a derivative is also calculated through finite differences. This approach has been followed here to account for the flicker noise, included in the equivalent noise sourcesĪ N (t).
To obtain the phase-noise spectrum of each oscillator in the coupled system, (35) is split into real and imaginary parts. Applying the Fourier transform, one obtains the following compact system [21] , [22] :
where is the offset frequency from the carrier and equal oscillation amplitude V (as in all the symmetric configurations) have been considered. The matrices [M 1 ] and [M 2 ] are the same ones appearing in (25) . To obtain the phase noise spectrum |δφ s,m ( )| 2 one should take into account that all the distinct noise sources as well as the real and imaginary parts of each noise are uncorrelated [35] , [37] , [44] . From inspection of system (35) , in a symmetric configuration with the same steady-state amplitudes and phases at all the oscillator elements, the amplitude and phase-noise spectra will be identical at all the oscillators. As already indicated, the matrix [M 2 ] is singular. Thus, at low offset frequencies one can expect a decay of −30 dB per decade when flicker noise is considered, in consistency with the free-running operation of the whole system.
The phase-noise analysis described has been applied to the in-phase solution of the fully connected system of N = 5 elements. The results corresponding to the distance d = 1.2 m and d = 1.35 m are presented in Fig. 17(a) . The simulated phase-noise spectra of all the oscillator elements are superimposed. However, the measured spectra exhibit small discrepancies, due to tolerances. The phase noise is higher for d = 1.35 m than for d = 1.2 m, which is attributed to the smaller stability margin for d = 1.35 m [see Fig. 14(b) ].
The phase noise has been compared with that of a single free-running oscillator, isolated from the rest, also represented in Fig. 17(a) . The phase noise of the isolated oscillator is higher than that of the oscillators in the synchronized coupled system. In the standalone free-running oscillator there is more disagreement between simulation and measurements, attributed to the fact that in this higher noise case our measurement was not very accurate.
Obtaining a closed-form expression of the phase-noise spectrum in terms of the coupling coefficients and other system parameters is virtually impossible. However, in order to give a hint on the coupling effects we have considered a system with two oscillators only. Neglecting the amplitude perturbations, in the presence of a real coupling coefficient C r , the phase noise spectrum of the in-phase solution is where the frequency derivative of the coupling coefficient has also been neglected for better insight. Near the carrier frequency, the phase noise reduction with respect to the free-running case (corresponding to C r = 0) is 10log (2) . A higher reduction can be expected for a higher number of oscillator elements, in agreement with [44] . The fully connected system with N = 5 analyzed here has two different coupling coefficients [see (14) ], with a significant frequency variation that will also affect the noise spectrum, as gathered from (35) . The spectrum will become noisier when operating near the stability boundaries. This is shown in Fig. 17(b) , which presents the variation of the phase-noise spectral density at the constant offset frequency 100 kHz. Predictions by the perturbation system (35) are compared with the experimental measurement of the phase-noise spectral density and exhibit a reasonable agreement. The analysis in Fig. 17(b) provides a good insight into the effect of a low stability margin. One must take into account that the determinant of the matrix on the left side of (36) agrees with the characteristic determinant of the stability formulation in (25) when evaluated at j instead of the complex frequency s. Near a bifurcation point, the common denominator of the amplitude and phase perturbations approaches a singularity condition at an offset frequency agreeing with the frequency of the critical poles. In the case of the system considered in this paper, the frequencies of the critical poles are slightly higher than 100 MHz. Therefore, in the phase-noise analysis interval the bump is not observable. However, there is an increase of the phase-noise spectral density, affected by the presence of the bump. Near the turning points, which implies an additional singularity at zero frequency offset, there is an increase of the phase-noise spectral density at low offset frequencies.
IX. CONCLUSION
An in-depth study of wireless-coupled oscillator networks for clock-signal synchronization has been presented. The investigation covers three main configurations, with ring, fully connected, and star topologies. In each case, an equivalent coupling-admittance matrix has been derived, obtaining the possible oscillation modes through an eigenvalue/eigenvector calculation. A methodology for an efficient HB simulation of the system, using a reduced-equivalent circuit, has been presented. This simulation is complemented with an approximate semianalytical methodology, which is able to provide the complete solution curves obtained for the different oscillation modes, often comprising multivalued sections of high complexity. The stability properties and phase-noise behavior are evaluated with a perturbation formulation, relying on derivatives of the individual oscillator admittance function, calculated through finite differences in harmonic balance. The effect of oscillator tolerances is predicted through a linearization of the coupled system about each particular mode. All the new formulations and reduced HB analyses have been validated through costly circuit-level simulations of the entire coupled system and with measurements.
