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Abstract
In this paper we propose an alternative to the coupling of Berkes, Liu and Wu [1] to obtain
strong approximations for partial sums of dependent sequences. The main tool is a new Rosen-
thal type inequality expressed in terms of the coupling coefficients. These coefficients are well
suited to some classes of Markov chains or dynamical systems, but they also give new results
for smooth functions of linear processes.
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1 Introduction
Let (εi)i∈Z be a sequence of independent and identically distributed (iid) random variables, and
let (Xn)n∈Z be a strictly stationary sequence such that
Xn = f(. . . , ε0, . . . , εn−1, εn) , (1)
for some real-valued measurable function f .
In 2005, Wu [9] introduced the so-called physical dependence measure defined in terms of the
following coupling: let ε′0 be distributed as ε0 and independent of (εi)i∈Z, and let
X˜n = f(. . . , ε−1, ε′0, ε1, . . . , εn−1, εn) . (2)
The physical dependence coefficents in Lp (assuming that ‖X0‖pp = E(|X0|p) < ∞) are then
given by
δp(n) = ‖Xn − X˜n‖p .
As pointed out by Wu, the coefficient δp(n) can be computed for a large variety of examples,
including iterated random functions and functions of linear processes. As we shall see, it is
particularly easy to compute when Xn is a smooth function of a linear process.
Let Sn =
∑n
k=1Xk. In a recent paper, Berkes, Liu and Wu [1] use the coupling defined above
to prove the following strong approximation result: under an appropriate polynomial decay of
the coefficients δp(n), the sequence n
−1
E
(
(Sn − nE(X1))2
)
converges to σ2 as n → ∞ and, if
1
σ2 > 0, one can redefine (Xn)n≥1 without changing its distribution on a (richer) probability
space on which there exist iid random variables (Ni)i≥1 with common distribution N (0, σ2),
such that, ∣∣∣∣∣Sn − nE(X1)−
n∑
i=1
Ni
∣∣∣∣∣ = o(n1/p) P-a.s.
The proof (from which we extract Proposition 13, Section 4) is based on a approximation by
m-dependent sequences combined with an application of a deep result by Sakhanenko [6].
This is a very important result, because it gives a full extension of the Komlos, Major
and Tusnady (KMT) strong approximation [5] for partial sums of iid random variables in Lp
(for which δp(n) = 0 if n ≥ 1). Most of the previous results in the dependent context were
limitated to the rate n1/4, because they were based on the Skorokhod representation theorem
for martingales. As an exception, let us mention the paper [7], where the rate O(log n) is reached
for bounded observables of geometrically ergodic Markov chains.
In this paper, we follow the main steps of the proof of Berkes, Liu and Wu [1], but we use a
different coupling. Let (ε′i)i∈Z be an independent copy of (εi)i∈Z and let
X∗n = f(. . . , ε
′
−2, ε
′
−1, ε
′
0, ε1, . . . , εn−1, εn) .
Our coupling coefficient in Lp is then defined as
δ˜p(n) = ‖Xn −X∗n‖p
As δp, this coefficient can be computed for a large class of examples (see Section 3).
Notice that E(Xn|ε1, . . . , εn) = E(X˜n|ε1, . . . , εn) a.s., and that ‖Xn − E(Xn|ε1, . . . , εn)‖p ≤
δ˜p(n), from which we easily deduce that δp(n) ≤ 2δ˜p(n). Moreover, it seems natural to think
that, in many situations, the coefficient δp(n) should be much smaller than δ
′
p(n), because Xn
differs from X˜n by changing only the coordinate at point 0, while all the coordinates before time
0 have been changed in X∗n. For Markov chains, however, the two coefficients should be of the
same order (we shall give in Section 2 an alternative definition of δ˜p(n), which is more adapted
to the Markovian setting).
Since δp(n) ≤ 2δ˜p(n), a reasonable question is then: what could be the interest to deal with
δ˜p(n)? The answer is simple : the coupling X
∗
n is often easier to handle than X
′
n (because X
∗
n is
by definition independent of the past σ-algebra F0 = σ(εi, i ≤ 0)) and we can develop specific
tools involving the coefficent δ˜p(n). In this paper, we shall prove and use a new Rosenthal-type
inequality (see Section 5.1) expressed in terms of the coefficients δ˜2 and δ˜p. As a consequence,
the conditions that we impose on δ˜p(n) are weaker than the corresponding conditions on δp(n)
in the paper by Berkes, Liu and Wu. The two results are not comparable, but we shall obtain
better conditions in all the cases where δp(n) and δ˜p(n) are exactly of the same order (for
instance in the case of Markov chains).
Let us present a simple example where our conditions are less restrictive than those of Berkes,
Liu and Wu. Assume that
Xn = g
( ∞∑
i=0
aiεn−i
)
where (ai)i≥0 ∈ ℓ1, and (εi)i∈Z is a sequence of iid random variables in Lp. Here g is a continuous
function such that
|g(x)− g(y)| ≤ c(|x− y|)
where c is a non-decreasing concave function and c(0) = 0 (c is then a concave majorant of the
modulus of continuity of g). In that case, using Lemma 5.1 in [4], it is easy to see that
δp(n) ≤ ‖c(|an(ε0 − ε′0)|)‖p ≤ c(2‖ε0‖p|an|) ,
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and
δ˜p(n) ≤
∥∥∥∥∥c
(∣∣∣∣∣
∞∑
i=n
ai(εn−i − ε′n−i)
∣∣∣∣∣
)∥∥∥∥∥
p
≤ c
∥∥∥∥∥
∞∑
i=n
ai(εn−i − ε′n−i)
∥∥∥∥∥
p
 ≤ c
Cp‖ε0‖p
√√√√ ∞∑
i=n
a2i
 ,
where we have used Burkholder’s inequality for the last upper bound (the positive constant Cp
depends only on p). As expected, we see that the upper bound for δp(n) is smaller than the
upper bound for δ′p(n).
Let us consider now the case where |ai| = O(i−a) for some a > 1, and c(x) ≤ C|x|β in a
neighborhood of 0 for some β ∈ (0, 1]. In that case, the conditions of Berkes, Liu and Wu on δp
hold provided
a >
2
β
for p ∈ (2, 4], and a > τ(p) + 1
β
for p > 4,
where
τ(p) :=
(p− 2)√p2 + 20p+ 4 + p2 − 4
8p
,
while our condition on δ˜p are satisfied as soon as
a >
κ(p)
β
+
1
2
,
where, for p > 2,
κ(p) :=
(p− 2)
√
p2 + 12p+ 4 + p2 + 4p− 4
8p
. (3)
As one can see, our condition on a is always less restrictive: for p ∈ (2, 4] it suffices to notice
that κ is increasing and κ(4) < 1.4. For p > 4, it suffice to notice that κ(p) < τ(p) + 0.5. Note
that, since κ(p)→ 1/2 as p→ 2, in the case where β = 1 (Lipschitz observables), we only need
a > 1 and a moment of order b > 2 for ε0 to get a strong approximation of order o(n
1/(2+ǫ)) for
some ǫ > 0.
In addition to this example of functions of linear processes, we shall apply our main results
to some classes of Markov chains or dynamical systems. The Markov chains we shall consider
are not (or have no reasons to be) irreducible, and some kind of regularity on the observables is
required (as in the previous example). We shall express these regularity conditions in terms of
the modulus of continuity (or Lp-modulus of continuity) of the observables. These examples of
Markov chains are different from the examples we considered in the previous paper [3], where
we used the coefficient δ˜1. On the one hand, the coupling coefficient δ˜1(n) can be computed for
a larger class of examples, but on the other hand we need to impose a moment condition related
to p and to the decay rate of δ˜1(n) to get the strong approximation with rate o(n
1/p).
In all the paper, we shall use the notation an ≪ bn, which means that there exists a positive
constant C not depending on n such that an ≤ Cbn, for all positive integers n.
2 Main results
Before giving our first main result, let us give the appropriate definition of the coefficient δ˜p
when (Xn)n∈Z is a stationary sequence such that
Xn := f(εn, εn+1, . . .) (4)
for some measurable real-valued function f . This representation will play an important role in
the application to certain non-invertible dynamical systems.
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Recall that (εi)i≥0 is a sequence of iid random variables, and that (ε′i)i≥0 is an independent
copy of (εi)i≥0. Define then X˜1,n := f(ε1, . . . , εn, ε′n+1, ε
′
n+2, . . .). Then, for every p ≥ 1, the
coefficient δ˜p(n) is defined by:
δ˜p(n) := ‖X1 − X˜1,n‖p . (5)
Recall also that, for any p > 2, the fonction κ(p) has been defined in (3).
Theorem 1 Let (Xn)n∈Z be a stationary sequence defined by either (1) or (4), and assume
that X0 has a moment of order p > 2. Assume in addition that there exists a positive constant
c such that for any n ≥ 1,
δ˜p(n) ≤ cn−γ , (6)
for some γ > κ(p). Let Sn =
∑n
k=1Xk. Then n
−1
E
(
(Sn − nE(Y1))2
)→ σ2 as n→∞ and one
can redefine (Yn)n≥0 without changing its distribution on a (richer) probability space on which
there exist iid random variables (Ni)i≥1 with common distribution N (0, σ2), such that,∣∣∣∣∣Sn − nE(X1)−
n∑
i=1
Ni
∣∣∣∣∣ = o(n1/p) P-a.s.
Remark 2 Concerning the function κ, note that κ(p) < (p + 4)/4 and that the function p →
(p+ 4)/4 is an asymptot of κ as p→∞.
As quoted in the introduction, we shall now consider the case where the variables Xn are
functions of random iterates. In that case the representation (1) is not necessarily appropriate
(nor even easy to establish), and we need to define an appropriate coefficient δ′p similar to δ˜p.
Let (εi)i≥1 be iid random variables with values in a measurable space G and common dis-
tribution µ. Let W0 be a random variable with values in a measurable space X , independent of
(εi)i≥1 and let F be a measurable function from G×X to X . For any n ≥ 1, define
Wn = F (εn,Wn−1) , (7)
and assume that (Wn)n≥1 has a stationary distribution ν. Let now h be a measurable function
from G×X to R and define, for any n ≥ 1,
Xn = h(εn,Wn−1) . (8)
Then (Xn)n≥1 is a stationary sequence with stationary distribution, say π. Let (Gi)i∈Z be the
non-decreasing filtration defined as follows: for any i < 0, Gi = {∅,Ω}, G0 = σ(W0) and for any
i ≥ 1, Gi = σ(εi, . . . , ε1,W0). It follows that for any n ≥ 1, Xn is Gn-measurable.
Let W0 and W
∗
0 be two random variables with law ν, and such that W
∗
0 is independent of
(W0, (εi)i≥1). For any n ≥ 1, let
X∗n = h(εn,W
∗
n−1) with W
∗
n = F (εn,W
∗
n−1) .
We then define the coefficients (δ′p(n))n≥0 as follows
δ′p(0) := ‖X1‖p and δ′p(n) := sup
k≥n
‖Xk −X∗k‖p, n ≥ 1 . (9)
It is not difficult to see that, for any positive integer n,
δ′p(n) ≤ 2‖Xn −X∗n‖p . (10)
For such functions of random iterates, the following counterpart of Theorem 1 holds:
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Theorem 3 Let (Xn)n≥1 be a stationary sequence defined by (8) and assume that its stationary
distribution π has a moment of order p > 2. Assume in addition that there exists a positive
constant c such that for any n ≥ 1,
δ′p(n) ≤ cn−γ , (11)
for some γ > κ(p). Let Sn =
∑n
k=1Xk. Then n
−1
E
(
(Sn−nE(X1))2
)→ σ2 as n→∞ and one
can redefine (Xn)n≥1 without changing its distribution on a (richer) probability space on which
there exist iid random variables (Ni)i≥1 with common distribution N (0, σ2), such that,∣∣∣∣∣Sn − nE(X1)−
n∑
i=1
Ni
∣∣∣∣∣ = o(n1/p) P-a.s.
3 Applications
3.1 Applications to contracting iterated random functions.
We use the notations from the second part of Section 2, with a Markov chain (Wn)n≥1 defined by
the recursive equation (7) and a sequence (Xn)n≥1 defined by (8). Assume that X is equipped
with a metric d and that it is endowed with the corresponding Borel σ-algebra. Let us fix a
“base point” x0 ∈ X . For every x ∈ X , write χ(x) := 1 + d(x0, x).
Let us assume that there exists C > 0, ρ ∈ (0, 1) and α ≥ 1, such that∫
G
(
χ(F (g, x0))
)α
µ(dg) <∞ , (12)
and
E
(
d(Wn,x,Wn,y)
α
) ≤ Cρn(d(x, y))α , (13)
where Wn,x is the chain defined by (7) starting from W0 = x.
The next lemma is a combination of Theorem 2 and Lemma 1 of Shao and Wu [8].
Lemma 4 Assume that (12) and (13) hold for some α ≥ 1, C > 0 and ρ ∈ (0, 1). Then
the Markov chain (Wn)n∈N admits a stationary distribution ν such that
∫
X
(χ(x))αν(dx) < ∞.
Moreover, there exist C(α) > 0 and ρ(α) ∈ (0, 1), such that for every n ≥ 1,∫∫
E
(
(d(Wn,x,Wn,y))
α
)
ν(dx)ν(dy) ≤ C(α)(ρ(α))n .
From now, the sequence (Xn)n≥1 is defined by (8), where the chain (Wn)n≥0 is strictly
stationary, with stationary distribution ν.
We shall say that a function h : G×X → R satisfies the assumption Hs,t, for some s, t ≥ 0
if there exist non-negative functions η and η˜ and a non-decreasing function β : [0, 1]→ [0,+∞)
such that, for every (g, x) ∈ G×X ,∣∣h(g, x)∣∣ ≤ η(g)(χ(x))s , (14)
and for every u ∈ (0, 1],
sup
y∈X : d(x,y)≤u
∣∣h(g, x)− h(g, y)∣∣ ≤ β(u)η˜(g)(χ(x))t . (15)
Lemma 5 Let p ≥ 1. Assume that (12) and (13) hold for some α ≥ 1. Assume that (14) and
(15) hold for some 0 ≤ s < α/p, 0 ≤ t ≤ α/p and some η, η˜ such that ∫G(η(g))pµ(dg) <∞ and∫
G
(η˜(g))pµ(dg) <∞. Then, there exist 0 < ω1, ω2 < 1 and C > 0, such that
δ′p(n) ≤ C(β(ωn1 ) + ωn2 ) ∀n ≥ 1 . (16)
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Proof. Let ε > 0, and let un(x, y) :=
∣∣h(εn+1,Wn,x)− h(εn+1,Wn,y)∣∣. Writing,
upn(x, y) = u
p
n(x, y)1{d(Wn,x,Wn,y)≤ρεn} + u
p
n(x, y)1{d(Wn,x,Wn,y)>ρεn} , (17)
we obtain the upper bound ∫∫
E(upn(x, y)) ν(dx)ν(dy) ≤ In + IIn .
Clearly,
In ≤ (β(ρεn))p
(∫
G
(η˜(g))pµ(dg)
)(∫
X
(χ(x))ptν(dx)
)
.
Moreover, using Ho¨lder’s inequality and Lemma 4, we have
IIn
≤ 2
p−1
ρε(α−sp)n
(∫
G
ηp(g)µ(dg)
)∫∫
E
[
(χsp(Wn,x) + χ
sp(Wn,y)) (d(Wn,x,Wn,y))
α−sp] ν(dx)ν(dy)
≤ C
ρε(α−sp)n
(∫∫
E(d(Wn,x,Wn,y))
α ν(dx)ν(dy)
)1−sp/α
≤ C˜
(
(ρ(α))1/α
ρε
)(α−sp)n
.
The desired bound follows by taking ε small enough. 
Proposition 6 Let 1 < p < α. Assume that there exist C > 0 and ρ ∈ (0, 1) such that
(12) and (13) hold. Let 0 ≤ s < α/p and 0 ≤ t ≤ p/α. Let h satisty Hs,t. Assume that∫
G
(η˜(g))pµ(dg) < ∞, ∫
G
(η(g))pµ(dg) < ∞ and that β(2−n) = O(n−γ), with γ > κ(p). Then,
the conclusion of Theorem 3 holds.
Proof. Starting from Theorem 3 and Lemma 5, it is enough to prove that our assumption
implies that, for any a ∈ (0, 1), β(an) = O(n−γ). Too see this, we note that there exists an
integer ℓ ≥ 1 such that aℓ ≤ 1/2. Let n ≥ 2ℓ. Notice that n/(2ℓ) ≤ [n/ℓ] ≤ n/ℓ. Since β is
non-decreasing, we have
β(an) ≤ β(2−[n/ℓ]) ≤ C([n/ℓ])−γ ≤ C(2ℓ/n)γ ,
and the result follows. 
3.2 Applications to dilating endomorphisms of the torus
Let A be an m ×m matrix with integral entries. Then, A induces a transformation θA of the
m-dimensional torus Tm := R
m/Zm preserving the Haar measure λ.
Assume that A is dilating, i.e. that all its eigenvalues have modulus strictly greater than
one. Let Γ be a system of representative of Zm/AZm. Then, θA admits a Perron-Frobenius
operator PA given by
PAf(x) =
1
N
∑
γ∈Γ
f(A−1x+A−1γ) , (18)
for every continuous function f on Tm, where N = |detA| = #Γ.
Since PA is markovian, there exists a Markov chain with state space Tm admitting λ as sta-
tionary distribution. This Markov chain may be realized as follows: letW0 be a random variable
taking values in Tm and (εi)i≥1 be iid variables uniformly distributed on Γ and independent of
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W0. For every n ≥ 1, define Wn := A−1Wn−1+A−1εn. Denote by (Wn,x)n≥0 the Markov chain
starting at x ∈ Tm.
Let h be some measurable function from Tm to R, and let Xn = h(Wn) where W0 has
distribution λ. Let also Xn,x = h(Wn,x).
For every p ≥ 1 and every f ∈ Lp(λ) the Lp-modulus of continuity of f is given by
ωp,f (δ) := sup
|x|≤δ
‖f(·+ x)− f‖p ∀ 0 ≤ δ ≤ 1 ,
where | · | stands for the euclidean norm.
Lemma 7 Let p ≥ 1 and h ∈ Lp(λ). The following upper bound holds:(∫∫
E(|Xn,x −Xn,y|p)λ(dx)λ(y)
)1/p
≤ 2m/pωp,h
(
∆
(
A−n([0, 1]m)
))
,
where ∆(A−n([0, 1]m)) stands for the diameter of A−n([0, 1]m). Consequently (using (10)), the
coefficients δ′p(n) of the stationary sequence (Xn)n∈Z satisfy
δ′p(n) ≤ 2m/p+1ωp,h
(
∆
(
A−n([0, 1]m)
))
.
Proof. We start by some preliminary considerations. Iterating the recursive equation Wn,x =
A−1Wn−1,x +A−1εn, we get that
Wn,x = A
−nx+
n∑
i=1
A−iεn−i+1 .
Note that the random variable Wn,x has the same distribution as Y1,x, where Y1,x is the first
iteration of the Markov chain starting at x with transition PnA = PAn . As explained at the
beginning of this section, this may be realized as
Y1,x = A
−nx+A−nξ1 ,
where ξ1 is uniformly distributed over Γn (a system of representative of Z
m/AnZm). Let Z1,x =
h(Y1,x) It follows that∫∫
E(|Xn,x −Xn,y|p)λ(dx)λ(y) =
∫∫
E(|Z1,x − Z1,y|p)λ(dx)λ(y) .
From this last equality, we see that it suffices to prove Lemma 7 for n = 1, the general case
then follows by considering An rather than A.
We refer to [2] for the results that we need about tiling. There exists a unique compact set
K ⊂ Rm, such that
K = ∪γ∈Γ(A−1K +A−1γ) (19)
and an integer q ≥ 1 such that∑
n∈Zm
1K+n = q λ-almost everywhere.
Moreover, for every γ, γ′ ∈ Γ with γ 6= γ′, λ((A−1K + A−1γ) ∩ (A−1K + A−1γ′)) = 0. Using
that
1K =
∑
n∈Zm
1(K∩([0,1]m−n) =
∑
n∈Zm
1((K+n)∩[0,1]m)−n λ-almost everywhere ,
7
we then infer that for every Zm-periodic locally integrable function g on Rm,∫
K
g dλ =
∫
Rm
( ∑
n∈Zm
1((K+n)∩[0,1]m)−n
)
g dλ =
∑
n∈Zm
∫
(K+n)∩[0,1]m
g dλ = q
∫
Tm
g dλ . (20)
Let h ∈ Lp(λ) (we identify h with a Zm-periodic function on Rm). We have∫∫
E(|X1,x−X1,y|p)λ(dx)λ(y) =
∫∫
E(|h(A−1x+A−1ε1)−h(A−1y+A−1ε1)|p)λ(dx)λ(dy)
=
∫
Tm
(∫
Tm−x
E(|h(A−1x+A−1ε1)− h(A−1(x+ y) +A−1ε1)|p)λ(dy)
)
λ(dx)
=
∫
[−1,1]m
(∫
(Tm−y)∩Tm
E(|h(A−1x+A−1ε1)− h(A−1(x + y) +A−1ε1)|p)λ(dx)
)
λ(dy) .
Set
ψy(x) := E(|h(A−1x+A−1ε1)− h(A−1(x+ y) +A−1ε1)|p)
=
1
N
∑
γ∈Γ
|h(A−1x+A−1γ)− h(A−1(x+ y) +A−1γ)|p .
Notice that ψy is Z
m-periodic. Hence, using (20) and (19), we have∫
(Tm−y)∩Tm
ψy(x)λ(dx) ≤
∫
Tm
ψy(x)λ(dx) =
1
q
∫
K
ψy(x)λ(dx)
=
1
q
∫
∪γ∈Γ(A−1K+A−1γ)
|h(x)− h(x+A−1y)|pλ(dx) = 1
q
∫
K
|h(x)− h(x+A−1y)|pλ(dx)
=
∫
Tm
|h(x) − h(x+A−1y)|pλ(dx) ,
and the result follows. 
We shall now explain how to obtain the strong approximation result with rate o(n1/p) for
the partial sums of the process (h ◦ θnA)n∈N for h ∈ Lp(λ). Let (εn)n≥0 be a sequence of iid
variables uniformly distributed on Γ. We define a probability ν on Tm by setting, for every
f ∈ C([0, 1]),
∫
Tm
f dν := E
f
∑
k≥0
A−k−1εk
 .
By construction, ν is PA-invariant. Since A is dilating, the only PA-invariant probability on Tm
is λ.
Define Z0 :=
∑
k≥0 A
−k−1εk and for every n ≥ 1, (with equality in Tm)
Zn := A
nZ0 =
∑
k≥0
An−k−1εk =
∑
k≥n
An−k−1εk =
∑
k≥0
A−k−1εk+n .
Notice that for any h ∈ Lp(λ) the processes (h ◦ θnA)n≥0 (under λ) and (Yn)n∈N := (h(Zn))n≥0
(under P) have the same distribution.
Let δ˜p(n) be the coefficients associated with (Yn)n≥0 as in (5). The computations done in
the proof of Lemma 7 yield to the following bound
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δ˜p(n) ≤ 2m/p+1ωp,h
(
∆
(
A−n([0, 1]m)
))
. (21)
As a consequence of Lemma 7 and of (21), Theorem 1 (applied to (h(Zn))n≥0) or Theorem
3 (applied to (h(Wn))n≥0), lead to the following proposition:
Proposition 8 Let p > 2 and let κ(p) be defined in (3). Let h ∈ Lp(λ) be such that ωp,h(2−n) ≤
O(n−γ) for some γ > κ(p). Assume that, with the above notations, Sn = X1 + · · · + Xn =
h(W1)+ · · ·+h(Wn), or Sn = h(Z1)+ · · ·+h(Zn). Then n−1E
(
(Sn−nλ(h))2
)→ σ2 as n→∞
and for every (fixed) x ∈ [0, 1], one can redefine (Sn)n≥1 without changing its distribution on
a (richer) probability space on which there exist iid random variables (Ni)i≥1 with common
distribution N (0, σ2), such that,∣∣∣∣∣Sn − nλ(h)−
n∑
i=1
Ni
∣∣∣∣∣ = o(n1/p) P-a.s.
Remark 9 Alternatively, one can also apply Theorem 2 in [3], by using the upper bound on
δ′1(n) given in Lemma 7. For instance, if h is bounded and such that
∑
n>0 n
p−2ω1,h(2−n) <∞,
then the conclusion of Proposition 8 holds. If m = 1 (for instance for the transformation
θ(x) = 2x − [2x]), this implies that, for BV -observables, the strong approximation holds with
the rate o(n1/p) for any p > 2.
3.3 Applications to dilating piecewise affine maps
Let K be a countable set, with |K| ≥ 2, and (Ik)k∈K be a collection of disjoint open subintervals
of [0, 1] such that
⋃
k∈K Ik = [0, 1] (it is possible to have several accumulation points). Notice
that
∑
k∈K λ(Ik) = 1, where λ stands for the Lebesgue measure on [0, 1].
Let T : [0, 1]→ [0, 1] be a map such that T|Ik is affine and onto (0, 1), so that T|Ik extends
in a trivial way to an affine map from Ik onto [0, 1], that we still denote by T|Ik . The values
of T on [0, 1]\⋃k∈K Ik will be irrelevant in the sequel. For every k ∈ K, denote by sk the
inverse of T|Ik from (0, 1) onto Ik. There exist reals αk and βk, such that for every x ∈ (0, 1),
sk(x) = αkx+ βk (hence T|Ik(u) = (u− βk)/αk). Then, |αk| = λ(Ik).
Such a map T admits a Perron-Frobenius operator P defined by
Pf(x) :=
∑
k∈K
|αk|f(αkx+ βk) ,
for every continuous function f on [0, 1].
Since P is Markovian and leaves λ invariant, there exists a Markov chain with state space
[0, 1] admitting λ as stationary distribution. Since |K| ≥ 2 then 0 < |αk| < 1 for every k ∈ K
and one may easily prove that λ is the only P -invariant measure on [0, 1].
The above Markov chain may be realized as follows. Let W0 be a random variable taking
values in [0, 1]. Let (εi)i≥1 be iid random variables independent of W0, taking values in K, such
that P(ε1 = k) = |αk| for every k ∈ K. For every n ≥ 1, set Wn := sεn(Wn−1) and denote by
(Wn,x)n≥0 the Markov chain starting from x ∈ [0, 1]. Notice that for every n ≥ 1 and every
x ∈ [0, 1],
Wn,x = sεn ◦ · · · ◦ sε1(0) + αεn . . . αε1x := Bn +Anx .
Let h be some measurable function from [0, 1] to R, and let Xn = h(Wn) where W0 has
distribution λ. Let also Xn,x = h(Wn,x).
For every f ∈ C([0, 1]) define
ω∞,f (δ) = sup
x,y∈[0,1], |x−y|≤δ
|f(x)− f(y)| , ∀δ ∈ [0, 1] .
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Define also
δ∞(n) := sup
x,y∈[0,1]
E|Xn,x −Xn,y| .
Lemma 10 Let h ∈ C([0, 1]), and let α¯ := maxk∈K |αk|. For every integer n ≥ 1, we have
sup
x,y∈[0,1]
|Xn,x −Xn,y| ≤ 2ω∞,h(α¯n) .
In particular for every n ≥ 1, δ′p(n) ≤ 2ω∞,h(α¯n) for any p ≥ 1, and δ∞(n) ≤ 2ω∞,h(α¯n).
Proof. For every x ∈ [0, 1], we have
|Xn,x −Xn,y| = |h(Bn +Anx)− h(Zn +Any)|
≤ |h(Bn +Anx)− h(Bn)|+ |h(Bn +Any)− h(Bn)| ,
and the result follows. 
Remark 11 When K = {1, . . . , r} and |α1| = · · · = |αr|, similar computations as those done
in Section 3.2 allow to control (δ′p(n))n∈N thanks to the L
p-modulus of continuity. Notice that,
actually, the case where α1 = · · · = αr is included in section 3.2 (taking m = 1).
As in the previous subsection, let us also consider the process (h ◦ T n)n∈N. Let (εn)n∈N
be iid random variables taking values in K such that P(ε1 = k) = |αk| for every k ∈ K. For
every n ∈ N, set Zn :=
∑
ℓ∈N sεn ◦ · · · ◦ sεℓ+n(0) =
∑
ℓ∈N
(∏ℓ−1
j=0 αεj+n
)
βεℓ+n . Then, (Zn)n∈N is
identically distributed and the common law is invariant by P , so it is the Lebesgue measure on
[0, 1]. Moreover, one can see that Zn = T
nZ0 for every n ∈ N. Hence, for every h ∈ C([0, 1]),
the processes (h ◦ T n)n∈N (under λ) and (Yn)n∈N := (h(Zn))n∈N (under P) have the same
distribution. As above the following upper bound clearly holds
δ˜∞(n) ≤ 2ω∞,h(α¯n) . (22)
Proposition 12 Let p > 2, κ(p) be defined by (3), and h ∈ C([0, 1]). Let Sn = X1+ · · ·+Xn =
h(W1)+ · · ·+h(Wn), or Sn = h(Z1)+ · · ·+h(Zn). Assume that ω∞,h(2−n) ≤ O(n−γ) for some
γ such that
γ >
p− 1
2
if p ∈ (2, 3], and γ > κ(p) if p > 3.
Then n−1E
(
(Sn − nλ(h))2
) → σ2 as n → ∞ and for every (fixed) x ∈ [0, 1], one can redefine
(Sn)n≥1 without changing its distribution on a (richer) probability space on which there exist iid
random variables (Ni)i≥1 with common distribution N (0, σ2), such that,∣∣∣∣∣Sn − nλ(h)−
n∑
i=1
Ni
∣∣∣∣∣ = o(n1/p) P-a.s.
Proof. It suffices to combine Lemma 10 (or (22)) with either our Theorem 3 (or our Theorem
1) for p > 3 or Theorem 1 of [3] for p ∈ (2, 3] (which applies also to processes as defined by (4)).

4 Proof of the results
As in [3], the proof is based on a general proposition that can be established by combining the
arguments given in the paper by Berkes, Liu and Wu [1]. Let us now recall this proposition: it
applies to a strictly stationary sequence (Xk)k≥1 of real-valued random variables in Lp (p > 2)
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that can be well approximated by a sequence of m-dependent random random variables, with
the help of an auxiliary sequence of iid random variables (εi)i≥0. Let (Mk)k≥1 be a sequence of
positive real numbers and define
ϕk(x) = (x ∧Mk) ∨ (−Mk) and gk(x) = x− ϕk(x) . (23)
Then, define
Xk,j = ϕk(Xj)− Eϕk(Xj) and Wk,ℓ =
ℓ+3k−1∑
i=1+3k−1
Xk,i . (24)
Let now (mk)k≥1 be a non-decreasing sequence of positive integers such that mk = o(3k), as
k →∞, and define
X˜k,j = E
(
ϕk(Xj)|εj , εj−1, . . . , εj−mk
)−Eϕk(Xj) for any j ≥ mk + 1 and W˜k,ℓ = ℓ+3k−1∑
i=1+3k−1
X˜k,i .
(25)
Finally, set k0 := inf{k ≥ 1 : mk ≤ 2−13k−2} and define
νk = m
−1
k
{
E(W˜ 2k,mk ) + 2E(W˜k,mk(W˜k,2mk − W˜k,mk))
}
. (26)
Proposition 13 (Berkes, Liu and Wu [1]) Let p > 2. Assume that we can find a sequence
of positive reals (Mk)k≥1, a non-decreasing sequence of positive integers (mk)k≥1 such that
mk = o(3
2k/pk−1) as k →∞, in such a way that the following conditions are satisfied:∑
k≥1
3k(p−1)/pE(|gk(X1)|) <∞ , (27)
there exists α ≥ 1 such that∑
k≥k0
3−αk/p
∥∥∥∥ max
1≤ℓ≤3k−3k−1
∣∣∣Wk,ℓ − W˜k,ℓ∣∣∣∥∥∥∥α
α
<∞ , (28)
and there exists r ∈]2,∞[ such that∑
k≥k0
3k
3kr/pmk
E
(
max
1≤ℓ≤3mk
∣∣∣W˜k,ℓ∣∣∣r) <∞ . (29)
Assume in addition that
the series σ2 = Var(X21 ) + 2
∑
i≥1
Cov(X1, Xi+1) converge, (30)
and
3k(ν
1/2
k − σ)2 = o(32k/p(log k)−1) , as k →∞ . (31)
Then, one can redefine (Xn)n≥1 without changing its distribution on a (richer) probability space
on which there exist iid random variables (Ni)i≥1 with common distribution N (0, σ2), such that,∣∣∣∣∣Sn − nE(X1)−
n∑
i=1
Ni
∣∣∣∣∣ = o(n1/p) P-a.s. (32)
Theorem 3 is a consequence of the next proposition, whose proof follows from Proposition 13.
This proposition applies to the stationary sequence (Xn)n≥1 defined by (8) and the conditions
are expressed in terms of the coefficient δ′p defined in the second part of Section 2. In what
follows, all the proofs will be written with the help of that coefficient, but the arguments are
exactly the same for the sequence defined by (1) or (4) and the coefficients δ˜p.
11
Proposition 14 Let p > 2. Assume that we can find a non-decreasing sequence of positive
integers (mk)k≥1 such that mk = o(32k/pk−1), as k → ∞, in such a way that the following
conditions are satisfied:
∑
k≥k0
3k(p−2)/2
∑
ℓ≥k
δ′2(mℓ)m
1/2
ℓ+1
p <∞ , ∑
k≥k0
∑
ℓ≥k
δ′p(mℓ)m
1−1/p
ℓ+1
p <∞ , (33)
∑
ℓ≥k
δ′2(mℓ)m
1/2
ℓ+1 = o(3
k(2−p)/2p/
√
log k) , (34)
and there exists r ∈]p,∞[, such that∑
k≥0
3k(p−r)/pm(r−2)/2k <∞ , (35)
and ∑
j≥1
(δ′p(j))
p/r
j1/r
<∞ . (36)
Then, (30) holds. Moreover, if σ > 0, one can redefine (Xn)n≥1 without changing its distribution
on a (richer) probability space on which there exist iid random variables (Ni)i≥1 with common
distribution N (0, σ2), such that,∣∣∣∣∣Sn − nE(X1)−
n∑
i=1
Ni
∣∣∣∣∣ = o(n1/p) P-a.s. (37)
4.1 Proof of Proposition 14
We consider a process (Xn)n≥1 satisfying (8), with stationary distribution π. We shall check
that the assumptions of Proposition 13 are satisfied.
Set V0 := (ε0,W0). It is not difficult to see that ‖E((Xk − E(X1))|V0)‖2 ≤ δ′2(k) ≤ δ′p(k).
Now, since r ≥ p ≥ 2, it follows from (36) that∑
n≥1
δ′2(n)√
n
<∞ . (38)
Then, the fact that (30) holds follows from the fact that (see e.g. Lemma 22 of [3])
∑
k≥1
|Cov(X1, Xk+1)| ≪
∑
k≥0
(k + 1)−1/2‖E((Xk − E(X1))|V0)‖2
2 <∞ . (39)
We choose Mk = 3
k/p. Since the Xi’s are in L
p, it is easy to see that with this choice of
Mk, condition (27) is satisfied (it suffices to write that E(|gk(X1)|) ≤ E(|X1|1|X1|>Mk) and to
use Fubini’s Theorem).
We shall check the condition (28) with α = p. To do so, we apply the Rosenthal-type
inequality given in Proposition 15 of the appendix, to the process (X˜k,ℓ+3k−1 −Xk,ℓ+3k−1)ℓ≥1,
with the choice η0 = (ε3k−1 , . . . , ε1+3k−1−mk ,W3k−1−mk) and for every ℓ ≥ 1, ηℓ = εℓ+3k−1 . We
have to bound, for q ≥ 1, the coefficients δ∗q,k(n) used in Proposition 15. When 1 ≤ n ≤ mk, we
use the bound δ∗q,k(n) ≤ 2‖X˜k,3k−1 −Xk,3k−1‖q ≤ 2δ′q(mk). When n > mk we notice that the
contribution of (X˜k,ℓ+3k−1)ℓ≥1 to δ∗q,k(n) is null, so that δ
∗
q,k(n) ≤ δ′q(n).
In particular we infer that, for k ≥ k0,
12
∥∥∥∥ max
1≤ℓ≤3k−3k−1
|W˜k,ℓ −Wk,ℓ|
∥∥∥∥
p
≪ (3k/2δ′2(mk)m1/2k + 3k/pm1−1/pk δ′p(mk))+
3k/2 ∑
j≥mk
δ′2(j)√
j
+ 3k/p
∑
j≥mk
δ′p(j)
j1/p

≪ 3k/2
∑
ℓ≥k
δ′2(mℓ)m
1/2
ℓ+1 + 3
k/p
∑
ℓ≥k
δ′p(mℓ)m
1−1/p
ℓ+1 .
Hence, (28) holds with α = p, since (33) is satisfied.
We prove now that (29) holds for some r > 2. We apply again Proposition 15, but now to
the process (X˜k,ℓ+3k−1)1≤ℓ≤3mk and with the choice η0 = (ε3k−1 , . . . , ε1+3k−1−mk) and for every
ℓ ≥ 1, ηℓ = εℓ+3k−1 .
For every q ≥ 1, denote by δ∗q,k(n) the nth coefficient δ∗ associated with the above choice,
and notice that δ∗q,k(n) = 0 as soon as n > mk. For every q ≥ 1, denote by δ′q,k(n) the nth
coefficient δ′ associated with the process (Xk,ℓ+3k−1)ℓ≥1. One can see that for every n ≥ 0,
δ∗q,k(n) ≤ δ′q,k(n).
For every r ≥ 2, every k ≥ 1, with dk the unique integer such that 2dk−1 < 3mk ≤ 2dk ,
Proposition 15 gives
∥∥∥∥ max1≤ℓ≤3mk
∣∣∣W˜k,ℓ∣∣∣ ∥∥∥∥
r
≪ 2dk/2
mk∑
j=0
δ′2,k(j)/(j + 1)
1/2 + 2dk/r
mk∑
j=0
δ′r,k(j)/(j + 1)
1/r . (40)
Hence, (29) holds for some r > 2, if∑
k≥0
3k(p−r)/pm(r−2)/2k <∞ and sup
k≥0
∑
j≥0
δ′2,k(j)/(j + 1)
1/2 <∞ , (41)
and ∑
k≥0
3k(p−r)/p
(∑
j≥0
δ′r,k(j)/(j + 1)
1/r
)r
<∞ . (42)
The first part of (41) is exactly (35). Moreover since ϕk is 1-Lipschitz, we have δ
′
2,k(n) ≤
δ′2(n) ≤ δ′p(n). Hence the second part of (41) holds for some r > 2 as soon as (36) does.
It remains to prove (42). By Ho¨lder’s inequality,
∑
j≥0
δ′r,k(j)
(j + 1)1/r
≤
∑
j≥0
(δ′p(j))
p/r
(j + 1)1/r
(r−1)/r∑
j≥0
(δ′r,k(j))
r
(j + 1)
(j + 1)(r−1)/r
(δ′p(j))p(r−1)/r)
1/r .
Taking into account (36), we see that (42) holds as soon as
∑
j≥0
(δ′p(j))
p(1−r)/r
(j + 1)1/r
∑
k≥0
3k(p−r)/p(δ′r,k(j))
r <∞ .
Using the fact that δ′r,k(j) ≤ 2‖ϕk(X0)‖r, that for every non negative random variable Z,∑
k≥0
3k(p−r)/pE((ϕk(Z))r) ≤ Cr,pE(Zp) ,
and (36) again, we see that (42) holds.
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To end the proof, it remains to prove that (31) holds. Since σ > 0, it follows from equation
(65) of [3] that (31) is satisfied as soon as
3k(νk − σ2)2 = o(32k/p(log k)−1) , as k →∞ . (43)
To prove (43), let us define, for i ≥ 0,
c˜k,i = cov(X˜k,mk+1, X˜k,i+mk+1) and cˆk,i = cov(Xk,0, Xk,i) .
We have
|νk − σ2| ≤
∣∣∣∣∣
mk∑
i=−mk
c˜k,|i| −
∑
i∈Z
cˆk,|i|
∣∣∣∣∣+
∣∣∣∣∣∑
i∈Z
cˆk,|i| −
∑
i∈Z
c|i|
∣∣∣∣∣ . (44)
Arguing as in [3] to obtain their equation (68), and making use of (38), we see that∣∣∣∣∣
mk∑
i=−mk
c˜k,|i| −
∑
i∈Z
cˆk,|i|
∣∣∣∣∣ ≤ C( lim supj→∞ j−1/2
∥∥∥W˜k,j −Wk,j∥∥∥
2
+ lim sup
j→∞
j−1
∥∥∥W˜k,j −Wk,j∥∥∥2
2
)
,
for some C > 0, independent of k > 0. Estimating the right-hand side thanks to Proposition 15
with p = 2, we infer that∣∣∣∣∣
mk∑
i=−mk
c˜k,|i| −
∑
i∈Z
cˆk,|i|
∣∣∣∣∣≪
1 +∑
ℓ≥0
δ′2(ℓ)√
ℓ + 1
√mkδ′2(mk) + ∑
ℓ≥mk
δ′2(ℓ)√
ℓ+ 1

≪
∑
ℓ≥0
δ′2(ℓ)√
ℓ+ 1
∑
ℓ≥k
δ′2(mℓ)m
1/2
ℓ+1 .
Hence by (34) and (36),
3k
∣∣∣∣∣
mk∑
i=−mk
c˜k,|i| −
∑
i∈Z
cˆk,|i|
∣∣∣∣∣
2
= o(32k/p(log k)−1) . (45)
Let now ci = Cov(X0, Xi) and note that (see Relation (3.54) in [1])
sup
i≥0
|cˆk,i − ci| = o(3−k(p−2)/p) .
Let
ℓk = 3
k(p−2)/(2p)(log k)−1/2 .
It follows that ∣∣∣∣∣∑
i∈Z
cˆk,|i| −
∑
i∈Z
c|i|
∣∣∣∣∣ ≤ o(ℓk3−k(p−2)/p) + 2∑
i>ℓk
|ci − cˆk,i| .
Now
|ci − cˆk,i| = |Cov(X0 − ϕk(X0), Xi) + Cov(ϕk(X0), Xi − ϕk(Xi))| .
Therefore∣∣∣∣∣∑
i∈Z
cˆk,|i| −
∑
i∈Z
c|i|
∣∣∣∣∣ ≤ o(ℓk3−k(p−2)/p) + 2∑
i>ℓk
|Cov(X0 − ϕk(X0), Xi)|
+ 2
∑
i>ℓk
|Cov(ϕk(X0), Xi − ϕk(Xi))| . (46)
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Let us first handle the series ∑
i>ℓk
|Cov(X0 − ϕk(X0), Xi)| .
Set gk(x) = x−ϕk(x). Applying Lemma 22 of [3] and using the fact that (Wk)k≥0 is a Markov
chain, we infer that∑
i>ℓk
|Cov(X0 − ϕk(X0), Xi)|
≪
 ∑
i≥[ℓk/2]
i−1/2‖E(Xi|V0)− E(Xi)‖2
 ∞∑
j=0
(j + 1)−1/2‖E(gk(Xj)|V0)− E(gk(Xj))‖2 ,
We shall now use the following estimate, to be proved at the end of this subsection: let ϕM (x) =
(x ∧M) ∨ (−M) and gM = x− ϕM (x), then
‖E(gM (Xn)|V0)− E(gM (Xn))‖2 ≪ 1
M (p−2)/2
(
δ′p(n)
)p/(2(p−1))
. (47)
Taking into account (47) and the fact that ‖E(Xi|V0)− E(Xi)‖2 ≤ δ′2(i) ≤ δ′p(i), it follows that
∑
i>ℓk
|Cov(X0 − ϕk(X0), Xi)| ≪ 1
M
(p−2)/2
k
 ∑
i≥[ℓk/2]
i−1/2δ′p(i)
 ∞∑
j=0
(j + 1)−1/2(δ′p(j))
p/(2(p−1)) .
Now, using (36) and the fact that (δ′p(j))j≥0 is non increasing, we see that δ
′
p(j) = o(j
(1−r)/p).
In particular,
∑∞
j=0(j + 1)
−1/2(δ′p(j))
p/(2(p−1)) <∞ and, since r ≥ p,∑
i≥[ℓk/2]
i−1/2δ′p(i) = O(ℓ
1/p−1/2
k ) .
Hence ∑
i>ℓk
|Cov(X0 − ϕk(X0), Xi)| ≪ ℓ
1/p−1/2
k
M
(p−2)/2
k
. (48)
Let us now handle the series∑
i>ℓk
|Cov(ϕk(X0), Xi − ϕk(Xi))| .
Applying again Lemma 22 of [3] and taking into account the fact that (Wk)k≥0 is a Markov
chain, we first infer that∑
i>ℓk
|Cov(ϕk(X0), Xi − ϕk(Xi))|
≪
∞∑
ℓ=0
(ℓ+1)−1/2‖E(ϕk(Xℓ)|V0)−E(ϕk(Xℓ))‖2
∑
i≥[2−1(ℓk+ℓ)]+1
i−1/2‖E(gk(Xi)|F0)−E(gk(Xi))‖2 .
Since ϕk is 1-Lipschitz, we have ‖E(ϕk(Xℓ)|V0)−E(ϕk(Xℓ))‖2 ≤ δ′2(ℓ) ≤ δ′p(ℓ). Therefore, since
by assumption,
∑∞
ℓ=0(ℓ + 1)
−1/2δ′p(ℓ) <∞,∑
i>ℓk
|Cov(ϕk(X0), Xi − ϕk(Xi))| ≪
∑
i≥[2−1ℓk]+1
i−1/2‖E(gk(Xi)|V0)− E(gk(Xi))‖2 .
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Using (47), the fact that δ′p(i) = o(i
(1−r)/p) and that r > p, it follows
∑
i>ℓk
|Cov(ϕk(X0), Xi − ϕk(Xi))| ≪ 1
M
(p−2)/2
k
∑
i≥[2−1ℓk]+1
i−1/2(δ′p(i))
p/(2(p−1))
≪ ℓ
(p−r)/(2(p−1))
k
M
(p−2)/2
k
. (49)
Starting from (46) and using (48) and (49), we get∣∣∣∣∣∑
i∈Z
cˆk,|i| −
∑
i∈Z
c|i|
∣∣∣∣∣≪ o(ℓk3−k(p−2)/p) + ℓ
1/p−1/2
k
M
(p−2)/2
k
+
ℓ
(p−r)/(2(p−1))
k
M
(p−2)/2
k
. (50)
Starting from (44) and taking into account (45) and (50), the condition (43) is satisfied (since
Mk = 3
k/p, ℓk = 3
k(p−2)/(2p)(log k)−1/2 and r > p > 2). 
Proof of (47). We start by noticing that, for any ε > 0,
‖E(gM (Xn)|V0)− E(gM (Xn)‖22 =
∫ ∣∣E(gM (Xn,x))− ∫ E(gM (Xn,y))ν(dy)∣∣2ν(dx)
≤
∫∫ ∣∣E(gM (Xn,x)− gM (Xn,y))∣∣2ν(dx)ν(dy)
≤ 2
∫∫ ∣∣E((gM (Xn,x)− gM (Xn,y))1{|gM (Xn,x)−gM (Xn,y)|≤ε})∣∣2ν(dx)ν(dy)
+ 2
∫∫ ∣∣E((gM (Xn,x)− gM (Xn,y))1{|gM (Xn,x)−gM (Xn,y)|>ε})∣∣2ν(dx)ν(dy) . (51)
Now,∫∫ ∣∣E((gM (Xn,x)− gM (Xn,y))1{|gM (Xn,x)−gM (Xn,y)|≤ε})∣∣2ν(dx)ν(dy)
≤ ε
∫∫
E
∣∣gM (Xn,x)− gM (Xn,y)∣∣ν(dx)dν(dy)
≤ 2εE(|gM (Xn)|) ≤ 2εE(|Xn|1{|Xn|>M}) ≤ 2εM1−pE(|X1)|p) . (52)
On the other hand,∫∫ ∣∣E((gM (Xn,x)− gM (Xn,y))1{|gM (Xn,x)−gM (Xn,y)|>ε})∣∣2ν(dx)ν(dy)
≤
∫∫
E
(
(gM (Xn,x)− gM (Xn,y))21{|gM (Xn,x)−gM (Xn,y)|>ε}
)
ν(dx)ν(dy)
≤ ε2−p
∫∫
E
∣∣gM (Xn,x)− gM (Xn,y)∣∣pν(dx)ν(dy)
≤ 2p−1ε2−p
∫∫
E
∣∣Xn,x−Xn,y∣∣pν(dx)ν(dy)+2p−1ε2−p ∫∫ E∣∣ϕM (Xn,x)−ϕM (Xn,y)∣∣pν(dx)ν(dy)
≤ 2pε2−p(δ′p(n))p . (53)
Starting from (51), taking into account (52) and (53), and selecting ε = M
(
δ′p(n)
)p/(p−1)
, the
upper bound (47) follows.
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4.2 Proof of Theorem 3
Assume that δ′p(n) = O(n
−γ), for some γ > 0.
We shall first assume that σ > 0 and apply Proposition 14. We shall take mk = O(3
kβ/p)
for some 2 ≥ β > 0. Hence, we have to find r > p, γ > 0 and 2 ≥ β > 0 such that (33), (34),
(35) and (36) hold. One easily sees that the condition (33) holds provided that
p− 2 < β(2γ − 1) and γ > 1− 1/p ;
the condition (34) holds provided that
p− 2 < β(2γ − 1) ; (54)
the condition (35) holds provided that
r < 1 + γp ; (55)
and the condition (36) holds provided that
β(r − 2) < 2(r − p) . (56)
Notice that the condition p − 2 < β(2γ − 1) appears twice, that (56) implies that β ≤ 2, and
that the condition γ > 1− 1/p is realized as soon as r < 1 + γp.
Hence, we have to find γ, β > 0 and r > p such that (54), (55) and (56) hold. In particular,
one has to find β > 0 such that (p − 2)/(2γ − 1) < β < 2(r − 2)/(r − p), which is possible as
soon as (p− 2)/(2γ− 1) < 2(r− 2)/(r− p). The latter condition is equivalent to (provided that
4γ > p, a condition to be checked at the end):
r − 2 > (2p− 4)(2γ − 1)
4γ − p .
Now, one can find r > p satisfying the latter condition and (55) as soon as
2 +
(2p− 4)(2γ − 1)
4γ − p < 1 + γp ,
which is equivalent to
4pγ2 − (p2 + 4p− 4)γ + 3p− 4 > 0 .
Then, one finds that
γ >
(p− 2)
√
p2 + 12p+ 4 + p2 + 4p− 4
8p
solves the problem.
Hence, Proposition 14 applies and the Theorem is proved in the case σ > 0, provided that
our condition on γ imples that 4γ > p, but this may be easily checked.
Assume now on that σ = 0. Proceeding as in the proof of Theorem 1 of [3] (see page 17),
we see that it suffices to prove that ∑
n≥1
δ′p(n)
n2/p2
<∞ .
Hence, it is enough to prove that
2
p2
+
(p− 2)
√
p2 + 12p+ 4 + p2 + 4p− 4
8p
> 1 ,
which in turn is equivalent to (recall that p > 2)
p
√
p2 + 12p+ 4 > −(p2 − 2p− 8) . (57)
The right-hand side of (57) is non-positive for p ≥ 1+2√2. Taking the squares of (57), one can
see that (57) holds for p ∈]2, 1 + 2√2], which ends the proof of the theorem. 
17
5 Appendix
5.1 A Rosenthal-type inequality under dependence
We shall state and prove our inequality in a more general framework than needed. It is not
difficult to prove that the coefficients (δ∗p(n))n≥0 defined by (58) below are precisely the ones
introduced in (9), taking η0 =W0 and for every k ≥ 1, ηk = εk.
Let (ηk)k≥0 be independent random variables (not necessarily identically distributed) and
define for every k ≥ 1, Gk,−1/2 := {∅,Ω) and Gk,0 = σ{ηk} and for every k ≥ 2 and every
0 ≤ ℓ ≤ k − 1 , Gk,ℓ := σ{ηk, ηk−1, . . . , ηk−ℓ}.
Let (Xn)n≥1 be a process given by Xn := fn(ηn, ηn−1, . . . , η0), for n ≥ 1, where fn is a real-
valued measurable function. Assume that for every n ≥ 1, E(|Xn|) < ∞ and that E(Xn) = 0.
We want to prove a Rosenthal-type inequality for Sn := X1 + · · ·+Xn, n ≥ 1.
We shall need the following measure of dependence. Let (η′k)k≥0 be an independent copy of
(ηk)k≥0. For every k ≥ m + 1 and every m ≥ 0, set X ′k,m = fk(ηk, . . . , ηk−m, η′k−m−1, . . . , η′0)
and, then, for every n ≥ 1,
δ∗p(n) := sup
m≥n−1
sup
k≥m
‖Xk −X ′k,m‖p . (58)
Define also δ∗p(0) = supk≥0 ‖Xk‖p.
For every ℓ ≥ 1, set T0,ℓ := E(Xℓ|Gℓ,0). For every d ≥ 0, every 0 ≤ k ≤ d and every
1 ≤ ℓ ≤ 2d−k, set
Uk,ℓ :=
ℓ2k∑
j=(ℓ−1)2k+1
(
Xj − E(Xj |Gℓ2k,2k−1)
)
=
ℓ2k∑
j=(ℓ−1)2k+1
(
Xj − E(Xj |Gj,j−(ℓ−1)2k−1)
)
. (59)
and
Tk+1,ℓ = E
((
Uk,2ℓ−1 + Uk,2ℓ
)|Gℓ2k+1,2k+1−1) .
Proposition 15 For every d ≥ 0, we have
max
1≤n≤2d
|Sn| ≤
d∑
k=0
max
1≤ℓ≤2d−k
|Uk,ℓ|+
d∑
k=0
max
1≤m≤2d−k
∣∣∣∣∣
m∑
ℓ=1
Tk,ℓ
∣∣∣∣∣ . (60)
In particular, if Xn ∈ Lp, for every n ≥ 1 and some p ≥ 2, we have
∥∥∥∥ max
1≤n≤2d
|Sn|
∥∥∥∥
p
≤
d∑
k=0
2d−k∑
ℓ=1
‖Uk,ℓ‖pp
1/p + Cp d∑
k=0

2d−k∑
ℓ=1
‖Tk,ℓ‖22
1/2 +
2d−k∑
ℓ=1
‖ Tk,ℓ‖pp
1/p

(61)
≤ C′p2d/2
2d∑
j=0
δ∗2(j)
(j + 1)1/2
+ C′′p 2
d/p
2d∑
j=0
δ∗p(j)
(j + 1)1/p
, (62)
where Cp is the best constant in the Rosenthal inequality for independent random variables,
C′p =
Cp2
3/2
√
2−1 and C
′′
p =
21+1/p(Cp+1)
21/p−1 .
Proof. The proof is done by induction on d ≥ 0. The case where d = 0 follows from the
decomposition
Xn =
(
Xn − E(Xn|σ{εn})
)
+ E(Xn|σ{εn}) .
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Assume now that (60) holds for some d ≥ 0. Let us prove that it holds for d+ 1.
For every n ≥ 1, we have Sn =
∑n
k=1
(
Xk − E(Xk|Gk,0)
)
+
∑n
k=1 E(Xk|Gk,0) := Rn +∑n
ℓ=1 T0,ℓ. Hence
max
1≤n≤2d+1
|Sn| ≤ max
1≤n≤2d+1
|Rn|+ max
1≤n≤2d+1
∣∣∣∣∣
n∑
ℓ=1
T0,ℓ
∣∣∣∣∣ .
Using that for every m ≥ 1, we have |R2m+1| ≤ |R2m| + |X2m+1 − E(X2m+1|G2m+1,0)|, we
infer that
max
1≤n≤2d+1
|Sn| ≤ max
1≤n≤2d
|R2n|+ max
1≤k≤2d+1
|U0,k|+ max
1≤n≤2d+1
∣∣∣∣∣
n∑
ℓ=1
T0,ℓ
∣∣∣∣∣ . (63)
We shall use our induction hypothesis to handle the first term in the right-hand side of (63).
For every m ≥ 1, let
X˜m := X2m−1 − E(X2m−1|G2m−1,0) +X2m − E(X2m|G2m,0) and S˜m := R2m .
Set η˜m := (η2m, η2m−1) for m ≥ 1 and η˜0 := η0. Let also G˜k,ℓ := σ{η˜k, . . . η˜k−ℓ} = G2k,2ℓ+1.
Then, for every (ℓ− 1)2k+1 ≤ j ≤ ℓ2k, using that G2j−1,0 ⊂ Gℓ2k+1,2k+1−1 = G˜ℓ2k,2k−1 and that
G2j,0 ⊂ Gℓ2k+1,2k+1−1, we have
X˜j − E(X˜j |G˜ℓ2k,2k−1) = (X2j−1 +X2j)− E(X2j−1 +X2j |Gℓ2k+1,2k+1−1) .
Hence, for every k ≥ 0,
U˜k,ℓ :=
ℓ2k∑
j=(ℓ−1)2k+1
(
X˜j−E(X˜j |G˜ℓ2k,2k−1)
)
=
ℓ2k+1∑
j=(ℓ−1)2k+1+1
(
Xj−E(Xj |Gℓ2k+1,2k+1−1)
)
= Uk+1,ℓ ,
and
T˜k+1,ℓ := E
((
U˜k,2ℓ−1+U˜k,2ℓ
)|G˜ℓ2k+1,2k+1−1) = E((Uk+1,2ℓ−1+Uk+1,2ℓ)|Gℓ2k+2,2k+2−1) = Tk+2,ℓ .
Notice that we also have
T˜0,ℓ = T1,ℓ.
Applying the induction hypothesis, we infer that
max
1≤n≤2d
|S˜n| ≤
d∑
k=0
max
1≤ℓ≤2d−k
∣∣U˜k,ℓ∣∣+ d∑
k=0
max
1≤m≤2d−k
∣∣∣∣∣
m∑
ℓ=1
T˜k,ℓ
∣∣∣∣∣
≤
d∑
k=0
max
1≤ℓ≤2d−k
∣∣Uk+1,ℓ∣∣+ d∑
k=0
max
1≤m≤2d−k
∣∣∣∣∣
m∑
ℓ=1
Tk+1,ℓ
∣∣∣∣∣
=
d+1∑
k=1
max
1≤ℓ≤2d+1−k
∣∣Uk,ℓ∣∣+ d+1∑
k=1
max
1≤m≤2d+1−k
∣∣∣∣∣
m∑
ℓ=1
Tk,ℓ
∣∣∣∣∣ ,
which, combined with (63) yields (60) with d+ 1 in place of d.
To prove (61), we notice that on the one hand, (max1≤ℓ≤2d−k ‖Uk,ℓ‖)p ≤
∑2d−k
ℓ=1 ‖Uk,ℓ‖p and
on the other hand, for every 0 ≤ k ≤ d, the variables (Tk,ℓ)1≤ℓ≤2d−k are independent. Then, it
is a direct consequence from (60) and the Rosenthal inequality for independent variables.
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Since ‖T0,ℓ‖q ≤ δ∗q (0) and ‖Tk+1,ℓ‖q ≤ 2
∑2k
j=1 δ
∗
q (j), we infer from (61) that∥∥∥∥ max
1≤n≤2d
|Sn|
∥∥∥∥
p
≤ 2Cp
d∑
k=0
2(d−k)/2
2k−1∑
j=0
δ∗2(j)+2
d/pδ∗p(0)+(2Cp+1)
d∑
k=0
2(d−k)/p
2k∑
j=1
δ∗p(j) , (64)
and (62) easily follows.

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