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Dominoiva joukko D on jonkin verkon solmujen osajoukko siten, että verkon jokainen solmu
joko kuuluu D:hen tai on siihen kuuluvan solmun naapuri. Verkon pienimmän dominoivan
joukon löytäminen verkossa on NP-kova ongelma. Mikäli algoritmi etsii pienintä joukkoa, jonka
koko on x, mutta sen voidaan taata löytävän vain joukon, jonka koko on enintään αx jollakin
vakiolla α, kutsutaan tulosjoukkoa oikean ratkaisun α-approksimaatioksi. Rajoitetetussa
verkossa voidaan löytää pienimmän dominoivan joukon approksimaatioita nopeasti.
Hajautetussa laskennassa verkon solmut ovat rinnakkaisesti toimivia prosessoreita, jotka
suorittavat kaikki samaa algoritmia. Vakioaikaisuudella tarkoitetaan hajautetun laskennan
kontekstissa sitä, että prosessorit saavat vaihtaa naapuriprosessoriensa kanssa vain vakiomää-
rän viestejä. Algoritmi palauttaa valmistuttuaan jokaiselle solmulle tulosteen, esimerkiksi
tiedon siitä, kuuluuko solmu dominoivaan joukkoon. Tässä tutkielmassa tarkastellaan pienim-
män dominoivan joukon vakioaikaisia approksimaatioita tasoverkossa hajautetun laskennan
näkökulmasta.
Ensiksi tutkielmassa esitellään todistus, että ei ole olemassa hajautettua algoritmia,
joka löytäisi (5− ε)-approksimaation pienimmästä dominoivasta joukosta, kun ε > 0. Tämän
jälkeen todistetaan, että myös tiukempi (7−ε)-approksimaatioalaraja pätee. Lopuksi esitellään
hajautettu algoritmi joka löytää ainakin 52-approksimaation pienimmästä dominoivasta
joukosta tasoverkossa. Algoritmi käyttää uniikkeja tunnisteita eikä prosessorien välisten
viestien kokoja ole rajoitettu. Algoritmin analyysissä yhdistetään Lenzenin et al. (2010)
esittämä alkuperäinen analyysi ja Wawrzyniakin (2013) esittämä analyysin toisen osan
parannus.
Tiedekunta — Fakultet — Faculty Laitos — Institution — Department
Tekijä — Författare — Author
Työn nimi — Arbetets titel — Title
Oppiaine — Läroämne — Subject
Työn laji — Arbetets art — Level Aika — Datum — Month and year Sivumäärä — Sidoantal — Number of pages
Tiivistelmä — Referat — Abstract
Avainsanat — Nyckelord — Keywords
Säilytyspaikka — Förvaringsställe — Where deposited
Muita tietoja — Övriga uppgifter — Additional information
HELSINGIN YLIOPISTO — HELSINGFORS UNIVERSITET — UNIVERSITY OF HELSINKI
Sisältö
1 Johdanto 1
2 Määritelmät 2
2.1 Verkot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2 Hajautettu laskenta . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Ramseyn lause . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 Tuloksia pienimmälle dominoivalle joukolle 11
3.1 Yleinen verkko . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Yksikkökiekkoverkko . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Tasoverkko . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 5-approksimaatioalaraja 14
4.1 Dominoivan ja riippumattoman joukon vastaavuus . . . . . . 14
4.2 Riippumaton joukko syklissä . . . . . . . . . . . . . . . . . . 16
5 7-approksimaatioalaraja 20
5.1 Suuri dominoiva joukko . . . . . . . . . . . . . . . . . . . . . 21
5.2 Optimaalisen ratkaisun ja approksimaation suhde . . . . . . . 25
6 52-approksimaatio 28
6.1 Algoritmin kuvaus . . . . . . . . . . . . . . . . . . . . . . . . 28
6.2 1. vaiheen analyysi . . . . . . . . . . . . . . . . . . . . . . . . 31
6.3 2. vaiheen analyysi . . . . . . . . . . . . . . . . . . . . . . . . 34
6.3.1 Verkko H ja kaksoistähdet . . . . . . . . . . . . . . . 34
6.3.2 Rajojen todistus . . . . . . . . . . . . . . . . . . . . . 38
7 Yhteenveto 44
8 Lähteet 44
i
1 Johdanto
Maailmassa on runsaasti kiehtovia ja monimutkaisia järjestelmiä, joita voi-
daan tarkastella verkkoina. Esimerkiksi ihmisyhteisö, internet tai aivot ovat
tällaisia verkkoja. Kaikille näille verkoille on yhteistä, että ne koostuvat yksit-
täisistä toimijoista. Esimerkiksi yhteisössä jokainen yksilö toimii itsenäisesti
suhteessa muihin jäseniin, joiden kanssa hän on vuorovaikutuksessa. Internet
puolestaan koostuu yksittäisistä tietokoneista ja aivot neuroneista. Tällaisissa
verkoissa jokainen toimija on yhteydessä rajattuun määrään muita toimijoita.
Jokaisella toimijalla on vain paikallinen käsitys siitä, mitä verkossa tapahtuu,
sillä se näkee ainoastaan naapurinsa, eli toimijat joihin se on yhteydessä.
Siitä huolimatta verkko voi pystyä toimimaan kokonaisuutena.
Hajautetussa laskennassa jokaisella verkon toimijalla, solmulla, on sa-
ma toimintaohje eli algoritmi suoritettavanaan. Saavutettava tavoite voi
onnistua pelkällä paikallisella laskennalla. Jos esimerkiksi halutaan jokaisen
solmun tietävän, montako naapurisolmua niiden omilla naapurisolmuilla on
yhteensä, riittää ratkaisun löytämiseen yksi kommunikaatiokierros: kaikki
solmut kertovat naapureilleen omien naapureidensa määrän. Tällaisissa va-
kioaikaisissa algoritmeissä ratkaisun löytymiseen riittää, että tuntee kaikki
vakioetäisyydellä olevat solmut, vaikka verkko olisi mielivaltaisen kokoinen.
Nämä ratkaisut löytyvät nopeasti ja mikäli verkko muuttuu, ne ovat yhtä
nopeasti laskettavissa uudelleen. Tämä on käytännöllistä erityisesti valtavissa
verkoissa, jotka muuttuvat jatkuvasti.
Jos toisaalta jokaisen solmun halutaan tietävän esimerkiksi verkon kaik-
kien solmujen määrän, täytyy tiedon kulkea koko verkon läpi, mikä vie aikaa.
On myös ongelmia, joissa pelkkä paikallinen tieto ei riitä, mutta joissa ei
kuitenkaan tarvita koko verkon tietoja ratkaisun löytämiseen. Tällaisissa on-
gelmissa ratkaisu voi löytyä esimerkiksi logaritmisessa ajassa suhteessa verkon
kokoon. Nopeat ratkaisut ovat tietenkin toivottavampia kuin hitaat, mutta
nopean ratkaisun voi saada myös tekemällä kompromisseja. Jos vastauksen
ei tarvitse olla täsmälleen optimaalinen, siitä voidaan saada epätarkka versio,
approksimaatio, nopeammalla algoritmilla.
Joskus halutaan valita osa verkon solmuista siten, että verkon jokainen
solmu on ainakin yhden valittuun joukkoon kuuluvan solmun naapuri. Jos
solmuja halutaan valita mahdollisimman pieni määrä, on kyseessä pienim-
män dominoivan joukon ongelma. Ajatellaan esimerkiksi, että kauppaketjun
omistaja haluaa sijoittaa myymälänsä kaupunkiin siten, että jokaisesta ka-
dunkulmasta on korkeintaan korttelin matka myymälään. Jokainen myymälä
on kallis investointi, joten niitä on syytä olla mahdollisimman vähän. Toi-
saalta asiakkaille halutaan taata myymälän läheinen sijainti. Tällöin omis-
taja voisi käyttää ongelman ratkaisemiseen pienimmän dominoivan joukon
ratkaisevaa algoritmia. Kuvassa 1 on esimerkkejä erilaisista dominoivista jou-
koista verkossa, ja kohdassa (c) on yksi esimerkki kuvan verkon pienimmästä
dominoivasta joukosta.
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Kuva 1: Dominoituja verkkoja, joissa dominoivan joukon solmut on ympyröity.
Kauppaketjun omistajan kaupungissa kadut eivät risteä toistensa kanssa
muualla kuin kadunkulmissa, jolloin ne muodostavat tasoverkon. Tällaisessa
verkossa ongelman ratkaisu löytyy kauppiaan iloksi nopeammin kuin yleisessä
verkossa, jossa kadut voisivat ylittää ja alittaa toisiaan siten, ettei yhdeltä
pääse toiselle ylityskohdassa. Lisäksi jos kauppojen ei tarvitse olla aivan
optimaalisesti sijoitettuna, ongelman ratkaisuun on olemassa algoritmi, joka
on jo hyvin nopea suuressakin kaupungissa.
Tässä tutkielmassa käsiteltävänä ongelmana on löytää vakioaikaisesti
mahdollisimman hyvä approksimaatio pienimmästä dominoivasta joukos-
ta yhtenäisessä tasoverkossa. Aluksi esitellään määritelmät ja tuloksia pie-
nimmälle dominoivalle joukolle erilaisissa verkoissa. Sen jälkeen käsitellään
ongelman alarajaa ja päädytään tulokseen, ettei ole mahdollista löytää alle 7-
approksimaatiota pienimmästä dominoivasta joukosta. Alarajatulos on tässä
työssä esiteltävää uutta tutkimusta, ja todistuksen idea on lähtöisin Chris-
toph Lenzeniltä ja Jukka Suomelalta. Lopuksi esitellään tunnettu algoritmi,
joka antaa 52-approksimaation ongelmaan [LOW10, Waw14].
2 Määritelmät
Tässä luvussa määritellään keskeistä käsitteistöä. Ensin määritellään yleinen
verkko ja tasoverkko sekä niihin liittyviä ominaisuuksia ja lisämääreitä.
Sen jälkeen käsitellään hajautettua laskentaa ja työssä esiintyviä laskennan
malleja.
2.1 Verkot
Määritelmä 1 (Verkko). Verkko on abstrakti kuvaus olioista, jotka voidaan
kytkeä toisiinsa pareittain. Verkko G = (V,E) koostuu äärellisestä solmujou-
kosta V ja solmuja yhdistävistä kaarista E. Verkko voi olla suuntaamaton,
jolloin jokainen kaari on kahden eri solmun muodostama järjestämätön pari
{u, v} ∈ E. Jos verkko on suunnattu, jokainen kaari on kahden eri solmun
muodostama järjestetty pari (u, v) ∈ E. Solmun u etäisyys solmusta v mer-
kitään d(u, v). Etäisyys tarkoittaa sitä, kuinka monen kaaren kautta on
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vähintään kuljettava päästäkseen solmusta u solmuun v.
Konkreettinen esimerkki verkosta voisi olla joukko kaupunkeja, joita
tiet yhdistävät, tai joukko ihmisiä, joista osa on kätellyt toisiaan. Esimerkki
suunnatusta verkosta voisi olla joukko risteyksiä, joita yhdensuuntaiset kadut
yhdistävät, tai joukko ihmisiä, joista osa on antanut rahaa toisille.
Määritelmä 2 (Naapurustot ja asteet). Verkossa G = (V,E) määritellään:
• solmun v ∈ V eksklusiivinen naapurusto: Nv = {w ∈ V : {v, w} ∈ E},
• solmun v ∈ V aste: δv = |Nv|,
• verkon G suurin aste: ∆ = maxv∈V {δv},
• solmun v ∈ V inklusiivinen k-naapurusto, k ∈ N: N (k)v = {w ∈ V :
d(v, w) ≤ k},
• solmun v ∈ V inklusiivinen naapurusto: N+v = N (1)v .
• solmujoukon A ⊆ V inklusiivinen naapurusto: N+A =
⋃
v∈AN (1)v .
Solmu v ∈ V kuuluu siis itse inklusiiviseen naapurustoon mutta ei
eksklusiiviseen. Solmun inklusiivinen naapurusto on samalla 1-naapurus-
to: N+v = N (1)v . Kuvassa 2 on esimerkkejä eri naapurustoista.
Määritelmä 3. Kaaren lyhentämisellä {v, w} tarkoitetaan solmujen v ja
w korvaamista uudella solmulla u siten, että Nu = (Nv ∪Nw) \ {v, w} (ks.
kuva 3).
Määritelmä 4. Verkon G = (VG, EG) aliverkko on mikä tahansa verkko
H = (VH , EH), jolle pätee VH ⊆ VG ja EH ⊆ EG. Verkon G minor-aliverkko
on mikä tahansa verkko, joka on muodostettu G:stä poistamalla kaaria ja
solmuja sekä lyhentämällä kaaria.
Määritelmä 5. Verkon G upotus pinnalle Σ on G:n esitystapa, jossa tietyt
pinnan Σ pisteet vastaavat G:n solmuja ja pinnalla kulkevat viivat G:n kaaria.
Viivojen päätepisteet vastaavat kaarten yhdistämiä solmuja, eivätkä viivat
missään muussa kohdassa kulje solmuiksi rinnastettavien pisteiden kautta.
Viivoilla ei ole yhteisiä pisteitä muualla kuin niiden päätepisteissä.
Tasoupotuksessa pinta Σ on taso. Intuitiivisesti: jos verkolla on tasoupotus
ja sen piirtää paperille, mitkään piirroksen kaarista eivät risteä keskenään.
Kaikille verkoille ei ole olemassa tasoupotusta (ks. kuva 4).
Määritelmä 6. Tasoverkko on verkko, jolle on olemassa tasoupotus.
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Kuva 2: Verkon G naapurustoja. Oikealla ylhäällä on solmun v eksklusiivi-
nen naapurusto, vasemmalla alhaalla 2-naapurusto ja oikealla alhaalla A:n
inklusiivinen naapurusto, A = {v, f}. Solmun v aste on 4, ja se on samalla
verkon suurin aste.
Kuva 3: Kaaren {v, w} lyhentäminen.
4
Kuva 4: Vasemmalla verkot G ja H, oikealla kuvat niiden upotuksista. Verkon
G upotus on myös tasoupotus. Verkko H on K5-verkko, joten sille ei ole
tasoupotusta. Sen voi kuitenkin upottaa pinnalle, jossa on ainakin yksi reikä.
Kuva 5: Tasoupotuksettomat verkot K5 ja K3,3.
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Tiedetään, että verkko on tasoverkko jos, ja vain jos siinä ei ole minor-
aliverkkona K5- tai K3,3-verkkoa (ks. kuva 5) [Kur30, Wag37].
Seuraavaksi käsitellään muutamia tasoverkon ominaisuuksia [NC88]. Ver-
kon G tahko on mikä tahansa kaarilla rajattu alue G:n upotuksessa.
Teoreema 7 (Eulerin lause). Olkoon G = (V,E) yhtenäinen tasoverkko.
Olkoon F verkossa G esiintyvien tahkojen joukko. Tällöin
|V | − |E|+ |F | = 2.
Todistus. Induktiotodistus F :n koon suhteen. Mikäli G on syklitön, |F | = 1
ja teoreema 7 pätee, sillä G on puu ja |E| = |V | − 1.
Muussa tapauksessa G:ssä on sykli. Olkoon e syklissä esiintyvä kaari. Sen
poistaminen yhdistää kaksi tahkoa e:n molemmilta puolilta. Tahkojen määrä
|F | pienenee siis yhdellä. Merkitään e:n poistamisen jälkeistä uutta verkkoa
G′:lla. Verkossa G′ on siis |V | solmua, |E| − 1 kaarta ja |F | − 1 tahkoa.
Induktioperiaatteen mukaisesti saadaan
|V | − (|E| − 1) + (|F | − 1) = 2,
josta väite seuraa.
Lemma 8 (Tasoverkon solmut ja kaaret). Tasoverkon aliverkko on myös
tasoverkko. Tasoverkossa, jossa on n ≥ 3 solmua, on korkeintaan 3n − 6
kaarta.
Todistus. Tasoverkon upotukseen ei voi syntyä risteäviä kaaria vain kaaria
poistamalla. Kun solmun ympäriltä on poistettu kaikki kaaret, myöskään
irrallisen solmun poistaminen ei voi rikkoa tasoverkko-ominaisuutta.
Jos |E| ≤ 3, voidaan käydä kaikki tapaukset läpi ja todeta, että väite
pitää paikkansa. Kun |E| > 3, jokaista tahkoa rajoittaa vähintään 3 kaarta.
Jokainen kaari puolestaan rajoittaa korkeintaan kahta tahkoa. Näin ollen on
3 |F | ≤ 2 |E|.
Sijoitettuna Eulerin lauseeseen saadaan |E| ≤ 3 |V | − 6.
Korollaari 9 (Tasoverkon aste). Tasoverkon solmujen keskimääräinen aste
on alle 6.
Määritelmä 10. Verkko on d-säännöllinen, jos sen jokaisen solmun asteluku
on d.
Esimerkiksi 2-säännöllinen verkko on kokoelma syklejä.
Määritelmä 11. Joukko D dominoi solmua v, jos v ∈ D tai v:llä on aina-
kin yksi naapuri, joka kuuluu joukkoon D. Solmu v on tällöin dominoitu.
Dominoiva joukko on verkon G = (V,E) solmujen osajoukko D ⊆ V , jo-
ka dominoi G:n kaikkia solmuja. Pienimmässä dominoivassa joukossa on
mahdollisimman pieni määrä solmuja siten, että kaikki verkon solmut on
dominoitu.
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Kuvassa 1 sivulla 2 on esitelty erilaisia dominoituja verkkoja. Dominoivaan
joukkoon voi kuulua vaikka verkon kaikki solmut, kuten kohdassa (a). Kohdan
(b) minimaalisessa dominoivassa joukossa on niin vähän solmuja, ettei siitä voi
ottaa yhtään solmua pois ilman, että dominoiva joukko lakkaa dominoimasta
verkkoa. Kohdassa (c) on mahdollisimman vähän dominoivia solmuja, joten
kyseessä on pienin dominoiva joukko.
Määritelmä 12. Riippumaton joukko on verkon solmujen osajoukko, jossa
ei ole kahta vierekkäistä solmua.
Kuva 6: Riippumattomien joukkojen solmut on ympyröity.
Kuvassa 6 on esitelty erilaisia riippumattomia joukkoja. Triviaalisti tyhjä
joukko on riippumaton joukko, kuten kohdassa (a). Kohdan (b) maksimaali-
sessa riippumattomassa joukossa on solmuja siten, ettei verkossa ole yhtään
solmua, jonka voisi vielä lisätä riippumattomaan joukkoon. Kohdassa (c)
on mahdollisimman suuri määrä riippumattomia solmuja, joten kyseessä on
suurin riippumaton joukko.
Määritelmä 13 (Ongelman α-approksimaatio). Olkoon Πmin verkko-ongelma,
jossa tehtävänä on löytää pienin annetun ehdon täyttävä solmujoukko A.
Tällöin solmujoukko X on A:n α-approksimaatio, jos X toteuttaa annetun
ehdon ja sen koko on korkeintaan |X| ≤ α |A|.
Vastaavasti olkoon Πmax verkko-ongelma, jossa tehtävänä on löytää suurin
annetun ehdon täyttävä solmujoukko B. Tällöin solmujoukko X on A:n α-
approksimaatio, jos X toteuttaa annetun ehdon ja sen koko on vähintään
|X| ≥ |B| /α.
Esimerkiksi jos verkon G pienimmän dominoivan joukon koko on 10,
on dominoiva joukko, jossa on 30 solmua, 3-approksimaatio pienimmästä
dominoivasta joukosta.
2.2 Hajautettu laskenta
Tässä työssä verkkoa käsitellään hajautetun laskennan [Lyn96] näkökulmasta.
Verkon solmut vastaavat prosessoreita, jotka suorittavat paikallista laskentaa
ja kommunikoivat keskenään, mikäli niiden välillä on kaari.
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Työssä käytetään Linialin lokaalia mallia [Lin92]. Järjetelmän solmuilla
on uniikit tunnisteet, eli jokaisella solmulla on oma tunnisteluku, jota ei ole
millään toisella solmulla. Näin solmut voidaan tunnistaa yksikäsitteisesti.
Tunnisteet voivat lähtökohtaisesti olla mitä vain lukuja.
Jokainen solmu suorittaa saman algoritmin A ja saa oman paikallisen
syötteen, jonka perusteella algoritmia aletaan suorittaa. Esimerkiksi solmun
aste ja uniikki tunniste ovat tällaisia paikallisia syötteitä. Jokainen solmu
myös palauttaa algoritmin päätyttyä oman paikallisen tulosteen, esimerkiksi
kuuluuko se dominoivaan joukkoon.
Järjestelmän solmut kommunikoivat keskenään synkronisesti. Jokaisel-
la kommunikaatiokierroksella kaikki solmut suorittavat ensin kulloisenkin
kierroksen paikalliset laskutoimitukset, lähettävät sitten viestin jokaiselle
naapurilleen ja vastaanottavat lopulta viestin jokaiselta naapuriltaan. Viimei-
sen kommunikaatiokierroksen jälkeen kaikki solmut ilmoittavat paikallisen
laskennan jälkeen myös paikallisen tulosteensa. Viestien koot ja paikalliset
laskenta-ajat ovat rajoittamattomia.
Rajoittamattoman kokoisten viestien mallia kutsutaan LOCAL-mallik-
si [Pel00]. Käytännön sovelluksissa on kuitenkin tarkoituksenmukaista, että
yksittäiset viestit eivät ole kovin suuria.
Algoritmin aikavaativuudella kuvaillaan algoritmin suorittamiseen tar-
vittavien laskenta-alkeisoperaatioiden määrää suhteessa syötteen kokoon.
Ei-hajautetussa, keskitetyssä tapauksessa alkeisoperaatio voidaan ajatella
yhtenä konekäskynä tai suoritettavana rivinä ohjelmakoodia. Hajautetussa
tilanteessa alkeisoperaatio on yksi kommunikaatiokierros. Tällöin hajautetun
algoritmin aikavaativuudella tarkoitetaan siis tarvittavien kommunikaatio-
kierrosten määrää suhteessa verkon kokoon. Esimerkiksi hajautetun algo-
ritmin vakioaikaisuus tarkoittaa, että algoritmin suorittamiseen tarvitaan
verkon koosta riippumaton määrä kommunikaatiokierroksia.
Lemma 14. Verkossa G = (V,E) toimivan T -aikaisen algoritmin A tuloste
on kuvaus algoritmin suorittavan solmun T -naapurustosta.
Todistus. Jokainen solmu voi lähettää jokaisella kommunikaatiokierroksella
tietoa ainoastaan tuntemastaan naapurustosta, joka algoritmin alkuhetkellä
on vain solmu itse. Toisaalta jokainen solmu voi laskea jokaisen kommunikaa-
tiokierroksen välissä tuntemansa verkon topologian ja lähettää sen kaikille
naapureilleen. Näin ollen jokainen solmu v ∈ V saa A:n ajoaikana tietoa vain
T -naapurustostaan, mutta myös koko T -naapuruston. Algoritmi A saa siis
selville sitä suorittavan solmun T -naapuruston, joka toimii kuvauksen lähtö-
joukkona. Jokainen algoritmia A ajava solmu palauttaa algoritmin tuloksena
jonkin tulosteen c, joka voi olla esimerkiksi kuuluminen tai kuulumattomuus
dominoivaan joukkoon. Solmun kaikkien mahdollisten tulosteiden joukko
vastaa kuvauksen maalijoukkoa (ks. kuva 7).
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Kuva 7: Algoritmia A ajava ympyröity solmu saa LOCAL-mallissa kaiken
tiedon joukon A solmuista kolmessa kommunikaatiokierroksessa. Tämän
tiedon perusteella A määrittää ympyröidylle solmulle jonkin tulosteen c(A).
Algoritmin toiminta ympyröidyssä solmussa vastaa kuvausta f : A 7→ c(A).
Seuraavat mallit eivät ole tässä työssä keskeisiä, mutta niitä sivutaan
esiteltäessa tuloksia.
On olemassa myös CONGEST -malli [Pel00], jossa on rajoitettu solmu-
jen välisten viestien kokoja. Siinä viestien koot on rajoitettu bittimäärään
O(logn), jossa n on verkon solmujen määrä. Oleellisesti CONGEST siis ra-
joittaa naapurustosta kerätyn tiedon määrää ja paikallisesti suoritettavien
laskutoimitusten mahdollisuuksia.
Uniikkien tunnisteiden ohella solmun ympäristön symmetriaa voidaan
rikkoa myös porttinumerointimallilla [Ang80, YK96]. Siinä jokaisen solmun
jokainen kaari yhdistyy solmuun uniikisti tunnistettavan portin kautta. Jo-
kaiseen kaareen e ∈ E solmujen u ∈ V ja v ∈ V välillä liittyy siis kaksi port-
tinumeroa. Merkitään p(u, v):lla uniikkia porttinumeroa u:ssa, ja p(v, u):llä
vastaavasti v:ssä. On mahdollista olla p(u, v) = p(v, u) tai p(u, v) 6= p(v, u).
Porttinumeroinnin avulla jokainen solmu voi erottaa symmetriseltä näyttävät
naapurit toisistaan (ks. kuva 8).
Kuva 8: Solmujen porttinumerot numeroitu jokaisen kaaren alkuun. Jokainen
solmu voi porttinumeroiden avulla tunnistaa omat naapurinsa yksikäsittei-
sesti.
Uniikkien tunnisteiden malli on porttinumeromallia vahvempi. Portti-
numerointia voidaan simuloida uniikkien tunnisteiden avulla numeroimalla
portit niistä lähtevien kaarten päässä olevien solmujen uniikeilla tunnis-
teilla. Uniikit tunnisteet voivat myös rikkoa symmetriaa tilanteissa, joissa
porttinumerointimalli ei siihen riitä [Suo13].
Vielä yksi tapa rikkoa symmetriaa on satunnaisuus [MR95, MU05]. Jos
mallissa käytetään satunnaisuutta, solmut saavat esimerkiksi valita satun-
naisen naapurisolmun arpomalla tai odottaa satunnaisen määrän kommu-
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nikaatiokierroksia. Satunnaisuuden käyttäminen voi nopeuttaa algoritmia
suurella todennäköisyydellä. Toisaalta jos arvonnat menevät patologisesti
aina huonoimmalla mahdollisella tavalla, aikavaativuus voi kasvaa hyvinkin
paljon. Vaihtoehto aikavaativuuden rajaamiseksi on sallia kelvoton vastaus
hyvin pienellä todennäköisyydellä. Epäkelvon vastauksen sallivaa algoritmia
kutsutaan Monte Carlo -algoritmiksi ja vain oikean tuloksen hyväksyvää
Las Vegas -algoritmiksi. Monte Carlo -algoritmin voi palauttaa Las Vegas
-algoritmiksi ajamalla sitä aina kelvottoman vastauksen sattuessa uudelleen,
mikäli algoritmin tulos voidaan tulkita oikeaksi tai vääräksi. Vastauksen
kelvottomuuden voi hajautetussa tilanteessa yleensä havaita vakioajassa,
jonka jälkeen tiedetään vastauksen olevan virheellinen, vaikkei algoritmia
ajettaisikaan uudestaan.
Deterministinen malli toimii ilman satunnaisuutta ja antaa samalla syöt-
teellä aina saman tuloksen. Mikäli verkossa on sallittu satunnaisuuden käyt-
täminen, siitä huomautetaan aina erikseen. Ellei toisin mainita, käsiteltävän
verkon solmut ovat hajautettuja, deterministiä laskentayksikköjä, joilla on
uniikit tunnisteet ja jotka kommunikoivat LOCAL-mallin mukaisesti.
2.3 Ramseyn lause
Lukujen 4 ja 5 alarajatodistuksissa hyödynnetään Ramseyn lausetta [Ram30,
GRS80] Radziszowskin merkinnöillä [Rad11].
Olkoon B äärellinen joukko. Joukko A on B:n k-osajoukko, mikäli A ⊆ B
ja |A| = k. Merkitään B:n kaikkia k-osajoukkoja B(k):lla:
B(k) = {A ⊆ B : |A| = k}.
Olkoot c ≥ 2 jokin luonnollinen luku ja f jokin kuvaus jokaiselta B:n
k-osajoukolta johonkin luonnolliseen lukuun [1, c]:
f : B(k) → {1, 2, ..., c}.
Tällaista kuvausta kutsutaan c-luokitukseksi.
Valitaan jotkin B, k, c ja f , jossa f on B(k):n c-luokitus. Joukko X ⊆ B
on monokromaattinen funktiolla f , mikäli
f(A1) = f(A2) kaikilla A1, A2 ∈ X(k).
Funktio f saa siis aina saman arvon, kun sillä on syötteenä vain monokro-
maattisen joukon jäseniä.
Ramseyn luku Rc(s; k) on pienin luonnollinen luku N , jolle seuraava
pätee: kun joukossa B on vähintään N alkiota ja f on jokin B(k):n c-luokitus,
B:lle on olemassa s-osajoukko, joka on monokromaattinen f :ssä. Mikäli
tällaista lukua N ei ole olemassa, Rc(s; k) =∞.
Lemma 15 (Ramseyn lause). Ramseyn luvut Rc(s; k) ovat äärellisiä kaikille
positiivisille kokonaisluvuille c, s ja k.
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Ramseyn lauseen mukaan kaikissa riittävän suurissa joukoissa on siis
oltava s:n kokoinen osajoukko, jonka c-luokitus on sama kaikille osajou-
kon jäsenille. Toisin sanoen kaikilla riittävän suurilla verkoilla on oltava
solmujoukko, joka antaa hajautetun algoritmin tulosteena saman tulosteen,
kunhan mahdollisten tulosteiden joukko on äärellinen. Erityisesti riittävän
suurilla verkoilla on oltava s:n kokoinen solmujoukko X, joka palauttaa kai-
kille solmuille v ∈ X saman tuloksen kuulumisesta tai kuulumattomuudesta
dominoivaan joukkoon (tai riippumattomaan joukkoon). Tätä käytetään
alarajatodistuksissa osoittamaan, että sopivissa verkoissa valtaosa solmuista
kuuluu välttämättä dominoivaan joukkoon (tai ei kuulu riippumattomaan
joukkoon).
3 Tuloksia pienimmälle dominoivalle joukolle
Pienin dominoiva joukko on klassinen ja paljon tutkittu verkkoteoreettinen
ongelma. Dominointiongelmia on tutkittu 1950-luvulta alkaen ja 1970-luvulta
lähtien tutkimusta on ollut runsaasti [HL90]. Tässä luvussa esitellään muu-
tamia tunnettuja algoritmejä eri tyyppisissä verkoissa. Aikavaativuudet ja
approksimaatiosuhteet on koottu taulukkoon 1.
Taulukko 1: Ajoaikoja ja approksimaatiosuhteita
Laskennan malli Aikavaativuus Approksimaatio Lähteet
Yleinen verkko
Keskitetty O(1.4969n) Optimaalinen [vRB11]
LOCAL O(logn log ∆) O(log ∆) [JRS02]
CONGEST O(k) O(√k∆ 1√k log ∆) [KW05]
LOCAL O(k) O(n1/k) [KMW06b, Mos06]
CONGEST O(k2) O(∆1/k) [KMW06b]
Yksikkökiekkoverkko
Keskitetty nO( 1ε log 1ε ) 1 + ε [NH06]
CONGEST O(log logn) O(1) [GGH+01, KMW06a]
Tasoverkko
Keskitetty O(215.13
√
kn3) Optimaalinen [FT06]
LOCAL O(log∗ n) 1 +  [CHW08]
LOCAL O(1) 52 [LOW10, Waw14]
CONGEST O(1) 636 [Waw13]
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3.1 Yleinen verkko
Pienin dominoiva joukko on yleisessä tapauksessa NP-kova ongelma, eikä
sen ratkaisemiseksi tunneta kovin tehokasta algoritmia [GJ79, sivu 190].
Yksi tehokkaimmista algoritmeista löytää pienimmän dominoivan joukon
ajassa O(1.4969n) polynomisella tilavaativuudella [vRB11]. Verkon kaikki
pienimmät dominoivat joukot löytyvät ajassa O(1.5048n) eksponentiaalisella
tilavaativuudella [vRNvD09].
Hajautetussa tilanteessa ongelman aikavaativuus on triviaalisti O(n),
jolloin kaikki solmut voivat ratkaista ongelman paikallisesti saatuaan tie-
don koko verkon rakenteesta. Hajautetussa laskennassa kiinnostavampia
ratkaisuja ovatkin nopeat, jopa vakioaikaiset, approksimaatiot optimaalises-
ta ratkaisusta. Yleiselle verkolle on olemassa useita algoritmeja, joilla on
erilaisia vahvuuksia.
Jia et al. [JRS02] ovat esittäneet satunnaisuutta hyödyntävän algoritmin,
jonka aikavaativuus ja approksimaatiosuhde ovat suurella todennäköisyydellä
O(logn log ∆) ja O(log ∆).
Kuhn ja Wattenhofer [KW05] ovat ensimmäisinä kehittäneet CONGEST -
mallissa toimivan satunnaisuutta hyödyntävän vakioaikaisen approksimaa-
tioalgoritmin. Algoritmi käyttää hyväkseen lineaarista optimointia, jossa
hyödynnetään solmuille asetettavia painoja. Algoritmi saavuttaa k:lla kom-
munikaatiokierroksella approksimaatiosuhteen
O(
√
k∆1/
√
k log ∆).
Kuhn ja Wattenhofer ovat jatkaneet työtä Moscibrodan kanssa esittämäl-
lä LOCAL-mallissa toimivan algoritmin ja osoittamalla sen olevan lähellä
optimaalista [KMW06b]. Tämäkin satunnaisalgoritmi käyttää lineaarista
optimointia. Approksimaatiosuhde riippuu n:n ohella ainoastaan kommuni-
kaatiokierrosten määrästä k ja on
O(n1/k).
Samassa julkaisussa esitetään myös CONGEST -mallissa toimiva parannettu
versio, joka saavuttaa ajassa O(k2) approksimaatiosuhteen
O(∆1/k).
3.2 Yksikkökiekkoverkko
Vielä parempiin vakioaikaisiin approksimaatioihin voidaan päästä tekemällä
verkosta joitain oletuksia. Yksikkökiekkoverkossa jokaiseen solmuun liittyy
yksikkökiekko ja minkä tahansa kahden solmun välillä on kaari, jos ja vain
jos niiden yksikkökiekot leikkaavat toisensa (ks. kuva 9). Tällaisia verkkoja
käytetään tyypillisesti mallinnettaessa sensoriverkkoja ja ad hoc -verkkoja,
joissa on liikkuvia solmuja [KWZ08].
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Kuva 9: Yksikkökiekkoverkko.
Niebergin ja Hurinkin [NH06] kehittämä ei-hajautettu algoritmi löytää
yksikkökiekkoverkossa (1 + ε)-approksimaation ajassa nO(1/ε log 1/ε) mille
tahansa positiiviselle vakiolle ε.
Gao et al. [GGH+01] ovat kehittäneet hajautetun algoritmin (jonka ana-
lyysi on viimeistelty myöhemmin [KMW06a]), joka laskee pienimmän domi-
noivan joukon yksikkökiekkoverkossa tehokkaasti. Algoritmi hyödyntää sa-
tunnaisuutta ja laskee vakioapproksimaation aikavaativuudella O(log logn).
Ilman satunnaisuutta pienimmälle dominoivalle joukolle ei löydy vakioai-
kaista vakioapproksimaatiota yleisissä verkoissa, mikäli verkon astetta ei ole
rajoitettu [KMW10]. Sama pätee yksikkökiekkoverkoille [LW08]. Tämä on
kuitenkin mahdollista tasoverkoissa.
3.3 Tasoverkko
Lenzen et al. [LOW10] ovat löytäneet toistaiseksi parhaan vakioaikaisen va-
kioapproksimaatioalgoritmin pienimmälle dominoivalle joukolle tasoverkossa.
Alkuperäisessä artikkelissa [LOW08] esitelty algoritmi 71-approksimaatiol-
le on virheellinen [Len10], mutta myöhemmässä artikkelissa [LOW10] on
toimiva algoritmi 130-approksimaatiolle. Myöhemmin Wawrzyniak on osoit-
tanut että sama algoritmi tuottaakin pahimmassa tapauksessa korkeintaan
52-approksimaation ongelmaan.
Göös et al. [GHS12] ovat osoittaneet, että astelukurajoitetussa verkossa
ilman uniikkeja tunnisteita päästään yhtä hyvään tulokseen kuin tunnisteiden
kanssa. Tulosta ei voi kuitenkaan suoraan soveltaa tasoverkoille. Wawrzyniak
on kuitenkin esittänyt algoritmin joka antaa tasoverkossa 636-approksimaa-
tion pienimmälle dominoivalle joukolle ilman uniikkeja tunnisteita [Waw13].
13
Pelkkä porttinumerointimalli riittää, eikä algoritmi käytä mitään ylimääräis-
tä tietoa verkon rakenteesta. Lisäksi algoritmi toimii CONGEST -mallissa, eli
viestien koot ovat oleellisesti pienempiä kuin 52-approksimaatioratkaisussa.
Tarkempia tuloksia tasoverkossa saadaan, kun aikavaativuutta kasvate-
taan. Jo ajassa O(log∗ n) saadaan O(1 + )-approksimaatio mille tahansa
positiiviselle vakiolle  [CHW08]. Keskitetysti ongelma voidaan ratkaista
täsmällisesti ajassa O(215,13
√
kn3) [FT06].
4 5-approksimaatioalaraja
Lenzen ja Wattenhofer [LW08] ovat osoittaneet, ettei ole mahdollista löytää
vakioaikaisesti pienimmän dominoivan joukon (2k + 1− ε)-approksimaatiota
2k-säännöllisessä verkossa, kun 0 < ε ≤ 2k. Erikoistapauksessa k = 2 tämä
konstruktio on tasoverkko, ja siksi saadaan samalla tasoverkoille alaraja
5− ε [CHW08, Suo13]. Tässä luvussa todistetaan tuo alaraja. Todistus on
jaettu kahteen osaan.
4.1 Dominoivan ja riippumattoman joukon vastaavuus
Todistusta varten tullaan muodostamaan sykli G ja 4-säännöllinen verkko
H. Algoritmi A′ ratkaisee riippumattoman joukon approksimaation G:ssä
simuloiden pienimmän dominoivan joukon approksimaationH:ssa ratkaisevaa
algoritmia A, mistä saadaan lemman 16 implikaatio.
Lemma 16. Olkoon A algoritmi, joka löytää vakioaikaisesti (5− ε)-approk-
simaation pienimmästä dominoivasta joukosta missä tahansa tasoverkossa
jollekin ε > 0. Tällöin on olemassa algoritmi A′, joka löytää missä tahansa
syklissä vakioaikaisesti suurimman riippumattoman joukon 20/ε-approksi-
maation.
Todistus. Olkoon G = (VG, EG) jokin sykli. Verkon G solmujoukko on VG =
{v1, v2, . . . , vn}. Solmuilla V on uniikit tunnisteet {1, 2, . . . , n}. Kaarijoukko
EG muodostuu pareista {vi, vj}, joille j = i + 1, ja parista {vn, v1} (ks.
kuva 10).
Muodostetaan algoritmi A′, joka löytää syklissä G vakioaikaisesti suurim-
man riippumattoman joukon 20/ε-approksimaation. Algoritmi A′ konstruoi
ensin G:stä 4-säännöllisen tasoverkon H = (VH , EH) siten, että H:n sol-
mujoukko on VH = VG. Verkon H kaarijoukko EH puolestaan muodostuu
joukosta EG ja pareista {vi, vj}, joille j = i + 2, sekä pareista {vn, v2} ja
{vn−1, v1} (ks. kuva 10).
Oletetaan, että n ≥ 50/ε. Tätä pienemmissä verkoissa algoritmi A′
löytää riippumattoman joukon raa’alla voimalla. Ehdon täyttävissä verkoissa
A′ ratkaisee pienimmän riippumattoman joukon (5 − ε)-approksimaation
verkossa H simuloimalla algoritmia A.
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Kuva 10: Verkot G ja H.
Optimaalisen ratkaisun koko H:ssa on
|DOPT | =
⌈
n
5
⌉
<
n
5 + 1
ja A:n tuottaman ratkaisun koon on oltava
|D| ≤ (5− ε) |DOPT |
< (5− ε)(n5 + 1)
= n+ 5− ε− εn5
< n+ ε n10 − ε
n
5
= n− ε10n.
Näin ollen dominoivaan joukkoon kuulumattomien solmujen S = V \ D
määrä on oltava
|S| > ε10n.
Kuva 11: Algoritmin A tuottaman dominoivan joukon D ja algoritmin A′
tuottaman riippumattoman joukon R vastaavuus.
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Tarkastellaan alkuperäistä sykliä G. Jokaisessa S:ään kuuluvassa solmu-
ketjussa on 1− 4 solmua, sillä A:n H:ssa löytämään dominoivaan joukkoon
kuuluvat solmut katkaisevat tällaisen ketjun viimeistään 4:n solmun jälkeen.
Valitaan jokaisesta tällaisesta ketjusta yksi solmu riippumattomaan joukkoon
R (ks. kuva 11). Nyt pätevät lauseet
|R| > ε40n
ja
|ROPT | =
⌊
n
2
⌋
≤ n2 .
AlgoritmiA′ ratkaisee siis verkossaG riippumattoman joukon R vakioaikaises-
ti simuloimalla A:ta. Joukko R on myös (20ε )-approksimaatio optimaalisesta
riippumattomasta joukosta.
4.2 Riippumaton joukko syklissä
Todistuksen toisessa osassa sovelletaan Ramseyn lausetta (ks. luku 2.3). Jouk-
koon X ⊆ VG kuuluvat solmut tulevat muodostavat ketjun, joka sisältää
useita päällekkäisiä osaketjuja, jotka koostuvat solmuista Ai. Tämän jälkeen
osoitetaan, että minkään osaketjun keskimmäinen solmu ei voi kuulua riippu-
mattomaan joukkoon. Mikäli verkossa on paljon tällaisia joukkoja X, suurin
osa verkon G solmuista ei voi kuulua riippumattomaan joukkoon.
Lemma 17. Ei ole olemassa algoritmia A′, joka löytää vakioajassa suurim-
man riippumattoman joukon 20/ε-approksimaation syklissä, kun ε > 0.
Todistus. Tehdään vastaoletus, että A′ on olemassa, ja se pysähtyy T :n
kommunikaatiokierroksen jälkeen. Perusjoukko B, |B| = n, sisältää kaikki
syklin G solmut.
Olkoon A ⊆ B, |A| = k = 2T + 1 ja merkitään A = {a1, a2, . . . , ak}.
Joukon A solmut on järjestetty uniikkien tunnisteiden suhteen
a1 < a2 < . . . < ak.
Sykli GA koostuu solmuista B siten, että joukon A solmut ovat syklissä
järjestyksessä peräkkäin (ks. kuva 12). Toisin sanoen GA:ssa on kaaret
{a1, a2}, {a2, a3}, . . . , {ak−1, ak},
sekä lisäksi muita kaaria siten, että kaikki B:n solmut ovat syklissä. Kat-
sotaan, mitä A′ tuottaa A:n solmuista koostuvan ketjun keskimmäisessä
solmussa aT+1 ja merkitään tulosta c(A):lla. Algoritmin toiminta voidaan
lemman 14 nojalla ilmaista kuvauksena joukon A solmuilta kuulumiseksi tai
kuulumattomuudeksi riippumattomaan joukkoon:
c(A) = A′(a1, a2, . . . , ak) ∈ {0, 1}.
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Kuva 12: Erilaisia syklejä. Luvut ovat solmujen uniikkeja tunnisteita. Al-
goritmin A′ ajoaika on T = 2 ja k = 5. Sykleissä GA1 , GA2 ja GA3 ketjut
A1 = {2, 3, 4, 5, 6}, A2 = {3, 4, 5, 6, 7} ja A3 = {4, 5, 6, 7, 8} ovat järjestyk-
sessä uniikkien tunnisteiden suhteen. Ympyröity solmu palauttaa kussakin
verkossa A′:n tulosteen c(A) kullekin A:lle. Syklissä GX on monokromaatti-
nen osajoukko X = {2, 3, 4, 5, 6, 7, 8} joten jokainen GX :n ympyröity solmu
saa saman tulosteen c(A). Algoritmin A′ suoritus mille tahansa ympyröidylle
solmulle vastaa sen suoritusta mille tahansa muulle ympyröidylle solmulle.
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Olkoon s > k. Ramseyn lauseen mukaan jos n on riittävän suuri, on
olemassa monokromaattinen osajoukko X ⊆ B, |X| = s. Olkoon X ⊆ B,
|X| = s ja merkitään X = {x1, x2, . . . , xs}. Joukon X solmut on järjestetty
uniikkien tunnisteiden suhteen
x1 < x2 < . . . < xs.
Sykli GX koostuu solmuista B siten, että joukon X solmut ovat syklissä
järjestyksessä peräkkäin. Toisin sanoen GX :n kaarijoukko koostuu kaarista
{x1, x2}, {x2, x3}, . . . , {xs−1, xs},
sekä muista kaaria siten, että kaikki B:n solmut ovat syklissä. Monokromaat-
tisen joukon X solmut muodostavat GX :ssä ketjun, jonka osajoukkoina on
solmujoukot {A1, A2, A3, . . . As−2T }, joista kunkin solmut muodostavat k:n
pituisen ketjun GX :ssä. Näiden Ai-ketjujen solmut ovat suuruusjärjestyk-
sessä, koska joukon X solmut ovat järjestyksessä. Ketjun Ai keskimmäisen
solmun T -ympäristö näyttää samalta verkossa GAi ja verkossa GX . Näin
ollen algoritmi A′ antaa lemman 14 nojalla molemmissa tapauksissa saman
tulosteen c(Ai) (ks. kuva 12).
Monokromaattisessa joukossa kaikkien algoritmia A′ vastaavien kuvaus-
ten tulee antaa sama tulos. Näin ollen jokainen Ai-ketjun keskimmäinen
solmu aT+1 saa kuvaukselta A′(Ai) saman luokituksen c(Ai). Riippumat-
tomassa joukossa ei voi olla kahta vierekkäistä solmua, joten A′ joutuu
luokittelemaan kaikki A-osajoukot kuulumattomiksi riippumattomaan jouk-
koon. Ne X:n reunoilla olevat solmut, joita ei luokitella, muodostavat joukon
Y . Vaikka joukon Y solmut kuuluvat monokromaattiseen joukkoon X, niitä
ei voi luokitella, sillä ne saavat A′:n ajoaikana tietoa monokromaattisen
alueen ulkopuolelta (ks. kuva 13).
Kuva 13: Monokromaattisen alueen X reunoilla on 2T :n kokoinen alue Y ,
jonka solmuista ei voi tietää, ovatko ne riippumattomia, sillä ne saavat
informaatiota monokromaattisen alueen ulkopuolelta. Ei-riippumattomiksi
luokitellut solmut on ympyröity.
Sykli G tullaan muodostamaan siten, että siinä on peräkkäin useita G:n
aliverkkojen monokromaattisia joukkoja X1, X2, . . ., Xr. Niistä ensimmäinen,
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X1, on monokromaattinen joukko koko solmujoukolle {1, 2, . . . , n}. Toinen,
X2, on monokromaattinen joukko syklille G, josta on poistettu X1. Kolmas,
X3, on sitä puolestaan syklille G, josta on poistettu sekä X1, että X2 (ks.
kuva 14). Kaikki nämä X-joukot ovat s:n mittaisia ja niiden solmut ovat
syklissä järjestyksessä peräkkäin.
...
Kuva 14: Sykli G. Vain Y -alueiden ja Br+1-alueen solmut voivat kuulua
riippumattoman joukkoon.
Olkoon B1 = B. Sykli GX1 koostuu solmuista B1 siten, että joukon X1
solmut ovat syklissä järjestyksessä peräkkäin. Näin ollen analogisesti GX :n
kanssa GX1 :n solmut eivät voi olla riippumattomia reuna-alueiden Y1 solmuja
lukuun ottamatta. Poistetaan joukko X1 perusjoukosta B, ja merkitään uutta
perusjoukkoa B2:llä. Etsitään B2:stä uusi monokromaattinen joukko X2.
Merkitään X2:n solmut reuna-aluita Y2 lukuun ottamatta riippumattomiksi
ja poistetaan ne joukosta B2. Toistetaan samaa prosessia iteratiivisesti r
kertaa siten, että |Br+1| < N , missä N = R2(s; k) (ks. kuva 14).
Nyt suurin osa alkuperäisen verkon solmuista on luokiteltu ei-riippu-
mattomiksi. Käsittelemättä on vielä vajaan N :n mittainen ketju Br+1, sekä
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Xi-ketjujen reunoille jääneet 2T :n mittaiset Yi-alueet, joita on r kappaletta.
Jotta nämä reuna-alueet jäävät riittävän pieniksi ollakseen merkityksettömiä,
valitaan riittävän suuret n ja s, jolloin kummankin reuna-alueen solmu-
jen määrä jää pienemmäksi kuin 12
ε
20 min{|ROPT |} ≤ ε80n. Koska Br+1:een
liittyvä reuna-alue on pienempi kuin N ,
|Br+1| ≤ N ≤ ε80n.
Olkoon siis verkon G koko ainakin n > 80N/ε. Monokromaattisten X-
ketjujen reunoille jääneitä alueita on r kappaletta, joten
r2T < ε80n.
Näin ollen n > 160rT/ε. Koska verkko G koostuu vain r:stä monokromaatti-
sesta alueesta ja Br+1:stä,
N + rs > 160rT/ε,
ja niin ollen
s >
160T
ε
− N
r
.
Olkoon siis monokromaattisen alueen koko s > 160T/ε.
Kun siis s > 160T/ε ja n > 80N/ε, käsittelemättömät alueet jäävät
yhteensä pienemmiksi kuin ε20
n
2 , jolloin ne yksin eivät voi sisältää riittävästi
solmuja 20/ε-approksimaatiota varten. Joukkojen Y ja Br+1 solmuja lukuun
ottamatta yksikään solmu ei kuulu riippumattomaan joukkoon. Ristiriita,
näin ollen algoritmia A′ ei ole olemassa.
Teoreema 18. Ei ole olemassa algoritmia A, joka ratkaisisi vakioaikaisesti
(5− ε)-approksimaation pienimmälle dominoivalle joukolle, ε > 0.
Todistus. Koska lemman 16 mukaan algoritmin A olemassaolosta seuraa
algoritmin A′ olemassaolo ja lemman 17 mukaan algoritmia A′ ei ole olemassa,
ei myöskään algoritmia A voi olla olemassa.
5 7-approksimaatioalaraja
Voidaan myös osoittaa, ettei ole algoritmia, joka löytäisi aina vakioaikaisesti
7-approksimaatiota paremman tuloksen pienimmästä dominoivasta joukosta
tasoverkossa. Jokaiselle vakioaikaiselle algoritmille voidaan muodostaa 6-
säännöllinen verkko G, jossa algoritmi joutuu valitsemaan lähes kaikki G:n
solmut. Tämän konstuoimiseen tullaan käyttämään Ramseyn lausetta hieman
samaan tapaan kuin luvussa 4. Toisaalta optimaalisessa ratkaisussa vain noin
joka seitsemäs solmu on dominoivassa joukossa.
Teoreema 19. Ei ole olemassa algoritmia, joka löytää tasoverkossa (7 − ε)-
approksimaation pienimmälle dominoivalle joukolle vakioaikaisesti jollakin
vakiolla ε > 0.
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5.1 Suuri dominoiva joukko
Todistus. Tehdään vastaoletus, että on olemassa teoreeman 19 kuvailema
algoritmi A, jonka ajoaika on T . Olkoon ε jokin positiivinen reaaliluku.
Olkoon verkko G seuraavanlainen kolmiohila ruudukkomaisella upotuksella:
Verkon G = (V,E) solmut ja kaaret muodostavat ruudukon, jonka korkeus on
` ja pituus m, ` < m, ja jossa jokaisesta solmusta on kaari oikealla ylhäällä
olevaan solmuun (ks. kuva 15). Formaalisti verkon G = (V,E) solmujoukko
on
V = { v1,1, v2,1, . . . , vm,1,
v1,2, v2,2, . . . , vm,2,
. . . , . . . , . . . , . . . ,
v1,`, v2,`, . . . , vm,` }.
Solmuilla V on uniikit tunnisteet {1, 2, . . . , |V |}, jotka tullaan kiinnittämään
myöhemmin. Kaarijoukko E muodostuu pareista {vi,j , vu,v}, jossa (u =
i ja v = j + 1) tai (u = i+ 1 ja v = j) tai (u = i+ 1 ja v = j + 1).
Olkoot solmujen perusjoukko B = V , |B| = m` = n. Kutsutaan solmu-
joukkoa A ⊆ V järjestetyksi neliöksi, mikäli se jollakin parittomalla luvulla
K koostuu solmuista
{ vi,j , vi+1,j , . . . , vi+K,j ,
vi,j+1, vi+1,j+1, . . . , vi+K,j+1,
. . . , . . . , . . . , . . . ,
vi,j+K , vi+1,j+K , . . . , vi+K,j+K },
jotka on järjestetty uniikkien tunnisteiden suhteen
vi,j < vi+1,j < . . . < vi+K,j
< vi,j+1 < vi+1,j+1 < . . . < vi+K,j+1
< . . . < . . . < . . . < . . .
< vi,j+K < vi+1,j+K < . . . < vi+K,j+K .
Algoritmi A saa syötteenään kaikki solmut, joihin viesti ehtii ajoajan
puitteissa. Tulosteena algoritmi palauttaa kullekin solmulle joko kuulumisen
tai kuulumattomuuden dominoivaan joukkoon D. Algoritmin tuloste järjes-
tetyn neliön A keskimmäisessä solmussa voidaan lemman 14 nojalla kuvata
lausekkeella
c(A) = A(vi,j , . . . , vi+K,j+K) ∈ {0, 1},
kun K ≥ 2T + 1. Toisin sanoen keskimmäisen solmun tuloste c(A) riippuu
vain joukosta A. Vastaavasti jokaiseen järjestettyyn neliöön voidaan liittää
tuloste c(A) (ks. kuva 16).
Olkoon s = `2. Ramseyn lauseen mukaan jos n on riittävän suuri, on
olemassa monokromaattinen osajoukko X ⊆ B, |X| = s.
Nimetään monokromaattisen joukon X solmut seuraavalla tavalla. Joukon
X rivien pituus sekä rivien määrä on `, joka on myös verkon G korkeus.
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Kuva 15: Osa 6-säännöllisestä verkosta G.
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Kuva 16: Esimerkki algoritmin A suorittamisesta solmusta, joka on ympyröity
kolmesti, kun T = 2. Algoritmi saa ajoaikanaan tietoa solmuista, jotka on
ympyröity ainakin kahdesti. Solmut, jotka on ympyröity ainakin kerran,
kuuluvat järjestettyyn neliöön A, eikä algoritmi saa tietoa A:n ulkopuolelta.
Suorittava solmu palauttaa tulosteen c(A), joka riippuu vain joukosta A.
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Solmujoukko on
X = { x1,1, x2,1, . . . , x`,1,
x1,2, x2,2, . . . , x`,2,
. . . , . . . , . . . , . . . ,
x1,`, x2,`, . . . , x`,` },
jossa xi,j on jokin vb+i,j jollekin 0 ≤ b ≤ m − `. Joukko X on järjestetty
uniikkien tunnisteiden suhteen
x1,1 < x2,1 < . . . < x`,1
< x1,2 < x2,2 < . . . < x`,2
< . . . < . . . < . . . < . . .
< x1,` < x2,` < . . . < x`,`.
Olkoon k = 2T + 1. Koska monokromaattinen joukko X on järjestetty
näin, mikä tahansa X:n osajoukko A = xi,j , . . . , xi+k,j+k on järjestetty neliö.
Joukon X reunoille jää (T + 1):n levyinen kaistale Y , jonka solmut saavat
tietoa A:n suorituksen aikana monokromaattisen joukon ulkopuolelta tai
verkon G reunasolmuilta, joiden aste ei ole 6. Yhteensä tätä X:n reuna-
aluetta Y jää siis 4
√
s(T + 1)− 4(T + 1)2 solmua. Monokromaattinen joukko
X on siis neliömäinen alue, jonka osajoukkoina on s−4√s(T +1)−4(T +1)2
kappaletta k2:n suuruisia osajoukkoja {A1, A2, A3, . . .}.
Dominoidussa verkossa ei voi olla solmuja, joiden yksikään naapuri ei
kuulu dominoivaan joukkoon. Toisaalta X:n monokromaattisuus vaatii, että
kaikki kuvaukset A(A) antavat saman tuloksen. Näin ollen A joutuu luokitte-
lemaan kaikki A-osajoukkojen järjestyksessä keskimmäiset solmut kuuluviksi
dominoivaan joukkoon D. Toisin sanoen X \ Y ⊆ D.
Verkko G on muodostettu siten, että siinä on peräkkäin useita G:n eri
aliverkkojen monokromaattisia joukkoja X1, X2, . . ., Xr. Niistä ensimmäinen,
X1, on kaikkien verkon solmujen V monokromaattinen osajoukko. Toinen,
X2, on monokromaattinen osajoukko joukossa V \ X1. Kolmas, X3, on
sitä puolestaan joukossa V \ (X1 ∪ X2) (ks. kuva 17). Kaikki nämä X-
joukot ovat s:n kokoisia ja niiden solmut ovat G:ssä järjestyksessä kuten X:n
määritelmässä.
Olkoon B1 = B. Joukon X1 reuna-alueiden sisällä olevien solmujen on
siis annettava tulosteenaan kuuluminen dominoivaan joukkoon. Poistetaan
joukko X1 perusjoukosta B1 ja merkitään jäljelle jäänyttä joukkoa B2:lla.
Etsitään B2:sta uusi monokromaattinen joukko X2. Joukon X2:n reuna-
alueiden sisällä olevien solmujen on oltava dominoivia samalla tavoin kuin
X1:n tapauksessa. Poistetaan X2 joukosta B2. Toistetaan samaa prosessia
iteratiivisesti r kertaa siten että |Br+1| < N , missä N = R2(s; k). Lopulta
suurimman osan alkuperäisen verkon solmuista on oltava dominoivia ja ei-
dominoivia voivat olla vain solmut joukossa Br+1, sekä Xi-alueiden reunoille
jääneissä kaistaleissa Yi.
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Kuva 17: Xi on monokromaattinen joukko, jonka solmut alueen reunoja Yi
lukuunottamatta kuuluvat joukkoon D.
5.2 Optimaalisen ratkaisun ja approksimaation suhde
Optimaalisessa ratkaisussa verkossa G joka seitsemäs sisäsolmu on dominoiva,
liikuttiinpa ruudukossa sitten vaakasuunnassa, pystysuunnassa tai diagonaa-
lisesti. Ulkoreunoilla jokaista seitsemää solmua kohden taas tarvitaan kaksi
dominoivaa solmua. Formaalisti verkon G solmu vi,j ∈ V kuuluu dominoivaan
joukkoon D′, mikäli ((2i+ j) mod 7 = 0) tai jos (2(i− 1) + j − 1 mod 7 = 0
ja i = 0 tai j = 0) tai jos (2(i+ 1) + j + 1 mod 7 = 0 ja i = m tai j = `) (ks.
kuva 18).
Merkitään optimaalisen ratkaisun solmujoukkoaDOPT :lla, jolloin |DOPT | ≤
|D′|. Merkitään algoritmin A tuottamaa dominoivaa joukkoa D:llä. Joukko
S koostuu niistä verkon solmuista, joita ei dominoida. Vastaoletuksen nojalla
D:n on oltava (7 − ε)-approksimaatio joukosta D′. Jotta tämä olisi totta,
joukon S koon on oltava vähintään
|S| ≥ n− (7− ε) ∣∣D′∣∣
≥ n− (7− ε)
(
n
7 +
4
√
n
7
)
= ε7n+
4ε
7
√
n− 4√n.
Oletetaan, että n ≥ 3136/ε2. Näin ollen solmuja S on oltava vähintään
|S| ≥ ε14n.
Johdetaan seuraavaksi ristiriita. Tiedetään, että
|S| ≤ |Br+1|+ |Y | .
Osoitetaan, että reuna-alueet Br+1 ja Y ovat kooltaan pienempiä kuin
|Br+1| , |Y | < ε28n.
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Kuva 18: Optimaalinen ratkaisu: joka seitsemäs solmu kuuluu joukkoon D′
(ympyröity) ja dominoi naapurisolmunsa (rajattu alue). Ulkoreunoilla on
oltava ylimääräinen dominoiva solmu jokaista seitsemää ulkoreunan solmua
kohden (ympyröity kahdesti).
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Etsitään riittävän suuret n ja s, jotta reuna-alueet ainakin ovat riittävän
pieniä. Oletetaan, että n ≥ 28N/ε. Koska |Br+1| < N ,
|Br+1| < N ≤ ε28n.
Monokromaattisten alueiden reuna-alueita Yi on r kappaletta, joten
|Y | = r(4√s(T + 1)− 4(T + 1)2) < ε28n.
Tämä pätee ainakin, jos
r4
√
s(T + 1) < ε28n
ja
n >
r112
√
s(T + 1)
ε
.
Koska verkko G koostuu vain r kappaleesta monokromaattisia alueita ja
Br+1:stä, pätee
N + rs > r112
√
s(T + 1)
ε
ja
s >
112
√
s(T + 1)
ε
− N
r
.
Näin ollen pätee myös ainakin
s >
1122(T + 1)2
ε2
.
Asetetaan nyt alarajat koko verkon ja monokromaattisten alueiden suu-
ruuksille. Vastaesimerkkiä varten täytyy löytää yksikin sopiva verkko, joten
rajoja pienempiä verkkoja ei tarvitse tarkastella. Olkoon monokromaattisen
alueen koko siis ainakin
s >
1122(T + 1)2
ε2
,
ja verkon koko ainakin
n >
28N
ε
.
Nyt käsittelemättömät alueet jäävät yhteensä pienemmiksi kuin ε14n, jolloin
ne eivät voi sisältää riittävästi ei-dominoivia solmuja (7−ε)-approksimaatiota
varten. Käsittelemättömiä alueita lukuun ottamatta kaikki solmut kuuluvat
dominoivaan joukkoon. Ristiriita, näin ollen algoritmia A ei ole olemassa.
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6 52-approksimaatio
Paras tunnettu algoritmi pienen dominoivan joukon löytämiseen vakioai-
kaisesti tasoverkossa antaa 52-approksimaation optimaalisesta tapaukses-
ta [LOW10, Len10, Waw14]. Alkuperäisessä artikkelissa [LOW10] saadaan
algoritmin antaman approksimaation ylärajaksi 130, mutta Wawrzyniakin
analyysi [Waw14] osoittaa ylärajan olevan 52. Algoritmi käyttää hyväkseen
uniikkeja tunnisteita, toimii rajoittamattoman kokoisten viestien LOCAL-
mallissa, eikä käytä satunnaisuutta hyväkseen. On olemassa myös ilman
uniikkeja tunnisteita CONGEST -mallissa toimiva algoritmi, joka tuottaa
636-approksimaation [Waw13].
6.1 Algoritmin kuvaus
Algoritmi A toimii seuraavalla tavalla verkossa G. Alkutilanteessa kukin
verkon G solmu v tietää vain oman uniikin tunnisteensa v. Solmulla v on
kolme lippua d, D1 ja D2, jotka ovat alkutilanteessa pois päältä. Lippujen D1
tai D2 aktivoituminen merkitsisi solmun v kuulumista dominoivaan joukkoon
algoritmin ensimmäisessä tai toisessa vaiheessa. Lippu d aktivoituu, mikäli
solmu on dominoitu.
Algoritmin ensimmäisessä vaiheessa etsitään solmut, joiden D1-lippu ak-
tivoituu. Ensimmäisellä kommunikaatiokierroksella kukin solmu lähettää
tunnisteensa kaikille naapureilleen. Tämän jälkeen jokainen solmu tietää
oman uniikin tunnisteensa v, sekä naapurustonsa Nv. Toisella kommunikaa-
tiokierroksella kukin solmu lähettää kaikille naapureilleen tuntemansa naa-
puruston Nv. Sen jälkeen jokainen solmu tuntee oman tunnisteensa v, oman
naapurustonsa Nv sekä naapurustonsa solmujen naapurustot Nu : u ∈ Nv.
Toisin sanoen v tuntee oman 2-naapurustonsa N (2)v . Jokainen solmu v voi
paikallisesti käydä läpi kaikki osajoukot A ⊆ N (2)v \ v : |A| ≤ 6. Mikäli
yksikään osajoukko A ei riitä dominoimaan joukkoa Nv, asettaa solmu v
lippunsa d ja D1 päälle.
Algoritmin toisessa vaiheessa etsitään solmut, joiden D2-lippu aktivoituu.
Kolmannella kommunikaatiokierroksella solmut, joiden lippu D1 on päällä,
lähettävät tiedon päällä olevasta lipustaan naapureilleen. Nämä naapurit
aktivoivat d-lippunsa. Neljännellä kierroksella jokainen solmu ilmoittaa
naapureilleen tunnisteensa ja lippujensa tilat. Neljännen kierroksen jälkeen
jokainen solmu v tietää oman 2-naapurustonsa N (2)v , sekä mitkä solmut
sen 1-naapurustossa on jo dominoitu. Viidennellä kierroksella jokainen
solmu lähettää kaikille naapureilleen 1-naapurustonsa solmujen tunnisteet ja
liput. Viidennen kierroksen jälkeen jokainen solmu tuntee 2-naapurustonsa
ja tietää, mitkä 2-naapuruston solmuista on jo dominoitu. Jokainen solmu
voi näillä tiedoilla laskea 1-naapurustonsa solmujen residuaaliasteen, eli
kuinka monta vielä ei-dominoitua naapuria kullakin naapurisolmulla on.
Kuudennella kierroksella solmut v, joiden d-lippu ei ole päällä, valitsevat 1-
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naapurustostaan solmun d(v), jonka residuaaliaste on suurin. Kaikki tällaiset
solmut v lähettävät tiedon valinnastaan valintansa kohteelle, jotka puolestaan
asettavat D2-lippunsa päälle.
Kaikki solmut, joiden lippu D1 tai D2 on päällä, kuuluvat verkon do-
minoivaan joukkoon. Kuudennella askeleella kaikki dominoimatta jääneet
solmut valitsevat itselleen dominoijan, joten kyseessä on todella koko verkon
dominoiva joukko.
Algoritmi 1 52-approksimaatio koko verkon näkökulmasta
1: D ← ∅
2: for v ∈ V hajautetusti do
3: if 6 ∃A ⊆ N (2)v \ {v} siten että Nv ⊆ N+A ja |A| ≤ 6 then
4: D ← D ∪ {v}
5: for v ∈ V hajautetusti do
6: δ¯v ←
∣∣∣N+v \ N+D ∣∣∣
7: if v ∈ V \ N+D then
8: ∆v ← maxw∈N+v {δ¯w}
9: valitse jokin d(v) ∈ {w ∈ N+v : δ¯w = ∆v}
10: D ← D ∪ {d(v)}
11: return D
Pelkistetysti koko verkon näkökulmasta algoritmi toimii siis seuraavasti.
Ensimmäisessä vaiheessa kaikki solmut selvittävät, voidaanko niiden 1-naa-
purusto dominoida korkeintaan kuudella muulla solmulla. Mikäli tämä ei
onnistu, tietää solmu kuuluvansa globaaliin dominoivaan joukkoon D. Toises-
sa vaiheessa jokainen solmu, jota ei vielä dominoida, valitsee inklusiivisestä
1-naapurustostaan solmun, joka dominoisi mahdollisimman montaa vielä
dominoimatta jäänyttä solmua. Valitut solmut kuuluvat myös globaaliin
joukkoon D, joka on toisen vaiheen jälkeen 52-approksimaatio pienimmälle
dominoivalle joukolle (ks. algoritmi 1).
Kuvassa 19 on simuloitu algoritmin toimintaa. Kuvassa on kaksi esitystä
verkosta: ylhäällä alkuperäinen verkko ja alhaalla algoritmin käsittelemä
verkko. Jokainen dominoivan joukon solmu d ∈ D on ympyröity katkoviivalla.
Algoritmin ensimmäisessä vaiheessa kaikki solmut tarkastavat, voidaanko
niiden 2-naapurusto dominoida korkeintaan kuudella solmulla. Yksi solmu
(d ∈ D1) ei toteuta tätä ehtoa ja merkitsee itsensä kuuluvaksi joukkoon D.
Tämä karsii tehokkaasti ylimääräisiä solmuja pois approksimaatiosta.
Toisessa vaiheessa solmut, jotka eivät kuulu d:n 1-naapurustoon valitsevat
naapureistaan sen, jolla on korkein aste (asteeseen ei lasketa d:n 1-naapurus-
ton solmuja). Kuten verkon vasemmasta laidasta käy ilmi, joukkoon D voi
päätyä paljon solmuja, jos asteen valinnassa käy huono tuuri. Toisaalta jos
käy hyvä tuuri, kuten verkon oikealla laidalla, D:n koko voi olla hyvinkin
lähellä optimaalista.
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Kuva 19: Alkuperäinen verkko ja algoritmin tuloksena saama joukko D
(katkoviivalla ympyröidyt solmut). Ensimmäisessä vaiheessa löydetyn solmun
d ∈ D1 naapuruston solmut ND1 on rajattu katkoviivalla: ne eivät etsi
itselleen dominoijaa algoritmin toisessa vaiheessa. Nuoli solmusta u solmuun
v merkitsee, että algoritmin toisessa vaiheessa u valitsee solmun d(u) = v ja
ilmoittaa tälle, että v kuuluu joukkoon D.
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Tässä tapauksessa optimaalisen ratkaisun koko on 11 solmua, kun al-
goritmin simulointi antoi ratkaisun D, jonka koko on 18. Vaikka verkon
vasemmalla puolella kävi d(v)-solmujen valinnassa huono tuuri, tulos on silti
alle 2-approksimaatio parhaasta ratkaisusta. Mikäli d(v):t valitaan optimaa-
lisesti, algoritmi palauttaa D:n, jonka koko on kyseisessä verkossa 12, mikä
jää vain yhdellä solmulla optimaalisesta tuloksesta. Epäoptimaalisimmat
d(v)-valinnat tuottavat D:n, jonka koko olisi 21, mikä on vasta vähän yli
2-approksimaatio ja vain reilu puolet solmujen kokonaismäärästä 39.
Algoritmi takaa 52-approksimaation, eli jokaista optimaalisen vastauksen
dominoivaa solmua kohden verkossa voi approksimaatiossa olla 52 domi-
noivaa solmua. Approksimaatio on siis melko karkea, vaikka huonoin tulos
vaatiikin aivan tietynlaisen verkon. Esimerkiksi Czygrinowin et al. algoritmil-
la [CHW08] saa paljon paremman (1 + α)-approksimaation varsin nopealla
O(log∗ n)-aikavaativuudella. Vaikka iteratiivinen logaritmi on teoreettisesti
vakioaikaista algoritmia hitaampi, ero on käytännöllisen kokoisilla verkoil-
la niin pieni, että käytännön sovelluksissa parannus approksimaatiossa on
todennäköisesti nopeutta oleellisempi.
6.2 1. vaiheen analyysi
Seuraavaksi verrataan algoritmin tuottaman dominoivan joukon D kokoa
pienimpään mahdolliseen dominoivaan joukkoon M ja osoitetaan, että D
on M :n 52-approksimaatio. Ensimmäisessä vaiheessa D:hen lisätyt solmut
muodostavat joukon D1 ja toisessa vaiheessa lisätyt solmut joukon D2. En-
simmäinen vaihe on analysoitu alkuperäisen algoritmin analyysin [LOW10]
mukaisesti.
Olkoon alkuperäinen verkko G. Verkossa H = (VH , EH) 6= G olevan
solmun v ∈ VH eksklusiivinen naapurusto merkitään Nv(H) ja joukon A ⊆
VH inklusiivinen naapurusto merkitäänN+A (H). Algoritmin 1. vaiheen jälkeen
D1 \M on rajattu.
Lemma 20. |D1 \M | < 3 |M |.
Todistuksessa käytettävän konstruktion idea on saada esiin se seikka,
että jokaista solmua d ∈ D1 \M kohden on ainakin 7 dominoivaa solmua
etäisyydellä 2. Siitä ja lemmasta 8 päästään tarkastelemaan |D1 \M |:n ja
|M |:n suhdetta.
Todistus. Muodostetaan tasoverkon G aliverkko H = (VH , EH) (ks. kuva 20):
• Aluksi VH = N+D1\M ∪M ja EH = ∅.
• Lisätään joukkoon EH kaikki kaaret, joiden toinen päätesolmu kuuluu
joukkoon D1 \M .
• Lisätään joukkoon EH minimaalinen määrä kaaria joukosta E, kunnes
VH = N+M (H), eli M on dominoiva joukko H:ssa.
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Kuva 20: Osa aliverkkoa H: Ylimmän solmun d ∈ D1 \M naapurustoa ei
ole voitu dominoida alle seitsemällä solmulla. Alimmalla rivillä olevat solmut
kuuluvat M :ään ja jäävät jäljelle, kun kaaret keskikerrokseen lyhennetään.
(Kuva alkuperäisartikkelia [LOW10] mukaillen.)
Nyt jokaisella solmulla v ∈ VH \ (D1 ∪M) on tasan yksi naapuri m ∈M ,
sillä tehtäessä M :stä H:n dominoiva joukko kaaria lisättiin minimaalinen
määrä. Seuraavaksi lyhennetään kaikki kaaret {v,m} siten, että jäljelle jäävä
solmu on m ∈ M . Nyt kaikkien solmujen d ∈ D1 \M aste on vähintään 7
(ks. kuva 21).
Kuva 21: Osa aliverkkoa H¯: sama kohta kuin kuvassa 20 kaarten lyhennysten
jälkeen. Keskellä olevan solmun d ∈ D1 \M aste on ainakin 7.
Lemman 8 mukaan jäljelle jäävä G:n aliverkko H¯ = (VH¯ , EH¯) toteuttaa
lauseen |EH¯ | < 3 |VH¯ |. Saman lemman mukaan, mikäli H¯:ssa on aliverkko,
jossa solmut D1 \M muodostavat mahdollisimman täyden verkon, on siinä
oltava vähemmän kuin 3 |D1 \M | kaarta (ks. kuva 22). VähennetäänD1\M :n
minimaalisesta yhteenlasketusta asteluvusta maksimaalinen määrä kaaria,
jotka saatettaisiin laskea kaksi kertaa:
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Kuva 22: Ympyröidyt solmut d ∈ D1 \M virittävät paksujen kaarten joukon,
jonka koko on välttämättä pienempi kuin 3 |D1 \M |. Kuvassa D1-solmuja
on 7, eikä upotukseen mahdu yli 15 paksua kaarta, joka on vähemmän kuin
3× 7 = 21. Ilman tasoverkkorajoitetta paksuja kaaria voisi olla (n− 1)n/2
kappaletta.
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7 |D1 \M | − 3 |D1 \M | <
∑
d∈D1\M
δd(H¯)−
∣∣{{d, d′} ∈ EH¯ : d, d′ ∈ D1 \M}∣∣
≤ |EH¯ |
< 3 |VH¯ |
≤ 3 (|D1 \M |+ |M |) .
Näin ollen
4 |D1 \M | < 3 |D1 \M |+ 3 |M |
ja lopulta
|D1 \M | < 3 |M | .
6.3 2. vaiheen analyysi
Toisen vaiheen analyysi on Wawrzyniakin parannetun version [Waw14] mu-
kainen. Nyt |D2|:n ja |M |:n suhteen tarkasteluun käytetään eri lailla määri-
teltyä aliverkkoa H. Jokaista D2:een valittua solmua kohden H:hon jää yksi
valitseva solmu.
Määritellään analyysissä käytettävät merkinnät Reg[G] ja Reg(G). Ol-
koon G tasoverkon upotus tasossa R2. Verkolla on tasan yksi ulkotahko
U , joka koostuu kaikista sellaisita pisteistä, jotka eivät ole verkon solmuja
tai kaaren osia, ja jotka eivät ole verkon kaarten ympäröimiä. Merkitään
Reg[G]:llä pistejoukkoa, johon sisältyy verkko G, sekä sen sisätahkot, eli kaar-
ten ympäröimät tahkot. Toisin sanoen Reg[G] = R2 \ U . Olkoon reunapolku
C lyhin sellainen polku, johon kuuluvat kaikki kaaret, jotka ovat ulkotahkon
U :n rajoja. Olkoon Reg(G) = Reg[G] \ C. Olkoon G tasoverkon G′ aliverk-
ko. Mikäli solmu v ∈ G′ on piste joukossa Reg[G] (tai Reg(G)), merkitään
v ∈ Reg[G] (tai v ∈ Reg(G)). Mikäli kaaren e ∈ G′ kaikki pisteet ovat jou-
kossa Reg[G] (tai Reg(G)), merkitään e ∈ Reg[G] (tai e ∈ Reg(G)). Jos G:n
kaikki solmut ja kaaret ovat pisteitä joukossa Reg[G′] (tai Reg(G′)), merki-
tään G ⊆ Reg[G′] (tai G ⊆ Reg(G′)). Esimerkiksi VG′ ∩ Reg[G] tarkoittaa
kaikkia VG′ :n solmuja, jotka kuuluvat pistejoukkoon Reg[G] (ks. kuva 23).
6.3.1 Verkko H ja kaksoistähdet
Merkintä d(v) vastaa algoritmin rivillä 9 esiintyvää d(v):tä. Solmu v valitsee
siis solmun x = d(v) joukkoon D2. Merkitään vastaavasti
d−1(x) = {v : d(v) = x}.
Määritelmä 21. Määritellään G:n aliverkko H = (VH , EH), joukko A ja
funktio m(u). Joukko A koostuu solmuista, jotka valitsevat solmun joukkoon
D2 siten, että jokaista lisättyä solmua kohden A:ssa on yksi solmu. Olkoon
verkko H seuraavanlainen:
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Kuva 23: Upotuksen solmut ovat todellisuudessa pisteitä, mutta ne on kuvaan
havainnollistettu suurilla ympyröillä. Harmaalla väritettyjen alueiden pisteet
kuuluvat joukkoon. Kaikki verkon G solmut ja kaaret kuuluvat joukkoon
Reg[G], mutta joukkoon Reg(G) kuuluu vain kaksi solmua ja yksi kaari.
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1. Aluksi VH = ∅, EH = ∅ ja A = ∅.
2. Jokainen solmu x ∈ D2, jolle d−1(x) \M on epätyhjä, valitsee mieli-
valtaisesti jonkin solmun v ∈ d−1(x). Lisätään tämä solmu v joukkoon
VH sekä joukkoon A.
3. Jokaista solmua u ∈ A kohden valitaan jokin solmu v ∈M \D1 siten,
että G:ssä on kaari {u, v}, tai u ∈M . Tämä on aina mahdollista, sillä
u:n on oltava dominoitu eikä se voi kuulua joukkoon N+D1 . Lisätään
solmu v joukkoon VH ja kaari {u, v} joukkoon EH . Merkitäänm(u) = v.
4. Jokaista solmua m ∈M ∩ VH kohden lisätään solmuja ja kaaria G:stä
H:hon, kunnes on olemassa mahdollisimman pieni solmujoukko Cm ⊆
VG \ {m} ja mahdollisimman pieni kaarijoukko Em ⊆ E siten, että Cm
dominoi solmut Nm (H) ∩A.
Kohdassa 2 valittujen solmujen määrä on korkeintaan |D2 \M | ≤ |A|+
|M |. Tarkastellaan seuraavaksi H:n aliverkkoja Hm ja huomataan, että niiden
tasoupotuksissa on oltava rajattu määrä solmuja pienimmästä dominoivasta
joukosta M .
Määritelmä 22. Tarkastellaan jotain m ∈ (M \D1) ∩ VH . Olkoon Hm =
(VHm , EHm) verkon H = (VH , EH) aliverkko siten, että
• VHm = {v ∈ A : m(v) = m} ∪ {m} ∪ Cm.
• EHm = {e = {u, v} ∈ EG : u, v ∈ VHm}.
Nimetään Hm kaksoistähdeksi. Olkoon cm jokin solmu Cm:ssä ja X =
(Nm(Hm) ∩Ncm(Hm)) ∪ {cm} ∪ {m}. Lisätään X:ään kaaret kaikkien X:n
solmujen xi, xj välille, mikäli niiden välillä on kaari verkossa Hm. Näin
muodostunutta aliverkkoa P = Hm[X] kutsutaan kaksoistähden osaksi ja sol-
mujoukkoa Bound(P ) = P ∩ (Reg[P ] \Reg(P )) kaksoistähden osan reunaksi
(ks. kuva 24).
Koskam /∈ D1, joukossa Cm on enintään kuusi alkiota ja näin ollen osia P
voi olla korkeintaan kuusi kappaletta. Olkoon P = {P1, P2, . . . , P`} kaikkien
verkon H kaksoistähtien Hm osista Pi koostuva joukko. Määritellään P:n
alkioille järjestys ≺ seuraavalla tavalla: mille tahansa Pi, Pj ∈ P, Pi ≺ Pj
jos, ja vain jos Pi ⊆ Reg[Pj ]. Kutsutaan Hm:ää pieneksi kaksoistähdeksi,
mikäli |VHm | ≤ 36. Muulloin Hm on suuri kaksoistähti. Merkitään P` ⊆ P :llä
suurten kaksoistähtien osien joukkoa.
Kaikki verkon H solmut kuuluvat johonkin joukkoon P ∈ P. Tässä
ja seuraavassa aliluvussa aikomuksena on osoittaa, että kaikki osat P ∈
P sisältävät Reg(P ):ssä ainakin lineaarisen määrän solmuja joukosta M
suhteessa P :n kokoon. Tarkastelemalla tätä suhdetta saadaan raja |D2 \M |:n
koolle. Osan P sisällä Reg(P ):ssä voi olla jokin toinen kaksoistähden osa, joka
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Kuva 24: Verkko Hm. Osia P voi olla korkeintaan 6 kappaletta. Nuolet
osoittavat johonkin ai:n valitsemaan solmuun d(ai) (jota välttämättä ei näy
kuvassa). (Kuva alkuperäisartikkelia [Waw14] mukaillen.)
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ei kuulu P :hen. Tällaiset toisen kaksoistähden sisällä olevat kaksoistähdet
tulee tarkastella erikseen.
Määritelmä 23. Olkoon A′ ⊆ A, joka saadaan poistamalla A:sta pienten
kaksoistähtien solmut (VHm ≤ 36), kaksoistähtien reunoilla olevat solmut ja
solmut, jotka valitsevat joukkoon D2 solmun kaksoistähden reunalta. Toisin
sanoen
A′ ={v ∈ A :
∣∣∣VHm(v) ∣∣∣ > 36}\⋃
P∈P`
{v ∈ P : v ∈ Bound(P ) tai ∃P ′ ∈ P` : d(v) ∈ Bound(P ′)}.
Muodostettaessa A:sta A′:a poistetaan jokaisesta pienestä kaksoistähdes-
tä siis korkeintaan 36 solmua. Suurissa kaksoistähdissä taas pätee∑
P∈P`
|Bound(P ) ∩A| ≤ 3 |P`| .
Vasen ja oikea puoli ovat yhtä suuret, jos kaksoistähtien osissa on ainakin
3 solmua A:ssa ja cm ∈ Cm ei kuulu joukkoon M . Mitkään kaksi solmua
u ∈ A ja v ∈ A eivät voi valita samaa solmua x = d(u) = d(v) joukkoon D2.
Näin ollen kolmea reunasolmua kohden on korkeintaan kolme solmua, jotka
valitsevat ne joukkoon D2. Niinpä A:sta poistetaan suurten kaksoistähtien
yhteydessä korkeintaan 6 |P`| ≤ 36 |M`| solmua, jossa M` ⊆ M on suurten
kaksoistähtien m-solmuista koostuva joukko (ks. kuva 25). Kaiken kaikkiaan∣∣A′∣∣ ≥ |A| − 36(|M`|+ |M \M`|) ≥ |A| − 36 |M | .
Kutsutaan suureksi kaksoistähden osaksi osaa, johon kuuluu ainakin
kaksi solmua joukosta A′. Seuraavassa aliluvussa osoitetaan, että jokaisen
suuren osan P ∈ P sisällä Reg(P ):ssä on oltava optimaaliseen ratkaisuun
kuuluva solmu m ∈ M , joka ei sijaitse jonkin P :n sisällä sijaitsevan P ′:n
sisällä Reg(P ′):ssa. Tällaisten solmujen m ∈M määrä riippuu VP ∩A:sta.
6.3.2 Rajojen todistus
Olkoon G tasoverkko ja H määritelmän 21 mukaisen G:n aliverkon jokin
upotus. Olkoon jokin cm = Cm ∩ VP , jossa Cm on määritelty määritelmän 21
neljännessä kohdassa. Solmut a1, a2, . . . , a` ovat solmuja joukosta A ∩ VP
siten, että m(ai) = m ja että ne on numeroitu suhteessa niiden väliseen
sijaintiin P :n upotuksessa. Olkoot määritelmän 23 mukainen joukko A′ ja
solmu aj ∈ A′ ∩ VP siten, että m(aj) = m. Solmun d = d(aj) on oltava
alueen Reg(P ) sisällä (tai solmu aj ei kuuluisi joukkoon A′). Merkitään B:llä
sellaista Hm:n sykliä, jonka ympäröimä ala on mahdollisimman pieni siten,
että d ∈ Reg(B). Mikäli cm kuuluu joukkoon A, on B = (ai,m, ai′ , cm).
Mikäli taas cm ei kuulu joukkoon A, on B = (ai,m, cm). Solmun d täytyy
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Kuva 25: Kaksoistähti Hm. Ympyröidyt solmut kuuluvat joukkoon A′. Kak-
soistähdessä voi olla korkeintaan 6 osaa, ja jos jokaisesta poistetaan 6 solmua,
kuten osasta, jossa v1 on, poistetaan yhteensä 36 solmua.
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dominoida ainakin yhtä monta ei vielä dominoitua naapuria G:ssä kuin minkä
tahansa aj :n naapurinkin. Toisin sanoen
δ¯d ≥ δ¯, jossa δ¯ = max{δ¯m, δ¯cm}.
Määritelmän mukaan joukkojen A′ ja M leikkaus on tyhjä ja erityisesti
d /∈M . Koska d:llä voi olla korkeintaan 4 naapuria joukossa P ja d ei voi olla
D1:n dominoima, d:llä on oltava ainakin δ¯ − 5 naapuria z1, . . . , zt ∈ Reg(P )
siten, että z1, . . . , zt /∈ VP . Joukkoa {z1, . . . , zt} merkitään Z:lla.
Jaotellaan solmut d kahdenlaisiin tyyppeihin: (i) ja (ii). Jos solmu d on
tyyppiä (i), merkitään d(i) ja jos tyyppiä (ii), merkitään d(ii). Solmuun d(i)
liittyvää Z-naapurustoa merkitään Z(i), ja solmuun d(ii) liittyvää naapurustoa
Z(ii).
Määritelmä 24. Solmu d on tyyppiä (i), jos siihen liittyy naapurusto Z(i)
siten, että yksikään solmu u ∈ Z(i) ei kuulu M :ään (u /∈M) ja
• jokainen solmu u ∈ Z(i) on joko m:n tai cm:n naapuri (ks. kuva 26
(a)–(b)) tai
• se kuuluu jonkin P ′ ≺ P reunasykliin C siten, että |VP ′ ∩A′| ≥ 2 ja
m ∈ P tai cm ∈ P kuuluu sykliin C (ks. kuva 26 (c)–(d)).
Muussa tapauksessa solmu d on tyyppiä (ii).
Lemma 25. Jokaisessa Reg(P ):ssä voi olla korkeintaan yksi tyypin (i)
solmu d(i).
Todistus. Merkitään t:llä niiden kaarien määrää, jotka yhdistävät {m, cm}:n
ja Z(i):n solmuja. Tehdään vastaoletus, että tyypin (i) kriteerit toteutuvat
kahteen erilliseen solmuun aj , aj′ ∈ A′ liittyvissä solmuissa d(aj) ja d(aj′).
Merkitään näihin liittyviä Z(i)-naapurijoukkoja Z ja Z ′. Tällöin jokainen
solmu joukossa Z ∩ Z ′ on yhteydessä solmuihin d(aj), d(aj′) ja solmuun
m ∈M tai cm. Huomaa, että solmu m voi olla myös P ′ ≺ P :n sisällä kuten
kuvassa 26 kohdissa (c)–(d). Lyhennetään solmut {aj , d(aj)}, {aj′ , d(aj′)}
ja {m, cm} (pitkin polkua, joka ei sisällä aj :tä eikä aj′ :a). Tuloksena saatu
verkko sisältää K3,3-verkon jos |Z ∩ Z ′| ≥ 3, mikä on ristiriita, sillä verkko
G on tasoverkko. Näin ollen |Z ∩ Z ′| ≤ 2, mikä tarkoittaa epäyhtälön δ¯d ≥ δ¯
valossa, ettei useampi kuin yksi solmu d = d(a) : a ∈ A′ kussakin kaksois-
tähden osassa P voi olla tyyppiä (i). Muutoin m:llä ja cm:llä olisi yhteensä
t+ t′ naapurisolmua, jotka eivät kuulu P :hen ja molemmilla olisi ainakin 30
yhteistä naapurisolmua joukossa VP ∩A′. Tällöin m:llä tai cm:llä olisi ainakin
t+ t′ − 2 + 30 ≥ 2δ¯ − 10 + 30 naapurisolmua, mutta tämä on mahdotonta,
sillä δ¯ = max{δ¯m, δ¯cm}.
Kussakin kaksoistähden osassa muut solmut d tätä yhtä (i)-tyypin solmua
lukuunottamatta ovat tyyppiä (ii).
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Kuva 26: Esimerkkejä Z:n erilaisista esiintymismuodoista. Kohdissa (a)–(d)
solmu d on tyyppiä (i) ja kohdissa (e)–(f) tyyppiä (ii). (Kuva alkuperäisar-
tikkelia [Waw14] mukaillen.)
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Lemma 26. Mikäli solmu d on tyyppiä (ii), täytyy syklin B sisällä olla
jokin solmu m′ ∈ M , joka ei kuulu Reg(P ′):uun, kun P ′ ≺ P , P ′ 6= P ja
|VP ′ ∩A′| ≥ 2 (ks. kuva 26 (e)–(f)).
Toisin sanoen syklin B sisällä on oltava sellainen solmu m′ ∈M , joka ei
ole jonkin toisen tämän syklin sisällä olevan kaksoistähden sisällä.
Todistus. Jokaisen solmun v ∈ Z täytyy joko kuulua M :ään, tai sen täytyy
olla M :n dominoima. Tarkastellaan lemman 26 väitettä kahdessa osassa:
ensin tapausta, jossa d(ii):n naapurisolmu u ∈ Z(ii) kuuluu joukkoon M ja
sitten tapausta, jossa u ei kuulu joukkoon M . Ensimmäisessä tapauksessa
on jokin solmu u ∈ Z(ii) ∩M (ks. kuva 26 (e)). Kuitenkin A′:n määritelmän
mukaan solmut aj ∈ A′ ja d eivät kuulu minkään kaksoistähden osan reunaan.
Näin ollen u ∈ Z ∩M ei voi olla Reg(P ′):ssa millekään P ′ ≺ P , P ′ 6= P ,
joten lemma 26 pätee.
Muussa tapauksessa on jokin solmu u ∈ Z(ii) \M ja u:lla on naapuri
m′ ∈ M verkossa G. Koska u /∈ Z(i), ei ole olemassa kaksoistähden osaa
P ′ ∈ P (P ′ ≺ P ja |VP ′ ∩A′| ≥ 2) siten, että {m, cm} ∩ VP ′ 6= ∅ ja m′ ∈
Reg(P ′). Mikäli on jokin kaksoistähden osa P ′(P ′ ≺ P ja |VP ′ ∩A′| ≥ 2)
siten, että m′ ∈ Reg(P ′), on oltava u ∈ Bound(P ′), sillä {u,m′} ∈ EG ja G
on tasoverkko. Näin ollen on olemassa solmu m′′ ∈M ∩Bound(P ′)∩Reg(P ),
eikä ole sellaista P ′′ ≺ P , että |VP ′′ ∩A′| ≥ 2 ja m′′ ∈ Reg(P ′′) (ks. kuva 26
(f)). Lemma 26 siis pätee.
Korollaari 27. Olkoon P ∈ P määritelmän 22 mukaisen kaksoistähden Hm
osa ja k = |VP ∩A′| ≥ 2. Tällöin∣∣∣∣∣∣M ∩
Reg(P ) \ ⋃
P ′≺P, |VP ′∩A′|≥2
Reg(P ′)
∣∣∣∣∣∣ ≥
⌈
k − 1
4
⌉
.
Toisin sanoen jokaisen kaksoistähden osan vähintään n. joka neljännen
syklin sisällä on oltava sellainen solmu m′ ∈ M , joka ei ole jonkin toisen
tämän syklin sisällä olevan kaksoistähden sisällä.
Todistus. Yhdellä Reg(P ):n tahkolla on korkeintaan neljä valittua solmua
d(a1), d(a2), d(a3) ja d(a4), jossa a1, a2, a3, a4 ∈ Reg(P )∩(A′∩VP ). Näin ollen
ja lemman 26 perusteella Reg(P ):n joka neljännessä syklissä {ai,m, ai+1, cm}
on oltava solmu m′ ∈M (ks. kuva 27). Toisaalta lemman 25 mukaan jokai-
sessa kaksoistähden osassa saa olla korkeintaan yksi tyypin (i) solmu d.
Lemma 28. Toisessa vaiheessa valittuja ylimääräisiä solmuja on korkeintaan
|D2 \M | ≤ 48 |M |.
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Kuva 27: Ainakin joka neljännessä kaksoistähden tahkossa on oltava solmu
m′ ∈M , jotta valituilla solmuilla d ∈ D2 (solmut, joihin nuolet osoittavat)
voi olla paljon muita naapureita kuin m ja cm. Tällainen solmu m′ voi
dominoida d:n naapurisolmut ilman, että m:n tai cm:n aste kasvaa.
Todistus. Jaetaan A′ kahteen osaan: joukko A′1 koostuu korollaarin 27 kä-
sittelemien kaksoistähtien osien solmuista A′:ssa ja joukko A′2 = A′ \ A′1.
Olkoon γ solmujen A′1 joukkoon D′2 \M lisäämien solmujen määrä suhteessa
optimaaliseen dominoivaan joukkoon M , siis γ = |A′1| / |M |. Korollaarissa 27
tarkastellaan vain solmuja M , jotka ovat upotuksessa jonkin kaksoistähden
suuren osan P ∈ P sisällä, mutta eivät minkään pienemmän toisen osan P ′
sisällä. Näin ollen, jos lasketaan kaikkien osien P ∈ P sisältämät solmut M
yhteen, jokainen m ∈M tulee lasketuksi vain kerran.
Korollaarin 27 mukaan γ:n arvo on sitä pienempi, mitä suurempi kaksois-
tähden osa P on. Suurimmillaan γ on, kun |VP ∩A′1| = 5. Tällöin jokaista
viittä A′1 ∩ VP :n solmua kohden on yksi solmu joukosta m ja γ = 5. Korol-
laari 27 käsittelee vain kaksoistähden osat, joissa on ainakin kaksi solmua
A′:ssa. Jokaisessa kaksoistähdessä voi olla korkeintaan 6 solmua v ∈ A′, jot-
ka ovat yksin jossain kaksoistähden osassa, joten A′2 ≤ 6 |M |. Näin ollen
|D2 \M | ≤ |A′|+ 36 |M |+ |M | ≤ 48 |M |.
Lopulta yhdistetään ensimmäisen ja toisen vaiheen tulokset, ja saadaan
koko algoritmin approksimaatioyläraja. Algoritmin palauttama dominoiva
joukko on siis D, ja M on optimaalisen ratkaisun dominoiva joukko.
Teoreema 29. Algoritmi tuottaa dominoivan joukon, jonka koko on kor-
keintaan |D| ≤ 52 |M |.
Todistus. Yhdistämällä lemma 20 ja lemma 28 saadaan
|D| ≤ |M |+ 3 |M |+ 48 |M | = 52 |M | .
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7 Yhteenveto
Tässä työssä näytettiin, että ei ole olemassa algoritmia, joka antaisi vakioajas-
sa pienimmälle dominoivalle joukolle tasoverkossa (7− ε)-approksimaation,
kun ε > 0. Toisaalta esiteltiin paras tunnettu vakioaikainen hajautettu al-
goritmi, joka antaa ongelmaan 52-approksimaation uniikkien tunnisteiden
LOCAL-mallissa.
Ylärajatulos on melko kaukana alarajatuloksesta. Onkin mielenkiintoinen
kysymys, kuinka hyvään approksimaatioon optimaalinen algoritmi voi päästä.
Ylärajatulosta on ehkä mahdollista laskea vielä lisää uudenlaisella analyysillä,
sillä ei ole osoitettu verkkoa, jossa algoritmi päätyisi 52-approksimaatioon.
Korollaarin 9 mukaan ei ole mahdollista rakentaa 2k-säännöllistä taso-
verkkoa, jossa k > 3. Mikäli alarajaa voidaan nostaa lisää, sen todistamiseen
täytyy näin ollen käyttää tekniikoita, jotka eivät perustu sellaiseen verkon
rakenteeseen, jossa naapurusto näyttää lähes jokaisesta solmusta samanlai-
selta.
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