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ABSTRACT

RADIATION SIMULATIONS OF THE CMS DETECTOR

Graham J Stoddard, M.S.
Department of Physics
Northern Illinois University, 2015
Dr. Pushpa Bhat, Director

This thesis presents results of recent radiation simulations for the Compact Muon
Solenoid detector at the Large Hadron Collider at CERN performed using the Monte Carlo
simulation package FLUKA. High statistics simulations with a fine granularity in the detector were carried out using the Condor batch system at the Fermilab LHC Physics Center.
In addition, an existing web tool for accessing and displaying simulation data was upgraded.
The FLUKA data and previously generated MARS Monte Carlo data can be plotted using
1-D or 2-D plotting functionalities along R and Z, the transverse distance from the beamline
and the distance along the beamline, respectively. Comparisons between the data sets have
been carried out; the effect of particle transport thresholds in both packages was explored,
comparisons with zero magnetic field in the CMS solenoid and full field are made, a model of
non-ionizing energy losses is examined, and sensitive areas of interest within the simulation
are identified.
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CHAPTER 1
INTRODUCTION

1.1

The Large Hadron Collider

The Large Hadron Collider (LHC) at CERN in Geneva, Switzerland is the world’s largest,
and most powerful particle physics accelerator. The collider accelerates two beams of protons
to nearly the speed of light and collides them together to probe our understanding of physics
at the highest energy and smallest distance scales. There is also a running mode in which
heavy ion beams are accelerated and collided. The beams are made to collide at four points
along their nearly circular path through the LHC main ring, which is 27 km in circumference.
Detectors are located at each interaction point to observe the proton-proton (pp) collisions,
which result in a spray of particles. The proton beams will each have an energy of 6.5 TeV
√
and collisions will have a center of mass energy s =13 TeV (1 TeV = 1012 eV. One electronvolt is the energy gained by an electron or a proton when accelerated through a potential
difference of one volt. An aerial view of the LHC, the detectors, and the SPS accelerator is
shown in Fig. 1.1. This picture shows the approximate location of the main features of the
LHC because the detectors are located approximately 100 meters underground. The figure
also displays the location of the LHC in France and Switzerland, as the accelerator crosses
the border of the two countries. The Compact Muon Solenoid (CMS), ALICE, and LHCb
detectors are located in France, while ATLAS is located in Switzerland along with the CERN
administrative center.

2

Figure 1.1: An aerial view of the Large Hadron Collider looking west toward the
Jura mountains.
The four main experiments, CMS, ATLAS, LHCb, and ALICE
are shown as well as an outline of the main beam pipes and the SPS beam pipe.
(Image source:http://scienceblogs.com/startswithabang/2011/05/09/the-future-of-collidersbeyond/)
The LHC is a particle physics laboratory that provides physicists a powerful tool to
investigate many questions which remain unanswered, including the origin of mass, how to
unify the fundamental forces of our universe, the nature of dark matter and dark energy, the
matter/antimatter asymmetry seen in the universe, as well as probing the states of matter in
the early universe. The high energy of pp collisions at the LHC may provide enough energy to
produce the particles that are predicted by theories, such as supersymmetry, which address
some of these problems.

1.2

The Compact Muon Solenoid (CMS) Experiment

The Compact Muon Solenoid (CMS) is a modular, general purpose detector [1] for looking
at the wide particle spectrum from pp collisions at the LHC. Made up of several layers and
sub-systems, CMS aims to measure the characteristics of all the particles with the goal of
reconstructing their parent state. CMS uses this data to fulfill its primary goals of exploring
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physics at the TeV scale and studying the mechanism of electroweak symmetry breaking by
observing the Higgs particle and other related phenomena.
The superconducting solenoid magnet is the distinguishing feature of CMS and is large
enough to contain the silicon tracker detector and both the electromagnetic and hadronic
calorimeters. Outside of the magnet lies the muon system and steel plates which return
the magnetic field flux. These layers are shown in Fig. 1.2. Sitting in a cavern near Cessy,
France, the CMS detector is over 21 m long, and has a diameter of 15 m. The entire detector
has a total weight of over 12 500 tons, which relative to other detectors its size, makes it
“compact”. With a pseudorapidity coverage of 0 < |η| < 5.0 CMS can see nearly all of the
particles from collisions. Pseudorapidity, η, is related to the polar angle, θ, of the particle
emitted from the collision point and expressed as:
θ
η = −ln(tan ).
2

(1.1)

The CMS all-silicon tracker (Tracker) has been designed to give extremely precise location
information for charged particles coming from pp collisions. Comprised of 66 million pixels
and 9.6 million silicon strips, the Tracker is highly modular, with a barrel section and two
end caps, one on each end. To provide the resolution and granularity necessary to deal with
the high track multiplicity of pp collisions, the tracker barrel houses ten layers of silicon
microstrip detectors with an additional three layers of silicon pixel detectors inside the strip
system. The tracker end caps are comprised of two pixel layers, three inner disks, and nine
outer disk layers. The Tracker has a length 5.8 m and a diameter of 2.6 m in a cylinder
around the beam pipe, which is centered at the nominal collision point. The Tracker is
shown in Fig. 1.3.
The electromagnetic calorimeter (ECAL) is a hermetic, homogeneous calorimeter for the
detection of electrons and photons. The ECAL is designed as a cylinder around the Tracker
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Figure 1.2: An overview of CMS showing the detector sub-systems including the silicon tracker, ECAL, HCAL, the superconducting solenoid magnet, the muon chambers,
the steel flux return yoke for the magnet, and the HF forward calorimeters. (Image
source:http://cms.web.cern.ch/news/cms-detector-design)
and has a barrel and two end caps. The ECAL barrel is comprised of 61 200 lead tungstate
(PbWO4 ) crystals and the end caps are comprised of another 7 324 crystals. Each group of
crystals is arranged into a “supermodule” of which there are 36 covering the pseudorapidity
range from from 0 < |η| < 1.479. Shown in Fig. 1.4, the ECAL covers an overall pseudorapidity range |η| < 3.0 with the end caps providing coverage, from 1.479 < |η| < 3.0. PbWO4
crystals were chosen for their radiation hardness, fine granularity, and fast light emission
time.

5

Figure 1.3: A schematic view of a quarter of the tracker. The sub-detectors have been
labeled: TIB and TOB are the tracker inner and outer barrel; PIXEL includes the barrel
and endcap pixel systems; TID are the tracker inner disks; TEC are the tracker end cap
disks. (Image source:http://inspirehep.net/record/802862/files/fig1.png)

Figure 1.4: A schematic view of a quarter the ECAL showing the barrel and end cap
PbWO4 crystals arranged in supermodules, and the pre-shower section in front. (Image
source:https://inspirehep.net/record/1251416/plots)

6
By measuring the energy and direction of particle jets, the hadron calorimeter (HCAL)
measures the energy and direction of originating partons, quarks and gluons. Missing transverse energy, measured from the imbalance in transverse momentum from jets and charged
leptons, is a signal of neutrinos and is vital for correct determination of signals of new particles and phenomena. When hadronic matter interacts with the material of the HCAL,
particle cascades known as showers form and these showers are often large, which determines the granularity of the detector needed to observe them. The HCAL is divided into the
hadronic barrel and outer barrel (HB and HO), end caps (HE), and the forward detectors
(HF). The entire HCAL covers a pseudorapidity range of |η| < 5.0, making it hermetic so that
all of the particles, except neutrinos which are inferred by missing transverse momentum,
produced in collisions can be seen.
The HCAL is a sampling calorimeter made of brass and steel absorber plates interleaved
with active scintillator tiles. When hadronic particles interact with the absorber plates,
secondary particles are produced, which flow through the detector producing their own
secondaries, leading to a shower. As the shower proceeds through the HCAL, the particles
pass through the active scintillator tiles causing them to emit light, which is read out,
summed, and stored giving a measure of the energy of the particles that produced the light.
The choice of magnetic field configuration was a driving force behind the design and layout
of the CMS detector. The curvature of charged particles in a magnetic field corresponds to
their momentum. By having the highest magnetic field possible, the paths of even high
energy particles are bent, which combined with the precision of the Tracker, ECAL, and
HCAL inside the magnet allows for accurate measurements of the momentum and energy
for those particles. To achieve the dual goals of compactness and a strong magnetic field, a
superconducting solenoid magnet was chosen. The CMS solenoid magnet is 13 m long and
5.9 m in diameter and produces a 3.8 T field. The bore of the magnet is large enough to
contain the tracking system and both calorimeters.
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The final layer of CMS is the Muon system, which is divided into a barrel detector and
two end caps. Robust and precise muon measurement is an important goal of CMS as this
provides a powerful tool for the detection of interesting events. Many decay channels of
exotic particles have muons in the final state, thus it is vital to measure them precisely.
Energetic muons are able to pass through large amounts of material with little deviation,
so the muon detectors are placed outside where other particle rates are extremely low. The
powerful magnetic field and four layers of detectors make the Muon system very effective.
The Muon system is made up of 1 400 muon chambers, distributed between the two parts
of the detector to cover a range of |η| < 2.4. This system is segmented into four stations each
in the barrel and end cap, as shown in Fig. 1.5. There are 250 drift tubes arranged in four
concentric cylinders in the barrel region, interleaved with the steel flux-return yoke, while 540
cathode strip chambers are arranged in four disks to form the end caps. Finally, 610 Resistive
Plate Chambers are placed in both the barrel and the end caps to provide redundancy. This
coverage ensures that muons with enough energy to penetrate the detector will cross at least
three stations.
Heavy and exotic particles are typically unstable and when they decay their original
mass goes into creating stable and semi-stable particles, which are what the CMS detector
systems observe. These decay products, or secondaries, can be of several types -charged and
neutral hadrons, electrons, photons, muons, and neutrinos. Thus, it is important to be able
to detect a wide variety of particles when looking at hadron collisions. CMS was designed
with this principle in mind, which allows the experiment to be sensitive to as many types of
new physics as possible. Fig. 1.6 shows the tracks of particles within each layer of CMS and
the projected output signal from such interactions. Each track starts from the center of the
detector, where the collisions occur.
Charged particles, represented by solid lines, leave tracks in the Tracker giving precise
information about the momentum of these particles. In the ECAL, electrons and photons
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Figure 1.5: Layout of 1/4 of the CMS muon systems with a few values of η shown. (Image
source:CMS TDR)

9
interact with the PbWO4 crystals and produce electromagnetic showers consisting of electrons and photons. Hadrons, such as protons, pions, and neutrons pass through the first two
layers into the HCAL where they lose energy in the brass absorber plates and hadronize,
yielding showers of secondary particles that produce light, which is eventually converted
into electric charge by the detector element. Finally, muons will travel through to the Muon
systems, where they ionize gas in the drift tubes, cathode strip tubes, and RPCs allowing
the position of the particle to be determined. The other key feature of Fig. 1.6 is the bent
path of the charged particles. The magnetic field supplied by the CMS solenoid bends the
trajectory of charged particles inversely proportional to their transverse momenta, allowing
precise measurements of particle momentum to be taken.

Figure 1.6: A diagrammatic view of the CMS detector showing particle tracks characteristic of the interaction for each layer. (Image source:https://cms-docdb.cern.ch/cgibin/PublicDocDB/ShowDocument?docid=4172)
Summing the light signals in the calorimeters gives an accurate measurement of the
energy of each particle. Along with the momentum information from the Tracker and Muon
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systems, the collision which produced these particles can be reconstructed, allowing physicists
to determine whether a particular event is of interest.

1.3

High Energy Physics Concepts

The Standard Model (SM) is the established theoretical framework of particles and forces.
The SM contains our best description of elementary particles, the four fundamental forces,
and their force carriers. Matter is comprised of elementary particles, which can be divided
into two groups: quarks and leptons. Each group consists of six particles and six antiparticles, for a total of 24 elementary particles. Combined with the force carriers, bosons,
the SM can be organized into a concise table, as shown in Fig. 1.7. The particles included in
the first generation SM combine to form the atoms and molecules that we recognize as the
matter in and around us in our daily lives. The SM provides a way to predict a wide variety
of phenomena and has successfully explained almost all experimental results to date. Since
its formulation in the 1970’s, the SM has been verified by many experiments and has been
established as a well-tested theory.
Hadrons, composite particles that are made up of quarks, are held together by strong
force carriers (gluons). There are two families of hadrons, baryons and mesons, with baryons
being more common particles such as protons and neutrons, while mesons include largely
pions and kaons, both of which decay to leptons. Baryonic matter is composed of three
quark states with the best known combinations being protons, made of two up quarks and a
down quark, and neutrons, made of two down quarks and an up quark. Mesons are doublet
states, composed of a quark-antiquark pair, with the example of an up and an antidown
quark making a π + meson. Hadrons can be charged or neutral, according to their quark
content.
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Figure 1.7:
The Standard Model of particles and forces.
Elementary particles are grouped by type (quark, lepton, or boson), by spin (spin 0, spin
1
, spin 1), by charge (+ 23 , − 13 , 0, -1), and by generation.
(Image source:
2
https://commons.wikimedia.org/wiki/File:Standard Model of Elementary Particles.svg#
/media/File:Standard Model of Elementary Particles.svg)

12
A particle accelerator is a device that uses electromagnetic waves to propel charged
particles to high speeds and magnetic fields to bend and confine them. The LHC is an
example of a particle accelerator facility that uses proton beams for fundamental research.
At the LHC, there are several stages to preparing a 7 TeV proton beam before it can be
injected into the main ring for collisions. As shown in Fig. 1.8, the beams start out as
hydrogen gas, which is ionized leaving just the protons, before being sent through LINAC
2, where their energy is subsequently increased for injection into the Proton Synchrotron
Booster, the Proton Synchrotron (PS), the Super Proton Synchrotron (SPS), and finally the
LHC main ring, where the beam bunches are accumulated, accelerated to their peak energy,
and circulated for a period of many hours during which time collisions are made to occur at
four interaction points.
For the current run, the peak beam energy of proton beams at the LHC is 6.5 TeV per
√
beam, which yields a center of mass energy, s = 13 TeV. This is one of the advantages
of colliding two beams of particles, rather than colliding a beam with a fixed target. In
the case of the fixed target, the kinematics of hitting the target are simple, but the energy
that goes into creating new particles is proportional to the square root of the beam energy
√
E. In contrast, the process of colliding two particle beams is much more difficult, but
yields a collision energy that is the sum of the two beam energies. Thus in the current LHC
configuration Ecom = 6.5 + 6.5 = 13 TeV.
The proton beams at the LHC are not continuous, rather they are divided up into bunches
that cross each interaction point at 25 ns intervals. The rate at which collisions between
the beams happens is controlled by two main factors, the cross section of the interaction,
measured in barns (b), and the instantaneous luminosity of the beam, measured in cm−2 s−1 .
The unit of a barn has a historical name, physicists remarked that the size of the uranium
nucleus they were working with was “big as a barn,” hence the name. In standard units,
1 b= 10−28 m2 = 10−24 cm2 . A characteristic of the particle beam is the instantaneous
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Figure 1.8: The LHC accelerator facility with a description of the proton beam speed as
the protons pass through each stage of acceleration. (Image source: http://lhc-machineoutreach.web.cern.ch/ lhc-machine-outreach/lhc in pictures.htm)
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luminosity which allows for calculation of the rate at which interactions occur. Luminosity
is a measure of the number of particles in colliding beams weighted by the likelihood of
collision. Many factors, such as the area of the beam and the particle flux provided by the
beam, determine the luminosity.
One typically wants the luminosity to be as high as possible. The integrated luminosity is
calculated by integrating the luminosity over the amount of time a collider was running, and
the amount of data available for analysis depends on this quantity. Often times, this figure
is given in inverse picobarns (pb−1 ) or inverse femtobarns (fb−1 ). The expected number of
events, Nevents , for any given process is given by:

Nevents = Lint × σ

(1.2)

where the integrated luminosity, Lint , is multiplied by σ, the probability of an interaction of
a particular type.
Most of the interactions between protons in the LHC do not result in head-on collisions,
thus will not yield a large enough amount of energy to produce the heavier, rare particles
that CMS is looking for, such as the Higgs boson. Also, not every head-on pp collision will
result in a Higgs, there are many other heavy particles which may be produced instead. The
rarity of producing the Higgs is represented in its cross section, which describes how often
pp collisions will result in a given final state.
A further difficulty with the goal of trying to study heavy, exotic particles is that they
often have very short lifetimes. That is, once the particle is produced, there is only a very
short time (ranging between a few seconds to 10−24 s) before that particle decays into less
massive and more stable particles. This means that, in some cases, even though the collision
constituents are moving very close to the speed of light, they essentially decay at the exact
spot where they are produced and what we see coming out of the collision are the decay

15
products of these heavy particles. For this reason it is important to build large detectors
that can detect every type of particle produced in pp collisions. In CMS, for example, muons
leave tracks in the Tracker and Muon chambers which, when coupled with the large magnetic
field that bends the muons, allows for measurement of their momenta. This helps physicists
reconstruct the pieces of a particle interaction and determine the original particle state.
The desire to study rare processes, such as Higgs production, is the motivation for creating
particle accelerators which can deliver high luminosities at very high energies. However, as
a result, lots of particles are created, producing a large radiation dose in detectors like CMS.
Understanding this radiation environment is vital, as it allows for safe operation of the
detectors, an understanding of the evolution of the performance of various detector elements
over the lifetime of the experiment, and for performing research and development on detectors
for upgrades and future development. Therefore, radiation simulations are essential to meet
these needs. In this analysis we assume that the radiation is dominated by pp collisions, that
the radiation occurs gradually over time, and radiation damage depends only on integrated
luminosity.
The amount of dose and particle fluence within CMS will be extremely high, so the
materials that can be used in such an environment have to be radiation hard. Silicon was
used in the Tracker, PbWO4 was used in the ECAL, and plastic scintillator in the HCAL.
An equivalent fluence of about 1014 1 MeV neutrons per cm2 represents a significant level of
radiation. Figure 1.9 shows that after 300 fb−1 , many areas in CMS will be around or have
reached that level; this is one of the reasons why the Tracker will be completely replaced for
Run 4.
The damage caused to silicon is largely attributable to non-ionizing energy loss and
can be approximated by a fluence of 1 MeV neutrons. Over 10 years of running at the
LHC, the silicon strip tracker, around R = 20 cm, will be subject to an average fluence
of 1.6 × 1014 1 MeV neutrons per cm2 [2]. This is considered as the design value for the
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Figure 1.9: The 1 MeV neutron equivalent fluence in CMS for an integrated luminosity of
300 fb−1 . The luminosity corresponds to the end of Run 3.
radiation resistance of the full Tracker system. While this is below values which require
replacing the detector, at this level the effects of such radiation begin to be seen. The pixel
detector will experience a much higher average fluence and dose and will need to be replaced
more frequently, approximately every 3 years of operation at 1034 cm−2 s−1 .
Dose is given in units of Grays or rads, with a conversion of 1 Gy=1 J/kg=100 rads.
Dose related damage effects have been reported for PbWO4 crystals in the ECAL and plastic scintillator in the HCAL [3]. In the ECAL, the requirements in the endcaps are highest,
requiring the components to survive dose levels of ∼ 70 kGy=7 Mrad without seeing significant degradation. For the HCAL, materials are required to survive a max dose up to 0.2
Mrad in the barrel region and 4 Mrad in the endcaps without the necessity of replacement.
Radiation dose levels above these will necessitate replacement as the detector performance
degrades with a continued accumulation of dose.
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1.4

Monte Carlo Studies

A Monte Carlo (MC) simulation is a computational algorithm that randomly samples
or generates processes from associated libraries and lists which are often based on physical
models to generate data sets in the form of numerical results. This process of randomly
sampling is iterated a large number of times and the results are gathered for further analysis
and error propagation. In this way, a process can be simulated with high precision.

1.5

Simulations of CMS with FLUKA and MARS

The need for high energy particle beams to study elementary particles and their interactions has continuously pushed the boundaries of the machines designed to provide them
and the LHC at CERN is the latest and the most powerful of such machines. The goals of
providing the highest luminosity, to date, for particle physics experiments and pp collisions
√
at s = 14 TeV bring many technical challenges. Of particular interest is managing the
radiation dose delivered to the experiment equipment and beam instrumentation, and the
degradation of components that reside in the detector environment. The LHC experiments
will be operating in an unprecedented radiation environment that requires new solutions to
remain effective. This requirement will continue to influence choices regarding the use of
radiation hard materials, and the lifetime of detectors and collimators.
Choosing effective solutions requires an in-depth understanding of the particle fluence and
dose throughout the regions affected by the radiation environment. Running simulations of
particle collisions with the proposed designs and materials allows experimenters to learn
about the radiation environment the detectors and sub-systems operate in. Simulations of
particle interactions and flow in complicated detector systems are time and CPU intensive, so
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running them on dedicated computing clusters such as the Condor batch system at Fermilab
is a necessity. To this end, the FLUKA [4], [5] and MARS [6] MC programs were used, in
separate studies, to simulate pp collisions within CMS.
FLUKA is a general purpose tool for radiation simulation and was used in previous
projects. Our simulations expand upon those results and improve the data sets presented
through the CMS Radiation Calculator/Plotter [7] (web tool). MARS is a Fermilab based
and supported radiation simulation package. Simulations of CMS with MARS were carried
out in 2008–2009 by P. Bhat et al. [8] and the results are obtainable from the web tool.
As another widely accepted code for simulating radiation environments, MARS provides a
standard of comparison to the results generated with FLUKA in this work.
Simulations for ∼300 000 pp collisions were run on the Condor batch system using
FLUKA (∼250 000 collisions) and MARS (∼50 000 collisions) and the results are stored
in a MySQL database for web access through the web tool. There are four available data
sets: two for the full CMS geometry (FG) and two for the tracker region (TRK). As described
in Fig. 1.1, the geometry in the simulations is described using (R,Z) coordinates where R is
the radial distance in the detector and Z is the distance along the beamline, with R =0 cm,
Z =0 cm being the nominal center of the detector and the central point where the simulated
beams collide. The geometry is displayed in Fig.1.10 and covers the region -2260 < Z <
+2260 cm and 0 < R < 750 cm, whereas TRK is limited to -290 < Z < +290 cm and 0
< R < 110 cm. All geometric models are assumed to be φ symmetric.
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Table 1.1: Granularity (radial and longitudinal), total number of bins scored, and the total
number of events simulated for both data sets included in the web tool. Granularity is the
size of each bin within the simulation.
Simulation Data Statistics
Volume
Simulation
Granularity
Tot. Bins # Events
Radial (cm) Long. (cm)
FLUKA
2.00
4.00
423 750
50 000
Full Geometry
MARS
6.25
22.6
24 000
13 000
FLUKA
1.00
2.00
31 900
200 000
Tracker
MARS
0.92
2.90
24 000
13 000
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Figure 1.10: An R − Z wireframe schematic of the CMS detector geometry used in simulations. The region simulated in both FLUKA and MARS is -2260 cm < Z < +2260 cm and
0 cm < R < 750 cm. The geometric arrangement corresponds to LHC run 1.

CHAPTER 2
SOFTWARE FOR SIMULATIONS

FLUKA is a general purpose tool for calculations of primary and secondary particle
interactions and transport in matter. The version used to produce the simulations for the
web tool is the 64-bit release, 2011.2b.6; the newest release of the code can be found on the
FLUKA group homepage [9]. As a general purpose MC program, FLUKA can handle these
calculations from cosmic ray energies (5 × 1014 eV) down to thermal energies(1 × 10−5 eV)
depending on the type of particle. To build the geometric structure of targets and detectors,
FLUKA uses its own version of the Combinatorial Geometry package. With this package,
complex geometries can be modeled and charged particles can be tracked, including through
electric and magnetic fields. The standard particle transport threshold (defined below) is
set to 10 MeV for most particles and down to thermal energies for neutrons. The transport
cutoffs used in the simulations performed for this document are given in Table 2.1.
Table 2.1: Particle transport cutoffs used in simulations in FLUKA and MARS. These cutoffs
refer to the kinetic energy of the particle and are global, unless otherwise indicated.
Particle
FLUKA (keV) MARS (keV)
Neutrons
10−8
100
Charged Hadrons
1
1000
Muons
1
1
Heavy Ions
1
1
Electrons*
30 - 10 000
200
Photons*
3 - 3 000
200
δ-ray*
100 - 10 000
100
* thresholds are region-dependent
In FLUKA, when the kinetic energy of a heavy charged particle drops below the transport threshold, the particle is ranged out, depositing its kinetic energy uniformly along that
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range. If the range is larger than a single geometric region, a new residual range is calculated
at each boundary crossing between regions and the remaining kinetic energy is distributed
accordingly. When finding the new range, the curving path inside a magnetic field is performed, and when applicable such a particle decays at rest or is captured. During the ranging
out, the processes of decay-in-flight, multiple scattering, inelastic or elastic collisions, and
delta ray production are ignored. If the cutoff was greater than 100 MeV, then the particle
is stopped in place and no further treatment is applied.
Vital information such as the beam parameters, material definitions, geometry distribution, and production and transport thresholds for the FLUKA simulation are specified in an
input file. This file specifies the defaults for all aspects of the simulation and is modified by
the addition of cards or commands within the file. It also tells FLUKA what fluence and
dose information to keep track of. There are multiple scoring methods, or estimators, available for scoring several quantities such as particle fluence, path length, and dose. Scoring
is implemented by adding “detector” cards into the input file. FLUKA offers seven types
of detector cards which estimate the specified quantity based on what kind of detector card
it is (the FLUKA manual outlines specifics concerning individual detectors [4]). Although
each detector corresponds to a different estimation algorithm, the same physical quantity
may be scored using any type except for SCORE, which is more primitive, having survived
from older versions of FLUKA.
Many quantities can be scored using the detectors offered by FLUKA. The quantities
that were scored for the data sets generated for this project and made available through
the web tool are listed in Table 2.2. The value of dose from FLUKA is given in GeV/g,
but is converted to Gy before being placed in the MySQL database. The units of fluence
are given as particles/cm2 , although the particle track-length density is what is actually
measured. It is important to note that fluence and particle current are different. Since
fluence measures the track length of incident particles, it is independent of the orientation of
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the surface through which particles pass, whereas particle current is not. The 1 MeV neutron
equivalent fluence gives a measure of the cumulative damage of lattice displacements from
the pp collisions assuming a silicon medium. This quantity is explained in more detail in
section 4. Non-ionizing energy loss (NIEL-DEP) is separate from the NIEL fluence, but both
are methods for estimating the risk of lattice displacement in a region, that is estimating the
possibility of the atoms in a lattice being displaced when irradiated. NIEL-DEP measures
the energy loss due to recoiling atomic nuclei, whereas 1 MeV neutron equivalent fluence
and NIEL fluence estimate the possible damage to the material by converting the fluence of
particles in a region into an equivalent fluence.
Table 2.2: The quantities scored in FLUKA and MARS simulations.
Scored Quantity
Units
FLUKA Description
2
Neutral Hadron Fluence
particles/cm
NHAD
CHAD
Charged Hadron Fluence particles/cm2
2
µ Fluence
particles/cm
MUONS
2
e+/e- Fluence
particles/cm
E+&Eγ Fluence
particles/cm2
PHOTON
1 MeV Neutron Equivalent
Fluence in Silicon
particle/cm2
SI1MEVNE
3
Non-Ionizing Energy Loss
GeV/cm
NIEL-DEP
Gy
DOSE
Dose
Total Energy Deposited
GeV
ENERGY
The estimator chosen for the simulations presented is USRBIN, which scores the distribution of energy deposited or particle fluence in a regular spatial mesh, which is independent
of the geometric model. It divides the detector into a number of bins based on the mesh
specification. In simulations of the FG, the mesh was set to be 2 cm x 4 cm (R × Z) and for
simulations of the TRK, a 1 cm x 2 cm mesh was used.
The CMS detector geometry used in these simulations was extensively modeled by Mika
Huhtinen [10] and updated by others, most recently by the BRIL group [11]. The BRIL
results are available online, although accessing the website requires CERN authentication, by
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downloading the FOCUS 1.1 zip file. The .inp file contains the model and all the parameters
√
for simulations at s = 7 TeV. This model describes the CMS geometry from Z = −2260 cm
to Z = +2260 cm along the beam direction and from R = 0 cm out to R = 750 cm in the
radial direction.
The geometric model used in simulations for this document is slightly different from the
one used in the MARS simulations. The FLUKA model was built to be symmetric about
the Z axis, except for the CASTOR calorimeter, located at Z = +1300–1700 cm. This
symmetry is displayed in Fig. 1.10. The MARS geometric model is cylindrically symmetric
about the Z axis and has mirror symmetry about (R = 0,Z = 0), but does not include
the CASTOR calorimeter. The MARS simulations were done in just one quadrant of the
detector and were assumed to be symmetric in Z.
The FLUKA model reflects across the R and Z axes and assumes φ symmetry; when
obtaining results from FLUKA, an R−φ−Z binning was used with only one φ bin requested.
Thus, the binning was 3-D cylindrical. The CASTOR calorimeter was included in the
simulations for this document and it was located at Z = +1300–1700 cm.
To impose a magnetic field in the FLUKA model, the input file must be prepared by
declaring which materials are located in a magnetic field and then including the MGNFIELD
input card and a user defined field map specified by the user routine MAGFLD with Bx , By ,
Bz if a non-uniform field is desired. Materials in FLUKA are declared using the ASSIGNMA
input card and they are defined by whether or not they have field lines inside them. For
simulations where a homogeneous field is used, only the MGNFIELD card is necessary. Once
those values have been specified, the user routine can be linked to the FLUKA executable
and the new executable is used to run the simulations.
The magnetic field used in the simulations for this document was complex and utilized the file “cmssw501.fieldmap” as the values of the field throughout CMS and the file
“LBQ-KEK.MAP” as the values for the direction cosines. These files are included in the
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aforementioned FOCUS 1.1 zip file. The field specified by these files has a central value of
3.8 T, which corresponds to the operating value of the CMS solenoid, so these simulations
can be considered accurate for the current magnet strength in operation. Further, these files
include the fringe fields surrounding the magnet to large |Z| values. In contrast, MARS
assumed a simple 4 T solenoidal field, with hard edges.
The results of FLUKA simulations are output as ASCII (text) or binary files, which must
be processed using readout codes corresponding to the type of output requested (i.e. what
detector was implemented). The readout codes are Fortran scripts that sum up the data
from the simulation output files and compile the particle fluence and corresponding error
information into formatted files. There is one formatted file produced for each quantity
that was binned by USRBIN, and a python script (readFluka.py) compiles all of those files
into two final files, one which is space delimited (FlukaTable.txt) and the other which is
tab delimited (FlukaOutput.txt), and applies a scale factor, which differs depending on the
binned quantity. FLUKA generally provides dose and particle fluence normalized to one pp
collision. The data sets are then scaled to 1 fb−1 before being placed in the MySQL database.
An instantaneous luminosity of 1034 cm−2 s−1 corresponds to 10−5 fb−1 . For scaling, a value
of 80 mb is assumed for the total inelastic cross section for pp collisions at 14 TeV. This gives
8×108 collisions per second at the design luminosity. The scale factor which results is applied
to all quantities, but since FLUKA gives dose in units of GeV/g a factor of 1.602 × 10−7
must also be applied to convert it to Gy.

2.1

Interaction Models in FLUKA and MARS

Minimum bias events are the main source of radiation for LHC detectors, backgrounds
from beam-gas and beam halo interactions should be small compared to the radiation from
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pp collisions. Minimum bias events are inelastic collisions that are selected with the fewest
possible requirements on the interaction. These events are comprised of hard and soft components and are generally dominated by the soft parts, with low transverse momentum.
FLUKA handles inelastic hadron-hadron interactions differently depending on the energy of
the partons involved. For particles with momentum <20 TeV and >5 GeV, the Dual Parton
Model is used and below 5 GeV down to the threshold, the resonance production and decay
model is used.
For the MARS simulations, final state particles from pp events were generated with the
DPMJET-III code. The resulting four-vectors were used as input for MARS simulations
to determine the discrete particle interactions and shower development. The discrete interactions were handled using the Feynman inclusive approach, which constructs a particle
cascade tree at each interaction vertex. The partial mean multiplicity for a particular interaction determines the statistical weight assigned to each particle and depending on the
interaction type, a fixed number of representative particles is used for construction.

2.2

Computing at FNAL

Working on CMS at Fermilab allows users access to basic resources, such as a work space
and a desktop computer, and more advanced resources such as access to the CMS LHC
Physics Center (LPC) interactive nodes, mass storage on the interactive nodes, and access
to the Condor batch system and the worker nodes.
The cmslpc interactive nodes are accessible through Kerberos authentication and the ssh
protocol. With an account on the cluster, users have a large amount of disk storage (100’s of
Gb) available across multiple working areas and a further 2 Tb of storage, if necessary, upon
request. General use of the interactive nodes will not often exceed the amount of disk space
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allotted, but for users running batch jobs it is common to produce large amounts of output
data. Running short jobs on the interactive nodes is permitted, but for processor intensive
or parallel computing needs, the use of the Condor batch system [12] and the worker nodes
is required. The Condor batch system allows users to submit large numbers of jobs and run
them in parallel on the cmslpc worker nodes.
To submit batch jobs to the cluster for running on Condor, a user needs to prepare a
submission file and an executable that tells Condor the job requirements and what actions
to take. The submission file is where the executable is specified and what file transfers, if
any, should be performed. Condor jobs are executed on their own 40 Gb partition and this
space must be used for the job input and output. Once the job has completed, the output
can then be copied out of that space by using the variable: $ CONDOR SCRATCH DIR.
Two main data sets were generated for this project, one for the FG (50 000 events) and
the TRK (200 000 events), for a total of 250 000 events simulated in both data sets, see
Table1.1. There were various other data sets generated, but their results were not stored
online for access through the web tool. To accumulate such a large number of simulated
events, many smaller jobs were submitted and after computation, the results from each one
was combined to create the final data set. Each of the small jobs ran a FLUKA simulation
for 50 events, so a total of 1 000 jobs was run to make the FG data set and 4 000 jobs was
run to make the TRK data set. A larger data set was desired for the Tracker to resolve the
fine features of the detector.

2.3

Flair Graphical Interface

Flair [13] is an advanced user interface that facilitates editing of FLUKA input cards,
geometry visualization, code execution and debugging, and output file plotting. Flair works
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at an intermediate level for the user so as not to hide any functionality while at the same
time simplifying the experience of coding data cards and FLUKA geometry.
Flair’s interface for modifying FLUKA input files makes changing options and adding
new cards straightforward. Instead of having to worry about spacing input cards correctly,
for example, Flair automatically re-formats the specific input to what is necessary. When
adding a card into the input file, the user can select from drop-down menus, that guarantees
the correct syntax. If the added card has special options, such as the type of beam given by
the BEAM card, users can select those options from menus instead of having to look them
up.
The Flair geometry editor and geo-viewer are extremely useful when working with complex and extensive geometric schematics such as ours. Of the almost 6 000 lines of code in
the FLUKA input file, over two-thirds of them are for specifying the geometry of CMS for
the simulation. A screen capture of the geo-viewer is shown in Fig. 2.1.
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Figure 2.1: The Flair geo-viewer screen with the CMS geometry loaded in. The screen is
divided into five windows: the left window displays the region information including the
material being used and geometric properties for the selected region, and the four right
windows show the geometry from four different viewpoints.

CHAPTER 3
THE CMS RADIATION CALCULATOR/PLOTTER

The main goal of this thesis project was to generate high statistics data using the FLUKA
MC and include them, along with previously generated MARS MC data, in a simple, publicly
accessible framework that allows users to read and visualize the data. The motivation for this
project was to provide a tool for physicists that allows a quick and straightforward estimation
of the dose and particle fluence inside of the CMS detector and surrounding volume. The
values of these quantities inside of the Tracker region is of special interest because in LHC
Run 4 (Phase II), the radiation in the Tracker will reach unprecedented levels and an accurate
estimation is necessary in order to specify the Phase II tracker components.
To that end, the web tool presented here is a simple, online interface that allows users
to display simulation data using three access methods: a point calculator, a 1-D slice graph,
and a 2-D plot. Each part of the web tool allows a different way to visualize the radiation
environment and particle fluence in CMS. The data available for plotting includes FLUKA,
MARS, and a BOTH option, where the BOTH option gives the value from each simulation.
The home screen, shown in Fig. 3.1, is the access point for getting to the simulation data.
The web tool has gone through significant changes during its history, recently getting an
updated user interface, the ability to handle multiple users at one time, and the interpolation
of data between grid points [14]. The most recent additions include the FG and TRK
data sets from this work, which have a finer granularity and higher statistics than previous
iterations, notably in the tracker region. The user interface has also been simplified by
making the choices of data set, dose or fluence type to plot, and range obvious with dropdown lists and radio buttons, as well as listing the range associated with a data set next to
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Figure 3.1: The initial display screen of the web tool.
the input field. Previously, the web tool could only handle single requests for plots and/or
data, but now files are time-stamped and a checking function “recycles” the oldest file upon
receiving a new request. This allows N users to utilize the web tool simultaneously, where
N is limited by the file system and storage restrictions. This number can be increased if
web tool activity increases, but unless the increase in use is dramatic, the current limit will
suffice.
The data sets generated in FLUKA have a fine granularity, see Table 1.1, but are still
limited by the bin spacing. In cases such as the Tracker where elements close to the beam are
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separated by smaller distances, an even finer granularity may be required. To address this,
a bilinear interpolation of the data has been implemented for all the 1-D and 2-D plotting
methods. This type of interpolation is both fast enough to not affect compilation time during
data requests and effective at estimating values for points that do not coincide with a grid
point.

3.1

Dose/Fluence Calculator

Single data points from the simulations performed can be requested through the calculator
function as is shown in Fig. 3.1. To access a larger part of the data set, the 1-D or 2-D Plots
options can be selected. Through the 1-D option, slices of the data set are available. These
slices may be plotted (shown in Section 3.3), displayed in plain text form, downloaded as a
ROOT file, or displayed as a table of values, as shown in Fig. 3.2.

3.2

2-D Fluence/Dose Maps

The 2-D fluence and dose maps (2-D plots) part of the web tool creates 2-dimensional
maps based on user input. The tool creates 2-D binned histograms using either data set,
FLUKA or MARS. A feature of the 2-D is the option to overlay a wireframe of the CMS
geometry, making boundaries more apparent. This is shown in Fig. 1.10. The options allow
for creating useful, aesthetic plots for a straightforward understanding of particle fluence and
radiation dose in any region of CMS.
After producing a plot using the tool, an interactive interface provides a quick, userfriendly alternative to using the point calculator to fetch individual data points from regions
of interest. Hovering the cursor over the plot area will display the coordinates of the current
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Figure 3.2: Simulation data displayed in tablular form. This is an option for the 1-D Plots
function of the web tool.
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point as a tooltip in (R,Z) format. Clicking on a point will retrieve all fluence and dose data
for the point, displaying it in a table along the bottom of the page as shown in Fig. 3.3.

Figure 3.3: An example of the interactive tooltip and the overall layout for the 2-D plots.

3.3

1-D Slice Graphs

This part of the web tool displays simulation results in slices of CMS. The slice graph
plotting function allows plotting either along R for a fixed Z value or along Z for a fixed
radius. Examples of both are shown in Figs. 3.4 and 3.5. Multiple data sets may be displayed
on the same plot, as shown in both plots, allowing for comparison between different slices
of the detector, a combination of FLUKA and MARS data, or any of the available fluences.
Figure 3.4 shows a slice graph for a range of R values at multiple places along the detector:

35
Z =-500, 0, 500 cm. This plot lets us look at the differences in the two halves of the detector
at Z = ±500. The plot shows that data from opposite sides of the interaction point are
nearly identical. There is agreement to within a few percent in the entire Tracker and
slightly higher than that up to ∼300 cm. The plot in Fig. 3.5 shows how the dose in the
detector decreases as R increases.

Figure 3.4: A slice graph along the radial direction, R, a fixed Z values (-500 cm and +500
cm). Features at low radii (blue, green curves) are due to beam pipe structures and the peak
around Z =130 cm in the red curve indicates particles interactions in the ECAL.
The symmetric geometric model (except for the CASTOR calorimeter located between
Z = +1300–1700 cm) used to simulate the data sets for FLUKA allows for comparison between the two halves of CMS using slice graphs. Figure 3.6 shows the decrease in dose as
the radial distance from the beamline increases upstream and downstream from the interaction point. The green (Z = −500 cm) and blue (Z = +500 cm) slices lie nearly on top of
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Figure 3.5: A slice graph along the direction of the beam, Z, for a fixed radial values (20
cm, 100 cm, 200 cm). Prominent features in all three curves are peaks due to the ECAL
around Z =300 cm and the Hadronic Forward calorimeter around Z =1150 cm.
each other, indicating a high level of agreement in the simulation for this region, which also
implies symmetry between the two sides of the collision point. The difference between these
curves is small, less than 4% through the entire region.
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Figure 3.6: Comparison of the radial dependence of dose at Z = −64cm and Z = −64cm in
the tracker region. The curves traverse the entire radial distance of the tracker region. In
MARS the agreement would be exact by construction.

CHAPTER 4
FLUKA/MARS COMPARISON STUDIES

4.1

Monte Carlo Particle Transport Cutoffs

One of the differences between FLUKA and MARS simulation we had carried out was
the kinetic energy cutoff when each program was set to stop tracking a particle. As a particle
is transported through the spatial mesh, FLUKA checks the kinetic energy of that particle
and when it drops below a certain threshold, it is ranged out, a process which is discussed in
chapter 2. The value for a particular cutoff is chosen based on the particle type and varies
between different regions and materials within the simulated geometry. Table 2.1 has the
specific numbers used in each simulation for FLUKA and MARS, but for this section all
the plots were made using the cutoff values used in MARS simulations (which was done in
2008-09), for comparison purposes.
Because of the large differences between FLUKA and MARS in the charged hadron,
neutral hadron, electron/positron, and photon cutoff values, a smaller data set (10k events),
referred to as FLUKA with MARS Cutoffs, was created by running FLUKA simulations
with the cutoff values used by MARS. The idea was to look for when the FLUKA with
MARS Cutoffs data deviates from the FLUKA data, which will indicate when and where
changing the cutoffs has had an effect. This data set is small compared to the FG data
set and has large statistical fluctuations at large radii (> 300 cm), but is adequate to show
overall trends. The original FLUKA input file was modified so the cutoffs were the same as
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Figure 4.1: Muon fluence in the tracker region for an integrated luminosity of 1 fb−1 . FLUKA,
MARS, and FLUKA with MARS Cutoffs are plotted along a slice at Z = 0 cm. Fluctuations
of the green curve, FLUKA with MARS Cutoffs, are due to low statistics.
MARS, but still utilized the geometry from the other FLUKA runs. Figures 4.1 through 4.8
highlight how changing the cutoffs affects the fluence values.
The cutoff for muons in FLUKA and MARS is 1 keV, so the FLUKA with MARS Cutoffs
curve doesn’t significantly differ from the original FLUKA curve, except for fluctuations due
to low statistics above 100 cm. The FLUKA and MARS models differ in the region from
30–120 cm, but the FLUKA with MARS Cutoffs curve deviates only slightly with respect to
the original FLUKA model, near the edge of the Tracker. The discrepancy between FLUKA
and MARS for muons in this simulation must be due to something other than the cutoff
value. The statistics for muons is low in the FLUKA with MARS Cutoffs data set and this
becomes apparent around R = 100 cm.
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The FLUKA and MARS dose curves shown in Fig. 4.2 lie mostly on top of each other
through the Tracker except at low radii, which is due to the fact that MARS simulations
used coarser bin size. Around the edge of the Tracker (Z = 110 cm) the two FLUKA curves
start to differ by a few percent, but match well until around R = 145 cm, at which point
the difference increases to between 10–30%. Dose is a complex quantity to calculate as it
depends on the particle fluence, the associated energy spectrum, and material. Additionally,
while the cutoffs for charged hadrons, electrons/positrons, and photons were increased in
some regions, the cutoffs in other regions were decreased. The value of dose does not vary
much inside the Tracker between the two FLUKA data sets and this indicates that changing
the cutoffs in FLUKA to match those in MARS does not account for the difference seen
outside the Tracker.
The profile of the dose curve matches what we expect. The dose decreases roughly as 1/R2
through the inner Tracker layers and peaks at the beginning of the crystal electromagnetic
calorimeter (ECAL), R =129 cm for FLUKA and R =122 cm for MARS, due to EM showers
and albedo neutrons in the ECAL. As those particles deposit their energy, the dose decreases
through the rest of the ECAL crystals R =129–152 cm. The dose is relatively constant for
all three simulations between R =152–179 cm because there is material, such as readout
electronics, in the ECAL located there. Over the next ∼70 cm the hadron calorimeter
(HCAL) absorber layers are visible as regularly spaced peaks along the FLUKA curves; this
feature is not seen in the MARS curve due to the coarse granularity and low statistics of the
simulation.
The cutoff for charged hadron fluence was increased from 1 keV to 1000 keV = 1 MeV,
but effectively did not change the FLUKA simulation. The FLUKA curves in Fig. 4.3 differ
by no more than a few percent up through Z =220 cm, which indicates that the charged
hadrons in this region have energies above 1 MeV. This is not surprising given the proximity
to the interaction point and because particles emitted at low pseudorapidity tend to have
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Figure 4.2: Radial dependence of dose through the tracker region. The structures in the
red and green curves is due to geometric structures in the simulation corresponding to the
HCAL layers of brass and scintillator.
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higher transverse momenta than those at high pseudorapidity. The mismatch between the
simulations at low radii, R <0–5 cm, is again a result of the larger bin size in MARS.

Figure 4.3: Radial dependence of charged hadron fluence through the tracker region for an
integrated luminosity of 1 fb−1 at Z =0 cm.
The neutral hadron fluence, shown in Fig. 4.4, is greatly affected by the changes to the
cutoffs, more so than for the other fluences and dose, with the cutoff in FLUKA being
increased by 10 orders of magnitude. Above low radii, the FLUKA with MARS Cutoffs
fluence matches the MARS fluence to within 5% until R =50 cm and within 5–20% between
R =50–150 cm. This level of agreement shows that the neutral hadron fluence in MARS
can be reasonably reproduced in FLUKA given a common value for the cutoff. The neutral
hadrons that are left out due to the increased cutoff are presumably from various nuclear
de-excitation processes and this cutoff effectively removes these processes from affecting the
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simulation. This type of change can reduce the running time of a simulation without reducing
the effectiveness of a simulation.
An excess of neutral hadrons, mainly neutrons, contribute over the length of the ECAL
barrel. Secondaries coming from pp collisions have interactions with the material in the
ECAL, which give rise to a large number of albedo neutrons [10], which are emitted isotropically as in Fig. 4.5 labeled “d”. This is a source of background at radii outside the Tracker
and in both ECAL end cap regions. The extent of the albedo neutrons is shown in Fig. 4.6.
The use of moderating material, ∼1.5 cm of polyethylene outside the Tracker barrel and
significantly more outside the Tracker endcaps, placed before the detectors alleviates some
of the flux from this background as well as reduces or pushes down the energy spectrum
of the neutrons. The dip in FLUKA at R =128 cm is due to a layer of polyethylene in
the simulation geometry which thermalizes neutrons, but because the thresholds for neutral
hadrons was raised in FLUKA with MARS Cutoffs, those neutrons were not present and no
dip is observed in FLUKA with MARS Cutoffs or MARS.
Electron/positron fluence for all simulations, shown in Fig. 4.7, exhibit a peak at R =116 cm
and the FLUKA curves start increasing at R =126 cm, just before the ECAL barrel, located
at R =129 cm. The interaction of electrons, positrons, and photons in the ECAL causes
them to deposit some of their energy, eventually stopping, and in the process cause electromagnetic showers, which create more electrons and photons. Thus we observe an obvious
peak in the region of the ECAL. The peak is followed by a sharp decline in electron/positron
fluence, by more than a factor of 20, as the shower particles lose energy in the ECAL, and
range out. The higher cutoffs imposed on the FLUKA simulation start to reduce the electron/positron fluence seen in the FLUKA with MARS Cutoffs curve around R =80 cm until
both FLUKA curves exhibit the peak at the ECAL.
The change in cutoffs has a significant effect on electron/positron fluence between R =145–
180 cm, which is the region of the ECAL that contains electronics and backend for the ECAL
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Figure 4.4: Radial dependence of neutral hadron fluence through the tracker region for an
integrated luminosity of 1 fb−1 at Z =0 cm.
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Figure 4.5: Schematic view of hadron tracks in the CMS Tracker. The path of a) fast or
neutral particles, b) slow, charged pp collision secondary particles, c) slow, charged particle
created by an inelastic interaction with Tracker silicon, d) albedo neutrons coming from
interactions in the ECAL. (Image from reference [10])
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Figure 4.6: 2-D plot of the neutral hadron fluence through the Tracker, ECAL barrel, end
caps, and HCAL. Albedo neutrons coming from collision secondaries are a large background
in the ECAL endcaps (at Z =320–340 cm).
crystals. This region is modeled with a material made up of mostly aluminum and some
iron, thus the FLUKA curve with lower energy cutoff (3–30 keV) exhibits a shoulder while
the FLUKA with MARS Cutoff (200 keV), we see gradual attenuation. Because of the
higher cutoff, the FLUKA simulations show an electron/positron fluence that is reduced by
an average factor of 2.08 over the entire length of the ECAL outer region. The reduction
in particle fluence corresponds to an increase in the cutoff from 30 keV to 200 keV, so the
FLUKA particles had energies in the range between the two cutoffs.
The cutoffs for photon transport in FLUKA were raised in almost all regions of the
simulation causing an interesting effect in the ECAL, shown in Fig. 4.8. Most regions had
the cutoff raised from 30 keV to 200 keV, some were raised from 3 keV up to 200 keV,
and those with cutoffs at higher values were left unchanged for this simulation. At low
radii, the FLUKA with MARS Cutoffs curve briefly matches then diverges from the MARS
curve, around R =30 cm. In the Tracker, the FLUKA with MARS Cutoffs curve resembles
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Figure 4.7: Radial dependence of electron and positron fluence through the tracker region
for an integrated luminosity of 1 fb−1 at Z =0 cm.
the FLUKA curve, except a factor of 2–3 lower. At the start of the ECAL barrel, the
FLUKA with MARS Cutoffs and MARS curves show obvious peaks due to EM showers
created upon interacting with the material in the ECAL, whereas this is less apparent for the
FLUKA curve. As photons interact with the ECAL they give off energy, which is absorbed
leading to a sharp drop off in fluence. After the ECAL, the effects of the raised cutoffs are
significant. Despite having different values through the Tracker, FLUKA and FLUKA with
MARS Cutoffs agree through the PbWO4 crystals, but diverge at the interface between the
PbWO4 crystals and their backend electronics. Photon fluence in FLUKA increases, but
both FLUKA with MARS Cutoffs and MARS decrease. Through the backend electronics,
all three curves show the same behavior of passing through unattenuated and upon reaching
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Figure 4.8: Radial dependence of photon fluence through the tracker region for an integrated
luminosity of 1 fb−1 at Z =0 cm.
the HCAL, there is a slow decrease in photon fluence. The solenoid and muon systems are
further regions of low photon attenuation with relatively flat curves in all three simulations.
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4.2

Magnetic Field On/Off

The CMS solenoid magnet is run at a field strength of 3.8 Tesla. As discussed in section 2,
the FLUKA simulated magnet imposes a complex magnetic field that has a max field of 3.8 T
and includes a large range for the fringe fields. This section focuses on charged particle fluence
in the Tracker region as this is most sensitive to the field value. To test our implementation
of the CMS solenoid magnet in FLUKA, the behavior of simulated particles with no field
(B =0 T) and full field (B =3.8 T) were compared. With the magnetic field off, the expected
behavior for the particle fluence and dose has an approximately inverse square dependence
on the R distance [2].

Figure 4.9: Simulation of charged hadron fluence in the tracker region with the magnetic
field on and off. Around 72 cm, both cases have the same value of the fluence.
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The CMS Tracker TDR shows a plot comparing charged particle track density (or fluence) between measurements at B =0 T and B =3.8 T, where there is a crossing point
around 65 cm after which the charged particle fluence is greatly reduced [2]. Low transverse
momentum charged particles are confined to small radius, helical paths by the high magnetic
field resulting in a rapid reduction of fluence across the Tracker. Fig. 4.9 is a comparison of
the charged hadron fluence in FLUKA simulations performed for this project. In the absence
of the magnetic field, the red curve, charged hadron fluence simply falls off as 1/R2 . With
the field turned on, the blue curve, charged hadron fluence decreases less sharply through
the inner half of the Tracker, but later more rapidly than the field off case. The crossing
point was found to be at about 72 cm, further out in the Tracker than in the TDR because
of the greater accuracy of the magnetic field map used in the current simulation.
The radial dependence of dose in the tracker displayed in Fig. 4.10 shows 1/R1.59 behavior;
a fit (red curve) to the data points (black dots) is shown.

4.3

NIEL Fluence Model

As particle collisions take place in the LHC, detectors record the results by sending
electrical signals whenever a particle passes through and deposits energy. The loss of energy
of particles traversing the detector can be split into two components, an ionizing and a nonionizing part. The ionizing part is used for detection and the non-ionizing energy loss (NIEL)
represents the energy loss in phonons and lattice effects [15]. The sensitive elements of the
tracker detector are constructed entirely of silicon. In silicon detectors, radiation damage
can cause problems which reduce their effectiveness. This damage can be bulk damage,
i. e. lattice defects, and/or surface damage. The radiation damage has three effects: a
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Figure 4.10: Radiation dose through the tracker region with the magnetic field on. Data is
from the web tool for an integrated luminosity of 1 fb−1 .
decreased signal (decreased charge collection efficiency), increased leakage current and higher
full depletion voltage.
To predict the amount of damage, the NIEL hypothesis states that radiation damage is
directly proportional to the number of lattice displacements/defects in a material, which is
proportional to the NIEL. Lattice defects can arise due to the recoil of atoms in the detector
material after an incoming particle scatters off of it. The type of scattering is energy and
particle type dependent. Electrons traversing silicon will interact with many atoms, but give
only a small amount of energy during the transfers. Although the energy transferred can be
in excess of the amount to displace a silicon atom from the lattice, the recoiling atom rarely
has enough energy to displace further atoms. Hadrons impinging on a detector can deposit
much larger amounts of energy in the silicon and knock out atoms with enough energy to
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continue interacting. This can lead to atomic showers within the lattice which can induce
significant amounts of lattice displacement.
Complex models can be built to accurately describe the damage caused by such lattice
effects, but using the NIEL hypothesis, the fluence of high energy particles through a material can be considered proportional to the damage effects in the material. In the FLUKA
simulations, a 1 MeV neutron equivalent fluence was scored assuming a silicon medium (even
where there is no silicon in the detector). This records the fluence of particles which pass
through a bin in the mesh and weights it with a damage function which is then normalized
to 1 MeV neutrons in silicon. This quantity was not scored in the MARS simulations.
To calculate the possible bulk damage, such as lattice displacements, P.C. Bhat et al. [8]
used the following formula which combines measured particle fluences to form the so-called
NIEL flux:
ΦN IEL = Φp + Φπ + 0.5Φµ + Φn>0.1

M eV

+ 0.01Φγ

(4.1)

where the numerical coefficient for each type of particle is dependent on the interaction cross
section of the particle in material.
It is of interest to see if this relation used with MARS data yields an accurate model.
To test that, we compared it with the silicon 1 MeV neutron equivalent fluence of particles
from FLUKA. The NIEL model matches the silicon 1 MeV neutron equivalent flux scoring
from FLUKA within certain boundaries. The two fluences agree relatively well, at better
than a 50% level throughout, though the agreement is less in a few areas. There is a large
discrepancy at the location of the CASTOR calorimeter as this is included in the FLUKA
geometry file, but not in the MARS file.
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4.4

Detector Areas of Interest

The pixel detector is subject to the most harsh radiation as it is the closest of all subsystems to the interaction point. As the current run progresses, the integrated dose and particle
fluence through this region will be extremely high, which is why radiation hard materials
were necessary for its construction. By 2023, the integrated luminosity is expected to reach
300 fb−1 and this number will increase to 3000 fb−1 after the high luminosity upgrade (Phase
II). Therefore it is imperative to understand the amount of radiation each component will
receive over the lifetime of the experiment. Table 4.1 shows values for dose, charged hadron
fluence, and 1 MeV neutron equivalent fluence in silicon from FLUKA simulations for the
3000 fb−1 benchmark.
Table 4.1: Fluences and dose at various radii in the pixel region at Z=0, after 3000 fb−1 of
integrated luminosity.
Radius
Dose
Charged Hadrons
1 MeV n Equiv. Fluence in Si
(×1015 particles/ cm2 )
(cm) (×106 Gy) (×1015 particles/ cm2 )
4
5.3
9.9
8.9
3.2
5.3
5.3
6
2.3
3.4
3.5
8
10
1.6
2.4
2.7
12
1.2
1.8
2.0
14
1.0
1.4
1.7
16
0.8
1.2
1.4

In addition to the maximum accumulated values over a period of time, it is useful to
look at local maxima for the simulations. In FLUKA simulations, the maximum dose in
the Tracker is found at (R,Z)=(206, 3) and for the FG it is (R,Z)=(1444, 4). These points
are located very near to the beam pipe, so they are exposed to the most extreme radiation
environment. The location of the maximum dose in the FG data set corresponds to the
location of CASTOR, with the second highest being a collimator (shower absorber) located

54
∼1900 cm. The maximum at CASTOR is due to the material, mostly tungsten, from which
it is constructed. Fig. 4.11 shows that in the region around (R,Z)=(1440, 4) the dose is
peaked. The highest (darkest red) bins correspond to the tip of CASTOR as seen in a
display from Flair, the light green trapezoid in Fig. 4.12. The peak in dose arises from a
peak in hadronic interactions at CASTOR and the fact that tungsten has a short nuclear
interaction length (λ =9.9 cm) and a high Z number means these interactions will occur near
the front of the calorimeter. (Nuclear interaction length is defined as the mean distance a
hadronic particle will travel in a material before undergoing an inelastic nuclear interaction.)
The dose peak in the region occurs over 1–2 λ.

Figure 4.11: The radiation dose peak at (R,Z)=(1444, 4) in FLUKA. The peak corresponds
to the CASTOR calorimeter and is due to hadronic interactions in the tungsten.
The largest MARS dose occurs around the collimator at ∼1900 cm. Collimators are
meant to prevent damage to delicate detector and accelerator components and are placed
intentionally to stop the beam, thus very large values of dose are expected. In the Tracker
geometry specifically, FLUKA and MARS reasonably agree on a location of the maximum
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Figure 4.12: A rendering of the CASTOR calorimeter in the Flair geo-viewer.
dose at Z =206 cm (FLUKA) and Z =196 cm (MARS). This is where the central Beryllium
beam pipe is joined to another pipe (mostly steel) which widens and opens into the ECAL.
Figure 4.13 shows the overall fluence throughout CMS for neutral hadrons (FLUKA).
There are peaks in five areas: the very forward hadronic calorimeter (HF) on both sides of
the IP, CASTOR, and the collimator at Z = ±1900 cm. The HF calorimeters are located
at ±1120 cm and are comprised of 1.65 m of active material, which provides a large area for
hadrons to interact with. Interactions between hadrons and the active material or absorber
creates showering, which leads to Cerenkov light being produced. Photomultipliers then
amplify this signal which is read out through heavily shielded electronics. With such a large
amount of active material, the HF is a large source of neutral hadrons. The same idea holds
with CASTOR; the active material produces hadronic activity including showers, thus a high
fluence is observed.
Both FLUKA and MARS agree that the peak value of neutral hadron fluence is located in
the copper collimators in the forward region. The interaction of high energy protons within
the collimators located at each end of CMS creates large numbers of neutrons. Copper has
a nuclear interaction length of λ =15.3 cm, so we see a maximum around 2 λ from the
front edge of the collimator (Fig. 4.14). The collimators begin at Z =1905 cm, so after 1 λ
most of the incident protons have interacted with the copper nuclei producing neutral and
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Figure 4.13: Neutral hadron fluence in the CMS cavern. Five maxima are located at low radii
with Z values corresponding to the HF, CASTOR, and collimators. The global maximum
is located at (R,Z)=(-1944, 4), which is a collimator.
charged secondary particles. These particles constitute the hadronic shower and induce the
subsequent large fluence in the collimator.
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Figure 4.14: Neutral hadron fluence in the CMS forward region. The maximum value is
located in the collimator that starts at Z =1905 cm.

CHAPTER 5
SUMMARY

Simulations of pp collisions inside CMS were performed using the FLUKA Monte Carlo
√
program. The simulated beam energies were 7 TeV each, giving s = 14 TeV, and the
detector geometry file used was for the Run 1 geometry, see Fig. 1.10. The full magnetic
field of the CMS solenoid was implemented using user-generated routines. Different data
sets were generated for the full geometric configuration (FG) and tracker region (Tracker)
separately, see Table 1.1, with the data for the Tracker having a finer granularity. These data
sets were placed in a MySQL database along with MARS simulation data generated in 2008–
2009 using the same beam energy, similar geometry, but different particle transport cutoffs.
FLUKA is the recommended data set because of the higher statistics, a newer geometric
model, a better granularity, especially in the Tracker, and a more detailed field map.
An interactive web tool has been implemented for studying particle fluence and dose
within CMS. The web tool gives users access to multiple large sets of data from the FLUKA
and MARS Monte Carlo programs. The web tool allows users to access and display the data
sets through three access methods: the point calculator, a 1-D slice graph, and a 2-D plot.
The features and their output are shown in Section 3.
The differences in the particle transport cutoffs used in the FLUKA and MARS simulations and their effects were discussed. A comparative study shows that the magnetic field
within CMS altered the dose and fluence values through the Tracker as expected. A fit to
the data found that with the magnetic field off, charged fluence decreases with distance as
1/R2 , but exhibits a harder radial dependence with the magnetic field on with a crossover of
the two cases at R = 72 cm. The NIEL hypothesis, a combination of fluences using equation
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4.1, was explored using the FLUKA data sets by comparing NIEL in MARS to the 1 MeV
neutron equivalent fluence in FLUKA. Areas of interest in the detector were identified for
further studies using the web tool.
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