We derive conditions for evolutionary branching in directionally evolving populations. The derived conditions extend those for univariate trait spaces to bivariate trait spaces. Numerical analyses demonstrate their robustness. Our conditions are further extended to multivariate trait spaces. 
a b s t r a c t
Evolutionary branching is the process by which ecological interactions induce evolutionary diversification. In asexual populations with sufficiently rare mutations, evolutionary branching occurs through traitsubstitution sequences caused by the sequential invasion of successful mutants. A necessary and sufficient condition for evolutionary branching of univariate traits is the existence of a convergence stable trait value at which selection is locally disruptive. Real populations, however, undergo simultaneous evolution in multiple traits. Here we extend conditions for evolutionary branching to bivariate trait spaces in which the response to disruptive selection on one trait can be suppressed by directional selection on another trait. To obtain analytical results, we study trait-substitution sequences formed by invasions that possess maximum likelihood. By deriving a sufficient condition for evolutionary branching of bivariate traits along such maximum-likelihood-invasion paths (MLIPs), we demonstrate the existence of a threshold ratio specifying how much disruptive selection in one trait direction is needed to overcome the obstruction of evolutionary branching caused by directional selection in the other trait direction. Generalizing this finding, we show that evolutionary branching of bivariate traits can occur along evolutionary-branching lines on which residual directional selection is sufficiently weak. We then present numerical analyses showing that our generalized condition for evolutionary branching is a good indicator of branching likelihood even when trait-substitution sequences do not follow MLIPs and when mutations are not rare. Finally, we extend the derived conditions for evolutionary branching to multivariate trait spaces.
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Introduction
Real populations have undergone evolution in many quantitative traits. Even when such populations experience contemporary selection pressures, their selection response will usually be highly multivariate. However, not all responding adaptive traits evolve at the same speed: in nature, such evolutionary speeds exhibit a large variation (Hendry and Kinnison, 1999; Kinnison and Hendry, 2001 ). Past speciation processes may have been driven mainly by traits undergoing fast evolution (Schluter, 1996) , while gradual evolutionary differentiation among species, genera, and families may derive from traits undergoing slow evolution. These differences in evolutionary speed can have two fundamentally different causes. First, they may be due to less genetic variation being available for evolution to act on: in asexual populations this occurs when mutation rates and/or magnitudes are smaller in some traits than in others, while in sexual populations this occurs when standing genetic variation is smaller in some traits than in others. Second, differences in evolutionary speed are also expected when fitness is much less sensitive to changes in some traits than to changes in others.
For brevity we refer to the slowly evolving and the rapidly evolving traits as slow traits and fast traits, respectively. If the slow traits are sufficiently slow, it is tempting to neglect their effects on the evolution of the fast traits. As far as evolutionary responses to directional selection are concerned, this simplification is usually unproblematic: the directional trend of evolution (Rice et al., 2011) resulting from such selection, which we can refer to as directional evolution, is described effectively by ordinary differential equations or difference equations focusing only on those fast traits (Price, 1970; Lande, 1979; Dieckmann and Law, 1996; Rice et al., 2011) .
On the other hand, such a simplification may not be safe where more complex evolutionary dynamics are involved. A typical example is adaptive speciation, i.e., evolutionary diversification driven by ecological interactions (Dieckmann et al., 2004; Rundle and Nosil, 2004) . Ito and Dieckmann (2007) have shown numerically that when populations undergo disruptive selection in a fast trait, their evolutionary diversification can be suppressed by directional evolution of another trait, even if the latter is slow. Conversely, if the slow directional evolution is sufficiently slow, disruptive selection in the fast trait can drive evolutionary diversification, both in asexual populations and in sexual populations (Ito and Dieckmann, 2007) . The suppression of evolutionary diversification can occur even when the slow and fast traits are mutationally and ecologically independent of each other. Thus, in a multivariate trait space, evolutionary diversification in one trait can be suppressed by slow directional evolution in just one of the many other traits. Moreover, such slow directional evolution may never cease, as the environments of populations are always changing, at least slowly, due to changes in abiotic components (e.g., climatic change) or biotic components (i.e., evolution in other species of the considered biological community). It is therefore important to improve the theoretical understanding of this phenomenon by deriving conditions for evolutionary diversification under slow directional evolution.
As a starting point to this end, we can consider the special situation in which there is only a single fast trait, while all other traits of the considered population are evolving extremely slowly, such that they are completely negligible. In this case, the question whether the selection on the fast trait favors its evolutionary diversification can be examined through conditions that have been derived for the evolutionary branching of univariate traits (Metz et al., 1992; Geritz et al., 1997 Geritz et al., , 1998 . In general, evolutionary branching is the process through which a unimodal phenotype distribution of a population becomes bimodal in response to frequency-dependent disruptive selection (Metz et al., 1992; Geritz et al., 1997 Geritz et al., , 1998 Dieckmann et al., 2004) , which can occur through all fundamental types of ecological interaction, including competition, exploitation, mutualism, and cooperation (Doebeli and Dieckmann, 2000; Doebeli et al., 2004) . This kind of diversifying evolution provides ecological underpinning for the sympatric or parapatric speciation of sexual populations (e.g., Doebeli, 1996; Dieckmann and Doebeli, 1999; Kisdi and Geritz, 1999; Doebeli and Dieckmann, 2003; Dieckmann et al., 2004; Claessen et al., 2008; Durinx and Van Dooren, 2009; Heinz et al., 2009; Payne et al., 2011) . Moreover, evolutionary branching may lead to selection pressures that favor further evolutionary branching, inducing recurrent adaptive radiations and extinctions (e.g., Ito and Dieckmann, 2007) , and thus community assembly (e.g., Jansen and Mulder, 1999; Bonsall et al., 2004; Johansson and Dieckmann, 2009; Brännström et al., 2012) and food-web formation (e.g., Loeuille and Loreau, 2005; Ito et al., 2009; Brännström et al., 2010; Takahashi et al., 2014) . Therefore, evolutionary branching may be one of the important mechanisms underlying the evolutionary diversification of biological communities.
Conditions for the evolutionary branching of univariate traits can be extended to bivariate trait spaces, if all traits considered evolve at comparable speeds (Bolnick and Doebeli, 2003; Vukics et al., 2003; Ackermann and Doebeli, 2004; Van Dooren et al., 2004; Egas et al., 2005; Leimar, 2005; Van Dooren, 2006; Ito and Shimada, 2007; Ravigné et al., 2009 ). However, if their evolutionary speeds are significantly different, the resultant conditions for bivariate traits can fail to predict evolutionary branching observed in numerical analyses Dieckmann, 2007, 2012; Ito et al., 2009) . In the present study, we therefore derive conditions for a population′s evolutionary branching in a fast trait when, at the same time, such a population is directionally evolving in one or more slow traits. The resultant conditions reveal when slow directional evolution either prevents or permits evolutionary branching. This paper is structured as follows. Section 2 explains heuristically how the likelihood of evolutionary branching in asexual populations depends on selection pressures and mutational step sizes. Section 3 derives a normal form for strong disruptive selection and weak directional selection in a bivariate trait space and explains when arbitrary bivariate fitness functions can be mapped onto this normal form. Section 4 introduces the concept of maximum-likelihoodinvasion paths, formed by mutants with maximum likelihood of invasion. On that basis, Section 5 derives sufficient conditions for evolutionary branching. Section 6 numerically examines the robustness of these conditions when the simplifying assumptions underlying our derivation are relaxed. Section 7 summarizes all conditions needed for identifying evolutionary-branching lines and extends these conditions to multivariate trait spaces. Section 8 discusses how our results generalize previously derived conditions for evolutionary branching that ignored slow directional evolution, and how our maximum-likelihood-invasion paths are related to existing methods for determining evolutionary dynamics or reconstructing evolutionary histories.
Heuristics
We start by describing, in a heuristic way, how disruptive selection in one direction, directional selection in another direction, and mutational step sizes may affect the likelihood of evolutionary branching. We then explain the analyses required for deriving the conditions for evolutionary branching, which are conducted in the subsequent sections.
When a population undergoes disruptive selection in trait x, as well as directional selection in trait y, its fitness landscape resembles that illustrated in Fig. 1a . The strength of disruptive selection in x is given by the fitness landscape′s curvature (i.e., second derivative) along x, denoted by D xx , while the strength of directional selection in y is given by the fitness landscape′s slope (i.e., first derivative) along y, denoted by G y . For simplicity, we assume that the population is monomorphic with a resident phenotype ðx; yÞ, indicated by a small black circle in Fig. 1a , and that mutational step sizes are identical in all directions. In this case, possible mutants are located on a circle around the resident phenotype, as shown in Fig. 1b-g . Then, small G y means slow evolution in y. Roughly speaking, the direction of evolution favored by selection is indicated by the mutants possessing maximum fitness (small white circles in Fig. 1b-g ). These mutants are located where the circle of considered mutants is tangential to the fitness contours.
From this simple setting, we can already draw the following geometrically evident conclusions. If G y is large compared to D xx , which results in low curvatures for the fitness contours (Fig. 1b) , the mutant having the maximum y has maximum fitness, in which case directional evolution along y is expected. On the other hand, if G y is sufficiently small compared to D xx ( Fig. 1c and d) , the high curvatures mean that two different mutants are sharing the same maximum fitness. In this case, evolutionary diversification in x may be expected. In addition, we can easily see (Fig. 1e-g ) that the smaller the mutational step size, the smaller the G y and/or larger the D xx required for two different mutants jointly having maximum fitness (Fig. 1e-g ).
It turns out that these qualitative and heuristic insights can be corroborated by formal analysis (Sections 3-6). For this, two things have to be done properly. First, we have to clarify the conditions under which a population undergoes disruptive selection in one direction and sufficiently weak directional selection in the other direction. To compare the strengths of selection among different directions, trait spaces have to be normalized so that mutation becomes isotropic in all directions, as in Fig. 1b-g . Second, because the existence of disruptive selection is a necessary but not a sufficient condition for evolutionary branching (Metz et al., 1996; Geritz et al., 1997 Geritz et al., , 1998 , the emergence of an initial dimorphism and the subsequent process of divergent evolution have to be analyzed. Conducting these analyses in the subsequent sections, we end up being able quantitatively to predict the likelihood of evolutionary branching in terms of G y , D xx , and mutational step sizes.
Normal form for bivariate invasion-fitness functions causing slow directional evolution
In this section, we first derive a normal form that applies when evolution is slow in one direction. As mentioned before, this may occur when mutational steps or fitness sensitivities are strongly asymmetrical. Second, we explain the evolutionary dynamics that are expected under this normal form. Third, we outline the fundamental ideas underlying our subsequent analyses.
Bivariate invasion-fitness functions causing slow directional evolution
We start by considering arbitrary bivariate trait spaces; accordingly, each phenotype S ¼ ðX; YÞ T comprises two scalar traits X and Y. We assume an asexual population with a large population size and sufficiently small mutation rates. The latter assumption has two consequences. First, the population dynamics have sufficient time to relax toward their equilibrium after a new mutant emerges. Second, as long as the population experiences directional selection, only the phenotype with the highest fitness among the existing phenotypes survives as a result of selection. Thus, the population is essentially always close to equilibrium and monomorphic. This allows its directional evolution to be translated into a trait-substitution sequence based on the invasion fitness of a mutant phenotype s 0 arising from a resident phenotype S (Metz et al., 1992 (Metz et al., , 1996 Dieckmann and Law, 1996) .
The invasion fitness of s 0 under S, denoted by Fðs 0 ; SÞ, is defined as the initial per capita growth rate of s 0 in the monomorphic population of S at its equilibrium population size. The function Fðs 0 ; SÞ can be treated as a fitness landscape in s 0 , whose shape depends on S. When a mutant emerges, which occurs with probability μ per birth, we assume that its phenotype follows a mutation probability distribution denoted by MðδSÞ, where δS ¼ s 0 ÀS. The distribution is assumed to be symmetric, unimodal, and smooth. As long as the mutational step sizes are sufficiently small, such that MðδSÞ has sufficiently narrow width, the distribution is well characterized by its variance-covariance matrix Λ,
where
2 MðδSÞdδXdδY, and
The standard deviation of mutational step sizes along each direction is thus described by an ellipse, X Þ, also satisfies Eq. (4). Thus, the condition for a significant difference between mutational step sizes in the original trait space S can naturally be integrated with the condition for a significant sensitivity difference of the invasion-fitness function in the normalized trait space s. Based on Eq. (4), we therefore define the condition for significant sensitivity difference as follows.
Significant sensitivity difference. After normalization to make mutation isotropic, the invasion-fitness function can be made to satisfy Eq. (4) by rotating the x-and y-axes.
Evolutionary dynamics expected under normal form
We now consider the expected evolutionary dynamics induced by the normal form in Eq. (3). For this purpose we first recap expectations for the simpler case in which G y is so small that G y ¼ Oðs 2 Þ. In that case, G y δy ¼ Oðs 3 Þ is negligible, so that y vanishes from Eq. (3), and the evolutionary dynamics therefore become univariate in x, so that phenotypes are characterized by that trait value alone. In this simpler case, conditions for evolutionary branching are easier to understand (Metz et al., 1996; Geritz et al., 1997 Geritz et al., , 1998 , as follows.
Suppose that the base point x 0 of the expansion of f ðs 0 ; sÞ can be chosen such that G x ¼ 0. Such a point, which we denote by x b , is called an evolutionarily singular point (or simply a singular point or an evolutionary singularity) because a resident located at x b experiences no directional selection. In contrast, a resident located close to x b experiences directional selection along x, ∂f ðs 0 ; sÞ
If C xx is negative, the fitness gradient is positive for x o x b and negative for x 4 x b , which means that it attracts a monomorphic population through directional evolution. In other words, the singular point is then convergence stable (Christiansen, 1991) . When a population comes close to x b , it may become possible for a mutant s 0 to coexist with a resident s. Mutual invasibility between s 0 and s, which gives rise to protected dimorphism (Prout, 1968) , is defined by f ðs 0 ; sÞ 4 0 and f ðs; s 0 Þ 4 0, which requires D xx ÀC xx 4 0. Following the emergence of a protected dimorphism of trait values denoted by s 1 and s 2 , the resultant fitness landscape f ðs 0 ; s 1 ; s 2 Þ maintains approximately the same curvature (i.e., second derivative) D xx along x. If this curvature is positive, i.e., this point is not a local evolutionarily stable strategy, or ESS (Maynard Smith and Price, 1973) , the two subpopulations evolve in opposite directions, keeping their coexistence, in a process called dimorphic divergence. When dimorphic divergence occurs in univariate trait spaces, it can never collapse (if it is assumed that mutual invasibility among phenotypes ensures their coexistence). This is because only mutants outside of the interval between the two residents can invade, and such an invading mutant then always excludes the closer resident and is mutually invasible with the other more distant resident, resulting in a new protected dimorphism with a larger phenotypic distance Coordinate transformations for normalizing the mutation probability distribution. The first transformation, (a) to (b), is a rotation, while the others cause scaling. (Geritz et al., 1998) . As we will see below, such collapses, however, become crucial when analyzing dimorphic divergence in bivariate trait spaces. The evolutionary process described above is called evolutionary branching. It requires monomorphic convergence (C xx o 0), mutual invasibility (D xx ÀC xx 4 0), and dimorphic divergence (D xx 4 0). We therefore see that the necessary and sufficient conditions for univariate evolutionary branching are given by the existence of a point x ¼ x b satisfying
When trait y is also taken into account, the point x ¼ x b forms a line in the bivariate trait space. Thus, the aforementioned conditions for univariate evolutionary branching can be translated into the following statement. Using these simple results as a baseline for comparison, we now consider the case that G y is of order s 1 , which, according to Eq. (3), implies that the evolution in y can affect the evolution in x. When the population is not close to the singular line x ¼ x b , directional evolution in x dominates the effects of y. Thus, the singular line still attracts monomorphic populations if and only if C xx o 0. We thus call such a singular line a convergence-stable line. When a population is in the neighborhood of a convergence-stable line and evolves toward it, directional selection in x inevitably becomes small, such that G y may affect the evolutionary dynamics.
When x is close to x b , a dimorphism in x may emerge, but invasion by a mutant in y with higher fitness may exclude both of the coexisting resident phenotypes and thereby abort the incipient evolutionary branching. Such an abortion is especially likely when G y is large. Thus, the larger G y becomes, the more difficult evolutionary branching is expected to be. Below, we examine how the resultant likelihood of evolutionary branching can be estimated.
Motivation for further analyses
In principle, bivariate evolutionary branching is possible even for very large G y , as long as trait-substitution sequences comprise invasions only in x for an adequately large number of substitutions after the inception of dimorphism. However, for large G y , sequential invasions of this kind are unlikely, because the fitness advantage of mutants in y then is large, which favors their invasion, which in turn easily destroys any initial dimorphisms. Thus, the average number of invasions required for evolutionary branching is expected to be quite large in this case. We can thus measure the likelihood of evolutionary branching as the probability of its successful completion within a given number of invasions.
It is difficult to calculate this probability directly, and thus to determine its dependence on the parameters G y , C xx , and D xx of the normal form. To avoid this difficulty, we focus on invasions that individually have maximum likelihood for a given composition of residents. We can loosely interpret the successions of residents formed by such invasions as describing typical evolutionary paths. Because of their special construction, it is possible analytically to derive sufficient conditions for evolutionary branching along these paths. It is expected that the conditions thus obtained can serve as useful indicators for the probability of evolutionary branching along the more general evolutionary paths formed by arbitrary stochastic invasions.
Notice that when we refer to stochastic invasions, we refer to the stochasticity of mutations and to the stochasticity of the initial survival of rare mutants, but not to the effects resulting from small resident population size, which occasionally allow mutants to invade even when they have negative fitness. In formal terms, these clarifications are implied by our assumption of sufficiently large resident population size.
In our analyses below, we assume that the conditions for evolutionary branching in univariate trait spaces, Eqs. (6), are satisfied. Our goal is to determine how conditions for bivariate evolutionary branching in x under weak directional selection in y differ from Eqs. (6).
Maximum-likelihood-invasion paths
In this section, we define evolutionary paths formed by sequential invasions each of which has maximum likelihood. Among all possible evolutionary paths formed by arbitrary stochastic invasions, these paths have high likelihood and may therefore be regarded as typical. Our reason for introducing these maximumlikelihood-invasion paths (MLIPs) is that we can derive, in Section 5, conditions for evolutionary branching along those typical paths.
Definition of oligomorphic stochastic invasion paths
We start by explaining how probabilities of invasion events are formally defined. We consider a monomorphic population with phenotype s, as a trait vector with an arbitrary dimension, at equilibrium population sizen that is uniquely determined by s. The birth and death rates (i.e., the number of birth and death events per individual per unit time, respectively) of a rare mutant phenotype s 0 are denoted by bðs 0 ; sÞ and dðs 0 ; sÞ, where bðs; sÞ and dðs; sÞ denote the birth and death rates of the resident s, which must satisfy f ðs; sÞ ¼ bðs; sÞÀdðs; sÞ ¼ 0 because the resident is at population dynamical equilibrium. The invasion fitness of the mutant s′ in the environment determined by the resident s is given by f ðs 0 ; sÞ ¼ bðs 0 ; sÞÀdðs 0 ; sÞ:
Once a mutant s 0 has arisen, the probability of its successful invasion in a population of resident s is approximately given by f ðs 0 ; sÞ þ =bðs 0 ; sÞ (Dieckmann and Law, 1996) . Here, the subscript "þ" denotes conversion of negative values to zero. The probability density per unit time for the emergence of a successfully invading mutant s 0 in a population of residents s is given by multiplying the density μnbðs; sÞMðs 
where μ is the mutation probability per birth event, and Mðs 0 ÀsÞ is the mutation probability distribution. The above approximation applies in the leading order of s 0 Às, when s is sufficiently small such that bðs 0 ; sÞÀbðs; sÞ is much smaller than bðs 0 ; sÞ (i.e., ½bðs 0 ; sÞÀbðs; sÞ=bðs 0 ; sÞ ¼ OðsÞ) (see Appendix C for the derivation). The expected waiting time for the next invasion event is given by T ¼ 1= R Eðs 0 ; sÞds 0 . When an invasion event occurs, the successfully invading mutants s′ follow the invasion-event probability density The invasion by a mutant leads the community to a new population dynamical equilibrium. In most cases, the mutant replaces only its parental resident, while under certain conditions the coexistence of both, extinction of both, or extinction of other residents may occur. A sequence of such invasions specifies a succession dynamics of resident phenotypes, which is called a trait-substitution sequence (Metz et al., 1996) .
If the invasion event is calculated stochastically according to Eqs. (8b) and (9b), the resultant trait substitution is called an oligomorphic stochastic process (Ito and Dieckmann, 2007 If the kth invasion event leads to the extinction of the entire community, no further invasions occur. In this case, the lengths of I and RðI; s a Þ are limited by k. In this study, we condition all analyses on the absence of complete community extinction.
Definition of maximum-likelihood-invasion paths
We now introduce the concept of maximum-likelihood invasion. Specifically, we define a maximum-likelihood-invasion event as the combination of the mutant s 0 MLI and its parental resident s i with i ¼ i MLI that maximizes the invasion-event probability density, Eq. (9b), across all s 0 and i for a given set of residents,
where we refer to s 0 MLI and s iMLI as the MLI mutant and MLI resident, respectively, and denote s i MLI by s MLI for convenience. A maximumlikelihood-invasion path (MLIP) is a trait-substitution sequence formed by MLI events, denoted by I MLI ¼ ðs 0 MLI ð0Þ; …; s′ MLI ðkÞ; :::; s′ MLI ðKÞÞ. The MLIP, which is expressed as RðI MLI ; s a Þ for an initial monomorphic resident s a , is included in the set of all corresponding possible OSIPs R(I; s a ).
Note that the MLI mutational steps js 0 MLI Às MLI j are bounded by ffiffiffi 2 p s, if invasion-fitness functions are approximated by quadratic forms of s′ (e.g., Eqs. (2)) and if mutation probability distributions are approximated by multivariate Gaussian functions (Appendix F).
Also note that the MLIP does not give the maximum-likelihood OSIP, which would require maximization of the likelihood at the level of the mutant-invasion sequence rather than at the level of individual mutant-invasion events. Although such sequence-level maximization would be more appropriate for our purpose, it seems analytically intractable. On the other hand, the event-level maximization defined by MLIPs is analytically tractable, and the MLIP is still expected to have a relatively large likelihood among corresponding OSIPs. Likewise, as illustrated by our numerical results in Section 6, when an MLIP RðI MLI ; s a Þ exhibits evolutionary branching, then a large fraction of the corresponding OSIPs RðI; s a Þ also exhibit evolutionary branching.
Conditions for evolutionary branching along MLIPs
In this section, we derive sufficient conditions for evolutionary branching along MLIPs, in terms of the properties of the normal form for invasion-fitness functions with significant sensitivity difference, Eq. (3).
Further rescaling
Here we assume that the base point of expansion s 0 ¼ ðx 0 ; y 0 Þ T is on a convergence-stable line x ¼ x b that satisfies univariate conditions for evolutionary branching, Eqs. (6). To simplify the analysis, we adjust the trait space as follows, without loss of generality. First, we shift the origin of the trait space to the base point s 0 so that s 0 ¼ ð0; 0Þ
T and x b ¼ 0. Second, we rescale the trait space so that s ¼ 1. (In this case, magnitude differences among jδsj ¼ OðsÞ, jδsj 2 ¼ Oðs 2 Þ with s{1 are transformed into those among the corresponding derivative coefficients G, C, and D, while the magnitudes of jδsj, jδsj 2 themselves become similar to each other.) Third, we rescale time and potentially flip the direction of the y-axis so that G y ¼ 1. For simplicity, we consider the first-and second-order terms only. Consequently, f ðs 0 ; sÞ is given by
and
with s before the rescaling (i.e., s{1). In the simplified normal form in Eq. (12a), only two dimensionless parameters D and C determine the geometry of the fitness landscape. This geometry not only determines the fitness landscape′s shapes (D), but also how the landscape changes when the resident phenotype is varied (C). Eq. (12a) then shows that any possible fitness landscape f ðs′; sÞ can be obtained from f ðs 0 ; ð0; 0Þ T Þ ¼ δyþDδx 2 by a parallel shift, i.e., f ðs 0 ; sÞ ¼ f ðs 0 Às w ; ð0;
This means that the contour curve f ðs 0 ; sÞ ¼ 0, given by y′ ¼ ÀDðx′ÀxÀx w Þ 2 þ y þ y w , always has a constant parabolic shape specified by D, so that the position of this curve determines the fitness landscape (Fig. 3a) .
In the next two subsections, we derive conditions on D and C for evolutionary branching along MLIPs. We first obtain conditions on MLI mutants, s 0 MLI , for evolutionary branching. Then we analyze these conditions considering the dependence of s 0 MLI on D and C, which provides conditions on these two parameters for evolutionary branching.
Conditions on MLI mutants for evolutionary branching
Here we obtain conditions on s 0 MLI for evolutionary branching. The process of evolutionary branching can be decomposed into two steps: emergence of protected dimorphism (dimorphic emergence) and directional evolution of these two morphs in opposite directions (dimorphic divergence). First, sufficient conditions for dimorphic emergence and specific evolutionary dynamics ensured by these conditions are expressed as follows (see Appendix G for the derivation). 
The set of mutants satisfying inequalities (13) is indicated by the white region in Fig. 3c . Clearly, inequalities (13a) ensure that the MLI mutant is always closer than the resident to the convergence-stable line, resulting in directional evolution toward this line as long as the mutant replaces the resident. Inequality (13b) restricts the deviation of the MLI mutant from the resident along the y-axis, and thus ensures that a protected dimorphism (with f ðs 0 ; sÞ 4 0 and f ðs; s 0 Þ 40) emerges after sufficient convergence to the line.
After emergence of an initial protected dimorphism, we denote the coexisting phenotypes by s 1 and s 2 , with x 1 ox 2 , without loss of generality (Fig. 3b) . A sufficient condition for dimorphic divergence and specific evolutionary dynamics ensured by these conditions are expressed as follows (see Appendix H for the derivation).
Lemma 2. Suppose the conditions for dimorphic divergence below hold. Then for any initial protected dimorphism of s 1 and s 2 emerged under the conditions for dimorphic emergence, subsequent invasions by s 0 MLI continue directional evolution of the two morphs in opposite directions in x without collapse.
Conditions for dimorphic divergence. Any s 0 MLI satisfies
where x 1 o x 2 is assumed without loss of generality.
The set of mutants satisfying inequalities (14) is indicated by the white regions in Fig. 3d . In each invasion step, s 0 MLI replaces only its parental resident, so the divergence of the new dimorphism in x is larger than that of s 1 and s 2 .
Clearly, if conditions for dimorphic emergence and for dimorphic divergence both hold, evolutionary branching along MLIPs inevitably occurs for an arbitrary initial resident s a .
MLIP condition
As s 0 MLI is a function of D and C, substituting this function into the conditions for dimorphic emergence and divergence above and solving those for D and C gives conditions on these parameters for evolutionary branching.
To derive s 0 MLI as a function of D and C, we explicitly define the mutation distribution. For analytical tractability, we assume that the mutation distribution is approximated by a two-dimensional Gaussian distribution, which is expressed in the normalized and rescaled trait space s ¼ ðx; yÞ T as
where the standard deviation of mutational step sizes is scaled to 1. Under monomorphism with phenotype s, the MLI mutant s 0 MLI , which maximizes the invasion-event probability density, is given by the s′ that maximizes Eq. (8b),
We first focus on the special case that s is located exactly on the convergence-stable line, i.e., s ¼ ð0; yÞ T with arbitrary y. In this Conditions for dimorphic emergence and dimorphic divergence. In panels (a) and (b), the white and light gray regions indicate positive and negative invasion fitnesses, respectively. The thick gray curves in (a) and (b) indicate zero-countours of the invasion fitnesses for monomorphism, f ðs′; sÞ, and for dimorphism, f ðs′; s 1 ; s 2 Þ, respectively, which are parabolic curves sharing the same shape. In panels (c) and (d), the white regions indicate mutants that satisfy the conditions for dimorphic emergence and those for dimorphic divergence, respectively. The thin parabolic curves giving the boundaries share the same shape with zero-contours of the invasion fitnesses (thick gray curves). In panels (e) and (f), the mutants of maximum-likelihood invasion are included in the dark gray rectangles. If the MLIP condition D 41= ffiffiffi 2 p holds, the dark gray rectangles are included in the white regions that ensure evolutionary branching. The dark gray and white regions touch each other only when D ¼ 1= ffiffiffi 2 p . The trait space has been normalized and rescaled so that the standard deviation of mutational step sizes equals 1 in all directions.
Substitution of Eq. (17) and s ¼ ð0; yÞ T into the inequality condition (13b) for dimorphic emergence yields
We do not need to examine inequalities (13a), which are of interest only for s ¼ ðx; yÞ T with x a 0. Even if the resident is not located on the convergence-stable line, i.e., s ¼ ðx; yÞ T with x a 0, inequalities (13) 
Then any MLIP starting from an arbitrary initial monomorphic resident monotonically converges toward the convergencestable line, x ¼ 0, and brings about protected dimorphism, which leads to dimorphic divergence without collapse, i.e., evolutionary branching.
We thus call inequality (18), D 4 1= ffiffiffi 2 p , the MLIP condition for evolutionary branching, and refer to a convergence-stable line satisfying this condition as an evolutionary-branching line.
Directional evolution sufficient for evolutionary branching
Under the MLIP condition, dimorphism with jx 2 Àx 1 j Z Δx n for arbitrary Δx n 4 0 emerges before the population directionally has evolved by
where the second equality defines the function L y0 ðjx a j; Δx n Þ, and s a ¼ ðx a ; y a Þ T is the initial monomorphic resident (see Appendix J for the derivation). The y is the mean value of y, given by y ¼ y for monomorphism or by y ¼ ðn 1 y 1 þn 2 y 2 Þ=ðn 1 þn 2 Þ for dimorphism, wheren 1 andn 2 are the equilibrium population sizes of s 1 and s 2 , respectively.
Numerical examination of MLIP condition
In this section we investigate how the MLIP condition is related to the likelihood of evolutionary branching in numerically calculated MLIPs, OSIPs, and polymorphic stochastic invasion paths (PSIPs) in which mutation rates are not small. See Appendices K, M, and L for details on algorithms and initial conditions. When deriving the MLIP condition, we assumed the bivariate Gaussian mutation distribution defined in Eq. (15). The resultant MLIP condition may also be applicable to other types of mutation distributions. To examine this kind of robustness, below we investigate additional three different mutation distributions for the calculation of OSIPs and PSIPs. The bivariate fixed-step distribution has possible mutations that are bounded on a circle (Fig. 5b) . The univariate Gaussian distribution applies when mutations in x and y occur separately, each following a one-dimensional Gaussian distribution (Fig. 5c) . The univariate fixed-step distribution also limits possible mutations to affect either x or y, but with fixed step sizes (Fig. 5d) . See Appendix L for details on these mutation distributions.
The cumulative likelihood of evolutionary branching is measured as a probability pðL y ÀL y0 Þ, where L y is the length of directional evolution in y along MLIPs, OSIPs, or PSIPs, whileL y0 , calculated through Eq. (19), is the length of directional evolution in y along MLIPs sufficient for the occurrence of evolutionary branching (see Appendix K for details onL y0 ). Thus, pðL y ÀL y0 Þ measures the cumulative probability of evolutionary branching when the population has directionally evolved in y by L y , beyond what is implied by the MLIP condition (L y0 ). In the case of MLIPs, pðL y ÀL y0 Þ ¼ 1 clearly holds for L y ÀL y0 ¼ 0. In the case of OSIPs and PSIPs, when values of pðL y ÀL y0 Þ for L y ÀL y0 ¼ 0 are close to 1, this indicates that the MLIP condition is working well also under such relaxed conditions. However, pðL y ÀL y0 Þ never reaches 1 in OSIPs, differently from MLIPs. One reason is that even under very large D there are non-zero probabilities for repeated mutant invasions only in the y-direction, causing directional evolution in the y-direction. Another reason is that even after the emergence of a protected dimorphism, this dimorphism may collapse by subsequent mutant invasions in the case of OSIPs. When a dimorphism has collapsed, leaving behind a monomorphic resident, by the definition of OSIPs, the information about the collapse itself is lost, and it is only the remaining resident that determines the likelihood of evolutionary branching in the "next trial". A sufficiently large D is expected to induce evolutionary branching within a few trials, keeping the total directional evolution in the y-direction short, which results in a high value of pðL y ÀL y0 Þ for L y ÀL y0 ¼ 0. Fig. 4a shows the branching likelihood in MLIPs under the bivariate Gaussian mutation distribution for varying C o 0 and D 4 0: the contour curves indicate where a 97% cumulative probability of evolutionary branching is reached for L y ÀL y0 ¼ 0, 100, and 200 (i.e., pð0Þ ¼ 0:97, pð100Þ ¼ 0:97, and pð200Þ ¼ 0:97). For D 4 1= ffiffiffi 2 p , MLIPs quickly undergo evolutionary branching in the gray area in Fig. 4a , while they do not undergo evolutionary branching in the white area in Fig. 4a . Examples of branching and non-branching MLIPs are shown as gray curves in Fig. 4b-d , respectively. Importantly, the threshold D ¼ 1= ffiffiffi 2 p provided by the MLIP condition and indicated by the dashed line in Fig. 4a characterizes very well the area that ensures the occurrence of evolutionary branching. In particular, the MLIP condition D 4 1= ffiffiffi 2 p seems to give a necessary and sufficient condition as C converges to 0.
Sufficient vs. necessary conditions: MLIPs

Robustness of MLIP condition: OSIPs
When the MLIP condition D 4 1= ffiffiffi 2 p holds, OSIPs tend to undergo immediate evolutionary branching (black curves in Fig. 4b ). On the other hand, even for D o 1= ffiffiffi 2 p , OSIPs may still undergo evolutionary branching (black curves in Fig. 4c ). In this case, however, the required L y ÀL y0 becomes large as D is decreased. As D is decreased further, evolutionary branching may not be observed even for very large L y ÀL y0 (black curves in Fig. 4d ). Fig. 5a shows the branching likelihood in OSIPs under the bivariate Gaussian mutation distribution for varying C o 0 and D 4 0: the contour curves indicate where a 97% cumulative probability of evolutionary branching is reached for L y ÀL y0 ¼ 0, 100, and 200 (i.e., pð0Þ ¼ 0:97, pð100Þ ¼ 0:97, and pð200Þ ¼ 0:97). We see that more than 97% branching likelihood is attained for L y ÀL y0 ¼ 0, as expected by the MLIP condition. Similarly, more than 90% branching likelihood is attained for L y ÀL y0 ¼ 0 for each of the three other mutation distributions ( Fig. 5b-d) , as long as the mutation rate in y is not very small compared to that in x (i.e., μ y =μ x Z 0:05) for the univariate Gaussian and univariate fixed-step mutation distributions. Thus, for the examined OSIPs, the MLIP condition turns out to be robust (at a likelihood level of 97%) as an almost sufficient condition for evolutionary branching; it is also robust against variations in mutation distributions.
Robustness of MLIP condition: PSIPs
For PSIPs, mutation rates need not be low. In this case, evolutionary dynamics are no longer given by trait-substitution sequences (as for OSIPs), but by gradual changes of polymorphic phenotype distributions. Population dynamics of PSIPs are calculated based on the stochastic sequence of individual births and deaths (Dieckmann and Law, 1996) . The stochastic effects become large when fitness gradients and curvatures are both weak and/or population sizes are small. In this case, the likelihood of evolutionary branching in PSIPs, in contrast with OSIPs, may be affected not only by C and D, but also by other parameters, such as the mutational step size s, the mutation rate μ, and the carrying capacity along the evolutionary-branching line, K 0 . We have numerically confirmed that the MLIP condition is still useful for characterizing evolutionary branching in PSIPs across a certain range of parameter values. For example, D 4 1= ffiffiffi 2 p provides pð0Þ 4 0:9 under all four mutation distributions for 0:001 r sr0:01, 300 rK 0 r 10000, and 1 Â 10 À1 Z μZ3:3 Â 10 À5 , with 3 Â 10 À3 r μsK 0 r 3 Â 10 À2 (results not shown). indicate where a 95% cumulative probability of evolutionary branching is reached for L y ÀL y0 ¼ 0, 40, and 80 (i.e., pð0Þ ¼ 0:95, pð40Þ ¼ 0:95, and pð80Þ ¼ 0:95). We see that more than 95% branching likelihood is attained for L y ÀL y0 ¼ 0 under all four mutation distributions, as long as the mutation rate in y is not very small compared to that in x (i.e., μ y =μ x Z 0:05) for the univariate Gaussian and univariate fixed-step mutation distributions. Thus, for the examined PSIPs, the MLIP condition turns out to be robust as a good indicator for evolutionary branching, even when mutation rates are not small and/or mutation distributions other than bivariate Gaussian are considered.
Conditions for evolutionary-branching lines
In this section, we first summarize the conditions for evolutionary-branching lines in bivariate trait spaces. Second, we extend these conditions to multivariate trait spaces. Third, we explain how to find evolutionary-branching lines or manifolds in arbitrary trait spaces with arbitrary dimensionality. Conditions for evolutionary-branching lines along MLIPs in normalized bivariate trait spaces. The x-and y-axes can be adjusted by rotation such that the first and second derivatives of the invasion-fitness function at s 0 satisfy Eqs. (4), (6a), (6b), and (18).
Rescaling trait spaces such that s ¼ 1 and applying Theorem 1 proves this theorem. If these conditions for evolutionary-branching lines hold, then evolutionary branching occurs with high likelihood in evolutionary paths even under relaxed assumptions (i.e., in OSIPs and PSIPs, as shown in Section 6). As the sensitivity difference goes to infinity, which means that the right-hand side of Eq. (4) . The trait spaces have been normalized and rescaled so that the standard deviation of mutational step sizes equals 1 in all directions. Parameters:
the conditions for evolutionary-branching lines converge to the univariate conditions for evolutionary branching, given by Eqs. (6).
Notice that the MLIP condition requires that s is not infinitesimally small, but finite; otherwise, satisfying this inequality is impossible. Thus, as long as the population is directionally evolving, its evolutionary branching requires finite mutational step sizes. Conversely, s can have large magnitudes, as long as approximating of the invasion-fitness functions by the normal form in Eq. (3) is appropriate at the scale of that s. In this case, a single large mutational step may generate a mutant such that the mutant and resident together straddle an evolutionary-branching line, resulting in protected dimorphism with a relatively large phenotypic difference. Although this sounds different from the process of evolutionary branching with small phenotypic difference, the two cases are formally equivalent as long as the invasionfitness function is well approximated by Eq. (3), i.e., terms beyond the second order are negligible. This becomes clear when the two trait spaces are rescaled, and thus become comparable.
Conditions for evolutionary-branching lines in multivariate trait spaces
The conditions for evolutionary-branching lines explained above can be applied also to multivariate trait spaces: for this we only have to extend the condition for significant sensitivity difference, as explained below.
As before, an arbitrary L-variate trait space 
where Even if the sensitive subspace is more than univariate, conditions for evolutionary branching might be constructed in a similar form, as explained in Appendix O.
Finding evolutionary-branching lines without prior normalization
For checking conditions for evolutionary-branching lines (or manifolds) in an arbitrary trait space S with arbitrary dimension L, the vector G and the matrices C and D of the invasion-fitness function FðS′; SÞ are all that is needed. These are given by
where F m is the gradient vector of (23) and (24). Notice that the conditions for evolutionary-branching lines (or manifolds) explained above are based on locally approximated invasion-fitness functions. Thus, satisfying those conditions at S 0 ensures the existence of an evolutionary-branching line (or manifold) only at the local scale around this point. However, it is easily shown that if S 0 satisfies those conditions, some other points slightly deviated from S 0 are also expected to satisfy those conditions. By connecting these points, evolutionary-branching lines (or manifolds) can be found at the global scale (Ito and Dieckmann, 2012) .
Discussion
In this paper, we have analytically obtained the conditions for evolutionary branching when the invasion-fitness function has significant sensitivity differences among directions in bivariate trait spaces, by focusing on evolutionary paths, called MLIPs, composed of invasions each of which has maximum likelihood. The result, called the MLIP condition, is numerically demonstrated to be a useful indicator for the likelihood of evolutionary branching in evolutionary paths calculated under relaxed assumptions of stochastic invasions (OSIPs) and of non-rare mutations (PSIPs). The obtained conditions have been extended to multivariate trait spaces.
The MLIP condition requires stronger disruptive selection than is needed for univariate branching along OSIPs (Metz et al., 1996; Geritz et al., 1997 Geritz et al., , 1998 . The MLIP condition remains unchanged in multivariate trait spaces as long as the sensitive subspace is univariate, because directional evolution in the insensitive subspace can be contracted into a single dimension. Thus, the MLIP condition generalizes the univariate branching conditions to situations in which a population slowly evolves by weak directional selection in other traits. This generalization is important, as real populations feature many evolving traits with a large variation in evolutionary speeds, with the result that the slow traits are likely to keep evolving directionally after the fast traits have converged to an evolutionary singularity.
One of our main assumptions is that mutational step sizes are sufficiently small so that the first-and second-order terms of the invasion-fitness functions (quantifying the strength of directional and stabilizing/disruptive selection pressures, respectively) capture the dominant selection pressures. On one hand, this of course does not require mutational step sizes to be infinitesimally small, but just to be small enough to ensure a good local approximation of the invasion-fitness function. Indeed, for the MLIP condition to hold, mutational step sizes must be finite and exceed a certain threshold. On the other hand, the MLIP condition cannot be applied when the higher-order terms of invasion-fitness functions have a non-negligible influence, which implies selection pressures that are more complex than combinations of directional and stabilizing/disruptive selection. Therefore, as long as we try to understand selection pressures as combinations of directional and stabilizing/disruptive selection, our assumption of small mutational steps is appropriate.
The conditions for evolutionary-branching lines, which are a combination of the condition for significant sensitivity difference, the condition for convergence stability, and the MLIP condition, can be used to examine the likelihood of evolutionary branching that could not be treated by previous branching conditions requiring convergence-stable singular points (Ackermann and Doebeli, 2004; Ito and Shimada, 2007) . For example, Leimar (2005) and Ito et al. (2009) have numerically shown that evolutionary branching occurs in bivariate trait spaces that do not contain any evolutionarily singular points that are convergence stable. In these cases, there exists instead an evolutionarily singular point that is convergence stable only in one direction, but unstable in the other direction. By applying the conditions we have presented here, evolutionarybranching lines can be identified in the trait spaces of those models (Ito and Dieckmann, 2012) . In such applications, the condition for significant sensitivity-difference might be relaxed further, or be omitted altogether, because this condition partly overlaps with the MLIP condition; and the non-overlapping parts of the sensitivitydifference condition may be required only for enabling the analytical derivation of the MLIP condition. In this sense, the MLIP condition may still work well even when the sensitivity-difference condition does not hold.
As the MLIP condition describes how weak directional selection needs to be in comparison with disruptive selection for evolutionary branching to occur, this information may also be useful for predicting evolutionary branching in the vicinity of evolutionary-branching points. The MLIP condition then describes how close to an evolutionary-branching point a monomorphic population has to come for evolutionary branching to occur when mutational steps are finite. Based on a heuristic modification of the conditions for evolutionary-branching lines, areas possessing high likelihoods of evolutionary branching can thus be identified around evolutionarybranching points. The resultant evolutionary-branching areas (Ito and Dieckmann, 2012) are important not the least because, in reality, invasion-fitness functions are always changing at least slowly, due to environmental changes or due to the evolution of other species, implying slow shifts of the locations of evolutionary branching points in trait spaces. Such shifts may prevent monomorphic populations from sufficiently converging to the points required for the emergence of dimorphism, or they may destroy initial dimorphisms even after those have emerged (Metz et al., 1996; Metz, 2011) . In such cases, by examining whether environmental changes are sufficiently slow for monomorphic populations to enter the evolutionary-branching areas, likelihoods of evolutionary branching may be estimated also under such more realistic circumstances.
A focus on MLIPs, treated as typical and deterministic paths among corresponding OSIPs, has enabled our analytical treatment of evolutionary branching in bivariate trait spaces. This analysis of MLIPs is adding to the evolutionary literature a second deterministic description of mutation-limited evolutionary dynamics. The more common alternative is the mean evolutionary path defined by the canonical equation of adaptive dynamics theory (Dieckmann and Law, 1996) . Roughly speaking, such a mean evolutionary path is formed by mutant invasions, each of which occurs by the mean mutant phenotype among all mutants that are able to invade, weighted according to their invasion probabilities. It is therefore interesting to consider how these two deterministic descriptions of mutation-limited evolutionary dynamics are related. In particular, an MLIP is identical to the corresponding mean evolutionary path given by the canonical equation, if directional evolution of a single population with a multivariate Gaussian mutation distribution is considered, although the speed along the MLIPs is ffiffiffiffiffiffiffiffi ffi 2=π p % 0:798 times as fast as along the corresponding mean paths (see Appendix Q).
In general, however, MLIPs and mean evolutionary paths are different, because an MLIP is formed by mutants that are the modes of the invasion-event probability distribution at each invasion event, while a mean path is formed by mutants that are the means of this distribution. Thus, differences between the two descriptions can arise, especially when the mutation distribution is discrete, as, e.g., for the univariate fixed-step mutation distribution. As MLIPs are affected only by the global maximum of an invasion-event probability distribution, but not by any other of its features, and as a distribution's global maximum may abruptly change its role with a local maximum, the mean evolutionary paths may be deemed more robust than MLIPs for describing directional evolution. On the other hand, by construction, the canonical equation is not capable of describing evolutionary branching, while MLIPs can do so. To our knowledge, MLIPs are the only way of deterministically describing evolutionary dynamics that include evolutionary diversifications, without loss of analytical tractability. Therefore, MLIPs may be useful for analyzing other evolutionary phenomena in multivariate trait spaces.
Our analyses of invasion-event probabilities are related to phylogeny reconstruction and ancestral-state reconstruction based on empirical data (Wiens, 2000; Barton et al., 2007) , and may hint at worthwhile extensions of such methods. The standard methods for ancestral-state reconstruction first reconstruct phylogenetic trees based on DNA sequences, and then reconstruct the ancestral states of focal traits based on those trees, using constraints alternatively given by maximum parsimony, maximum likelihood, Bayesian methods, etc. While our MLIPs maximize likelihoods not at the level of invasion sequences, but at the level of invasion events, numerical methods could be devised to maximize the likelihoods of OSIPs. When those OSIPs are calculated from a given present composition of residents backward to their common ancestor (e.g., using Markov Chain Monte Carlo methods), the past evolutionary dynamics can be reconstructed as a phylogeny in a trait space. In this case, phylogeny and ancestral states are reconstructed at once, based on a given fitness function providing prior information. This alternative kind of phylogenetic reconstruction might be useful for some genera or families, if key quantitative traits and associated ecological settings are known sufficiently well for such knowledge to be translated into fitness functions, and if exogenous changes of those functions are expected to be small. Comparing results obtained from this ecology-based reconstruction method with results from standard reconstruction methods might provide new insights.
In our approach, it is important to identify the fast traits, or fast phenotypic directions, along which a considered evolutionary diversification unfolds. Empirical evidence suggests that in some taxonomic groups the directions of observed trait differences among related populations are positively correlated with the trait directions possessing the largest additive genetic variance within the populations. These directions, which have been called "lines of least resistance" (Schluter, 1996) , closely resemble the fast traits in our approach. If corresponding slow traits can also be identified, our conditions for evolutionary-branching lines and manifolds may be applied to understand the evolutionary ecology of the underlying diversifications. 
Appendix A. Derivation of quadratic form of invasion-fitness functions
Here we derive an approximate quadratic form of f ðs′; sÞ, Eq. (2) in Section 3. For convenience, and without any loss of generality, we shift the origin close to the resident phenotype, so that s j j ¼ OðsÞ and js′j ¼ OðsÞ. We then expand f ðs′; sÞ about this origin s 0 ¼ ð0; 0Þ T as
ðA:1aÞ
ðA:1bÞ
where the subscripts 'm' and 'r' refer to mutants and residents, respectively, and where f α ¼ ∂f ðs′; sÞ=∂α for α ¼ x′; y′; x; y and f αβ ¼ ∂ 2 f ðs′; sÞ=∂α∂β for α; β ¼ x′; y′; x; y denote the first and second derivatives of f ðs′; sÞ, respectively. We transform Eq. (A.1a) into (2012), where C is multiplied by 1=2, becomes identical to Eq. (2a) by defining C as C ¼ f mm þ f rm (the convention used here) instead of as C ¼ 2ðf mm þ f rm Þ (the convention used there).
Appendix B. Condition for significant sensitivity difference
Here we derive the condition for significant sensitivity difference of normalized invasion-fitness functions, Eq. (4) in Section 3. First, we show how sensitivity difference can be caused by the asymmetry of mutational step sizes in the original trait space. Second, we extend this relationship into a general condition for significant sensitivity difference.
Sensitivity difference due to mutational asymmetry
We assume that the X-and Y-axes of the original trait space S have been aligned as shown in Fig. 2b , so that V XY ¼ 0. In this space, the invasion-fitness function FðS 0 ; SÞ is expanded similarly to Eq. (2) as where
Thus, by including all applicable terms in Oðs 3 Þ, we see that Eq. (B.2a) yields the normal form of invasion-fitness functions with significant sensitivity difference, Eq. (3) in Section 3.
Generalization of sensitivity difference
The normal form in Eq. (3) can also be obtained when the sensitivity of a fitness function to variation in trait y is weak, so that G y , D xy , D yy , C xy , C yx , and C yy are all relatively small. To make this notion precise, we proceed as follows. We suppose an arbitrary invasion-fitness function defined in a normalized trait space s ¼ ðx; yÞ T , in which mutation is isotropic with standard deviation s{1. This function is then given by Eq. (2) Here we assume that the value of invasion fitness is scaled such that the sensitivity of the function to trait x is not small, i.e., jG x jþjC xx jþjD xx j is of order s 0 . On that basis, we can define a significant sensitivity difference as follows.
Definition of significant sensitivity difference of invasionfitness functions. Suppose that for a normalized invasion-fitness function the x-and y-axes can be adjusted by coordinate rotation, such that the function can be decomposed into a function depending only on x′ and x, and into a residual of sufficiently small magnitude ε ¼ OðsÞ, where the denominator enables application to normalized invasion-fitness functions that are not yet suitably scaled.
Appendix C. Approximation of invasion-event rate density
Here we explain how the invasion-event rate density is approximated in Eq. (8a) 
Thus, the conditions for dimorphic divergence, inequalities (14), as well as those for dimorphic emergence, inequalities (13) because C o 0. This means that when x o0, for every mutational step in the negative x-direction, there exists a step in the positive x-direction that has a higher probability density. Thus, the global maximum is reached for some δx40. 
Proof of Lemma D.2
For the proof in this subsection, we denote MLI mutants as functions of the resident phenotypes, i.e., s 
Appendix E. Invasion-fitness functions under dimorphism
Here we approximate dimorphic invasion-fitness functions f ðs 0 ; s 1 ; s 2 Þ by a form similar to that derived for monomorphic invasion-fitness functions, Eq. (D.12) in Appendix D. First, we assume that js 2 Às 1 j is sufficiently small for the function f to be approximated using its first and second derivatives only. However, the direct Taylor expansion of f with respect to s 0 , s 1 , and s 2 up to second order cannot generally satisfy the consistency condition f ðs 1 ; s 1 ; s 2 Þ ¼ f ðs 2 ; s 1 ; s 2 Þ ¼ 0.
Under the restrictive assumption that the two residents are near an evolutionarily singular point, this problem can be solved by allowing the invasion-fitness function to have a rational form composed of its first and second derivatives (Durinx et al., 2008) . In our study, however, the two residents may be distant from a singular point in the y-direction. Here we therefore generalize the result by Durinx et al. (2008) by showing that for arbitrary dimorphic residents dimorphic invasion-fitness functions can be approximated by a rational form composed of its first and second derivatives.
Special case
We first consider a special case that arises when the two residents s 1 and s 2 are both located exactly on the x-axis, i.e., s Now we consider a continuous shift in the resident phenotypes s 1 and/or s 2 in a way that maintains their coexistence (i.e., f ðs 1 ; s 2 Þ 4 0 and f ðs 2 ; s 1 Þ 4 0), such that the population size of s 2 , denoted byn 2 , converges to zero. Then f ðs 0 ; s 1 ; s 2 Þ has to converge to f ðs 0 ; s 1 Þ. As derived in the last subsection in this appendix, n 2 -þ 0 whilen 1 4 0 implies f ðs 2 ; s 1 Þ ¼ 0 and f ðs 1 ; s 2 Þ 4 0. This consideration yields the consistency condition f ðs 0 ; s 1 ; s 2 Þ ¼ f ðs 0 ; s 1 Þ for f ðs 2 ; s 1 Þ ¼ 0 and f ðs 1 ; s 2 Þ 4 0: ðE:3aÞ
In the same manner, considering the case ofn 1 -þ0 whilen 2 4 0 yields another consistency condition, f ðs 0 ; s 1 ; s 2 Þ ¼ f ðs 0 ; s 2 Þ for f ðs 1 ; s 2 Þ ¼ 0 and f ðs 2 ; s 1 Þ 4 0: ðE:3bÞ
First, we examine the consistency condition Eq. (E.3a). The condition f ðs 2 ; s 1 Þ ¼ 0 is transformed into
ðE:5Þ
This equation must be satisfied for arbitrary x′Àx 1 , x 1 , and y′ as long as f ðs 1 ; s 2 Þ 4 0. Comparing the coefficients for x′Àx 1 , x 1 , and y′ at each order, we can specify the unknown parameters as 
General case
Next, we consider the general case in which the two residents s 1 and s 2 are located neither on the x-axis (as in the previous subsection) nor near an evolutionarily singular point (as in Durinx et al. (2008) ). As the dimorphic invasion-fitness function obtained for the special case above, Eq. (E.7), has a form independent of the coordinate system (i.e., independent of how the x-and y-axes are chosen), it is expected that even in this general case the function is obtained in a form identical to Eq. (E.7). Below, we confirm this conjecture.
First, to treat this general case analogously to the special case, we introduce a new coordinate system s ¼ ð x; yÞ T so that s 1 and s 2 are both located on the x-axis, i.e., s 1 ¼ ð x 1 ; 0Þ T and s 2 ¼ ð x 2 ; 0Þ T , by an affine coordinate transformation, We first suppose that the population is not close to the convergence-stable line x ¼ 0, so that jxj is significantly larger than 1. Since the magnitudes of δx and δy are of order 1, jð2DÀ CÞ δx 2 j{jCxδxj holds. In this case, inequalities (G.2) cannot hold. This means that invasion by s 0 always replaces s, which corresponds to directional evolution. To satisfy inequalities (G.2), the population has to come close to the convergence-stable line through directional evolution, such that jxj becomes sufficiently small. Such convergence is ensured if all invading mutants satisfy x′4 x for x o 0 x′o x for x 4 0:
This implies δx40 for x o 0 and δxo0 for x 40. The population monotonically converges to the convergence-stable line if all invading mutants satisfy this condition, as long as the resident is monomorphic. On this basis, we now suppose that the population has come close to the convergence-stable line and that a mutant has arisen such that the resident and the mutant straddle the convergencestable line, xx′ o 0. As C is negative, both Cxδx ¼ ÀCðÀxx′ þ x 2 Þ and ðG:5Þ
Since directional evolution proceeds toward the convergence-stable line under inequalities (G.3), the situation xx′o 0 inevitably occurs unless protected dimorphism emerges even before that. Thus, for an arbitrary initial resident s a , if all subsequent invading mutants satisfy inequalities (G.3) and (G.5), then the population monotonically converges to the line x ¼ 0, until protected dimorphism has emerged, which inevitably occurs once s and s 0 straddle the line. Inequalities (G.3) and (G.5) are identical to inequalities (13) 
Conditions for a single step of dimorphic divergence
We define dimorphic divergence as the directional evolution of two resident morphs in opposite directions along the x-axis. Such a compound evolutionary process is formed by repetition of a unit process defined as follows.
Definition of a single step of dimorphic divergence. An invading mutant replaces only either of the two residents and coexists with the other resident, and the phenotypic distance along the x-axis between the new residents is larger than that between the old residents. The set of mutants s 0 that satisfy inequalities (H.2b) and (H.2c) is illustrated as the white regions in Fig. 3d .
Conditions for the whole process of dimorphic divergence
We suppose that an invading mutant s 0 and residents s 1 and s 2 satisfy inequalities (H.2). Without loss of generality, we assume s p ¼ s 2 and s q ¼ s 1 , differently from Lemma 2, which assumes x 1 o x 2 instead. Then s 0 excludes only s 2 , and coexists with s 1 . In addition, as proved in Appendix I, the new dimorphism composed of s 0 and s 1 satisfies
When s 0 is renamed as the replaced resident s 2 , inequality (H.3) gives inequality (H.2a). Thus, for the next step of dimorphic divergence, only inequalities (H.2b) and (H.2c) have to hold, and the same applies for subsequent steps of dimorphic divergence. Therefore, for any initial dimorphic residents satisfying inequality (H.2a), the whole process of subsequent dimorphic divergence is ensured, if all of the subsequent invading mutants satisfy inequalities (H.2b) and (H.2c). In addition, any initial protected dimorphism emerged under the conditions for dimorphic emergence, inequalities (13) in Section 5, clearly satisfies inequality (H.2a). Thus, provided that the initial dimorphism has emerged under the conditions for dimorphic emergence, sufficient conditions on the subsequent invading mutants for dimorphic divergence are given by inequalities (H.2b) and (H.2c). Inequalities (H.2b) and (H.2c) are equivalent to inequalities (14) in Section 5 when x 1 ox 2 is assumed. This completes the proof.
Appendix I. Proof of Lemma H.1 (conditions for a single step of dimorphic divergence)
Here we prove Lemma H.1 in Appendix H. We also show that the conditions for a single step of dimorphic divergence, inequalities (H.2), ensure inequality (H.3).
Main proof
Without loss of generality, we assume that s p ¼ s 2 and s q ¼ s 1 , differently from Lemma 2, which assumes x 1 ox 2 . Then the conditions (a) to (d) is the sufficient amount of directional evolution, where y ¼ yðKÞ. Analogously, the sufficient number of invasion events can be derived as ðjx a jþΔx n Þ.
Appendix K. Procedures for the numerical calculation of evolutionary dynamics
Here we explain the procedures for the numerical calculation of the evolutionary dynamics shown in Section 6. These calculations are conducted in a normalized and rescaled trait space such that mutation is isotropic with standard deviation 1. For calculating MLIPs, the MLI mutant at each invasion event is determined so that it maximizes the invasion-event probability density defined in Eq. (9b) in Section 4. For calculating OSIPs, each invading mutant is stochastically chosen according to the invasionevent probability density (see also Ito and Dieckmann, 2007) . See Appendix M for the details of how to calculate invasionevent probability densities. When an invasion has occurred, the coexisting phenotypes at the next population dynamical equilibrium are determined by checking invasion fitnesses among residents and the mutant.
For each calculation of an MLIP or OSIP, the trait x a of the initial resident is drawn randomly from a uniform distribution with À10 r x a r 10, while the trait y a of the initial resident is set to 0 without loss of generality. For evaluating the occurrence of evolutionary branching in OSIPs, it is numerically observed that 99.997% of failures (i.e., collapse of protected dimorphisms) occur for jΔxj o 10, where Δx ¼ x 2 Àx 1 describes the phenotypic difference in x between the two residents. Thus, we conclude that evolutionary branching has occurred when a dimorphism with jΔxj4 10 has emerged. Then, the sufficient directional evolution in y along MLIPs is given byL y0 ¼ L y0 ðjx a j; 10Þ ¼ ðjx a jþ10Þ= ffiffiffi 2 p , according to inequality (19) in Section 5.
We calculate PSIPs using the polymorphic stochastic model (Dieckmann and Law, 1996) , which describes individual births and deaths as stochastic events. For illustration, we use the birth and death rates defined for the resource-competition model studied by Ito and Dieckmann (2007) , which is a linear combination of the MacArthur-Levins resource-competition model (MacArthur, 1972) in x and a constant selection gradient in y. This model (detailed in Appendix N) is a simple but ecologically plausible realization of the normal form for invasion-fitness functions with significant sensitivity difference considered in this study, as given by Eq. (3). The initial monomorphic phenotype is assigned as described for OSIPs above. To examine the process of evolutionary branching, phenotypes whose phenotypic distance is less than 2 are clustered together. When an initial single cluster splits into two clusters, jΔxj is calculated as the phenotypic distance between the averages of x within the two clusters. We conclude that evolutionary branching has occurred when jΔxj exceeds 10, analogous to the criterion used for OSIPs, as described above.
where w 1 ¼ f ðs 1 ; s 2 Þ=½f ðs 1 ; s 2 Þþf ðs 2 ; s 1 Þ, w 2 ¼ 1Àw 1 , and ε ¼ ðr 1 K 2 Þ =ðr 2 K 1 ÞÀ1 ¼ Oðjs 2 Às 1 jÞ. Notice that f ðs 1 ; s 2 Þ 40 and f ðs 2 ; s 1 Þ 4 0 both hold for a protected dimorphism of s 1 and s 2 . Thus, as long as js 2 Às 1 j ¼ OðsÞ,
is a good approximation. Therefore, after rescaling this trait space such that the standard deviation of mutational step sizes is equal to 1, Eq. (M.5) is a good approximation as long as js 2 Às 1 j is of order 1.
Appendix N. Specific model for calculation of PSIPs
Here we explain the model used for the calculation of PSIPs in Section 6. We consider a normalized bivariate trait space s ¼ ðx; yÞ T , in which mutation is isotropic with standard deviation s{1.
We define individual birth and death rates following Ito and Dieckmann (2007) , as explained below. The trait x affects the death rate through resource competition (as, e.g., when beak size in birds determines the size of seeds they compete for describes the strength of competition between phenotype x i and phenotype x j ; it is also given by a Gaussian function, with variance s 2 α and mean x j Àx i ¼ 0. Accordingly, the strength of competition is maximal between identical phenotypes and monotonically declines with phenotypic distance. If the birth rate bðs i ; s 1 ; :::; s N Þ is assumed to be constant and equal to 1, the birth and death rates imply the MacArthur-Levins resource competition model (MacArthur, 1972) Directional selection on y can be due to any ecological interaction (e.g., competition, predator-prey interaction, or mutualism) and may act on any morphological, physiological, or life-history trait y. A simple way of introducing a fitness gradient in y is where y denotes the population average of trait value y, y ¼ ∑ j y j n j =∑ j n j , and b 1 is a constant describing the constant directional selection pressure on y.
We now consider a monomorphic resident s with sufficiently large population size. where G is a row vector of length L, and C and D are L Â L matrices, with D being symmetric. In a manner similar to the bivariate case, we can define Significant sensitivity difference in multivariate trait spaces. After normalization to make mutation isotropic, the normalized invasion-fitness function, Eq. Thus, the local evolutionary dynamics around s 0 can be contracted into that in a bivariate trait space ðx; yÞ T . Then, by denoting jG y j by jG y j, the conditions for evolutionary-branching lines in bivariate trait species can be applied directly, yielding Theorem 3 in Section 7. On the other hand, when the sensitive subspace is more than univariate, the MLIP condition cannot be applied. Yet, the following considerations apply. For jG y j ¼ 0, it is expected that an evolutionarily singular point x b in the sensitive subspace (i.e., jG x j ¼ 0 for x 0 ¼ x b ) will attract a monomorphic population and induce its evolutionary branching, if the following conditions hold. First, x b is strongly convergence stable, i.e., λ Ci o 0; ðO:5Þ for all i ¼ 1; :::;L, where λ C1 ; :::; λ CL are the eigenvalues of C xx (Leimar, in press ). Second, x b is also evolutionarily unstable, i.e., λ D max 4 0:
ðO:6Þ
Here λ D max is the maximum eigenvalue of D xx , with eigenvector v D max . This λ D max is always real, as D xx is a symmetric matrix. The inequality above means that the fitness landscape has a positive curvature (i.e., second derivative) in the direction of v D max with selection favoring evolutionary diversification mainly in this direction. As mutual invasibility in this direction is also ensured in this case, i.e., v T D max ðD xx ÀC xx Þv D max 4 0 always holds under inequalities (O.5) and (O.6), dimorphic divergence may proceed without collapse, resulting in evolutionary branching (Dieckmann and Metz, in preparation) . In this case, it is expected that the diversifying residents stay in the neighborhood of the line and inequalities (O.5) together may be a useful indicator of the likelihood of evolutionary branching. In summary, Eq. (O.2) allows a multivariate trait space to be decomposed into a sensitive subspace and an insensitive one; if the sensitive subspace is univariate, the situation is reduced to a bivariate one, in which case the MLIP condition is applicable. On the other hand, if the sensitive subspace is multivariate, there is no assurance of the validity of the MLIP condition. Yet, inequalities (O.5) and (O.7) may still be useful. for all j ¼ 2; :::; L, may hold (L ¼ 2 gives the condition for significant sensitivity difference for the bivariate case, Eq. (4)). The exact approach is to find the matrix B n that minimizes the left-hand side of Eq. (P.6). However, this B n may not be easy to determine. 
