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a b s t r a c t
In this paper, we present a new symmetric rank-one (SR1) method for the solution of
unconstrained optimization problems. The proposed method involves an algorithm in
which the usual SR1 Hessian is updated a number of times in a way to be specified in some
iterations, to improve the performance of the Hessian approximation.
In particular, we discuss how to consider a criterion for indicating at each iteration
whether it is necessary to employ extra updates. However it is well known that there
are some theoretical difficulties when applying the SR1 update. Even for a current
positive definite Hessian approximation, it is possible that the SR1 update may not be
defined or the SR1 update may not preserve positive definiteness at some iterations. We
then employ a restarting procedure that guarantees that updated matrices will be well-
defined while preserving positive definiteness of updates. Numerical results support these
theoretical considerations. They show that the implementation of the SR1 method using
extra updating techniques improves the performance of the SR1 method substantially for
a number of test problems from the literature.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Quasi-Newton (QN)methods have been applied efficiently to solve awide range of unconstrained optimization problems
given by
min
x∈Rn
f (x), (1)
where the objective function f : Rn → R is twice continuously differentiable. Among the existing QN methods the
symmetric rank-one (SR1)method is one of themost efficientmethods for solving this problem. At the kth iteration, assume
that xk is the vector of variables such that f (xk) is the least calculated value of the objective function so far. If gk ≠ 0, then
we use the following quadratic model for approximating f around xk:
Qk(xk + d) = 12d
TBkd+ gTk d+ f (xk), (2)
where gk denotes the current gradient of f at xk, d ∈ Rn and Bk is an n × n symmetric matrix that approximates the true
Hessian Gk at xk. By using either line-search or trust-region frameworks, a new iterate point xk+1 is obtained such that
f (xk+1) < f (xk). (3)
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For the trust-region method, the radius may be adjusted several times to realize (3). For the line-search method, condition
(3) can be realized by some line-search strategy such as using the Wolfe conditions or the Armijo condition.
Our attention in this paper will be on the line-search method. Then for a given initial symmetric and positive definite B1,
we may update Bk to a new Hessian approximation Bk+1 by using the SR1 formula. The class of line-search methods starts
with an initial approximation, x1, of a solution, x∗, and generates a new approximation by means of the following iterative
form:
xk+1 = xk + αkdk; k ≥ 1, (4)
where αk is a step length parameter and dk is the search direction found by solving the set of equations
Bkdk = −gk. (5)
Note that positive values of the step length parameter, which ensure sufficient reductions in f , exist when the descent
property gTk dk < 0 is satisfied; such a condition is guaranteed if the Hessian approximation Bk is positive definite. In the
class of quasi-Newton methods, this matrix is updated in terms of the vector pair
sk = xk+1 − xk, (6)
and
yk = gk+1 − gk, (7)
to a new Hessian approximation Bk+1 such that the quasi-Newton condition
Bk+1sk = yk, (8)
holds (for further details, see e.g. [1]).
In particular, we suppose that
Bk+1 = SR1(Bk, sk, yk), (9)
where, for any B, s and y,
SR1(B, s, y) = B+ (y− Bs)(y− Bs)
T
sT (y− Bs) , (10)
is the SR1 updating formula. Investigations on the SR1 update indicate that SR1 can outperform thewell known BFGS update
BFGS(B, s, y) = B− Bss
TB
sTBs
+ yy
T
yT s
, (11)
in the context of optimization, where either the approximate Hessian can be expected to be positive definite or a trust-
region framework is used [2–5]. The SR1 update makes a rank-one change to the previous Hessian approximation Bk; hence
it is evidently simple in form. The SR1’s hereditary property on (convex) quadratics implies that if n (consecutive) linearly
independent iterates are taken, then the Hessian approximation converges to the true (quadratic) Hessian in at most n steps
and hence the solution can be reached in at most n+ 1 steps (if the update exists at each step). Moreover SR1 update (10) is
also the unique symmetric rank-one update that satisfies the quasi-Newton equation (8). Self-complementarity of the SR1
update is another attractive property, i.e. given any update formula for Bk+1 that depends only on Bk, s, and ywe can obtain
an update
Hk+1 = Hk + (sk − Hkyk)(sk − Hkyk)
T
yTk (sk − Hkyk)
(12)
that satisfies the QN equation for the inverse Hessian approximation
Hk+1yk = sk. (13)
This so-called complementarity operation on the SR1 update Bk+1 yields the rank-one update. From the uniqueness of this
update, we conclude immediately that the inverse of the update is the same as its complement (obviously the inverse of
the update will satisfy the QN equation (13)). Although the SR1 update possesses desirable features, it has some major
drawbacks. It does not necessarily generate a positive definite matrix even if the current update is positive definite, and the
denominator in the SR1 updatemay become zero. As regards the drawbacks of the SR1 update, some safeguardsmay prevent
the possible breakdown and the presence of numerical instabilities. The need of maintaining positive definiteness for the
approximation to the Hessian matrix of the objective function has encouraged a lot of researchers to seek some modified
schemes of update which possess not only good features of original SR1 update but also greater numerical stability.
To overcome the drawbacks of the SR1 update, various variants of the SR1 method have been proposed, for example, a
self-adjusting variable metric algorithm, a switching algorithm, a multi-direction parallel algorithm, and sizing the current
update and restart procedure (see, for instance, [6–12]). Osborne and Sun [7] introduced a scaling parameter in the SR1
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update to ensure that successive estimates of the inverse Hessian are positive definite, whereas Dennis andWolkowicz [10]
and Khalfan [2] sized the approximations of the Hessian using a sizing factor to maintain positive definite updates.
Conn et al. [4] proved that the sequence of matrices generated by the SR1 updates converges to the actual Hessian,
provided that the sequence of steps taken, xk, is uniformly linearly independent. Using this result it is not difficult to prove
that the rate of convergence is q-superlinear. On the other hand, Khalfan et al. [3] presented a new analysis that shows that
the SR1 update with a line search is n+ 1-step q-superlinearly convergent without the assumption of linearly independent
iterates. In particular, the computational results show that the SR1 update is very competitive with the widely used BFGS
update.
The efficiency of the QN methods depends strongly on the quality of the Hessian approximations, Bk. Though the BFGS
method is robust in correcting the eigenvalues of the Hessian approximation Bk, this correction is found to be inadequate in
practice when the eigenvalues of Bk are large (see, e.g., [13,14]). To overcome this difficulty, several modification techniques
have been introduced into the Hessian approximations to be applied before updating by the BFGS formula (e.g., see [15,16]).
Al-Baali [17] updated the usual BFGS Hessian a number of times, depending on the information of the first-order derivatives,
to obtain a newHessian approximation at each iteration. Since extra updates seem to improve the poor quality of theHessian
approximation, such consideration motivate us to consider the possibility of employing these updates in the SR1 method,
where extra updates of the Hessian are made in a way to be specified at some iterations.
Moreover in order to overcome the difficulties of using the SR1 formulawe employ a restart procedure for the SR1 update.
The restart procedure provides a replacement for the non-positive definite or unbounded (indefinite) Bk with a scaling of
the identity matrix. Hence the scaling factor is incorporated whenever these difficulties arise for the SR1 update.
In Section 2,wewill describe the extra updates schemeandderive the resulting extra updatesmethod for the SR1 formula.
In Section 3, we consider a decisive factor for specifying at each iteration whether it is necessary to employ extra updates.
In Section 4, we address the question of maintaining the positive definite updates in the approximations, while Section 5
proposes an extra SR1 algorithmwhich attempts to combine the best features of the SR1 update and extra updates schemes.
The results of numerical experiments using the proposed method are described in Section 6.
Throughout the paper ‖.‖will be the Euclidean norm, although in some cases it can be replaced by an arbitrary norm.
2. The symmetric rank-one method using the extra updates scheme
In this section, we briefly describe the properties of the extra update method.
Consider the following extra updating technique for somem ≤ n (n is the dimension of the problem):
∇2f (xk+1)ρl = ζl, 1 ≤ l ≤ m, (14)
where {ρl} and {ζl} are any sequences of independent vectors. Since the true Hessian is not available in practice, we can use
some finite differences to approximate the left-hand side of (14). Thus generally the above equation becomes
∇2f (xk+1)ρl ≈ ζl, 1 ≤ l ≤ m. (15)
Note that since generally finite differences prove expensive, the above method of extra updates is usually intended for
implementation on a parallel machine withm processors.
Al-Baali [18] conjectured that curvature information where the vectors {ρl} and {ζl} satisfy
ρl = sk−m+l, ζl = yk−m+l, 1 ≤ l ≤ m, (16)
may be employedm times (m > 1) to improve the BFGS Hessian approximations. In fact, using (6)–(7) and the Taylor series
expansion, we see that the choice (16) implies approximations like (15) with k replaced by k−m+ l. In fact, one can observe
through (6)–(7) and the Taylor series that the choice (16) implies approximations similar to (15) where k has been replaced
by k−m+ l. Let the current SR1 update Bk be given as follows: we proceed at each iteration k by carrying out a single-step
quasi-Newton update as follows:
B¯(l)k+1 = SR1(B¯k, sk, yk). (17)
The updated Hessian approximation is used in the subsequentm− 1 sub-iterations for updating the SR1 Hessian a number
of times as follows:
B¯(l+1)k+1 = SR1(B¯(l)k+1, ρl, ζl), l = 1, 2, . . . ,m, (18)
where m is a prescribed constant and the vectors {ρl} and {ζl} satisfy (16). The (m + 1)th update is used to define a new
Hessian approximation, i.e.
Bk+1 = B¯(m+1)k+1 . (19)
Hence the relation (17) employs an extram SR1 updates in terms of the vector pairs
{sk−m+l, yk−m+l}, 1 ≤ l ≤ m, (20)
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to obtain the updatedHessian approximation (19). ThisHessian (referred to as the EXSR1Hessian) reduces to the SR1Hessian
whenm ≤ 1. Note that k replacesm whenever k ≤ m. But once k > m, the oldest vector pair is deleted from the sequence
(16) and is replaced by the pair (6) and (7).
Note that form = 1, the formula for extra updates (18)with the startingmatrix (17) produces the same SR1Hessian. Thus,
the choicem = 1 (likem = 0) does not provide a new Hessian approximation and should be avoided. Several properties of
this extra updating scheme are given in [17]. For the purpose of numerical illustration, we will usem = 2 in this paper.
3. A criterion for employing extra updates
It remains to deal with the issue of a criterion for employing extra updates to the SR1method. From the numerical results
of Al-Baali [17], we observe that because at some iterations extra updates might be redundant or reduce the quality of this
Hessian, extra updates should be employed only when they satisfy certain properties. In fact, our main reason for adopting
an extra update technique for SR1 is to encourage a more rapid reduction in the eigenvalue of Bk. To do this, it is important
to make the choice on the basis of an estimate of the determinant of the updated Hessian approximation. But since the
eigenvalues are not computed in practice and the curvature can be written as
sTkyk = sTk G¯ksk,
where
G¯k =
∫ 1
0
G(xk + tsk)dt
is the average Hessian matrix along sk, we can estimate their size on the basis of the scalars
bk = s
T
kBksk
sTkyk
, (21)
and
hk = y
T
kHkyk
sTkyk
, (22)
by examining the determinant of the SR1 Hessian
det(BSR1k+1) = −

1− hk
1− bk

det(Bk). (23)
Eq. (23) can be found in [19] which follows from (9) and (10) and
det(I + uvT ) = 1+ uTv. (24)
where I is the identity matrix, and u and v are any vectors.
In fact, we seek further correction to the eigenvalues by employing a number of extra updates when the following
conditions are satisfied:
bk > 1, hk < 1 and bk + hk < 2. (25)
Otherwise, the standard SR1 update is employed.
4. Optimal updating under the σ-measure
Although the SR1 update possesses desirable features, it has some major drawbacks. The SR1 update is unstable in the
sense that itmay not preserve positive definiteness evenwhen updated froma positive definitematrix, and the denominator
can be zero or numerically zero in (10) in which case it could lead to numerical instabilities. In order to overcome these
negative aspects, the SR1 update must be adjusted in some manner whenever it fails to exist or is not positive definite. Our
most important aim in this section is to seek amatrix D such that thematrix updated from D preserves as much information
as possible from the previous steps while maintaining positive definiteness of the update.
For this purpose, we should find a measure for deriving the optimal scaling factor for the SR1 update. Davidon [20] and
Shanno and Phua [21] considered the κ-measure (l2-condition number)
κ(P) = ζmax
ζmin
, (26)
where P is an n× n positive definite matrix, and ζmax and ζmin are the largest and the smallest eigenvalues of P .
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Davidon [20] used the κ-measure (l2-condition number) to choose an optimally conditioned update in the Broyden class
whereas Shanno and Phua [21] used it to obtain the optimal scaling factor for the BFGS update. However, it was shown by
Wolkowicz [22] that the κ-measure is not a good choice for finding an optimal scaling factor for the SR1 update.
For this reason, Dennis andWolkowicz [10] suggested a measure (known as the σ -measure) based on the volume of the
symmetric difference between the two ellipsoids corresponding to the most recent updates, say Bk and Bk+1.
The σ -measure is defined as follows:
σ(P) = ζmax
det(P)1/n
, (27)
where ‘‘det’’ denotes the determinant, P is an n × n positive definite matrix and ζmax is the largest eigenvalue of P .
Wolkowicz [22] showed that the σ -measure yields an optimally scaled SR1 update.
The following theorem, which is a straight result of Corollary 2.1 due to Leong and Hassan [11], shows that the ‘‘best’’
semi-positive definite (s.p.d.) SR1 updates for Bk+1 under the σ -measure given by (27) are scaled, optimally conditioned,
SR1 updates such as those in [23].
Theorem 1. Suppose that
µk = s
T
k sk
sTkyk
−
 
sTk sk
2
sTkyk
2 − sTk skyTkyk
1/2
. (28)
Then the inverse SR1 matrix updated from µkI:
Hk+1 = µkI + (sk − µkyk)(sk − µkyk)
T
yTk (sk − µkyk)
, (29)
is the unique solution of
min σ(H−1k+1), (30)
s.t. H−1k+1sk = yk, H−1k+1 is s.p.d..
5. Description of the algorithm
Extra updates for the symmetric rank-one method (EXSR1)
Step 0. Given an initial point x0 ∈ Rn, and an initial positive definite matrix H0 = I , compute f (x0) and g0 = ∇f (x0). Set
k = 0.
Step 1. Termination test. If the convergence criterion ‖gk‖ ≤ ε is achieved, then stop.
Step 2. Compute a QN direction, dk, by using dk = −Hkgk.
Step 3. Find an acceptable step length, αk, such that the Wolfe conditions
f (xk + αkdk) ≤ f (xk)+ δ1αkgTk dk, (31)
g(xk + αkdk)Tdk≥δ2gTk dk, (32)
where 0 < δ1 < δ2 < 1, δ1 < 12 , are satisfied.
Step 4. Set xk+1 = xk + αkdk.
Step 5. Calculate bk and hk defined by (21) and (22).
Step 6. Update Hk to Hk+1 by using the SR1 formula (12).
Step 7. If condition (25) is satisfied, then replace the update Hk+1 by H¯(1)k+1.
Check the stabilizing options in Step 8, then compute H¯(1)k+1 by using the EXSR1 formula
H¯(l+1)k+1 = H¯(l)k +
(ρl − H¯(l)k ζl)(ρl − H¯(l)k ζl)T
ζ Tl (ρl − H¯(l)k ζl)
, l = 1, 2, . . . ,m, (33)
wherem = 2 and
ρl = sk−m+l, ζl = yk−m+l, 1 ≤ l ≤ m.
Use Hk+1 = H¯(m+1)k+1 to compute Hk+1 and go to Step 9.
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Step 8. Stabilizing. If
sTkyk − yTkHkyk < 0, (the Hessian matrix may not be positive definite)
or yTk (sk − Hkyk) < t ‖yk‖ ‖sk − Hkyk‖ ,
where t ∈ (0, 1) (the denominator in the Hessian matrix is sufficiently close to zero) or
‖Hk‖∞ > L, (where L = 1010 is used),
set Hk+1 = µkI , where µk = s
T
k sk
yTk sk
−
 
sTk sk
2

yTk sk
2 − sTk skyTk yk
1/2
.
Step 9. Set k := k+ 1, and go to Step 1.
Note that since employing extra updates is not necessary at every iteration, we consider employing them only when the
conditions in (25) hold.
6. Implementation and numerical experiments
In this section, we report the numerical comparisons of the proposed EXSR1method, the ‘‘extra BFGS’’ (EXBFGS) method
from [17] and the NSSR1 method (the SR1 method that restarts with the identity matrix). Some classical test functions
with standard starting points are selected for testing our algorithms on a variety of 62 unconstrained optimization test
problems, where the list of selected problems is given in Table 1. Each function is tested with dimensions varied from 2 to
1000 variables. The set of test functions used in the numerical experiments is fundamentally described in Bongartz et al. [24]
along with other standard optimization test problems from [25] and [26].
Table 1
Selected test problems for comparing EXSR1 with the EXBFGS and NSSR1 methods.
Ex.Freudenstein & Roth,Ex.Trigonometric,Ex.Rosenbrock,Ex.White&Holst,
Ex.Beale, Ex.Penalty, Perturbed Quadratic, Raydan 1–2, Diagonal 1–5,
Hager, Ge.Tridiagonal 1, Ex.Tridiagonal 1–2, Ex.Three Expo Terms,
Ge.Tridiagonal 2, Ex.Himmelblau, Ge.PSC1, SQ1, SQ2,
Ex.PSC1, Ex.Powell, Ex.BD1, Ex.DENSCHNF,
Ex.Maratos, Ex.Cliff, QDP, Ex.Wood, STAIRCASE S1, LIARWHD,
Ex.Hiebert, QF1, Ex.QP1, Ex.QP2, QF2, COSINE, TPQ,
BDQRTIC, TRIDIA, ARWHEAD, NONDIA, NONDQUAR, DQDRTIC,
EG2, DIXMAANA, DIXMAANB, DIXMAANC, DIXMAANE,
PPQ1, Broyden Tridiagonal, Almost Perturbed Quadratic,
DIXON3DQ, DIXMAANF, DIXMAANG, DIXMAANH,
FLETCHCR, DIXMAANI, DIXMAANJ, DIXMAANK,
All algorithms use exactly the same implementation of the Wolfe line-search conditions (31) and (32) with δ1 = 10−4
and δ2 = 0.9. The codes are written in Fortran 77 and in double-precision arithmetic. All tests are implemented on a PCwith
a 1.8 GHz Pentium IV processor and 1 GB of RAM. The step length αk = 1 is always tried first. Once the number of iterations
or function evaluations exceeds 1000, we stop the algorithm.
As regards the stopping criterion to be used in our numerical experiments, in all algorithms, convergence is assumed if
‖gk‖ ≤ ε, where ε = 10−5.
A total of 942 runs were performed. The new approach can solve over 95% of the test problems, where EXBFGS can solve
93% and NSSR1 solves 85%.
The dimensions of the test functions were classified into those of ‘‘small’’ (2 ≤ n ≤ 100), ‘‘medium’’ (101 ≤ n ≤ 500)
and ‘‘large’’ (501 ≤ n ≤ 1000) size.
Since a large set of problems is used,we give summaries of the results from these experiments in Tables 2–5, by presenting
the ratios of the geometric and arithmetic means of the number of iterations (Itrn.) and the function/gradient evaluations
(Feval.) required to solve all the problems in the given test set. The results are all shown in Tables 2–5.
Table 2
Relative efficiency of EXSR1, EXBFGS and NSSR1 for small dimensions (2 ≤ n ≤ 100).
Method EXSR1 EXBFGS NSSR1
Itrn. Feval. Itrn. Feval. Itrn. Feval.
Arithmetic mean 1 1 1.05 1.08 1.12 1.16
Geometric mean 1 1 1.01 1.04 1.07 1.11
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Table 3
Relative efficiency of EXSR1, EXBFGS and NSSR1 for medium dimensions (101 ≤ n ≤ 500).
Method EXSR1 EXBFGS NSSR1
Itrn. Feval. Itrn. Feval. Itrn. Feval.
Arithmetic mean 1 1 1.09 1.13 1.18 1.20
Geometric mean 1 1 1.04 1.08 1.14 1.16
Table 4
Relative efficiency of EXSR1, EXBFGS and NSSR1 for larger dimensions (501 ≤ n ≤ 1000).
Method EXSR1 EXBFGS NSSR1
Itrn. Feval. Itrn. Feval. Itrn. Feval.
Arithmetic mean 1 1 1.15 1.19 1.22 1.25
Geometric mean 1 1 1.10 1.14 1.17 1.20
Table 5
Overall summary (942 runs).
Method EXSR1 EXBFGS NSSR1
Itrn. Feval. Itrn. Feval. Itrn. Feval.
Arithmetic mean 1 1 1.10 1.14 1.17 1.20
Geometric mean 1 1 1.05 1.09 1.13 1.16
Fig. 1. Performance profiles of EXSR1, EXBFGS and NSSR1 based on iterations.
From Tables 2–5, it can be observed that EXSR1 performs clearly better than EXBFGS and NSSR1 in several cases. EXSR1
seems to perform better than EXBFGS for the most difficult problems, although the improvement is seen more in respect of
iterations than function/gradient evaluations. Indeed the EXSR1 algorithm has the desirable feature that the extra updates
improve the performance of the algorithms in most cases.
According to the Table 5, EXSR1 defines the most efficient numerical performance in terms of means, in comparison
with the other algorithms. The improvement of EXSR1 over EXBFGS lies in EXSR1 needing 5% and 9% fewer, on average,
iteration calls and function/gradient evaluations respectively. Similarly, the improvement of EXSR1 over NSSR1 lies in
NSSR1 needing 13% and 16% more, on average, iteration calls and function/gradient evaluations, respectively, than STSR1.
The STSR1 algorithm is 5% to 20%, on average, cheaper than the EXBFGS and NSSR1 methods. This observation shows a
significant improvement of the EXSR1 method over the EXBFGS and NSSR1 methods as the dimension of the problem
increases.
Overall, EXSR1 requires 13185 (total number of) iterations and 16657 (total number of) function/gradient evaluations
for solving 62 test problems, while EXBFGS requires 15672 and 19710 and NSSR1 requires 23059 and 27937.
Therefore, since the numbers of iterations and function/gradient evaluations needed by the EXSR1 method are fewer
than those for EXBFGS and NSSR1, EXSR1 seems to be a better option for optimizing the selected problems.
The results are also presented using the performance profile tool proposed by Dolan and Moré [27], comparing the
performances of a number of ns solvers running on the set of np problems.
We have set ns = 3 and np = 62 in the cases of the problems listed in Table 1. The corresponding performance profiles
are plotted in Figs. 1–3.
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Fig. 2. Performance profiles of EXSR1, EXBFGS and NSSR1 based on function/gradient calls.
Fig. 3. Performance profiles of EXSR1, EXBFGS and NSSR1 based on CPU time.
According to the Figs. 1 and 2, it is not difficult to conclude that EXSR1 outperforms the EXBFGS method. Meanwhile the
improvement of the performance of the EXSR1 method over that of the NSSR1 counterpart is significant. From Fig. 3, it can
be observed that as regards the CPU time metric, the proposed method is fastest, followed by the EXBFGS and the NSSR1
methods.
7. Conclusion
A technique for improving updated Hessian approximations for use in a symmetric rank-one (SR1) method has been
introduced. Our strategy is to employ further updates to the SR1 Hessian at certain iterations. As regards the drawbacks
of the SR1 method, a simple safeguard strategy is designed for the EXSR1 algorithm to deal with the non-positive definite
updates and to prevent the possible breakdownof the denominator. Themethodhas been compared experimentallywith the
NSSR1method andwith the ‘‘extra BFGS’’ method originally introduced in [17]. From the numerical results we can conclude
that the proposed method is encouraging, as compared with the EXBFGS and NSSR1 methods. In particular we observe that
EXSR1 requires, quite frequently, fewer iterations, and hence fewer function/gradient evaluations, than EXBFGS and NSSR1
for a set of test problems. Inmany cases, EXSR1 solves the problem, and this is clearly an advantage of the proposedmethod.
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