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Rational and algebrai series
in ombinatorial enumeration
Mireille Bousquet-Mélou
Abstrat. LetA be a lass of objets, equipped with an integer size suh that for all n the
number an of objets of size n is nite. We are interested in the ase where the generating
funtion
P
n
ant
n
is rational, or more generally algebrai. This property has a pratial
interest, sine one an usually say a lot on the numbers an, but also a ombinatorial one:
the rational or algebrai nature of the generating funtion suggests that the objets have
a (possibly hidden) struture, similar to the linear struture of words in the rational ase,
and to the branhing struture of trees in the algebrai ase. We desribe and illustrate
this ombinatorial intuition, and disuss its validity. While it seems to be satisfatory in
the rational ase, it is probably inomplete in the algebrai one. We onlude with open
questions.
Mathematis Subjet Classiation (2000). Primary 05A15; Seondary 68Q45.
Keywords. Enumerative ombinatoris, generating funtions, rational and algebrai
power series, formal languages.
1. Introdution
The general topi of this paper is the enumeration of disrete objets (words, trees,
graphs...) and more speially the rational or algebrai nature of the assoiated
generating funtions. Let A be a lass of disrete objets equipped with a size:
size : A → N
A 7→ |A|.
Assume that for all n, the number an of objets of size n is nite. The generating
funtion of the objets of A, ounted by their size, is the following formal power
series in the indeterminate t:
A(t) :=
∑
n≥0
ant
n =
∑
A∈A
t|A|. (1)
To take a very simple example, if A is the set of words on the alphabet {a, b}
and the size of a word is its number of letters, then the generating funtion is∑
n≥0 2
ntn = 1/(1− 2t).
Generating funtions provide both a tool for solving ounting problems, and a
onise way to enode their solution. Ideally, one would probably dream of nding
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a losed formula for the numbers an. But the world of mathematial objets would
be extremely poor if this was always possible. In pratise, one is usually happy with
an expression of the generating funtion A(t), or even with a reurrene relation
dening the sequene an, or a funtional equation dening A(t).
Enumerative problems arise spontaneously in various elds of mathematis,
omputer siene, and physis. Among the most generous suppliers of suh prob-
lems, let us ite disrete probability theory, the analysis of the omplexity of algo-
rithms [56, 44℄, and the disrete models of statistial physis, like the famous Ising
model [5℄. More generally, ounting the objets that our in one's work seems
to answer a natural uriosity. It helps to understand the objets, for instane to
appreiate how restritive are the onditions that dene them. It also fores us
to get some understanding of the struture of the objets: an enumerative result
never omes for free, but only after one has eluidated, at least partly, what the
objets really are.
We fous in this survey on objets having a rational, or, more generally, al-
gebrai generating funtion. Rational and algebrai formal power series are well-
behaved objets with many interesting properties. This is one of the reasons why
several lassial textbooks on enumeration devote one or several hapters to these
series [43, 74, 75℄. These hapters give typial examples of objets with a rational
[resp. algebrai℄ generating funtion (GF). After a while, the olletion of these
examples builds up a general piture: one starts thinking that yes, all these ob-
jets have something in ommon in their struture. At the same time arises the
following question: do all objets with a rational [algebrai℄ GF look like that? In
other words, what does it mean, what does it suggest about the objets when they
are ounted by a rational [algebrai℄ GF ?
This question is at the heart of this survey. For eah of the two lasses of series
under onsideration, we rst present a general family of enumerative problems
whose solution falls invariably in this lass. These problems are simple to desribe:
the rst one deals with walks in a direted graph, the other with plane trees.
Interestingly, these families of objets admit alternative desriptions in language
theoreti terms: they orrespond to regular languages, and to unambiguous ontext-
free languages, respetively. The words of these languages have a lear reursive
struture, whih explains diretly the rationality [algebraiity℄ of their GF.
The series ounting words of a regular [unambiguous ontext-free℄ language are
alled N-rational [N-algebrai℄. It is worth noting that a rational [algebrai℄ series
with non-negative oeients is not neessarily N-rational [N-algebrai℄. Sine we
want to appreiate whether our two generi lasses of objets are good represen-
tatives of objets with a rational [algebrai℄ GF, the rst question to address is
the following: do we always fall in the lass of N-rational [N-algebrai℄ series when
we ount objets with a rational [algebrai℄ GF? More informally, do these objets
exhibit a struture similar to the struture of regular [ontext-free℄ languages? Is
suh a struture usually learly visible? That is to say, is it easy to feel, to predit
rationality [algebraiity℄?
We shall see that the answer to all these questions tends to be yes in the rational
ase (with a few warnings...) but is probably no in the algebrai ase. In partiular,
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the rih world of planar maps (planar graphs embedded in the sphere) abounds in
andidates for non-N-algebraiity. The algebraiity of the assoiated GFs has been
known for more than 40 years (at least for some families of maps), but it is only
in the past 10 years that a general ombinatorial explanation of this algebraiity
has emerged. Moreover, the underlying onstrutions are more general that those
allowed in ontext-free desriptions, as they involve taking omplements.
Eah of the main two setions ends with a list of questions. In partiular, we
present at the end of Setion 3 several ounting problems that are simple to state
and have an algebrai GF, but for reasons that remain mysterious.
The paper is sometimes written in an informal style. We hope that this will
not stop the reader. We have tried to give preise referenes where he/she will nd
more details and more material on the topis we disuss. In partiular, this survey
borrows a lot to two books that we warmly reommend: Stanley's Enumerative
Combinatoris [74, 75℄, and Flajolet & Sedgewik's Analyti Combinatoris [43℄.
Notation and denitions. Given a (ommutative) ring R, we denote by R[t]
the ring of polynomials in t having oeients in R. A Laurent series in t is a
series of the form A(t) =
∑
n≥n0
ant
n
, with n0 ∈ Z and an ∈ R for all n. If
n0 ≥ 0, we say that A(t) is a formal power series. The oeient of tn is denoted
an := [t
n]A(t). The set of Laurent series forms a ring, and even a eld if R is a
eld. The quasi-inverse of A(t) is the series A∗(t) := 1/(1 − A(t)). If A(t) is a
formal power series with onstant term 0, then A∗(t) is a formal power series too.
In most oasions, the series we onsider are GFs of the form (1) and thus
have rational oeients. However, we sometimes onsider rened enumeration
problems, in whih every objet A is weighted, usually by a monomial w(A) in some
additional indeterminates x1, . . . , xm. The weighted GF is then
∑
A∈Aw(A)t
|A|
,
so that the oeient ring is Q[x1, . . . , xm] rather than Q.
We denote JkK = {1, 2, . . . , k}. We use the standard notation N,Z,Q, and
P := {1, 2, 3, . . .}.
2. Rational generating funtions
2.1. Denitions and properties. The Laurent series A(t) with oe-
ients in the eld R is said to be rational if it an be written in the form
A(t) =
P (t)
Q(t)
where P (t) and Q(t) belong to R[t].
There is probably no need to spend a lot of time explaining why suh series are
simple and well-behaved. We refer to [74, Ch. 4℄ and [43, Ch. IV℄ for a survey of
their properties. Let us review briey some of them, in the ase where R = Q. The
set of (Laurent) rational series is losed under sum, produt, derivation, reiproals
 but not under integration as shown by A(t) = 1/(1 − t). The oeients an of
a rational series A(t) satisfy a linear reurrene relation with onstant oeients:
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for n large enough,
an = c1an−1 + c2an−2 + · · ·+ ckan−k.
The partial fration expansion of A(t) provides a losed form expression of these
oeients of the form:
an =
k∑
i=0
Pi(n)µ
n
i (2)
where the µi are the reiproals of the roots of the denominatorQ(t), and the Pi are
polynomials. In partiular, if A(t) has non-negative integer oeients, its radius
of onvergene ρ is one its the poles (Pringsheim) and the typial asymptoti
behaviour of an is
an ∼ κρ−nnd (3)
where d ∈ N and κ is an algebrai number. The above statement has to be taken
with a grain of salt: all poles of minimal modulus may atually ontribute to the
dominant term in the asymptoti expansion of an, as indiated by (2).
Let us add that Padé approximants allow us to guess whether a generating
funtion whose rst oeients are known is likely to be rational. For instane,
given the 10 rst oeients of the series
A(t) = t+2 t2+6 t3+19 t4+61 t5+196 t6+629 t7+2017 t8+6466 t9+20727 t10+O
(
t11
)
,
it is easy to onjeture that atually
A(t) =
t (1− t)3
1− 5 t+ 7 t2 − 4 t3 .
Padé approximants are implemented in most omputer algebra pakages. For in-
stane, the relevant Maple ommand is onvert/ratpoly.
2.2. Walks on a digraph. We now introdue our typial rational objets.
Let G = (V,E) be a direted graph with (nite) vertex set V = JpK and (direted)
edge set E ⊂ V × V . A walk of length n on G is a sequene of verties w =
(v0, v1, . . . , vn) suh that for all i, the pair (vi, vi+1) is an edge. Suh a walk goes
from v0 to vn. We denote |w| = n. Now assign to eah direted edge e a weight
(an indeterminate) xe. Dene the weight xw of the walk w as the produt of the
weights of the edges it visits: more preisely,
xw =
n−1∏
i=0
x(vi,vi+1).
See Fig. 1(a) for an example. Let X denote the (weighted) adjaeny matrix of G:
for i and j in JpK, the entry Xi,j is xe if (i, j) = e is an edge of G and 0 otherwise.
Let Wi,j(t) be the weighted generating funtion of walks going from i to j:
Wi,j(t) =
∑
w:i❀j
xwt
|w|.
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Figure 1. (a) A weighted digraph. The default value of the weight is 1. (b) A deterministi
automaton on the alphabet {a, b, c, a¯, b¯, c¯}. The initial state is 1 and and the nal states
are 2 and 3.
It is well-known, and easy to prove, that Wi,j is a rational funtion in t with
oeiients in Q[xe, e ∈ E] (see [74, Thm. 4.7.1℄).
Theorem 2.1. The series Wi,j(t) is the (i, j)-entry in the matrix (1− tX)−1.
This theorem redues the enumeration of walks on a digraph to the alulation
of the inverse of a matrix with polynomial oeients. It seems to be little known in
the ombinatoris ommunity that this inverse matrix an be omputed by studying
the elementary yles of the digraph G. This pratial tool relies on Viennot's
theory of heaps of piees [81℄. Sine it is little known, and often onvenient, let us
advertise it here. It will be illustrated further down.
An elementary yle of G is a losed walk w = (v0, v1, . . . , vn−1, v0) suh that
v0, . . . , vn−1 are distint. It is dened up to a yli permutation of the vi. That
is, (v1, v2, . . . , vn−1, v0, v1) is the same yle as w. A olletion γ = {γ1, . . . , γr} of
(elementary) yles is non-interseting if the γi are pairwise disjoint. The weight
xγ of γ is the produt of the weights of the γi. We denote |γ| =
∑ |γi|.
Proposition 2.2 ([81℄). The generating funtion of walks going from i to j reads
Wi,j(t) =
Ni,j
D
,
where
D =
∑
γ={γ1,...,γr}
(−1)rxγt|γ| and Ni,j =
∑
w;γ={γ1,...,γr}
(−1)rxwxγt|w|+|γ|.
The polynomial D is the alternating generating funtion of non-interseting olle-
tions of yles. In the expression of N , γ a non-interseting olletion of yles
and w a self-avoiding walk going from i to j, disjoint from the yles of γ.
To illustrate this result, let us determine the generating funtion of walks going
from 1 to 2 and from 1 to 3 on the digraph of Fig. 1(a). This graph ontains 4
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yles of length 1, 2 yles of length 2, 2 yles of length 3 and 1 yle of length 4.
By forming all non-interseting olletions of yles, one nds:
D(t) = 1−(3+x)t+(3+3x−2)t2+(−1−3x+3+x−2)t3+(x−1−x+1+x−y)t4
= 1− (3 + x)t+ (1 + 3x)t2 − 2xt3 + (x− y)t4.
There is only one self-avoiding walk (SAW) going from 1 to 2, and one SAW going
from 1 to 3 (via the vertex 2). The olletions of yles that do not interset these
walks are formed of loops, whih gives
N1,2 = t(1− t)2(1 − xt) and N1,3 = t2(1− t)2.
Hene the generating funtion of walks that start from 1 and end at 2 or 3 is:
W1,2 +W1,3 =
N1,2 +N1,3
D
=
t(1− t)2(1 + t− xt)
1− (3 + x)t+ (1 + 3x)t2 − 2xt3 + (x− y)t4 . (4)
2.3. Regular languages and automata. There is a very lose onne-
tion between the olletion of walks on a digraph and the words of regular lan-
guages. Let A be an alphabet, that is, a nite set of symbols (alled letters). A
word on A is a sequene u = u1u2 · · ·un of letters. The number of ourrenes of
the letter a in the word u is denoted |u|a. The produt of two words u1u2 · · ·un and
v1v2 · · · vm is the onatenation u1u2 · · ·unv1v2 · · · vm. The empty word is denoted
ǫ. A language on A is a set of words. We dene two operations on languages:
 the produt LK of two languages L and K is the set of words uv, with u ∈ L
and v ∈ K; this produt is easily seen to be assoiative,
 the star L∗ of the language L is the union of all languages Lk, for k ≥ 0. By
onvention, L0 is redued to the empty word ǫ.
A nite state automaton on A is a digraph (V,E) with possibly multiple edges,
together with:
 a labelling of the edges by letters of A, that is to say, a funtion L : E → A,
 an initial vertex i,
 a set Vf ⊂ V of nal verties.
The verties are usually alled the states of the automaton. The automaton is
deterministi if for every state v and every letter a, there is at most one edge
labelled a starting from v.
To every walk on the underlying multigraph, one assoiates a word on the
alphabet A by reading the letters met along the walk. The language L reognized
by the automaton is the set of words assoiated with walks going from the initial
state i to one of the states of Vf . For j ∈ V , let Lj denote the set of words
assoiated with walks going from i to j. These sets admit a reursive desription.
For the automaton of Fig. 1(b), one has L = L2 ∪ L3 with
L1 = {ǫ},
L2 = L1c ∪ L2a ∪ L3a ∪ L4c, L4 = L2a¯ ∪ L3a¯ ∪ L4a ∪ L5b,
L3 = L2c ∪ L3b ∪ L3c, L5 = L2c¯ ∪ L3b¯ ∪ L3c¯ ∪ L5b.
Rational and algebrai series in ombinatorial enumeration 7
Remarkably, there also exists a non-reursive ombinatorial desription of the
languages that are reognized by an automaton [52, Thms. 3.3 and 3.10℄.
Theorem 2.3. Let L be a language on the alphabet A. There exists a nite state
automaton that reognizes L if and only if L an be expressed in terms of nite
languages on A, using a nite number of unions, produts and stars of languages.
If these onditions hold, L is said to be regular. Moreover, there exists a de-
terministi automaton that reognizes L.
Regular languages and walks on digraphs. Take a deterministi automaton,
and assoiate with it a weighted digraph as follows: the verties are those of the
automaton, and for all verties j and k, if m edges go from j to k in the automaton,
they are replaed by a single edge labelled m in the digraph. For instane, the
automaton of Fig. 1(b) gives the digraph to its left, with x = y = 2. Clearly, the
length GF of words of L is the GF of (weighted) walks of this digraph going from
the initial vertex i to one of the nal verties of Vf . For instane, aording to (4),
the length GF of the language reognized by the automaton of Fig. 1(b) is
A(t) =
t (1− t)3
1− 5 t+ 7 t2 − 4 t3 . (5)
Take a regular language L reognized by a deterministi automaton A. There
exists another deterministi automaton that reognizes L and does not ontain
multiple edges. The key is to reate a state (j, a) for every edge labelled a ending
at j in the automaton A. The digraph assoiated with this new automaton has all
its edges labelled 1, so that there exists a length preserving bijetion between the
words of L and the walks on the digraph going from a speied initial vertex v0 to
one of the verties of a given subset Vf of verties.
Conversely, starting from a digraph with all edges labelled 1, together with a
speied vertex v0 and a set Vf of nal verties, it is easy to onstrut a regular
language that is in bijetion with the walks of the graph going from v0 to Vf
(onsider the automaton obtained by labelling all edges with distint letters). This
shows that ounting words of regular languages is ompletely equivalent to ounting
walks in digraphs. In partiular, the set of rational series obtained in both types
of problems oinide, and have even been given a name:
Denition 2.4. A series A(t) =
∑
n≥0 ant
n
with oeients in N is said to be
N-rational if there exists a regular language having generating funtion A(t)− a0.
The desription of regular languages given by Theorem 2.3 implies that the set
of N-rational series ontains the smallest set of series ontaining N[t] and losed
under sum, produt and quasi-inverse. The onverse is true [71, Thm. II.5.1℄.
There exists a simple way to deide whether a given rational series with oeients
in N is N-rational [71, Thms. II.10.2 and II.10.5℄.
Theorem 2.5. A series A(t) =
∑
n≥0 ant
n
with oeients in N is N-rational if
and only if there exists a positive integer p suh that for all r ∈ {0, . . . , p}, the
series
Ar,p(t) :=
∑
n≥0
anp+rt
n
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has a unique singularity of minimal modulus (alled dominant).
There exist rational series with non-negative integer oeients that are not
N-rational. For instane, let α be suh that cosα = 3/5 and sinα = 4/5, and
dene an = 25
n cos(nα)2. It is not hard to see that an is a non-negative integer.
The assoiated series A(t) reads
A(t) =
1− 2t+ 225t2
(1− 25t)(625t2 + 14t+ 1) .
It has 3 distint dominant poles. As α is not a rational multiple of π, the same
holds for all series A0,p(t), for all values of p. Thus A(t) is not N-rational.
2.4. The ombinatorial intuition of rational generating fun-
tions. We have desribed two families of ombinatorial objets that naturally
yield rational generating funtions: walks in a digraph and words of regular lan-
guages. We have, moreover, shown that the enumeration of these objets are
equivalent problems. It seems that these families onvey the right intuition about
objets with a rational GF. By this, we mean informally that:
(i) every family of objets with a rational GF has atually an N-rational GF,
(ii) for almost all families of ombinatorial objets with a rational GF, it is easy
to foresee that there will be a bijetion between these objets and words of
a regular language.
Point (ii) means that most of these families F have a lear automati struture,
similar to the automati struture of regular languages: roughly speaking, the
objets of F an be onstruted reursively using unions of sets and onatenation
of ells (replaing letters). A more formal denition would simply paraphrase the
denition of automata.
Point (i) means simply that I have never met a ounting problem that would
yield a rational, but not N-rational GF. This inludes problems oming from al-
gebra, like growth funtions of groups. On the ontrary, Point (ii) only onerns
purely ombinatorial problems (but I do not want to be asked about the border
between ombinatoris and algebra). It admits very few ounter-examples. Some
will be disussed in Setion 2.5. For the moment, let us illustrate the two above
statements by desribing the automati struture of ertain lasses of objets (some
being rather general), borrowed from [74, Ch. 4℄.
2.4.1. Column-onvex polyominoes. A polyomino is a nite union of ells
of the square lattie, whose interior is onneted. Polyominoes are onsidered
up to a translation. A polyomino is olumn-onvex () if its intersetion with
every vertial line is onneted. Let an be the number of -polyominoes having
n ells, and let A(t) be the assoiated generating funtion. We laim that these
polyominoes have an automati struture.
Consider a -polyomino P having n ells. Let us number these ells from 1 to
n as illustrated in Fig. 2. The olumns are visited from left to right. In the rst
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Figure 2. A olumn-onvex polyomino, with the numbering and enoding of the ells.
olumn, ells are numbered from bottom to top. In eah of the other olumns, the
lowest ell that has a left neighbour gets the smallest number; then the ells lying
below it are numbered from top to bottom, and nally the ells lying above it are
numbered from bottom to top. Note that for all i, the ells labelled 1, 2, . . . , i form
a -polyomino. This will be essential in our desription of the automati struture
of these objets. Assoiate with P the word u = u1 · · ·un on the alphabet {a, b, c}
dened by
 ui = c (like Column) if the ith ell is the rst to be visited in its olumn,
 ui = b (like Below) if the ith ell lies below the rst visited ell of its olumn,
 ui = a (like Above) if the ith ell lies above the rst visited ell of its olumn.
Then, add a bar on the letter ui if the ith ell of P has a South neighbour, an
East neighbour, but no South-East neighbour. (In other words, the barred letters
indiate where to start a new olumn, when the bottommost ell of this new
olumn lies above the bottommost ell of the previous olumn.) This gives a word
v on the alphabet {a, b, c, a¯, b¯, c¯}. It is not hard to see that the map that sends
P on the word v is a size-preserving bijetion between -polyominoes and words
reognized by the automaton of Fig. 1(b). Hene by (5), the generating funtion
of olumn-onvex polyominoes is [76℄:
A(t) =
t (1− t)3
1− 5 t+ 7 t2 − 4 t3 .
2.4.2. P-partitions. A partition of the integer n into at most k parts is a non-
dereasing k-tuple λ = (λ1, . . . , λk) of nonnegative integers that sum to n. This
lassial number-theoreti notion is generalized by the notion of P-partitions. Let
P be a natural partial order on JkK (by natural we mean that if i < j in P , then
i < j in N). A P -partition of n is a k-tuple λ = (λ1, . . . , λk) of nonnegative integers
that sum to n and satisfy λi ≤ λj if i ≤ j in P . Thus when P is the natural total
order on JkK, a P -partition is simply a partition1.
We are interested in the following series:
FP (t) =
∑
λ
t|λ|,
where the sum runs over all P -partitions and |λ| = λ1 + · · ·+λk is the weight of λ.
1
A P -partition is usually dened as an order-reversing map from JkK to N [74, Setion 4.5℄.
Both notions are of ourse ompletely equivalent.
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The ase of ordinary partitions is easy to analyze: every partition an be written
in a unique way as a linear ombination
c1λ
(1) + · · ·+ ckλ(k) (6)
where λ(i) = (0, 0, . . . , 0, 1, 1, . . . , 1) has exatly i parts equal to 1 and ci ∈ N. The
weight of λ(i) is i, and one obtains:
FP (t) =
1
(1− t)(1− t2) · · · (1− tk) . (7)
The automati struture of (ordinary) partitions is transparent: sine they are
onstruted by adding a number of opies of λ(1), then a number of opies of λ(2),
and so on, there is a size preserving bijetion between these partitions and walks
starting from 1 and ending anywhere in the following digraph:
1 42 3
[1℄
[2℄
[2℄
[3℄
[3℄
[4℄
[4℄
[4℄
[3℄ [4℄
Note that this graph orresponds to k = 4, and that an edge labelled [ℓ] must be
understood as a sequene of ℓ edges. These labels do not orrespond to multiplii-
ties. Observe that the only yles in this digraph are loops. This, ombined with
Proposition 2.2, explains the fatored form of the denominator of (7).
Consider now the partial order on J4K dened by 1 < 3, 2 < 3 and 2 < 4. The
partitions of weight at most 2 are
(0, 0, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1), (1, 0, 1, 0), (0, 0, 1, 1), (0, 0, 2, 0), (0, 0, 0, 2),
so that FP (t) = 1 + 2t+ 4t
2 +O(t3). If one is brave enough to list P -partitions of
weight at most 20, the Padé approximant of the trunated series thus obtained is
remarkably simple:
FP (t) =
1 + t+ t2 + t3 + t4
(1 − t)(1− t2)(1 − t3)(1 − t4) +O(t
21),
and allows one to make a (orret) onjeture.
It turns out that the generating funtion of P -partitions is always a rational
series of denominator (1− t)(1 − t2) . . . (1 − tk). Moreover, P -partitions obey our
general intuition about objets with a rational GF. The following proposition,
illustrated below by an example, desribes their automati struture: the set of
P -partitions an be partitioned into a nite number of subsets; in eah of these
subsets, partitions have a struture similar to (6). Reall that a linear extension
of P is a bijetion σ on JkK suh that σ(i) < σ(j) if i < j in P .
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Proposition 2.6 ([74℄, Setion 4.5). Let P be a natural order on JkK.
For every P -partition λ, there exists a unique linear extension σ of P suh that
for all i, λσ(i) ≤ λσ(i+1), the inequality being strit if σ(i) > σ(i+ 1). We say that
λ is ompatible with σ.
Given a linear extension σ, the P -partitions that are ompatible with σ an be
written in a unique way as a linear ombination with oeients in N:
λ(σ,0) + c1λ
(σ,1) + · · ·+ ckλ(σ,k) (8)
where λ(σ,0) is the smallest P -partition ompatible with σ:
λ
(σ,0)
σ(j) = |{i < j : σ(i) > σ(i+ 1)}| for 1 ≤ j ≤ k,
and for 1 ≤ i ≤ k,
(λ
(σ,i)
σ(1) , . . . , λ
(σ,i)
σ(k)) = (0, 0, . . . , 0, 1, 1, . . . , 1)
has exatly i parts equal to 1. Thus the GF of these P -partitions is
FP,σ(t) =
te(σ)
(1 − t)(1− t2) . . . (1 − tk)
where e(σ) is a variant of the Major index of σ:
e(σ) =
∑
i:σ(i)>σ(i+1)
(k − i).
Example. Let us return to the order 1 < 3, 2 < 3 and 2 < 4. The 5 linear
extensions are 1234, 2134, 1243, 2143 and 2413. Take σ = 2143. The P -partitions λ
that are ompatible with σ are those that satisfy λ2 < λ1 ≤ λ4 < λ3. The smallest
of them is thus λ(σ,0) = (1, 0, 2, 1). Then λ(σ,1) = (0, 0, 1, 0), λ(σ,2) = (0, 0, 1, 1),
λ(σ,3) = (1, 0, 1, 1) and λ(σ,4) = (1, 1, 1, 1).
2.4.3. Integer points in a onvex polyhedral one ([74℄, Se. 4.6). Let H
be a nite olletion of linear half-spaes of Rm of the form c1α1+ · · ·+ cmαm ≥ 0,
with ci ∈ Z. We are interested in the set E of non-negative integer points α =
(α1, . . . , αm) lying in the intersetion of those half-spaes. For instane, we ould
have the following set E , illustrated in Fig. 3(a):
E = {(α1, α2) ∈ N2 : 2α1 ≥ α2 and 2α2 ≥ α1}. (9)
Numerous enumerative problems (inluding P -partitions) an be formulated in
terms of linear inequalities as above. The generating funtion of E is
E(t) =
∑
α∈E
t|α|,
where |α| = α1 + · · ·+αm. In the above example, E(t) = 1 + t2 +2t3 + t4 + 2t5 +
3t6 + 2t7 +O(t8).
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α2
α3
α2
α1α1
(a) (b)
Figure 3. Integer points in a polyhedral one.
The set E is a monoid (it is losed under summation). In general, it is not a free
monoid. Geometrially, the set C of non-negative real points in the intersetion
of the half-spaes of H forms a pointed onvex polyhedral one (the term pointed
means that it does not ontain a line), and E is the set of integer points in C.
The simpliial ase. In the simplest ase, the one C is simpliial. This implies
that the monoid E is simpliial, meaning that there exists linearly independent
vetors α(1), . . . , α(k) suh that
E =
{
α ∈ Nm : α = q1α(1) + · · ·+ qkα(k) with qi ∈ Q, qi ≥ 0
}
.
This is the ase in Example (9), with α(1) = (1, 2) and α(2) = (2, 1). The interior
of E (the set of points of E that are not on the boundary of C) is then
E =
{
α ∈ Nm : α = q1α(1) + · · ·+ qkα(k) with qi ∈ Q, qi > 0
}
. (10)
Then there exists a nite subset D of E [resp. D of E ℄ suh that every element of
E [resp. E ℄ an be written uniquely in the form
α = β + c1α
(1) + · · ·+ ckα(k), (11)
with β ∈ D [resp. β ∈ D℄ and ci ∈ N [74, Lemma 4.6.7℄. In our running exam-
ple (9), taken with α(1) = (1, 2) and α(2) = (2, 1), one has D = {(0, 0), (1, 1), (2, 2)}
while D = {(1, 1), (2, 2), (3, 3)}. Compare (11) with the struture found for P -
partitions (8). Thus E and E have an automati struture and their GFs read
E(t) =
∑
β∈D t
|β|∏k
i=1(1 − t|α(i)|)
[
resp. E¯(t) =
∑
β∈D t
|β|∏k
i=1(1− t|α(i)|)
]
.
In Example (9), one thus obtains
E(t) =
1 + t2 + t4
(1 − t3)2 =
1− t+ t2
(1 − t)(1− t3) and E¯(t) = t
2E(t).
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The general ase. The set E an always be partitioned into a nite number of
sets F of the form (10), where F is a simpliial monoid [74, Ch. 4, Eq. (24)℄. Thus
E , as a nite union of sets with an automati struture, has an automati struture
as well. The assoiated generating funtion E(t) is N-rational, with a denominator
whih is a produt of ylotomi polynomials.
Consider, for example, the set
E = {(α1, α2, α3) ∈ N3 : α3 ≤ α1 + α2}.
The one C of non-negative real points α satisfying α3 ≤ α1 + α2 is not simpliial,
as it has 4 faes of dimension 2, lying respetively in the hyperplanes αi = 0 for
i = 1, 2, 3 and α3 = α1 +α2 (Fig. 3(b)). But it is the union of two simpliial ones
C1 and C2, obtained by interseting C with the half-spaes α1 ≥ α3 and α1 ≤ α3,
respetively. Let E1 [resp. E2℄ denote the set of integer points of C1 [resp. C2℄.
The fastest way to obtain the generating funtion E(t) is to write
E(t) = E1(t) + E2(t)− E12(t) (12)
where E12(t) ounts integer points in the intersetion of C1 and C2 (that is, in
the plane α1 = α3). Sine E1, E2 and E1 ∩ E2 are simpliial ones (of dimension
3, 3 and 2 respetively), the method presented above for simpliial ones applies.
Indeed, E1 [resp. E2; E12℄ is the set of linear ombinations (with oeients in N)
of (1, 0, 1), (0, 1, 0) and (1, 0, 0) [resp. (1, 0, 1), (0, 1, 0) and (0, 1, 1); (1, 0, 1) and
(0, 1, 0)℄. This implies:
E(t) =
1
(1 − t)2(1− t2) +
1
(1 − t)(1− t2)2 −
1
(1 − t)(1− t2) =
1 + t+ t2
(1 − t)(1− t2)2 .
However, the minus sign in (12) prevents us from seeing diretly the automati
nature of E (the dierene of N-rational series is not always N-rational). This
struture only beomes lear when we write E as the disjoint union of the interiors
of all simpliial monoids indued by the triangulation of C into C1 and C2. These
monoids are the integer points of the faes (of all possible dimensions) of C1 and
C2. As there are 12 suh faes (more preisely, 1 [resp. 4, 5, 2℄ faes of dimension
0 [resp. 1, 2, 3℄), this gives E as the disjoint union of 12 sets having an automati
struture of the form (10).
2.5. Rational generating funtions: more diult questions.
2.5.1. Prediting rationality. We wrote in Setion 2.4 that it is usually easy to
foresee, to predit when a lass of ombinatorial objets has a rational GF. There
are a few exeptions. Here is one of the most remarkable ones.
Example 2.7 (Direted animals). A direted animal with a ompat soure of
size k is a nite set of points A on the square lattie Z2 suh that:
 the points (−i, i) for 0 ≤ i < k belong to A; they are alled the soure points,
 all the other points in A an be reahed from one of the soure points by a
path made of North and East steps, having all its verties in A.
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Figure 4. Compat-soure direted animals on the square and triangular latties.
See Fig. 4 for an illustration. A similar notion exists for the triangular lattie. It
turns out that these animals have extremely simple generating funtions [50, 10℄.
Theorem 2.8. The number of ompat-soure direted animals of ardinality n is
3n−1 on the square lattie, and 4n−1 on the triangular lattie.
The orresponding GFs are respetively t/(1 − 3t) and t/(1 − 4t), and are
as rational as a series an be. There is at the moment no simple ombinatorial
intuition as to why these animals have rational GFs. A bijetion between square
lattie animals and words on a 3-letter alphabet was desribed in [50℄, but it does
not shed a lear light on the struture of these objets. Still, there is now a
onvining explanation of the algebraiity of these series (see Setion 3.4.2).
Example 2.9 (The area under Dyk paths). Another family of (slightly less
natural) examples is provided by the enumeration of points lying below ertain
lattie paths. For instane, let us all Dyk path of length 2n any path P on Z2
formed of steps (1, 1) and (1,−1), that starts from (0, 0) and ends at (2n, 0) without
ever hitting a point with a negative ordinate. The area below P is the number of
non-negative integer points (i, j), with i ≤ 2n, lying weakly below P (Fig. 5). It
turns out that the sum of the areas of Dyk paths of length 2n is simply∑
P :|P |=2n
a(P ) = 4n.
Again, the rationality of the assoiated generating funtion does not seem easy to
predit, but there are good ombinatorial reasons explaining why it is algebrai.
See [33, 65℄ for a diret explanation of this result, referenes, and a few variations
on this phenomenon, rst spotted by Kreweras [58℄.
Figure 5. The 5 Dyk paths of length 6 and the 4
3
= 64 points lying below.
Finally, let us mention that our optimisti statement about how easy it is to
predit the rationality of a generating funtion beomes less and less true as we
move from purely ombinatorial problems to more algebrai ones. For instane, it
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is not espeially easy to foresee that a group has an automati struture [39℄. Let
us give also an example oming from number theory. Let P (x) ≡ P (x1, . . . , xr) be
a polynomial with integer oeients, and take p a prime. For n ≥ 0, let an be
the number of x ∈ (Z/pnZ)r suh that P (x) = 0 mod pn. Then the generating
funtion
∑
n ant
n
is rational. A related result holds with p-adi solutions [37, 53℄.
2.5.2. Computing a rational generating funtion. Let us start with an ele-
mentary, but important observation. Many enumerative problems, inluding some
very hard, an be approximated by problems having a rational GF. To take one ex-
ample, onsider the notoriously diult problem of ounting self-avoiding polygons
(elementary yles) on the square lattie. It is easy to onvine oneself that the
generating funtion of SAP lying in a horizontal strip of height k is rational for all
k. This does not mean that it will be easy (or even possible, in the urrent state of
aairs) to ompute the orresponding generating funtion when k = 100. Needless
to say, there is at the moment no hope to express this GF for a generi value of k.
The generating funtion of SAP having 2k horizontal steps an also be seen to be
rational. Moreover, these SAP an be desribed in terms of linear inequalities (as
in Setion 2.4.3), whih implies that the denominator of the orresponding series
Gk is a produt of ylotomi polynomials. But again, no one knows what this
series is for a generi value of k, or even for k = 100. Still, some progress have been
made reently, sine it has been proved that the series Gk have more and more
poles as k inreases, whih means that their denominators involve innitely many
ylotomi polynomials [68℄. This may be onsidered as a proof of the diulty of
this enumerative problem [51℄.
In general, omputing the (rational) generating funtion of a family of objets
depending on a parameter k may be non-obvious, if not diult, even if the objets
are learly regular, and even if the nal result turns out to be nie. A lassial
example is provided by the growth funtions of Coxeter groups [61℄. Here is a more
ombinatorial example. A partition λ = (λ1, . . . , λk) is said to be a k-Leture Hall
partition (k-LHP) if
0 ≤ λ1
1
≤ λ2
2
≤ · · · ≤ λk
k
.
Sine these partitions are dened by linear inequalities, it follows from Setion 2.4.3
that their weight generating funtion is rational, with a denominator formed of
ylotomi polynomials. Still, there is no lear reason to expet that [15℄:∑
λ k−LHP
t|λ| =
1
(1− t)(1 − t3) · · · (1− t2k−1) .
Several proofs have been given for this result and variations on it. See for in-
stane [16, 35℄ and referenes in the latter paper. Some of these proofs are based
on a bijetion between leture hall partitions and partitions into parts taken in
{1, 3, . . . , 2k − 1}, but these bijetions are never really simple [82, 40℄.
2.5.3. N-rationality. As we wrote in Setion 2.4, we do not know of a ounting
problem that would yield a rational, but not N-rational series. It would ertainly
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be interesting to nd one (even if it ruins some parts of this paper).
Let us return to Soittola's riterion for N-rationality (Theorem 2.5). It is not
always easy to prove that a rational series has non-negative oeients. For in-
stane, it was onjetured in [46℄ that for any odd k, the number of partitions of
n into parts taken in {k, k + 1, . . . , 2k − 1} is a non-dereasing funtion of n, for
n ≥ 1. In terms of generating funtions, this means that the series
q +
1− q
(1− qk)(1− qk+1) · · · (1− q2k−1)
has non-negative oeients. This was only proved reently [67℄. When k is even,
a similar result holds for the series
q +
1− q
(1− qk)(1− qk+1) · · · (1− q2k)(1 − q2k+1) .
One the non-negativity of the oeients has been established, it is not hard to
prove that these series are N-rational. This raises the question of nding a family
of ombinatorial objets that they ount.
3. Algebrai generating funtions
3.1. Denitions and properties. The Laurent series A(t) with oe-
ients in the eld R is said to be algebrai (over R(t)) if it satises a non-trivial
algebrai equation:
P (t, A(t)) = 0
where P is a bivariate polynomial with oeients in R.
We assume below that R = Q. Again, the set of algebrai Laurent series
possesses numerous interesting properties [75, Ch. 6℄, [43, Ch. VII℄. It is losed
under sum, produt, derivation, reiproals, but not under integration. These lo-
sure properties beome eetive using either the theory of elimination or Gröbner
bases, whih are implemented in most omputer algebra pakages. The oeients
an of an algebrai series A(t) satisfy a linear reurrene relation with polynomial
oeients: for n large enough,
p0(n)an + p1(n)an−1 + p2(n)an−2 + · · ·+ pk(n)an−k = 0.
Thus the rst n oeients an be omputed using a linear number of operations.
There is no systemati way to express the oeients of an algebrai series in
losed form. Still, one an sometimes apply the Lagrange inversion formula:
Proposition 3.1. Let Φ and Ψ be two formal power series and let U ≡ U(t) be
the unique formal power series with no onstant term satisfying
U = tΦ(U).
Then for n > 0, the oeient of tn in Ψ(U) is:
[tn]Ψ(U) =
1
n
[tn−1] (Ψ′(t)Φ(t)n) .
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Given an algebrai equation P (t, A(t)) = 0, one an deide whether there exists
a series U(t) and two rational series Φ and Ψ satisfying
U = tΦ(U) and A = Ψ(U). (13)
Indeed, suh series exist if and only if the genus of the urve P (t, a) is zero [1,
Ch. 15℄. Moreover, both the genus and a parametrization of the urve in the
form (13) an be determined algorithmially.
Example 3.2 (Finding a rational parametrization). The following algebrai
equation was reently obtained [22℄, after a highly non-ombinatorial derivation,
for the GF of ertain planar graphs arrying a hard-partile onguration:
0 = 23328 t6A4 +27 t4 (91− 2088 t)A3 + t2 (86− 3951 t+ 46710 t2 + 3456 t3)A2
+
(
1− 69 t+ 1598 t2 − 11743 t3 − 14544 t4)A−1+66 t−1495 t2+11485 t3+128 t4.
(14)
The pakage algurves of Maple, and more preisely the ommands genus and
parametrization, reveal that a rational parametrization is obtained by setting
t = −3 (3U + 7)
(
9U2 + 33U + 37
)
(3U + 1)
4 .
Of ourse, this is just the net result of Maple, whih is not neessarily very
meaningful for ombinatoris. Still, starting from this parametrization, one obtains
after a few attempts an alternative parametrizing series V with positive oeients:
V =
t
(1 − 2V )(1− 3V + 3V 2) . (15)
The main interest of suh a parametrization for this problem does not lie in the
possibility of applying the Lagrange inversion formula. Rather, it suggests that a
more ombinatorial approah exists, based on the enumeration of ertain trees, in
the vein of [19, 27℄. It also gives a hint of what these trees may look like.
Another onvenient tool borrowed from the theory of algebrai urves is the
possibility to explore all branhes of the urve P (t, A(t)) = 0 in the neighbourhood
of a given point t0. This is based on Newton's polygon method. All branhes have
a Puiseux expansion, that is, an expansion of the form:
A(t) =
∑
n≥n0
an(t− t0)n/d
with n0 ∈ Z, d ∈ P. The oeients an belong to C (in general, to an algebrai lo-
sure of the ground eld). These expansions an be omputed automatially using
standard software. For instane, the Maple ommand puiseux of the algurves
pakage tells us that (14) has a unique solution that is a formal power series, the
other three solutions starting with a term t−2.
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Suh Puiseux expansions are ruial for studying the asymptoti behaviour of
the oeients of an algebrai series A(t). As in the rational ase, one has rst
to loate the singularities of A(t), onsidered as a funtion of a omplex variable
t. These singularities are found among the roots of the disriminant and of the
leading oeient of P (t, a) (seen as a polynomial in a). The singular expansion of
A(t) near its singularities of smallest modulus an then be onverted, using ertain
transfer theorems, into an asymptoti expansion of the oeients [42, 43, VII.4℄.
Example 3.3 (Asymptotis of the oeients of an algebrai series).
Consider the series V (t) dened by (15). Its singularities lie among the roots of
the disriminant
∆(t) = −3 + 114t− 4635t2 + 55296t3.
Only one root is real. Denote it t0 ∼ 0.065. The modulus of the other two roots is
smaller than t0, so they ould, in theory, be andidates for singularities. However,
V (t) has non-negative oeients, and this implies, by Pringsheim's theorem, that
one of the roots of minimal modulus is real and positive. Hene V (t) has a unique
singularity, lying at t0. A Puiseux expansion at this point gives
V (t) = c0 − c1
√
1− t/t0 +O(t− t0),
for some expliit (positive) algebrai numbers c0 and c1, whih translates into
[tn]V (t) =
c1
2
√
π
t−n0 n
−3/2 (1 + o(1)) .
The determination of asymptoti expansions for the oeients of algebrai
series is probably not far from being ompletely automated, at least in the ase of
series with non-negative oeients [31, 43℄. The typial behaviour is
an ∼ κ
Γ(d+ 1)
ρ−nnd, (16)
where κ is an algebrai number and d ∈ Q \ {−1,−2,−3, . . .}. Compare with the
result (3) obtained for rational series. Again, the above statement is not exat, as
the ontribution of all dominant singularities must be taken into aount. See [43,
Thm. VII.6℄ for a omplete statement.
Let us add that, again, one an guess if a series A(t) given by its rst oeients
satises an algebrai equation P (t, A(t)) = 0 of a given bi-degree (d, e). The
guessing proedure requires to know at least (d+1)(e+1) oeients, and amounts
to solving a system of linear equations. It is implemented in the pakage Gfun of
Maple [72℄. For instane, given the 10 rst oeients of the series V (t) satisfying
V (0) = 0 and (15), one automatially onjetures (15).
3.2. Plane trees. Our typial algebrai objets will be (plane) trees. Let
us begin with their usual intuitive reursive denition. A tree is a graph formed
of a distinguished vertex (alled the root) to whih are attahed a ertain number
(possibly zero) of trees, ordered from left to right. The number of these trees is
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(b)(a) (c)
Figure 6. (a) A plane tree. (b) A rooted planar map. () The orresponding 4-valent
map (thik lines).
the degree of the root. The roots of these trees are the hildren of the root. A
more rigorous denition desribes a tree as a nite set of words on the alphabet
P satisfying ertain onditions [63℄. We hope that our less formal denition and
Fig. 6(a) sue to understand what we mean. The verties of a tree are often
alled nodes. Nodes of degree 0 are alled leaves, the others are alled inner nodes.
The enumeration of lasses of trees yields very often algebrai equations. Let
us onsider for instane the omplete binary trees, that is, the trees in whih all
verties have degree 0 or 2 (Fig. 12). Let an be the number of suh trees having n
leaves. Then, by looking at the two (sub)trees of the root, one gets, for n > 1:
an =
n−1∑
k=1
akan−k.
The initial ondition is a1 = 1. In terms of GFs, this gives A(t) = t+A(t)
2, whih
is easily solved:
A(t) =
1−√1− 4t
2
=
∑
n≥0
1
n+ 1
(
2n
n
)
tn+1. (17)
More generally, many algebrai series obtained in enumeration are given as the
rst omponent of the solution of a system of the form
Ai = Pi(t, A1, . . . , Ak), (18)
for some polynomials Pi(t, x1, . . . , xk) having oeients in Z. This system is said
to be proper if Pi has no onstant term (Pi(0, . . . , 0) = 0) and does not ontain
any linear term xi. It is positive if the oeients of the Pi are non-negative. For
instane,
A1 = t
2 +A1A2 and A2 = 2tA
3
1
is a proper positive system. The system is quadrati if every Pi(t, x1, . . . , xk) is a
linear ombination of the monomials t and xℓxm, for 1 ≤ ℓ ≤ m ≤ k.
Theorem 3.4 ([75℄, Thm. 6.6.10 and [71℄, Thm. IV.2.2). A proper algebrai
system has a unique solution (A1, . . . , Ak) in the set of formal power series in t
with no onstant term. This solution is alled the anonial solution of the system.
The series A1 is also the rst omponent of the solution of
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 a proper quadrati system,
 a proper system of the form Bi = tQi(t, B1, . . . , Bℓ), for 1 ≤ i ≤ ℓ.
These two systems an be hosen to be positive if the original system is positive.
Proof. Let us prove the last property, whih we have not found in the above refer-
enes. Assume A1 satises (18) and that this system is quadrati. The ith equation
reads Ai = mit+ niAσ(i)Aτ(i). Rewrite eah monomial AiAj as tUij and add the
equations Uij = t
(
mimj +minjUσ(j)τ(j) +mjniUσ(i)τ(i) + ninjUσ(i)τ(i)Uσ(j)τ(j)
)
.
The new system has the required properties.
Denition 3.5. A series A(t) is N-algebrai if it has oeients in N and if A(t)−
A(0) is the rst omponent of the solution of a proper positive system.
Proper positive systems like (18) an always be given a ombinatorial inter-
pretation in terms of trees. Every vertex of these trees arries a label (i, c) where
i ∈ JkK and c ∈ P. We say that i is the type of the vertex and that c is its olour. The
type of a tree is the type of its root. Write A0 = t, so that Ai = Pi(A0, A1, . . . , Ak).
Let A0 be the set redued to the tree with one node, labelled (0, 1). For i ∈ JkK,
let Ai be the set of trees suh that
 the root has type i,
 the types of the subtrees of the root, visited from left to right, are 0, . . . , 0, 1, . . . ,
1, . . . , k, . . . , k, in this order,
 if exatly ej hildren of the root have type j, the olour of the root is any inte-
ger in the interval [1,m], where m is the oeient of xe00 · · ·xekk in Pi(x0, . . . , xk).
Then it is not hard to see that Ai(t) is the generating funtion of trees of type
i, ounted by the number of leaves. This explains why trees will be, in the rest of
this paper, our typial algebrai objets.
3.3. Context-free languages. As in the ase of rational (and, more pre-
isely, N-rational) series, there exists a family of languages that is losely related
to algebrai series. A ontext-free grammar G onsists of
 a set S = {S1, . . . , Sk} of symbols, with one distinguished symbol, say, S1,
 a nite alphabet A of letters, disjoint from S,
 a set of rewriting rules of the form Si → w where w is a non-empty word on
the alphabet S ∪ A.
The grammar is proper if there is no rule Si → Sj . The languageL(G) generated
by G is the set of words on the alphabet A that an be obtained from S1 by applying
iteratively the rewriting rules. A language is ontext-free is there exists a ontext-
free grammar that generates it. In this ase there exists also a proper ontext-free
grammar that generates it.
Example 3.6 (Dyk words). Consider the grammar G having only one symbol,
S, alphabet {a, b}, and rules S → ab + abS + aSb + aSbS (whih is short for
S → ab, S → abS, S → aSb, S → aSbS). It is easy to see that L(G) is the
set of non-empty words u on {a, b} suh that |u|a = |u|b and for every prex v of
u, |v|a ≥ |v|b. These words, alled Dyk words, provide a simple enoding of the
Dyk paths met in Example 2.9.
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A derivation tree assoiated with G is a plane tree in whih all inner nodes
are labelled by symbols, and all leaves by letters, in suh a way that if a node is
labelled Si and its hildren w1, . . . , wk (from left to right), then the rewriting rule
Si → w1 · · ·wk is in the grammar. If the root is labelled S1, then the word obtained
by reading the labels of the leaves in prex order (i.e., from left to right) belongs
to the language generated by G. Conversely, for every word w in L(G), there exists
at least one derivation tree with root labelled S1 that gives w. The grammar is
said to be unambiguous if every word of L(G) admits a unique derivation tree.
Assume G is proper. For 1 ≤ i ≤ k, let Ai(t) be the generating funtion of
derivation trees rooted at Si, ounted by the number of leaves. With eah rule r,
assoiate the monomial M(r) = xe00 · · ·xekk where e0 [resp. ei, with i > 0℄ is the
number of letters of A [resp. ourrenes of Si℄ in the right-hand side of r. Then
the series A1, . . . , Ak form the anonial solution of the proper positive system (18),
with
Pi(x0, x1, . . . , xk) =
∑
r
M(r),
where the sum runs over all rules r with left-hand side Si.
Conversely, starting from a positive system Bi = tQi(t, B1, . . . , Bk) and its
anonial solution, it is always possible to onstrut an unambiguous grammar
with symbols S1, . . . , Sk suh that Bi is the generating funtion of derivation trees
rooted at Si (the idea is to introdue a new letter ai for eah ourrene of t).
In view of Theorem 3.4 and Denition 3.5, this gives the following alternative
haraterization of N-algebrai series:
Proposition 3.7. A series A(t) is N-algebrai if and only if only A(0) ∈ N
and there exists an unambiguous ontext-free language having generating funtion
A(t)−A(0).
3.4. The ombinatorial intuition of algebrai generating fun-
tions. We have desribed two families of ombinatorial objets that naturally
yield algebrai GFs: plane trees and words of unambiguous ontext-free languages.
We have, moreover, shown a lose relationship between these two types of objets.
These two families onvey the standard intuition of what a family with an algebrai
generating funtion looks like: the algebraiity suggests that it may (or should...)
be possible to give a reursive desription of the objets based on disjoint union of
sets and onatenation of objets. Underlying suh a desription is a ontext-free
grammar. This intuition is the basis of the so-alled Shützenberger methodology,
aording to whih the right ombinatorial way of proving algebraiity is to de-
sribe a bijetion between the objets one ounts and the words of an unambiguous
ontext-free language. This approah has led in the 80's and 90's to numerous sat-
isfatory explanations of the algebraiity of ertain series, and we desribe some of
them in this subsetion. Let us, however, warn the reader that the similarities with
the rational ase will stop here. Indeed, it seems that the ontext-free intuition
is far from explaining all algebraiity phenomena in enumerative ombinatoris. In
partiular,
22 Mireille Bousquet-Mélou
(i) it is very likely that many families of objets have an algebrai, but not
N-algebrai generating funtion,
(ii) there are many families of ombinatorial objets with an algebrai GF that
do not exhibit a lear ontext-free struture, based on union and onate-
nation. For several of these families, there is just no explanation of this type,
be it lear or not.
This will be disussed in the next subsetions. For the moment, let us illustrate
the ontext-free intuition.
3.4.1. Walks on a line. Let S be a nite subset of Z. LetW be the set of walks
on the line Z that start from 0 and take their steps in S. The length of a walk is its
number of steps. Let Wk be the set of walks ending at position k. For k ≥ 0, let
Mk be the subset of Wk onsisting of walks that never visit a negative position,
and let M be the union of the sets Mk. In probabilisti terms, the walks in M
would be alled meanders and the walks of M0 exursions. Of ourse, a walk is
simply a sequene of steps, hene a word on the alphabet S. Thus the sets of walks
we have dened an be onsidered as languages on this alphabet.
Theorem 3.8. The language W is simply S∗ and is thus regular. The languages
M, Wk and Mk are unambiguous ontext-free for all k.
Proof. We only desribe the (very simple) ase S = {+1,−1}, to illustrate the
ideas that are involved in the onstrution of the grammar. We enode the steps
+1 by the letter a, the steps −1 by b, and introdue some auxiliary languages:
• M−0 , the subset of W0 formed of walks that never visit a positive position,
• W+0 [resp. W−0 ℄, the subset of W0 formed of walks that start with a [resp. b℄.
The language M0 will be generated from the symbol M0, and similarly for the
other languages. By looking at the rst time a walk of M0 [resp. M−0 ℄ reahes
position 0 after its rst step, one obtains
M0 → a(1 +M0)b(1 +M0) and M−0 → b(1 +M−0 )a(1 +M−0 ).
By onsidering the last visit to 0 of a walk of Mk, one obtains, for k > 0:
Mk → (1 +M0)a (1k=1 +Mk−1) .
This is easily adapted to general meanders:
M →M0 + (1 +M0)a (1 +M) .
Considering the rst step of a walk of W0 gives
W0 →W+0 +W−0 with W+0 →M0(1 +W−0 ) and W−0 →M−0 (1 +W+0 ).
Finally, for k > 0, looking at the rst visit at 1 [resp. −1℄ of a walk of Wk [resp.
W−k℄ yields
Wk → (1+M−0 )a (1k=1 +Wk−1)
[
resp. W−k → (1 +M0)b
(
1k=1 +W−(k−1)
)]
.
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For a general set of steps S, various grammars have been desribed for the
languages Mk of meanders [38, 60, 59℄. For Wk, we refer to [59, Setion 4℄ where
the (representative) ase S = {−2,−1, 0, 1, 2} is treated.
Theorem 3.8 is often desribed in terms of walks in Z2 starting from (0, 0) and
taking their steps in {(1, j), j ∈ S}. The onditions on the positions of the walks
that lead to the denition ofMk andWk are restated in terms of onditions on the
ordinates of the verties visited by the walk. A harmless generalization is obtained
by taking steps in a nite subset S of P × Z. A walk is still enoded by a word
on the alphabet S. The languages Wk remain unambiguous ontext-free. If eah
step (i, j) is, moreover, weighted by a rational number wi,j , then the generating
funtion of walks of W , ounted by the oordinates of their endpoint, is
W (t, s) =
1
1−∑(i,j)∈S wi,jtisj .
The generating funtion Wk(t) that ounts (weighted) walks ending at ordinate
k is the oeient of sk in W (t, s). Sine Wk is unambiguous ontext-free, the
series Wk(t) is algebrai. This gives a ombinatorial explanation of the following
result [75, Thm. 6.3.3℄.
Theorem 3.9 (Diagonals of rational series). Let A(x, y) =
∑
m,n≥0 am,nx
myn
be a series in two variables x and y, with oeients in Q, that is rational. Then
the diagonal of A, that is, the series ∆A(t) =
∑
n≥0 an,nt
n
, is algebrai.
Proof. By linearity, it sues to onsider the ase
A(x, y) =
xayb
1−∑0≤m,n≤d cm,nxmyn ,
with c0,0 = 0. Set x = ts and y = t/s. The diagonal of A satises
∆A(t2) = [s0]A(ts, t/s) = ta+b[sb−a]
1
1−∑0≤m,n≤d cm,ntm+nsm−n ,
whih is algebrai as it ounts weighted paths in Wb−a, for a ertain set of steps.
Hene ∆A(t) is algebrai too.
The onverse of Theorem 3.9 holds: every series B(t) that is algebrai over Q(t)
is the diagonal of a bivariate rational series A(x, t) [70℄.
Note. If one is simply interested in obtaining a set of algebrai equations dening
the GFs of the sets Mk and Wk, a more straightforward approah is to use a
partial fration deomposition (for Wk) and the kernel method (forMk). See [75,
6.3℄, and [17, Example 3℄.
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3.4.2. Direted animals. Let us move to an example where a neat ontext-free
exists, but is uneasy to disover. We return to the direted animals dened in
Setion 2.5.1. As disussed there, there is no simple explanation as to why the
number of ompat-soure animals is so simple (Theorem 2.8). Still, there is a
onvining explanation for the algebraiity of the orresponding series: direted
animals have, indeed, a ontext-free struture. This struture was disovered a
few years after the proof of Theorem 2.8, with the development by Viennot of
the theory of heaps [81℄, a geometri version of partially ommutative monoids
[30℄. Intuitively, a heap is obtained by dropping vertially some solid piees, the
one after the other. Thus, a piee lies either on the oor (then it is said to be
minimal), or overs, at least partially, another piee.
Direted animals are, in essene, heaps. To see this, replae every point of
the animal by a dimer (Fig. 7). Note that if the animal has a unique soure, the
assoiated heap has a unique minimal piee. Suh heaps are named pyramids.
(a) (b)
Figure 7. (a) A direted animal and the assoiated pyramid. (b) A half-pyramid.
What makes heaps interesting here is that there exists a monoid struture on
the set of heaps: The produt of two heaps is obtained by putting one heap above
the other and dropping its piees. This produt is the key in our ontext-free
desription of direted animals.
Let us begin with the desription of pyramids (one-soure animals). A pyramid
is either a half-pyramid (Fig. 7(b)), or the produt of a half-pyramid and a pyramid
(Fig. 8, top). Let P (t) denote the GF of pyramids ounted by the number of
dimers, and H(t) denote the GF of half-pyramids. Then P (t) = H(t)(1 + P (t)).
Now, a half-pyramid may be redued to a single dimer. If it has several dimers, it
is the produt of a single dimer and of one or two half-pyramids (Fig. 8, bottom),
whih implies H(t) = t+ tH(t) + tH2(t).
A trivial omputation nally provides the GF of direted (single-soure) animals:
P (t) =
1
2
(√
1 + t
1− 3t − 1
) (
while H(t) =
1− t−
√
(1 + t)(1 − 3t)
2t
)
.
The enumeration of ompat-soure direted animals is equivalent to the enumer-
ation of heaps having a ompat basis (the minimal dimers are adjaent). The
generating funtion of heaps having a ompat basis formed with k dimers is
P (t)H(t)k−1 (Fig. 9), whih implies that the generating funtion of ompat-
soure animals is
P (t)
1−H(t) =
t
1− 3t .
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HP
P
H
Figure 8. Deomposition of pyramids (top) and half-pyramids (bottom).
P H H H
Figure 9. Deomposition of heaps having a ompat basis.
3.5. The world of planar maps. We have seen in Setion 3.2 that plane
trees are the paradigm for objets with an algebrai generating funtion. A more
general family of plane objets seems to be just as deeply assoiated with algebrai
series, but for reasons that are far more mysterious: planar maps.
A (planar) map is a proper embedding of a planar graph in the sphere (Fig. 6(b)).
In order to avoid symmetries, all the maps we onsider are rooted: this means that
one edge is distinguished and oriented. Maps are only onsidered up to a ontinu-
ous deformation of the sphere. A map indues a 2-ell deomposition of the sphere:
the ells of dimension 0 [resp. 1, 2℄ are alled verties [resp. edges, faes℄. Hene
plane trees are maps with a single fae.
The interest for the enumeration of planar maps dates bak to the early 60's, in
onnetion with the 4-olour theorem. The rst results are due to Tutte [77, 78, 79℄.
Ten to fteen years later, maps started to be investigated independently in theoret-
ial physis, as a model for 2-dimensional quantum gravity [28, 9℄. However, neither
the reursive approah used by Tutte and his disiples, nor the physis approah
based on matrix integrals were able to explain in a ombinatorially satisfatory
way the following observations:
 the generating funtions of many lasses of planar maps are algebrai,
 the assoiated numbers are often irritatingly simple.
Let us illustrate this with three examples:
1. General maps. The number of planar maps having n edges is [80℄:
gn =
2.3n
(n+ 1)(n+ 2)
(
2n
n
)
. (19)
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The assoiated generating funtion G ≡ G(t) =∑n≥0 gntn satises:
− 1 + 16t+ (1− 18t)G+ 27t2G2 = 0. (20)
2. Loopless triangulations. The number of loopless triangulations (maps in
whih all faes have degree 3) having 2n+ 2 faes is [62℄:
tn =
2n
(n+ 1)(2n+ 1)
(
3n
n
)
.
The assoiated generating funtion T ≡ T (t) =∑n tntn satises
1− 27t+ (−1 + 36t)T − 8tT 2 − 16t2T 3 = 0.
3. Three-onneted triangulations. The number of 3-onneted triangulations
having 2n+ 2 faes is [77℄:
mn =
2
(n+ 1)(3n+ 2)
(
4n+ 1
n
)
.
The assoiated generating funtion M ≡M(t) =∑n tntn satises
−1 + 16t+ (1− 20t)M + (3t+ 8t2)M2 + 3t2M3 + t3M4 = 0.
These maps are in bijetion with rooted maximal planar simple graphs (graphs
with no loop nor multiple edge that lose planarity as soon as one adds an edge).
At last, in the past ten years, a general ombinatorial piture has emerged,
suggesting that maps are, in essene, unrooted plane trees. In what follows, we
illustrate on the example of general maps the main three approahes that now
exist, and give referenes for further developments of these methods.
3.5.1. The reursive approah. We leave to the reader to experiene person-
ally that maps do not have an obvious ontext-free struture. Still, maps do have
a simple reursive struture, based on the deletion of the root-edge. However, in
order to exploit this struture, one is fored to keep trak of the degree of the root-
fae (the fae lying to the right of the root edge). The deomposition illustrated
in Fig. 10 leads in a few lines to the following equation:
G(u, t) = 1 + tu2G(u, t)2 + tu
uG(u, t)−G(1, t)
u− 1 , (21)
where G(u, t) ounts planar maps by the number of edges (t) and the degree of the
root-fae (u).
It an be heked that the above equation denes G(u, t) uniquely as a formal
power series in t (with polynomial oeients in u). However, it is not lear on the
equation why G(1, t) (and hene G(u, t)) are algebrai. In his original paper, Tutte
rst guessed the value of G1(t) := G(1, t), and then proved the existene of a series
G(u, t) that ts with G1(t) when u = 1, and satises the above equation. Still,
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Figure 10. Tutte's deomposition of rooted planar maps.
a bit later, Brown ame with a method for solving (21): the so-alled quadrati
method [29, 49, Se. 2.9℄. Write (21) in the form (2aG(u, t) + b)2 = δ, where a, b
and δ are polynomials in t, u and G1(t). That is,(
2tu2(u− 1)G(u, t) + tu2 − u+ 1)2 = 4t2u3(u−1)G1+(1−u)2−4tu4+6tu3+u4t2−2tu2.
It is not hard to see, even without knowing the value of G(u, t), that there exists
a (unique) formal power series in t, say U ≡ U(t), that anels the left-hand side
of this equation. That is,
U = 1 + tU2 + 2tU2(U − 1)G(U, t).
This implies that the series U is a double root of the polynomial δ that lies on the
right-hand side. The disriminant of this polynomial (in u) thus vanishes: this
gives the algebrai equation (20) satised by G(1, t).
The enumeration of many other families of planar maps an also be attaked
by a reursive desription based on the deletion of an edge (or vertex, or fae...).
See for instane [62℄ for 2-onneted triangulations, or [6℄ for maps with presribed
fae degrees. (For maps with high onnetivity, like 3-onneted triangulations, an
additional omposition formula is often required [77, 3℄.) The resulting equations
are usually of the form
P (F (u), F1, . . . , Fk, t, u) = 0, (22)
where F (u) ≡ F (t, u), the main generating funtion, is a series in t with polynomial
oeients in u, and F1, . . . , Fk are series in t only, independent of u. Brown's
quadrati method applies as long as the degree in F (u) is 2 (for the linear ase,
see the kernel method in [17, 2℄). Reently, it was understood how these equations
ould be solved in full generality [22℄. Moreover, the solution of any (well-founded)
equation of the above type was shown to be algebrai. This provides two types of
enumerative results:
 the proof that many map generating funtions are algebrai: it now sues
to exhibit an equation of the form (22), or to explain why suh an equation exists,
 the solution of previously unsolved map problems (like the enumeration of
hard-partile ongurations on maps, whih led to (14), or that of triangulations
with high vertex degrees [8℄).
3.5.2. Matrix integrals. In the late 70's, it was understood by a group of physi-
ists that ertain matrix integral tehniques oming from quantum eld theory
ould be used to attak enumerative problems on maps [28, 9℄. This approah
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proved to be extremely eient (even if it is usually not fully rigorous). The rst
step is fairly automatized, and onsists in onverting the desription of maps into a
ertain integral. For instane, the relevant integral for the enumeration of 4-valent
maps (maps in whih all verties have degree 4) is
Z(t, N) =
2N(N−1)/2
(2π)N2/2
∫
dHetr
(−H2/2 + tH4/N),
where the integration spae is that of hermitian matries H of size N , equipped
with the Lebesgue measure dH =
∏
dxkk
∏
k<ℓ dxkℓdykℓ with hkℓ = xkℓ + iykℓ.
As there is a lassial bijetion between 4-valent maps with n verties and planar
maps with n edges (Fig. 6()), we are still dealing with our referene problem: the
enumeration of general planar maps. The onnetion between the above integral
and maps is
G(t) = tE′(t) with E(t) = lim
N→∞
1
N2
logZ(t, N).
Other map problems lead to integrals involving several hermitian matries [55℄. We
refer to [83℄ for a neat explanation of the enoding of map problems by integrals,
and to [45, 41℄ (and referenes therein) for the evaluation of integrals.
3.5.3. Planar maps and trees. We nally ome to a ombinatorial explanation
of the formula/equation for gn and G(t). Take a plane binary tree with n (inner)
nodes, planted at a leaf, and add to every inner node a new distinguished hild,
alled a bud. At eah node, we have three hoies for the position of the bud
(Fig. 11(a)). The new tree, alled budding tree, has now n buds and n+ 2 leaves.
Now start from the root and walk around the tree in ounterlokwise order, pay-
ing attention to the sequene of buds and leaves you meet. Eah time a bud is
immediately followed by a leaf in this sequene, math them by forming a new edge
(Fig. 11(b)) and then go on walking around the plane gure thus obtained. At the
end, exatly two leaves remain unmathed. Math them together and orient this
nal edge in one of the two possible ways. Also, mark the fae to the left of the
mathing edge that ends at the root-leaf.
leaf
bud
root-leaf
node
(a) (b) () The nal edge
Figure 11. (a). A budding tree. (b) An intermediate step in the mathing proedure. ()
The resulting 4-valent map, with its marked fae.
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Theorem 3.10 ([73℄). The above orrespondene is a bijetion between pairs (T, ǫ)
where T is a budding tree having n inner nodes and ǫ ∈ {0, 1}, and 4-valent maps
with n verties and a marked fae.
The value of ǫ tells how to orient the nal mathing edge. Shaeer rst used
this bijetion to explain ombinatorially the formula (19). Indeed, the number of
budding trees with n inner nodes is learly 3n
(
2n
n
)
/(n + 1) (see (17)), while the
number of 4-valent maps with n verties and a marked fae is (n+ 2)gn. Eq. (19)
follows.
Later, it was realized that this onstrution ould also be used to explain the
algebraiity of the series G(t) [23℄. Say that a budding tree is balaned if the root-
leaf is not mathed by a bud. Take suh a tree, math all buds, and orient the nal
edge from the root-leaf to the other unmathed leaf. This gives a bijetion between
balaned budding trees and 4-valent maps. We thus have to ount balaned trees,
or, equivalently, the unbalaned ones. By re-rooting them at the bud that mathes
the root-leaf, one sees that they are in bijetion with a node attahed to three
budding trees. This gives
G(t) = B(t)− tB(t)3, where B(t) = 3t(1 +B(t))2
ounts budding trees by (inner) nodes. The above onstrution involves taking
a dierene of N-algebrai series, whih needs not be N-algebrai. We atually
onjeture that the series G(t) is not N-algebrai (see Setion 3.6.4).
There is little doubt that the above onstrution (one desribed in greater
detail...) explains in a very satisfatory way both the simpliity of the formula
giving gn and the algebraiity of G(t). Moreover, this is not an ad ho, isolated
magi trik: over the past ten years, it was realized that this onstrution is one in a
family of onstrutions of the same type, whih apply to numerous families of maps
(Eulerian maps [73℄, maps with presribed vertex degrees [23℄, onstellations [18℄,
bipartite maps with presribed degrees [19℄, maps with higher onnetivity [66,
47℄). Denitely, these onstrutions reveal a lot about the ombinatorial nature of
planar maps.
To onlude this setion, let us mention that a dierent ombinatorial onstru-
tion for general planar maps, disovered in the early 80's [34℄, has reently been
simplied [32℄ and adapted to other families of maps [36, 54, 25, 26℄. It is a bit
less easy to handle than the one based on trees with buds, but it allows one to
keep trak of the distanes between some verties of the map. This has led to re-
markable onnetions with a random probability distribution alled the Integrated
SuperBrownian Exursion [32℄. A third type of onstrution has emerged even
more reently [7℄ for 2-onneted triangulations, but no ones knows at the moment
whether it will remain isolated or is just the tip of another ieberg.
3.6. Algebrai series: some questions. We begin with three simple
lasses of objets that have an algebrai GF, but for reasons that remain mysteri-
ous. We then disuss a possible riterion (or neessary ondition) for N-algebraiity,
and nally the algebraiity of ertain hypergeometri series.
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3.6.1. Kreweras' words and walks on the quarter plane. Let L be the set
of words u on the alphabet {a, b, c} suh that for every prex v of u, |v|a ≥ |v|b
and |v|a ≥ |v|c. These words enode ertain walks on the plane: these walks start
at (0, 0), are made of three types of steps, a = (1, 1), b = (−1, 0) and c = (0,−1),
and never leave the rst quadrant of the plane, dened by x, y ≥ 0. The pumping
lemma [52, Thm. 4.7℄, applied to the word anbncn, shows that the language L is
not ontext-free. However, its generating funtion is algebrai. More preisely, let
us denote by ℓi,j(n) the number of words u of L of length n suh that |u|a−|u|b = i
and |u|a− |u|c = j. They orrespond to walks of length n ending at position (i, j).
Then the assoiated three-variable generating funtion is
L(u, v; t) =
∑
i,j,n
ℓi,j(n)u
ivjtn =
(1/W − u¯)√1− uW 2 + (1/W − v¯)√1− vW 2
uv − t(u+ v + u2v2) −
1
uvt
where u¯ = 1/u, v¯ = 1/v and W ≡ W (t) is the unique power series in t satisfying
W = t(2 + W 3). Moreover, the number of walks ending at (i, 0) is remarkably
simple:
ℓi,0(3n+ 2i) =
4n(2i+ 1)
(n+ i+ 1)(2n+ 2i+ 1)
(
2i
i
)(
3n+ 2i
n
)
.
The latter formula was proved in 1965 by Kreweras, in a fairly ompliated way [57℄.
This rather mysterious result has attrated the attention of several ombinatori-
alists sine its publiation [14, 48, 64℄. The rst ombinatorial explanation of the
above formula (in the ase i = 0) has just been found by Bernardi [7℄.
Walks in the quarter plane do not always have an algebrai GF: for instane,
the number of square lattie walks (with North, South, East and West steps) of
size 2n that start and end at (0, 0) and remain in the quarter plane is
1
(2n+ 1)(2n+ 4)
(
2n+ 2
n+ 1
)2
∼ 4
2n+1
πn3
,
and this asymptoti behaviour prevents the orresponding generating funtion from
being algebrai (see (16)). The above formula is easily proved by looking at the
projetions of the walk onto the horizontal and vertial axes.
3.6.2. Walks on the slit plane. Take now any nite set of steps S ⊂ Z ×
{−1, 0, 1} (we say that these steps have small height variations). Let si,j(n) be
the number of walks of length n that start from the origin, onsist of steps of S,
never return to the non-positive horizontal axis {(−k, 0), k ≥ 0}, and end at (i, j).
Let S(u, v; t) be the assoiated generating funtion:
S(u, v; t) =
∑
i,j∈Z,n≥0
si,j(n)u
ivjtn.
Then this series is always algebrai, as well as the series Si,j(t) :=
∑
n si,j(n)t
n
that ounts walks ending at (i, j) [13, 20℄. For instane, when S is formed of the
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usual square lattie steps (North, South, West and East), then
S(u, v; t) =
(
1− 2t(1 + u¯) +√1− 4t)1/2 (1 + 2t(1− u¯) +√1 + 4t)1/2
1− t(u+ u¯+ v + v¯)
with u¯ = 1/u and v¯ = 1/v. Moreover, the number of walks ending at ertain
spei points is remarkably simple. For instane:
s1,0(2n+ 1) = C2n+1, s0,1(2n+ 1) = 4
nCn, s−1,1(2n) = C2n,
where Cn =
(
2n
n
)
/(n+1) is the nth Catalan number, whih ounts binary trees (17),
Dyk words, and numerous other ombinatorial objets [75, Ch. 6℄. The rst of
these three identities has been proved ombinatorially [4℄. The others still defeat
our understanding.
3.6.3. Embedded binary trees. We onsider again the omplete binary trees
met at the beginning of Setion 3.2. Let us assoiate with eah (inner) node of
suh a tree a label, equal to the dierene between the number of right steps and
the number of left steps one takes when going from the root to the node. In other
words, the label of the node is its absissa in the natural integer embedding of the
tree (Fig. 12).
1
1
2
−1
0
0
1
Figure 12. The integer embedding of a binary tree.
Let Sj ≡ Sj(t, u) be the generating funtion of binary trees ounted by the number
of nodes (variable t) and the number of nodes at absissa j (variable u). Then for all
j ∈ Z, this series is algebrai of degree (at most) 8 (while Sj(t, 1) is quadrati) [12℄.
Moreover, for j ≥ 0,
Sj = T
(1 + µZj)(1 + µZj+5)
(1 + µZj+2)(1 + µZj+3)
,
where
T = 1+ tT 2, Z = t
(
1 + Z2
)2
(1− Z + Z2) ,
and µ ≡ µ(t, u) is the unique formal power series in t satisfying
µ = (u − 1) Z(1 + µZ)
2(1 + µZ2)(1 + µZ6)
(1 + Z)2(1 + Z + Z2)(1 − Z)3(1− µ2Z5) .
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Why is that so? This algebraiity property holds as well for other families of
labelled trees [12, 24℄. From these series, one an derive ertain limit results on the
distribution of the number of nodes at absissa ⌊λn1/4⌋ in a random tree with n
nodes [12℄. These results provide some information about the law of the integrated
super-Brownian exursion [12, 21℄.
3.6.4. N-algebraiity. N-algebrai series have been dened in Setion 3.2 in
terms of positive proper algebrai systems. The author has been unable to nd in
the literature a riterion, or even a neessary ondition for an algebrai series with
oeients in N to be N-algebrai. Nor even an algebrai series with oeients
in N that would not be N-algebrai (together with a proof of this statement...).
A partial answer ould be provided by the study of the possible asymptoti be-
haviour of oeients of N-algebrai series. It is very likely that not all behaviours
of the form (16) are possible. An important result in this diretion states that, if
a proper positive system (18) is strongly onneted, the nth oeient of, say, A1
follows the general pattern (16), but with d = −3/2 [43, Thm. VII.7℄. The system
is strongly onneted if, roughly speaking, the expression of every series Ai involves
(possibly after a few iterations of the system) every other series Aj . For instane,
the system dening the walks ending at 0 in Setion 3.4.1 reads
M0 = t
2(1 +M0)
2
and W0 = M0(2 +W0).
This system is not strongly onneted, as M0 does not involve W0. Aordingly,
the number of 2n-step walks returning to 0 is
(
2n
n
) ∼ κ4nn−1/2.
If one an rule out the possibility that d = −5/2 for N-algebrai series, then
this will prove that most map generating funtions are not N-algebrai (see the
examples in Setion 3.5).
3.6.5. Some algebrai hypergeometri series. Consider the following series:
F (t) =
∑
n≥0
fnt
n =
∑
n≥0
∏d
i=1(ain)!∏e
j=1(bjn)!
tn,
where a1, . . . , ad, b1, . . . , be are positive integers. This series is algebrai for some
values of the ai's and bj 's, as shown by the ase∑
n≥0
(2n)!
n!2
tn =
1√
1− 4t .
Can we desribe all algebrai ases? Well, one an easily obtain some neessary
onditions on the sequenes a and b by looking at the asymptotis of fn. First,
an algebrai power series has a nite, positive radius of onvergene (unless it is a
polynomial). This, ombined with Stirling's formula, gives at one
a1 + · · ·+ ad = b1 + · · ·+ be. (23)
Moreover, by looking at the dominant term in the asymptoti behaviour of fn, and
omparing with (16), one obtains that either e = d, or e = d + 1. The ase d = e
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only gives the trivial solution F (t) = 1/(1 − t), and the omplete answer to this
problem is as follows [11, 69℄:
Theorem 3.11. Assume (23) holds, and F (t) 6= 1/(1 − t). The series F (t) is
algebrai if and only if fn ∈ N for all n and e = d+ 1.
Here are some algebrai instanes:
fn =
(6n)!(n)!
(3n)!(2n)!2
, fn =
(10n)!(n)!
(5n)!(4n)!(2n)!
, fn =
(20n)!(n)!
(10n)!(7n)!(4n)!
.
The degree of these series is rather big: 12 [resp. 30℄ for the rst [seond℄ series
above. This theorem provides a olletion of algebrai series with nie integer
oeients: are these series N-algebrai? Do they ount some interesting objets?
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