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ON A FAMILY OF SYMMETRIC HYPERGEOMETRIC
FUNCTIONS OF SEVERAL VARIABLES AND THEIR EULER
TYPE INTEGRAL REPRESENTATION
ZHUANGCHU LUO, HUA CHEN, AND CHANGGUI ZHANG
Abstract. This paper is devoted to the family {Gn} of hypergeometric se-
ries of any finite number of variables, the coefficients being the square of the
multinomial coefficients (ℓ1 + ... + ℓn)!/(ℓ1!...ℓn!), where n ∈ Z≥1. All these
series belong to the family of the general Appell-Lauricella’s series. It is shown
that each function Gn can be expressed by an integral involving the previous
one, Gn−1. Thus this family can be represented by a multidimensional Euler
type integral, what suggests some explicit link with the Gelfand-Kapranov-
Zelevinsky’s theory of A-hypergeometric systems or with the Aomoto’s theory
of hypermeotric functions. The quasi-invariance of each function Gn with re-
gard to the action of a finite number of involutions of C∗n is also established.
Finally, a particular attention is reserved to the study of the functions G2
and G3, each of which is proved to be algebraic or to be expressed by the
Legendre’s elliptic function of the first kind.
1. Introduction
The subject of the present paper is the family of germs of analytic functions Gn
at 0 ∈ Cn given by the following symmetric power series:
(1.1) Gn(x) =
∑
ℓ∈Nn
( |ℓ|!
ℓ!
)2
xℓ (n = 1, 2, 3, 4, ...) ;
for convention, we set G0 ≡ 1. Here, the following notations are used: for any
positive integer n, if x = (x1, ..., xn) ∈ Cn and ℓ = (ℓ1, .., ℓn) ∈ Nn, then:
(1.2) xℓ = x1
ℓ1 ... xn
ℓn , |ℓ| = ℓ1 + ...+ ℓn, ℓ! = ℓ1!...ℓn! .
As it will be explained later in §1.2, these series belong to the family of Appell-
Lauricella’s series and, in the same time, they may be also considered as examples of
Gelfand-Kapranov-Zelevinsky’s A-hypergeometric functions or as being in relation
with Aomoto’s theory of hypergeometric functions. Some motivations and future
works related to the present paper will be set out in the straight line of these
explanations.
We will start by expounding some results established in the present work. The
general plan of the paper will be indicated in §1.3, at the end of this introduction.
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1.1. Main results. One of our main results can be stated as follows.
Theorem 1.1. The following general formula holds for any positive integer n and
any x = (x′, xn) close enough to 0 ∈ Cn:
(1.3) Gn(x) =
1
2πi
∫ (1+)
0
Gn−1
( t x′
(t− 1)(1− xnt)
) dt
(t− 1)(1− xnt) ,
where the integration contour is composed of a closed path starting from the origin
and making a circle around t = 1 in the anti-clock sense.
To each non-zero complex number a, we associate the quadratic transformation
S(a; t) of C∞ = C ∪ {∞} as follows:
(1.4) S(a; t) = t
(t− 1)(1− at) ;
more generally, for any integer m ≥ 2 and any vector ~a = (a1, ..., am) ∈ C∗m, we
define the following transformation of Cm∞:
(1.5) S(a1, ..., am; t1, ..., tm) = S
(S(am, tm) (a1, a2, ..., am−1); (t1, t2, ..., tm−1)) .
In addition, it will be convenient to introduce the following notations. For 1 ≤
j ≤ n and x = (x1, ..., xn), we write
(1.6) x¯′j = (x1, ..., xj), x¯j = (xj , ..., xn),
so that x = (x¯′j−1, x¯j).
Let be denoted by C1 any smooth closed-loop homotopic in C\{1} to the positive-
oriented circle ∂+D(1;R) centered at the point of unity affix and possessing some
radius R ∈ (0, 1). One can deduce from Theorem 1.1 the following statement.
Theorem 1.2. The following relation holds for any positive integer n and all x
sufficiently near to 0 in Cn:
(1.7) Gn(x) =
1
(2πi)n
∫
Cn1
n∏
j=1
S(x¯j ; t¯j) dtj
tj
,
where x¯j and t¯j are as given in (1.6) for x = (x1, ..., xn) and t = (t1, ..., tn),
respectively.
By making use of the notations (1.6), we define the family of involutions Tn,j of
C∗
n as follows:
(1.8) Tn,j(x) = (x¯
′
j−1/xj , 1/xj, x¯j+1/xj) ,
where x = (x¯′j−1, xj , x¯j+1). Let Gn be the sub-group of Aut(C∗n) generated by
all the transformations Tn,j . One can easily check that all permutations of the
coordinates (x1, ..., xn) belong to Gn. If F denotes any function given in a domain
Ω ⊂ C∗n such that σΩ = Ω for all σ ∈ Gn, the action of Gn on F is induced by the
relation σF (x) = F (σx) for σ ∈ Gn.
Let
(1.9) Hn(x) =
√
Qn(x)Gn(x) , Qn(x) =
(
1−
n∑
j=1
xj
)2 − 2∑
i6=j
xi xj .
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Obviously, Qn is a quadratic symmetric polynomial in x; with respect to the action
of Tn,j, one can easily find that
(1.10) Tn,j Qn(x) =
1
x2j
Qn(x) .
Theorem 1.3. For any positive integer n, the above-defined function Hn(x) is left
invariant by the action of Gn.
More explicitly, it follows that H1 = H2 = 1 and that H3 is related with the
Lengendre’s elliptic function of the first kind in the following manner:
(1.11) H3(x) = 2F1
(1
4
,
3
4
; 1;u(x)
)
, u(x) =
64 x1 x2 x3
Q3(x)2
.
Remark that the new variable u(x) appeared in (1.11) is invariant under the
action of any element of the group G3.
1.2. Preliminary commentaries. The present work is situated at the meeting
point of the theory of Appell-Lauricella’s hypergeometric functions, the Gelfand-
Kapranov-Zelevinsky’s theory of A-hypergeometric functions, and the Aomoto’s
theory of hypergeometric functions.
Firstly, it is easy to see that the series Gn belong to the family of the so-called
Appell-Lauricella’s series. Remember that the hypergeometric functions of two
variables were firstly introduced by P. Appell [4] in 1880 and are called currently
as Appell’s hypergeometric functions, that are denoted as F1, F2, F3 and F4, An
extension of these functions is given in 1893 by G. Lauricella [19] in the case of
more than two variables and this gives raise to the functions FA, FB , FC and FD.
The starting point is to study how to extend the Gauss hypergeometric functions
to the case of several complex variables.
Secondly, relation (1.7) shows that each Gn is really an A-hypergeometric func-
tion in the sense of Gelfand-Kapranov-Zelevinsky [12]. Remember that the last
theory contains the classical Appell-Lauricella’s functions and many mathemati-
cians have worked for the links existing between these theories and also for their
extensions or interpretations; see for example [2, 7, 10, 17], ....
Lastly, one finds a complete theory of hypergeometric functions mainly developed
by Aomoto; see the book [1]. Our integral representation (1.7) can be formally
transformed into an Aomoto type formula as well as given in [17, Theorem 4]
or [11, p. 101-102, F4] but this one is not valid for our series. See in the below
Remark 5.1 for the case of n = 2.
At the same time, the present work is motivated by the singularities analysis of
PDEs; see [8,9,21] and the references therein. Indeed, we are interested in studying
the confluent hypergeometric series such as∑
n≥0
n!(x+ y)n,
∑
ℓ,m≥0
ℓ!m!xℓym or
∑
ℓ,m≥0
(ℓ+m)!xℓym, etc;
all these series can be viewed as Euler type series of double variables.
Consider for example the first one: it satisfies formally any of the following two
PDEs:
∂xf(x, y) = ∂yf(x, y), (x+ y)
2∂xf(x, y)− (1− (x+ y))f(x, y) = −1;
the common initial datum, f(0, y) =
∑
n≥0 n!y
n, is merely the Euler series [23]
which is really a divergent power series in C∗. Expand
∑
n≥0 n!(x + y)
n as power
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series of both variables x and y, and apply separately the Borel transform [23] to
each of these variables; then one finds the Appell’s series F4(1, 1, 1, 1, x, y) [6, p.
14], that is exactly the second series of the family Gn given at the beginning of the
paper.
As it is announced in Theorem 1.3, G2 can be expressed as 1/
√
Q2(x1, x2), what
is a symmetric quadratic algebraic function of two variables. Such result is useful
to do a Stokes analysis for the singularities of the associated PDE.
Moreover, in [5], Appell outlined a survey on the Fourier-Bessel’s type confluent
hypergeometric functions. As the asymptotic behavior of such functions is inti-
mately related to the singularity nature at infinity, the global monodromy problem
would be lead to a Stokes analysis with several variables. See [18, 22, 28] for some
cases with only one variable.
In addition, in [14–16], M. Kato gave a very detailed study on Appell’s F4, for
the connection problem between the origin and the infinity and also the monodromy
group of the associated Pfaff’s system. On the other hand, the monodromy group
is considered for A-hypergeometric systems in [7]. It seems that our present work
would be helpful to doing a similar study for a family of functional equations.
Finally, it would be interesting to find some new variables to express the functions
Hn in the spirit of (1.11). We think this would be a good occasion to make use of
classical books [6, 25], etc.; in our opinion, some projective geometry ideas would
also be helpful, as in the books [1, 27].
1.3. The plan of the paper. Section 2 is devoted to studying the family {Gn}
and especially the functions G2 and G3 from a point view of Appell-Lauricella’s
series FC . In §2.1, it is shown that each Gn can be viewed as a particular example
of the series F4 for n = 2 and FC for n ≥ 3 variables. An algebraic expression
related to the generating function of the Legendre polynomials is then deduced in
§2.2 from some formulas that Appell established for his series F1, ..., F4. Being
expressed as power series of one variable whose coefficients are given in terms of
F4, the function G3 is proved to be quasi-invariant with respect to the action of the
involutions T3,j of C
∗3, 1 ≤ j ≤ 3; see Theorem 2.2.
Theorems 1.1 and 1.2 are proved in Section 3 and the proof of the first one is
based upon the fact that each Gn can be considered as a solution of some PDE
admitting Gn−1 as the initial condition. In §3.1, an infinite order partial differential
operator involving Euler vector fields is associated to a contour integral; this opera-
tor permits to obtain Gn from Gn−1, as shown in Proposition 3.2. In §3.4, Theorem
1.2 is proved by making use of Theorem 1.1; with help of the same theorem, the
analytic continuation domain of Gn will be considered in §3.5.
Section 4 contains three paragraphes, the last one of which is devoted to ex-
plaining how to establish the invariance of Hn with respect to the action of Gn.
For doing this, we will set out two approaches for studying the action of Gn on Gn:
one is based upon the Euler vector fields (see §4.1) and the other upon the integral
representation (see §4.2).
In order to finish the proof of Theorem 1.3 in Section 5, we consider the possible
explicit expressions for G2 and G3 with the help of Theorem 1.1. It will be shown
that G3 can be expressed by an elliptic integral; see Theorem 5.1 of §5.3. Paragraph
5.2 contains a relatively long preparation in order to put the related differential form
into a Riemann’s normal form.
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Finally, we end the paper with a point of view of ODE about the function G3,
in Section 6. Indeed, one may find one new variable, the variable u(x) as given in
Theorem 1.3, for transforming a second order PDE satisfied by G3 into a Riccati
equation. See Theorem 6.1.
2. The point of view of Appell-Lauricella’s series F4 and FC
We will start with the definition of the series F4 and FC , that allows us to see
eachGn as a particular case of these classical functions. In particular, from Appell’s
results, we get a closed expression for G2 in §2.2 and some symmetry properties for
G3 in §2.3.
2.1. Writing Gn by means of F4 and FC . Let (α, β, γ, γ
′) ∈ C4 such that
γ /∈ Z≤0 and γ′ /∈ Z≤0. Following [4] and [6, p.14], the associated Appell’s series
F4(α, β, γ, γ
′, x, y) is defined in the following manner:
(2.1) F4(α, β, γ, γ
′, x, y) =
∑
ℓ,m≥0
(α)ℓ+m (β)ℓ+m
(γ)ℓ (γ′)m
xℓym
ℓ!m!
if (x, y) ∈ Ω := Ω2((0, 0); 1), where
(2.2) Ω2((0, 0); 1) = {(x, y) ∈ C2 :
√
|x|+
√
|y| < 1} .
Its link with the Euler-Gauss’ hypergeometric function 2F1 may be expressed by
the following relation:
(2.3) F4(α, β, γ, γ
′, x, y) =
∑
ℓ≥0
(α)ℓ (β)ℓ
(γ)ℓ
2F1(α+ ℓ, β + ℓ; γ
′; y)
xℓ
ℓ!
.
Using Barne’s contour integral for 2F1 gives raise to the expression
F4(α, β, γ, γ
′, x, y) =
Γ(γ) Γ(γ′)
Γ(α) Γ(β)
(
1
2πi
)2
∫ +∞i
−∞i
∫ +∞i
−∞i
Γ(α+ s+ t)Γ(β + s+ t)
Γ(γ + s) Γ(γ′ + t)
Γ(−s)Γ(−t)(−x)s(−y)t dsdt ,
what allows us to consider F4 on the domain (C \ [0,+∞[)2 in C2.
In [19], Lauricella extended the four types of Appell’s series F1−4 into FA−D
for n variables. By means of the notations xℓ, |ℓ| and ℓ! introduced in (1.2), the
definition of FC may be given as follows:
(2.4) FC(α, β,~γ, x) =
∑
ℓ∈Nn
(α)|ℓ| (β)|ℓ|
(~γ)ℓ ℓ!
xℓ ,
where ~γ = (γ1, ..., γn) ∈ (C\Z≤0)n and (~γ)ℓ = (γ1)ℓ1 ...(γn)ℓn . Instead of Ω as given
in (2.2), the domain of convergence of FC is
(2.5) Ωn(0; 1) = {x ∈ Cn :
√
|x1|+
√
|x2|+ · · ·+
√
|xn| < 1} ;
see [6, p. 115].
Putting α = β = γ1 = γ2 = · · · = γn = 1 in FC gives raise to the family of power
series Gn, that is to say:
(2.6) Gn(x) = FC(1, 1,~1, x), ~1 = (1, 1, .., 1) ∈ Cn .
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2.2. An algebraic expression for G2. Let x = (x1, x2) and let F2 be the second
Appell’s series:
F2(α, ~β,~γ, x) =
∑
ℓ∈N2
(α)|ℓ| (~β)ℓ
(~γ)ℓ ℓ!
xℓ (α ∈ C, ~β ∈ C2, ~γ ∈ (C \ Z≤0)2) .
In the direct line of the Pfaff’s transformations known for the classic hypergeometric
functions, the following relation is established in [6, p. 27]:
F4
(
α, α +
1
2
− β, γ, β + 1
2
, x1, x2
)
=
(
1 +
√
x2
)−2α
F2
(
α, (α +
1
2
− β, β), (α, 2β), x1
(1 +
√
x1)2
,
4
√
x1
(1 +
√
x2)2
)
.(2.7)
Moreover, let F1 be the first Appell’s series:
F1(α, ~β, γ, x) =
∑
ℓ∈N2
(α)|ℓ| (~β)ℓ
(γ)|ℓ| ℓ!
xℓ (α ∈ C, ~β ∈ C2, γ ∈ C \ Z≤0);
it follows [6, p. 35, (10)] that
(2.8) F2(α, (β, β
′), (γ, α), x1, x2) = (1− x2)−β′F1
(
β, (α− β′, β′), γ, x1, x1
1− x2
)
.
Letting α = γ = 2β = 1 in (2.7) gives raise to the following relation (x =
(x1, x2)):
G2(x) = (1 +
√
x2)
−2 F2
(
1, (1,
1
2
), (1, 1),
x1
(1 +
√
x2)2
,
4
√
x2
(1 +
√
x2)2
)
,
which, by considering (2.8), can be written as follows:
G2(x) = (1 +
√
x2)
−2
(
1− 4
√
x2
(1 +
√
x2)2
)− 12 F1(1, (1
2
,
1
2
), 1,
x1
(1 +
√
x2)2
,
x1
(1−√x2)2
)
.(2.9)
Theorem 2.1. Let H2 and Q2 be as given in (1.9) for n = 2. Then the following
relation holds for all x = (x1.x2) near zero:
(2.10) G2(x1, x2) =
1√
Q2(x1, x2)
.
In other words, it follows that H2 ≡ 1.
Proof. By taking into account the fact that
F1
(
1, (
1
2
,
1
2
), 1, x, y
)
= ((1− x)(1 − y))− 12 ,
one gets finally (2.10) from (2.9) by direct calculations. 
Remark 2.1. If one introduces the following notations:
z =
x1 + x2
x1 − x2 , r = x1 − x2,
then the above relation (2.10) can be read as follows:
G2(x1, x2) =
1√
1− 2zr + r2 ,
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that is merely the generating function of the Legendre polynomials Pn(z). Thus
one can find (2.10) by making use of the relation Pn(z) = 2F1(−n, 1; 1; (1− z)/2)
(cf [3, p. 295, (6.3.5)]).
Remark 2.2. From the algebraic expression (2.10), it follows that G2 may be
extended on the universal covering Ω˜2 of C
2
2 \ S if we denote by C2 the Riemann
surface of
√
z and by S the following subset of C22:
S = S+ ∪ S−, S± = {(x1, x2) ∈ C2 × C2 : √x1 ±√x2 = 1} .
Let π the canonical map of C2 onto C
∗ and Π = (π1, π2) the induced map from
Ω˜2 to C
2. Let Ω2 = Π(Ω˜2). One may suppose that Ω2 is invariant under the action
of G2; see (1.2) for the definition of Gn.
Remark 2.3. Theorem 1.3 is proved in the case of n = 2.
2.3. Action of the group G3 on G3. We start with the following expression of
G3 in terms of the Appell’s series F4:
G3(x) =
∞∑
k=0
F4(k + 1, k + 1, 1, 1, x1, x2)x
k
3 (x = (x1, x2, x3)) .(2.11)
Lemma 2.1. For any integer k, the following identity holds for all (x, y) ∈ (C \
(0,+∞))2 such that xy /∈ (0,+∞):
(2.12) F4(k, k, 1, 1, x, y) = −y−kF4
(
k, k, 1, 1,
x
y
,
1
y
)
.
Proof. Recall the following relation [6, p. 26, (37)], which can be obtained from
the connection formula of 2F1 between zero and infinity:
F4(α, β, γ, γ
′, x, y) =
Γ(γ′)Γ(β − α)
Γ(γ′ − α)Γ(β) (−y)
−α F4
(
α, α+ 1− γ′, γ, α+ 1− β, x
y
,
1
y
)
+
Γ(γ′)Γ(α − β)
Γ(α)Γ(γ′ − β) (−y)
−βF4
(
β + 1− γ′, β, γ, β + 1− α, x
y
,
1
y
)
.
If we let α = k + ǫ, β = k − ǫ, γ = γ′ = 1, where k ∈ Z and ǫ → 0, then the
coefficients will contain Γ(±2ǫ), Γ(k ± ǫ) and Γ(1 − k ± ǫ); a direct computation
allows us to obtain the desired relation (2.12). 
Theorem 2.2. The function G3(x) satisfies the following relation:
(2.13) T3,jG3(x) = −xj G3(x) , 1 ≤ j ≤ 3.
Equivalently, the function H3 given in (1.9) with n = 3 is invariant under the
action of G3.
Proof. It comes immediately from (2.11) and (2.12), by noticing that both Gn(x)
and F4(α, α, γ, γ, x, y) are symmetrical with respect to their respective variables.

Remark 2.4. Theorem 2.2 may be viewed as a particular case n = 3 of Theorem
4.1, which extends the equality (2.13) to the case of all positive integer n; see Section
4.
Consequently, in order to complete the proof of Theorem 1.3 for n = 3, it remains
only to find the expression of H3 by means of the Legendre’s elliptic function.
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3. Proof of Theorems 1.1 and 1.2
In the following, the main goal is to give a proof for Theorem 1.1. For doing this,
we shall make use of the fact that Gn can be viewed as solution to a Cauchy problem
for which the initial condition is exactly Gn−1. This idea leads us to introduce an
infinite order partial differential operator made up with Euler-type vector fields.
As in the Cauchy’s theory for analytic functions, this differential operator can be
represented by an integral; see Proposition 3.1 in §3.1. In paragraphes 3.2 and 3.3
we then apply this representation to our couple of functions (Gn−1, Gn).
In §3.4, we shall set out how to read Theorem 1.2 as a corollary of Theorem 1.1.
We conclude this section by considering the analytic continuation domain of each
Gn, by mean of Theorem 1.1.
In whole this section, n denotes an integer ≥ 2, x = (x1, x2, ..., xn), x′ = x¯′n−1 =
(x1, ..., xn−1) and the following Euler operator and vector fileds will also be used:
(3.1) δxj = xj
∂
∂xj
, D = δx1 + · · ·+ δxn , D′ = D − δxn .
3.1. An infinite order differential operator. To any positive integer k, we
associate the polynomial Pk of degree 2k as follows:
(3.2) Pk(z) =
k∏
j=1
(z + j)2 =
2k∑
j=0
Ck,jz
j ∈ Z≥0 [z] .
For convenience, we set Ck,j = 0 if j > 2k. Let K(u, z) denote the followingmodified
generating function associated to the double sequence Ck,j :
(3.3) K(u, z) =
∑
k,j≥0
Ck,j
k!2
uk zj ,
that can be read as follows:
(3.4) K(u, z) =
∑
k≥0
Pk(z)
k!2
uk = 2F1(z + 1, z + 1; 1;u) .
Thus, it follows that K(u, z) can be extended into a holomorphic function in the
domain
(
C \ [1,+∞))× C of C2.
Lemma 3.1. For any compact K ⊂ C \ [1,+∞), there exist CK > 0 and MK > 0
making the following relation valid:
(3.5) |K(u, z)| < CK eMK |z|, , ∀(u, z) ∈ K × C .
Proof. From Kummer’s formula [20, p.67, (3)] and (3.4), it follows that
K(u, z) = (1 − u)−z−1 2F1
(
z + 1,−z; 1; u
u− 1
)
,
to what the Watson’s asymptotic formula [20, p.237, (8)] can be applied. In the
same time, one can also make use of the expression (3.14) given latter in §3.3 for
K(u, z). The details are left to the reader. 
In other words, the function K(u, z) admits at most the first order exponential
growth at z = ∞ when u remains inside any relatively compact subset of the
cut-plan C \ [1,+∞). Therefore, one can define its Laplace transform as follows:
(3.6) C(u, ζ) =
∫ ∞
0
K(u, z) e−zζ dz ,
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and this represents an analytic function at (0,∞) ∈ C× (C ∪ {∞}).
Proposition 3.1. Let D′ be as in (3.1) and let K(u,D′) be the infinite order differ-
ential operator obtained by replacing z by D′ in (3.3). Let Hn−1 and Hn be the space
of germs of holomorphic functions at x′ = 0 ∈ Cn−1 and at x = (x′, xn) = 0 ∈ Cn,
respectively. Then K(xn,D′) is well-defined from Hn−1 to Hn and, moreover, for
all f ∈ Hn−1, one can find R > 0 such that the following integral representation
holds near x = 0 ∈ Cn:
(3.7) K(xn,D′)f(x) = 1
2πi
∫
LR
f(eζ x′) C(xn, ζ) dζ ,
where LR denotes the closed-loop along the circle |z| = R in the anti-clock sense.
Proof. Let f ∈ Hn−1, replace (u, z) by (xn,D′) in (3.3) and consider the obtained
double power series that involves D′jf(x′). By induction on j, one may easily prove
that
D′jf(x′) = ∂
jf(eζx′)
∂ζj
∣∣
ζ=0
, j ∈ Z≥0 ;
therefore, from the Cauchy’s formula, one finds that
K(xn,D′)f(x′) =
∑
k,j≥0
Ck,j
k!2
xkn
j!
2πi
∫
LR
f(eζ x′)
dζ
ζj+1
.
Here, if we choose R large enough, then one can observe that the following equality
holds for all ζ ∈ C satisfying |ζ| > R/2:
∑
k,j≥0
Ck,j j!
k!2
xkn
ζj+1
= C(xn, ζ) ,
which allows us to permute
∑
and
∫
. Thus one obtains the wanted expression
(3.7). 
3.2. Passing from Gn−1 to Gn. It is easy to check that the power series Gn
defined in (1.1) satisfies the following partial differential equation:
(3.8) δ2xnGn(x) = xn (D + 1)2Gn(x), Gn(x′, 0) = Gn−1(x′) .
Notice that one can also get this PDE by the one established for FC in [6, p. 117],
making all the parameters equal to 1.
Proposition 3.2. Consider the differential operator K(xn,D′) defined in Proposi-
tion 3.1. Then it follows that
(3.9) Gn(x
′, xn) = K(xn,D′)Gn−1(x′)
for all x = (x′, x0) close enough to 0 ∈ Cn.
Proof. From (3.8) one can deduce the following relation for any positive integer k:
(3.10)
( 1
xn
δ2xn
)k
Gn(x) =
k∏
m=1
(D +m)2Gn(x) .
Indeed, let j be an integer ∈ [1, n]; from the expression (1.1), it follows that
(3.11)
( 1
xj
δ2xj
)k
Gn(x) =
∑
ℓ∈Nn
( (|ℓ|+ k)!
ℓ!
)2
xℓ ;
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thus one finds (3.10) by direct computation, noticing the elementary relation Dxℓ =
|ℓ|xℓ. On can complete the proof of (3.9) by rewriting the power series Gn as
follows:
(3.12) Gn(x
′, xn) =
∞∑
k=0
∑
ℓ∈Nn−1
( (|ℓ|+ k)!
ℓ!
)2
x′ℓ
xkn
k!2
.
We omit the details. 
Remark 3.1. From (3.12), one may notice the following alternative representa-
tions of Gn in terms of Gn−1:
Gn(x
′, xn) =
∞∑
k=0
( 1
xj
δ2xj
)k
Gn−1(x
′)
xkn
k!2
=
∞∑
k=0
k∏
m=1
(D′ +m)2Gn−1(x′) x
k
n
k!2
,
where j denotes any integer ∈ [1, n− 1].
3.3. Proof of Theorem 1.1. By taking into account Propositions 3.1 and 3.2, it
follows that, for all x = (x′, xn) sufficiently near 0 ∈ Cn,
(3.13) Gn(x) =
1
2πi
∫
LR
Gn−1(e
ζ x′) C(xn, ζ) dζ ,
where LR denotes a positive-oriented circle |ζ| = R with R sufficiently large. We
will express C(xn, ζ) as an integral and then prove Theorem 1.1 by permuting the
obtained double integral.
Recall the following Euler’s type integral formula for 2F1 [20, p. 58, (6)]:
2F1(a, b; c;u) =
iΓ(c)eiπ(a−c)
2Γ(a)Γ(c− a) sinπ(c− a)
∫
C(0,1+)
ta−1(1− t)c−a−1(1− t u)−bdt,
where ℜ(b) > 0, c− a /∈ Z≥0, | arg(1 − u)| < π and where the contour C(0,1+) goes
from zero towards 1 and then comes back to zero after a positive round around 1.
Therefore, in view of (3.4), K(u, z) can be rewritten as follows:
(3.14) K(u, z) = 1
2πi
∫
C(0,1+)
(S(u; t))z+1 dt
t
,
where S(u; t) is the transformation defined in (1.4) with a = u. Notice that the
integral contour C(0,1+) can be replaced by a loop C1 as in Theorem 1.2, what we
are going to do in the following.
Consequently, the Laplace transform (3.6) can be decoded as a double integral.
Applying Fubini’s Theorem to this one gives raise to the following relation:
C(u, ζ) = 1
2πi
∫
C1
S(u; t) dt
t
∫ ∞
0
(S(u; t) e−ζ)z dz .
Remember that C(u, ζ) represents a germ of analytic function at (0,∞) in C×C∞,
with C∞ = C∪{∞}. Let DR = {u ∈ C : |u| < R}; for any sufficiently small R > 0,
if (u, t) ∈ DR×C1 and if C1 remains enough close to t = 1, then S(u, t) ∼ 1/(1− t),
thus one may suppose that arg
(
eiπ S(u, t)) ∈ (−π, π]. Therefore, one finds the
following expression:
(3.15) C(u, ζ) = 1
2πi
∫
C1
S(u; t)
ζ − log(S(u; t))
dt
t
,
where log denotes the principal branch of the logarithm.
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Finally, if one puts both u = xn and the expression (3.15) in (3.13) and then
applies again Fubini’s Theorem to this new double integral, one findsz that
Gn(x
′, xn) = − 1
4π2
∫
C1
S(xn; t) dt
t
∫
LR
Gn−1(e
ζ x′)
ζ − log(S(xn; t)) dζ .
Thus from the Cauchy’s formula one obtains the wanted relation (1.3) and this is
the end of the proof of Theorem 1.1. ✷
Remark 3.2. In the same way, one can prove that the function K(xn,D′)f con-
sidered in Proposition 3.1 can be read as follows:
K(xn,D′)f(x) = 1
2πi
∫ (1+)
0
f(S(xn; t)x
′)S(xn; t) dt
t
.
Notice that one may replace in the relation (1.3) the integration contour by any
smooth closed-loop homotopic to ∂+D(1; 1/2) in C\ {1}; such loop will be denoted
as C1 as in Theorem 1.2.
3.4. Proof of Theorem 1.2. We proceed to the induction on n. If n = 1, it is
elementary to check that
(3.16) G1(x) =
1
1− x =
1
2πi
∫
C1
dt
(1− t)(tx − 1) ,
so that the wanted relation (1.7) is true for n = 1.
From the expression (1.3), one may write that, if x = (x′, xn) remains enough
close to 0 in Cn, then:
Gn(x) =
1
2πi
∫
C1
Gn−1
(S(xn; tn)x′)S(xn; tn) dtn
tn
.
Assume Theorem 1.2 to be true for m = n− 1, n ≥ 2; it follows that
Gn(x) =
1
(2πi)n
∫
C1
S(xn; tn) dtn
tn
∫
Cn−11
n−1∏
j=1
S(Y¯j(xn, tn); t¯j)dtj
tj
,
where we set
Y¯j(xn, tn) = S(xn; tn) x¯j , 1 ≤ j ≤ n− 1.
Therefore, one can complete the proof with the help of the definition (1.5) for the
transformations S(x¯j ; t¯j). ✷
3.5. Analytic continuation domain of Gn. For all positive integer n, let Ωn
be the analytic continuation domain of Gn. We shall make use of Theorem 1.1 to
set out how to describe Ωn from Ωn−1. If n = 1. it is clear that Ω1 = C \ {1}.
For all integer n ≥ 2, it will be convenient to introduce the following notations: to
any a ∈ C is associated the set C(a) of all smooth closed-loops that are homotopic
to ∂D+(1; r) in C \ {1, 1/a}, where r denotes any (infinitesimal) real > 0; for any
Γ ∈ C(a) we denote by Ua;Γn−1 the set of all x′ ∈ Cn−1 such that S(a; t)x′ ∈ Ωn−1 for
all t ∈ Γ; finally, we define
(3.17) Uan−1 = ∪Γ∈C(a)Ua;Γn−1, Un = ∪a∈C
({a} × Uan−1)
and, their respective connected component containing 0 will be denoted by Uan−1;0
and Un;0, respectively.
Proposition 3.3. The following assertions hold for all integer n ≥ 2.
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(1) Ωn = Un;0 = ∪a∈CUan;0.
(2) U0n−1 = Ωn−1.
(3) If a 6= 0, then Uan−1 = aU1/an−1 and Uan−1;0 = aU1/an−1;0.
(4) For any given compact set K ⊂ C, it follows that
∩a∈KUan−1 6= ∅ , ∩a∈KUan−1;0 6= ∅ .
Proof. The assertions 1 and 2 are evident.
To prove the assertion 3, it suffices to consider the relation S(1/a; t) = aS(a; 1/t).
The last assertion comes from the fact that ∩a∈KC(a) 6= ∅. 
Corollary 3.1. The intersection set Ωn ∩
(
C∗
)n
is left invariant by the group Gn.
Proof. It suffices to consider Proposition 3.3 and especially its assertions 1 and
3. 
Remark 3.3. In the above, the reasoning was made for each domain Ωn that was
supposed to be in Cn. However, it is natural to consider some spaces of loops or
covering spaces instead of Cn, that should be studied in a future work. For n = 2
and n = 3, see Remarks 2.2 and 6.1.
4. Symmetries of Gn and Hn
This section is devoted to the study of the invariance of each function Hn under
the action of Gn, as it is announced in Theorem 1.3. Remember thatHn = Gn
√
Qn,
where the factor Q is a symmetric quadratic polynomial; see (1.9) and (1.10). Since
all the permutations of the coordinates belong to Gn, one needs only to consider
Gn under the action of anyone of the n transformations Tn,j once the index n is
given.
Theorem 4.1. The following relation holds for any given pair of positive integers
(n, j) such that j ≤ n:
(4.1) Tn,j Gn(x) = −xj Gn(x).
Two different proofs of this statement will be given in the two foolowing para-
graphes. In §4.1, we shall consider the alternative representations of Gn given in
Remark 3.1; accordingly, the corresponding identity (4.1) will be interpreted as
consequence of some symmetries of the Euler vector fields D′.
In §4.2, the starting point is to make use of the integral representation (1.3). It
will be shown that Theorem 4.1 comes from some very simple symmetries of the
quadratic transformation S(a; t).
Finally, a few words will be added in §4.3 for finding, from Theorem 4.1, the
invariance of Hn under the action of the group Gn.
4.1. Symmetries viewed from Euler vector fields. Let Tn := Tn,1 and recall
that Tn(x) = (Tn−1 x
′, xn/x1), where we suppose that x1 6= 0. A key point for
what we are going to do in this paragraph is the following relation :
(4.2) δx1 (Tnf(x)) = δx1f(1/x1, x2/x1, . . . , xn/x1) = −Tn(Df(x)) ,
where f denotes any function which is assumed to be holomorphic in a domain
Ω ⊂ C∗n such that TnΩ = Ω.
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Proof of (4.1) for j = 1. The identity is obviously true for n = 1, since G1(x) =
1/(1− x). If n = 2, we saw in Paragraph 2.2 that G2(x) = 1/
√
Q2(x), so that the
stated result is already established.
We shall prove the general result by induction on n. Suppose the identity (4.1)
is true for j = 1 and m = n − 1 ≥ 1, where n denotes some fixed integer ≥ 2. For
all integer k ≥ 0, we define
γk(x
′) =
( 1
x1
δ2x1
)k
Gn−1(x
′), γ∗k(x
′) = Tn−1 γk(x
′) ;
By taking into account Remark 3.1, the expected relation (4.1) for j = 1 is equiv-
alent to the following relations for k ∈ N and x′ ∈ C∗n−1:
(4.3) γ∗k(x
′) = −xk+11 γk(x′) .
This is true for k = 0, because of the induction hypothesis on Gn−1; therefore, it
remains only to prove (4.3) for all k ≥ 1 and we shall do it by induction on k in
the following.
Indeed, suppose γ∗k−1(x
′) = −xk1 γk−1(x′) for some integer k ≥ 1; it follows that
δx1γ
∗
k−1(x
′) = kTn−1 γk−1(x
′)− xk1δx1γk−1(x′).(4.4)
On the other hand, applying (4.2) to Tn−1γk−1 instead of Tnf gives raise to the
relation δx1γ
∗
k−1(x
′) = −Tn−1(D′γk−1(x′)); thus, from (4.4) one finds that
(4.5) xk1δx1γk−1(x
′) = Tn−1((D′ + k)γk−1(x′)) .
If one applies again (4.2) to the left-hand side of (4.5) with x′ instead of x, one
may find that
(4.6) δx1
(
xk1δx1γk−1(x
′)
)
= −Tn−1(D′(D′ + k)γk−1(x′)) .
In the same time, combing the relation (4.5) with
δx1
(
xk1δx1γk−1(x
′)
)
= kxk1δx1γk−1(x
′) + xk1δ
2
x1γk−1(x
′),
gives raise to the following:
(4.7) δx1
(
xk1δx1γk−1(x
′)
)
= kTn−1((¸D′ + k)γk−1(x′)) + xk+11 γk(x′),
where the relation δ2x1γk−1(x
′) = x1 γk(x
′) was used.
Finally, one can deduce from (4.6) and (4.7) that
xk+11 γk(x
′) = −Tn−1(D′ + k)2γk−1(x′) ,
which implies the relation (4.3) with the help of (3.10). Thus one completes the
proof of (4.1) for j = 1. 
4.2. Symmetries of the quadratic transformation S(a; t). Let S(a; t) be the
transformation given in (1.4); it follows that
(4.8) S(a; t) = 1
a− 1
( 1
1− t −
1
1− at
)
,
so that one can easily find the following relations:
(4.9) S(a; t) = S(a; 1
at
)
, S(a; t) = 1
a
S(1
a
;
1
t
)
.
14 ZHUANGCHU LUO, HUA CHEN, AND CHANGGUI ZHANG
Proof of (4.1) for j = n. Let x = (x′, xn) ∈ Cn, xn 6= 0 and define
(4.10) gn(x, t) =
1
2πi
Gn−1
(S(xn; t)x′)S(xn; t);
then the integral representation (1.3) can be read as follows:
(4.11) Gn(x) =
∫ (1+)
0
gn(x, t)
dt
t
.
By taking into account both relations of (4.9), one deduces respectively that
(4.12) gn(x, t) = gn
(
x,
1
xnt
)
, gn(x, t) =
1
xn
gn
(
T ′n x,
1
t
)
,
where T ′n = Tn,n is given by T
′
n(x) = (x
′/xn, 1/xn).
By combining (4.11) with (4.12), we find finally that
(4.13) Gn(x) = −
∫ ( 1
xn
+)
∞
gn(x, t)
dt
t
and
(4.14) Gn(x) = − 1
xn
∫ (1+)
∞
gn(T
′
nx, t)
dt
t
.
As R→ +∞, one can easily see that∫
|t|=R
gn(x, t)
dt
t
→ 0 ,
so that the following relation holds:
∫ (1+)
∞
gn(x, t)
dt
t
= −
∫ ( 1
xn
+)
∞
gn(x, t)
dt
t
.
Thus one can deduce (4.1) from the relations (4.13) and (4.14). 
Remark 4.1. Such relation as (4.1) exists for all function that can be expressed
by an integral of the type
∫
f(x, t)
dt
t
if f be defined as in (4.10) by replacing Gn−1
by some suitable function.
4.3. Invariance of the function Hn by the group Gn. Remember that Hn(x) =√
Qn(x)Gn(x); see (1.9). From the relation (1.10), it follows that
Tn,j
√
Qn(x) = ±
√
Qn(x)
xj
.
Moreover, by a standard argument of continuation process, one can see that the
symbol “±” can be only “-” , so that one gets Tn,jHn(x) = H(x) from (4.1). ✷
Remark 4.2. By taking into account Theorem 2.1, relation (3.16) and the above-
established invariance for Hn, the proof of Theorem 1.3 will be completed once one
will have expressed the function G3 in terms of the Legendre’s elliptic function of
the first kind.
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5. Expressions of G2 and G3 deduced from Euler integrals
As it is shown in (3.16), letting G0 = 1 in (1.3) gives rise to the sum function of
the corresponding power series (1.1) with n = 1. The main object of this section is
devoted to deducing an explicit expression for each of G2 and G3 by starting from
(1.3).
Remember that an algebraic expression is found for G2 in §2.2, by making use
of general transformations of Appell’s series. In §5.1 that follows, this expression
will be reformulated by means of the discriminant of a quadratic polynomial.
Putting this algebraic expression of G2 into (1.3) would allow one to find an
explicit expression for G3: this is what will be shown in §5.2 and §5.3. In fact, G3 is
nearly associated to the Legendre’s elliptic function of the first kind; see Theorem
5.1. This ends finally the proof of Theorem 1.3.
5.1. Alternative proof of Theorem 2.1. Putting (3.16) in the left hand side of
(1.3) gives raise to the following expression :
G2(x1, x2) =
i
2π
∫ (1+)
0
dt
(1− t)(1 − x2t) + x1t .
Write
(1 − t)(1− x2t) + x1t = x2(t− t+)(t− t−) ,
where
t± =
1− x1 + x2 ±
√
(1 − x1 + x2)2 − 4x2
2x2
.
If (x1, x2)→ (0, 0), one observes that
t+ →∞ , t− → 1,
so that the last integral for G2(x) may be evaluated by applying the residues The-
orem at t = t−. By observing that
x2
(
t− − t+
)
= −
√
(1− x1 + x2)2 − 4x2
and
(1− x1 + x2)2 − 4x2 = (1− x1 − x2)2 − 4x1 x2
one obtains the wanted expression (2.10). ✷
Remark 5.1. By a suitable change of variables, the integral representation formula
(1.7) for n = 2 can be formally put in the same form as the Aomoto’s formula for
the Appell’s series F4; see [26, (0.4)] or [1, p. 124, Example 3.1]. This proces-
sus remains only formal, since the Aomoto’s formula is valid uniquely when the
parameters α, β, ν1 and nu2 do not belong to Z.
5.2. Elliptic integral related to G3. By making use of the expression (2.10), the
integral representation (1.3) with n = 3 can be written as follows:
(5.1) G3(x) =
i
2π
∫ (1+)
0
ω(x; t) (x = (x1, x2, x3)) ,
where
(5.2) ω =
dt√
P (x; t)
with
P (x; t) =
(
(1− t)(1 − x3t) + (x1 + x2)t
)2 − 4x1x2t2 .
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The differential form ω(x; t) will be considered over the Riemann surface of t 7→√
P (x; t), where x = (x1, x2, x3) will be considered as small complex parameter.
By choosing any determination of
√
x1x2 in the Riemann surface of
√
z, we set
a± = 1− x1 − x2 + x3 ± 2√x1 x2 ,
t1 =
a+ −
√
a2+ − 4 x3
2 x3
, t2 =
a− −
√
a2− − 4 x3
2 x3
and
t3 =
a+ +
√
a2+ − 4 x3
2 x3
, t4 =
a− +
√
a2− − 4 x3
2 x3
.
A direct computation allows us to obtain that
(5.3) P (x; t) = x23 (t− t1) (t− t2) (t− t3) (t− t4) .
Let Q = Q3 be as in (1.9) with n = 3, that means that
(5.4) Q(x) =
(
1− (x1 + x2 + x3)
)2 − 4(x1 x2 + x2 x3 + x3 x1) ;
let
(5.5) u(x) =
64 x1 x2 x3
Q(x)2
.
Lemma 5.1. The following relation holds:
(5.6) (a2+ − 4 x3) (a2− − 4 x3) = Q(x)2
(
1− u(x)) .
Proof. From the definition of a±, one can find that
(5.7) a+ a− = (1 − x1 − x2 + x3)2 − 4 x1 x2 = Q(x) + 4 x3 .
In the same time, it is easy to see that
a2+ + a
2
− = 2 a+ a− + 16 x1 x2 ,
so that one obtains finally that
(a2+ − 4 x3) (a2− − 4 x3) = (a+ a− − 4 x3)2 − 64 x1 x2 x3 .
This ends the proof of (5.6) 
Consider the differential form ω of (5.2). In order to put ω into a so-called
Riemann’s normal form (see [24, p. 10]), we consider the Mobius transform:
t 7→ t′ = (t− t1)(t2 − t3)
(t− t3)(t2 − t1) ,
which sends t1, t2 and t3 into 0, 1 and ∞, respectively.
Proposition 5.1. Let Q and u be given in (5.4) and (5.5), respectively. Then the
differential form ω given in (5.2) can be put into the following form:
(5.8) ω =
dt′√
µ P˜ (x; t′)
, P˜ (x; t′) = t′ (1− t′) (1− λ t′) ,
where
(5.9) λ =
1−√1− u(x)
1 +
√
1− u(x)
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and
(5.10) µ = −Q(x)
2
(
1 +
√
1− u(x) ) .
Proof. Consider the factorization of the polynomial P (x; t) given in (5.3). The
above-mentioned Mobius transform t 7→ t′ takes t4 to 1/λ if one denotes by λ the
cross-ratio of t1, ..., t4, this means, if
λ =
(t4 − t3)(t2 − t1)
(t4 − t1)(t2 − t3) .
On the other hand, from the definition of t1, ..., t4, it follows that
(t4 − t1) (t2 − t3) = 1
4x23
(−2a+ a− + 8 x3 − 2
√
(a2+ − 4 x3)(a2− − 4x3
)
;
applying Lemma 5.1 and relation (5.7) gives raise to the following relation:
(5.11) 2 x23 (t4 − t1) (t2 − t3) = −Q(x)
(
1 +
√
1− u(x) ) .
By the same way, one can find that
2 x23 (t4 − t3) (t2 − t1) = −Q(x)
(
1−
√
1− u(x) ) .
Thus one obtains the expected expression (5.9) for λ.
In order to obtain the polynomial P˜ (x; t′) of (5.8) and the factor µ given in
(5.10), we will firstly observe that
(5.12) µ = (t2 − t3) (t4 − t1)x23 .
Indeed, an elementary calculation permits to notice that the expression (5.3) can
be written as follows:
P (x; t) = x23 β
t′(1 − t′)(1− λ t′)
(t′ − α)4 ,
where we set
α =
t2 − t3
t2 − t1 , β = (t2 − t3) (t4 − t1) (t3 − t1)
2 α2 .
Moreover, it is easy to see that
dt =
(t1 − t3)α
(t′ − α)2 dt
′ ,
so that one can find finally the expression (5.8) for which the factor µ is given by
the relation
µ =
x23 β
(t1 − t3)2 α2 ;
thus we find the expression (5.12).
Finally, by taking into account the relation (5.11), we obtain the factor µ in the
form of (5.10) which satisfies the condition (5.8); thus one completes the proof of
proposition 5.1. 
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5.3. Expression of G3 by means of Legendre’s elliptic function. Coming
back to Proposition 5.1, one may find that the following limit behavior holds as
x→ 0 ∈ C3:
(5.13) t1, t2 → 1 ; t3, t4 →∞
and
(5.14) λ→ 0, µ→ −1.
Accordingly, for any x enough near to 0 ∈ C3, the contour of the integral (5.1) can
be replaced by a closed loop linked t1 and t2. Therefore, from proposition 5.1 it
follows that
(5.15) G3(x) =
i
π
∫ 1
0
dt′√
µ t′ (1 − t′) (1− λ t′) ,
where we replaced the closed contour by the interval (0, 1) that is taken two times.
In view of (5.14), letting x = 0 in (5.15) leads us to the following identity:
1 =
i
π
1√−1
∫ 1
0
dt′√
t′ (1− t′) ,
which suggests us to take
√−1 = i; in other words, we will make use of the following
relation, deduced from (5.10):
(5.16)
i√
µ
=
√
2√
Q(x)
(
1 +
√
1− u(x) )−1/2
as well as x remains sufficiently near to 0 in C3.
Theorem 5.1. Let Q and u be given in (5.4) and (5.5), respectively. For all
x = (x1, x2, x3) sufficiently close to 0 ∈ C3, the following relation holds:
(5.17) G3(x) =
1√
Q(x)
2F1
(1
4
,
3
4
; 1;u(x)
)
.
Proof. By taking into account of (5.16), letting t′ = s2 allows us to write the
integral (5.15) as follows:
G3(x) =
√
2√
Q(x)
(
1 +
√
1− u(x) )−1/2 2
π
∫ 1
0
ds√
(1− s2)(1− λs2) ,
where λ is given as in (5.9). Here, the last integral is an elliptic integral of the first
kind; more precisely, from [3, p. 132, (3.2.3)], one gets the following expression:
G3(x) =
√
2√
Q(x)
(
1 +
√
1− u(x) )−1/2 2F1(1
2
,
1
2
; 1;
1−√1− u(x)
1 +
√
1− u(x)
)
.
Remember the following identity deduced from Pfaff’s transformation on 2F1
(see [3, p. 128, (3.1.9)]):
2F1(a, b; a− b+ 1; z) = (1 + z)−a 2F1
(a
2
,
1 + a
2
; a− b+ 1; 4z
(1 + z)2
)
.
This leads us to the expected relation (5.17), with
a = b =
1
2
, z =
1−√1− u(x)
1 +
√
1− u(x) .
Thus one completes the proof of Theorem 5.1. 
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5.4. End of the proof of Theorem 1.3. It suffices to combine Theorem 5.1 with
relation (3.16) and Theorems 2.1 and 4.1; see Remark 4.2. ✷
6. Point view of ODE on the function G3
The hypergeometric function 2F1
(
1
4 ,
3
4 ; 1;u
)
appeared in the expression (5.17) of
G3(x) can be characterized by certain second order ODE with explicit polynomial
coefficients. Or, as it is easy to se (see Lemma 6.1 below), all member of the
family of the symmetric series Gn for n ≥ 1 can be viewed as the unique solution
to some second order PDE Cauchy problem. In the following, we will show how
to “parameterize” the corresponding PDE initial problem for G3(x) as being a
nonlinear first order ODE problem, that is of Riccati type. This constitutes a new
proof of Theorem 5.1.
In the following, (x, y, z) will be used instead of (x1, x2, x3).
6.1. The function G3 regarded as coming from a Cauchy problem. We
start with the following elementary fact.
Lemma 6.1. The germ of analytic function G3(x) at 0 ∈ C3 satisfies the following
Cauchy problem:
(6.1) ∂x(x∂xF ) = ∂y(y∂yF ), F (x, y, 0) = G2(x, y).
Moreover, it is the unique solution of (6.1) that be analytic at 0 in C3 and symmetric
with respect to its variables.
Proof. Direct verification for (6.1).
For the uniqueness, it suffices to consider the Taylor’s series of F at 0 ∈ C3; the
details are left to the reader. 
Remark the above initial condition F (x, y, 0) = G2(x, y) comes from the defini-
tion (1.1). Moreover, it follows that
G2(x, y) =
1√
Q2(x, y)
=
1√
Q(x, y, 0)
;
see (2.10) and (5.4).
6.2. A new parametrization. We will suppose that F is of the following form:
(6.2) F (x, y, z) =
ϕ(u(x, y, z))√
Q(x, y, z)
,
where Q and u are given as in (5.4) and (5.5), respectively, and where ϕ denotes
one unknown function that we would like to determine. If one makes use of the
logarithmic derivation
DtF :=
∂tF
F
(t = x, y, z),
then one can write
∂t(t∂tF )
F
= DtF + t(DtF )
2 + t∂tDtF.
Let ψ be the logarithmic derivative function of ϕ:
ψ(u) = Dϕ(u) :=
ϕ′(u)
ϕ(u)
;
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one may successively find that, if t denotes one of the variables x, y and z, then
DtF = ψ(u)u
′
t −
1
2
DtQ,
t(DtF )
2 = t(ψ(u))2u′t
2 − tψ(u)u′tDtQ+
t
4
(DtQ)
2,
t∂t(DtF ) = tψ
′(u)u′t
2
+ tψ(u)u
′′
tt −
t
2
∂tDtQ.
Therefore, if one sets
(6.3) At = A2,t = t(u
′
t)
2, A1,t = u
′
t − tu′tDtQ+ tu
′′
tt
and
(6.4) A0,t = −1
2
DtQ+
t
4
(DtQ)
2 − t
2
∂tDtQ,
one may obtain the following expression:
(6.5)
∂t(t∂tF )
F
= Atψ
′(u) +A2,t(ψ(u))
2 +A1,tψ(u) +A0,t,
By taking into account the relations
∂tDtQ =
2
Q
− (DtQ)2, u′t = (Dtu)u =
(1
t
− 2DtQ
)
u
and
u
′′
tt =
(
∂tDtu+ (Dtu)
2
)
u =
(− 4
Q
− 4
t
DtQ+ 6(DtQ)
2
)
u,
the quantities given in (6.3) et (6.4) can be written as follows:
(6.6) At = A2,t =
(1
t
− 4DtQ+ 4t(DtQ)2
)
u2,
(6.7) A1,t =
(1
t
− 4t
Q
− 7DtQ + 8t(DtQ)2
)
u
and
(6.8) A0,t = − t
Q
− 1
2
DtQ+
3
4
t (DtQ)
2.
Lemma 6.2. The following relations hold:
DxQ−DyQ = 4(x− y)
Q
and
x(DxQ)
2 − y(DyQ)2 = 4(x− y)
Q
+
16(x− y)u
xy
.
Proof. If one introduces the following notations:
X = x+ y + z − 1, tˆ = x+ y + z − t (t = x, y, z) ,
then one can notice that
(6.9) DtQ =
2(X − 2 tˆ)
Q
,
which implies immediately the first relation stated in the above in Lemma 6.2.
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Again using (6.9) allows us to write
x(DxQ)
2 − y(DyQ)2 = 4
Q2
(
(x− y)X2 − 4(xxˆ− yyˆ)X + 4(xxˆ2 − yyˆ2)) ,
replace X2, xˆ, yˆ by Q + 4(xy + yz + zx), y + z and z + x, respectively; a direct
computation permits to find the second relation of Lemma 6.2, which ends the
proof. 
6.3. Riccati equation deduced from G3. We are ready to give the principal
statement of this section.
Theorem 6.1. If F is of the form (6.2), then the Cauchy problem (6.1) associated
to G3 can be transformed as follows:
(6.10) t(64t− 1)ψ′(t) + t(64t− 1)(ψ(t))2 + (128t− 1)ψ(t) + 12 = 0,
with
ψ(t) =
ϕ′(t)
ϕ(t)
, ψ(0) = 12.
Proof. Consider the expression (6.5) and, for any symbol Bx appearing in the list
Ax, ..., A0,x, define Bx|y = Bx − By. Therefore, the second order PDE of the
Cauchy problem (6.1) can be read as follows:
Ax|y ψ
′(u) +A2,x|y (ψ(u))
2 +A1,x|y ψ(u) +A0,x|y = 0 ,
On the other hand, applying Lemma 6.2 to the relations (6.6), (6.7) and (6.8)
gives raise to the following:
Ax|y = A2,x|y =
x− y
xy
(64u− 1)u2, A1,x|y = x− y
xy
(128u− 1)u
and
A0,x|y =
12(x− y)
xy
u.
Thus, one obtains Eq. (6.10).
The initial condition ψ(0) = 12 is necessary for (6.10) to have an analytic solution
at t = 0. This is the end of the proof of Theorem 6.1. 
Eq. (6.10) is a Riccati equation, from which one obtains a second order linear
equation for ϕ (see [13, p. 24]):
t(64t− 1)ϕ′′(t) + (128t− 1)ϕ′(t) + 12ϕ(t) = 0.
Making use of the new variable s = 64t allows one to write the last linear equation
into an Euler-Gauss hypergeometric equation, so that one can observe that
ϕ(t) = 2F1
(1
4
,
3
4
; 1; 64t
)
.
This constitutes an alternative proof for Theorem 5.1.
Remark 6.1. Thanks to Theorem 5.1, one can proceed to the analytic continuation
of G3 into a larger domain than the domain Ω3(0; 1) given in (2.5) for n = 3. For
doing this, it is useful to notice that the following conditions are equivalent:
(1) u(x, y, z) = 1;
(2) ǫ1
√
x+ ǫ2
√
y + ǫ3
√
z = 1, where ǫj = ±1 for j = 1, 2 and 3.
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