We consider unsharp quantum measurements as a recourse in scenarios where one faces the trade-off between information gain and disturbance. We analyse in detail the case of two-outcome qubit measurements and show that generalized measurements allow for a strict advantage over their probabilistic realization with projective measurements. Based on that, we propose a scheme for selftesting of unsharp measurements and show that all binary qubit measurements can be self-tested in a robust way. We apply our results to the analysis of semi-device-independent one-way quantum key distribution and present new monogamy relations for guessing probabilities of the receiver and the eavesdropper for the case of individual attacks. In particular, we find the exact threshold on the critical guessing probability of the receiver for which the security can be still proven.
Introduction.-Unsharp, or generalized, measurements are known to provide an advantage in certain Quantum Information Processing tasks. Examples include quantum tomography [1, 2] , state discrimination [3, 4] , randomness certification [5] , to name a few. However, there is one important property of unsharp measurements that is discussed less often than the others. It is the trade-off between information gain and the disturbance that this type of measurements allows for.
In quantum measurement, if some information is gained about the state of the physical system, that state will be neceserily perturbed. This principle, which was formalized in [6] , is central to quantum mechanics and it is also one of the pillars of quantum cryptography [7] . Quantitatively the interplay between information gain and disturbance has been formulated in terms of tradeoff inequalities (see e.g. Refs. [8] [9] [10] [11] ). These inequalities connect information which can be accessible to an eavesdropper and the distance between the initial and the perturbed states.
In this paper we would like to look at unsharpness as a resource in scenarios with sequential measurements. We would like to see what kind of advantages unsharp measurements can provide in comparison to sharp, projective, measurements. At the same time, we would like to keep the description of preparation and measurement devices unspecified. The only assumption that we will make is on the dimension of the Hilbert space associated with the degree of freedom which is used to encode quantum information. This framework is often referred to as Semi-Device-Independent (SDI) [12] . We would like to point out that the assumption on the dimension is natural for both, cryptographic schemes with quantum communication and for studying generalized measurements. This assumption is also necessary for obtaining non-trivial results in scenarios with sequential measurements, as widely discussed in the literature [13] [14] [15] . * nikolai.miklin@ug.edu.pl
In Device-Independent (DI) framework whenever some property of quantum states or measurements appears to be extremal with respect to some figure of merit there is a possibility of self-testing this propoerty. For example, if a maximal violation of CHSH inequality [16] is observed, the underlying quantum state has to be maximally entangled [17, 18] . Other extremal properties of states and measurements can be self-tested in the SDI framework [19, 20] .
In the current work we consider unsharp binary (twooutcome) measurements on a qubit. All such measurements can be simulated by probabilistic mixture of sharp measurements [21] . We propose a scenario and a figure of merit for which unsharp measurements provide a strict advantage over their probabilistic realizations. Moreover, we show that this figure of merit allows for self-testing of all binary qubit measurements. This paper is not the first to discuss self-testing of generalized measurements. The first experimental DI certification of nonprojective measurements was shown in Ref. [22] . Later works reported DI [23] and SDI [20, 24] self-testing of three-and four-outcome qubit measurements. However, in all of the proposed schemes only extreme measurements could be certified and, thus, these results are not applicable to our problem.
The rest of the paper is organized as follows. In the section "Preliminaries" we give a brief overview of notions necessary for understanding the results of the paper. In the same section we introduce our scenario and the figure of merit. In the next section "Unsharpness as a resource" we provide bounds on success probability associated with the figure of merit for both cases of projective and the generalized measurements. In the section "Self-testing" we discuss the self-testing of unsharp measurements and the robustness of the tests. We conclude with the section "Applications" that includes the results on quantum key distribution mentioned in the abstract. All the proofs are left to the Supplementary Materials.
Preliminaries.-By Positive-Operator Valued Measure (POVM) we mean a vector of non-negative linear operators acting on a Hilbert space of a given dimension Let us now introduce our scenario, which is a natural generalization of 2 2 → 1 Quantum Random Access Code (QRAC) [25] . Consider three parties, Alice, Bob, and Charlie, communicating in a sequential way as shown in Fig. 1 . Alice receives two random bits x = (x 0 , x 1 ), x 0 , x 1 ∈ {0, 1}. Bob and Charlie each receive a random bit, y and z respectively, which indicates the bit of Alice this party needs to guess, just as in the standard 2 2 → 1 QRAC. All the random bits x 0 , x 1 , y and z are independent and uniformly distributed. The parties might have access to some classical shared randomness, which, however, does not play any role in our case, as discussed in Appendix B. Depending on x Alice prepares a qubit state x which she sends to Bob. Bob performs some quantum operation on x , depending on his input y. Afterwards, Bob sends the post-operation state y x,b to Charlie, who performs a measurement depending on z.
A figure of merit that we consider is the following average success probabilitȳ
with α ∈ [0, 1] and where summation is taken over all values of x, y and x, z respectively. The parameter α is announced prior to the game and remains unchanged throughout all rounds. It dictates the parties whose guess will contribute more to the overall success probability.
It is clear that the parties will be choosing their strategies according to α. In particular, this refers to Bob, who is facing a trade-off between extraction of information from x and disturbing this state for Charlie. For extreme situations α ∈ {0, 1} we can already guess the optimal strategies for Bob, which would be either applying an identity channel, for α = 0, or performing a projective measurements in two mutually unbiased bases [19] , for the case of α = 1. As we will see later in the text, the optimal operations that Bob performs in the general case α ∈ (0, 1) are Lüders instruments, which correspond to nonprojective measurements.
In order to describe the operations of Bob we will need to use the notion of quantum instrument, which captures both measurement statistics and the state evolution [26] . By quantum instrument for the case of two measurement outcomes {0, 1} we mean an ordered pair of completely positive trace non-increasing maps that sum to a channel, completely positive trace preserving map. Let us denote the instruments of Bob by (B y 0 , B y 1 ) for each y. If we apply these maps to state x which Alice sends to Bob, we obtain a pair of positive linear operators σ It will be convenient for us to work with instruments in their Choi-Jamio lkowski (CJ) representation [26] . We obtain the CJ operators of Bob's instruments by the following map B T , b = 0, 1, for each y = 0, 1. Now, we have everything to write the join probability distribution of both parties' outcomes
where we denoted Charlie's POVMs by (C z 0 , C z 1 ), z = 0, 1. Naturally, using Eq. (2) we can find the probabilities in Eq. (1) . In what follows we will be investigating the bounds on the average success probability given in Eq. (1) by optimizing over the states of Alice, POVMs of Charlie, and instruments of Bob.
Unsharpness as a resource.-Before proceeding to the main results of this paper, we should first make some comments regarding the form of optimal states, POVMs and instruments. Since conditional probabilities in Eq. (2) and, thus the average success probability, are linear functions of states x , the optimal states of Alice must necessarily be pure. Similar statement can be made regarding the optimal POVMs of Charlie, which should be extreme, i.e. PVMs in this case. We can also see that CJ operators of the optimal instruments of Bob must be rank-1, which is equivalent to instruments being of Lüders type in this case. This follows from extremality conditions for instruments [27] . The proof of this statement is also given in Appendix A. The above observations simplify significantly the analysis in the rest of the paper. Bounds on average success probability. Blue dashed line corresponds to the classical strategy, orange yellow and purple to the "unitary", "mixed" and "measure and prepare" projective strategies respectively. Green line corresponds to the general strategy with unsharp measurements. All the bounds are tight.
Now we are ready to present our first part of the results which is given by the two following propositions. Proposition 1. Average success probabilityP succ for strategies involving only projective measurements and their probabilistic mixtures is bounded by the following expression
The reason that the functionP PVM succ (α) has three distinct segments is that Bob can choose to apply three different strategies corresponding to projective measurements. The first one, which we call "unitary", corresponds to PVMs (1, 0) for both y = 0, 1, which is compatible with Bob outputting b = 0 and applying a unitary channel on Alice's states. The third one is "measure and prepare" strategy, when Bob preforms a projective measurement for both y = 0, 1 and prepares some state for Charlie. The middle segment corresponds to Bob applying the "unitary" strategy for y = 0, and the "prepare and measure" strategy for y = 1, which we refer to as "mixed" strategy.
Proposition 2. The bound on the average success probabilityP succ for the general strategy is the followinḡ
with the operator norm of the effects of the optimal POVMs being the following for this game. We should point out that all the presented bounds are tight in the sense that there exist states and measurements reaching these average success probabilities.
The proofs of Propositions 1 and 2 are given in Appendices B and C respectively. As a part of the proof of Proposition 2, we have proposed a modification of the Semi-Definite Programming (SDP) techniques of Ref. [28] . This modification provides an SDP relaxation to the set of correlations that can be observed in our scenario. A more detailed description of this method is given in Appendix D.
Self-testing.-As mentioned in the introduction, every binary qubit POVM can be decomposed as a probabilistic mixture of projective measurements [21] . In particular, one can write
, where {λ 0 , λ 1 } are the eigenvalues of the effect B 0 . Since in the SDI framework the basis {|0 , |1 } can be chosen arbitrary, the only relevant parameters are the eigenvalues {λ 0 , λ 1 }, if one is interested in individual POVMs. However, we will concentrate on the case when both effects are trace-1, i.e. λ 0 + λ 1 = 1, which we will be referring to as "unbiased case". This case is the most relevant one, since it corresponds to the mixture of an unbiased random assignment and a projective measurement. The "biased case" corresponds to the same picture, but with random assignment being biased.
For "unbiased case" we have only one real parameter to self-test. We can pick it to be the norm of POVM effects, or, in other words, their maximal eigenvalue. In Figure 3 (black line) we plot the optimal norm ||B y b || from Eq. (4), which is, as we can see, a monotonically increasing function of α. It also takes all possible values from 0.5 to 1. This fact suggests that we can self-test any unsharp POVM by picking the corresponding value of α. However, in order to make the self-testing argument we need to prove that there are no measurements with other operator norms that can achieve the same average success probability.
More generally, one can ask what can be inferred about the norm of the POVM effects, if the observed average success probability takes some value betweenP PVM succ (α) andP POVM succ (α)? This question is nothing but the robustness analysis of our self-testing.
Our results on the robustness are shown in Figure 3 (colour lines). Each pair of lines of the same colour represents upper and lower bounds on the operator norm of POVM effects, given that the average success probability is above some fixed value. In Figure 3 we consider four such values {0%, 0.25%, 0.5%, 1%}, which are relative deviations from the optimal average success probability. Let us say we wish to self-test a POVM with the effects' norm equal to
. We would pick α = 0.2, for which POVMs with this norm are the optimal. If now our observed average success probability is 0.7975, which is 0.25% smaller than the optimal valuē P POVM succ (0.2) ≈ 0.7995, we can conclude that the effects' norm must lay within the interval [0.6095, 0.8281]. A more detailed description of the robustness analysis is given in Appendix E.
As a closing remark we would like to discuss the "biased" case. In order to self-test the case of tr[B 
2 . As we show in Appendix G, this allows for the self-testing of "biased" POVMs.
Applications.-We would like to discuss some of the applications of our results. The first one concerns the situation in which we are only interested in Charlie's guesses and Bob induces some noise on the states of Alice by his measurements. In particular, we can consider a situation in which Bob's operation result in a dephasing channel
determined by the norms of Bob's POVMs effects. As shown in Appendix F, the optimal success probability of a QRAC played by Alice and Charlie is bounded by 1 + (1 − 2p) 2 . This result allows for a semi-deviceindependent characterisation of dephasing channels.
Let us now imagine that Bob is an eavesdropper in communication between Alice and Charlie. In Ref. [12] the authors showed that the correlations from 2 2 → 1 QRAC game can be used to establish a secret key. The security against individual eavesdropping attacks is proven whenever the guessing probability of the receiver is greater than the same probability of potential eavesdropper. In Ref. [12] the critical value of receiver's success probability was estimated to be
≈ 0.8415. Here will will improve the security analysis of this scheme.
We can reformulate the results of Proposition 2 as a family of monogamy relations , we find the value of the critical success probability
It is worth mentioning that this bound is tight. It is also interesting to calculate this value for the case when the eavesdropping party Bob can perform only projective measurements. In this case the success probability of Charlie needs to be above From the monogamy relations in Eq. (5) one can also calculate the bounds on the secret key rates, corresponding to a particular success probability of Charlie. For the maximal success probability
of Charlie, we can see that Bob's success probability has to be 1 2 . For this case the key rate is simply equal to the mutual information between x z and the Charlie's outcomes, and equal to 1 − h(P Charlie QRAC ) ≈ 0.5835. This rate is higher than the maximal key rate 0.0581 that was reported in Ref. [12] by factor 10.
Conclusions.-In this paper we have discussed the advantages that unsharp measurements can provide if one faces a trade-off between information gain and state disturbance. We have proposed a scheme in which this advantage can be manifested within a semi-deviceindependent framework. Using this scheme we have shown that all binary measurements on a qubit can be self-tested in a robust manner. This was possible due to certification of the instruments implementing the respective POVMs. Up to our knowledge this is the first work that proposes a semi-device-independent self-testing of quantum instruments.
It is clear that our analysis can be extended to more complicated cases. One generalization, which is definitely worth considering, is certification of trinary qubit measurements. We believe that our scheme can be easily adapted to these purposes.
Semi-definite programming techniques, proposed in this paper can be readily applied to derive monogamy relations for more complex SDI quantum key distribution schemes. These techniques can be also applied to explore the set of temporal quantum correlations for the case of time dependent operations and sequences of length three.
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Appendix A: Optimality of Lüders instruments
Using the formula for conditional probability from Eq. (2) we can write explicitly the expression for the average success probability (1) , which is then nothing but a convex combination of operators, with the states inside direct sums being pure. Of course, the measure and prepare instruments will not be optimal, but it was sufficient to consider this type of instruments to prove the optimality of rank-1 operators σ y x,b . Now we can show that from optimality of pure states of Alice x and rank-1 operators σ y x,b it follows that CJ operators of optimal Bob's instruments are necessary rank-1. Let us write down the spectral decomposition of B y b for each y, b
where |β k are not normalized. We did not write the subscritps y, b for |β k to avoid unnecessary complication, but, of course, |β k will be different for different y, b,. Each |β k can be written in Schmidt decomposition [31] as follows
, where we can require |q k , |q ⊥ k to be normalized, and leave |p k , |p ⊥ k not normalized. We will be using the notation |· ⊥ to denote the vector, orthogonal to the given one, i.e. ·|· ⊥ , which is not ambiguous in qubit case. If we denote x = |ψ x ψ x |, we can write the following
However, we have already concluded that optimal σ y x,b must be rank-1 operators, which means that all |q x,k must coincide up to a phase, i.e. |q x,k = e φ k,k |q x,k for some phases φ k,k . Now we can use an argument that the set of optimal |ψ x must necessarily span the entire Hilbert space. It must be pretty clear that if they do not, there will be a scheme, that takes, let us say |ψ 00 from the nullspace, making the success probability of guessing to be equal to 1 for each party if x = (0, 0), and, thus, resulting in a strictly higher success probability. Since |ψ x span the entire space, we come to the conclusion that
is a spectral decomposition, it must be that β k |β k = δ k,k , ∀k = k , from which it follows that there is only one vector in the sum in Eq. (A3). This completes the proof. We should mention that the above proof can be directly extended to discrete systems of arbitrary dimension, as well as to more complex sequential scenarios, with no restrictions on operations at each step. 
which corresponds to POVM (|p y p y |, |p y ⊥ p y ⊥ |). We refer to this strategy as "measure and prepare". In both cases all the vectors |p y , |q y , |q we can directly see that the probabilistic strategies, in which Bob applies, let us say, the operation from Eq. (B1) with some probability and the strategy from Eq. (B2) in all other cases, will necessarily be less optimal than one of these strategies applied all the time. It means, that in order to analyse the bounds on the average success probability for strategies of Bob, that correspond to projective measurements and their probabilistic mixtures, it is sufficient to compute the bounds for extreme projective strategies. This means that we need to analyse the following three cases: a) Bob applies "unitary" strategy for y = 0, 1, b) Bob applies "measure an prepare" strategy for all y = 0, 1 and c) Bob applies "unitary" strategy for y = 0 and "measure an prepare" strategy for y = 1. In the main part of the paper we refer to the last case as "mixed" strategy. It is also clear that strategies, equivalent to the ones listed, e.g. "unitary" strategy with the outcome b flipped, or "mixed" strategy with y flipped, will give the same bounds. In what follows we will analyse in detail all three cases a), b), and c) that, when combined, give the proof of Proposition 1.
a) "Unitary" strategy
As mentioned above, the instrument from Eq. (B1) has a single Kraus operator that is a unitary. Let us denote it as U y = |0 q y | + |1 q y ⊥ |, y = 0, 1. Let us now write the expression for average success probability in terms of U y .
It is clear that the first sum is equal to 4. The second sum can be upper-bounded by 2 max y ( x,z tr[U y x U † y C z xz ]), and for the maximal y, we can just introduce newC z c = U † y C z xz U y . Maximization overC z c and x is a standard optimization problem for 2 2 → 1 QRAC [25] , and thus the upper bound onP succ in this case is
).
b) "Measure and prepare" strategy
In the proof we will be using two main ideas to prove optimality of certain relations between states and measurements. The first one concerns maximization of expectation values tr[ (a|ψ ψ| + b|φ φ|)] over states ∈ L(H)
a normalized eigenvector of a|ψ ψ| + b|φ φ|, corresponding to its maximal eigenvalue. When there is no further constraints on , the maximum can always be attained and the following formula gives its explicit form
where we used the notation || · || for operator norm, which is the same as the maximal eigenvalue. The second idea concerns optimization of some expression tr[A(|ψ ψ| − |φ φ|)] over |ψ and |φ , with both being normalized vectors in H, with dim(H) = 2. A ∈ L(H) is some linear not necessarily positive operator. It can be seen that for optimal |ψ and |φ necessarily ψ|φ = 0. To see that, let us write the spectral decomposition of the operator |ψ ψ|−|φ φ| = λ|ξ ξ|−λ|ξ ⊥ ξ ⊥ |, with ξ|ξ ⊥ = 0, and
. Clearly, the maximum over λ is attained at the boundary, i.e. for λ ∈ {1, −1}. It is also clear that for λ = −1, a simple relabelling ξ ⊥ ↔ ξ gives the same expression as for λ = 1. Without loss of generality we can take |ψ = |ξ and |φ = |ξ ⊥ , which proves our claim. Let us now proceed to the actual derivation of the bound. We remind ourselves that the CJ operators of the instruments of Bob has the following form (Eq.(B2))
After removing dependency due to POVM normalization, we can rewrite the average success probability as follows 
where r 
where we have grouped the terms with respect to |q 
Each of the square roots are monotonic functions of | c One can expect that this is not the case for the sum of the square roots, i.e. the totalP succ . However, one can upper bound the maximum of sums of the square roots by the sum of their maxima. Thus, we need to consider two cases of | c 0 0 |c 1 0 | = 0, 1 for each of the square roots, i.e. four cases in total. By doing so we obtain the followinḡ
For each of the four cases we can group the terms with respect to |p y , and upper bound each of these inner products by the norms of operators, that are expressions of |ψ 00 ψ 00 | and |ψ 01 ψ 01 | with coefficients depending on α. It is interesting that in each of these four cases the final upper bound is 1/2 + √ 1 + α 2 /4, which completes the proof.
c) "Mixed" strategy
In this proof we will be using similar techniques as in the previous case of proof for "measure and prepare" strategy. In particular, we will be using the formula from Eq. (B4), and whenever our success probability will be written as an affine function of operators of the form |ψ ψ| − |φ φ|, we will be assuming ψ|φ = 0.
For the "mixed" strategy of Bob the formula for the average success probability takes the following form
where we have introduced the following notation U 0 = |0 q 0 | + |1 q 0 ⊥ |. Since we optimize (B11) over C Clearly, this will not change the optimal value forP succ , but remove this unitary from the expression in Eq. (B11). We again use normalization of all POVMs in (B11), e.g. we write C z 1 = 1 − C z 0 , etc, after which we bring (B11) to the following form 
where we used the fact that the optimal C 
From this, it was not obvious how to proceed with the proof, so we tried to maximize expression in Eq. (B13) numerically. We used a simple parametrization of each vector with two real parameters and performed an unconstrained optimization over 12 parameters with gradient method for each value of α. From this numerical optimization we could infer that the maximum ofP succ is obtained when | q 
, for all i = 2, 3, 4, 5. Inserting this form of states to (B13) gives the following expression
We can show now that for solution, maximizing the expression above, we have necessarily y 2 = y 3 = y 4 = y 5 = 0. In order to do so, let us consider the following optimization problem For the fixed vectors (x 1 , 0, z 1 ), (x 2 , y 2 , z 2 ) and the inner products v 1 , v 2 ∈ [−1, 1], this optimization problem is equivalent to the original maximization of the expression B15. Let us now construct a Lagrangian of the problem B16
where λ i , i ∈ {1, .., 5} are the Lagrange multipliers. The system of equations for stationary points of B17 contains, among others, the following three systems of linear equations 
We can immediately notice that the first system B18 has non-trivial solutions if and only if the determinant of the system's matrix is 0. However, if this is the case, and x 1 = 0, z 1 = ±1, the second two systems have no solutions. Since we know that the optimal solution to B16 has to be among the stationary points, we can conclude that in this case y 3 = y 4 = y 5 = 0. Now we just need to check the exceptions, which are the cases when x 1 = 0, z 1 = ±1. It is easy to see that in these cases the objective function becomes either 2z 4 or 2z 5 , i.e. the maximum of B16 is at most 2. However, we know from our numerical solution, that the optimal value of the expression z 4 + z 5 + x 1 x 5 + z 1 z 5 − x 1 x 4 − z 1 z 4 is greater than 2 for all α < 1. Proving optimality of y 2 = 0 is even easier. We can simply remove it from consideration by substituting the constraint x Since the expression in Eq. B15, which we are maximizing, is linear in x 2 and z 2 , it means that the maximum is attained at the boundary of the domain's subspace corresponding to x 2 and z 2 , i.e. when x 2 2 + z 2 2 = 1. This practically means that y 2 = 0. We can now use the Semi-Definite Programming (SDP) relaxation of Lasserre to the polynomial optimization problems [32] . We considered the second level of the Lasserre hierarchy in which case the size of the moment matrix Γ was 66 and the number of variables in the dual SDP was exactly 1000. An important note, which might be of interest to those who would like to reproduce the result or solve a similar problem, is that in the optimization it was crucial to add the normalization constraints of the type Γ[
., 5}. If the former are not included in the SDP, the objective function (B15) turns out to be unbounded.
By running the above SDP we were able to confirm the optimality of the conditions | q −10 as well as reproduce the value of 1/2 + 4 + (1 − α) 2 /8 of the bound up to the same precision. We consider these two statements to be sufficient to claim that the proof is complete.
Appendix C: Proof of Proposition 2
We can use the so called see-saw method, introduced in Ref. [33] in order to estimate the optimal states, measurements, and instruments for the figure of merit (1). Of course, there is certain amount of freedom in choosing those. We found that the POVMs of Charlie could be set to the following
and the optimal instruments of Bob (their CJ operators) could be taken of the following form B
where we left the real parameter λ unspecified for now. Optimization over the states of Alice is done in the same way it is done for QRACs. We can simply group all the terms in the formula for the average success probability with respect to the states x (their transpose), take the partial trace over the second system and for each T x set it to be the eigenvectors of the operator it is multiplied by. By doing so we find that the optimal states of Alice has the same form as in normal 2 2 → 1 QRAC, i.e. independent of α. We are giving their explicit form below with the obvious notation x = |ψ x ψ x |.
What is left to do, is to find the optimal λ for each α, which is just an optimization over a single real parameter. We find that the optimal λ is the following function of α
which leads to the optimal average success probabilitȳ
from Proposition 2. The above analysis gives us only the lower bound on the average success probability. In order to prove the upper bound we will use a modification of the Navascués-Vértesi hierarchy, introduced in Ref. [28] . Since we believe that this modification can be of the general interest for the readers, we give it as a separate section in this supplementary material (see Appendix D).
We have run the SDP, corresponding to what is usually called "1+AB" level of the hierarchy, for each value of α from 0 to 1 with a step of 0.01. We compared the values from the SDP with the lower bound values from Proposition 2 and the discrepancy was always less then, or of the order of 10 −9 , which lets us to conclude that the obtained bound is in fact the correct one.
Appendix D: Modification of Navascués-Vértesi hierarchy
In this paper we are interested in finding an upper bound on the following expression
with p(b, c| x, y, z) = tr[ , c| x, y, z) . Here we present a modification of the SDP hierarchy, introduced in Ref. [28] . The original SDP technique of Navascués and Vértesi can be used to obtain upper bounds on violation of Bell inequalities with an additional restriction on local dimension. In particular, it could be directly applied to our objective function, if we had only one normalized subchannel B y b , instead of four. We will not be describing the method of Ref. [28] here, so the interested reader should make themselves familiar with it prior to reading the following description of the proposed modification.
In our SDP, which we formulate here for "1+AB" level of the hierarchy, we consider the set of operators 
In this paper we have successfully used the proposed SDP method to confirm the bounds, obtained with the inner approximation methods. It would be interesting to investigate the convergence of this hierarchy, which should be reported elsewhere.
Appendix E: Robustness of self-testing
In this section we will give more details concerning the robustness of our tests. The question that we would need to answer is the following. Given the experimentally obtained value of the average success probability for some α, P We start by fixing the CJ operator of the first element of Bob's instrument to be
where now λ 0 is the operator norm of the effects of the first POVM (its largest eigenvalue). We can then apply the see-saw method of Ref. [33] in order to establish the optimal form of other instruments of Bob and measurements of Charlie. From these numerical results, we could infer that we can make the following assumptions
, where now λ 1 can be different from λ 0 . We will confirm later that this choice of Charlie's measurements and Bob's instruments is indeed optimal, but as of now we will continue with the derivations of the bound.
Using Eq. (E2) we can obtain the bound on the average success probability for given λ 0 and λ 1 . We can again use the same argument about optimality of states x as in Appendix C, however, now they depend on λ 0 and λ 1 . We get the followingP
, where
If we fix λ 0 to be some value between 1 2 and 1, and optimize (E3) over λ 1 , we will find that the optimal λ 1 is in fact the one given by Eq.(C4). The same goes for the optimal λ 0 , if λ 1 is fixed. It means, that if we want to find a rectangular area in the space of (λ 0 , λ 1 ) for whichP succ from Eq. (E3) is greater or equal to some observed valueP exp succ , we should fix one of the norms, let us say λ 0 , to be one given by Eq.(C4), and solve the inequalityP succ (λ 0 , λ 1 ) ≥P exp succ with respect to λ 1 . Unfortunately, solution to this inequality is too unwieldy to be written explicitly, even for this supplementary material. However, since it is a single-variable problem it can be solved with numerical methods up to an arbitrary precision. It is instructive to give the solution in graphical form, which we do in the main text (see Fig. 3 ). Now let us discuss the optimality of the solution (E3). We modified the SDP method, described in Appendix D, in order to account for the fixed values of λ 0 and λ 1 . We will consider the vectors |β y b to be of the following form
which is the general form of the vectors of CJ operators of instruments, corresponding to two unbiased POVMs with effect's norms λ 0 and λ 1 .
As a first modification, we add two operators {|p y p y | ⊗ 1} y=0,1 to the set of operators O, where |p y are meant to be the vectors in the Schmidt decompositions from Eq. (E4). Considering these operators allows us to add the following constraints to (D2)
On top of that, we set the upper bound on the success probability of Charlie, if dephasing channels with parameters
are applied to the states of Alice. In particular, we enforce the following x,z,c,b
Adding constraints from Eqs. (E5,E6) to SDP (D2) we can compare the bounds with the predictions, given in Eq. (E3). Since we know that for deriving the bounds on the norms, we need to take one of λ y , let us say λ 0 , to be of the optimal form (C4), we just need to make comparison for each pair (α, λ 1 ). What we have found, is that the modified SDP gives the exact bound from Eq. (C4) up to the numerical precision (∼ 10 −10 ), whenever λ 1 ≤ λ 0 , i.e. for all λ 1 less than or equal to the optimal norm. For λ 1 > λ 0 we obtained a slight discrepancy in the bounds.
We believe that the optimal solution is of the form (E2) and the proposed bound is tight. However, for the results to be rigorous, we will need to estimate the "error" in the estimation of the norms due to the fact that we could not reproduce exactly the bounds with the SDP method. In order to do so, we can use the simple error estimation formula ∆λ 1 = ∂λ1 ∂Psucc(λ0,λ1) ∆P succ . We have included the estimated "error" in the Fig. 3 as crosses of the respective colours, corresponding to different percentages of the drops in the observed success probability.
As a final remark we give the proof of the bound used in Eq. (E6). First of all, we can notice that for channel, corresponding to one of the settings of Bob, we can take |q 
We can now rewrite this expression taking into account the normalization conditions, which yields the following
We are interested in finding the maximum of the following average success probability of Charliē
We can easily see that x,z tr of the vectors gives a larger contribution to the value of the expression in Eq. (E9). In this case taking both vectors equal to the optimal one will give a larger value ofP succ , which contradicts our assumptions. It can also happen that |q y 0 = |q y 1 and the values of the expressions, corresponding to both of them are equal. In that case, however, there is no difference in taking them equal or not.
Let us now consider the channel
which is the same channel as in Eq. (E7), but with |q y 1 = |q y 0 . We will now derive the bound for each value of y independently. Since we have a freedom of fixing bases in this case, we can set |p y = |q y 0 = |0 . We can then see that the channel, which we are considering, is nothing but a dephasing channel of the form Λ( ) = (1 − p) + pσ z σ z with parameter p = . The average success probability, which we would like to maximize is the following expression
We will now prove thatP succ ≤ 
Now we use the argument that we made already several times in this paper, that for optimal states of Alice we have 
where we used the fact that dephasing channel is unital. Now let us write the states and POVM effects in Bloch basis, introducing the following notation 
It is easy to see that the action of the dephasing channel is in multiplying the variables x 0 , x 1 , y 0 , y 1 by the factor (1 − 2p). The expression forP succ in terms of the Bloch coefficients reads 
This problem can be easily solved using Lagrange multipliers method, giving the bound of 1 + (1 − 2p) 2 .
Appendix G: "Biased" case
Here we discuss the "biased case", i.e. the case when tr[B y b ] = 1, b = 0, 1, y = 0, 1. We will use (λ 0 , λ 1 ) to denote the spectra of the first effects of Bob's POVMs. The second effects will then have the spectra (1 − λ 0 , 1 − λ 1 ). These, in principle, can depend on y, however, in our case they do not.
As mentioned in the main text, the figure of merit can be adjusted for the "biased case", and in this paper we consider the following expression for the average success probabilitȳ
x,y p( x)Pr(b = x y | x, y) + 1 − α 8
x,z
Pr(c = x z | x, z),
with p( x) being the following probability distribution p(00) = γ 2 , p(01) = p(10) = γ(1 − γ), p(11) = (1 − γ) 2 , with γ ∈ [0, 1]. Notice that we do not change the distribution of x for Charlie. The case γ = 1 2 corresponds to the original figure of merit (1), with which we self-test the "unbiased case", i.e. λ 0 + λ 1 = 1. For γ = 1 2 , however, we noticed that the optimal eigenvalues of the first effect of Bob's POVMs do not sum to 1. We summarized our findings on Fig. 5 . Let us first discuss the values of (λ 0 , λ 1 ) that can occur. First of all, we know that 0 ≤ λ i ≤ 1, i = 0, 1, since the second effects have to be positive. We can also consider the case when λ 0 + λ 1 ≥ 1, since we have a freedom of denoting which effect is the first or the second. The corresponding region in space of (λ 0 , λ 1 ) is a triangle, that is depicted with black lines on Fig. 5 .
The edge of this triangle, that connects the vertices (0.5, 0.5) and (0, 1), is the "unbiased" case of λ 0 + λ 1 = 1. If we want to self-test POVMs, corresponding to this line, we take γ = 1 2 and vary α between 0 and 1, as discussed in the main text. If we would like to "move" towards the vertex (1, 1) of this triangle, we need to increase the parameter γ from 1 2 to 1. On Fig. 5 we have depicted with color lines what happens with optimal values of (λ 0 , λ 1 ), for the given value of α, if we increase the parameter γ. These are the results of the optimization with see-saw method [33] . As we can see from these plots, we can cover all the area of the triangle by choosing appropriate (α, γ). This supports our claims on the fact that all binary measurements on a qubit can be self-tested. We chose not to present the robustness analysis of the self-testing of "biased" POVMs in this paper.
