Abstract. We prove that any invariant hypercomplex structure on a homogeneous space M = G/L where G is a compact Lie group is obtained via the Joyce's construction, provided that there exists a hyper-Hermitian naturally reductive invariant metric on M .
Introduction
A hypercomplex structure Q on a manifold M is a set of integrable complex structures on M of the form Q = {aI + bJ + cK; a 2 + b 2 + c 2 = 1}, where I, J, K = IJ are complex structures satisfying IJK = −1. A Riemannian metric g on M is called hyper-Hermitian if it is Hermitian w.r.t. every complex structure in Q; it is easy to see that hyper-Hermitian metrics always exist. A hyper-Hermitian manifold (M, g, Q) admits a HKT-structure, where HKT means hyper-Kähler with torsion, when there exists a metric connection ∇ that leaves every complex structure in Q parallel and whose torsion tensor T is totally skew. When a HKT-structure exists, the connection ∇ is unique and it is called the HKT-connection; actually it coincides with the Bismut connection of every complex structure in Q (see e.g. [5] ). We refer the reader to [6, 15, 16] for equivalent definitions and basic properties of HKTstructures, which have also played an important role in theoretical physics (see e.g. [8, 9] ). Hyperkähler structures are a special case of HKT-structures, namely when the HKTconnection coincides with the Levi-Civita connection of g, i.e. it is torsionfree. Actually, the hyperkähler condition is extremely stringent and examples are rare; for instance homogeneity forces the manifold to be flat (see e.g. [3] ). On the contrary, there are plenty of examples of HKT-structures, even when M is supposed to be compact and homogeneous. In [14] the authors described and classified all the left invariant hypercomplex structures on compact Lie groups, for which there exists a biinvariant, hyper-Hermitian Riemannian metric. Joyce [10] then described a way to construct hypercomplex structures on homogeneous spaces of compact Lie groups; this construction, which we recall in section 2.3, has been then used and revisited by several authors, see e.g. [12, 13] . Our first main result states that, if G is a compact Lie group, then every G-invariant hypercomplex structure on a homogeneous G-space is obtained via the Joyce construction, provided that there exists a naturally reductive Ginvariant, hyper-Hermitian metric; this metric automatically endows the homogeneous space with an invariant HKT-structure. As a corollary of the proof of this first statement, we also get the fact that the semisimplicity of G forces the group to be of a special kind, namely with every simple factor of type A n . These results are summarized in the following Theorem 1.1. Let G be a compact connected Lie group acting transitively and almost effectively on some manifold M preserving a hypercomplex structure Q. Suppose that there exists a naturally reductive G-invariant metric g on M which is hyper-Hermitian w.r.t. Q. Then (1) there exists a Cartan subalgebra of the complex reductive algebra g C and a corresponding root system for the semisimple part of g C such that the hypercomplex structure Q coincides with the one given by the Joyce's construction; (2) if G is semisimple, then every simple factor of g is of type A n .
The existence of a naturally reductive metric which is hyper-Hermitian is supposed and extensively used in [14] as well as in our arguments, while we are unaware of any result proving it. We refer the reader also to [12, Theorem 4] , where the existence of a family of invariant HKT structures on compact homogeneous spaces is discussed. Our last result reduces the existence of a hyper-Hermitian naturally reductive metric on a homogeneous space to the case of a Lie group. Proposition 1.2. Let G be a compact Lie group and M = G/L a G-homogeneous space endowed with an invariant hypercomplex structure Q. Suppose L is not trivial and connected. Then
is a positive dimensional hypercomplex submanifold. In particular χ(M ) = 0; (2) If g is an invariant naturally reductive metric, it is hyper-Hermitian if and only if its restriction to Y is.
Notation. Lie groups and their Lie algebras will be indicated by capital and gothic letters respectively. We will denote the Cartan-Killing form by B.
Preliminaries
2.1. Invariant complex structures. In order to establish the notation we briefly recall the structure theory of compact homogeneous complex manifolds; the reader is referred e.g. to [1] for a more detailed exposition. Let M be a compact complex manifold and let G be a compact connected Lie group acting almost effectively, transitively and holomorphically on M . We will write M = G/L for some compact subgroup L. Up to a finite covering we can assume that L is connected. We will also denote by I the G-invariant complex structure on M .
The complexified group G C acts holomorphically on G/L, so that M = G C /Q for some connected complex subgroup Q ⊂ G C . It is well known that the Tits fibration φ provides a holomorphic fibering of the homogeneous space M over a compact rational homogeneous space G C /P , where the parabolic subgroup P is in general defined to be the normalizer N G C (Q o ) of Q o (see [1] ); since Q is connected the fibres of φ are complex tori. The flag manifold G C /P can be written as G/C endowed with a G-invariant complex structure I, where C is the centralizer of some torus in G. Accordingly the Lie algebra g can be decomposed as
where c = l ⊕ t and n is an Ad(C)-invariant complement of c in g. Since t identifies with the tangent space to the fibre we have [t, t] = 0. Moreover the algebra c is contained in the normalizer of l in g by construction, hence [l, t] ⊂ l ∩ t = 0. We can choose a Cartan subalgebra h of the form h = t C l ⊕ t C , where t l is a maximal abelian subalgebra of l. Denote by R the corresponding root system of g C , by R l the subsystem relative to l so that l C = t l ⊕ α∈R l g α , and by R n the symmetric subset of R such that n C = α∈Rn g α . The Ginvariant complex structure I induces an endomorphism of n C that is Ad(C)-invariant and therefore the corresponding subspace n 1,0 is a sum of root spaces. The integrability of I is equivalent to the condition
and one can prove (see e.g. [2] ) that there is a suitable ordering of R n = R + n ∪ R − n such that
The G-invariant complex structure I on G/L induces an Ad(L)-invariant endomorphism, still denoted by I, of m C , where m := t + n. It leaves both t and n invariant with I| n = I and the integrability of I is equivalent to the vanishing of the Nijenhuis tensor N I , namely for
2) is trivial for X, Y ∈ t and with X ∈ t and Y ∈ n it reduces to the ad(t)-invariance of I. When X, Y ∈ n, then (2.2) is the integrability of I because [n 1,0 , n 1,0 ] ⊆ n 1,0 . Viceversa, we start with a decomposition as in (2.1), where l + t = c and c is the centralizer of an abelian subalgebra. If we fix an ad(c)-invariant integrable complex structure I on n and we extend it by choosing an arbitrary complex structure I t on t, then I t + I will provide an integrable L-invariant complex structure on the homogeneous space G/L. 
Note that if such a connection exists, then it is unique since it is the Bismut connection of each complex structure (see [5] ).
An important technical tool we use in section 3 is the following well-known fact (see [17] ).
Proposition 2.1. Let (M, I) be a complex manifold. An almost complex structure J on M anticommuting with I is integrable if and only if the tensor
vanishes identically on M .
Using the notation of subsection 2.1 we consider a homogeneous space M = G/L where the compact group G preserves a hypercomplex structure generated by I, J and K = IJ. Given a G-invariant decomposition g = l + m and the corresponding canonical connection D, it is known that any G-invariant tensor on the homogeneous space G/L is D-parallel (see e.g. [11] ). Since the torsion of D is given by
, we see that D becomes the HKT-connection if there exists a G-invariant naturally reductive metric on M that is Hermitian with respect to I and J.
2.3. The Joyce construction. In [10] Joyce explains how to construct invariant hypercomplex structures on suitable compact homogeneous spaces. His construction can be outlined as follows. Given a compact Lie algebra g we fix a Cartan subalgebra h of g C and denote by R the set of corresponding roots. We can find a sequence θ 1 , . . . , θ k of roots such that if
is the subalgebra generated by the root spaces g θ i , g −θ i and
where z g C (s C j ) denotes the centralizer of s C j in g C , then one has the decomposition
The Lie algebra of the isotropy l ⊂ b k is chosen as follows: the semisimple part of l coincides with the semisimple part of b k and the center z l of l is a subset of the center z ′ of b k such that dim z ′ − dim z l − k ≡ 4 0. We denote by m the B-orthogonal complement of l in g. The invariant hypercomplex structure on G/L is obtained by the following Ad(L)-invariant hypercomplex structure Q on m. The structure Q |f i coincides with ad(s i ). We select Borthogonal vectors u 1 , . . . , u k in z ′ ∩ m and use the fact that q i = s i ⊕ Ru i ∼ = H to define Q |q i . The complement of z l ⊕ i Ru i in z ′ can be endowed with an arbitrary linear hypercomplex structure.
3. Proof of the main results
3.1.
Proof of Theorem 1.1, part (1). We write M = G/L for some closed subgroup L ⊂ G. We will also suppose that L is connected, otherwise we pass to a finite covering. We will suppose that G/L admits a naturally reductive metric g with respect to the reductive decomposition g = l + m, which is Hermitian w.r.t. every complex structure in Q. We recall (see e.g. [11] ) that the metric g induces a scalar product on m such that, for every X, Y, Z ∈ m
Using (3.1) and the Ad(L)-invariance of g, it is immediate to see that g(t, n) = 0. We fix one complex structure I ∈ Q and apply the structure theory explained in section 2.1, keeping the same notation. If now J ∈ Q is an integrable complex structure anticommuting with I, we think of J as an Ad(L)-invariant endomorphism of m and we may formulate Proposition 2.1 as follows: for every X, Y ∈ m We now consider the root system R associated with the choice of the maximal abelian subalgebra (t l + t) C of g C as described in section 2.1. The root subsystem R n where m = t ⊕ n has an ordering R n = R + n ∪ R − n induced by the complex structure I and we can select a root θ ∈ R + n which is maximal w.r.t. this ordering, namely for every α ∈ R + n θ + α ∈ R + n .
Throughout the following we will denote by {H α , E α } α∈R the standard Chevalley's basis of the semisimple part of g C . We here remark that, since the metric g is naturally reductive, for α, β ∈ R + n we have g(E α , E β ) = 0 whenever α = −β and g(E α , E −α ) = 0. Moreover if iH α ∈ t one can see that
Lemma 3.1. We have JE θ ∈ t C . In particular E θ is centralized by l.
Proof. Since g(t, n) = 0, we need to show that g(JE θ , E α ) = 0 whenever α ∈ R + n . To do this we can first take X = E θ , Y = E α and Z = H ∈ t C ∩ m (1,0) in formula (3.3) and obtain (α + θ)(H) g(JE θ , E α ) = 0 . Now, if α + θ does not vanish on t C ∩ m (1,0) , then the claim follows. Otherwise α + θ vanishes on the whole t C since α + θ ∈ it * ; in this case we can take H ′ ∈ t l such that (α + θ)(H ′ ) = 0. For such a H ′ we have [H ′ , JE θ ] = θ(H ′ )JE θ and, contracting with E α and using the fact that g is J-Hermitian, once again we get
obtaining our first claim. The second assertion follows from the fact that [l, t] = 0 and the ad(l)-invariance of J.
Now we want to compute the t C -component of JE α for α ∈ R + n .
Lemma 3.2. Given α ∈ R + n the following statements hold:
Proof. In order to prove (i) we first note that iH α lies in t. We now apply (3.3) taking X = E α , Y = H 1 and Z = H 2 where H 1 , H 2 ∈ t C ∩ m 1,0 . Thus we obtain
The linear space span C {α(H 2 )H 1 − α(H 1 )H 2 : H 1 , H 2 ∈ t C ∩ m 1,0 } coincides with {v − iIv : v, Iv ∈ (Ker α)∩ t}. This means that the t C -component of JE α is of the form γ(w + iIw) with γ ∈ C and w ∈ t is g-orthogonal to Ker α. Since g(iH α , Ker α) = 0 we can choose w = iH α and the claim follows for a suitable k α ∈ C. The last assertion follows from the following computation
As for (ii), we select H ∈ t l with α(H) = 0 and use the ad(l)-invariance of J to compute
We note that k θ is determined up to multiplication by a complex number of unit norm, since J can be chosen in the circle of complex structures in Q which are orthogonal to I.
Proof. The first assertion can be easily proved with the same argument used in Lemma 3.1. In order to prove (ii), let H ∈ t l with γ(H) = 0 and use the ad(l)-invariance of J to compute
so that the claim follows. As for (iii), we select H ∈ t with γ(H) = 0 and set H ′ = H − iIH. Using (3.3) we have
Applying part (i) of the previous Lemma we get
and the claim follows.
We now consider the highest root θ and define R(θ) = {α ∈ R + n ; θ − α ∈ R}. Note that α ∈ R + n lies in R(θ) if and only if α = θ and B(α, θ) = 0. Moreover if α ∈ R(θ), then θ − α ∈ R n : indeed, if θ − α = β ∈ R l , we have θ − β = α ∈ R, hence [E θ , E −β ] = 0, contradicting the fact that [l, E θ ] = 0 (see Lemma 3.1).
Proof. Suppose JE α has a component along t C . Using Lemma 3.2, we compute
Since α ∈ R(θ) we have that α(H θ ) = 0. Therefore k α = 0 and the claim follows.
Proof. By Lemma 3.3 (i), it is enough to take β ∈ R + n so that α + β = γ ∈ R. Moreover by Lemma 3.3 (iii), we may suppose that γ| t l ≡ 0, hence γ| t ≡ 0. Choose H ∈ t 1,0 with γ(H) = 0. Now, if γ = θ, by Lemma 3.4 we have that g(J[E α , E β ], t) = 0. Equation (3.3) with X = E α , Y = E β and Z = H implies γ(H) g(JE α , E β ) = 0 and the claim follows.
The previous Lemma says that for every α ∈ R + n one has JE α = λ α E α−θ for some λ α ∈ C\{0}. Using Lemma 3.3 (iii) we have
Using the fact that g is naturally reductive we have
which, combined with (3.4) gives
Let s(θ) C be the subalgebra of g C generated by E θ and E −θ , and define s(θ) = s(θ) C ∩ g. Obviously s(θ) ∼ = sp(1). Set also
Then Q leaves u(θ) invariant and Q |u(θ) is determined by the formula
Proposition 3.6. The hypercomplex structure Q leaves f θ invariant and Q |f θ = ad(s(θ)) |f θ .
Proof. We will show that there exist σ θ , τ θ ∈ s(θ) such that for every X ∈ f θ we have
The claim is a consequence of the following direct computations
where in the last equation we have used the fact that 2 B(α,θ) (θ,θ) = 1 since the θ-string of α is formed only by α − θ and α (see e.g. [7] ).
We now set θ 1 := θ, k 1 := k θ and define inductively the roots θ j as follows.
. Moreover we define s j+1 ∼ = sp(1) as the real subalgebra generated by E θ j+1 , E −θ j+1 (note that s 1 = s(θ)) and u j+1 = s j+1 ⊕ RZ j+1 where Z j+1 = iIH θ j+1 ∈ t. Now we have Proposition 3.7. There exists a set of roots θ 1 , . . . , θ ℓ such that for j = 1, . . . , ℓ we have:
(ii) the hypercomplex structure Q leaves f j and u j invariant. In particular Q |f j = ad(s j ) |f j and we have
(iv) the root θ 1 can be chosen as the highest rootθ of the whole root system R of g with respect to an ordering such that R + ⊇ R + n .
Proof. The first three statements can be proved by induction using exactly the same arguments as in the previous Lemmas and in Proposition 3.6. The only new statement to prove is (iv). To do this it is enough to show that the highest root space gθ does not belong to l C . Suppose now by contradiction that Eθ ∈ l C . Given α ∈ R − n , we have JE α = H + β∈R Note that the decomposition obtained above matches with decomposition (2.4) if we take b k = l ⊕t ⊕ z, where z is the center of ℓ j=1 u j . We also note that we have the following necessary condition: if z ℓ is the center of the centralizer in g of {s(θ 1 ), . . . , s(θ ℓ )}, then (3.5) dim z ℓ ≥ ℓ.
3.2.
Proof of Theorem 1.1, part (2) . We first prove the claim in the case in which G is simple, using Proposition 3.7 and condition (3.5).
Since the root θ 1 can be chosen as the highest rootθ of the whole root system, we can start from the "Wolf decomposition" of g with respect θ 1 =θ:
where m 1 is identified with the tangent space of the corresponding Wolf space. By a case-by-case inspection for simple groups it is not difficult to see that for every set of strongly orthogonal roots θ 1 =θ, . . . , θ ℓ of g, we have dim z ℓ < ℓ unless g is of type A n . If g = su(n) we have indeed dim z ℓ = ℓ for every choice of θ 1 =θ, . . . , θ ℓ . (see also [13, Proposition 1] ). Suppose now that g = g 1 ⊕ . . . ⊕ g r where the g j 's are simple Lie algebras. The set of roots Θ = {θ 1 , . . . , θ ℓ } is the disjoint union of the subsets Θ j of all roots in Θ belonging to g j . Now z ℓ splits as a direct sum of the centers z j of the centralizers in g j of the subalgebras generated by the roots in Θ j . Then dim z ℓ = r j=1 dim z j < r j=1 ♯Θ j = ℓ if at least one factor of g is not of type A n by the previous discussion.
Proof of Proposition 1.2. (1)
Suppose that Y is reduced to a point. For any I ∈ Q the corresponding Tits fibration π has a typical fiber that is pointwisely fixed by the isotropy L, hence trivial. This means that M is a flag manifold with an invariant hypercomplex structure. If we decompose g = l + m with m an ad(l)-invariant subspace, it is known that the ad(l)-irreducible submodules m j (j = 1, . . . , k) of m are mutually inequivalent (see e.g. [4] ) and therefore Q-invariant. Now l has a non trivial center c and there is a submodule, say m 1 , such that ad(c)| m 1 is not trivial. Then using the irreducibility of m 1 , we see that Q| m 1 belongs to ad(c)| m 1 , contradicting the fact that the Q| m 1 contains anti-commuting elements. Therefore Y has positive dimension and is Q-invariant. Since L is not trivial, we see that Y is also a proper submanifold. (2) Suppose now that the restriction of g to Y is hyper-Hermitian and consider the decomposition g = l + t + n as in section 2.1, relative to some I ∈ Q. Note that [l, t] = 0 means that t projects to a subspace of T [eL] Y and therefore g| t×t is I-Hermitian. Now n C is a sum of root spaces w.r.t. the Cartan subalgebra (t l + t) C and a simple computation using the natural reductiveness and the ad(l)-invariance of g shows that g(E α , E β ) = 0 for every roots α, β with α + β = 0. Our claim now follows form the fact that g(IE α , IE −α ) = g(E α , E −α ) for every root α.
