We examine bias corrections which have been proposed for the Fixed Effects Panel Probit model with exogenous regressors, using several different data generating processes to evaluate the performance of the estimators in different situations. We find a best estimator across all cases for coefficient estimates, but when the marginal effects are the quantity of interest no analytical correction is able to outperform the uncorrected maximum likelihood estimator (MLE).
Introduction
Binary response panel data models remain of major interest in microeconometrics. They may be used to address questions not possible with linear models and OLS estimation and are useful for modelling qualitative features of individuals, firms, or countries.
Where economic theory makes predictions about labour market participation, employment, educational attainment, marriage status, or health status, binary response models are appropriate, with probit and logit models the most commonly used forms.
Panel data can be used to address issues not feasible with other kinds of data. Where unobserved error terms may be correlated with observable variables, an omitted variable bias will exist which is difficult to address convincingly in a cross-sectional data set. Panel data models allow unobservable terms to be decomposed into a time-constant individual effect, potentially related to the observable variables, and an independent idiosyncratic error. By observing the same individuals across time, it is possible to remove the effects of time-constant unobservables and regain consistent estimation. These approaches can also be used to increase the efficiency of an estimator.
A commonly cited example is the effect of education and innate ability on employment or wage: we expect that both education and ability will be associated with better labour market outcomes. However, the two variables are related to each other, with one observed and the other unobserved. If we aim to measure the effect of education keeping ability constant then individual-level panel data is required.
Fixed effects is the commonly preferred estimation method in linear panel models because it is robust to any distribution of observed covariates and time-invariant unobserved effects. Another commonly-employed model, Random Effects, is more efficient if unobserved variables are uncorrelated with observable variables, conditions which will rarely hold in practice. 1
In the (nonlinear) panel probit model, fixed effects estimation suffers from inconsistency under the incidental parameters problem, discussed in section 2.1 below, following a review of the panel probit model itself. Section 3 explains the methodology that will be used, presenting the hypotheses we wish to test and the data generating processes to be used in Monte-Carlo studies. Section 4 gives the results and discussion, while section 5 concludes.
Fixed Effects Probit Model
Letting i ∈ {1, ..., N } index an individual in the sample, and t ∈ {1, ..., T } index time, the panel probit model takes the form y it = 1 [y * it > 0], where y it is a binary response observed, and y * it = X it β + α i + ε it : ε it ∼ iid N (0, 1). X it is a 1 × k vector of observable covariates for individual i ∈ {1, ..., N }, at time t ∈ {1, ..., T }. X i is a T × k matrix formed by stacking the vectors X it across time, and X i is a 1 × k vector of within-individual averages across t. β is a k-vector of unknown coefficients for each corresponding covariate in X it .
The variable y * it is a latent (unobserved) variable assumed to be a linear combination of observable covariates, plus an unobservable error term made up of a time-constant individual effect, α i , and an idiosyncratic (i.i.d.) error term, ε it , assumed to follow a standard normal distribution in probit models and a logistic distribution in logit models.
In the probit model, the restriction of the variance of ε it to 1 gives identification. Some closely related other models take the same form of the main equation, but place different assumptions on the distribution of ε it and α i . The logit model assumes that ε it terms are independent draws from a standard logistic distribution, leading to a different CDF used in the likelihood function. The Random Effects (RE) and the less commonlyestimated Correlated Random Effects (CRE) probit models place restrictions on the form of dependence between the individual effect α i and observed covariates X i . Specifically, independence in the RE case, and a linear form in averages over time for the CRE case:
When estimating by fixed effects (FE), no restrictions are assumed on the distribution of (α i |X i ). Dummy variables are introduced for each group or individual i, dropping the regression constant as necessary. Since the model is estimated via maximum likelihood, the likelihood contribution from any individual whose response observations do not change throughout the sample can be made arbitrarily close to 1, regardless of the parameter value β. 3 This means that such non-changing observations can be dropped when estimating without affecting the results.
The log-likelihood of a single observation is:
Where the final line follows from the symmetry of the standard normal CDF: 1 − Φ(z) = Φ(−z), and the binary nature of y it , allowing the expressing of both one and zero responses in a single index argument in the CDF term. These properties simplify calculations. The total log-likelihood across all observations is:
Fixed effects maximum likelihood estimation maximises the loglikelihood across the k + N free parameters. However it suffers from the incidental parameters problem, first identified by Neyman and Scott (1948) . Neyman and Scott (1948) consider models where parameters are divided into two types, incidental parameters or nuisance parameters, which only appear in the likelihood of a finite number of observations, and structural parameters 4 , which affect the distribution of all observations. Asymptotically, there will only ever be a finite amount of information regarding these incidental, nuisance parameters, thus asymptotic inference is inappropriate. Further, in many nonlinear situations, estimators of the parameters of interest will depend on the nuisance parameters and so will also be affected.
The incidental parameters problem
In fixed effects panel models this occurs because a parameter is included for each individual's individual effect α i for i ∈ {1, . . . , N}, and so each α i will affect only T observations.
The problem has some possible solutions, however these will affect different kinds of models and distributions of data in different ways. If possible, an information-orthogonal reparametrisation, or a sufficient statistic can be used to express the distribution of the parameter(s) of interest in the model in a form which is conditionally independent of the nuisance parameters, the approach termed"conditional maximum likelihood". For panel logit models with exogenous covariates this does provide a solution. However, for panel probit models no such sufficient statistic is believed to exist 5 , so alternative approaches are needed to address the large-sample bias and provide small sample improvements.
The problem remains an open question, Lancaster (2000) provides a review and survey of the Incidental Parameters Problem over the decades since Neyman and Scott (1948) was first published. Considering a variety of different linear and nonlinear models, their survey notes solutions where they have been found in the form of a sufficient statistic or a reparametrisation.
The incidental parameters problem persists in the panel probit case because the nuisance parameters -a dummy variable for each individual -cannot be separated from 4 Also called common parameters in Lancaster (2000) to avoid confusion with other econometric uses of the phrase "structural parameters".
5 See Chamberlain (1980) . estimators of coefficients of interest and the marginal effects. If T is held fixed then the coefficient estimates will not converge asymptotically with large-N . As both N and T increase the increasing number of parameters to estimate means that the coefficients will have an asymptotic bias. This bias is the focus of the correction methods explored in this paper. These analytical estimators form an estimate of the (typically first-order) asymptotic bias as N, T → ∞, and apply the estimate to the small-T sample. The resulting bias-corrected estimators can consistently estimate coefficients as both N and T increase, but their small sample performance is unknown and will be tested in this paper through the use of Monte-Carlo simulations. Heckman (1991) was the pioneer in using Monte Carlo simulation techniques to study the bias properties of the fixed effects estimator. Heckman (1991) measured the size of the bias in the fixed effects MLE through Monte Carlo experiments with a simple data generating process for the explanatory variables X it . The explanatory DGP used is a "Nerlove process", after the work of Nerlove (1971) in the context of dynamic linear models. In Heckman's study the response variable is an indicator function driven by this Nerlove process x it , with initial condition as given below:
Simulation study and proposed bias corrections
All u it are independent uniformly distributed random variables, and α i ∼ N (0, σ 2 τ ), independent of X i . Heckman performs Monte Carlo experiments by varying the values of β and σ 2 τ , and finds a bias towards zero across all experiments, increasing in absolute size with σ 2 τ . Greene (2004) repeats Heckman's experiments, but finds the opposite conclusionthat bias is uniformly away from zero. 6 This result also matches that found in fixed effects logit models, where the bias is again away from zero. Greene's main contribution relates to the comparative performance of three different estimation methods -RE, Pooled regression, and FE -when all three are known to be inconsistent. To test this he requires a DGP with dependency between X i and α i and uses the process:
The model also includes a discrete explanatory variable d it , with response 
Data Generating Processes
To enable comparison with the literature, the Nerlove process used in Monte-Carlo simulations by Fernandez-Val (2009) has been included. However we believe that a process without a time trend is of more interest as it is easier to compare across alternative DGPs to determine which properties of the process are driving the results. Our process does not include a deterministic time trend and instead adopts a simple AR(1) form for the explanatory variables:
We will also vary the level of dependence between the observed covariates and the individual effect by defining the average over time for the i-th cross-sectional unit as
x it and setting their individual effect as:
The response variables are determined by
We vary the level of dependence between observed covariates and the individual effects by changing γ, while ρ allows us to test different strengths of autocorrelation.
We investigate which of the proposed bias corrections perform best for estimating coefficients and which perform best for estimating average partial effects. We also investigate the following hypotheses:
1. Weaker correlation between the individual effects and the observable covariates will lead to a lower bias in the estimators.
2. Higher variance of α relative to the variance of x it will lead to a greater bias.
3. Autocorrelation in the x it process will have little effect on the magnitude of the bias, but reduce the precision of estimates.
4. There will be little change in estimation accuracy with increases in the sample size N when T is small and held constant.
In section 4 below we confirm that hypotheses one and two hold. We find evidence against hypothesis three-autocorrelation in x it does increase the bias and the variance of the estimator. With respect to hypothesis 4, we find that while the time dimension is significantly more important, there are still gains to be made from increasing the sample in the N dimension when T is small.
When reporting Average Partial Effects (APEs), we define the quantity of interest to be the marginal effect averaged across the sample:
In section 4 we estimate this asμ and then calculate the ratio of the estimate to the true value, to findμ μ for each of the appropriate correction methods. The true average partial effect μ will change depending on the sample drawn, however the true value of the ratio (μ μ ) will always be unity. The jackknife and analytical corrections forμ are detailed in the appendix, while for the uncorrected MLE (μ), the ratio of the estimate to the true value of μ is:μ
whereθ,α i are the MLEs for the coefficient parameter and the individual effects respectively. The contribution to the sum in the numerator from a non-changing individual will be zero sinceα i is unbounded.
Experiments
The experiments we use to test the hypotheses are based around an AR(1) process for
x it , as defined in equations (8) Experiment 2 adopts an iid process for x it . This uses the process defined by equations (8) and (9) with ρ = 0 and γ ∈ {−1, 0, 1}, setting N = 100 and T = 8. This process is similar to the experiments of Greene (2004) , but excludes the discrete covariate from the process. The data generating process itself is x it ∼ iid N (0, 1), 
Results and Discussion
We now report the results of the experiments. 
Nerlove Process
As found by Fernandez-Val (2009), his proposed estimator clearly performs the best of the set in estimating coefficients, as it makes use of the known probit structure to improve over more generally applicable approaches such as the jackknife. Table 1 gives summary statistics of the experiments with T = 4 and T = 8. In Figure 1 we also plot a kernel density estimate of the five estimators under comparison for the case where T = 4. This allows us to present more information than only the summary statistics that were reported in the previous work. The distribution of the MLE estimator is positively skewed, which is reduced by either the jackknife or FV09 bias corrections, but amplified by either of the estimators proposed by Hahn and Newey (2004) . The split-panel jackknife performs very poorly, particularly when T is small. There are significant improvements demonstrated by increasing the panel length T , with both standard error and absolute bias decreasing more than proportionally with T .
We also see that the FV09 estimator outperforms all others in terms of bias and meansquared error. The jackknife estimator typically increases the variance of estimates; while in this case it is actually producing the lowest standard errors, this is not a result that generalizes to APEs. Table 2 shows the results for the ratio of average partial effects to the true value, while figure 2 shows the estimated sampling distribution for the APEs for the "short panel" case of T = 4, complementing the density of coefficient estimates previously. As for the coefficients, there is a significant increase in precision with the increased panel length T = 8, over twice that for the shorter panel. Tables 3 and 4 give the results for differing values of (ρ, γ). Throughout we have used a simulated sample size of N = 100, length T = 8, with B = 400 simulation runs. 8
Coefficients under AR process
As in the previous section, we also present a kernel density estimate of the estimators considered. This sampling distribution for the model with (ρ, γ) = (0, 1) is presented in figure 3 . The results are qualitatively similar to those for the Nerlove process in the previous section. Across all tests shown in tables 3 and 4 the jackknife estimate of the bias is too high, so the jackknife-corrected estimator over-corrects on average giving a biascorrected value that is too low. The correction proposed by Fernandez-Val outperforms all others in every case in terms of the mean-squared error, with lowest absolute size of The results also suggest that the direction of correlation has only a small impact on the bias, except where there is both strong autocorrelation in the observed process x it and correlation between the individual effect α i andx i . Unfortunately, this may often be the case in empirical practice; for example-income or wealth level may be a predictor of health status, and would be both highly autocorrelated and positively correlated with other unobserved individual effects. Precise estimation also becomes quite difficult in these cases, since effective sample size shrinks rapidly with persistent x it causing y it to change for fewer individuals.
In relation to hypothesis 1, we confirm that uncorrelated α i and x it are beneficial for estimation, but the effects are quite small and dominated by other features of the data. The bias was found to be strongest when correlation was positive, with only a small difference between when γ = 0 and γ = −1.
Further, contrary to our third hypothesis, we found that there was a significant increase in bias when x it was set to be autocorrelated. This occurred across all dependency values for γ. There was also an increase in the variance of estimates, driven partly by data loss as y it would change for fewer members of the sample. The implication for researchers is to look for higher "within" variation in the covariates, similar to evaluating treatment effects.
Finally, our test with higher variance for α i is given in table 5. The results support hypothesis 2, and agree with Greene's (2004) findings on the effects that variance of unobserved effects has on the bias of the estimator. The same result that Greene found for the MLE also holds across all of the estimators considered in this paper-that higher variance in α leads to higher bias. The earlier results of section 4.2 using modifications of Greene's DGP showed relatively small changes in the coefficient estimates, but these results do not hold for marginal effects. When dependency is introduced the bias in the marginal effects increases with dependency, and is amplified by positive correlation, γ = 1.
The uncorrected MLE of average partial effects typically underestimates the true value since it assigns a zero contribution to the average effect of any individual who does not change state over the sample period. Whereas the true value must always be strictly positive, the MLE fits zero to marginal effectθφ(x itθ +α i ) because the individual termα i is unboundedly large. However, the analytical bias corrected estimates of the APE were below the MLE on average (except for the case of the Nerlove process of Table 2 ). In some cases the jackknife was able to improve the average bias performance of the ratio of estimated to true APE, but at the cost of increased standard error of estimates. There is no overall gain in terms of mean squared error. Tables 6 and 7 give the results for the equivalent APE ratio for each of the tests in tables 3 and 4 earlier. Figure 4 shows the estimated sampling distribution for the (ρ, γ) = (0, 1) case. The small negative bias on the MLE decreases when γ = −1, but is lowest when γ = 0 and α i and x it are independent.
Under experiment 4 using the process x it ∼ iid N (0, 1) and α i ∼ N (0, 2), we found both the Bartlett and HN04-M estimators were subject to highly influential outliers that gave a strong negative skew to the estimators and significantly impaired their performance. Table 8 gives the results for APE ratios across the different estimators for this experiment. The MLE of the average partial effects was found to be correct on average, and so no improvements were possible. The FV09 estimator was not subject to extreme outliers, but still under-performs both the MLE and Jackknife approaches. In relation to hypothesis 2 we conclude that when considering marginal effects the two estimators proposed by Hahn and Newey (2004) are very sensitive to variance in the individual effects and should not be used; while the impact of increasing the variance of α on the MLE's properties was negligible.
Sample Size Effects
The results from experiment x it , α i ∼ iid N (0, 1), with N = 400 and T = 8 are given in tables 9 and 10 below. The test using a larger sample with a Nerlove process is in the bottom panel of table 1 for easy comparison with the experiment with N = 100. We find that there is no change in the bias of the estimators under either experiment, but that precision is about twice what it was with N = 100 for both coefficients and APEs.
While increased precision of an asymptotically biased estimator (the MLE for coefficients) is of little value of itself, the bias corrections for the coefficients also benefit from the increased precision. In response to hypothesis 4, we find that while the time dimension is significantly more important, there are still gains to be made from a broader sample. A doubling of panel length approximately doubled precision and reduced the bias of all estimates, while a quadrupling of panel width doubled the precision only. In a model with a single predictor variable we may only be interested in the sign of the coefficient-whether the variable has an increasing or decreasing effect-since the coefficients have no direct interpretation. In this case we know that the MLE will be biased away from zero, and so can effectively increase the power of inference by using a biased estimator. This is a very particular case, and would not generalise to more detailed models and problems of inference.
Where the quantity of interest is the marginal effect of a variable, the results of this paper, along with the earlier work which tested only Nerlove processes specifically, suggest that the MLE or jackknife bias corrections are superior to the three analytical proposals made in Hahn and Newey (2004) and Fernandez-Val (2009) and to the splitsample jackknife of Dhaene and Jochmans (2012) . Whether a new analytical estimator focussed on the marginal effects specifically can be developed is an area for future research.
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