An edge-colored connected graph G is properly connected if between every pair of distinct vertices, there exists a path that no two adjacent edges have a same color. Fujita (2019) introduced the optimal proper connection number pc opt (G) for a monochromatic connected graph G, to make a connected graph properly connected efficiently. More precisely, pc opt (G) is the smallest integer p + q when one converts a given monochromatic graph G into a properly connected graph by recoloring p edges with q colors.
Introduction
In this paper, we consider simple and finite graphs. We refer the reader to [19] for terminology and notation not defined here. For a graph G, let α(G) be the independence number of G and Theorem 1.1 ( [9] ). For a connected graph G with α(G) = 2, pc opt (G) ≤ 3 and the bound is tight.
In this paper, we generalize this result for graphs with a larger independence number. Indeed, we show that the optimal proper connection number of a graph G has an upper bound in terms of the independence number of G as follows. Along this line, we propose the following conjecture. The bound on pc opt (G) is best possible if the conjecture is true. To see this, consider a star K 1,m and note that pc opt (K 1,m ) = 2m − 2 = 2α(K 1,m ) − 2. Our second result is to show that the conjecture is true for connected graphs with independence number three. In the proofs of our results, we utilize an extremal structure of graphs with a fixed independence number. A connected graph G is α-minimal if for every v ∈ V (G), either v is a cut-vertex of G or α(G − v) < α(G). We prove that every α-minimal graph G has at most 2α(G) − 1 vertices (see Lemma 2.1), where the bound on |V (G)| is best possible. To see this, consider the case G is a path with odd number of vertices. As we will observe later, this lemma is very useful in our problem, and we believe that the lemma would also be useful for some other extremal problems in graphs with given independence number. As examples of such extremal problems, we briefly introduce some of them: We start with a famous structural result due to Chvátal and Erdős [4] .
Their theorem states that any graph G such that α(G) ≤ κ(G) contains a Hamiltonian cycle. The bound on α(G) is tight, but motivated by this theorem, O et. al. [18] gave the tight upper bound
on the order of longest cycles in a graph G. Aside from the connectivity of a graph, Egawa et. al. [8] asked the maximum order f (k, a) of a graph G with α(G) ≤ a and with no k vertex-disjoint cycles and they determined it for the case 1 ≤ a ≤ 5 or 1 ≤ k ≤ 2. Later, Fujita [10] settled the case k = 3 in this extremal problem. Along a slightly different line, Fujita et. al. [12] investigated the least value g(l, a) such that any graph G of order at least g(l, a) with α(G) ≤ a contains an l-connected subgraph of order at least |V (G)| a and they determined it for the cases a = 2, 3. Although we will not introduce further known results anymore, there are many directions to explore the extremal structure of graphs with given independence number. As we can learn from the above research progress, our standard approach to these extremal problems is to work on the partial problems on graphs with small independence number as a first step. Doing this way, we might obtain some nice clue to settle the cases (ideally, all the cases) on graphs with a larger fixed independence number. Indeed, Lemma 2.1 can be such a clue to some degree (see Remark 2.4) . We certainly present Theorem 1.3 along the natural approach and it could contribute to providing some nice observation towards some other extremal problems on graphs G with a fixed independence number.
The paper is organized as follows. Section 2 collects key observations for the proofs. In Section 3, we prove of Theorem 1.2. We prove Theorem 1.3 in Section 4.
Preliminaries
Here are some definitions and notation. We denote {1, . . . , n} by [n]. Let G be a graph. For
is the set of edges joining a vertex in A and a vertex in B. For a vertex For a tree T and x, y ∈ V (T ), let P T (x, y) denote the path in T from x to y. For two vertexdisjoint paths P and Q of a graph G, if the last vertex of P is adjacent to the first vertex of Q, then P + Q denotes the path along P and Q.
Proof. We use induction on α(G). If α(G) = 1 then G is K 1 and so it is clear. Suppose that the lemma holds for every α-minimal connected graph with independence number less than m for some m ≥ 2. Let G be an α-minimal connected graph with independence number m. Suppose to the contrary that |V (G)| ≥ 2α(G). Let I be a maximum independent set of G. Take a vertex
x ∈ V (G) \ I so that the order of a minimum component of G − x is as small as possible. Let G 1 ,
To see this, note that the component of G − y containing x has at least |V (G) \ V (G 1 )| vertices, meaning that other components of G − y have less than |V (G 1 )| vertices, respectively. However, this is a contradiction to the choice of x. Thus V (G 1 ) = {v} for some vertex v ∈ I. Note that G − v is connected.
Proof. Suppose that there exists i ∈ {2, . . . , k} such that |V (G i )| ≥ 2α(G i ). Then, by the
Therefore the claim holds.
which follows that α(G i − y) < α(G i ). Therefore, G i is α-minimal. By the induction hypothesis,
which implies that |V (G i )| = 2α(G i ) for every i ∈ {2, . . . , k}.
By Claims 2.2 and 2.3, for each
Since G − v is connected, we reach a contradiction to the α-minimality of G. Remark 2.4. As a corollary of Lemma 2.1, we have pc opt (G) ≤ 3α(G)−2. To see this, by deleting vertices of G one by one as long as the resulting graph is connected and has independence number
Take a spanning tree T of H and then recolor all the edges of T with ∆(T ) new colors so that T is properly connected. From the fact that
Thus by taking paths in T , one can check that G is properly connected. Hence,
It is not enough to obtain Theorem 1.2 or Theorem 1.3, but the idea of this argument plays a key role in its proof.
If such H has minimum number of vertices, then for every spanning tree T of H, every pendent vertex of T belongs to a maximum independent set of H and so T has at most α(G) pendent vertices.
Proof. By deleting vertices of G one by one as long as the resulting graph is connected and has independence number α(G), we can find a connected induced subgraph H of G such that
Take such induced subgraph H with minimum number of vertices. Take an independent set I of G such that I ⊂ V (H). If a spanning tree T of H has a pendent vertex x not in I, then
H − x is a connected induced subgraph of G such that α(H − x) = α(G), which contradicts to the minimality of |V (H)|. Thus for every spanning tree T of H, every pendent vertex of T belongs to I, and so T has at most α(G) pendent vertices. Lemma 2.6. Let T be a tree with at least two vertices and at most p pendent vertices. If ∆(T ) > p+3 2 , then there exists a unique vertex of maximum degree and a vertex with second largest degree has degree at most ∆(T ) − 2.
Proof. For simplicity, let d = ∆(T ). Suppose that d > p+3
2 . Note that since p ≥ 2, d ≥ 3. Let v be a vertex of maximum degree d, and w be a vertex with largest degree among vertices in V (T )\{v}.
Suppose to the contrary that deg T (w) ≥ d − 1. Let e be the first edge on the path P T (v, w). Let
so T v has at least d − 1 pendent vertices and those are also pendent vertices of T . If e = vw, then ∆(T w ) = deg T (w) and so T w has at least d − 1 pendent vertices and those except at most one are also pendent vertices of T . If e = vw, then T w has at least d − 2 pendent vertices and those are also pendent vertices of T . Hence, there are at least
2 , a contradiction.
Lemma 2.7. Let T be a spanning tree of a connected graph H such that ∆(T ) is small as possible. If T has a unique vertex v of maximum degree and the second largest degree of T is at
the minimality of ∆(T ).
The following lemma contains a key idea for the proof of Theorem 1.2. 
where M is a set of edges ww ∈ E(T ) such that deg T (w) = 1, deg T (w ) = 2, and the following property ( §) holds:
Proof. Let I be a maximum independent set of H. We color all edges in E(T ) − M with the new colors 2, 3, . . . , ∆(T ) + 1 (this is possible since the edge chromatic number of a tree T is ∆(T )). Since the number of new colors is ∆(T ) and the number of edges colored by new colors is
Let W be the set of pendent vertices of T incident to an edge of M . For every u ∈ V (G)\V (H),
we define
Thus by the definition of X(u),
By the property ( §), X (u) contains w and therefore X (u) = ∅. 
which means that (I \ {z}) ∪ {u, v} is an independent set, a contradiction to the maximality of |I|.
We may assume that (
Note that since w ∈ I, we have z ∈ I. (2) ∆(T ) is minimum subject to (1), and
By Lemma 2.5 and by the choice of H, T and I, it is easy to see that the following hold:
• T is a tree at most α(G) pendent vertices, and
• I is a maximum independent set I of G.
If ∆(T ) ≤ α(G)+3
2
, then by Lemma 2.8,
In the following, we suppose that ∆(T ) > α(G)+3
. By Lemma 2.6, there is a unique vertex v in T with maximum degree and so the condition (3) for the choice of I is equivalent to say '|I ∩ {v}| is minimum'. We also note that by Lemma 2.6, the second largest degree of T is at most ∆(T ) − 2.
We let d = ∆(T 
Suppose that v ∈ I. Then it holds that
Suppose to the contrary that there is some Proof. Suppose to the contrary that |V ( 
which is a contradiction to the condition (1) for the choice of H. Thus 
By applying Lemma 2.8,
where M is a set of edges T in G satisfying the properties in Lemma 2.8. By (3.1),
where the last inequality is from the assumption that d > α(G)+3
.
Suppose that |M | ≥ |S 2 | − 1. Then
Since pc opt (G) is an integer, pc opt (G) ≤ 5α(G)−1 2 , and so the theorem holds. Thus, it is enough to show that |M | ≥ |S 2 | − 1. Precisely, we will show that if |S 2 | ≥ 2, then every edge of S 2 satisfies the properties in Lemma 2.8.
Suppose that |S 2 | ≥ 2. Since S 2 = ∅, the minimality of |V (H)| implies that v ∈ I. Take and xw ∈ E(G). We first show that Since |S 2 | ≥ 2, we can take some (i) V (G) can be partitioned into three cliques;
(ii) V (G) can be partitioned into four cliques and there is a matching M of size three such that those four disjoint cliques together with the edges in M is a connected spanning subgraph of G;
(iii) G has a 6-cycle x 1 , y 1 , x 2 , y 2 , x 3 , y 3 , x 1 such that each of {x 1 , x 2 , x 3 } and {y 1 , y 2 , y 3 } is an independent set of G;
(iv) G has one of H 1 -H 6 in Figure 4 .1 as a subgraph such that {x 1 , x 2 , x 3 } is an independent set of G.
H 1
x 1 Proof. If (i) holds, that is, V (G) is partitioned into three cliques X 1 , X 2 , X 3 , then we may assume that there are two edges e ∈ E G (X 1 , X 2 ) and e ∈ E G (X 1 , X 3 ), and coloring e and e with new We label the vertices depicted in Figure 4 .1. We color three edges x 1 y 1 , x 2 y 2 , x 3 y 3 by the new color 2. Since pc opt (G) > 4, there are two nonadjacent vertices w and w of G which can not be connected by a properly colored path. Since there is a properly colored path between any pair of two vertices in H, we may assume that w ∈ V (H).
First, suppose that H is isomorphic to H i for some i ∈ [3] . Since wx k ∈ E(G) for some k ∈ [3] by the maximality of |I|, there is a path from w to every vertex of H starting with w, x k , y k .
Thus w ∈ V (H). Since α(G) = 3, we may assume that wx k , w x j ∈ E(G) for two distinct k, j ∈ {1, 2, 3}. Then we can find a properly colored path starting with w, x k , y k and ending with y j , x j , w . Consequently, there is a properly colored path connecting w and w , a contradiction.
Suppose that H is isomorphic to H 4 . From two properly colored paths x 1 , y 1 , x 2 , y 2 , x 3 , y 3 and x 1 , y 1 , y 2 , x 2 , we know that w ∈ V (H) and each of w and w is not adjacent to x 1 . Thus I = {x 1 , w, w } is an independent set of G. Without loss of generality, we may assume that wx 2 , w x 3 ∈ E(G). Then y 3 has a neighbor in I by maximality of |I |. If y 3 w ∈ E(G), then w, y 3 , x 3 , w is a properly colored path between w and w . If y 3 w ∈ E(G), then w, x 2 , y 2 , x 3 , y 3 , w is a properly colored path between w and w . If y 3 x 1 ∈ E(G), then w, x 2 , y 2 , y 1 , x 1 , y 3 , x 3 , w is a properly colored path between w and w . Thus, we reach a contradiction.
Suppose that H is isomorphic to H 5 . By the condition (iii), {y 1 , y 2 , y 3 } is not an independent set of G. If y 1 y 3 ∈ E(G) then G has a subgraph isomorphic to H 1 with independent set I (x 1 y 2 of H 5 plays a role of x 1 y 1 of H 1 ), and if y 1 y 2 ∈ E(G) or y 2 y 3 ∈ E(G) then G has a subgraph isomorphic to H 4 with independent set I, which implies that we can reach a same contradiction.
Suppose that H is isomorphic to H 6 . If y 2 y 3 ∈ E(G) then G has a subgraph isomorphic to H 1 with independent set I, and if y 1 y 2 ∈ E(G) or y 1 y 3 ∈ E(G) then G has a subgraph isomorphic to H 4 with independent set I, a contradiction. Thus {y 1 , y 2 , y 3 } is an independent set of G. From the fact that w has a neighbor in {x 1 , x 2 , x 3 } and a neighbor in {y 1 , y 2 , y 3 }, we can find a properly colored path from w to every vertex of V (H). Thus, w ∈ V (H).
If wx 1 ∈ E(G), then using the path w, x 1 , y 1 , x 2 , y 2 , x 3 , y 3 and edge w y t for some t ∈ [3], we can find a properly colored path between w and w , a contradiction. Thus wx 1 ∈ E(G).
Similarly, w x 1 ∈ E(G). Then I = {w, w , x 1 } is an independent set of G. We may assume that wx 2 , w x 3 ∈ E(G). If y 2 x 1 , y 3 x 1 ∈ E(G), then y 2 , x 1 , y 3 , x 3 , y 1 , x 2 is a 6-cycle satisfying (iii), a contradiction. Thus, y 2 x 1 ∈ E(G) or y 3 x 1 ∈ E(G). Since each of y 2 and y 3 has a neighbor in I by maximality of I , we reach a contradiction by one of the following four observations: x 1 Suppose that G contains an induced copy of T 1 . Since α(G) = 3, the vertex v dominates Z i for some i ∈ [3] . Without loss of generality, we may assume that v dominates
then V (G) is partitioned into three cliques Z 1 ∪{v}, Z 2 , Z 3 , which is the condition (i) of Lemma 4.1, a contradiction. Thus there is w ∈ Z such that wx s , wx t ∈ E(G) for some distinct s, t ∈ [3] .
Since G has neither H 5 nor H 6 in Figure 4 .1 with independent set I, we can conclude that Z − (Z 1 ∪ Z 2 ∪ Z 3 ) = {w}. If {s, t} = {2, 3}, then coloring vx 2 and vx 3 by the new color 2 and 3, respectively, gives a properly colored path between every two vertices of G, a contradiction.
Thus, by the symmetry of the roles of {1, 2} and {1, 3}, we may assume that {s, t} = {1, 2}. If Z 2 = ∅, then V (G) can be partitioned into three cliques Z 1 ∪ {v}, {z 2 , w}, Z 3 , a contradiction.
Thus Z 2 = ∅. We take w ∈ Z 2 . Then the four sets Z 1 ∪ {v}, {w, x 2 }, Z 2 , and Z 3 form a clique partition of V (G), and the edges x 1 w, x 2 w , x 3 v, form a matching satisfying the condition (ii) of Lemma 4.1, a contradiction.
Suppose that G does not contain an induced copy of T 1 . Then G contains T 2 as an induced subgraph. Suppose that x 2 has a neighbor w ∈ Z. If wx 1 , wx 3 ∈ E(G), then G has H 2 in 
