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Abstract
We propose a conditional log Gaussian Cox process (LGCP) model
to investigate the effect of a realization y of a point process Y on the
intensity of a point process X. In the motivating forestry example,
the point pattern y represents large trees and the point pattern x,
a realization of X, seedlings. In the model, every point in Y has a
parametric influence kernel or signal, which together form an influence
field. Conditionally on the parameters, the influence field acts as a
spatial covariate in the (log) intensity of the LGCP model, and the
(log) intensity itself is a non-linear function of the parameters. Unlike
in the typical unconditional LGCP situation, points of Y outside the
observation window may affect the intensity of X inside the window.
Therefore, we propose a simple edge correction method to account
for this edge effect. The parameters of the model are estimated in a
Bayesian framework using Markov chain Monte Carlo (MCMC) where
a Laplace approximation is used for the Gaussian field of the LGCP
model. Since forest data are often measured in small sample plots, we
present the estimation procedure based on replicates. The proposed
model is fitted to uneven-aged forest stands in Finland to study the
effect of large trees on the success of regeneration.
Key words: Bayesian inference, competition kernel, Laplace ap-
proximation, MCMC, spatial random effects, tree regeneration
1
ar
X
iv
:2
00
5.
01
96
2v
1 
 [s
tat
.M
E]
  5
 M
ay
 20
20
1 Introduction
Let X and Y be two point processes in R2 representing, e.g., locations of
two plant species, where one (Y ) is affecting the other (X) but not vice
versa. This kind of hierarchical relationship or interaction occurs often in
ecological communities (see e.g. Dieckmann et al., 2000).
The hierarchical interaction assumption affects the inference for X and
Y greatly since Y can be modeled independently of X and X is modeled con-
ditionally on Y . A realization of the point process Y acts then as a source of
heterogeneity in the distribution of X. Ho¨gmander and Sa¨rkka¨ (1999) mod-
eled interaction between two territorial ant species using Gibbs point pro-
cesses under such an assumption. A similar hierarchical Gibbs point process
approach was used in Grabarnik and Sa¨rkka¨ (2009) and Genet et al. (2014).
Furthermore, Illian et al. (2009) modeled the spatial pattern of resprouter
species (X) given the locations of seeders (Y ) in a hierarchical set-up having
an inhomogeneous Poisson process as a model for the resprouters. In our
motivating example, modeling the distribution of seedlings (X) given the lo-
cations of the large trees (Y ) is of interest. Like in the resprouter and seeder
case above, an inhomogeneous Poisson process would be a reasonable model
since the effect of large trees could be added in the model as an explanatory
variable. However, such a Poisson model is not flexible enough to handle
overdispersion caused by some unobserved environmental covariates, other
random mechanisms, or replicates. Therefore, we propose a conditional ver-
sion of the log Gaussian Cox process (LGCP) (Møller et al., 1998) to model
the point process X given a realization of Y .
In this paper, we concentrate on modeling the effect that Y has on X.
We assume that each point y ∈ Y emits a signal or impulse whose strength
decreases with distance from y. These individual signals are superimposed
to form an influence field, which describes the overall influence of the points
of Y on any location s in the observation window W . Similar models from
ecological field theory have been used to model competition between indi-
viduals (Wu et al., 1985; Miina and Pukkala, 2002; Illian et al., 2008). In
addition, in spatio-temporal individual-based models, the random field ob-
tained by superimposing the individual signals has been used to describe
the overall interaction structure (see e.g. Pommerening et al., 2011). Our
idea here is to include the superimposed individual signals in the intensity
function of the LGCP model. Using parametric models for the signals, the
intensity of the conditional LGCP is a non-linear function of the model pa-
rameters. We construct a Bayesian inference approach, where we sample
the influence field and other model parameters using Markov Chain Monte
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Carlo (MCMC) with an adaptive scheme (Vihola, 2012) and use the Laplace
approximation to treat the latent Gaussian random field of the LGCP model.
Typically, there is no need to add an edge correction in the inference of
LGCP models (see e.g. Møller and Waagepetersen, 2003). However, an edge
correction is needed in the conditional case since the points of Y outside but
near the boundary of the observation window W may affect the distribution
of X within W . Based on the assumption that Y is a Poisson process,
we propose a relatively simple edge correction method similar to the one
in Ku¨hlmann-Berenzon et al. (2005), which can efficiently be implemented
in the MCMC approach. The performance of the edge correction and its
robustness with respect to the Poisson assumption of Y are illustrated in a
small simulation experiment.
Finally, the conditional LGCP model is fitted to the motivating forestry
data to study how the intensity of new seedlings in a spruce-dominated
uneven-aged (boreal) forest is affected by large trees. Our data consist of
seven sample plots in two different areas in Southern Finland. The plots in
the same area are treated as independent replicates.
The rest of the paper is organized as follows. In Section 2, we give
some examples of influence kernels and introduce the conditional LGCP
model. The Bayesian estimation approach including the edge correction
is described in Section 3. Section 4 presents the results of a simulation
experiment that was conducted to explore the performance of the proposed
estimation method and especially, of the edge correction method. Finally,
the conditional LGCP model is fitted to the forestry data with replicates in
Section 5. Section 6 is for discussion.
2 Conditional log Gaussian Cox process model
Let us have a bivariate point process in R2 consisting of an unmarked point
process X and a marked point process Y . Let us further assume that we
have observed a realization of process X, namely x = {xi}, in a bounded
window W ⊂ R2. Our primary interest is in the spatial pattern x which
is affected by the spatial pattern y = {[yj ;mj ]}, which is a realization of
Y . In our motivating example, the aim is to model the spatial configuration
of seedlings given the locations (and sizes) of the large trees, and therefore,
it feels natural to model the effect of y on x by using influence kernels
around the points of y. The pattern of seedlings x is typically clustered
and, omitting the effect by the large trees y, could be modeled by a LGCP
(Møller et al., 1998). Below, we give some examples of influence kernels in
3
Section 2.1 and propose how they can be included in the LGCP model in
Section 2.2. Replicated point patterns are discussed in Section 2.3.
2.1 Influence kernels and influence field
We assume that each point of the process Y introduces an influence kernel
around its location yj , the size of which may depend on the mark mj of the
point yj . The influence kernel c(h;θI) or c(h,m;θI), where θI is a parameter
vector, is typically assumed to decrease with the distance h = ‖s − yj‖
between the location s of interest and the point yj . The mark mj may
affect the strength and/or the range of the influence kernel. Two simple
parametric forms for the influence kernel are
c(h; θ) = 1(h ≤ θ) (1)
and
c(h; θ) = exp
(−(h/θ)2) , (2)
where θ > 0 is an unknown influence range parameter. In (1), each point
of Y has a constant effect within its ”zone of influence” (ZOI), and in (2),
the influence of a point gradually decreases with the distance from the point
according to a Gaussian kernel centered at the point in question and having
a range parameter θ. Other kernels have been suggested in the literature for
different applications, see e.g. Adler (1996); Illian et al. (2008); Pommerening
et al. (2011); Pommerening and Maleki (2014); Schneider et al. (2006).
If Y is a marked point process, i.e. we have some additional information
on the points of Y , it can be meaningful to include the mark information
in the influence kernels. For example, the ZOI can increase with the mark
(e.g. Pommerening and Maleki, 2014). A marked generalization of (1) can
be written as
c(h,m;θI) = 1(h ≤ f(m;θI)), (3)
where the function f : R+ → R+ determines the form of influence. A
marked generalization of (2) is given by
c(h,m;θI) = m
α exp
(
−
(
h
θmδ
)2)
(4)
with θI = (θ, δ, α), where θ > 0, δ > 0, and α ≥ 0. If α = 0, only the range
of influence is affected by the mark and if α > 0, both the range and the
strength are affected by it (see e.g. Pommerening et al., 2011).
4
The influence field of the process Y can then be defined as a superposition
of the individual influence kernels, either additively (shot-noise field)
C(s;θI , Y ) =
∑
[yj ,mj ]∈Y
c(‖s− yj‖,mj ;θI)
or following the max-rule (max-field or binary field)
C(s;θI , Y ) = max
[yj ,mj ]∈Y
c(‖s− yj‖,mj ;θI).
While in the first case, the signals are accumulated, the max-field is based
on the assumption that only the largest influence matters. Note also that
if the influence is binary, e.g. (1) or (3), the max-field is binary as well and
there are two phases in W , incluence and influence-free zones. Penttinen
and Niemi (2007) considered a random-set generated Cox process based on
such a field. In this paper, we only consider the shot-noise fields.
2.2 Conditional model
As mentioned above, in the absence of y, a LGCP, where the log intensity
surface is a Gaussian process, would be a reasonable model for the clustered
pattern x. However, since x is affected by y, we introduce a conditional
point process model for x given Y = y, where the intensity of X is affected
by the influence field of y. This conditional model is a LGCP with the
intensity
Λ(s;β,θI ,y, Z) = exp(β0 + β1C(s;θI ,y) + Z(s)), (5)
where C(s;θI ,y) is a parametric influence field, β = (β0, β1) and the un-
known coefficients β0 ∈ R and β1 ∈ R are the intercept and the strength of
the influence field, respectively. If β1 < 0, y affects the intensity of X nega-
tively and the influence field C(s;θI ,y) can be interpreted as a thinning of
the LGCP process with intensity Λ(s) = exp(β0+Z(s)). If, however, β1 > 0,
y has a positive effect on the intensity of X and there are more points of X
in areas with a high value of C(s;θI ,y). Furthermore, Z := {Z(s) : s ∈ R2}
is a zero-mean stationary Gaussian random field with a covariance function
CZ(r;θZ) and independent of the influence field. In our application below,
we use the Mate´rn covariance function
CZ(r;θZ , ν) = σ
2
Z
21−ν
Γ(ν)
(√
2ν
r
ρZ
)ν
Kν
(√
2ν
r
ρZ
)
, r > 0, (6)
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with the smoothness parameter ν = 2 and θZ = (σ
2
Z , ρZ), where σ
2
Z and ρZ
are the variance and range parameters, respectively, and Kν is the modified
Bessel function of the second kind (see e.g. Cressie, 1993; Chile´s and Delfiner,
1999; Banerjee et al., 2004). The choice ν = 2 was made since we expect
that the unobserved environmental conditions that affect the clustering of
x in our application vary rather smoothly and since it is computationally
convenient (Lindgren et al., 2011).
Additional fixed covariate effects, if available, can be added in (5). If the
random field Z is left out of the model, the conditional model is simplified
to an inhomogeneous Poisson process.
2.3 Replicates
Assume that we have several independent replicated point patterns xi, i =
1, . . . , n, from the conditional distribution of the point process X given Y =
yi, i = 1, . . . , n. Conditionally on Y = yi, the model for xi is a LGCP
with the intensity Λ(s;β0, β1,θI ,yi, Zi) in (5), where Zi, i = 1, . . . , n, are
independent replicates of the Gaussian random field with parameters θZ . In
our case, it is not reasonable to assume that all replicates have the same β0,
which controls the number of points of X, and we let each pattern xi to have
its own intercept parameter β0, i.e. β0i for xi, i = 1, . . . , n. Consequently, in
our application below, the pattern xi is assumed to be a realization of the
LGCP model with the intensity Λ(s;β0i, β1,θI ,yi, Zi).
3 Inference
The likelihood of the conditional LGCP model for a point pattern x with n
points observed in W is
p(x;β,θI ,θZ ,y) = EθZ
n∏
i=1
Λ(xi;β,θI ,y, Z) exp
(
−
∫
W
Λ(u;β,θI ,y, Z)du
)
,
(7)
where β, θI , θZ are the model parameters, Z denotes the Gaussian random
field and the expectation is over Z given θZ . As we use Bayesian inference we
need to be able to evaluate the likelihood (7) efficiently. Below, we describe
the approximations needed: discretization of the observation window (Sec-
tion 3.1), an edge-corrected influence field (Section 3.2), and approximations
related to the Gaussian field (Section 3.3), which include approximating the
field by a Gaussian Markov random field and using the Laplace approxima-
tion to evaluate the likelihood. Finally, the approximated likelihood based
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on replicates is given in Section 3.4 and the MCMC algorithm is described
in Section 3.5.
3.1 Discretization
To be able to make inference on LGCP models, the observation window W
of the point pattern x is discretized using a regular grid in a similar manner
as in Rue et al. (2009) and Møller et al. (1998). Therefore, W is divided
into G disjoint cells {wg} with center locations ξg and each with area |w|.
Furthermore, we let nxg denote the number of points of x within wg in W
and nx = (nx1 , . . . , n
x
G). A piecewise constant approximation is used for the
intensity Λ and the Gaussian field Z, and the locations of x are replaced by
the counts nxg . The likelihood for n
x is
p(nx;β,θI ,θZ ,y) = EθZp(n
x;β,θI ,y, Z), (8)
where
p(nx;β,θI ,y, Z) =
G∏
g=1
(|w|Λ˜(ξg;β,θI ,y, Zg))nxg
nxg !
exp(−|w|Λ˜(ξg;β,θI ,y, Zg)),
where Zg is the value of the piecewise approximation of Z in the grid cell
g and Λ˜(ξg;β,θI ,y, Zg) is the discrete version of (5) which includes depen-
dence on the pattern y.
3.2 Edge correction
Typically, when Poisson processes or Cox processes are considered, we do
not have to pay any specific attention to the edges of the observation window
W . In the conditional case, however, the points of Y that are outside W
may have an effect on the intensity of X in W . Therefore, we propose
an imputation type approach, similar to the one proposed by Ku¨hlmann-
Berenzon et al. (2005), to correct for the unobserved points of Y . Assuming
that Y is a homogeneous Poisson process with intensity λ, it then follows
that YW c , the process outside W , is an inhomogeneous Poisson process with
intensity y 7→ λ1(y 6∈ W ) and independent of the points inside W and by
using the Campbell theorem (see e.g. Chiu et al., 2013) we can write
EC(s;θI , YW c) = E
∑
[yj ,mj ]∈YWc
c(‖s− yj‖,mj ;θI)
=
∫
R+
∫
R2
c(s− y,m;θI)1W c(y)λ dy dF (m).
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By changing the order of the integrals we find that
EC(s;θI , YW c) =
∫
R2
f(s− y)1W c(y)λ dy
=
∫
R2
f(s− y)λ dy −
∫
R2
f(s− y)1W (y)λ dy,
where f(y) =
∫
R+
c(‖y‖,m;θI) dF (m). By changing to polar coordinates
and with a slight abuse of notation∫
R2
f(s− y)λ dy = λ2pi
∫ ∞
0
rf(r) dr,
which can be computed using numerical integration. Since we are only
interested in locations s ∈W , we can replace the function f with f1WS , the
restriction of f to the set WS = {s− y : s ∈W, y ∈W}, and∫
R2
f(s− y)1W (y) dy =
∫
R2
(f1WS )(s− y)1W (y)λdy = (f1WS ∗ 1W )(s).
The discrete convolution of the piecewise constant approximations of f1WS ,
and 1W can be efficiently computed using discrete Fourier transforms (Op-
penheim et al., 1999; Frigo and Johnson, 2005). For F , we use the empirical
distribution of marks.
The edge-corrected influence field value at any location s ∈ W is then
obtained as the sum of the influence field calculated from the observed yW ,
C(s;θI ,yW ), and the expected influence load of the unobserved YW c . In
general, we use the numerical approximation explained above but for the
special case of the Gaussian influence kernel (2) and a rectangular observa-
tion window, it is easy to compute the edge correction by hand.
3.3 Approximations related to the Gaussian field
We use Laplace approximation (Tierney and Kadane, 1986; Rue et al., 2009)
to approximate the likelihood (8) and obtain
EθZp(n
x;β,θI ,y, Z) ≈
√
(2pi)d
det(−H(zˆ))p(n
x;β,θI , Y, zˆ)p(zˆ;θZ), (9)
whereH and zˆ are the Hessian and maximizer of z 7→ p(nx;β,θI , Y, z)p(z;θZ),
respectively, and p(z;θZ) is the probability density of the vector Z1, . . . , ZG.
Since the Gaussian random field Z is assumed to have mean zero and the
Mate´rn covariance function (6) with ν = 2, we can utilize the explicit link
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between Gaussian fields and Markov random fields (Lindgren et al., 2011),
which tells us that the distribution of Z1, . . . , ZG should be approximated
with a Gaussian distribution with a precision matrix given by Lindgren et al.
(2011).
3.4 Replicates
Since the point patterns are assumed to be conditionally independent, the
likelihoods (7) for each replicate can be multiplied to yield the final likelihood
p(x1, . . . ,xN ;β,θI ,θZ , Y1, . . . , YN ) =
N∏
k=1
p(x1, . . . ,xN ;β0i, β1,θI , Yk),
(10)
where now β contains all the regression coefficients, i.e. β = (β01, . . . , β0N , β1).
To obtain an approximation of (10), the approximations (8) and (9) are ap-
plied to each pattern separately.
3.5 MCMC
Combining the likelihood (10) with the prior p(β,θI ,θZ) yields the posterior
p(β,θI ,θZ ;x1, . . . ,xN , Y1, . . . , YN ) ∝ p(β,θI ,θZ)p(x1, . . . ,xN ;β,θI ,θZ , Y1, . . . , YN )
which is approximated by applying all the above mentioned approximations.
To sample from the approximated posterior distribution, we use Robust
Adaptive Metropolis algorithm (Vihola, 2012, 2020), which uses a Gaussian
random-walk proposal distribution, whose covariance is updated adaptively.
The limiting proposal covariance matches the shape of the posterior, such
that an average acceptance rate of 0.234 is attained, following the theoretical
findings presented e.g. in Roberts et al. (1997).
4 Simulation experiment
We made a small simulation experiment to study the performance of the
inference approach suggested above and in particular, to compare the esti-
mates of the influence field and random field parameters without any edge
correction, with Poisson edge correction and with plus sampling. The plus
sampling represents the truth or the ideal situation. The point pattern y
was a realization either of a Poisson process or a regular Strauss process.
The Strauss process (see e.g. Illian et al., 2008) was included to see whether
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the edge correction based on the Poisson assumption of Y would work even
in a more regular case. We did not include any cluster process since in our
application, the large tree patterns y are regular. Also, based on a small
simulation study (results not shown here), it is unlikely that the Poisson
correction would work well when the y pattern is strongly clustered.
4.1 Set-up
The intensity of the Poisson and Strauss processes was chosen such that
it results in approximately 60 points in W . Furthermore, in the Strauss
process the interaction strength was 0.1 and interaction radius 2. The x
patterns were generated on W = [0, 40] × [0, 40] and the y patterns on
the extended window Wext = [−20, 60] × [−20, 60] to be able to use plus
sampling. Initially, the parameters of the conditional LGCP model with the
Gaussian influence kernel (2), as well as the intensity of Y , were chosen to
correspond approximately to the estimates obtained from one of the data
patterns analysed in Section 5, namely the EVO02 pattern, setting them to
β0 = −1, β1 = −1, and θ = 2.8. In addition, we used the same kernel and
either the values β0 = −0.4, β1 = −3, and θ = 2.8 corresponding to a much
stronger effect of the influence kernel (β1) or the values β0 = 0.6, β1 = −1,
and θ = 5.6 corresponding to a much larger range of influence θ than in
EVO02. In all cases, σZ = 1.2 and ρZ = 2.8. The parameter β0 varied to
keep the expected number of points the same in each case.
We fitted the conditional LGCP model above to the simulated point
patterns. We discretized the observation windows to pixels of size 1 m ×
1 m and set independent priors for all model parameters as follows: For
all the parameters in β, we used independent Gaussian distributions with
mean zero and standard deviation 10. For the range parameters ρZ and θ,
we set the prior to be the Gamma distribution with shape parameter 3 and
scale parameter 1. Furthermore, the prior for the standard deviation of the
Gaussian field σZ was the exponential distribution with expectation 1.
For each point pattern, we then ran the MCMC scheme using a) no edge
correction, b) the Poisson edge correction and c) plus sampling edge correc-
tion with 100 000 updates using the true parameter values as the starting
values.
4.2 Results
An example of the expected intensity field with and without edge correction
for the conditional LGCP model with the parameters estimated from the
10
Figure 1: Expected intensity of the conditional LGCP with parameters es-
timated from the EVO02 pattern using no edge correction (left), Poisson
correction (middle) and plus sampling (right). The y pattern is a realiza-
tion of a Strauss process with interaction parameter 0.1, interaction range
2, and with on average 60 points. Dark color means low intensity.
EVO02 pattern and Strauss pattern y is shown in Figure 1. It can be seen
that the Poisson corrected and the plus sampling corrected intensities are
quite similar to each other, see especially the right corners in the middle
and right panels. If no edge correction is used (left), the intensity is higher
in these corners than in the edge corrected cases (middle and right).
The posterior means of the parameters from the simulation experiment
are shown in Figure 2. By looking at the plus sampling corrected estimates,
we can see that the approximations used in the estimation led to reasonable
results: almost all 95% posterior intervals contained the true values. In
particular the influence parameters β1 and θ were estimated rather well.
The intercept β0 was slightly underestimated when the process Y was either
Poisson or Strauss with wide influence.
Comparing the different edge correction methods, when Y was a Poisson
process, estimates without any correction were approximately as close to
the plus sampling corrected estimates as the Poisson corrected estimates
were, and the edge correction played a minor role. In the Strauss case, the
Poisson corrected estimates tended to be closer to the estimates based on
plus sampling than the uncorrected estimates were when the influence of
y was strong (large negative β1) and its range wide (large θ). Including
the Poisson edge correction did not have much effect on the quality of the
estimate of β1. However, the estimates of β0 and θ obtained using the
Poisson edge correction were closer to the plus sampling estimates than the
non-corrected estimates were in the case of strong influence or wide influence
range. Even the estimates of the parameters of the random field, σZ and ρZ ,
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Figure 2: Posterior means (dots) and 95% quantile intervals of the differ-
ent edge corrected (left column) estimates of the parameters together with
the parameter values used in the simulations (vertical lines) for different y
patterns and different competition effects (right column). The y patterns
are realizations of a Poisson process or of a Strauss process with interaction
strength 0.1 and range 2 (see the left side), both with on average 60 points
in the observation window W . The x patterns were generated from the con-
ditional LGCP model with EVO02 parameters (estimated), with stronger
influence (strong) and with wider influence range (wide).
improved when the edge correction was used. Thus, in this rather limited
simulation study, the Poisson edge correction could improve the estimates if
the influence of the y points on the intensity of X was strong or the range
of influence wide.
5 Application
The data shown in Figure 3 have been collected on 40 m × 40 m squares
in Evo (EVO) and Vesijako (VES), three in Evo and four in Vesijako, in
southern Finland. They are part of a larger data set collected for studies on
tree and stand development in managed, uneven-aged Norway spruce forests
conducted under the ERIKA research project at the Natural Resources In-
stitute Finland (Eerika¨inen et al., 2007; Eerika¨inen et al., 2014; Saksa and
Valkonen, 2011). Using the conditional LGCP model, we studied the effect
of the patterns of ”large trees” yi (black circles) to the seedling patterns xi
(red crosses). The patterns yi consist of Norway spruces which had a vital
crown with no damages and a diameter at breast height (dbh) at least 7
12
cm in 1991. The seedlings are naturally generated Norway spruce seedlings
with height at least 10 cm in 1996 that appeared after the data collection
in 1991.
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Figure 3: Spruces with dbh at least 7 cm (open circles with radii relative
to the dbh of the spruce) and new seedlings (red crosses) in areas of size
40 m× 40 m in Vesijako (top) and Evo (bottom).
We first fitted the conditional LGCP model using different alternative
influence fields to the pattern EVO02 (results not shown). The model with-
out any influence from the large trees did not fit to the data well. The most
appropriate influence kernels were the Gaussian kernels with gradually de-
creasing influence. However, it was not clear which of the Gaussian kernels,
(2) or (4), had the best fit, and therefore, we chose to consider only the
simplest one of them, namely the simple Gaussian kernel (2).
Then, we fitted the conditional LGCP model to the two sets of sample
plots, EVO and VES, separately. We used the same discretization of the
observation window and the same priors as in the simulation experiment
(Section 4.1). For both data sets, we then run the MCMC scheme using the
Poisson edge correction with 120 000 updates, leaving out the first 20 000
observations of the chains as the burn-in.
Figures 4 and 5 show the marginal posterior distributions for the common
model parameters and for the plot specific intercepts, respectively. The
influence of the large trees on the seedlings is clearly negative in both data
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sets (β1 < 0) meaning that the seedlings avoid locations in the close vicinity
of the large trees. The variance σZ and range ρZ of the random field were
estimated clearly larger in VES than in EVO indicating that there is more
unexplained variation in VES than in EVO. There is also some indication
that the range of influence θ is smaller in the VES plots than in the EVO
plots, but due to the wide posterior interval in the EVO case, we cannot
really conclude that this is the case. The range of influence θ of the large
trees was estimated to be around 2.1 m in the VES data, indicating that the
influence of a large tree decreases from its maximum influence (at the tree
location) to 37% of it at distance 2.1 m from the tree. In the EVO data, the
posterior mean for θ was 2.9 m. As can be seen in Figure 5, having separate
intercepts for each sample plot was necessary.
β1 θ ρZ σZ
VES
EVO
−2.0 −1.5 −1.0 −0.5 0.0 2 4 6 2.0 2.5 3.0 3.5 1.5 2.0
0.00
0.25
0.50
0.75
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0.00
0.25
0.50
0.75
1.00
Figure 4: Marginal posterior distributions of the common parameters for
VES (top) and EVO (bottom).
To evaluate the goodness-of-fit of the models, we used the posterior pre-
dictive model assessment based on various summary characteristics, namely
the L-function (variance stabilizing version of Ripley’s K), the empty space
function F , and the nearest neighbour distribution function G summarizing
the spatial pattern x and, to investigate the relationship between the large
trees and seedlings, the cross L-function, L12 (see e.g. Illian et al., 2008; Dig-
gle, 2013). For each plot, we generated 10 000 patterns of seedlings from the
posterior predictive distributions of the conditional LGCP models given the
14
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Figure 5: Marginal posterior distributions of the intercept β0i for all seven
point patterns.
observed y and calculated the summary functions for the data pattern and
for each of the generated patterns. Figure 6 shows the 95% global extreme
rank length envelopes (Myllyma¨ki et al., 2017; Myllyma¨ki and Mrkvicˇka,
2019) constructed from the summary functions based on the fitted model
together with the corresponding empirical functions separately for each plot.
The fit of the model is reasonably good for all plots. However, for the EVO03
and VES13 patterns we can see some differences between the empirical and
simulated functions. Looking at the EVO03 pattern (Figure 3), it seems
that the seedling pattern in the top left part of the plot is less clustered
than in the bottom right part, and this is not captured by the model (see
Figure 7 for simulated realizations of new seedlings). On the other hand, the
VES13 pattern has an extraordinary big cluster of seedlings in the middle of
the plot, which explains the behavior of the empirical L and L12 functions at
large distances. Further, some deviation from the fitted model is observed
in the EVO04 pattern by the nearest neighbor distribution function G and
maybe also by L, indicating slightly more close pairs of points in the data
than in the model simulations.
We further investigated the sensitivity of the results to the chosen priors
by performing the same analysis using priors which had double standard
deviations in comparison to the initial priors. For Gamma distribution,
15
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Figure 6: From left to right, the empirical L, G, F , and L12 functions (solid
lines) together with the 95% global envelopes (grey areas) constructed from
10 000 simulations from the posterior predictive distribution of the fitted
conditional LGCP models for the seven plots in Figure 3.
this was achieved by multiplying the scale by four and dividing the shape
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Figure 7: Spruces with dbh at least 7 cm (open circles with radii relative
to the dbh of the spruce) and realizations of new seedlings from the fitted
models (red crosses) in areas of size 40 m× 40 m in Vesijako (top) and Evo
(bottom).
parameter by four. The change in priors caused only a minor change in the
posterior distributions, namely the difference of the means was always less
than 0.05.
6 Discussion
We introduced a conditional version of the log-Gaussian Cox process to
model the effect of some dominating points on the intensity of the remain-
ing points. Particularly, we modeled the intensity of seedlings given the
locations and influence kernels of large trees. For parameter estimation,
a Bayesian approach using MCMC, Laplace approximation, and replicated
point patterns as data was suggested. All computations were implemented
in Julia language (Bezanson et al., 2017), while graphics were done using
ggplot2 (Wickham, 2016).
We could have defined our model in the R package INLA (Rue et al.,
2009) using the rgeneric class of models (personal communication with
H˚avard Rue). A comparison between INLA and MCMC with Laplace ap-
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proximation would be interesting since the Laplace approximation that we
used for the (marginal) likelihood in (9) is the same as the one used in INLA.
However, while trying to define the model in INLA, we encountered some
computational difficulties and decided that such a comparison would be out
of the scope of this paper.
Since the dominating point pattern y outside the sampling window may
affect the intensity of the supressed point pattern x within the window,
an edge correction based on a Poisson assumption of the dominating point
process was included in the estimation procedure. We demonstrated by a
small simulation study that this edge correction can improve the parameter
estimates when the dominating point process is regular and the effect of
the dominating points is rather strong or the range of influence wide. Ideas
from Geyer (1999) or Gabriel et al. (2017) could be used to find alternative
edge correction methods. In our forestry data, the effect of large trees on
the seedlings was not very strong and therefore, the edge correction played
only a minor role.
We used the conditional model to understand the tree regeneration in
managed, uneven-aged forests. Similar models could be useful even for nat-
ural (see e.g. Abellanas and Pe´rez-Moreno, 2018) or urban forests (Hauru
et al., 2012). Our analysis suggests that tree regeneration is affected by the
pattern of large trees in the studied data. The conditional model could,
therefore, be further used in an experimental setup, where realizations of
seedlings were generated for different patterns y and the regeneration eval-
uated by, e.g. some spatial summary function such as the empty space func-
tion. Also, the effect of different thinning strategies on regeneration of trees
could be evaluated in a similar manner.
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