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RESUMEN 
En los últimos aflos nos hemos dado cuenta de la necesidad e importancia del 
manejo y planificación de los recursos hídricos en el país; y en base a esto hemos 
empezado la trtánica tarea de conservar los manglares, evitando los desperdicios 
para disminuir la contaminación de ¡os mismo y tratar de que el incremento del 
uso y la contaminación no superen su capacidad de auto regeneración El agua 
es esencial para la vida y de gran importancia para casi todos los sectores de la 
economía, se encuentra repartida de manera desigual de región en región por lo 
que se hace indispensable su correcta administración El presente estudio trata 
de la correcta administración del recurso hídrico para el sector energética corno 
un sector importante de nuestra economía, El análisis consiste en la recopilación 
de datos hiétóncxs de préáiitaclÓti de una de las 52 cuencas-del país para crear 
un modelo estadístico matemático, "Lluvia escorrentía' que nos ayude a 
pronosticar caudales promedios mensuales en el Lago Fortuna donde se 
encuentra la Central Hidroeléctrica Fortuna que abastece el 23% de la energía del 
pais 
SUMMARY 
In recent years we have realized the need and importance of management and 
planning of water resources in the country; and on this basis we have begun the 
daunürig task of preservirlg the mangroves, avoiding waste lo reduce pollutron cí 
the sarne and Iry te increase he use and pollutiori do nal exceed ttieir capacrty for 
self-regeneration. Water iii essential for life and of great importance te virtually al¡ 
sectors of the econorny; it is distnbuted unevenly across re9ions so proper 
management is essenlial This study deals with the proper administration of water 
resources for the energy sector as an important sector of out economy The 
analysis consists of ccllecting historical dala on precipitation of ene of te 52 
basins in the country te create a mathemat,cal statistical model, "Rain runaff lo 
hefp us predict flows morithty averages Lake Fortuna where is (he Hydroeleclric 
Fortuna supplies 23% of (he cauntrys energy 
1 
INTRODUCCIÓN 
La ubicación geográfica de Panamá, su tamaño, forma, onentacián y relieve 
determinan la distribución temporal y espacial de la lluvia y, por ende, de tos 
caudales y sus rendimientos en las diferentes regiones del país - 
Las características geornorfológicas, geológicas y de uso del suelo influyen en 
la longitud, pendiente y orientación de los cursos de agua, as¡ como en la 
capacidad de retención de las cuencas 
En Panamá la davisón continental esta constituida por una sene de cadenas 
montañosas que se extienden de Este a Oeste Esta cadena montañosa hace que 
los ríos corran en das vertientes la del Pacifico, que abarca el 70% del territorio 
nacional, y la del Caribe o Atlántico, que ocupa el 30% restante En términos 
generales, los nos son de recorrido corto y sus cursos están usualmente 
orientados en dirección normal a las costas, 
La magnitud y comportamiento de los caudales en Panamá, está determinada 
por diversos factores meteorológicos regionales y globales que explican su 
comportamiento Entre los factores más comunes y más significativos tenernos la 
Temporada de Huracanes en el Atlántico, los Frentes fríos, las Ondas del este, 
La Zona de Convergencia Intertropical (ZCIT), La Orografía y Vientos Alisios, 
Lluvias convectvaa, Los Fenómenos de El Niño y La Niña, que hacen que el 
comportamiento de la lluvia en Panamá sea muy irregular la que motiva a estudiar 
cómo la lluvia incide en el comportamiento hidrológico 
2 
3 
En la precipitación (lluvia) por ejemplo, los factores que influyen son la 
ubicación geográfica, específicamente la latitud La cercanía del mar pues 
generalmente los vientos provienen del éste y traen mucha humedad que luego 
es depositada en forma de lluvia en el continente o sea que entre más lejos estés 
M mar, menos húmedo será el viento, Por otro lado la radiación solar, a mayar 
radiación salar mayor evaporación y por lo tanto mayor precipitación, los países 
cercanos al ecuador son más húmedos por ésta razón En ¿o que la altura se 
refiere, a mayor altura mayor precipitación, esto se conoce como gradiente 
hipsométnco de precipitaciones 
"La Lluvia orográfica es la producida por el ascenso de una columna de aire 
húmedo al encontrarse con un obstáculo orográfico, como una montaña" 
(Whrteman, 2000) 
Para el estudio en desarrollo, se propone encontrar un modelo de pronóstico 
más óptimo para estimar caudales medios mensuales por medio de la lluvia 
acumulada mensual registrada en la cuenca hidrográfica 108 de la Provincia de 
Chiriquí de la República de Panamá, que permila determinar la respuesta hídrica 
futura. 
En la actualidad existen diversas metodologías para estimar condiciones 
hidrológicas futuras, las cuales relacionan variables meteorológicas con 
hidrológicas tales como series de tiempo, correlación, regresión lineal múltiple, 
entre otros 
4 
En el desarrollo de éste estudio nos apoyaremos principalmente en las 
Técnicas de Análisis Factonal por Componentes Principales y Los Modelos de 
Pronóstico de Series de Tiempo 
El Análisis de Componentes Principales (ACP) es una técnica estadística de 
síntesis de la información, o reducción de la dimensión (vanabes meteorológicas) 
perdiendo la menor cantidad de información posible, (Spearman, 1904) 
Los nuevos componentes principales o factores serán una combinación lineal 
de las vanables ortgiriales, y además serán independientes entre sí Un aspecto 
clave en ACP (Johnson & Wcherrn, 2001) es la interpretación de los factores, ya 
que ésta no viene dada a pnon, sino que será deducida tras observar la relación 
de los factores con las variables iniciales (habrá, pues, que estudiar tanto el signo 
como la magnrtud de las correlaciones) Esto no siempre es fácil, y será de vital 
importancia el conocimiento que el experto tenga sobre el área de investigación. 
Una serie de tiempo es aquel conjunto de observaciones sobre una variable. 
que generalmente es espaciada en el tiempo 
Para el análisis de las series temporales se usan métodos que ayudan a 
interpretarlas y que permiten extraer información representativa sobre las 
relaciones subyacentes entre los datos de la serie o de diversas series y que 
permiten en diferente medida y con distinta confianza extrapolar o interpolar los 
datos y así predecir el comportamiento de la serie en momentos no observados, 
sean en el futuro (extrapolación pronostica), en el pasado (extrapolación 
retrógrada) o en momentos intermedios (interpolación) 
CAPITULO 1. 
MARCO CONCEPTUAL 
11 	 Definición del Problema 
"Los pronósticos del Plan de Expansión del Sistema tnterconectado Nacional, 
indican que el consumo de energía eléctrica prIan presentar tasas de 
crecimiento, por el orden de 5 7% a 6 0% promedio anual, mientras que la 
potencia máxima exigida al sistema podria crer entre 5 6% a 5 8%, de darse 
situaciones socioeconómicas pesimistas a una opción optimista, respectivamente" 
(ASEP, 2012) 
Relacionado a esto, la Provincia de Chiriqul es una de las provincias más 
explotadas por el sector energético. En ella existen más de veinte centrales 
hidroe?éctncas en funcionamiento y otras tantas en construcción o concesión 
Solamente en el no ChiruI existen en la actualidad once Centrales 
Hidroeléctncas en funcionamiento, siendo la más importante la Central 
Hidroeléctrica de Fortuna 
La planta hidroeléctrica Fortuna es una hidroeléctrica con embalse inaugurada 
en marzo del 984, con una capacidad instalada de 300 MW (3 unidades o turbinas 
Pelton de 100MW cada una) aprovechando las aguas fluyentes del Río Chiriquí 
desviado por una presa de enrocado con pantalla de hormigón de unos 100 
metros de altura 
La hidroeléctnca Fortuna es uno de los pnncipates proveedores de energía 
eléctrica de la República de Panamá. 
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La central Hidroeléctrica Fortuna, (Fig. 1), es la segunda en importancia en el 
país, que producen en su conjunto en un año de hidrología promedo 1450GW1-1, 
que es aproximadamente el 23% de las necesidades eléctricas de Panamá. 
Hg. 1 Central HidrceIctnca Ldwin Ftrega, 'Lago Fortuna- 1 USA. 
Este proyecto tiene su origen en la necesidad de enfrentar una crisis 
energética iniciada por el aumento en el costo del petróleo en la década de los 
años 60 y  fue parte de una estrategia para producir energía eléctrica a un menor 
costo. "En la actualidad, Panamá se enfrenta a una situación similar lo que originó 
el diseño de este proyecto: aumento del costo del petróleo y dependencia de la 
energía térmica. Por otro lado, la superficie de bosques naturales de nuestro país 
está disminuyendo en forma acelerada provocando la pérdida de oportunidades 
de uso en el futuro" (Mendieta, 2006). 
De acuerdo a lo detallado, es que se tiene la necesidad de diseñar un Modelo 
Estadístico de Pronóstico de Caudales Promedios Mensuales para la cuenca 
hidrográfica 108 del rio Chiflqui. 
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Existen diversas metodologias estadísticas para estimar condiciones 
hidrolágicas futuras, que reiacionan variables meteorológicas Nos apoyaremos 
en éstas metodologias estadística s para llevar a cabo éste proyecto ¿Será 
posible obtener un factor que sintetice la vanabilidad de la lluvia de manera óptima 
medida en las doce estaciones meteorológicas?¿Cuáles serian los patrones 
descriptivos del Indice de lluvTa7 ¿Sera posible aplicar la rnodelacuón estadística 
ARIMA - SARIMA, para el factor (Indice de lluvia)? ¿Cuál será la incertidumbre 
de los modelos ajustados y los retardos? Es eficiente el modelo ARIMA ajustado 
a la serie índice de lluvia? ¿Será eficiente utilizar el Índice de lluvia pronosticado, 
para la estimación de caudales promedios mensuales? ¿Sera posible obtener 
estimaciones optimas utilizando series de tiempo bi-vanado utilizando el Indice 
de lluvia como variable independiente y el caudal como variable dependiente? 
De aquí se deduce la gran importancia para el pais de analizar la disponibilidad 
y utilización de los recursos hFdncos para generación eléctrica y pronóstico de las 
aportes de agua a las diferentes centrales Sin embargo es necesario mencionar 
que el buen planeamiento de los recursos hídncos no solo beneficia al sector 
eléctrico, sino a todas las áreas que tengan que ver con el agua, por no decir 
todas, así podemos mencionar salud, ganadería, construcción, agronomía, etc 
12 Justificación e importancia en el estudio 
Hasta el momento no se conoce publicado o elaborado algún análisis o estudio 
acerca de un modelo de estimación de caudales medios mensuales para un área 
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especifica del pais, tomando este antecedente se ha considerado la necesidad de 
la elaboración de un modelo de pronóstico de caudales medios mensuales, para 
ello se incluirían doce estaciones meteorológicas que miden la precipitación de 
toda la cuenca y guardan una fuerte relación con los datos de caudales medios 
de los nos en la cuenca hidrográfica 108 del no Chinqul 
Es un estudio innovador ya que en éstos momentos no contamos con un 
modelo de lluvia escorrentla para pronóstico de caudales promedios mensuales, 
lo que seria un aporte significativo, analizar una cuenca piloto para más adelante 
poder implementarlo a otras cuencas hidrográficas del país, que si bien no todas 
están explotadas en el área energética, es de suma importancia en el 
planeamiento del uso de los Recursos Hidráulicos para otras áreas importantes 
tales como, la Ganadería, Agricultura, Protección Civil, construcción, en el sector 
Salud, etc 
Un modelo de pronóstico bien estructurado, basados en herramientas 
estadísticas de actualidad servirá de gran apoyo a la Dirección de 
Hidrometeorologla y a la vez al CerÑo Nacional de Despacho para el correcto 
planeamiento, manejo y ejecución de los recursos hídncos de los embalses 
1 3 Objetivos 
1 3 1 General 
Proponer un modelo de pronóstico de caudales promedios mensuales 
aplicando diversas técnicas estadísticas para estimar el caudal promedio mensual 
lo 
en el sitio de toma de la Central Hidroeléctrica de Fortuna ubicada en el Lago 
Fortuna, basada en la influencia de la precipitación promedio mensual registrada 
en los ríos de la cuenca hidrográfica 108 del río ChinquL 
1 32 Específico 
• Crear un lndice de lluvia utilizando el Análisis Factorial tamo método de 
reducción de variables (estaciones meteorológicas) 
• Describir los patrones de Índices de lluvia 
• Ajustar Modelos SARIMA para la variable índice de lluvia 
• Validar los modelos tan las estadísticas de error 
• Obtener los pronósticos con el modelo SARIMA ajustado 
• Elaborar un modelo 'ti-variado de Senes de Tiempo" como modelo de 
pronóstico de caudales medios mensuales 
• Comprobar la validez y eficacia en el modelo bkvariado de Serie de 
Tiempo 
14 Vanables 
Para éste estudio se utilizaron variables meteorológicas y variables 
hidrológicas. En el análisis factorial por componentes principales (Johnson D. E, 
2000), se utilizaron doce estaciones meteorológicas de reisUo de lluvia, ubicadas 
en la cuenca hidrográfica 108, del río Chiriquí 
Para el análisis de Senes Temporales, tenemos las nuevas variables o (cargas 
factonales) resultado del análisis factorial y además una variable hidrológica 
11 
(caudal), proveniente de la estación hidrológca de Fortuna que mide los niveles y 
es llevada a caudal por medio de la ecuacrán de Balance Hídrico (UNESCO, 
2008) 
L41 	 Definición Conceptual y Operacional de las vanables 
Cuadro 1. Definición Conceptual y Operacional 
VaÑbies Definición toncoptuzP DIIniclán Op.rzcianni 
Periodo Meragi ÜtUtI CI ~M ag~bn 
~mi nn. &arc 
Pw~cltn. 
MM 
Enrrtwrobgia b pop.bo6nei 
cLolqu~ loc., 	 do ?éiunMtti 'ae 
cai 4.8 at,teraytaga fl 
SJ.pelto e tims*t Ez 	 & mao 
tMa tta, ,ie 	 Oor 
Qmrm 
Todo eú ro r.gat'.o 
Coudak 
El tWaJ a la ctaisd do 
can o qa pata pw ^~ón S 
teírpo 
Todo et'i ro riegato 
kdIc. de UiMa 
Son los CStÇO$ fa~ as rae&Itarfri do 
m&cóndeaiRil 	 porrnodLode 
AFCP 
- Cma ~.es- Ton,pcweda Lsmo,e 
Corpc rogt. 	
- Temporada Saca 
Depoflan regamos- T,8t,siatno b tomixna Sco, 
De ~~ a pobw, - Tmmoój,o b tempora Uno,a 
1 5 	 Hipótesis del Deí10 
Ho: El Indice de lluvia influye en los pronósticos de caudales medios mensuales 
de la Central Hidroeléctrica Fortuna. 
Ha: El indice de lluvia NO influye en los pronósticos de caudales medios 
mensuales de la Central Hidroeléctnca Fortuna. 
CAPÍTULO II 
MARCO REFERENCIAL Y MARCO TEÓRICO 
2 1 Aspectos Históricos 
2 11 La Hidrología 
"Del gnego Y&ÁJp (hro) agua, y Aayos (logos) estudio) es la ciencia que se 
dedica al estudio de la distribución, espacial y temporal, y las propiedades del 
agua presente en la atmósfera yen la corteza terrestre', (Chow y T 1964) Esto 
incluye las precipitaciones, la escorrentia, la humedad del suelo, la 
evapotranspiración y el equilibrio de las masas glaciares en algunos paises. La 
hidrología es una rama de las Ciencias de la Tierra 
Recordemos que un río es una corriente de agua que fluye par un cauce desde 
las tierras altas a las tierras bajas y vierte en el mar o en una región endorreica 
(río colectar) a a otro río (afluente) Los ríos se organizan en redes Una cuenca 
hidrográfica es el área total que vierte sus aguas de escorrentla a un único río, 
aguas que dependen de las características de la alimentación. Una cuenca de 
drenaje es la parte de la superficie terrestre que es drenada por un sistema fluvial 
unitario. Su perlrnetro queda delimitado par la divisoria o interfiuvio 
2 111. Importancia de la Hidrología 
En la actualidad la hidrología tiene un papel muy importante en el planeamiento 
del uso de los Recursos Hidráulicos, y ha llegado a convertirse en parte 
fundamental de los proyectas de ingeniería que tienen que ver con suministro de 
agua, disposición de aguas servidas, drenaje, protección contra la acción de nos 
y recreación Además de la ganadería, agricultura, Protección Civil, en la Salud, 
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etc Todo esto y muchas aplicaciones más hacen que el hidrólogo sea un 
personaje importante en todo equipo multidisciplinar que enfrenta problemas de 
ingeniería civil en general y problemas de carácter ambiental De ésta manera 
podemos mencionar (Heras, 1976) 
2.1 1 2 Clasificación de la Hidrología en base al área de estudio 
2 11 2.1 Hidrología Cualitativa 
En la hidrología cualitativa el énfasis está dado en la descripción de los 
procesos. Por ejemplo en la determinación de las formas y causas que provocan 
la formación de un banco de arena en un río, estudio asociado al transporte sólido 
de los cursos de agua, o al análisis de la ocurrencia de condensaciones en 
determinados puntos de una carretera, que afectan la visibilidad y por lo tanto 
pueden aconsejar a cambiar el trazado de la misma. 
2 11 2 2 Hidrología hidrométrica 
En la hidrología hidrométnca, o hidrometría, se centra en la medición de las 
variables hidrológicas, se trata básicamente de trabajos de campo, donde el uso 
adecuado de los instrumentos de medición, la selección adecuada de los locales 
en los cuales las medidas son efectuadas y la correcta interpretación de los 
resultados es fundamental para la calidad de la información recabada Ayudando 
en su totalidad a poder calcular aspectos relacionados con cauces y las 
dependencias hidrológicas. 
2 1 1.2 3. Hidrología cuantitativa 
El énfasis está en & estudio de la distribución temporal de ros recursos hídricos 
en una determinada cuenca hidrográfica Los instrumentos más utilizados en esta 
rama de la hidrología son los instrumentos matemáticos, modelos estadistzixis y 
modelos conceptuales 
2.1.1 24 Hidrología en tiempo real 
Es la rama mas nueva de la hidrologla, y se populanza a partir de los años 
1960- 1970, con el auge de las redes telemétncas, donde sensores ubicados en 
varios puntos de una cuenca transmiten, en tiempo real los datos a una central 
operativa donde son analizados inmediatamente para utilizarlos en auxilio de la 
toma de decisiones de carácter operativo, como abrir o cerrar compuertas de una 
determinada obra hidráulica (Chow V. T., 1983) 
2 1 1.2.5. Hidrología forestal 
Es el estudio del ciclo hidrológico, es decir, la circulación del agua entre la 
Tierra y la atmósfera en los montes, bosques o demás áreas naturales. 
2 1 2 Ciclo Hidrológico 
El agua terrestre puede estar en forma sólida, líquida, o de vapor, debido a 
que las condiciones de pies¡ Óntternperatura en el planeta se sitúan alrededor de 
las de su punto triple. Esto determina que debido a la radiación solar, el agua 
cambie de estado y se trasvase continuamente entre los distintas reservonos, lo 
15 
2) Condens cón 
clón 
&iop- 
corr 
1) Evaporació 
16 
que se conoce como ciclo hidrológico. (Fig. 2). Esla transferencia de agua de unos 
lugares a otros, supone un gigantesco intercambio no soto de materia sino 
también de energía entre la atmósfera, los océanos y las tierras emergidas. El ciclo 
hidrológico es por tanto el responsable de la continua redistribución del agua 
terrestre a escala global. Esta redistribución, aunque muy irregular y desigual en 
las distintas zonas de la Tierra y a lo largo del tiempo, proporciona los suministros 
de agua dulce a las zonas continentales que son imprescindibles para los seres 
vivos que las habitan y, en otro orden y dentro de ciertos límites, cubre las 
necesidades de agua de los asentamientos humanos a lo largo del tiempo. 
Aunque el motor del ciclo es la eneria solar que origina la evaporación del 
agua liquida, y por tardo su paso a la alunósFera, resulta también fundamental el 
papel de la gravedad, gracias a la cual caen las precipitaciones y retoman las 
aguas continentales a los océanos. 
Fig. 2 Ciclo I+dro!gico. 
libDJiwww.cco cqiatoycomlciclo-del-aoua 
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El agua en su constante movimiento, cambia de estado o de posición en 
relación con la corteza terrestre, el conjunto de cambias que expenmenta el agua 
en la naturaleza tanto en su estado (solido, líquido y gaseoso) como en su forma 
(agua superficial, agua subterránea, etc). Siguiendo las líneas pnncipales de éste 
ciclo (Evaporación, precipitación, escurrimiento superficial y subterráneo) y 
mantiene en el transcurso del tiempo una distribución equilibrada de la cual es 
una buena evidencia la constancia del nivel medio de los mares (Béjar. 2002) 
En resumen el ciclo hidrológico sirve para destacar cuatro fases básicas de 
interés para el hidrólogo Precipitación, Evaporación y Transpiración, escorrentía 
Superficial y agua Subterránea. Con ellas tratará de dar solución cuantitativa a la 
ecuación del balance hidrológico. 
P- E ± s = A 
Donde: 
P - Precipitación Media 
E - Eva potra nspiración Media 
S- Almacenamiento en la cuenca 
A- Aportación 
Algunas veces se producen lluvias torrenciales que hacen crecer los ríos en 
exceso. En otras ocasiones la preciprtación y la escorrentla son insignificantes 
Estas extremos de crecientes y sequías son precisamente los que a menudo tiene 
mayor interés para el hidrólogo, en vista de que muchos proyectos hidráulicos se 
diseñan para la protección contra los efectos pequdiciales de los extremos 
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El hidrólogo no sola debe tener interés en medir las cantidades de agua en 
tránsito durante el desarrollo del ciclo hrvlógo También debe estudiar la 
frecuencia con la cual pueden ocurrir ¡ce diversos extremos del ciclo ya que, ésta 
es la base del análisis. 
En resumen el objetivo fundamental de la hidrologia es proveer datos 
relacionados con la distribución espacial y temporal del agua sobre la tierra, es 
decir proporcionar la información básica que requieren los proyectos sobre 
planeamiento y manejo de ros recursos hidncos 
El conocimiento del comportamiento hidrológico de une cuenca es pnmordial para 
poder establecer las áreas vulnerables a los eventos hidrometeorológicos 
extremos por la que es neccsano el correcto planeamiento, manejo y ejecución 
de los recursos hídricos 
2 1 3 Precipitación 
En meteorología, la preaprtación es cualquier forma de hidrometeoro que cae 
de la atmósfera y llega a la superficie terrestre Este fenómeno incluye lluvia, 
llovizna, nieve, aguanieve, granizo. La cantidad de precipitación sobre un punto 
de la superficie terrestre es llamada pluviosdad, o monto pluviométrico. La 
precipitación es una parte importante del ciclo hidrológico, responsable del 
depósito de agua dulce en el planeta y, por ende, de la vida en nuestro planeta, 
tanto de animales corno de vegetales, que requieren del agua para vivir La 
precipitación es generada por las nubes, cuando alcanzan un punto de saturación, 
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en este punto las gotas de agua aumentan de tamaño hasta alcanzar el punto en 
que se precipitan por la fuerza de gravedad 
En la precipitación se mide la tasa de acumulación de lluvia o nieve) por unidad 
de área horizontal. Una acumulación de lrrim corresponde al volumen de 1 lrtro 
por metro cuadrada de superficie 
El instrumento para medir la pripttación líquida se llama pluviómetro, (Fig 
3). En la mayoría de las estaciones meteorológicas, la precipitación se mide una 
vez al día 
Fig. 3 Pluviómetro - ETESA 
La Intensidad de la precipitación es la razón de incremento de la altura que 
alcanza la lluvia respecto al tiempo. Se clasifica en ligera, moderada y fuerte La 
lluvia en nuestro pais se caracterizan por ser muy intensas y de corta duración 
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aunque con cierta frecuencia se observan perlados secos durante la temporada 
lluviosa 
Esta característica produce valores medios anuales comprendidos entre 1000 
y 7000 mm La lluvia promedio anual en todo el teíntono de Panamá es de 2924 
mm lo que equivale a 2208 km3 
Sobresalen regiones como el este de la Península de Azuero, en donde se 
registran los totales de lluvia más bajos durante el año con valores ligeramente 
inferiores a 1000 mm 
Por otra parte existen ¿reas de alta pluviosad como la Zona Costera del 
Caribe (Golfo de los Mosquitos) y en la provincia de Chiriquí, sobre la Cordillera 
Central (Fortuna, Río Chirtqui, Chorcha, área de Potrenllos), (Empresesa de 
Transmisión Eléctnca S 
	 2015) 
22. 	 Sistemas meteorológicos que causan la lluvia en Panamá 
Existen diferentes sistemas meteorológicos que influyen en las lluvias en 
Panamá, entre ellos tenemos sistemas Macro y Meso climáticos y sistemas Micra 
climáticos o sistemas locales 
2.2.1. Sistemas Macro y Meso climátiis 
2.21 1 Zona de Convergencia Intertropical (ZCIT) 
Es un cinturón de bajas presiones que cine el globo terrestre en la región 
ecuatonal, (Fig. 4) Está tornado, como su nombre indica, por la convergencia de 
aíre cálido y húmedo de latitudes al norte y al sur del ecuador. 
FnrrØa salan 
(N tibes) 
(Aire cálido) 
(Vientos aliseos del N) 
( Xire CaIi(IÇJ) 
c:ouo,t 
#' (Nubes) A- 
(Vientos aliseos del S) 
Fg. 4 Zona de Convergencia Intertropical. Fotografía Satel,tar - NASA 
ittp:/wwtiernpccomfrair/382/la.zonade-oorvergeqcia-irtertopbal 
2.2.1.2. Vaguada y Vaguada Monzánica 
Se refiere al ascenso de masas de aire cálido y húmedo a la largo de una zona 
alargada de baja presión atmosférica que se ubica entre dos áreas de mayor 
presión (anticiclones) formadas por masas de aire mucho más frío y pesado que 
se introducen corno una cuña y dan origen a una formación do nuhcs de gran 
desarro.lo vertical y a las consiguientes lluvias. Mi pues, en el campo de la 
Meteorolcgia se refiere a una depresión barométrica alargada que se ubica entre 
dos antciclones o, para decirlo con mayor propiedad, dos áreas anticiclónicas 
ligeramente desiguales en lo que respecta a sus caracteristicas. 
La vaguada monzón ica, (Fig. 5) es una parte de la Zona de Convergencia 
Interiropical que se extiende hacia o través de una circulación de monzones. 
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Fig. 5 '/aguada Monzón ca 
ttps://www rneted,ucar.edu 
2.2.1.3. Ondas de Este/ Tropicales 
Las Ondas Tropicales o del Este, (Fig. 6) son lineas de flujo onduladas cuyo 
eje es perpendicular a los vientos del este (vientos alisios) Presentan isobaras 
alargadas en forma de "U" o 'V" pero no isobaras cerradas Nacen en el área de 
los vientos alisios cerca de la ITCZ (Zona de Convergencia Intertropical). Su 
desplazamiento es de mas o menos 50 (20-30kph) por día y con mayor ocurrencia 
entre Mayo y Noviembre en el Caribe. A medida que avanza la presión baja y los 
vientos giran hacia el norte, la inversión se eleva y se desarrollan cumulonimbos 
que producen fuertes chubascos y tormentas eléctricas. 
Las Ondas Tropicales pueden incrementar su intensidad y transformarse en 
una Depresión Tropical. 
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2.2.1.4. Frentes Frío 
Es una franja de inestabilidad que ocurre cuando una masa de aire trío se 
acerca a una masa de aire caliente. El aire frío, siendo más denso, genera una 
"cuña" y se mete por debajo del aire cálido y menos denso. 
Los frentes fríos se mueven rápidamente, (Fig. 7) Son fuertes y pueden causar 
perturbaciones atmosféricas tales como tormentas de truenos, chubascos 
 
tornados, vientos fuertes y cortas tempestades de nieve antes del paso del frente 
frío, acompañadas de condiciones secas a medida que el frente avanza. 
Dependiendo de la época del año yde su localización geográfica, los frentes fríos 
pueden venir en una sucesión de 5 a 7 días. 
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Fig. 7 Frente Frío 
2.2.1.5. Ciclones Tropicales 
Los huracanes son las tormentas más grandes y violentas de la Tena. Las 
personas laman a estas tormentas con distintos nombres corno tifones o ciclones 
según el lugar donde se procucen. El término científico para todas estas tormentas 
es ciclón tropical, (Fig. 8). Sólo los ciclones tropicales que se forman sobre el 
Océano Atlántico y el Océano Pacifico oriental se llaman "huracanes'. 
Hg. 8 Ciclones tropica'es 
httpi/spaceplace. nasa.qovfhurricanes/s 
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221$. Sistemas de bajas presiones! Ciclones 
Las regiones de aire ascendente se llaman sistemas de bajas presiones, 
depresiones o ciclones, (Hg. 9). En estas regiones a menudo se dan condiciones 
de nubosidad, vientos, periodos de lluvia y en invierno, nieve, y tiempo inestabie 
y cambiante. 
Un sistema de baja presión se desarrolla donde se produce un ascenso de aire 
caliente y relativamente húmedo desde la superficie de la Tierra. Estos son 
sistemas de isobaras cerradas (líneas de presión constante) que rodean una 
región de presiones relativamente bajas. 
El aire que se encuentra cercano al centro del sistema de baja presión es 
inestable. A medida que el aire caliente y húmedo asciende, enfría las nubes. y 
así éstas se hacen más gruesas, por lo que se pueden comenzar a formar lluvia: 
nieve o la combinación de ambas. 
En los sistemas de bajas presiones el aire sube espiral desde la superficie de 
la Tierra. Si la presión es muy baja, el viento puede llegar a ser de tormenta o una 
A~ 	 C1112 L:ier.clíity~ 
Fy. 9 Sistema de Baja Presión 
www astroyc.iencacorn 
fuerza huracanada Por esta razón 
el término ciclón se ha usado, 
aunque de manera poco precisa, 
para tormentas y alteraciones de 
estos sistemas de bajas presiones, 
para 	 huracanes 	 tropicales 
particularmente violentos y tifones. 
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2.2.2. Sistemas Micro climáticos 
2.2.2.1. Lluvias orográficas 
Es el tipo de lluvia producida por el ascenso de una columna de aire húmedo, 
(Fig. 10), al encontrarse con un obstáculo orográfico, como una montaña. En su 
ascenso el aire se enfría hasta alcanzar el punto de saturación del vapor de agua, 
y una humedad relativa del 100%, que origina la lluvia. 
Fig. 10 Lluvias Orográficas 
www.ecurc&cu 
2.2.2.2. Sistemas Brisa Mar 
Los vientos locales ocurren por las variaciones diarias de temperatura entre 
la berra y el agua, las que se dan principalmente en verano (Fig. 11). La tierra, 
debido a la presencia del sol, se caliente más rápidamente que el mar durante el 
día. El aíre caliente que proviene de la tierra se eleva, dirigiéndose hacia el mar, 
y es reemplazado a nivel del suelo por el aire frlo del mar. Esto produce vientos 
llamados "Brisas Marinas'. 
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Fig. 11 Sistema Brisa Mar 
www.esperanaoaclio.blogspot.com  
2.2.2.3. Sistema Brisa Tierra 
Durante la noche se produce lo contrario (Fig. 12). La tierra está más fria que 
el mar, lo que origina que el aire frío descienda sobre la tierra y se dirija hacia el 
mar. El aire marino que ahora está más caliente, se eleva y es reemplazado por 
el aire frío de la tierra. Estos vientos son conocidos con el nombre de "Brisas 
Terrestres". Estas brisas son de menor velocidad que las anteriores, debido a que 
en la noche existen menores diferencias de temperatura entre la tierra y el mar. 
Fig. 12 Sistema Brisa Tierra 
www.esperandoaclio.blogspot.com  
27 
23 Caudal oGasto 
El caudal es la cantidad de agua que escurre o que pasa por una sección de 
un cauce o conducta, en la unidad de tiempo y se mide generalmente, en metros 
cúbicos par segundo. El caudal relativo es la relación entre el caudal media anual 
y los Km' de cuenca (1/seg1km2). La caudalosidad suele ser mayor en la 
desembocadura del río, siempre que no se produzcan filtraciones o que la 
evaporación haya disminuido su caudal. El caudal varía también según la estacitn 
del año 
2 3 1 Medición del caudal 
El método más usado para medir la escorrentía de los ríos o el caudal, es el 
establecimiento de estaciones hidrométricas Una estación hidrométnca la 
componen una sene de infraestructuras que permiten deteminar el caudal de 
paso simplemente mediante el registra de un nivel La estructura simplemente 
debe garantizar la existencia de una relación caudal elevación Se coloca una 
boya que marca en un sistema mecánico o electrónico el nivel y mediante una 
ecuación de transformación nivel-caudal se conoce en cada instante el caudal de 
paso Las relaciones de nivel caudal se deben obtener mediante aforo en ciertos 
momentos del año, mejor que cada aforo sea representativa de un estado del 
cauce. De esta manera se puede obtener una mejor función de interpolación La 
estación hidrornétnca se ubca en una sección favorable del río, donde se instalan 
lirnnlmetros, que son instrumentos para medir los niveles del agua por encima de 
un punto de referencia estable 
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2 3 2 Obtención de la Información Hidrológica 
Los datos utilizad en éste análisis son el resultados del registra de cuatro 
tipas de estaciones hidrológicas administradas por la Dirección de 
Hidrometeorología de la Empresa de Transmisión Eléctrica S A 
2 3 2 1 	 Estaciones Limnimétricas (Lm) 
Se ubica en una sección favorable del río donde se instalan los lirrinirnetros, que 
son instrumentos para medir los niveles del agua por un punto de rufirencia 
estable, (Fig 13)-ETESA 
U 	 Á.z.tr 
Fig. 13 Estación Llmnhnétrlça - ETESA 
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F19.114 Limnlgrafo - ETESA 
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Los Limnimetros (Fig 13) (Estación "Los Valles"), consisten generalmente en 
una regla en posición vertical apoyada en una estructura adaptada a las 
condiciones de tal manera de garantizar su inmovilidad y la consecuente 
consistencia de las lecturas 
La velocidad de la comente generalmente Be mide con un molinete, en 
diferentes puntos de la sección transversal del río. Estos valores se integran a lo 
largo de toda el área para calcular el caudal para un nivel dado Varios valores 
definen la curva de caudales que muestra la relación entre descarga y nivel de 
agua para la sección analizada Esta curva se utiliza más tarde para convertir los 
niveles medidos por los limnirrietros en caudales. 
Para obtener los datos de nivel se emplean observadores que registran 
manualmente los niveles indicados por los limnímetros en horas pre-establecidas 
2 4 3 1 Estaciones Fluviográticas o Limnigráficas 
Los lirnnígrafos o aparatos registradores, (Fig 14), permiten la obtención de 
un registro continuo y automático de niveles, se instalan cuando el río presenta 
fluctuaciones fuertes de nivel a lo 
largo del día, cuando los accesos a 
Fa estaciones impiden un control 
regular y generalmente en todas las 
estaciones de primer orden. Estos 
aparatos registran el nivel del río en 
función del tiempo 
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Para obtenerlos datos den ¡ve¡ se realiza la visita ala estación y el hidrornensor 
anota la fecha de corte del gráfico (fecha final de la gráfica), anota niveí de reglas 
y nivel base. Luego de cambiar el papel hmnigrafo de 24 horas anota la base 
(cualquier nivel que se escoja y que permita hacer una medición), la fecha de inicio 
de la gráfica y anota la fecha inicial de iegistro de niveles en la gráfica. 
2.4.3.2 Estaciones Automáticas 
Son aquellas que utili7an una plataforma coáectora de datos digital (datalagger) 
y un sensor para medir el nivel del rio. (Fig. 15). 
Para obtener los datos de nivel el operador de campo baja los datos en un 
dispositivo de almacenamiento en un computador o PDA. Los datos se envían 
hacia las oficinas central donde el supervisor de Operaciones de Campo lo 
decodifica a través de un software (AXREAD). La tarjeta se lee, se decodifica la 
información y se convierte a un formato CVS. Estos datos se envían al anaista 
hidrólogo para su proceso. 
Fig. 15 Estación Automática-  ETESA 
2.4 3 3 Estaciones Satelitales o Telemétricas (medición a distancia) 
Estas estaciones utilizan sensores digitales para la medición del nivel del río y 
la lluvia (Fig 16) Estos datos son almacenados en una plataforma colectora de 
datos digrtal (datalogger), la cual se encuentra conectada a un transmisor sateirtal 
y son capaces de enviar a un servidor, los datos recolectados por medio de 
transmisores satelitales, cada hora o tres horas dependiendo del canal de 
transmisión que utilice 
F19.16 EstacIones Satelhtales o Telemétricas - ETESA 
Para obtener los datos se reciben en una estación "Terrestre Receptora de 
Datos" 
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El Supervisor de Operaciones de Campo administra estos datos utilizando un 
software llamado Datawise (este software también decodrfica los datos recibidos) 
El Datawise almacena los datas en una base de Datos propia del software 
Actualmente los datos de las estaciones se reciben de las transmisiones cada 
hora 6 cada tres horas Existen dos Base de Datos en las estaciones receptoras 
con la información proveniente de las estaciones satelitales 
El satélite devuelve la información transmitida por las estaciones satelitales a 
las Estaciones Receptoras activas actualmente, instaladas en David (Malek) y la 
otra en Tocumeri (al lado del Aeropuerto) Estos datos se almacenan en una Base 
de Datos SQL Server (Tocuinen) y una 3D especifica del software Datawise 
(Malek). 
El equipo de Operaciones de Campo, se conecta al Servidor de los Estados 
Unidos (Propietarios de los satélites y de la frecuencia de transmisión (Satélites 
GOES) En Estados Unidos cuentan con un Centro de Recepción de Datos, en 
los que captan información de todas las transmisiones realizadas a través de sus 
satélites de todas partes del mundo. 
En caso de que las estaciones receptoras de datos estén fuera de servicio, los 
Estados Unidos brinda un acceso a través de INTERNET utilizando 1-lyper 
Terminal validado con usuano y clave, el operador de campo se conecta y baja 
los datos de Estaciones Fortuna y Bayana. Esos datos vienen codificados en 
formato Pseudo Binario y a través de una macro en Excel se decodifican, se 
ordenan por fecha 
24 	 Base de Datos 
La base utilizada en éste análisis son los datos de doce estaciones 
meteorológicas (Fig 17 b), que registran la precipitación media de la cuenca 108 
del río Chinqui operadas por ETESA a través de la dirección de 
hidrameteorolalogía y una estación Hidrológica (Fig 17a), que mide los niveles (m) 
registrados a las 0:00 horas y que por medio del cálculo de balance hídrico es 
Llevado a caudal (m3I5). 
El periodo en estudio es desde 1970 al 2012, haciendo un total de 43 alias de 
registros Cabe destacar que dentro del área de la hidrología para que un estudio 
sea óptimo debe tener un mínimo de 30 años Anexo, Cuadro XXIV. 
2 5 1 Recolección de datos y origenes 
Los datos de las estaciones meteorológicas son registros de estaciones 
automáticas y convencionales (Cuadro II) La data faltante fue rellenada por 
diferentes metodologías estadísticas y se le efectuá análisis de control de calidad 
asesorado por los especialistas analistas hidrólogos y analistas meteorólogos 
FIg. 17a, b Estación Hifirciógica y estación Mnteomtógica - ETESA 
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2 £2 Descripción de las estaciones 
En el (Cuadro II), se muestran las estaciones utilizadas en este análisis, su 
tipo, elevación y ubicación Todas operadas por ETESA e instaladas de acuerdo 
a las normas internacionales establecidas por Organización Meteorológica 
Mundial 
Cuadro II. Información de las estaciones hldrometeorológicas 
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2 5 3 Técnicas de relleno 
Las mediciones de la precipitación pueden estar afectadas por diferentes 
errores Estos errores pueden ser sistemáticos o accidentales, además de los 
producidas por la acción del viento o la perturbación aerodinámica del pluviámetra 
Los errores accxlentales se pueden originar por errores en el instrumental, 
perturbaciones aleatorias por la vida silvestre (animales) y se manifiestan por 
"ruido' en las mediciones Estos errores tienden a disminuir al considerar un 
período extenso de observaciones 
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Los errores sistemáticos se pueden presentar por vanas razones. Por ejemplo 
la instalación de un pluviómetro cerca de algún obstáculo que pueda llevar a 
mediciones de precipitación por detecto 
Otra fuente de error es la observación permanente del nivel de la precipitación 
por defecto/exceso que puede conducir a precipitaciones subestimadas/ 
sobreestimadas por el observador De igual manera puede ser fuente de error el 
criterio empleado para elegir datos para los promedios cuando faltan 
observaciones 
Una técnica clásica para evaluar la exactitud de una estación es comparar las 
tendencias de esta estación con Las tendencias en estaciones vecinas Si se 
producen cambios abruptos en una estación con respecto a otras estaciones, 
entonces se sugiere que existiría algún tipo de error que puede afectar las 
mediciones. La técnica clásica de comparación es el análisis de las curvas Doble 
Masa 
En el caso nuestro se han utilizado diferentes métodos de relleno, que 
enumeramos a continuación 
2431 	 Curvas de Doble Masa 
El primer paso para la evaluación espacial de la precipitación es verificar que 
las observaciones son consistentes, o sea, que la estación haya permanecido 
durante el periodo de observaciones en las mismas condiciones sin cambiar el 
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instrumental o las condiciones del predio no se alteraran significativamente Más 
detalles [15] en bibliografía 
2432 MétododelaRazón 
El método de la razón se basa en el tiecF'o de que para pares de estaciones, 
la razón entre sus valores mensuales, anuales o medios, tiende a ser constante, 
(Montoya Restrepo & Medina Rivera, 2001) 
24.3 3 La Mediana Hstónca 
En un conjunto de valores ordenados, la mediana es el valor medio 
Corresponde al porcentaje 50% o segundo cuartil (PSD0 Q2),  (Sánchez, 2008) 
24 34 Regresión Lineal Simple 
Cuando el análisis de regresión se centra en el estudio de la relactón entre una 
variable dependiente y una variable independiente, dicho estudio se conoce como 
análisis de regresión simple o en dos vanables, (Peña, 1999) Un modelo de 
regresión lineal simple, representa (a relación lineal entre dos variables, una 
variable endógena o dependiente y una vanable exógena o independiente, 
(Naciones Unidas, OMM, 1977) 
2.5. Características de una cuenca 
El parteaguas es la línea imaginaria que divide la parte más afta de las cuencas 
de manera que las aguas de lluvia que caen se reparten en una u otra cuenca De 
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esa forma la cuenca sólo tiene una salida por donde pasa el cauce principal de la 
misma, (Proyecto Hidron-ieteorológico Centroarnencano, 1972) 
Los demás cursos de agua desembocan en el cauce principal y se denominan 
Tributarios Las cuencas formadas por el cauce tnbulano son cuencas tnbutanas 
o subcuencas. Ente mayor densidad de tributarios una cuenca responde más 
rápido a una precipitación o tormenta. De hecho una de las formas como se 
distingue una cuenca es por el orden de tributarios que la conforman 
2 5 1 Cuenca en estudio 
Con la ejecución  del Proyecto Hidrometeorológicci Centroamencano (PHCA, 
1967-1972) bajo la coordinación del Comité Regional de Recursos Hidráulicos 
(CRRH) y con el ausptcio de la Organización Meteorológica Mundial (OMM), 
apoyado por el Programa de las Naciones Unidas para el Desarrolla (PNUD) se 
acordó unificar critenos para el trazado y numeración de las cuencas hidrográficas 
principales en todos los paises del istmo centroarnencano (Costa Rica, El 
Salvador, Guatemala, Honduras, Nicaragua y Panamá) 
En ese entonces. se acordó que a las cuencas de la vertiente de Atlántico se 
le asignarlan números impares comenzando con la cuenca N° 1 en Guatemala, 
hasta la 121 en Panamá, y las de la vertiente del Pacifico, números pares desde 
la 2 a la 164 
Como resultado del Proyecto Hidrameteorológico Centroaniencano, el 
temtorio conlinerftal e insular de la república de Panamá, con un ¿rea de 75,524 
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km2, se ha dividido en 52 cuencas hidrográficas De estas cuencas, 18 están en 
la vertiente del mar Canbe (30% del terntono nacional) y le corresponden números 
impares comenzando desde la 87 hasta la 121, y  34 pertenecen a la vertiente del 
océano Pacifico (70°Jo del territorio nacional), con números pares desde la 100 
hasta la 166. 
La cuenca en estudio es la cuenca 108 del río Chinquí se localiza en la 
provincia de Chiaqul, eti la parte occidental de la república de Panamá, entre las 
coordenadas 80  15 y  82 53' de Latitud Norte y  82° 10' y  82° 33' de la Longitud 
Oeste 
El área de drenaje es de 1,995 9 Km2 , hasta la desembocadura en el océano 
Pacifico, y la longitud del rio pnncpal es de 130 Km. 
La elevación media de la cuenca es de 270 msnm, y el Volcán BarÚ, ubicado 
al noreste de la cuenca, con una altitud de 3,474 msnm 
El rio Chiriqul tiene como afluentes principales a los ríos Caldera, Los Valles, 
EstI, Gualaca y los que nacen en las laderas del Volcán Barú como Cochea, 
David, Majagua, Soles y Platanal. Tres esquemas de hidroeléctricas afectan 
los registros de caudales de las estaciones del río Chinquí, en interamericana, 
David, La Esperanza y Paja de Sombrero 
El sistema de Caldera desvía por un canal, aguas del río Caldera hacia la 
Planta Caldera, vertiéndola posteriormente al río Cochea, esto ocurrió durante 
el penada que estuvo en funcionamiento la hidroeléctrica de Planta Caldera, 
desde 1955 hasta 1979 
Cuenca del Rio Chir!iqul (108) 
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Aguas del rio Cochea se desviaron por un canal hacia Planta Dolega, 
vertiéndoas posteriormente al río David. Desde marzo de 1984, con el cierre ae 
compuertas y entrada en operación de la central Edwin Fábrega (Fortuna), aguas 
del río Chiriqui se desvían por un túnel hacia la Casa de Máquina de dicha 
central y luego son venidas en la quebrada Buenos Aires, que es un afluente del 
río Chiriqui. En el Mapa (Fig. 18), se muestra la ubicación de las estaciones 
hidrometeorológicas utilizadas en éste estudio. 
Fig. '18 Mapa de la cuenca Hidrográfica 108 dei Río Chiriqui-ETES 
CAPITULO III. 
DISEÑO MET000LOGICO 
3.1. Metodología 
Este estudio es de tipo longitudinal ya que los datos fueron recolectados, en 
varias muestras en diferentes periodos de tiempo, es de tipo retrospectivo y 
prospect'vo debida a que los datos dependen del pasado y se proyectan al futuro. 
Para Pa realización de este proyecto se ha trabajado con la Metodología 
Análisis Factoria por Componentes Principales y Series de Tiempos Univariadas 
y Multivariadas, (Box, Jenkins, & Reinsel, 1994). 
Lo que se quiere es poder Plegar a obtener un modelo de pronóstico de 
caudales ftiedios mensuales para tina cuenca hidrográfica piloto específica de;' 
pais. 
Las metodologias estadísticas aplicadas, se llevaron a cabo en tres etapas 
principales, cono se muestra en el siguiente diagrama de flujo (Hg. 19). 
.IíCkiiIU/clCL. 
 'q;AÍ ,  ;J, 15 
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	.1 
Fig. 19 Plan Metodológico Estadístico en las serles hldrometeorológicas 
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En la primera etapa se aplicó, el "Análisis Factorial por Componentes 
Principales (AFCP)", utilizando doce estaciones meteorolá9Écas con registros 
promedios mensuales de precipitación, distribuidas en la cuenca alta, media y baja 
cuenca del Río Chinqul 
Del resultado de ésta pnmera fase, se obtuvo una sene factonal la cual 
llamamos "indice de Lluvia". Esta sene (Fig. 20) va desde valores positivos a 
valores negativos 
Yes 
FIp. 20 Serle indice de Lluvia "Temporada asca y lluytosa" 
Según la interpretación de los expertos podemos concluir que los valores 
negativos marcan la temporada seca, los valores positivos marcan la temporada 
lluviosa, de positivos a negativos el período de transición de la temporada lluviosa 
a la seca y de negativo a positiva marca el periodo de transición de la temporada 
seca a la lluviosa 
Es por tal motivo que llamamos a esta variable "Indice de lluvia". 
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"1 Lluv (t)" 
En la segunda etapa utiiizando la serie indice do lluvia obtenida con AFCP, 
se utilizó el análisis de Serie de tiempo univariada, dando como resultado un 
modelo ARIMJAI para pronóstico de precipitación (lluvia) 
Es importante señalar que la constante (A) en el método de Box Ccx para 
flomogenizar la varianza d& Indice de Lluvia, obtenido por. (Guerrero, 1990) sufre 
perturbaciones cuando la data incluye valores negativos, por lo cual sugenmos 
para la determinación del valor lambda A, la transformación de traslación dada 
por la ecuación 
(1) T (1 Lluv'(t)) = 1 Lluv (t) + C 
Donde: C 
~ 
Min 1 Lluv (t) 1 
En este caso se tomó que C 
= 
Min 1 Lluv (t) 1 
Esta transformación de la serie nos garantiza que las dispersiones se 
mantienen y en consecuencia el valor de lambda A también Lo que significa que 
Var (T (1 Lluv' (1)) = Var (1 Lluv (t)) pues 
(2) Var (X (t) + C) = Var (X (t)) 
En la tercera y üllirna etapa se desarrolló el análisis de Serles de Tiempo 
bivariada dando como resultado un modelo SARIMA de pronóstico de caudales 
promedios mensuales 
3 1 1 Análisis Multivadante de Componentes Pnncipales 
El Análisis Factorial es una técnica de simplificación o reducción de datos que 
sirve para encontrar grupos homogéneos de vanables a partir de un conjunto 
numeroso de variables Esos grupos homogéneos se forman con las variables que 
correlacionan mucho entre sí y procurando, inicialmente, que dichos grupos sean 
independientes entre si 'ti Análisis factorial es un inñtoda de análisis 
muwvarlante que Intenta explicar, un conjunto extenso de variables 
observables mediante un número reducido de variable, hipotéticas 
llamadas factores" (Cuadras, 1996) 
Generalmente la información que proporcionan estas muchas 'variables" suele 
ser en buena paste redundante al presentarse entre ellas múltiples relaciones de 
dependencia manifestadas por la existencia de correlaciones considerables As!, 
el explicar el comportamiento de los datos, de una forma clara (o al menos simple), 
a partir de esas vanables inicialmente observadas y altamente correlacionadas 
resulta una tarea drficuftosa 
El Análisis Factonal es, por tanto, una técnica de reducción de la 
dimensionalidad de los datos Su propósito último consiste en buscar el número 
mínimo de dimensiones capaces de explicar el máximo de información contenida 
en los datos. 
A diferencia de lo que ocurre en otras técnicas como el análisis de varianza o 
el de regresión, en el análisis fa'onaI todas Fas vanables del análisis cumplen el 
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mismo papel todas ellas son independientes en el sentido de que no existe a priori 
una dependencia conceplual de unas vanables sobre otras. 
Apoyados en las bondades de la metodología, del AFCP. se tomaron las doce 
 
estaciones meteorológicas con registros de lluvia promedio mensual 
En ésta pnmera etapa se desarrollaron las cuatro Fases características de la 
metodología de AFCP, para determinar las nuevas variables latentes. 
En el ( 
Cuadro III), se muestran las estaaones meteorológicas utilizadas en el anáksrs 
de ésta primera etapa 
Cuadro III. Estaciones Meteorológicas utilizadas en el AFCP 
NO 
Estaciones 
Meteorológicas ID 
R'ca 
C4dera(Publo Nuevo) lam 
Pat reniio '.nIba 
AA tos F;tt 
AnwtursdeCocha 1i3 
16 ve ladero Gula 124 
17 Cern1tIo iois 
losVliran)Qs 
PadeScmbxru 
Fatuna (CaCwitrni) 
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3 1.1.1 Fases para el cálculo de las componentes 
3 1111 Cálculo de la matnz capaz de expresar la 
variabilidad conjunta de todas las variables 
3 1.1 1 2 Extracción del número óptimo de factores 
3 1.1 1 3 Rotación de la solución para factlrtar su 
interpretación. 
3 1 1 14 Estimación de puntuaciones de los sujetos en las 
nuevas dimensiones 
En nuestro caso se obtuvo una vanable la cual llamamos indico de Uuvia por 
ser el resultado de las estaciones meteorológicas que miden la lluvia promedio de 
la cuenca 1081 del rio Chiriqul que es la cuenca en estudio, (Cuadro XXV ) en 
Anexo 
3.1 2 Análisis de Series Temporales 
Con el análisis de senes temporales se pretende extraer el patrón de 
comportamiento sistemático contenido en las observaciones que se recoge de 
forma regular y homogénea a k, Largo del tiempo (Registro de las estaciones 
hidro meteoro lógicas) y asl a) caracterizar el comportamiento del fenómeno 
(precipitación y caudal) estudiado, b) predecir su evolución futura, y c) extraer 
componentes no observables (señales) que reflejan más fielmente la evolución 
subyacente de las variables de interés. 
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El tratamiento numérico de las senes temporales es variado y la metodología 
a utilizar depende de los obetivos planteados En general, se puede decir que de 
una secuencia cronológica nos puede interesar adquinr un conocimiento 
descriptivo o diagnóstico, en el sentido de poder detectar la dinámica generadora 
del fenómeno bajo estudio, y un conocimiento predictivo o pronóstico, 
pretendiendo deducir de los datas registrados hasta el momento, cómo será su 
comportamiento futuro 
Una sene de tiempo es una secuencia de observaciones, medidos en 
determinados momentos del tiempo, ordenados cronológicamente y' espaciados 
entre si de manera uniforme, asilos datos usualmente son dependientes entre si 
El principal objetivo de una sene de tiempo Xt, donde t = 1, 2,3 
	 , n es su 
análisis para hacer pronóstico 
El análisis clásico de las series temporales se basa en la suposicián de que 
los valores que toma Fa variable de observación es la consecuencia de tres 
componentes principales (tendencia, estacionalidad, ateatoriedad), cuya 
actuación conjunta da corno resultado tos valores medidos De éstas tres 
componentes las dos pnmaras son componentes deterrninlsticos y la tercera es 
aleatona; así se puede denotar la serie de tiempo como 
(3) Xt=T+Et+lt 
Donde Ttes la tendencia 
E1 es la componente estacional 
It es la componente aleatoria 
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El instrumento fundamental para analizar los patrones de una sene temporal 
os el coeficiente de autocorrel ación, que mide el grado de correlación lineal 
existente entre las observaciones separadas por k retardos. 
La función de autocorreacón de un proceso estocástico estacionario es una 
función de k que recoge el conjunto de ios coeficientes de autocorrelación del 
proceso y se representa por un gráfico de barras denominado correlograma 
Las senes temporales se definen como un caso particular de los procesos 
estocásticos Para poder aplicar la metodología de Box- Jenkins se debe convertir 
éste proceso estocástco en un proceso estacionario 
Significa que cuando la serie es estable a lo largo del tiempo, es decir cuando 
su media y su varianza permanecen constante a lo largo del tiempo Esto se refleja 
gráficamente en que los valores de la serie tienden a oscilar alrededor de una 
media constante y la variabilidad con respecto a esa media también es constante 
en el tiempo 
Las senes no estacionanas son senes en la cual la tendencia y/o la vanabilidad 
cambian en el tiempo Las carnb:os en la media determinan una tendencia a crecer 
o decrecer a largo plazo, por lo que la sene no oscila alrededor de un valor 
constante 
Las alternativas del modelo se darán de acuerdo a los parámetros que se 
puedan estimar en la sede, estas estimaciones se hacen por medio de las 
funciones de autocorrelograma simple y parcial 
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3 1-2.1. Función de autocorrelación Simple (ACF) 
La autocorrelación simple de arden k (ph) mide la correlación entre dos 
vanables separadas por k penados 
(4) p= Con- (K1, X1
_ ) 
La función de autocorrelación sriple tiene las sigurenles propiedades 
PC.' 
-1 5 pj Si 
(5) pj = p- j Simetría (Vj) 
2 p, aj, k D va= R 
31 2 2. Función de autocorrelación Parcial (PACF) 
La función de autocorrelación parcial mide la correlación entre dos variables 
separadas por k penodos cuando no se considera la dependencia creada por las 
retardos intermedios existentes entre ambas 
(6) Tri = corr(X 
 
(7) 7r,  
	
	
- cor(XJ — Xf ,XJ _K — 2_,) 
J - 2) j v(K_ - 
CflL'(X) Y1-ic )  
jV?3) .JV(Xj_x) 
Donde: , ea el valor esperado de 1t41cuanda 1= 12, 
11 2.3 Procesos Autorregresivos AR (p) 
(8) X1 = + ølXII+ø2Xz2. +ØpXt-p 
Los modelos autorregresrvos se basan en la idea de que el valor actual de la 
sena, X1, puede explicarse en función de p valores pasados 
X i. X 1-2, 	 X 
Donde; p determina el número de rezagos necesarios para pronosticar un 
valor actual 
Todos los procesos autorregresivos son procesos unvertibles 
> La función de autocorrelación simple de un modelo autorregresrvo 
no se corta abruptamente, tiende a cero gradualmente 
» La función de autocorrelación parcial de un modelo autorregresivo 
se corta (se hace cero) en el orden del modelo (p) 
Debemos tener en cuenta que los coeficientes de correlación de ambas 
funciones pueden ser positivos y negativos 
3 1 2 4 Procesos de media móvil MA (p) 
(9) 
	
XI: = al - Biat-i - O2at-2— 	 8 q al--q  
Un proceso de medias móviles de orden q es un proceso en el que la variable 
Xt se obtiene corno un promedio de variables de ruido blanco (a1, siendo los 8 sus 
coeficientes de ponderación 
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Entendiéndose por proceso de ruido blanco al definido por las siguientes 
condiciones 
La esperanza es siempre constante e iguala cero 
(10) E(Z)=0, t=1,2, 
Varianza es constante 
(11) Var(75)02 t=1,2, 
u Las vanables del proceso están incni-reladas para todos los retardos 
(12) Coy (Zt.Zlk)O, 	 k=±l,2 
Todos los procesos de medias móviles son procesos estacionarios 
Existen 2q procesos de medias móviles de orden q que poseen la misma 
función de autocorrelación, pero solo uno es irwertjble. De ésta manera si solo 
consideramos procesos invertibles la función de autocorrelación determina 
univocadamente un proceso de media móvil 
> La función de autocorrelaaón simple de un modelo de medias móviles se 
corta (se hace cero) en el orden del modelo (q) y caracteriza los procesos 
de medias móvoles 
> La función de autocorrelacián parcial de un modelo de media móvil no se 
corta abruptamente sino que hende a cero gradualmente 
3 1 2 5 Modelos no estacionanos (ARIMA) (Ezequiel & Peiro, 2002) 
La palabra ARIMA significa Modelos Autorregresivos Integrados de Medias 
Móviles Existe gran cantidad de ~es temporales que no son estaciorianas, sin 
embargo es posible transformar las seres no estacionanas para que verifiquen o 
cumplan los supuestos que necesitamos (nivel de la seno y vanabilidad 
constantes a lo largo del tiempo) 
En primer lugar debernos analizar la dependencia entre la variabilidad y nivel 
Si existe dependencia de este tipo la seno no es estacionana en varianza, de 
manera que debemos transformarla En estos casos, cuando la variabilidad 
depende del nivel, se realizan Iransíarruaciones de la familia Box-Cox 
Cuando estamos ante una seno no estacionaria en nivel (seno con tendencia) 
se consigue que la seno sea estacionaria Xt (integrarla) consiste en aplicarle el 
operador diferencia simple (V) que hace lo siguiente 
(13) VXt=Xi—Xti 
Existe la posibilidad que tras diferenciar una seno, esta siga siendo no 
estacionana, en tal caso puede ser que necesite una nueva diferencia De tal 
manera que la notación que se emplea con estos modelos es ARIMA (p,d,q), 
donde d es el número de diferencias que se efectúan sobre la serie onginal 
Los Modelos ARIMA estacionales n-iultiplicativos, ARIMA (p,d,q) (P,D,Q). son 
flexibles en el sentido de que especifican estacionalidades estocásticas, 
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tendencias estocásticas y además, recogen la posible interacción entre ambos 
componentes 
Esta clase de modelas se basa en la hipótesis central de que la relación de 
dependencia es la misma para todos los períodos Este supuesto no se tiene 
porque cumplir siempre, pero de todas maneras son capaces de representar 
muchos fenómenos estacionales que se encuentran en la práctica de una forma 
muy simple 
3 1 3 Metodologla de Box - Jenkins 
A inicio de los años 70, G. E P Box, profesor de Estadlstica de la Universidad 
de Wisconsin, y G M Jenkins, profesor de ingenioria de Sistemas de la 
Universidad de Lancaster, introdujeron una pequeña revolución en el enfoque del 
análisis de senes temporales, en su libro Tmie Senes Analysis. Forescasting and 
Control (Box y Jenkins, 1976) con el propósito de establecer mejores mecanismos 
de pronósticos y control para el modelaje de senes temporales reales 
El libro se convirtió rápidamente en un clásico, y sus procedimientos se utilizan 
ampliamente desde entonces en diferentes ramas de la ciencia, conociéndose 
coma modelos ARIMA o Metodología de Box-Jenkins (Fig 21) 
Esta gran aportación consistia en proponer una rnetodologla de modelización 
de las senes, es decir, un conjunto de reglas para construir modelas que 
reproduzcan 
3.1.3. 1. Etapas de la metodología de Box- Jen kins 
Etapas de la 
Metodología de Box - 
Jenkins 
Identificación del 
modelo 
1 
Estimación de los 
parámetros del 
modelo 
1 
        
1- 
 
Validación 
del Modelo 
     
      
       
      
         
         
1 
        
Predicción 
1 
Modelo 
Hg. 21 Metodología de Box - Jeakios 
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3,11,31.1 Identificación del Modelo 
El objetivo es definir al ea necesario ap1ir algún tipo de transformación, si el 
modelo debe incluir una media no nula y finalmente decidir cuál de los modelos 
es d indicado y con qué parámetros 
Para determinar el modelo, utilizaremos la función de autocorrelacián simple y 
parcial. 
3.1.3 1.2 Estimación de los parámetros 
Se trata de encontrar los parámetros del posible modelo a desarrollar que sea 
capaz de representar la serie con el mínimo de parámetros posibles La naturaleza 
del modelo implica que la vanable a explicar se hace depender de valores pasados 
de la misma y errores cometidos en la estimación de dichos valores pasados 
3 1.3 1.3 Validación del Modelo 
La validación es la adecuación general del modelo, fundamentada en un 
análisis residual del memo, para elegir el proceso estacionario AR (p), MA (q), 
ARMA (p,q), ARIMA (pd,q), ARIMA. (p,d,q)(P,D,Q)s 
3.1 3 1 4 Predicción o Pronóstico 
La predicción es el fin último y primordial del análisis univariante de series 
temporales 
Una vez identificado y estimado el modelo ARIMAI se plantea su utilización 
para conseguir la mejor predicción de los valores a futuro de una sene a partir de 
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su propia histona de no ser asi, se deberá repetir en forma reiterada el ciclo 
indicado en (Fig 21) 
3 1 4 Criterios para seleccionar el mejor modelo 
Existen diferentes crttenos para evaluar o seleccionar el mejor modelo de 
ajuste a los datos originales Para esto se obtuveron los residuales calculados por 
la diferencia entre el valor real y su valor de pronóstico 
(14) &=Y¡ —t 
Donde: 
C1, es el residual del pronóstico en el período t 
Y1, es el valor real en el penodo 
es el valor del pronóstico en el penado t 
Para escoger el mejor modelo nos basaremos entre los métodos matemáticos 
y gráficos definidos a continuación 
3 1 4 1 Métodos numéncos Estadísticos del error residual 
3 1 4 11 Desviación Absoluta de la media (DAM) 
Mide la precisión de un pronóstico mediante el promedio de la magnitud de los 
errores, el cual se presenta en Pa siguiente ecuación. 
- = (15) DMA - 	  
n 
3 1 4 1 2 Error Medio Cuadrado (EMC) 
Cada error o residual se eleva al cuadrado, luego, estos valores se suman y 
se divide entre el n° de observaciones, este enfoque penaliza los errares mayores 
de pronóstico, ya que se eleva cada uno al cuadrado. 
- 
TI 
3 1 4 1 3 Porcentaje del error Medio Cuadrado Absoluto 
(PEMA) 
Se calcula encontrando el error absoluto en cada periodo, dividiendo entre el 
valor real observado para este periodo y después promediando estos errores 
absolutos de porcentaje 
En 1 (17) PEMA = 	  
3.1 4 1.4 Porcentaje Medio de Error (PME) 
Se calcula encontrando el error en cada periodo, dividiendo esto entre el valor 
real de ese penado y promediando despues estos porcentajes de error Mide si el 
enfoque de pronóstico está sesgado o no 
1 (19) PME 	  
vt 
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El mejor predictor posible será "ci que menas se equivoca" o, aquel que cumpla 
con los requerimientos de optimización del mayor número de estadisticas de error 
residual 
3 1 4 1.5 Método Gráfico 
Este método consiste en observar la distribución ateatana de los pronósticos 
vs datos reales, de modo que se generen una secuencia de errares cuyos signos 
permitan evaluar el patrón o señal de dichos signos De manera que un modelo 
aceptable deberá distribuir signos en forma equitativa (Fattorelli & Fernández, 
2011) 
CAPITULO W. 
PRESENTACION Y ANALISIS DE LOS RESULTADOS 
4.1 	 Análisis de la Información 
Es importante destacar que el análisis desarrollado, ha sido asesorado desde 
sus inicios por especialistas en cada una de las ramas involucradas, tales como 
Hidromensores, Analistas de datos hidrorneteorológicos, Hidrólogos, 
Meteorólogos, Sinópticos y Profesionales de la Estadística, con la finalidad de 
llevar éste proyecto a sus mejores resultados, ya que es sumamente importante 
tener en cuenta la experticia de cada uno de los especialistas en el área, para la 
interpretación correcta de cada salida obtenida en los diferentes softwares y así 
obtener resultados 'lo más óptimos posibles a la realidad Como se explicó en el 
capitulo III el desarrollo de éste estudio se clasificó en tres etapas. La primera 
comprende el Análisis Factorial por Componentes Principales, la segunda y 
tercera etapa presentaremos los resultados del análisis de Series de Tiempo del 
modelo ARIMA y SARIMA respectivamente 
Coma herramientas de cálculo se utilizaron los Software INFOSTAT, 
ESTATISTIC, SPSS, EVIEWS y el programa EXCEL 
4 1 t Análisis Factorial por componentes principales 
Se utilizó ésta metodología como técnica de reducción de la dimensionalidad, 
en la que de las doces vanables existentes con registro de lluvia ongirió una sola 
variable latente, explicando as¡ la mayor información de los datos originales 
Las doce variables corresponden a estaciones meteorológicas ubicadas en la 
cuenca Hidrográfica 108, (Fig. 18), del río Chiriquí, y sus datos se muestran en las 
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Análisis Factorial 
Por Componentes 
Principales 
Doce variables (p) 
meteorológicas con mucha 
vailabilidad y altamente 
correlacionadas 
Un soto factor (q) con much 
variabilidad pero 
independiente 
qcp 
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tablas N'29- N°43 en el Anexo. Cada variable con registros de precipitación media 
mensual con un periodo de 1970-2012. Se utilizó ci Software del SPSS y el 
INFOSTAT en busca de las variables latentes, componentes principales o 
factores. Esto se explica en cf siguiente Diagrama de flujo, (Fig. 22). 
El diagrama de flujo muestra de manera esquemática lo que se obtuvo con la 
metodología del análisis factorial. 
Fig. 22 Análisis Factorial 
La serie obtenida a través del análisis Factorial por Componentes Principales 
se muestra en la (Fig. 23). 
1- 
ftk o frS UM.W 
FIg. 23 Gráfico dala sede del Factor obtenido por ACP 
4 111. Estadísticos Descriptivos 
En el (Cuadro IV), muestra las variables incluidas en el análisis, la media y la 
desviación típica y el número de casos válidos que en éste estudio es igual al 
número de casos del archivo de datos; obtenido con el software SPSS 
Cuadro IV. Estadísticos Descriptivos 
Estadísticos Descriptivos 
N
. Vflbéis ~La Dent.dón TIPkV  
N dii 
xi Finca Lénda 23604 162.83 51G 
X2 Caldera Pueblo Nuewo  32537 28?31 515 
X3 PoúenLto Amba 32268 30? 93 516 
Los Palo=s 36695 27971 516 
x5 Angostura de Cocinea  333.82 26721 516 
X6 Veladero G'.nbca 286.01 21409 516 
xl Ce rne fc 27679 2016 516 
Los Naraas 209.51 17415 516 
x9 Paja de Sombrero 287 24 27126 516 
x10 Fortuna Casa Control 27979 21878 515 
xli David 21809 17253 515 
K12 Hornito 1168 21272 515 
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4 11 2 Tabla de cornunalidades 
La comunalidad de una vanable es la proporción de su vananza que puede ser 
explicada por el modelo factorial obtenido 
El (Cuadro V), muestra las comunalidades asignadas a las variables iniciales 
y las coniunalidades reproducidas por la solución factorial (extraccrón) 
De acuerdo a la tabla de cornurialidades podemos observar cuales vanebles 
pueden ser excluida del análisis 
En el (Cuadro y). se puede observar que la estación Meteorológica Hornito 
(X14, es la peor explicada por el modelo El modelo solo es capaz de reproducir 
ésta vanable un 47% de su variabilidad original Sin embargo por recomendación 
de ros expertos en el área de la meteorología no se excluirá esta vanable del 
análisis 
Este cuadro nos ayudó también a determinar si la cantidad de factores 
obtenidos son suficientes para explicar todas y cada una de las variables incluidas 
en el análisis 
La extracción por Componentes Principales asume que es posible explicar el 
100% de la vananza observada y es por tanto que todas las cornunalidades son 
iguales a la unidad que es la varianza de una vanable en puntuaciones típicas 
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Cuadro V. Comunalidadea iniciales y saturaciones 
Cornunalidades 
VarIaHs Variables Inicial Eflracrjón 
xi Finca Lénda 100 0783 
X2 Caldera Pueblo Nuevo 100 0899 
X3 Potrerilla Amba 100 0686 
Los Palomos 100 0883 
xs Angostura de Cochea loo 0833 
Veladero Gualaca 1 O 0807 
Cermeño 100 0883 
xo Los Naranjos 100 0832 
xs Paja de Sombrero 100 0831 
no Fortuna Casa Control 100 0647 
xii David 100 0196 
X12  Hornito  1110  0469  
Método de ex1rón: Análisis de Compunenz Principales 
El (Cuadro V), muestra que las cornunalidades obtenidas, casi en su totalidad, 
son supenores al 65%, lo que quiere decir que las variables quedan muy bien 
explicadas a través de las componentes extraídas Lo que significa que en nuestro 
caso todas las vanables están bien representadas en la extracción obtenida 
4 1 1.3 Crrtenos para seleccionar cuántos factores debemos retener 
4 1.1 31 Valores propios mayores que uno 
Los auto valores (Cuadro VI), expresan la cantidad de la varianza total que 
está explicada por cada factor 
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Cuadro VI. Varianza total explicada 
Varlanza total explicada 
C
o
m
po nu
n
 
A~bm b1FCS Sumas de Las seWmcnes al 
cuadrado do La ertrHcción 
%deia %dela Total Total 
varianza acumulaDo vartanze acumulado 
9349 77905 77903 9349 77905 77905 
2 0675 5623 93528 
3 0495 428 67555 
4 0366 3053 9709 
6 0261 217? 92888 
8 0.202 168 94566 
7 0162 1351 95917 
8 013 1084 97001 
9 0I7 0919 9798 
10 0099 0825 88805 
11 0073 0607 99412 
12 0071 0588 100000 
Método de extracción: Análiss de Componentes Pnncipales 
Basados en éste criterio debemos retener todos aquellos autovalores mayores 
que uno En este caso y de acuerda a los datos mostrados (Cuadro VI), solo 
tenemos un autovalor mayor que uno 
4 11 3 2. Regla del 75% de la varianza explicada 
Este cnterio se basa en escoger el 75% de la varianza explicada (Cuadro VI) 
En nuestro análisis, basado en éste cnteno tomamos un solo factor que logra 
explicar el 78010  de la varianza de los datos onginales 
4 11.3 3. Regla del codo Scree Piot (Cattell 1966) 
Este procedimiento consiste en representar gráficamente los valores propias 
en orden descendente y dibujar una recta a través de las componentes con los 
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valores propios más bajos Se retienen las componentes que corresponden con 
los autovalores que quedan por encima de la linea Por ello es conveniente 
inspeccionar el gráfico de sedimentación de izquierda a derecha, buscando el 
punto de inflexión en el que las autovalores dejan de forma una pendiente 
significativa y comienza a describir una caída de poca inclinación, (Fig 24) 
Gráfico de Sedimentación 
10 
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7 
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t 
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Nurmro d. Q~~ 
Fig. 24 Gráfico de sedimentación 
En nuestro análisis la pendiente pierde inclinación a partir del primer autovalor 
lo que significa que no hay una pendiente significativa a partir del segundo 
autovalar y nos indica que debemos considerar un solo Factor 
4 1 1 3 4 Especificaciones Técnicas y del usuano 
Es posible especificar personalmente el número de factores y no debe ser 
mayor al número de vanables dividido entre dos 
4-1 1.4 Matiiz de correlaciones y matriz unilateral 
La matriz de correlaciones (Cuadro VII), muestra los coeflaentes de 
correlación de Pearson entre cada par de variables Al hacer la extracción con el 
método de componentes principales la matnz de correlación se descompone en 
sus aulovalores y autovectores para alcanzar la solución factonal, (Manso Pinto, 
2006) Para que el análisis sea fructífero es neccsano que las variables 
correlacionen fuertemente entre si (Cuadro VII) 
Cuadro VII. Coeficientes de correlación de Pearson 
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La matnz de correlaciones también nos ayuda a determinar la cantidad de 
factores que estarán presentes en la solución, determinando el tarnafio de los 
autovalores y se extraen los (adores cuyo autovalores sean mayores a la unidad 
A éste cnterio se le conoce como la regla Kl 
Además si las vanables de la matriz están Encalmente relacionadas el valor 
del determinante de la matriz de correlación se aproxima a cero, (Cuadro VII), lo 
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cual es buen indicio de la idoneidad del análisis. 
Además se muestra (Cuadro VII), el nivel critico unilateral asociado a cada 
coeficiente de correlación. Si el livel crítico unilateral es menor que 0.05 inc:ca 
que la relación poblacional entre el correspondiente par de variables puede ser 
considerada significativamente distinta de cero. Lo deseable es por tanto 
encontrar muchos niveles próximos a cero. 
4.1.1.5. Matriz de componentes 
La matriz de componentes (Cuadro VIII), muestra la solución factorial 
propiamente dicha. Contiene las correlaciones entre las variables oiiyiriales 
(saturaciones) y cada uno de los 'adaies. Cabe señalar que esta matriz cambia 
de nombre dependiendo el método de extracción que se utilice. En nuestro caso 
su nombre es Matriz de componente. 
Cuadro VIII. Matriz de extracción 
VariabJes y Componente 
1 
*2 
X3 
X4 
094B 
0,828 
0.939 
*5 0.913 
3(6 0.898 
X7 0.940 
*8 0.912 
X9 0.912 
X10 0804 
Xli 0892 
Xli 0.685 
1 :orponentextrardn 
Método de atracción: Análisis de 
70 
En nueatro estudio como ya lo hemos explicado La matriz de componente 
muestra que todas las variables saturan en un único factor. 
4 11 6 Estadlsticos para evaluar la bondad de ajuste de un modelo de 
AFC 
4 11 6 1 Medida de adecuación de Kaiser_Meyer_Olkin 
(KMO) 
"La Mediada de adecuación muestra! 1040 (Kaiser- Meyer- 01km) 
contrasta si las correlaciones parciales entre variables son suficientemente 
pequeñas Permite comparar la magnitud de los coeficientes de correlación 
observados con la magnitud de los coeficientes de correlación parcial" 
(Pérez López, 2004). 
La medida de adecuación (KMO) es un Indice que compara la magnitud de los 
coeficientes de correlación observados con la magnitud de tos coeficientes de 
correlación parcial. 
L, rU (19) /'MO = 
Dónde. flj representa el coeficiente de correlación simple entre ras variables i y j 
r4M representa la correlación parcial entre las variables i y j eliminando el 
efecto de las restantes m variables incluidas en el anátisis 
El Estadlstico KMO (Cuadro IX), varia entre O y  1 Los valores pequeños 
indican que el análisis factonal puede no ser una buena idea, dado que las 
V' 2 rV ¿4j r ¿J--L.frJT 2 1I- 
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correlaciones entre los pares de vanables no pueden ser explicadas por otras 
vanables 
Para que el modelo sea adecuado la correlación paraal entre dos vanables 
debe ser pequerta o sea KMO debe tomar un valor próximo a uno Si el valor de 
la medida de adecuación muestra¡ es reducido (por debajo de 06) no es pertinente 
utilizar el análisis factonal. 
Cuadro IX. Medida de adecuación de Kaiser-Meyer-Olkln (KMO) 
Valores de KMO 
o 9 < iMtj <1.0 
0.8< KMO <0.9 
0 7< KMC) <08 
0.6 <XMO <0.7 
0.5< KMO <0.6 
C.D c MC <os 
Excelente adecuación rnuestral 
Buena adecuación muestra¡ 
Aceptable adecuación rruestral 
Regular adecuación muestrl 
Mala adecuación muestra¡ 
Adecuación muestra¡ inaceptable 
4 11 6 2 Prueba de esfericidad de Bartlett 
La prueba de esfericidad de Bartlett contrasta la hipótesis nula de que la matriz 
de correlaciones observada es en realidad una matriz identidad Asumiendo que 
los datos provienen de una distribución normal mullivanante, el estadistico de 
Bartlett se distribuye aproximadamente según el modelo de probabilidad chI-
cuadrado yes una transformación del determinante de la matriz de correlaciones 
Si e$ nivel critico (Sig ) es mayor que 0 05, no podremos rechazar la hipótesis nula 
de esíencidad y, consecuentemente, no podremos asegurar que el modelo 
factorial sea adecuado para explicar los datos. 
Prueba de esfericidad de Bartlett Chi cuadradDapmxirnado 8362a7 
  
mi && 
Srg a 
Cuadro X. Estadísticos de Prueba 
KM  y prueba de Bartlett 
F.didade adecuación muestra¡ de Kiscr Mcyeí-OikIn 096] 
Rasados en las salidas del SPSS mostradas (Cuadro X), los estadísticos de 
prueba indican que el análisis íaclonal tiene una excelente adecuación muestra¡ 
ya que el valor obtenido del estadistico KMO y prueba de Bailen es muy 
cercano a uno 
4 11 7 Nombre de la Venable latente 
Como resultado del análisis factorial se obtuvo un solo factor Al analizar éste 
factor se observó que la sene de datos del factor comprendía tanto valores 
positivos como negativos 
Al consultar con los analistas meteorólogos observaron que los valores 
negativos se encontraban justamente en los meses de la temporada seca en 
Panamá marcando déficit de lluvia y que los valores positivos marcaban la 
temporada lluviosa. Además se notó valores negativos en algunos meses de junio 
y julio, época en la que ocurre el Fenómeno Meteorológico llamado Veranillo de 
San Juan (el Voranito o Veranillo de San Juan es un fenómeno meteorológico 
que se produce en Aménca del Sur y en América Central. En el primer caso los 
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frentes fríos subantárticos no logran subir hacia el norte, por lo que las 
temperaturas suelen alcanzar valores altos para la época del año, en especial en 
la parte de Sudamérica que está en el Hemisferio Sur, en el segundo caso 
(Aménca Central) hay una interrupción de la estación de las lluvias) y por otro Lado 
el factor explicaba La transición de la época lluviosa a la época seca y viceversa 
Debido a la aritenorniente expuesto y a que todas las variables involucradas 
en el análisis miden la precipitación (lluvia), es que se decidió llamar a ésta 
variable "Indica de Uuvia". 
4 1 2 Análisis de senes Temporales Univariada 
En ésta segunda etapa utilizamos el Indice de lluvia (1), que obtuvirrios en el 
AFC como vanable dependiente y el tiempo (meses) como variable independiente 
(Ver ANEXO) 
4 12 1 Análisis Descnphva de la seno Indice de Lluvia 
Como resultado del análisis tactonal se obtuvo una serie con valores positivos 
y negativos Para poder utilizar la Metodologla de senos temporales se le aplicó a 
la seno una transformación ya que el método de Guerrero para homogeneizar la 
vananza, sufre perturbaciones cuando los datos son negativos 
4 1 2 1.1 Sene de tiempo Indice 
 de Lluvia' 
La (Fig 25), presenta la sone de tiempo la cual llamamos Indice de Lluvia 
original y en la (ng 26 se presenta el Indice de lluvia transformado a serie positiva 
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y es la serie final utilizada en la primera etapa de este análisis; para identificar los 
patrones que posee, 
Sede tndftu da Lknli 
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Fig. 25 indIce de Lluvia olgina1 resuRado del ACP 
indice de Uuwla - s€rie transformado 
Fig. 26 Serie indice de Lluvia, transFormada 
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En la serie de tiempo presentada no se observa claramente una gran 
variabilidad estaciona¡ e irregularidad, sin embargo a simple vista no podemos 
inferir con seguridad si la serie posee estas componentes. Para esto se analizaron 
los gráficos de Box FIot y Scatterplot de la serie, (Fig. 271 Fig, 28). 
4.1.2.1.2. Gráfico do Rox PIot 
En el grálico de Box Plot, (rl9. 27), se corrobora que la serie tiene gran 
variabilidad estacional e irregularidad; además muestra que la serie tiene valores 
extremos, valores atip:cos y que su men a no es constante. 
Box Pial of Ind_Lluvis gtouped by Mas 
En. Feb Mas Ate May Jun Jul Ago Sep Oc Nov 
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4.1.2.1.3. Gráfico de Scatterplot 
En & gráfico de Scatterplot (Fig. 28), se observó que la varianza de los datos 
de la serie Índice de Lluvia no se distribuyen por periodo, de modo similar indica 
que no tienen varianza constante. 
Saft.pict of lnd_LIuvia against Mes 
so 
0.0 
•1.5 
• 0 
En. Feb Mar Ate Msjt Jun Jul Ago Sep Ca Nev Oit 
Mes 
Fig. 2$ SsIidH del Programa Statistic - Gráfico Scatterplot" 
Debernos recalcar que como la serie en estudio sun datos climáticos 
incluiremos los datas atípicos y los extremos por ser datos reales normales 
(eventos meteorológicas extremos), del comportamiento de éste tipo de series. 
Además se puede observar en los gráficos de Scatterplot y Box PIot los periodos 
de transición o cambio de la temporada seca a lluviosa (abril) y de lluviosa a seca 
(dic) Cabe señalar que la temporada seca en Panamá es desde el mes de 
diciembre a mayo y la temporada lluviosa de junio a noviembre. 
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4.1.2 2. identificación de las Componentes de la serie 
4 1 2 2 1 Tendencia 
La Tendencia de una serie de tiempo es el componente mediano y largo plazo 
de la vanable que representa el crecimiento o disminución en la serie sobre un 
periodo amplio Los factores que explican la tendencia de ta sene de tiempo son 
aquellas vanables importantes y relevantes que inciden de manera significativa en 
la serie de tiempo 
La tendencia puede ser estocástica o aleatoria cuando la pendiente de la 
misma cambia a través del tiempo y deterniinlsttca cuando ésta pendiente no 
varia Se muestra (Fig. 26), la secuencia de la serie Indice de lluvia utilizada en 
el análisis 
Para evidenciar la componente de Tendencia nos apoyamos en la función de 
autocorrelación de la serie, (Fig 29) 
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Se puede evidenciar que la serie aparenta tener tendencia oscilatona en vista 
de que las barras decrecen rápidamente de valores positivos a valores negativos, 
este cambio se produce en cada 6 retardos iags" Para verificar si existe o no 
tendencia, se efectuó la prueba de hipótesis u(317 
 (BETA) para la pendiente y 
comprobar la existencia o no de tendencia en la serie Indice de lluvia Los 
coeficientes de correlación para el primer retardo son significativos 
Prueba de Hipótesis para la 0 
= O La vanable Indice de lluvia No cambia a través del tiempo 
l-I; 13 * O La variable Indice de lluvia Si cambia a través del tiempo 
Regla de Decisión 
Si 	 !! 0.05 se rechaza H0, en base a un nivel de confianza del 95% 
Cuadro Xl. Prueba Beta 
Regrassion Summnry For Dependent Variable: Indice de Lluvia. 
N=516 Beta Std. Err. of 
Beta 
6 Std.Err.of6 t(514) p-level 
Intercept 
-1607 116 -1385 000 
Mes 052 0038 015 0011 1385 000 
De acuerdo (Cuadro XI), a los resultados de la prueba de Hipótesis efectuada, 
(prueba 3) que la probabilidad calculada de ptO Según la regla de decisión 
estadística el valor de probabilidad asociado a la prueba es menor que el nivel de 
signrficancia propuesto de a = 0.05, por lo tanto se puede inferir que se rechaza 
la H0 
79 
Es decir que existe suficiente evidencia de que la variable Indice de lluvra si 
cambia a través del tiempo (Tendencia) Se evidencia la componente de tendencia 
de Ja serie por lo tanto no es estacionaria en media 
4 1 2 2 2. Estaconalidad 
La componente estacional de una serie es muy importante cuando tratamos 
de identificar el comportamiento de una vanable endógena (vanable dependiente 
o independiente generada dentro de un modelo y cuyo valor se determina por 
alguna de sus relaciones), ya que mucho del comportamiento o cambio de la 
variable se debe a factores estacionales 
La componente estacional se hace evidente a intervalos de tiempo similares 
con subidas y bajadas (picos o vallas) en dichos períodos fijos de tiempo, en el 
caso nuestro se debe a razones estacionales (estación seca y estación lluviosa) 
En base al gráfico del autocorrelograma simple de la vanable (Frg 29), se 
observó de una manera bastante clara que existe estacionalidad en la serie indice 
de lluvia en cada 12 meses Lo que nos hace concluir que existe una componente 
estacional de cada 12 meses de retardo Además por ser una serie climática es 
una variable que presenta natural estacionalidad 
4 1.2 2 3 Estacionanedad 
Para que una sene sea estacionana debe ser constante en media y en 
varianza 
Se ha evidenciado que la sene muestra tendencia por lo que su media no es 
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constante. Esta quiere decir que la serte no es estacionana en media 
Se observa (Fig 27 y  Fig. 28), NO Estacionariedad en Varianza lo cual se 
comprueba por los resultados (Cuadro Xli), de la Prueba de Levene 
Para demostrar si la sene es estacionaria en vananza se efectuó la prueba de 
Levene y se verificó con la prueba de I-lartley, Cochran y Bartlett para la 
homogeneidad de la vananza por ser ésta una prueba más robusta que la anterior 
Ambas pruebas demostraron que la serie no es estacionaria en varian.za 
Prueba de Hipótesis 
H0, 6'i = 	 Existe homogeneidad entre vananzas 
H1, 52 62j 	 No existe homogeneidad entre varianzas 
Paraalgúnij=1, fl 
Regla de Decisión 
Si p 5  0512 se rechaza H0, en base a un nivel de confianza del 95% 
Cuadro XII. Prueba de Levene 
indice de 
Lluvia 
Levene's Test for Horno qeneity of Variantes 
Effect: Mes 
Deqrees of/reedom for oil F'S: 11 504 
MS 
Effect 
MS 
Error 
0835 0086 9769 000 
Cuadro XIII. Prueba de Hartley, Cochran y Bartlett 
Indice 
de LJuvIa 
Tests of Koma-qeneity of Variantes 
Ef/nt: Mes 
iIey 
F- max 
Coc$Iran 
C 
Bartiey 
Chi- Sqr. 
1534 016 16644 11 000 
De acuerdo a los resultados de las pruebas (Cuadro XII y Cuadro XIII), la 
probabilidad calculada asociada a la prueba estadística es menor que el nivel de 
signrficancia propuesto de ci=0.5, por lo tanto se rechaza la hipótesis nula Ho, y 
se puede inferir que no existe igualdad entre las varianzas de la seno Indice de 
lluvia y se comprueba estadisticamente que la seno no es estacionaria en 
varianza 
4.1.2.2.4 Aleatonedad 
Como ya se tia explicado con antenondad, toda sene hidrometeorológica es 
aleatoria por definición. Sin embargo haremos las pruebas correspondientes para 
demostrar la existencia de ésta componente Primero con la ayuda del 
autocorrelograma simple de la serie, (Fig 2), se observó que la sane tiene ese 
movimiento sinusoidal indicando de una manera visual que existe aleatoriedad en 
la sane Para verificar lo que indica el correlograma simple efectuamos la prueba 
de Rachas con el programa INFOSTAT versión libre 
Prueba de tIipótes: 
Ho: La sene Indice de lluvia no aleatoria 
H1: La sene Indice de lluvia es aleatoria 
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Regla de Decisión 
Si p  0.05 se rechaza H0, en base a un nivel de confianza del 95% 
Cuadro XIV. Prueba de Rachas 
Prueba de rachas 
Vailable Me*$a,ia (nl + n2) nl a2 rjdtn ECRI p(2w1as) 
Indice deUuvta 141 516 258 139 259 cOCXX)l 
El valor de la probabilidad asociado al estadístico de prueba es menor que el 
nivel de significancia propuesto cr/2= 0,025 por ser una prueba de dos colas, 
entonces se rechaza la hipótesis nula y se puede inferir que la sene índice de 
lluvia es aleatoria en base a ésta prueba 
4 1 2 2 5 Ciclicidad 
Para determinar si la serie indice de lluvia tiene o no ciclicidad se procede a 
observar el gráfico original de la serie Se observa Fig. 26). de una manera visual 
si la serie presenta ciclicidad 
Para determinar ésta componente se realizaron los cálculos de los factores 
cíclicos con el cálculo del Indice Estacional en la destxirnposión de la serre por 
medio de la rutina CENSUS 1 del programa STATISTICA Se identificó que los 
datos se ajustaban a un modelo multiplicativo, por medio de los coeficientes de 
variación Tal corno se muestra (Cuadro XIV), el menor coeficiente de vanación 
se obtuvo en el modelo multiplicativo Esto quiere decir que el Modelo de 
descomposición que mejor se ajusta a la serie de Indice de lluvia, es el Modelo 
Multiplicativo. 
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Cuadro XV. Coeficiento d9 Variación 
Coeficiente de Variación 
6(1) CV Ñ 6() CV 
Modelo 
MultIplicativo 
- Modelo Aditivo 
20.86 12.88 062 -1.11 0.21 -0.19 
14.99 10.59 071 -1.2 0.19 -0.16 
24.35 12.96 053 -107 0.21 -0.2 
51152 26.58 0.53 -0.69 0.37 -0.55 
142.4 29.19 0.20 0.59 0.41 0.69 
141 29.49 0.21 0.56 0.42 0.75 
110.1 30.61 0.28 0.16 0.44 2.85 
143.3 32.11 022 064 0.51 0.8 
1916 35.35 19 1.17 0.51 0.43 
202 36.33 0.18 1.43 0.49 0.34 
121.7 40.72 0.33 0.31 0.55 1.78 
43.98 1830 0.43 -038 0.27 -0.34 
0.37 0.52 
Una vez obtenido el Modelo de descomposición a seguir se procede a analizar 
el cálculo de los factores cíclicos para ver si la serie presenta o no ciclicidad 
El 19% de un total de 516 observaciones se encuentran dentro del rango de 
±3% Como la mayoría se encuentra fuera del rango, se puede decir que en el 
análisis de la sene de Indice de Lluvia se debe induir la componente ciclicidad. 
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4 1 2 3 Resumen del análisis descriptivo de la sene Indice de lluvia 
Cuadro XVI. Componentes de la Variable 'indice de Lluvia" 
Componentes de lo serle índice de Lluvia 
Tendend2 
Aleaterledad 
tstaclon2Tledad 
Estadonalidad 
Cidicidad 
Si 
No 
No 
5' 
SI 
Una vez identificadas las componentes de la serie, procederemos a hacer las 
transformaciones necesarias para hacer la sene constante en vananza y media 
4 1 2 4 Transformación de la sene Transformaciones Box Cox 
Estacrnnariedad en Varianza 
Como hemos observados en los gráficos de Scatter PIot y Box PIot (F,g 27 y 
Hg 28). la sene no es constante en varianza lo que nos indica que necesitamos 
transformar la serie para hacerla estacionaria en vananza Para ello utilizaremos 
las transformaciones Box-Cox. Las transformaciones de Box-Cox son una 
familia de transformaciones potenciales usadas en estadística para corregir 
sesgos en la distribución de errores, para corregir varíanzas desiguales (para 
diferentes valores de la variable predictora) y principalmente para corregir la no 
linealidad en la relación (mejorar correlación entre las variables). Esta 
transformación recibe el nombre de los estadísticos George P O. Box y David 
Cox 
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Para realizar una transformación de Box Cox (20), la serie debe ser no 
estacionana en varianza, proceder con el cálculo del coeficiente A (lambda) y se 
toma el coeficiente de vanabiltdad menor correspondiente a dictio lambda 
La transformación consiste en calcular la variable W, por medio de la siguiente 
ecuación 
Y 2-' 
(2()) xw 
= { 
Á  
¡ny. 
st 1 * o 
sil O 
Esta transformación es llamada transformación Box Cox El criterio para 
determinar cuál es La mejor potencia lambda (A) se basa en el método de Guerrero, 
el cual divide la data en grupos completos y calcula el valor, 
SI 
Éste valor se obtiene calculando la desviación estándar por grupo S y 
dividiendo por la potencia 1 -A de las medias de cada grupo Los valores de lambda 
se escogen en un grupo espaciado de rangos simétricos 
La mejor potencia lambda la determina aquella que tiene el menor coeficiente 
de variación correspondiente a dicho lambda, (Cuadro) en el Anexo 
Cuadro XIlIl. Estadístico de Lambda 
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En base a los resultados mostrados (Cuadro XIII), el menor coeficiente de 
variación se obtuvo con Lambda A =0 y  =1f2; cn un valor de CV = 0.12 en 
ambos casos 
4 1 2 4.1 Transformación Logarrimo natural, (A = O) 
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Se observa 
Fig. 30), que la variabilidad de la serie es un poco más estable 
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Tal como se observa en la (Fig 31), correspondiente a la transformación 
potencia de A= 112, la sene mantiene una vanabilidad más uniforme en torno a su 
media a lo largo del tiempo, suginendo que la sene es constante en vananza, 
logrando estabilizarla mucho mejor que con la transformación Ln 
4.12 5 Eliminación de la Tendencia. Estacionariedad en media 
Una vez estabilizada la vananza, se procede a estabilizar la media. Sabemos 
que una serie de tiempo no es estacionada en media cuando su función de 
autocorrelacíón simple y parcial decae lentamente hacia cero y la sene no fluctúa 
alrededor de una media constante, Para ello se muestran los Gráficos de ACF y 
PACF, además de las gráficas de la serie estacionana en vananza para observar 
si posee tendencia en la serie, y de ser así drferenciarta en la parte estacional y! 
o regular las veces que sea necesario 
4 1 2 5 1 	 Parte Estacional 
Función autocorrelaaón simple y parcial de la sene transformada 
Fig. 32a, b Función autoccrrelaclón Simple (ACP) y Parcial (PACF) do la transformación Ln 
Prid k~. h 
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Fig. 33 a, b Función autocorrelaclón Simple (ACF) y Parcial (PACF) 
de la banalormaclón A= V7 
Se observa en las (Fig. 32 a y Fig 33 a), que hay estacionalidad, ya que 
vemos ese comportamiento mensual en los retardos 12, 24 y  36 con estructura 
positiva con decrecimiento lo que marca las temporadas secas y lluviosas del arlo 
En la (Fig 33 b y Fig 33 b), se corrobora la estactonalidad en los períodos 12, 24 
y 36 que se observa, (Fig 25), en la serie original. 
Esto es indicativo de que la serie en estudio son integradas en la parte 
estacional Pare le estaclorlariedad en media se hace el D =1 con un retardo 
estacional de s=12 y se procede a graficar la serie diferenciada en la parte 
estacional 
RS 
Fig.. 34 Diioruzib estacional de la serie transformada A =0 y A =112 
Se observa en la (Fig 34), que se estabilizan los picos que representan la 
parte estacional sin embargo se evidencia una posible tendencia en la parte 
regular ya que no se evidencia que la serie fluctúe a través de un nivel constante 
Se rectifica la tendencia en la parte regular con la función de autocorrelación 
simple y parcial, de la serie transformada y diferenciada en la parte estacional. 
F1g 35a y b Gráfico AFC y PACF do la serio trarigformada y diferenciada 
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Según la (Fig, 35), se comprueba que la serie tiene tendencia en su parte 
regular, ya que decae lentamente hasta aproxirnarse a cero en los once pnmeros 
retardos dando a entender que es una seno integrada en la parte regular y se 
debe diferenciar con d=1 
Ahora se procede a graticar la serie transformada y diferenciada en la parte 
regular y estacional para corroborar la estacionariedad en medra 
4 1 2.6. Identificación del Modelo 
Una vez que se obtiene la serie estabilizada en media yen varianza se procede 
a tratar de interpretar la estructura de sus correlograrmas Por medio de los 
gráficos ACF y PACF de la sene eslacionana en media y vananza se identificarán 
tos órdenes de p y q (Fig 36) 
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Fig. 37a, 1, ACF y PACF do la Befe estacionaria en media y vartanza 
Se observa en los gráficos ( 
Flg. 36a y Fig. 37a), de las ACF no evidencia ningún corte abrupto que indique 
claramente un orden de retardo media móvil o autarregresivo y que el pnmer 
retardo srgnrficativo se da en K=12 el cual en éste caso es negativo notándose 
también signjficancia en los retardos vecinas, lo que se denomina correlaciones 
espunas o satélites 
Los gráficos de la PACF 
Fig 38b y Fig 37b), indican que hay un decrecimiento gradual de tipo lineal. 
Basados en lo que se observa en las funciones de autoconelación se sugiere 
aplicar un Modelo de Descomposición Muitiplicativo ARIMA (p, d, q) (P, D, Q)s 
i 
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4 1 2.7. Estimación de ¡os coeficientes del Modelo 
Una vez que se tiene una percepción de la estructura del modelo se estiman 
tos parámetros "q" y pfl en base a los gráficos de ACF y PACF (Fig. 38y Fig 37) 
comparándolos con los a utocorre log ramas teóncos (Box, Jenkins, & Reinsel, 
1994), para los modelos AR y MA teniendo en cuenta que 
• "d" son las diferencias regulares 
• "D" diferencias estacionales 
• "p" orden de la parte AR, autorregresrvo de la parte regular 
• "q" orden de la parte MA, media móvil de la parte regular 
• "P" orden de la parte AR, autorregreswo de la parte estacional y 
• "Q" orden de la parte MA, media móvil de la parte estacional 
4 1 2 8. Interpretación de los Correlogramas de las Funciones Simple y 
Parcial 
4.1.2 8 1 La función de autocorrelacián Simple. ACE 
Indica una posible estructura regular con retardo p1 y q=1,2 
4 1 2 8.2 La función de a utocorrelog rama Parcial, PACF 
Sugiere una posible estructura estacional de tipo reproductiva que pudiera 
extenderse hasta 3 periodos estacionales de 12 meses, 24 meses o 36 meses 
inclusive 
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4 1 2.9 Modelos Propuestos 
Las consideraciones en 4 1.2.&1. y 41.2.8 2 permiten proponerla siguiente 
Cuadro Xlvi. Modelos optativos 
Estructura del Modelo 
N 
Regular Estacional 
p d q P 3 Q 
1 1 1 1 1 1 0 
Z 1 1 0 1 1 
3 
4 2 1 2 1 1. 2 
5 2 1 1 1 0 1 
4 1.2 10 Validación del Modelo 
Mediante la valtdación de cada uno de los modelos anteriores, cuyo resumen 
aparece en el Anexo, se sugiere como modelo opbmo el modelo ARIMA (2. 1,1) 
4 1 211. Modelo óptimo 
ARIMA (2, 1, 1)(1, 0,1) 
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Se observó en el histograma (Fig 39a), que la mayorla de las barras se 
encuentran dentro de la linea de ajuste además el gráfico de probabilidad normal 
(Fig 39b), muestra que los valores de ras residuales siguen muy cerca de la línea 
de ajuste 
B. Prueba de Hipótesis Prueba de Ljung - Box 
El estadístico de L— Jung1 Box, permite probar en forma conjunta (le que todas 
los coeficientes de autocorrelacióti residual son simultáneamente iguales a cero, 
esto es que los residuales del modelo correspondiente son incorrelacronadas o 
que el modelo es aceptable desde la estructura de ruido blanco 
(21) LB = n(n + 2)(k) X) 
Donde: n tamaño de la muestra, rn longitud del rezago 
Si q calculada excede el q crítico, de la tabla Chi cuadrado al nivel de 
signíficancia seleccionado, no se acepta la hipótesis nula de que todos los 
coeficientes de autocorr&ación residuales son iguales a cero: por lo menos 
algunos de ellos debe ser diferentes de cero 
La hipótesis cíe la prueba se plantea de la siguiente manera 
Ho: p=O; los residuos se distribuyen corno estructura de ruido blanco Las 
autocorretaciones son nulas 
lii: p*O; los residuos no se distribuyen como estructura de mido blanco Las 
autocorrelaciones no son nulas 
Regla de Decisión; si p <0.05, su rechaza 1-fo. 
Cuadro XIX. Estadísticos de fox & Ljung Q 
Ln 
Puto- 
Cern 
Md. 
EIT. 
Bo& 
ljugQ 
1 -0.0D3 0.0444 0.0351 0.8513 
2 -00273 00444 0.4111 08132 
3 aoist 00443 05792 an 
4 0.73 00443 1.:•: 	 7 05778 
5 0.07 00442 41918 asrn 
6 -0.31 00442 47503 05761 
7 •0,0E39 00441 63429 04454 
8 -00443 00441 7.85 0A482 
9 ornie 0.0441 79317 0.541 
10 0.05 ff0440 8.41 03888 
11 00847 (ICMO 12Jfl7 03553 
12 -0.0238 ffG39 115695 04011 
13 11158 0039 195243 0.1077 
14 -00394 00438 203322 011 
15 0.)45 00438 203426 0.1592 
Al observar todos los valores (Cuadro XVIII), de probabilidad asociados al 
estadístico Box & Ljung Q, se tiene que todos son mayores que el nivel de 
significancia propuesta de u = 0.05, según la regla de decisión se acepta Ho, por 
lo tanto se puede inferir que los residuos de la vanable "índice de Lluvia" se 
distribuyen como estructura de ruido blanco en el modelo propuesto 
41 2 12. Predicción 
Luego de haber efectuado todas las pruebas según la metodologla (Box, 
Jenkins, & Reinsel, 1994) de, finalizamos proponiendo la predicción del mejor 
modelo ARIMA (2, 1,1) (1. 0,1), mostrado a continuación 
96 
Feflç 	 oCel a 1 1XI 0 1) 	 ''1 LSQ 	 12 
lrlc.,t ,noLJ.jvl. 
- 	 1 	 Cfld 01 cectn 0,0 
1 	 1 	 1 
00 	 O 	 nO 	 inc 	 'SO 	 .D 	 2a0 	 ail 	 3O 	 aCO 	 ao 	 V 	 000 
Fig. 40 Pnnó5tIGo del mejor Modelo 
41213.  Comparación de datos reales versus pronóstico 
En el (Cuadro XIX), se presentan ¡os valores mensuales reales de la variable 
índice de lluvia y los valores mensuales pronosticados según el mejor modelo 
Con la finalidad de venficarta validez de los datos pronosticados del año 2012 a 
través de la metodología de Box- .Jenkins. 
Cuadro XX. Comparación dalos valores registrados y pronosticados 
ZIM 
Mes Registrado Pronoflcado 
Ene -1.102 -0976 
Feb -UDS -1129 
Mar -0862 -01 
Abr 0016 -0429 
May 1.G)7 0880 
Jun -0008 0320 
Jul -0.293 0674 
Ago 0972 1057 
Sep -0.C&* 1.251 
Oct 1408 1580 
Nov -0465 0633 
btc 0839 -0.535 
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1.50 
LOO 
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-1.50 
Comparación de los datos registrados y pronosticados 
—e-Registrado —e-pronosticado 
Fig. 41 Datos Registrados y Pronosticados de Ene-Mar de 2012 
Se observa la (ny. 41) comparación de resultados que los valores 
pronosticados no están muy tejanos a los valores registrados en los tres primeros 
meses del alio 2012. por lo que se considera que el modelo obtenido es 
satisfactoro. 
4.1.3. 	 Análisis de Series Temporales Rivariadas 
Una vez encontrado el modelo óptimo de pronóstico de lluvia procederemos a 
ejecutar el análisis de series temporales multivariadas teniendo como variable 
independiente e Indice de lluvia (1(t)) y  ¿os caudales de Fortuna la cual llamarnos 
OFortuna IQF (t)) corno variable dependiente. 
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La base de datos de las series a trabajar en ésta tercera fase {[l (t), aF (t)fl t, 
se muestra en el Anexo,(Cuadro XLV) 
Se cumplieron las etapas de la metodologia predictiva de Box-Jenkins igual 
que en la segunda etapa (análisis de los residuos, validación de los modelos y 
predicciones) tal como se detalla a continuación 
Fig. 42 Serlo QFortuna 
4.1 3 1 Diferenciado Regular y Estacional de la sene Transformada 
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4 1 3 2 Función autocorrelación simple y parcial de la serie 
transformada y diferenciada 
Flg. 44a, b ACF y PACF do ia sorio tranBfonnada 
4 1 3 3 Justificación del modelo en la tercera etapa 
Basándonos en que el caudal medido en una cuenca, es el resultado directo 
de la precipitación registrada en dicha cuenca es que consideramos en ésta última 
etapa el Análisis de series de Tiempo bivanada para desarrollar este estudio en 
su tercera fase 
4 1 34 Modelos propuestas 
Considerando los correlo9ramas Simple y Parcial (Fig 44), podemos proponer 
los siguientes modelos 
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Cuadro XXI. Modelos propuestos para el pronóstico de caudales 
Modelos ARIMA Propuestos 
Estructura 
1 (2,1,1j(1,1,1) 
2 (2,1,Q) (0,1,1) 
3 (1,i,1,)(1,1,1) 
4 
Una vez encontrados los modelos posibles descritos (Cuadro XXI), 
se efectuaron a cada uno de ellos todas las pruebas consideradas dentro de la 
metodología de Box y Jenkins teniendo como resultado dos modelos viables, el 
modelo ARIMA (1,11) (0,1,1) y  el modelo ARIMA (1,1,1) (1,0,1), y se muestra a 
continuación un resumen de La fase de validación. 
4.1.3.41 Modelo Óptimos ARIMA (1, 1,1) (0, 1,1) 
A. Análisis de los residuos 
Fig. 45 Autocon'elacian Simple y Parcial de los residuales 
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Fig. 46 Histograma y Normalidad del modelo ARIMA (1, 1,1) (0, 1,1) 
B. 	 Prueba de Hipótesis a los residuales 
Ho: r0;  los residuos se distribuyen con estructura de ruido blanco 
Ho: ØO; los residuos no se distribuyen con estructura de ruido blanco 
Regla de Decisión: sí p < 0.059 se rechaza Ho. 
Cuadro XXII. Estadísticos de Box & Ljung -Modelo ARIMA (1, 1,1) (0.1.1) 
erodfstkz dcl,no*fuAft'*U (4Z lijo, L 
mcdpk &rSisUwsde4ises  dSmock4u tJun0&KQl8) 
AIGUA RAI MAfl MA MaxAPE *loxME rstad.'sÑoz '7' sig. 
QFo.lvno- 
13.60 3336 Bis 49225 177.16 1808 15.00 0.26 RJM (azii 
El valor de probabilidad asociado al estadístico Box & Ljung, de la salida del 
programa SPSS (Cuadro XXI), para el modelo ARIMA (1. 1,1) (0, 1,1) indica que 
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el valor de la prueba es mayor que el nivel de significancia propuesto de o = 0.05, 
por lo que se acepta la hipótesis nula, l-JD, lo que demuestra que los residuos se 
distribuyen con estructura de ruido blanco. 
Fig. 4 Histograina y Normalidad del Modelo ARIMA (1, 1,1,) (1, 0,1) 
B. Prueba de Hipótesis a los residuales 
Ho: pO; los residuos se distribuyen con estructura de ruido blanco 
lii: $0; los residuos no se distribuyen con estructura de ruido blanco 
Regla de Decisión: sí p < 0.05, se rechaza Ho. 
Cuadro XXIII. Estadísticos de Box & Ljung- Modelo ARIMA (1, 1,1) (1, 0,1) 
Estadísticos difrnode!oAk'MA !i,ZiJ(L41) 
Mod&o 
APJMA 
(sdits dt*$tesddmeddo 
RMSF MME hw MoxAPE 	 Malí Estad(çt!s GL 
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Qfoituno- 
(J,Z 	 ('AU 'Oil 3L64 tI 1 224.43 	 MC? ¡5.74 
4.1.3.5. Validación del modelo 
Con los modelos óptimos presentados en el capitulo 4, se analizan los 
estadísticos de error para cada modelo y as¡ determinar si ci modelo producirá 
errores de predicción que sean lo suficientemente pequeños o aceptables. 
"En igualdad de condiciones, la explicación más sencilla suele ser la más 
probable" (criterio de parsimonia o Navaja de Ockhnm) 1 o que quiere decir que 
la elección del modelo final debe ser un balance entre la simplicidad y eficacia sin 
descartar la opinión de los expertos del área de la Hidrorneteorología 
En nuestro caso, dos modelos han dado resultados aceptables de acuerdo a 
los estadísticos de error, sin embargo se puede notar (Fig. 49), en el gráfico de 
comparación, que un modelo da valores de pronóstico por arriba de los valores 
registrados (sobrestimados) y el otro modelo da valores por debajo de los datos 
registrados (subestimados). 
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Una alternativa para lograr mejorar dichos pronósticos es hacer regresión 
lineal sobre los pares promJios correspondientes (YÇi1'1  (t), Ç19e (t 
.fl 
Es decir 	 (21)  
O bien el equivalente a tomar el promedio, como se muestra en la (Fig 49) 
4.11 5 1 Estadisticos de error 
Como hemos mencionado con anteriondad los modelos con estadísticos de 
error más bajos lo obtuvimos en los modelos: ARIMA 1(1. 1,1) (1. 0,1), y ARIMA 
2(1, 1,1) (0, 1,1), (Cuadro XXI, Cuadro XXII), con Pa ayuda del programa SPSS 
4 1 3 6 Predicciones 
Para finalizar (Cuadro XXIV) se muestran los valores pronosticados obtenidos 
con los modelos propuestos ARIMA (1, 1,1,) (1. 1,1)y ARIMA (1, 1,1,)(0, 1,1)para 
el año 2012 comparados con los valores registrados de Q Fortuna para el mismo 
período Además del gráfico de pronóstico de ambos modelos promediados, que 
llamaremos Modelo Mejorado 
Cuadro XXIV. Pronóflco con los Modelos ARIMA (1, 1,1) (1, 0,11 y ARIMA 
(1, 1,) (0, 1,1v 
M~ — 
od lIS- Praxntkoda Mei RegMnz.t P,wn tdlo Mcd-Nti 
E,'e 3a.27 343L 4102 R7 695 
Feb 26.58 2522 3076 2799 
IAr da?1 3837 5167 4492 
Abt 2D4 IKSt 31) 78 24645 
NUY 2&32 23 fia 3.37 
Jun 2-15.1 L? fl 
Jul 26.56 2029 45 27 32.13 
Axi 232 3932 36.135 
5.111 1911 IRI 344 26.62 
Oci 29 Ü6 3302 .371? 
NOV 1731 2703 
Oc 398S 48.21. 46.55 4.13 
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4.1.3.7. Comparación de datos reales versus pronóstico 
En el (Cuadro), se presentan los valores mensuales reales de la variable 
O Fortuna y iosvalores mensuales pronosticados según el modelo. Con la finalidad 
de verifcar la validez de los datos pronosticados del año 2012 a través øe la 
metodologla de Box- Jenkins. 
Se observa (Fig. 49), que el modelo tiende a mantenerse por arriba de los 
vaiores registrados aunque mantiene la misma tenderica. 
Comparación de los modelos Registrados y Pronosticado 
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Fig. 49 Datos Registrados y Pronoslicados para el año 2012 
Se observa (Fig. 49), que al tomar el promedio de los modelos propuestos se 
mejora nolaolemente el pronóstico del primer trimestre, por lo que optaremos por 
quedarnos con esta solución Sin embargo es necesario mencionar que a lo 
largo del desarrollo de este estudio surgieron ideas de diferentes enfoques para 
mejorar el modelo, ver 
 recomendaciones. 
CONCLUSIONES 
En la aplicación de la metodología de Box- Jenkins en el análisis univanado de 
series de tiempo, se identificaron cinco modelos altamente signrficativos. Sin 
embargo comparándolos con los datos registrados pudimos observar que el 
modelo ARIMA (2, 1, 1) (1, 0, 1) era el más adecuado, al comparar sus pronósticos 
con los datos registrados para el mismo periodo 
En la aplicación de la metodología de Box- .Jenkis en el análisis bivanado de series 
de tiempo, se identificaron también en éste proceso cinco modelos, de los cuales 
dos de ellos dieron altamente signrficativos, escogiendo como Modelo 
Autorregresivo Integrado de Media Móvil óptimo al modelo ARIMA (1, 1, 1) (0, 1 
1) comparando sus pronósticos con los datos registrados para el mismo periodo 
Con Fa ayuda de las metodologlas explicadas en éste estudio se amplifican las 
posibilidades de análisis e interpretaciones de los datos hidrometeorológicos de 
una manera más crentlfica, técnica y acertada bnndando la posibilidad de 
entender e 	 interpretar diferentes interrogantes en os análisis de datos 
hidrológicos 
El modelo ajustado nos servirá corno una herramienta más en la torna de 
decisiones para el pronóstico de caudales mensuales 
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RECOMENDACIONES 
Continuar éste análisis con la metodología aftemativa a los modelos Box - 
Jenkins, estos son. ros modelos ARCH, GARCH que trabajan con varianzas no 
constantes 
Se pueden separar los análisis dividiendo la cuenca en base a sus elevaciones, 
así analizarlamos comportamiento de la cuenca alta, cuenca media y cuenca baja 
Es recomendable para efectos de mejorar y complementar nuestros resultados el 
uso de software más robustos y especializados tales como EVIEWS o 6 - Plus en 
vez de los utilizados en éste análisis (software gratuitos para estudiantes) 
Se puede agregar a este estudio el Análisis Espacial, para crear estaciones 
ficticias en aqueilas aéreas de la cuenca que no cuentan con registros de 
precipitación con la finalidad de modelar el régimen de lluvia de la cuenca en su 
totalidad; ya que se ha demostrado que éstas estaciones ficticias por medio del 
análisis espacial dan resultados muy favorables, cercanos a la realidad 
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Cuadro L Transforrtiacián estabilizadora de la vananza 
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Anexo 27 
Modelos Propuestos 
1. ModIo ARIMA (111) (1,1,0) 
Fig 50 Función autcrre1aaÓn Simple y Parcial del modelo (1. 1,1)(1. 1») 
Cuadro LI Esladisticos de Ljung - Box del Modelo (1, 1,1) (1, 1,0) 
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15 -O]3? 00U -13 79R 00 
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 Normal Probablllty Piel: Ind 1 lugia 
ARIMA lí..1)(1,1.Ó)rnfldiffilç 
'a 
4.1 
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-2.0 	 -1.5 -1.0 	 -as 0.0 	 0.5 1.0 	 1.5 2.0 	 25 
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Anexo 28 
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Upprfl3undaries (xc=bnundauy) 
Fig. 51 Histograrra del modelo (1. 1.1) (1. 1.0) 
Fig. 52 Normal ProbaDily PlotOel modelo (1, 1,1) (1. 1,0) 
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Anexo 29 
2. 	 Modelo ARIMA 41. 1,1) (0. 1,1) 
Fig 53 Función autorrelogmma simple y parcial del modelo (1, 1.1) (0. 1,1) 
Cuadro l-11 Esladíslicos de Ljung - Box del Modelo (1, 1, 1)(O. 1,1) 
Ue 
Auto- 
Corr StdFrr L,jungQ 
1 0020 0044 (U0 0655 
2 0063 0044 2.20 0333 
3 0034 0034 581 0122 
4 0095 0044 1041 0034 
5 0064 0044 1252 0028 
6 0096 0044 1254 0051 
7 -0050 0044 3383 0055 
8 4044 0044 147* 0064 
9 0027 0044 1526 0037 
10 -0050 0034 1543 0033 
21 -0054 0034 1791 0034 
22 -0056 0014 2952 0077 
13 -0027 0044 19.83 0098 
14 -0112 0044 2712 0019 
is orn oou 2718 0027 
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Upper Ecundenes (xcboundery) 
Anexo 33 
  
    
F-II*ogmm; ¶.arlabIe: bid_Lluvia 
ARIMA (1 11)(D,1 .1) rosduals. 
Expocted Nornal 
Fig. 54 Histograma de¡ modelo (1, 1.l.) (0. 1,1,) 
NOfl7iOI P'uUObiIity PIvL: Jnd_Lluvis 
ANIMA (1 I,1)(0,1.1) reidualg 
-4 
-15 	 -1.0 	 -0.5 	 0.0 	 0.5 	 1.0 	 15 	 2.0 	 25 
value 
Fig. 55 Normal Probability Piot del modelo (1, 1.1)(O, 1,1) 
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Anexo 31 
3 	 Modelo ARIMA (2, 1,1,) (1. 1,1) 
Fig 56 Función autocorrelogra simple y parcial del modelo (2, 1,1) (1, 1.1) 
Cuadro LIII. Estadísticos de Ljung- Box del Modelo (2, 1.1) (1 1,1) 
Lag 
Auto- 
Carí 
StdEn 
Bcix& 
1IungQ 
P 
1 -0013 0044 003 0761 
2 -0033 0044 064 0/25 
3 OCEO 0044 306 0382 
4 0094 0044 758 0108 
5 0066 0044 979 0082 
6 0(24 0044 980 0133 
7 -0066 0044 1138 0123 
8 -0036 0044 1203 0150 
9 0042 0044 1292 0166  
10 -0036 0044 135.8 0193 
U -0051 0044 1492 0186 
1.2 -U 008 0044 1465 0244 
1.3 -0016 0044 1508 0302 
14 -0109 0044 21.24 006 
15 0012 0044 2121 0127 
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Hi&o9ram variable: Ind_Lluvue 
ARIMA(2 1)(1,1.1)mdua13; 
- Expected Normal 
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Upper Boundaries (x-boundary) 
Fiq, 57 Histograma del mndeio (2. 1,1) (1, 1. 1) 
1.0 2.5 1.5 2.0 0.0 -1.0 -1.5 -0.5 0.5 
Value 
Normal Probabiuity Piel. ind_Liuvie 
ARIMA £2.1.1)(1 .1,1) reduai 
2 
1- 
'4 
Anexo 32 
Fig. 58 Normal Probability Piot del modelo (2. 1.1) (1. 11) 
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Anexo 33 
Leç 	 Cozr. Si. 
L 	 •.2?1 .0445 
2 	 -.147 .0444 
3 	 •.03.0444 
4 	 +.03 	 .0443 
'.05L0443 
4 	 .DILI4I? 
3 	
-.O5 	 .4442 
9 	 +.031.044J 
DO 	 '.012.44*2 
U 	 1.035 .0440 
22 	 -.111.04(0 
23 	 •.071M39 
14 	 .443.0439 
LS 	 +.01 	 .I4i 
Fjniic. 
IJs 
4. Modelo 
.00 
•:sJ .oeo 
lE-CC .0OG 
0.11 amo 
:.so 	 oteo 
• 0%O 
LIL.00 
.440 
H-12 .t000 
!3.L9 MO0 
!1.e$ .0000 
!3.3* .0003 
IL.11 .0O0 
73.46 .0G 
11 £4 
ARIMAj2, 
119 	 ten. SS 
1 	 -.fl.OW 
2 	 -.237.044 
3 	 -.129 .044* 
4 	 -.03S.I44 
5 	 4.054 .044* 
5 	 •.0) 	 .044 
O 	 -.021.0446 
9 	 -.021446 
lO 	 .dQ1.044 
U 	 •.5I .0446 
12 	 115 3.116 
13 	 I1 .O(4I 
14 	 .013 .0•.4 
?t 	 S$ 
1,2,) {l, 1,2) 
S.t*W.2 
§Íd 
&IOØTntOI 
td.4a:4RIMt4I 
tSbnaJ 
Pmt AC;Sat: Fur 
I.2:.sd* 
¿rea-c Mot€rcíII. 
u 
u 
1 
u 
u 
1 
4 
3-
a 
 05 01 C.é LI 
lig b9 EunnaLtccorrelograma simple y 
Cuadro LIV. Estadísticos de Ljung - 
CD 	 -05 	 CM 	 O 	 10 
pare al del nodelo( 12) (1. 1.7) 
Box del Mece o (2. 1,2) (1, 1.2) 
Lag 
Auto- 
Coit 
std. Err. Bçx & 
LjuigQ 
1 -0.271 0.044 37.064 0000 
2 -0.147 0.044 47.967 O.MO 
 
3 0.009 0.044 48.012 0.0 
4 0.039 0.044 42.787 C.OW  
5 0.058 0.044 50.498 O.am 
 
6 -0.018 0.044 50.655 0.000  
7 
-0.059 0.044 52.413 0.( 
2 -0.020 0.044 51628 aum 
9 0.031 0.044 51120 aooi 
10 0.012 0.044 53,190 0.000 
11 0.036 0.044 53.855 	 axo 
12 -0.167 0.044 6&345 	 0.300 
u aon 0.044 71.137 	 0.303 
14 -0.067 0.044 73457 	 aoo 
13 0.019 0.044 73.E43 
 i 	 O0D0 
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Hiogram: variable lfld_Lluvia 
ARIMA (2,1.2)(1,1,2) roaduals, 
- Expacted NoinisI 
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Anexo 34 
Fg. Efl Histo9rÑrna dAl nioiieto (2, 1,2) (1, 1.2) 
\amiaI Probabllliy PUM: Ifl1 lluvia 
ARIMA (2,1,2X1,1,2) Y0duuhj. 
-4 
-2.0 -1.5 -1.0 -0$ GO 0.5 1.0 1.5 20 
Value 
Ftp. (Y Normal Probbility Piot del modelo (2. 1,2) (, 1,2) 
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Anexo 35 
Estadísticos de Validación 
Cuadro LV. Resumen de Validación de los Modelos propuestos 
MODEIQABIMA CRrrERtODEVAUDACIÓN 
FIJALUACIÓN 
p d q P D Q SS PME ECM 
1 
1 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
2 
1 
1 
0 
1 
1 
1 
1 
1 
1 
i 
0 
0 
1 
1 
a 
1 
14439 
12520 
14177 
12378 
12138 
3741 
3573 
3673 
3532 
3481 
0283 
0,250 
0.278 
0249 
0245 
No adecuado 
Regular 
Regular 
Óptma 
Noadecijado 
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