We present an original multiple views method to perform a robust and detailed 3D reconstruction of a static scene from several images taken by one or more uncalibrated cameras. Making use only of fundamental matrices we are able to combine even heterogeneous video and/or photo sequences. In particular we give a characterization of camera matrices space consistent with a given fundamental matrix and provide a straightforward bottom-up method, linear in most practical uses, to fulfil the 3D reconstruction. We also describe shortly how to integrate this procedure in a standard vision system following an incremental approach.
Introduction
Modelling visual scenes is a research issue in several fields: finding the three-dimensional structure of an object, by analyzing its motion over time, recognizing an object in space, or just rendering a scene for visualization has many interesting applications from industry to security, from TV to media entertainment. In fact, efficiently computing 3D structure and camera parameters from multiple views has attracted the interest of many researchers in the last two decades. Since the early work of Faugeras, Zhang et Al. [DZLF94, ZDFL95] , introducing the fundamental matrix, to deal with the problem of multiple images of a three-dimensional object, taken with an uncalibrated camera, several approaches have been considered. These approaches range from multilinear forms to multiple view tensors to take into account all the constraints induced by multiple views. However none of these approaches can be considered the final answer to the problem of reconstructing a scene from a number of its projective images due to the intrinsic complexity and constraints of the problem. Thus, easy and computational feasible methods are in great demand to obtain a good reconstruction of a scene.
The trifocal tensor was introduced in [Har97] and the quadrifocal tensor by [Har98] , connecting image measurements respectively along 3 and 4 views. A common framework for multiple view tensors has been proposed in Figure 1 . Comparison of the trifocal tensor and our approach: in the first case is necessary the correspondence between every view, in the second case are needed only couple of correspondences. [Hey98] . The trifocal tensor can be estimated by at least 7 corresponding points in three images, while the quadrifocal tensor can be estimated from at least 6 corresponding points in 4 images. Thus to use tensors it is necessary to have a certain number of points visible from each view. This can be achieved with quite good video sequences. For example, with at least 25 frames per second (fps), it is easy to find a set of images with a large percentage of common points. Nevertheless, in the general case only a certain number of views are available and the distance between different vantage points highly varies. It is, thus, difficult in most situations to force so many correct 3-correspondences or 4-correspondences to be able to apply trifocal or quadrifocal tensors.
Our method is less redundant than the tensor one, as it is not required to take unnecessary views of an object to obtain the right 3 and 4-correspondences. Indeed, being based on the fundamental matrix it is surely less constrained than tensors in fact while a fundamental matrix is always constructible when tensors are constructible, the contrary does not hold.
For these reasons our method is closer to the human ability of choosing vantage points to mentally reconstruct a scene for the purpose of recognition. Human visual system, in fact, is able to generalize across viewpoints, and in some situations recognition is even view invariant. This human ability deeply studied in neurophysiology and psychology [BG93, Ede95, FG02] shows that humans need few vantage points to image an object, in other words, in just few views there is already enough information to perform the reconstruction. This means that the mental image of a familiar object, across views, exploits few correspondences Figure 2 . Inferred dense cloud of points obtained, applying the described method to the topology shown in Figure 6 . among them; this suggests that it must be possible, in general, to obtain a reconstruction avoiding further constraints required by the methods used. In this sense our method, being quite flexible, allows to define a topology of views just from the similarities between the available ones, so that two images are connected if there is a good estimation of a fundamental matrix binding them. Using any reasonable topology we can always solve a 3D-reconstruction problem in a non linear way; furthermore, a linear solution for reconstruction is always possible using a compositional topology derived from an incremental approach. The paper is organized as follows. In the next Section 2 we introduce some preliminary camera matrix concept. In Section 3 we essentially explain the projective reconstruction method and show some example from the underlying topology. In Section 4 we describe the implementation of the method and illustrate an example of the complete metric reconstruction of Morpheus from the Matrix series see Figure 2 .
Preliminaries
Here we briefly recall some geometric concepts related to camera matrices, we refer the reader to [HZ00] for an in depth description. A perspective camera is modelled by the projection: x i ∼ P X i , where ∼ is equality modulo a scale factor, X i is a 4-vector denoting a 3D point in homogeneous coordinates, x i is a 3-vector denoting the corresponding 2D point and P is a 3 × 4 projection matrix (from 3D to 2D space). P is factorized, in a metric space as:
Here K is the intrinsic parameters matrix, R is the orientation matrix and t is the camera position 3-vector. The fundamental matrix for two views, capturing the correspondence between point x and x , is a rank 2, 3×3 matrix such that
x F x = 0 and, given P 1 and P 2 , F = [P 1 c] × P 2 P + 1 (2) Here P + 1 is the pseudo-inverse of P 1 , c is the center of the first camera, and [·] × indicates an anti-symmetric matrix of the vector product. The cameras projective matrices
, where e is the epipole and e F = 0, are the canonical cameras. The task of projective reconstruction is to find the camera matrices and the 3D points mapping to the points in each image. The estimation carries an intrinsic ambiguity in representation since any set of camera matrices corresponds to the set obtained by right multiplying both canonical cameras for an arbitrary non singular 4 × 4 matrix.
If we consider three views (say P, P and P ) we can estimate fundamental matrices F 12 , between the first and second view and F 23 , between the second and third view, using the above results. However, a 3D point in a single image has 2 degrees of freedom, but in n images it has 3 degrees of freedom, thus there are 2n − 3 independent constraints between n views of a point and 2n − 4 for a line. Thus bilinear, trilinear and quadrilinear constraints are different. Hence, using multiple views carries in specific constraints also due to the error propagation of a moving camera, and the fact that, inevitably, points become occluded as the camera view changes. Therefore, a certain point is only visible in a certain set of views. Using multiple views allows inference of hidden dimension. For three views and four views, as specified in the introduction, the trifocal and quadrifocal tensor solve the trilinear and quadrlinear constraints. The tensors stop at four views (see [HZ00] ).
Projective Reconstruction
In this section we describe an original approach, as far as we know, to projective reconstruction simpler than trifocal tensor and anyhow quite powerful. This method uses fundamental matrices only.
First of all we need a necessary and sufficient condition for pair of camera matrices P 1 and P 2 to be compatible to a given fundamental matrix F which is almost linear and does not explicitly involve 3D projective transformations. Then we will use this condition to build-up a linear system to solve the projective reconstruction problem.
Two View Equation
Let F be a fundamental matrix, the space of all pairs of camera matrices P 1 , P 2 compatible with F can be expressed as
where e is the left epipole, Z is any full-rank projective transform 4 × 4-matrix, and λ and µ are scale parameters of P 1 and P 2 respectively, both free and not null. Letting
we can restate (3) and (4) as follows:
Now H is a full-rank 6 × 4-matrix as long as the epipole e is not null, which is always true for nondegenerate F , and in terms of its column space it can be represented as:
here h i , 1 ≤ i ≤ 4 are linearly independent vectors. The space of the hs has dimension 6, hence there exist two vectors h 5 , h 6 orthogonal to h 1 , ..., h 4 which belong to null(H ), let
Hence Y can be expressed as a linear combination of h 1 , ..., h 4 :
Now, in order to avoid the explicit use of Z we are going to express Y in terms of the null space of H in fact multiplying both sides of (8) by N we obtain
This equation is equivalent to (6) and, indeed, the solution of (9) is exactly (6). Now we obtain P 1 and P 2 from Y as follows. Let
we can write (9) as
thus we get the following that we shall call the two view equation:
with γ = µλ −1 free. This is the equation we are searching for. The equation (10) has 8 constraint on P 1 , P 2 and one free parameter γ thus it holds the same information of the fundamental matrix F , in fact, it has 7 constraints, as many as F 's d.o.fs.
Projective Reconstruction System
Now we use the two view equation (see (10) above), for any couple of views equipped with a fundamental matrix with the aim to intersect the space of camera matrices in order to select only the satisfactory chain of views. We first analyze a particular, but prominent, case and then we give a general solution, which is nonlinear but can be handled through multiple linear refinements.
Four views reconstruction
Consider the case in which we have four views P 1 , P 2 , P 3 and P 4 , as stated above.
Let F ij , be the fundamental matrix relating views P i and P j , with (i, j) ∈ {(1, 2), (2, 3), (3, 4), (3, 1), (4, 1)}. Let Λ ij = (Λ ij 1 , Λ ij 2 ) denote any of the following pairs
The graph illustrating the above described fundamental matrix connections F ij , is shown below, on the left. Now, chosing the initial view P 1 as constant we obtain the following system:
We can note in (12) above that scale parameters, but two, are abitrary, since each P i is defined modulo the scale parameter. We can, thus, further simplify (12) setting λ to be 1 in the first equation, and similarly we can set µ and ν. We obtain the system
which is a straightforward linear system.
Analysis of the degrees of freedom
In general let n be the number of views and m the number of relations found between views. The system will have
• Constraints: 8m due to the m equations, one for every relation found; 12 due to the fixed P 1 ; overall 8m + 12.
• Unknowns: 12n due to the n P s; m due to the scale factors; −(n−1) due to the scale choice, one for every P except the first; overall 12n + m − n + 1 = 11n + m + 1.
To find a unique solution we should have
This is consistent with the number of dof of the P s and F , in fact, every F contributes with 7 constraints, that is, all information it has, and every P , except possibly the first, with 11 unknowns, that is, all information it needs to be instantiated.
General Case
For the general case views can be seen as the nodes of a graph. The nodes are connected if the F ij , related to the two views, have already been estimated. Broadly speaking, if we do not pay attention to the topology of the graph we can build a system as follows
which in general is a nonlinear system. In the following sections we sketch an incremental approach taking into account the topology of the views graph, in order to find a linear solution of the system. 
Multiple View Equation
Let P 1 ...P n be the solution of the Projective Reconstruction System S with P 1 fixed, as seen in the previous sections. We can generalize the two view equation in the following way. We know that the space of the P chain which solve S with P 1 free is:
Here the λ i are the scale factors and Z is the free 3D projective transformation. As in the two view equation let
Now we can restate equations (15) as
from which we can obtain, as in the two view equation, the following result. Let N = null H , with
with γ i free scale parameters, this is the Multiple Views Equation.
Considering that H has dimension 3n × 4 then N has dimension 3n × (3n − 4) and so N i , which are the n slices of N , have dimension 3 × (3n − 4). Thus equation on the right of (17) has (3n − 4) × 4 constraints and n − 1 free parameters.
We show, now, how to use this equation to develop an incremental bottom-up linear approach. In fact, starting from the graph, we first solve the system for all 4-elements subgraphs, which form the base case discussed above and then, using the following two methods, we add new nodes and glue subgraphs.
Adding a new double-connected view to an already solved graph. Let S = P 1 ...P n be the solution of a projective reconstruction system with n views. Let P new be a new view to be added to S and let:
be the two view equation of the F between P 1 and P new and the two view equation of the F between P new and P 2 . We can built the system
where λ has been set to 1 to fix the P new scale. The topology of this system, linear and simply solvable, is illustrated in Figure 4 .
Connecting two graph already solved. Let P 1 ...P n be the solution of the first system and
the multiple view equation related to the second system, then the two graphs can be connected in a linear way trough 3 links as follows
we set all γs to 1 in order to set the scale of every Qs except the first, and λ to 1 to set the scale of Q 1 . Then the system is linear. Connecting three graphs already solved with few links In this case, the topology is developed as follow: the first graph has two links to the second and two to the third, then there is a link between the second and the third. Let P 1 ...P n be the solution of the first system and let
be the multiple view equation related to the second and the third graphs. Considering the system with the five links, arranged as shown on the right of Figure 5 , we have
in which we set all γs and ηs to 1 in order to set the scale of every Qs except the first, and every Rs except the first. Further we set ρ to 1 for the scale of Q 1 , with respect to R 3 , and α to 1 to set the scale of R 1 with respect to P 3 . Then the system is linear.
Implementation
In this section we show via an example how with just few views, considered salient for a good reconstruction, our method proves its strength. The example we use here is obtained from a number of images of Morpheus from the Matrix series, illustrated in Figure 6 , showing also the chosen topology for the path connecting four views. The complete metric reconstruction follows the steps listed below.
1. For features extraction we use the scale invariant feature transform [Low04] . 2. For feature matching we base correspondence between pairs of features in two adjacent view (according to the topology illustrated in Figure 6 ) on shortest Euclidean distance, in the invariant feature space.
3. The fundamental matrices are estimated iteratively with Random Sample Consensus (RANSAC) [FB81, RFP08] and a simple optimization, as follows:
• The F ij , for the five pairs indicated in Figure 6 , are estimated with the 8-points algorithm.
• Inliers are computed, using the estimated F ij , iteratively up to convergence.
• The F ij are re-estimated using inliers, minimizing a cost function based on Sampson error.
• New correspondences are identified using the F ij found at the previous step.
4. Given the F ij , the camera matrices P 1 , . . . , P 4 are obtained according to the method described in Section 3 following the specified topology. Moreover P 1 , . . . , P 4 undergo a repolishment step via nonlinear least squares in order to minimize the reprojection error 5. Given the camera matrices (the views) P 1 , . . . P 4 , errors between the measured point x ij in view P i and the reprojection P i X j (see Section 2) are minimized to produce a jointly optimal 3D structure and calibration estimate, by bundle adjustment [TMHF99] .
6. The metric reconstruction is obtained, thus, with a rectifying homography H from auto-calibration constraints as (P i H, H −1 X j ) as described in [HZ00] .
7. With rectification new camera matrices are determined to obtain coplanar focal planes.
8. Finally, the dense disparity map, illustrated in Figure  7 , is obtained from the correspondences between each pixel of image pairs, see [HZ00] . While the dense 3D reconstruction shown in Figure 2 generates a dense cloud of points using optimal triangulation algorithm.
Repolishment step is needed after camera matrix estimation in order to reduce errors due to fundamental matrix measurements. Nevertheless we observe that this step is generally very fast due to the proximity of linear solution to the best one, as we see in the next section.
Experiments
We tested our reconstruction method on a collection of randomly generated point sets and cameras in order to estimate its reliability under different working conditions. We have analyzed especially the robustness to errors of the four views graph (see Figure 3) which is the base structure of reconstruction graphs.
In fact the goal of a real camera matrix estimator is to compute a set of camera matrices which minimizes the reprojection error of the estimated 3D points.
Accordingly, in each trial we have simulated the real estimation process of camera matrices and have measured the reprojection error via the Sampson error. We recall that Sampson error is the first order approximation of the reprojection error to which is actually very close but absolutely computationally cheaper [HZ00] .
Every trial consists of the following steps:
1. Setting up the environment. This amounts to random generation of four camera matrices and a point cloud (from 50 up to 1000 points). Projection of every point in the cloud on the image plane of each camera. Any point projection is perturbed by a gaussian error with standard deviation 0.2 ≤ σ ≤ 2, fixed by the trial.
2. Estimation of fundamental matrices. These are obtained from projected matching points on every couple of camera's image planes (see point 3, Section 4) 3. Estimation of the four camera matrices. Our method is applied on five of the six fundamental matrices computed in the previous step and arranged following the four views graph topology (see point 4, Section 4).
4. Computation of fundamental matrices, those are obtained from every pair of camera matrices.
5. Measurement of the Sampson error of the projected points on those fundamental matrices.
At the end of every trial we collected the mean and variance of the absolute Sampson error measured in pixels on the fundamental matrices estimated at step 2 and at step 4. Let us denote M SE 1 , V SE 1 , M SE 2 and V SE 2 the means and variances of the two errors. Analyzing those data we can observe a strong linear dependence between M SE 2 and M SE 1 . In fact the model which best fit among polynomials is M SE 2 = 0.35 + 1.53M SE 1
with variance 1.62. Note that in 56.3% of the trial we have M SE2 < 0.35 + 1.53M SE1, and in 88.1% of the trial we have M SE2 < 0.35 + (1.53 + 1.62)M SE1. 
Conclusion
We have described an original method, as far as we know, within the process of 3D reconstruction from a set of views, to obtain the camera matrices from a set of fundamental matrices, that is fast and flexible. A main feature of our method is that it uses just the information given by fundamental matrices, without further assumptions requiring more views. It is clear that our approach can be useful in many practical applications, in fact, relying on a straightforward linear solution, it proves to be more efficent than classical approaches. Furthermore, the technique should be easily integrable into complex vision systems. We exploit, on the other hand, a topology of n-view, recursively based on four views, to build a system which is, in general, non linear but in the specified topological arrangements. Thus, our approach, is close to the human behaviour determining where to look at, to discover the important views (the hidden views) necessary to mentally reconstruct an object. Indeed, it exploits a specific structure of two views simply based on pairs of images correspondences, and thus it uses all the information given by the estimation of the fundamental matrix. The research has been partially supported by the EU project NIFTI, n. 247870.
