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Depuis plusieurs décennies, la récupération de la phase d’un faisceau optique 
diffracté par un objet complexe s’impose comme un sujet important dans diverses 
disciplines scientifiques, comme la microscopie, l’astronomie, l’optique adaptative, la 
cristallographie… En pratique, lorsqu’un faisceau se diffracte à travers un objet, il est 
caractérisé par deux paramètres : une amplitude et une phase. Chacun de ces deux 
paramètres porte une partie de l’information décrivant les propriétés internes de l’objet. La 
valeur de l’amplitude peut être déduite facilement avec un simple détecteur de photons, en 
calculant la racine carrée de l’intensité du champ enregistré. Cependant, et faute d’absence 
de matériels sensibles aux variations de la phase, cette dernière composante, qui comporte 
la majeure partie de l’information concernant l’épaisseur et le changement d’indice de 
réfraction de l’objet, ne peut pas être mesurée directement. 
Généralement, les méthodes qui permettent de remonter à cette information 
capitale se divisent en trois grandes catégories : la première regroupe les senseurs du front 
d’onde comme l’analyseur à pyramide [1], et le détecteur Shack-Hartmann (SHWFS) [2]. La 
deuxième catégorie concerne les méthodes interférométriques [3], qui présentent beaucoup 
d’avantages, mais restent sensibles aux bruits et à  l’instabilité du système. Puis finalement, 
on trouve les méthodes itératives basées sur la propagation du faisceau [4, 5]. L’intérêt de 
ces dernières réside dans le fait qu’elles sont moins sensibles au bruit, et bénéficient d’une 
implémentation expérimentale simple, surtout que le développement des techniques 
informatiques a rendu cette approche plus intéressante. Toutefois, même si l’efficacité de 
ces méthodes a été démontrée dans plusieurs domaines, leur utilisation est restée limitée en 
raison de certaines exigences sur les conditions expérimentales, et à la non-convergence de 
leurs algorithmes vers une solution unique dans un grand nombre de cas. Ceci est encore 
plus vrai pour les objets dits "objet complexes", possédant une amplitude et une phase, ce 




 Afin de surmonter ces problèmes de convergence, diverses stratégies expérimentales ont 
été développées [6]. Elles ont toutes comme principe d’introduire de nouvelles contraintes 
bien connues dans le plan de l’objet. Cela permet d’augmenter le nombre de spectres 
acquis, et donc accroitre et diversifier les sources d’informations sur l’objet de base, ce qui 
va aider l’algorithme itératif à converger plus rapidement vers une solution finale et unique. 
Comme exemple de ces stratégies expérimentales, on peut acquérir plusieurs spectres 
provenant de différentes zones de l’objet, ou moduler la longueur d’onde du faisceau 
incident, ou même enregistrer les spectres dans des plans parallèles, connectés entre eux 
par la transformée de Fresnel.  
Dans ce contexte, une grande partie de cette thèse vise à démontrer 
expérimentalement une technique connue sous SSPR (Spread Spectrum Phase Retrieval), 
proposé en 2007 par Zhang [7], tout en lui introduisant un certain nombre de modifications, 
afin de la rendre plus performante et plus robuste face aux limites expérimentales.  
Cette thèse a été réalisée au laboratoire MIPS de l’Université de Haute Alsace, et le travail se 
situe entre deux compétences du laboratoire : l’équipe FOTI spécialisée dans les éléments 
optiques diffractifs EOD, et l’équipe IMTI, active dans le domaine de la microscopie optique 
3D en fluorescence et en microscopie tomographique diffractive. 
Dans l’univers des éléments optiques diffractifs, les modulateurs spatiaux de lumière (SLM) 
sont toujours omniprésents. Ce sont des composants matriciels optoélectroniques à base de 
cristaux liquides ou de micromiroirs, permettant la modulation d'un front d'onde en 
amplitude et/ou en phase. Si en volume, la majorité des SLM est utilisée dans les 
vidéoprojecteurs, de nombreuses applications scientifiques récentes se sont développées 
autour d’eux, et dans diverses disciplines scientifiques. Par exemple en microscopie optique 
où ce composant est implémenté à la fois dans le trajet d’illumination et le trajet d’imagerie, 
l’optique adaptative où le SLM est utilisé pour corriger les sources des aberrations induites 
dans le chemin optique, les pinces optiques, la métrologie optique, et bien d’autres. La 
technologie des SLM à cristaux liquides sur silicium (LCoS) est maintenant arrivée à maturité, 
et on peut actuellement disposer d'un modulateur performant, effectuant une modulation 





La première partie de cette thèse comporte une étude détaillée sur les différents 
types de modulateurs spatiaux de lumière [8]. Cette étude va permettre de les comparer 
afin de pouvoir choisir le mieux adapté à notre application. Après la sélection du modulateur 
à base de cristaux liquides alignés parallèlement (PAL-LC-SLM), nous présentons ses 
caractéristiques techniques, ainsi que les tests et les étapes de calibrations nécessaires pour 
assurer son fonctionnement linéaire et optimal.  
Dans la deuxième partie, nous allons montrer et réaliser plusieurs types 
d’applications possibles avec ce composant, dans divers domaines scientifiques, comme 
l’holographie, la microscopie, l’optique adaptative ainsi que les méthodes 
interférométriques permettant de reconstruire la phase d’un faisceau lumineux. On 
montrera également comment ce type de modulateur permet de générer des fronts d’onde, 
et des lentilles dynamiques, et de quelle manière il intervient pour compenser les 
aberrations introduites par les composants optiques du système. 
Dans une dernière partie, nous concentrons notre travail autour de la méthode 
itérative SSPR. On montrera comment on peut rendre l’application de cette méthode plus 
simple en utilisant un modulateur spatial de lumière à base de cristaux liquides, et en 
travaillant dans le plan de Fourier à la place du plan de Fresnel. Néanmoins, lors de la mise 
en œuvre expérimentale de cette méthode, nous constatons que les résultats obtenus sont 
de mauvaise qualité par rapport aux résultats des simulations. Nous effectuons donc, une 
étude détaillée concernant les sources de bruits pouvant être responsables de la 
dégradation de la qualité des reconstructions. Chacune de ces sources de bruits ajoute sa 
propre contribution, mais la diaphonie (ou cross-talk) du modulateur reste le facteur qui 
dégrade le plus les reconstructions [9]. En pratique, les modulateurs spatiaux de lumière à 
base de cristaux liquides (LC-SLM) sont connus pour avoir un cross-talk élevé. La tension 
appliquée au niveau d’un pixel affecte ses voisins, ce qui se traduit par une phase affichée 
sur le modulateur très différente de celle qu’on attend. Pour résoudre ce problème, nous 
considérons que le cross-talk peut être modélisé par une fonction de transfert, puis nous 
proposons une procédure permettant de l’estimer afin de compenser son effet. Cette 
approche a finalement été validée expérimentalement par l’obtention de reconstructions de 
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Aujourd’hui,  avec de simples composants optiques, comme les miroirs et les lentilles, 
on peut facilement changer le sens et la direction d’un faisceau lumineux, et moduler l’une 
de ses propriétés internes, telles que l’amplitude, la phase et l’état de polarisation. Or, pour 
certaines applications, l’efficacité et la vitesse de modulation, ainsi que la taille des 
modulateurs doit être optimisée. D’où émerge  l’idée de composants fixes, de petites tailles, 
contrôlés électriquement ou optiquement, et permettant de moduler dynamiquement 
l’amplitude, la phase et/ou la polarisation du faisceau lumineux. Ce type de composant est 
appelé modulateur spatial de lumière (Spatial Light Modulator SLM).  
Pour fabriquer un modulateur spatial de lumière, plusieurs phénomènes physiques 
ont été utilisés [1]. Les premiers modèles étaient basés sur les effets électro-optiques et les 
effets magnéto-optiques des matériels dits "Bulk", connus pour leur temps de réponse 
rapide. Cependant, les circuits électriques et magnétiques devaient être assez larges pour 
atteindre un déphasage important, ce qui rendait ces composants moins compacts. D’autres 
modulateurs, basés sur des phénomènes acousto-optique ont été développés. Ceux-là 
avaient un temps de réponse acceptable, avec des circuits de taille modérés, mais la nature 
de l’onde acoustique limitait leur utilisation à une seule dimension [2]. À partir des années 
70, les recherches d’un modulateur spatial de lumière moderne ont été orientées vers des 
structures pixélisées, où la taille du pixel est proche de la longueur d’onde, permettant de 
moduler dynamiquement le front d’onde. Cela permet de contrôler spatio-temporellement 
les différentes zones du faisceau lumineux suivant des valeurs complexes quelconques, tout 
en tenant compte des propriétés de diffraction dues à la pixellisation du composant. 
Actuellement, on peut distinguer deux grandes catégories de modulateurs [3]. Ceux 
qui sont adressés électriquement, et ceux qui sont adressés optiquement, et qui nécessitent 
préalablement la modulation d'un faisceau lumineux d'adressage. Les modulateurs adressés 
électriquement sont basés, soit sur la technologie MEMS [4, 5] (Microelectromechanical 
systems), comme les matrices de micro-miroirs (DMD Digital Micromirror Device), ou les 
miroirs déformables (DM Deformable Mirror), soit sur la technologie LCD [6] (Liquid-crystal 
displays). Dans les deux cas, le modulateur prend habituellement la forme d’un réseau 
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microscopique de pixels, adressés indépendamment, comportant des miroirs mobiles pour 
la technique DMD, ou des cellules de cristal liquide pour la technique LCD.  
Le but de ce chapitre est de choisir un modulateur adapté à la suite de l’étude. On 
introduira donc en premier lieu les différents types de modulateurs spatiaux de lumière les 
plus répandus. On présentera leurs avantages et leurs inconvénients, ainsi que leurs 
domaines de codage. Dans un deuxième temps, on se concentrera essentiellement sur les 
modulateurs à base de cristaux liquides LC-SLM. On discutera de leurs caractéristiques, et 
des calibrations nécessaires pour assurer leur fonctionnement linéaire et optimal. 
Finalement, on établira un tableau comparatif, qui permettra de justifier notre choix de 
modulateur pour le reste du travail. 
1.2. DIFFERENTS TYPES DE MODULATEURS ET DOMAINES DE CODAGES 
1.2.1. MODULATEURS BASES SUR LA TECHNOLOGIE MEMS 
 
La technologie MEMS (de Microelectromechanical systems en anglais ou 
microsystème électromécanique en Français), est apparue au début des années 1970 en tant 
que dérivée de la micro-électronique. Les premières versions des modulateurs spatiaux de 
lumière basés sur cette technologie ont été destinées pour des applications d’affichage et de 
projection [2]. Même s’ils effectuent une modulation rapide (kHz) avec des pertes 
négligeables, ces modulateurs restaient à l’époque peu adaptés pour des applications de 
contrôle précis de phase. Actuellement, les modulateurs MEMS sont utilisés dans plusieurs 
domaines, allant de l’électronique, et de l’optique adaptative jusqu’à la technologie de 
numérisation et d’impression [7], et surtout dans l’industrie militaire de la défense, ce qui a 
contribué à leurs développements rapides. 
Les modulateurs appartenant à cette catégorie sont appréciés pour avoir une cadence très 
élevée. Ils sont fonctionnels sur une large bande spectrale, et sont insensibles à l’état de 
polarisation du faisceau incident. Cependant, leur résolution spatiale reste faible avec des 
pixels de grande taille (par rapport à la technologie LCD [8, 9]), ce qui limite leurs utilisations 
dans certaines applications. Aussi, ils ne sont pas capables d’effectuer des modulations avec 
des sauts de phase brusque.     
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1.2.1.1. LES SLM A MEMBRANES DEFORMABLES 
  
Les modulateurs à miroirs déformables DM (Deformable Mirror), sont des dispositifs 
adressables électriquement, permettant d’effectuer une modulation de phase continue, 
quantifiée ou binaire [3]. L’idée remonte à 1953 [10], lorsque Babcock a proposé l’optique 
adaptative comme solution pour corriger les aberrations atmosphériques. Ces composants 
sont placés dans une boucle fermée avec des détecteurs de front d’onde, afin de corriger les 
distorsions induites par les turbulences atmosphériques.  
En 1977 Grosso a réussi à mettre en place un miroir déformable formé d’une membrane 
métallique de grande taille [11]. Le but était d’ajuster dynamiquement la surface de la DM, 
afin qu’elle corresponde à l’inverse du déphasage induit au front d’onde par les turbulences 
atmosphériques [12]. 
D’autres personnes ont travaillé parallèlement sur le sujet, et ont proposé plusieurs 
types de DM [13-15]. Pape et Hornbeck [16] chez Texas Instruments ont conçu un dispositif 
pixélisé formé de plusieurs membranes déformées de manière électrostatique, et Vdovin 
[17], qui a proposé un modulateur formé d’une seule membrane. Texas Instrument a ensuite 
présenté un nouveau type de DM qui permet juste une modulation d’amplitude binaire.  
Ces composants sont actuellement très utilisés en microscopie optique. Pour plus de détails 















Membrane de formable 
Fig. 1.1 Schéma représentatif d’une membrane déformable 
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1.2.1.2. MATRICE DE MICRO-MIROIRS 
 
Les matrices de micro-miroirs ou DMD (de Digital Micromirror Device), sont des 
composants micromécaniques matriciels, ayant une entrée électronique et une sortie 
optique, permettant une modulation spatiale rapide, efficace et fiable d’un front d’onde. 
Leur développement a commencé en 1977 avec Larry Hornbeck chez Texas Instruments (TI) 
[16, 20-22], suite à une demande du département de défense américaine. Le premier 
composant a été créé en 1987, chez TI, dans le but de l’intégrer dans les projecteurs DLP 
(Digital Light Processing), où chaque micro-miroir du DMD formait un pixel de l’image 
projetée. 
Un miroir de la DMD peut avoir deux positions. Lorsqu’une tension est appliquée sur les 
électrodes, le miroir pivote de 10° par rapport à l’axe, sinon il tourne de -10°. Le faisceau 
lumineux peut donc être réfléchi dans deux directions possibles, dont l’une sera éliminée par 
un masque absorbant. Ce système effectue une modulation d’amplitude binaire avec une 
cadence de rafraîchissement élevée (de l’ordre de Kilohertz). Par modulation de largeur 
d’impulsion du signal de commande, on est capable d’effectuer une modulation en niveau 
de gris [22], ou même une modulation de phase.   
Les DMD sont actuellement utilisés dans plusieurs domaines scientifiques [23], 
comme les vidéoprojecteurs grand public, l’affichage volumétrique, la mémoire 
holographique, la lithographie, l’imagerie médicale et d’autres. Ajoutons à cela que certains 
progrès récents [24-26], montrent des hautes performances dans la vitesse et la qualité de 










 Fig. 1.2 Schéma représentatif de deux pixels d’un DMD [21] 
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D’autres types de modulateurs appartenant à d’autres technologies ont également 
été développés, même s’ils ne sont pas très utilisés actuellement. On peut citer les SLM à 
effet magnéto-optique basés sur l’effet Faraday [27-29], qui peuvent atteindre une cadence 
de fonctionnement de quelques kHz. Même s’ils sont très utiles dans certains domaines, ces 
modulateurs ont une faible efficacité optique (1 – 4%), ce qui limite leur application [30]. 
On trouve également des modulateurs piézo-électriques basés sur l’effet Kerr [31, 32], 
caractérisés par une grande vitesse de commutation, ainsi que des modulateurs à puits 
quantiques multiples [33] qui fonctionnent à des fréquences de l’ordre GHz.   
1.2.2. MODULATEURS A BASE DE CRISTAUX LIQUIDES 
 
1.2.2.1. DISTRIBUTION DES MOLECULES DU CRISTAL LIQUIDE 
 
Les cristaux liquides sont des molécules organiques qui se trouvent dans un état 
intermédiaire entre les liquides et les solides [1]. Ces molécules ont été découvertes pour la 
première fois en 1888 par le chimiste autrichien Friedrich Reinitzer, qui a constaté qu’entre 
145,5 °C et 178,5 °C les molécules du Cholestérol se trouvaient dans cet état intermédiaire. 
L’arrangement moléculaire, et donc les propriétés internes d’un cristal liquide, change en 
fonction de la température à laquelle il est soumis [34] (Figure 1.3 [35]). On en distingue 











Fig. 1.3 Différents états moléculaires dans un cristal liquide en fonction de la température 
1.2- Différents types de modulateurs et domaines de codages 
  
  17 
 
 Phase isotrope : lorsque la température est élevée, les molécules deviennent 
désordonnées et sans un ordre d’orientation. 
 
 Phase nématique (N) : quand la température baisse, les molécules restent 
désordonnées, mais s’orientent moyennement dans une seule direction. Les 
molécules diffusent comme dans un liquide, mais conservent globalement une 
direction unique.  
Pour des températures encore plus basses, les molécules peuvent s’arranger de 
manière périodique, en hélice [3]. Il s’agit de la phase nématique cholestérique (N*), 










 La phase smectique : proche de l’état solide, où les molécules s’arrangent en couches 
équidistantes, en gardant une orientation commune et un ordre de position. Dans 
cette phase, on en distingue deux états particuliers : la phase smectique A (SmA), et 
la phase smectique C (SmC), où les molécules s’orientent suivant un angle θ par 








Fig. 1.4 Organisation moléculaire dans un cristal liquide dans les phases nématique 
(gauche) et nématique cholestérique (Droite)  
Fig. 1.5 Organisation moléculaire dans un cristal liquide dans les phases 
smectiques A et C 
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Actuellement, l’ordre de grandeur des températures de passage d’un état à un autre dépend 
du cristal liquide et de la mixture utilisée, qui sont des informations gardées secrète par les 
constructeurs.  
Grâce à ces propriétés internes, les modulateurs spatiaux de lumière à base de 
cristaux liquides LC-SLM (de Liquid Crystal Spatial Light Modulator), sont capables de 
modifier les différents paramètres d’un front d’onde. Ils sont les seuls à pouvoir moduler 
l’amplitude, la phase, et la polarisation d’un faisceau grâce à la rotation de leur polarisation, 
et à leurs propriétés de biréfringence contrôlée électriquement. Ils présentent également 
des avantages en termes du nombre et de la taille des pixels, ainsi qu’un taux de remplissage 
(Surface active/ totale) important. De plus, le modulateur est capable de fournir au niveau 
de chaque pixel une différence de chemin optique comprise entre 0 et 2π (parfois plus), sans 
être fortement influencée par les pixels voisins.  
Cependant, il faut prendre en considération l’aspect de pixellisation de ces composants. Le 
faisceau modulé se diffracte dans d’ordres supérieurs, ce qui réduit l’efficacité du 
modulateur et produit des lobes d’interférence supplémentaires [36].     
1.2.2.2. MODULATEURS A CRISTAUX LIQUIDES FERROELECTRIQUES 
 
 Ces modulateurs sont réalisés avec des cristaux liquides en phase smectique, dont 
les molécules sont chirales (État SmC*). Comme le montre la figure 1.6, ils effectuent une 
modulation de polarisation, qui, en fonction du montage se traduit par une modulation 
binaire de phase ou d’amplitude. Ils sont caractérisés par une résolution importante (limitée 
par le fait que ces modulateurs nécessitent une tension d’adressage élevée), ainsi qu’un 
fonctionnement à haute cadence (de l’ordre du KHz). Ces dispositifs permettent d’effectuer 
plusieurs types de modulation [37-39], comme une modulation à huit niveaux de phase, à 






 Fig. 1.6 Modulation d’amplitude binaire (gauche) et de phase binaire 
(droite) : Représentation des valeurs complexes en coordonnées polaires 
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1.2.2.3. MODULATEURS A CRISTAUX LIQUIDES NEMATIQUES EN HELICE TN-LC-SLM 
 
Les molécules du cristal liquide qui se trouve dans la phase nématique cholestérique, 
sont placées entre deux plaques de verre, pour former une couche de quelques microns 
















Lorsque la tension appliquée est proche de la tension seuil nécessaire pour casser 
l’hélice (cas b), les molécules s’inclinent faiblement en conservant la structure en hélice, et 
retardent une composante de polarisation par rapport à l’autre. Théoriquement, une 
modulation de phase pure est possible, même si avec les composants actuels, le déphasage 
obtenu ne dépasse pas les 2π, et qu’une légère modulation d’amplitude se produit. 
Dans le cas où la tension aux bornes des électrodes est importante  (V >>𝑉𝑡ℎ), l’hélice se 
casse, et la polarisation du faisceau incident n’est plus guidée tout au long de la cellule. En 
ajoutant des polariseurs croisés comme le montre la figure 1.8, on est capable de 
transformer la modulation de la polarisation en une modulation d’amplitude pure (qui sera 
en réalité couplée avec une modulation de phase).  
Ces modulateurs ne sont pas chers, et sont largement répandus dans divers domaines, 
surtout dans les applications d’affichage et d’imagerie.  
Fig. 1.7 Cellule d’un cristal liquide nématique en hélice lorsque la tension au borne 
de l’électrode, V=0 (a), V > 𝑉𝑡ℎ (b), et V >> 𝑉𝑡ℎ (c)  
(a) (c) (b) 
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1.2.2.4. MODULATEURS A CRISTAUX LIQUIDES NEMATIQUES ALIGNES PARALLELEMENT PAL-LC-
SLM 
 
Connus également comme Zero Twist nematic (ZTN-LC-SLM), parce qu’au repos (pas 
de champ électrique appliqué au niveau de la cellule), les molécules du cristal liquide sont 
alignées parallèlement (Fig. 1.9 droite [41]), appliquant ainsi un retardement maximal à la 
phase du faisceau incident.  
Lorsqu’on applique un champ électrique, les molécules du cristal liquide biréfringent 
tournent. Cela modifie l’indice de réfraction du milieu suivant l’axe extraordinaire (Fig. 1.9 
milieu). Pour un champ intense, les molécules s’alignent verticalement et le faisceau 
traverse le milieu suivant l’indice de réfraction ordinaire (Fig. 1.9 gauche). L’indice effectif du 
milieu peut être décrit suivant la formule suivante [2]:  
1
𝑛𝑒𝑓𝑓






2  (1.1) 
Où 𝑛𝑒𝑓𝑓 est l’indice de réfraction "effective", 𝑛𝑜et 𝑛𝑒 , respectivement les indices ordinaire et 




− 2 𝑎𝑟𝑐𝑡𝑔[𝑒−𝑉] (1.2) 
Où V est la tension appliquée au niveau de la cellule. 
 
(a) (b) 
Fig. 1.8 Modulation d’amplitude dans un TN-LC-SLM (a) V=0, et (b) V >> 𝑉𝑡ℎ. P1 et 
P2 deux polariseurs linéaires. E1 et E2 les électrodes.   
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Une modulation de phase pure est possible si la polarisation du front d’onde incident est 
alignée avec l’axe extraordinaire des cristaux liquides (CL). Dans ce cas, plus l’intensité du 
champ augmente, plus l’indice de réfraction suivant l’axe extraordinaire diminue, moins le 
retard appliqué sur la phase du faisceau traversant le milieu est important. Et si l’épaisseur 
de la cellule est suffisamment grande, on peut atteindre des modulations de phase entre 0 
et 2π (voir plus).  
Une modulation d’amplitude est également possible [42]. Le faisceau incident doit être 
polarisé linéairement, et à la sortie de la cellule du cristal liquide, il doit traverser un 
polariseur orienté perpendiculairement par rapport à la polarisation du front d’onde 
incident. Ce régime est utilisé le plus souvent dans les vidéoprojecteurs. 
On peut aussi effectuer une modulation de la polarisation du front d’onde incident [43], ainsi 
qu’une modulation complexe, même si pour ce dernier cas, certaines modifications 
expérimentales doivent être appliquées [42].   
Ces modulateurs possèdent des plus petits pixels et une meilleure efficacité de modulation 
par rapport aux TN-LC-SLM décrits dans la section précédente, mais leur vitesse est fixée à la 
cadence vidéo de leurs drivers [44].  
On note également que pour effectuer une modulation de phase supérieure à la longueur 
d’onde, ces modulateurs doivent "Dérouler" la phase (Phase Wrapping en anglais) en 
modulo 2π. 
  
Fig. 1.9 État des molécules du cristal liquide dans un ZTN-LC-SLM, en absence de 
champ électrique (Droite), avec un champ électrique moyen (Milieu), et un champ 
électrique puissant (Gauche) [41]. 
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1.2.3. DIFFERENCES ENTRE LES DIVERS MODULATEURS    
 
Comme on vient de le voir, il existe plusieurs technologies de fabrication d’un 
modulateur, donc, il est important de choisir le type de modulateur à utiliser en fonction de 
l’application. Les SLM peuvent être classés en fonction de la façon avec laquelle les pixels 
sont adressés. La plupart sont adressés électriquement, et réalisent eux même l’interface 
électronique-optique, mais on peut trouver des modulateurs adressés optiquement. Ces 
derniers utilisent un faisceau modulé en amplitude, dit faisceau d’écriture, qui sera projetée 
sur la face arrière du panel afin de déterminer la tension à appliquer aux bornes des cellules 
CL. On distingue aussi des modulateurs qui fonctionnent en transmission, et d’autres en 
réflexion. Pour ces derniers le faisceau traverse la cellule deux fois, ce qui double la 
modulation, et donc, permet la fabrication de modulateurs plus fin. Aussi, cela réduit 
également le temps de réponse, améliore la résolution et le taux de remplissage, et diminue 
le cross-talk entre les pixels voisins [36]. Cependant, les modulateurs en transmission restent 
plus compacts [45]. 
Pour les modulateurs adressés électriquement, on en distingue deux modes d’adressage 
différents [46]: 
 Adressage numérique : le niveau de gris est codé d’une façon binaire sur un signal 
PWM (Pulse Width Modulation). Ce signal interfère avec les molécules du cristal 
liquide, provoquant leur rotation. Tous les pixels sont adressés simultanément, et le 
cross-talk est négligeable. Par contre, pour des hautes fréquences de 
fonctionnement, on observe un phénomène appelé "Flicker", qui correspond à une 
modulation non stable en fonction du temps. 
 Adressage analogique : les pixels sont adressés progressivement (pas simultanément) 
avec une tension analogique. Le modulateur adressé ainsi, ne présente pas du 
Flicker, mais le cross-talk entre les pixels voisins est plus important que dans le cas 
d’adressage numérique. Cela est dû au fait, que la fréquence du signal vidéo est plus 
faible dans la direction verticale que dans la direction horizontale.              
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La table 1.1 résume les différentes modulations possibles avec les SLM à base de cristaux 
liquides. Pour chaque cercle, les deux parties, réelle et imaginaire, représentent 
respectivement une modulation en amplitude et en phase. On peut donc constater, que le 
PAL-LC-SLM est le seul composant capable d’effectuer une modulation de phase pure 
comprise entre 0 et 2π, sans la coupler avec une modulation d’amplitude. De ce fait, il est le 















1.3. MODULATEUR UTILISE POUR CETTE ETUDE  
 
Au début de cette étude, nous avons effectué des tests sur deux modulateurs de 
phase pure (PAL-LC-SLM ou ZTN-LC-SLM). Le premier modèle était un LCOS-SLM (Liquid 
Crystal On Silicon) série X10468-01 commandé chez Hamamatsu [47]. Ce modulateur 
fonctionne en réflexion, avec une résolution de 800×600 pixels, adressés analogiquement 
sur 8 bits (256 niveaux de gris). Le second était un PLUTO- Phase Only Spatial Light 
Modulator commercialisé chez HOLOEYE [48], en réflexion avec 1920×1080 pixels adressés 
numériquement sur 8 bits. Ce dernier, à cause de son mode d’adressage numérique, 
présentait une certaine dépolarisation, mieux connue sous le nom de "Flicker". Cette 
Table. 1.1 Domaine de codage des différents modulateurs basés sur la technologie du 
cristal liquide : Représentation des valeurs complexes en coordonnées polaires 
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dépolarisation est due à une fluctuation temporelle de l’état de polarisation du faisceau 
réfléchi, induite par des fluctuations de l’orientation des molécules du Crystal liquide en 
fonction du temps [49]. Le "Flicker" se traduit par une instabilité temporelle dans le 
déphasage fourni pour un niveau de gris constant, ce qui rend le modulateur moins stable 
pour certaines applications. 
Afin de mettre en évidence l’effet de ce phénomène sur le modulateur fourni par HOLOEYE, 
nous adressons sur le SLM un réseau binaire de période 1 avec deux niveaux de gris 0 et 128 
(différence de phase de π radian), puis on mesure l’intensité du premier ordre de diffraction 
du faisceau réfléchi. Cette intensité est directement proportionnelle avec le déphasage 
présent entre les deux niveaux du réseau [50] (Voir section 1.3.2), et présente des 
fluctuations périodiques. Cela signifie que le déphasage au niveau du modulateur n’est pas 
constant et varie en fonction du temps.      
La fréquence moyenne de ces fluctuations est de 120 Hz, et leur amplitude dépend du 
modulateur utilisé, ainsi que du niveau de gris, mais dans certains cas elles peuvent dépasser 
les λ/5 [49, 51]. Cependant, plusieurs techniques ont été développées pour réduire l’effet du 
Flicker, comme le refroidissement du modulateur de façon contrôlé afin de diminuer la 
















Fig. 1.10 Mesure expérimentale de l’intensité du premier ordre 
de diffraction lorsqu’on adresse sur le modulateur un réseau 
binaire de période 1 avec deux niveaux de gris 0 et 128 
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Ce phénomène de Flicker fortement présent pour le modulateur PLUTO était la raison 
principale qui nous a poussés à abandonner ce modulateur pour travailler avec celui de 
Hamamatsu, qui est adressé analogiquement. Ajoutons à cela que le modulateur 
Hamamatsu possède un meilleur taux de remplissage et une meilleure efficacité de 
diffraction. Toutes les caractéristiques techniques de ces deux modulateurs sont spécifiées 


























Table. 1.2 Spécifications techniques des deux modulateur testés : Hamamatsu, et Pluto (de 
HOLOEYE)  
1.3- Modulateur utilisé pour cette étude 
 
  26 
 
1.3.1. PRINCIPE DE FONCTIONNEMENT 
 
Le modulateur Hamamatsu est fourni avec trois éléments importants (Fig. 1.11). La 
tête, dans laquelle on trouve une fenêtre pixélisée contenant le cristal liquide. Elle est reliée 
à un contrôleur, qui lui transmet le profil de phase à afficher. À son tour, le contrôleur est 
connecté directement à une sortie vidéo d’un ordinateur. Le dernier élément est le software 
installé sur l’ordinateur, qui va permettre de sélectionner le profil de phase, ainsi que 
d’appliquer la LUT (Look-Up-Table), et la correction des aberrations comme on va le voir 











Pour un modulateur caractérisé et prêt à fonctionner sur une certaine longueur d’onde, la 
phase qu’on désire afficher est comprise entre 0 et 2π, et est codée sur 8 bits, donc 256 
niveaux de gris. Les niveaux 0 et 255 correspondent respectivement à un déphasage nul, et 
un déphasage de 2π. Ce profil de phase codé est transformé par le software en un profil 
d’intensité (Via une table de LUT, Voir section 1.3.2) avant d’être envoyé au contrôleur via 
un signal DVI.    
1.3.1.1 MODULATION DE PHASE  
 
Comme précisé précédemment, ce type de modulateur est capable d’effectuer une 
modulation de phase pure. Pour cela il est essentiel que la polarisation du faisceau incident 
soit alignée avec l’axe optique du cristal liquide (α = 0 dans la figure 1.12) [54]. Le schéma 
Fig. 1.11 Schéma représentatif de l’utilisation du modulateur Hamamatsu 
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expérimental permettant d’effectuer une modulation de phase pure est montré dans la 



















Afin de mesurer expérimentalement la réponse du modulateur, plusieurs techniques 
expérimentales ont été effectuées [2]. Puisque notre SLM est en réflexion, l’interféromètre 
de Michelson présente une solution pratique et simple. L’analyse des franges d’interférence 
entre le SLM et un miroir de référence nous permet d’évaluer le décalage de phase existant 
entre deux zones du modulateur différemment adressées. Les profils de phase utilisés sont 
constitués de deux secteurs ayant respectivement comme niveau de gris, le niveau de gris de 
référence 𝑁𝑟𝑒𝑓 = 0, et un niveau de gris variable 𝑁𝑣𝑎𝑟 (Figure 1.13). Ces niveaux de gris 
seront transformés en un déphasage Δφ au niveau du modulateur.   
Si le miroir de référence est incliné, l’interférogramme obtenu peut contenir des franges 
verticales décalées, et ce décalage dépendra de la différence de phase entre les deux zones 
du profil adressé, modulo 2π (Figure 1.14). Comme on peut le voir, pour des déphasages de 
Fig. 1.12 Schéma expérimental pour la modulation de phase pure : L1, lentille 
convergente, P1, polariseur linéaire, BS, le cube séparateur, C, le collimateur permettant 
d’obtenir un faisceau parallèle, et FS, un filtre spatial. Le SLM est imagé dans le capteur 
CCD, et une lame λ/2 est utilisée pour bien contrôler la polarisation du faisceau incident   
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π/2 , π, et 2π les franges sont décalées respectivement d’un quart de période, d’une demi 
période, et d’une période complète.     
On peut aussi reconstruire des hologrammes numériques de phase pure, comme le montre 
les figures 1.15 c et d. Il suffit d’adresser l’hologramme et placer la caméra CCD dans le plan 




























Fig. 1.14 Interférogramme obtenu lorsqu’on adresse un profil avec deux 
secteurs. Le premier secteur à un niveau de gris de référence 𝑁𝑟é𝑓 = 0, le second 
a comme niveau de gris les valeurs (a) 0, (b) 64, (c) 128, et (d) 255.  
Fig. 1.13 Interféromètre de Michelson. 
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1.3.1.2. MODULATION D’AMPLITUDE  
 
En plus d’une modulation de phase pure, et vu leur propriété de biréfringence, ces 
modulateurs sont aussi capables d’effectuer une modulation d’amplitude pure comme le 
montre les figures 1.15 (a) et (b). Pour cela, il faut que le faisceau incident soit linéairement 
polarisé avec un angle de 45° par rapport à l’axe de polarisation (α = 45°) [55]. Puis, à sa 
sortie de la cellule du cristal liquide, il doit être transmis à travers un polariseur orienté 
perpendiculairement par rapport à la polarisation incidente. Ainsi, le niveau d’atténuation 
exercé par ce deuxième polariseur sur le faisceau, peut être modulé en appliquant une 
tension au niveau de la cellule, ce qui conduit à une modification de la biréfringence du 





















Fig. 1.15 (a) Profil d’intensité adressé au modulateur, et (b) son image. (c) 
hologramme de phase et sa (d) reconstruction dans le plan focal d’une lentille  
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1.3.2. CARACTERISATION DU MODULATEUR 
 
La valeur du déphasage fourni par ce type de modulateur dépend de la longueur 
d’onde du travail. Cela veut dire qu’une même tension ou Index Level (IL)  appliquée au 
niveau d’un pixel ne fournit pas le même déphasage pour deux longueurs d’ondes 
différentes. Cependant, comme le profil de phase adressé sur le modulateur est toujours 
codé sur 256 niveaux de gris (0 correspond à 0 rad et 255 à 2π rad), il faut donc trouver une 
correspondance entre le niveau de gris adressé et l’Index Level appliqué. Cette 
correspondance se traduit par une table à deux colonnes, dite LUT de Look-Up-Table, 
spécifique à chaque longueur d’onde λ, et qui permet d’associer à chaque niveau de gris, la 
valeur "d’index level"  nécessaire pour obtenir le retard de phase souhaité, comme le 












Caractériser un modulateur signifie donc, trouver sa LUT pour une longueur d’onde donnée. 
Pour cela il existe deux méthodes largement répandues : la première est basée sur l’analyse 
des franges dans un interféromètre de Michelson [56], et la seconde consiste à afficher des 
réseaux binaires de Ronchi, puis d’analyser l’intensité du premier ordre de la diffraction de 
Fraunhofer [50, 57-59]. Dans cette étude, nous avons décidé d’utiliser la deuxième méthode 
de caractérisation, puisque elle plus simple à appliquer et moins sensible aux bruits. 
Les réseaux de Ronchi sont des réseaux de diffraction binaires, formés de franges 
périodiques, où le niveau de gris altère entre un niveau de référence 𝑁𝑟é𝑓, et un niveau 
variable 𝑁𝑣𝑎𝑟 . L’idée  consiste à adresser au modulateur 256 réseaux de Ronchi, où 
Fig. 1.16 Exemple de Look Up Table (LUT) pour deux longueurs d’onde différentes 
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 𝑁𝑟é𝑓 = 0, et  𝑁𝑣𝑎𝑟 varie de 0 à 255, puis d’enregistrer dans le plan focal d’une lentille (Plan 
de Fourier), à l’aide d’un photomètre, l’intensité du premier ordre de diffraction. La figure 
1.17 montre le schéma expérimental utilisé afin de mesurer l’intensité du premier ordre de 
diffraction pour chacun des réseaux de Ronchi affiché sur le modulateur. On note que la 
longueur d’onde λ du faisceau incident est 633 nm, et que les réseaux de diffraction ont une 
résolution spatiale de 1 pixel/colonne. 
Si Δϕ est la différence de phase entre les deux niveaux du réseau de diffraction, il a été 
démontré [50] que l’intensité du premier ordre de diffraction :  
𝐼1(𝛥𝜙) = (𝑀𝑤)[𝑇
2(𝑁𝑟é𝑓) + 𝑇
2(𝑁𝑣𝑎𝑟) + 2𝑇(𝑁𝑟é𝑓)𝑇(𝑁𝑣𝑎𝑟) cos[𝛥𝜙(𝑁)]] (1.3) 
Où 𝑀  et 𝑤  sont respectivement le nombre et la taille des périodes du réseau, 
et  𝑇(𝑁𝑟é𝑓) 𝑒𝑡 𝑇(𝑁𝑣𝑎𝑟) , la modulation d’amplitude qui correspond respectivement aux 
niveaux de gris 𝑁𝑟é𝑓 et 𝑁𝑣𝑎𝑟. Or, comme il s’agit d’un modulateur de phase pure, on suppose 
que la modulation d’amplitude est négligeable(𝑇(𝑁𝑟é𝑓) = 𝑇(𝑁𝑣𝑎𝑟) = 0), et l’équation 1.3 
devient : 
















Fig. 1.17 Schéma expérimental pour la calibration de la phase d’un modulateur, basé 
sur l’analyse de l’intensité du premier ordre de diffraction lorsqu’un réseau de 
Ronchi est adressé sur le SLM 
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De l’équation (1.4), on peut déduire, que 𝐼1 passe par un minimum ou un maximum, lorsque 
la différence de phase entre les deux niveaux du réseau est π (Figure 1.18). En conséquence, 
deux minimums successifs correspondent à un déphasage de 2π. 
La courbe donnant la variation du premier ordre de diffraction en fonction de l’index level 
est montrée dans la figure 1.18. On remarque qu’à 633nm, le modulateur fournit un 
déphasage de 2π pour un IL égal à 232. A cette longueur d’onde, on peut atteindre des 
déphasages plus importants pour des IL plus élevés.  
 















Or, comme la plupart des applications (surtout en optique adaptative) nécessitent une 
modulation de phase dans un intervalle [0,2π], il s’avère plus pratique de créer une LUT qui 
linéarise la réponse du modulateur, et étale l’intervalle [0,232], permettant d’obtenir un 
déphasage de 2π, à un intervalle [0,255] codé sur 8 bits. Avec cette LUT, le modulateur est 
maintenant capable d’effectuer une modulation de phase comprise entre 0 et 2π, lorsque le 
niveau de gris passe de 0 à 255 comme le montre la figure 1.19 b.     
  
Fig. 1.18 Intensité du premier ordre de diffraction en fonction du niveau de gris des 
réseaux de Ronchi 
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Fig. 1.19  (a) Mesure expérimental du déphasage en fonction du niveau de tension (b) Vérification 
expérimentale de la LUT calculée : Intensité du premier ordre de diffraction quand le niveau de gris 
des réseaux de Ronchi, 𝑁𝑣𝑎𝑟,  passe de 0 à 255 après l’application de la LUT. Sur cette courbe, 𝐼1 passe 
par deux minimums (déphasage de 2π), lorsque 𝑁𝑣𝑎𝑟 passe de 0 à 255. 
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1.3.3. PLANEITE DE LA SURFACE DU MODULATEUR ET DISTORSION DE L’ONDE REFLECHIT 
 
En plus de leur réponse de phase non linéaire qui nécessite le calcul d’une LUT, les 
LC-SLM possèdent une surface légèrement courbée [60], ce qui introduit des distorsions au 
niveau du front d’onde réfléchit. Cette courbure dépend fortement des conditions du 
processus de fabrication ainsi que de la longueur d’onde,  et est induite essentiellement par 
la courbure de l’arrière-plan en silicone.  
Même si ces distorsions sont faibles, et de l’ordre de quelques longueurs d’onde, ça reste 
important de les compenser, surtout qu’en ajoutant les autres aberrations induites par le 
reste des éléments optiques du système, l’erreur sur la phase devient significative. Cela est 
encore plus vrai pour les applications qui requièrent un contrôle précis de la phase.  
Cependant, comme les LC-SLM sont généralement utilisés pour corriger l’erreur de la phase, 
ils sont souvent capables d’autocorriger leurs propres aberrations en appliquant un masque 
de phase, correspondant à l’inverse des aberrations créées par la non-planéité de leur 
surface. D’où l’importance d’une deuxième étape de calibration permettant d’estimer les 
distorsions de l’onde réfléchit.  
1.3.3.1. POLYNOMES DE ZERNIKE  
 
Avant de détailler la méthode permettant la détermination et la correction des 
aberrations, il est important d’introduire la notion des polynômes de Zernike, qui sera très 
utile pour le reste du travail.  
Il s’agit d’un modèle proposé par Fritz Zernike, basé sur le développement d’un polynôme 
qui permet de décrire les aberrations du système optique, en prenant en considération les 
principales aberrations optiques élémentaires connues, et en leur affectant des coefficients 
spécifiques. Il est donc possible de modéliser une surface d’onde issue d’un interféromètre 
ou d’un analyseur de front d’onde, et de la décomposer en une série de polynômes 
correspondant chacun à une aberration élémentaire. La surface du front d’onde est donc 
décomposée en une somme de surfaces élémentaires, qui vont correspondre à des 
aberrations élémentaires connues (défocalisation, cylindre, trefoil, coma,...). On va ensuite 
pouvoir quantifier chacune de ces surfaces élémentaires grâce aux facteurs de Zernike 
comme le montrent les figures 1.20 et 1.21 [61]. 
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Mathématiquement, les polynômes de Zernike sont définis sur une surface circulaire, et 
pour des raisons de simplicité, décrits en coordonnées polaires (ρ, θ) [62], où ρ est la 
composante radiale comprise entre 0 et 1, et θ la composante azimutale comprise entre 0 et 
2π. Pour cette raison, et comme la surface du modulateur est rectangulaire, la compensation 
des aberrations dans les coins sera limitée.  
On note que pour le reste du travail, on utilise la définition mathématique décrite dans la 
référence [62], où chaque polynôme de Zernike est formé de trois parties : un facteur de 
normalisation, une composante radiale qui est un polynôme, et une composante azimutale 
qui est sinusoïdale. Afin de décrire ces fonctions, un double indexage est nécessaire : un 
index n décrit l’ordre le plus élevé de la composante polynomiale (radiale), et un index m qui 
décrit la fréquence azimutale de la composante sinusoïdale. n est un entier positif ou nul, et 





|𝑚|(𝜌) 𝑐𝑜𝑠(𝑚𝜃) ; 𝑝𝑜𝑢𝑟 𝑚 ≥ 0
−𝑁𝑛
𝑚𝑅𝑛
|𝑚|(𝜌) 𝑠𝑖𝑛(𝑚𝜃) ; 𝑝𝑜𝑢𝑟 𝑚 < 0
}  (1.5) 
 
Fig. 1.20  Le front d’onde analysé est la somme de plusieurs aberrations élémentaires 
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 est le facteur de normalisation avec 𝛿𝑚0 = 1 pour 𝑚 = 0 et 𝛿𝑚0 = 0 
pour 𝑚 ≠ 0, et Rn





n−2s  composante de 
normalisation. Il est aussi avantageux d’utiliser un modèle avec un seul index j, qui permet 














1.3.3.2. COMPENSATION DES ABERRATIONS  
 
Comme on l’a précisé, il est important de calculer les aberrations induites par la 
surface du modulateur. Pour cela, il existe trois approches différentes: L’analyse des franges 
que nous avons appliqué à notre modulateur, les méthodes dites "phase shifting 
interferometry", ainsi que les méthodes basées sur la technique du "phase retrieval" [63]. 
La première étape dans l’estimation des aberrations induites par notre modulateur est 
l’analyse des franges : nous avons adressé sur le modulateur un profil de phase avec un 
niveau de gris constant, puis enregistrer via un interféromètre de Michelson les franges 
d’interférence entre un faisceau de référence et le faisceau réfléchi par le SLM (Voir fig. 1.13 
pour le schéma expérimental) ; comme le miroir de référence est légèrement incliné, 
l’interférogramme obtenu va contenir des franges verticales. Le degré d’inclinaison de ces 
franges nous renseigne sur l’intensité de la distorsion du front d’onde : Plus le front d’onde 
Fig. 1.21  Pyramide de Zernike avec un seul index J. Le numéro de ligne représente l’ordre n 
du polynôme, le numéro de colonne représente la fréquence sinusoïdale m.  
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est distordu, plus les franges seront inclinées comme on peut le voir dans l’exemple de la 














L’analyse des franges interférométriques (Fig. 1.24 c), avec un logiciel informatique, nous 
permet d’obtenir le front d’onde qui représente les aberrations introduites par la surface 
non plane du modulateur (Fig. 1.23 a). Notre code analyse les colonnes de la figure d’entrée 
une par une, avant d’ajuster à la fin une valeur de référence pour toutes les colonnes. 
Ensuite, afin d’enlever l’effet de l’inclinaison du miroir de référence, on décompose le front 
d’onde obtenu suivant les polynômes de Zernike définis dans le paragraphe précédent. On 
annule les coefficients des trois premiers ordres avant de reconstruire de nouveau le front 
d’onde (Fig. 1.23 b). On note que l’ordre 0, appelé Piston, ne correspond qu’à un décalage et 
n'a pas de conséquence sur le faisceau réfléchit, tandis que les ordres 1 et 2 traduisent 
l’effet de l’inclinaison suivant les directions x et y. Après avoir obtenue le déphasage 
introduit par les aberrations au niveau de chaque pixel, il reste à déduire la correction qu’on 
doit appliquer sur le SLM, qui correspond simplement à l’inverse du front d’onde calculé (Fig. 
1.23 c).  
Pour appliquer la correction calculée, nous l’avons additionnée au profil de phase qu’on 
désire afficher sur le SLM. Cette addition ce fait pixel par pixel et à chaque fois que la 
résultante dépasse 255, on ne garde que la partie modulo (255). La figure 1.24 montre les 
franges d’interférences obtenues quand on adresse un niveau de gris sur le modulateur sans 
(b) (a) 
Fig. 1.22  Franges d’interférences obtenues (a) sans distorsion du front d’onde et (b) avec 
distorsion du front d’onde 
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(a, b) et avec (c, d) l’inclinaison du miroir de référence et sans (a, c) et avec (b, d) la 
correction des aberrations. On remarque que les franges deviennent plus verticales avec 
l’application de la correction. 
Je précise que pour reconstruire le front d’onde représentant des aberrations, nous avons 
pris en considération les 10, 15, 21 et 28 premiers ordres des polynômes de Zernike. Nous 
avons affiché chacune de ces quatre compensations sur le modulateur, puis mesuré les 
aberrations restantes suivant la même technique décrite ci-dessus. Pour ce modulateur, la 



























Fig. 1.23  Étapes suivies afin de retrouver la forme des distorsions de l’onde réfléchit par le modulateur (a) Front 
d’onde des aberrations déduit de l’analyse des franges interférométriques (b) Les aberrations après avoir enlevé les 
trois premiers ordres de Zernike, (c) le profil de phase qu’il faut afficher afin de compenser les aberrations et (d) le 
profil de phase fournit par Hamamatsu, et qui permet de compenser les aberrations de la surface  
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On signale que le seul inconvénient de cette méthode de correction est le fait qu’on estime 
la non-planéité de la surface du modulateur en la comparant avec une surface de référence, 
qui est dans notre cas le miroir du deuxième bras de l’interféromètre. Toutes les aberrations 






























Fig. 1.24  Importance de la correction des aberrations induites par la non-planéité de la surface du 
modulateur: (a) et (b) interférogrammes obtenus respectivement sans et avec l’application de la 
correction quand le miroir de référence n’est pas incliné. (c) et (d) interférogrammes obtenus sans et 
avec l’application de la correction, lorsque le miroir de référence est incliné. 
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Afin de mettre en évidence l’importance de la LUT et de la correction des aberrations, nous 
adressons sur le modulateur les distributions de phase correspondant au 3ème et au 5ème 
mode de Zernike (Astigmatisme suivant X et suivant XY). Les deux premiers 
interférogrammes de la figure 1.26 représentent les interférogrammes idéaux qu’on doit 
obtenir lorsque le faisceau réfléchi par le SLM interfère avec un faisceau de référence. Les 
autres sont obtenues en alternant entre ON et OFF la LUT et la correction des distorsions de 
la surface. 
On peut facilement remarquer l’importance de l’application de LUT et de la correction des 
aberrations. Cela est également mis en évidence lorsqu’on adresse des hologrammes sur le 
modulateur et qu’on enregistre leur reconstruction dans le plan focal d’une lentille. La 
bonne focalisation et la faible intensité de l’ordre zéro constituent une preuve de l’efficacité 
du codage de l’hologramme de phase sur le modulateur, lorsque la LUT et la correction des 






















Fig. 1.25  Reconstruction d’un hologramme affiché sur le modulateur (a) sans et 
(b) avec l’application de la LUT et de la correction des aberrations   
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Correction OFF / LUT OFF 
Fig. 1.26  Importance de l’application de la LUT et de la  correction des 
aberrations de la surface du modulateur utilisé pour cette étude 
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Notons que la LUT et la correction des aberrations de la surface d’un modulateur, changent 
d’un composant à un autre. Il faut donc les recalculer pour chaque SLM.  
La figure 1.27 montre la courbe des aberrations introduites par la surface d’un second 
modulateur que nous possédons au laboratoire. Celui-là est fourni aussi par HAMAMATSU et 
appartient à la même série X10468-01. On voit bien que sa correction est différente de celle 




Fig. 1.27  Profils de la correction des aberrations introduites par la surface non-plane du 
SLM, calculés pour deux modulateurs différents fournis par Hamamatsu et appartenant 
à la même série 
 1.4. CONCLUSION  
 
Les modulateurs spatiaux de lumière sont devenus depuis une trentaine d’années des 
composants très utiles dans plusieurs domaines scientifiques, vu leur flexibilité et leur 
capacité à générer dynamiquement des masques de phases et/ou d’amplitude avec une 
résolution élevée. Ils sont nombreux, et dérivent de plusieurs phénomènes physiques, ce qui 
se traduit par des domaines de codage différents. Le choix du SLM doit donc dépendre de 
l’application souhaitée. Ceux qui en découlent de la technologie MEMS sont appréciés pour 
leur cadence élevée et leur insensibilité à la polarisation, tandis que les modulateurs 
spatiaux de lumière à base de cristaux liquides sont choisis pour leurs capacités de moduler 
la polarisation et la phase plutôt qu’une modulation d’amplitude.  
Même si en ce qui concerne les LC-SLM, il n’y’a pas eu récemment d’avances technologiques 
déterminantes, leurs processus de fabrication ont connu des développements importants 
[64]. Plusieurs techniques permettent de limiter la surface entre les pixels ce qui améliore le 
taux de remplissage, et réduit considérablement l’intensité de l’ordre zéro. Le problème du 
cross-talk est également pris en considération, même si c’est uniquement d’une façon 
partielle. 
Pour notre étude nous avons décidé de travailler avec un PAL-LC-SLM commandé chez 
Hamamatsu, adressé analogiquement sur 256 niveaux de quantifications (8 bits). Avant 
d’utiliser ce modulateur, nous nous sommes assurés de sa réponse linéaire. On a donc créé 
une "Look-up-table", qui permet d’obtenir un déphasage linéaire dans l’intervalle [0 , 2π] 
lorsque le niveau de gris adressé passe de 0 à 255. Nous avons également calculé 
expérimentalement les aberrations introduites par la surface non plane du modulateur. Ces 
distorsions du front d’onde sont de l’ordre de quelques longueurs d’onde, mais constituent 
pour certaines applications sensibles une source de bruit, d’où l’importance de les auto-
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Dans le premier chapitre, nous avons introduit les différents types de modulateurs 
spatiaux de lumière, afin de justifier notre choix d’un modulateur à base de cristaux liquides 
alignés parallèlement, ou plus couramment un PAL-LC-SLM. Ces derniers présentent 
plusieurs avantages [1] : Ils sont les seuls capables d’effectuer une modulation de phase pure 
comprise entre 0 et 2π, sans qu’elle soit couplée avec une modulation d’amplitude. De plus 
leur utilisation est très simple, ils sont de petites tailles, compactes, et fournis généralement 
avec un logiciel informatique qui permet de les contrôler facilement. Ils possèdent 
également une résolution importante avec des pixels micrométriques, consomment peu 
d’énergie, et n’ont pas de parties mobiles. De ce fait, ces composants constituent un bon 
choix dans divers domaines. 
Même si au début ils étaient utilisés le plus souvent dans les domaines de projection et 
d’affichage, plusieurs applications intéressantes ont été démontrées avec les LC-SLM. Depuis 
les années 90 ces dispositifs ont été proposés pour le redirectionnement (Beam steering) [2-
4], et le contrôle d’un faisceau laser [5-7], ce qui est indispensable en télécommunication et 
en photonique [8]. Actuellement avec cette technique on peut réaliser des pinces optiques : 
des objets microscopiques sont piégés et déplacés en bien focalisant le faisceau. On peut 
également, en utilisant des masques de phase adaptés, focaliser ce même faisceau en 
plusieurs points [9-11].  
De plus, le fait de pouvoir permuter dynamiquement les profils de phase adressés sur 
le modulateur, rend ces derniers indispensables pour le traitement des signaux optiques 
[12], les mémoires holographiques [13-15], ainsi que pour l’optique adaptative : en 
effectuant continuellement des mesures sur le front d’onde incident, et en mettant à jour les 
masques de phases au niveau du modulateur, on forme une boucle itérative permettant de 
compenser les aberrations du système [16-19]. Les LC-SLM sont également très présents en 
microscopie [20-24], à la fois dans le trajet d’imagerie et celui d’illumination. Ils sont aussi 
utiles pour les éléments optiques diffractifs reconfigurables et la reconstruction des 
hologrammes numériques [1, 25, 26].  Une autre application attractive de ces modulateurs 
est l’holographie de cohérence proposée par Takeda [27]. L’idée a été présentée en premier 




pour la microscopie [28] afin d’éliminer les problèmes de dispersion [29]. Frumker et 
Silberberg [30] ont démontrés la possibilité de contrôler l’amplitude et la phase d’un laser 
femtoseconde avec un LCOS-SLM (Liquid Crystal On Silicon - Spatial Light Modulator). En 
addition à ce qui a été réalisé, il apparait que ces modulateurs possèdent un grand nombre 
d’applications où ils peuvent être bénéfiques, comme les processeurs optiques [31], et la 
physique quantique [32]. 
Dans ce chapitre nous allons présenter une variété d’application des modulateurs 
spatiaux de lumière à base de cristaux liquides. Nous discuterons de leur utilité en 
microscopie, puis nous démontrons expérimentalement, de quelle manière ces composants 
interviennent dans des domaines tels que l’holographie, l’optique adaptative, ou même les 
méthodes interférométriques permettant de reconstruire la phase d’un front d’onde, mieux 
connues sous Phase Shifting Interferometry (PSI). On montrera également comment ce type 
de modulateur permet de générer des fronts d’onde et des lentilles dynamiques, et de 
quelle façon il contribue à la compensation des aberrations introduites par les composants 
optiques du système. 
2.2. LES PAL-LC-SLM EN MICROSCOPIE      
 
La microscopie optique a toujours été présente dans diverses disciplines scientifiques 
depuis que ses bases ont été établies en 17e siècle. Les microscopes à champs larges, 
l’imagerie à  contraste de phase et à fluorescence sont dominants dans un grand nombre de 
laboratoires, et leur développement ne s’est jamais arrêté surtout en termes de résolution.  
Or, la théorie d’Abbe [33] stipule que la résolution maximale qu’on peut atteindre est 
directement reliée aux propriétés du faisceau, ce qui signifie qu’on n’est pas capable de 
différencier deux objets plus proches que la moitié d’une longueur d’onde. Plusieurs 
techniques ont été développées et permettent actuellement de dépasser la limite d’Abbe, 
comme la microscopie SNOM [34] et STED (stimulated emission depletion), basées sur les 
effets non linéaires [35]. Toutes ces méthodes nécessitent une précision afin d’optimiser 
leurs résultats, et c’est pour cette raison qu’un LC-SLM est souvent employé dans le schéma 
expérimental. Ces modulateurs peuvent être implémentés à la fois dans le trajet 
d’illumination ou dans le trajet d’imagerie. Dans le premier cas, ils affichent des éléments 




optiques diffractifs et permettent de contrôler la forme du faisceau incident, ce qui se 
traduit par un schéma plus flexible. Dans le trajet d’imagerie, ces modulateurs servent à 
manipuler la transformée de Fourier du faisceau diffracté par l’échantillon, dans le but 
d’améliorer la qualité du contraste des acquisitions. Le fait d’adresser sur un modulateur 
placé dans le plan de Fourier, des profils de phases spécifiques, permet de passer d’un mode 
d’imagerie à un autre sans le besoin de changer des pièces mécaniques. La figure 2.1 montre 
qu’on peut obtenir sur le même microscope, une image en champs clair, champs sombre et 
en contraste de phase [20]. Différents masques de phase peuvent aussi être appliqués sur le 
modulateur dans certaines techniques de microscopie en super-résolution comme le STED, 
où le modulateur permet d’alterner rapidement entre les différents modes d’imagerie, et de 
corriger les aberrations dans le trajet de déplétion, ce qui se traduit par une amélioration 
significative de la résolution [36]. Les SLM intégrés dans le SIM (Structured Illumination 
Microscopy) [37-40], permettent de multiplier par deux la résolution axiale et latérale. C’est 








Sur un autre plan, un SLM peut être programmé pour compenser les aberrations introduites 
par les composants optiques du système [42], ou même par l’échantillon (Voir la section 
2.4). Ce dernier n’étant pas homogène et présente des variations spatiales de l’indice de 
réfraction, ce qui dégrade la résolution et la qualité d’imagerie [43]. Toujours dans le cadre 
de l’optique adaptative un SLM est aussi souvent utilisé pour la génération et le contrôle de 
la PSF (Point Spread Function) des objectifs.  
Fig.2.1 Application de plusieurs filtres de Fourier pour obtenir plusieurs modes d’imagerie 
avec un seul microscope. De gauche à droite: Images de chromosomes en champ clair, champ 
sombre, et à contraste de phase (barre d’échelle = 10 µm, λ = 532 nm) [20] 




2.3. HOLOGRAPHIE ET ELEMENTS OPTIQUES DIFFRACTIFS EOD 
 
L’holographie est un procédé d’enregistrement de la phase et de l’amplitude de 
l’onde diffractée par un objet. Elle permet de restituer ultérieurement une image en deux ou 
trois dimensions [44] de ce même objet.  
Ce principe a été découvert en 1948 par Dennis Gabor[45, 46], et se base sur les propriétés 
de la lumière cohérente. L’idée de base consiste à éclairer l’objet par une source cohérente, 
puis d’enregistrer sur une surface sensible les franges d’interférences obtenues en 
combinant l’onde émise par la source (onde de référence) avec l’onde réfléchie par l’objet.  
En pratique, et à l’inverse de l’amplitude, aucune surface n’est sensible à la variation de la 
phase d’un faisceau, ce qui nous empêche d’enregistrer directement la phase de la lumière. 
Dans un hologramme, on contourne cette difficulté en faisant interférer la lumière venant 
de la scène avec un faisceau de référence de lumière cohérente. De cette manière, ce que 
l’on enregistre sur la plaque photographique est une image interférométrique formée de 
zones plus ou moins lumineuses. Les zones les plus lumineuses seront celles dans lesquelles 
la lumière provenant de la scène et la lumière provenant du faisceau de référence sont en 
phase. Cette luminosité dépend aussi de l’amplitude de la lumière incidente. Afin de 
restituer l’image holographique, nous éclairons l’hologramme enregistré par un faisceau de 
lumière monochromatique similaire à celui utilisé comme référence. Il agit comme un réseau 
de diffraction pour former une image en relief de l’objet initial. Un avantage majeur de cette 
technique est que chaque morceau de l’hologramme peut restituer la même image que 
l’hologramme entier vu sous un certain angle. 
Un hologramme peut être enregistré optiquement, à partir d’un objet réel comme on vient 
de l’expliquer, mais aussi, il peut être calculé par un ordinateur à partir d’une image 
numérique [47, 48]. Les hologrammes numériques sont appelés CGH (Computer Generated 
Hologram), ou plus couramment EOD de éléments optiques diffractifs (DOE de Diffractive 
Optical Elements en anglais). Avec les avancées informatiques, Les EODs sont devenus 
compactes, flexibles, précis, facilement dupliqués, et surtout, ne nécessitent plus un 
processus d’enregistrement complexe. De ce fait, ils trouvent un large domaine d’application 
dans diverses branches scientifiques comme la mise en forme des faisceaux [49], l’affichage 




3D [50], l’imagerie holographique [51, 52], les dispositifs de sécurité [53], l’holographie 
acoustique [54], le stockage d’information [55], la corrélation optique [56], la 
télécommunication [57],  et même en biologie avec la notion des pinces optiques [58].  
Les hologrammes numériques sont généralement calculés à partir de l’équation de 
propagation de la lumière. On en distingue les hologrammes de Fourier, qui reconstruisent 
l’image dans le plan focal d’une lentille, ainsi que les hologrammes de Fresnel qui ne 
nécessitent pas l’utilisation d’une lentille, déjà incluse dans leur conception. Dans les deux 
cas, les données à afficher sur une EOD sont sous forme d’un tableau de nombres complexes 
représentant pour chaque point l’amplitude et la phase de l’onde. 
Afin d’évaluer la qualité d’un hologramme, on considère comme critère, l’efficacité de 
diffraction, définie comme le rapport entre l’intensité lumineuse de l’onde incidente 
éclairant le EOD et l’intensité de l’ordre de diffraction désiré, reconstruit par le EOD. Un EOD 
idéal aura donc une efficacité de diffraction de 100%, ce qui n’est pas le cas réellement pour 
plusieurs raisons. Les limitations de fabrication d’un EOD, ainsi que sa nature pixélisée font 
en sorte qu’une partie de la lumière est absorbée ou réfléchie ou même diffractée ailleurs 
que dans l’image utile. 
Les EODs qui modulent juste l’amplitude du front d’onde incident sont appelés DAE 
(Diffractive Amplitude Elements). Ils possèdent souvent une quantification binaire 
(transmission ou pas), et leur reconstruction est moins robuste, vu qu’elle comporte un 
ordre 0 intense, et une image reconstruite conjuguée. Les EODs qui modulent la phase sont 
dits DPE (diffractive phase elements), et peuvent avoir plusieurs niveaux de quantification de 
phase. Plus ces niveaux sont nombreux, meilleure sera la qualité de l’image reconstruite par 
l’hologramme [59]. 
On note aussi que les EODs sont souvent conçus en se basant sur la théorie de la diffraction 
scalaire. Cela signifie que l’élément doit être suffisamment mince, avec une taille des pixels 
supérieure à la longueur d’onde [60]. Sinon, la théorie de diffraction vectorielle est 
nécessaire pour bien décrire la reconstruction. 
En ce qui concerne les méthodes de codage des hologrammes de Fourier et de Fresnel, on 
en trouve deux types [57]:  




 Hologrammes orientés cellules, comme les hologrammes de Lohmann. Ces EODs sont 
binaires, et représentent une matrice bidimensionnelle, où chaque cellule code un 
nombre complexe à l’aide d’une ouverture. 
 Hologrammes orientés points, qui nécessitent une capacité de mémoire et une 
puissance de calcul supérieure. Leur principe de base est simple : Chaque point de 
l’hologramme calculé sera représenté par un pixel de l’hologramme fabriqué 
physiquement. 
Pour plus de détails concernant les méthodes de codage, le lecteur est invité à consulter les 
références [55, 57, 61]. 
Une fois calculés, les hologrammes classiques optiques peuvent être enregistrés sur un  
support photosensible de haute résolution (plaque argentique, photopolymère, 
photorésine...). Pour les hologrammes calculés, on inscrit sur un support d’amplitude ou de 
phase un tableau de valeurs numériques qui est le résultat du calcul de l’EOD. Cette écriture 
se fait à l’aide d’une imprimante laser sur un substrat fixe et transparent [57]. Actuellement, 
les EODs de qualité sont des composants de phase pure et sont réalisés par des techniques 
basées sur la microlithographie [62-64].  
Ces hologrammes numériques peuvent aussi être affichés d’une façon dynamique. Cette 
option, relativement récente, ouvre de nombreuses perspectives d’applications. Une des 
solutions permettant d’implémenter dynamiquement un EOD de phase pure, consiste à 
l’adresser sur un modulateur spatial de lumière. Parmi tous les modulateur existant, les plus 
adaptés à cette tâche, sont ceux à base de cristaux liquides [65, 66], car ils permettent 
d’obtenir une modulation de phase pure comprise entre 0 et 2π. Ils sont pixélisés et 
contrôlent la transmission et la phase pour chaque pixel, ainsi qu’ils fournissent des 
reconstructions sans complexe conjugué et un ordre central faible.    
La figure 2.3 montre les reconstructions d’hologrammes de phase pure, dans les domaines 
de Fourier et de Fresnel. Nous avons calculés ces EODs en utilisant l’algorithme de 
transformée de Fourier itérative (IFTA de Iterative Fourier Transform Algorithm), présenté 
en 1989 par F. Wyrowski [67]. Cet algorithme est basé sur l’algorithme de Gerchberg-Saxton, 
permettant de récupérer la phase d’un signal à partir de l’intensité de sa transformé de 
Fourier. La figure 2.2 illustre la logique derrière l’algorithme IFTA pour le calcul d’un 
hologramme d’amplitude à trois niveaux de gris. Il s’agit de faire des allers-retours entre le 




plan de l’objet et le plan de Fourier, en appliquant progressivement des contraintes dans les 
deux domaines. La nature de ces contraintes dépend du type de l’hologramme calculé 
(hologramme d’amplitude ou de phase et nombre de niveaux de quantification utilisé). Nous 
avons choisis cet algorithme parce qu’il donne de très bons résultats en terme de rapport 
signal à bruit de la reconstruction, avec un temps de calcul beaucoup plus court que celui 









Les hologrammes calculés sont ensuite adressés suivant le schéma expérimental de la figure 
1.12, sur le modulateur spatial de lumière à base de cristaux liquides utilisé pour cette étude 
et décrit dans le chapitre 1. Pour les hologrammes de Fourier, les reconstructions sont 
obtenues en plaçant une caméra CCD dans le plan focal d’une lentille convergente. Pour 
ceux de Fresnel, la lentille est retirée, et la CCD est placée à la distance convenable du 
modulateur, pour laquelle l’hologramme a été calculé. Les reconstructions obtenues 
montrent la robustesse de l’algorithme utilisé, ainsi que les avantages de l’utilisation de ce 
type de modulateur, qui permet de reproduire identiquement la phase adressée. 
  
Fig.2.2 Principe de l’algorithme de la transformé de Fourier itérative 
(IFTA) [57]. 





   
Fig.2.3 (b) et (d) les reconstructions des hologrammes de Fourier de phase pure 
(a) et (c). (e) hologramme de Fresnel de phase pure et (f) représente sa 
reconstruction. Tous les hologrammes utilisent 256 niveaux de quantifications. 
Les hologrammes de Fourier sont créés sur une matrice 256×256 puis dupliqué 
pour correspondre à la surface du modulateur. L’hologramme de Fresnel est 




2.4. OPTIQUE ADAPTATIVE 
 
Développée dans les années 1950 pour des applications en astronomie [69], l’optique 
adaptative est une technique qui permet de corriger en temps réel les déformations 
évolutives et non prédictives d’un front d’onde. Actuellement, son utilisation s’étend sur 
plusieurs domaines [70] comme l’holographie [71, 72], la microscopie [43, 73-75], la 
télécommunications [76, 77], ainsi qu’en ophtalmologie afin de produire des images très 
précises de la rétine [78, 79].  
La correction des aberrations du front d’onde se faisait habituellement avec un miroir 
déformable, qui est relativement cher et difficile à fabriquer. Récemment, et dans le but 
d’obtenir des systèmes adaptatifs moins chers, les scientifiques utilisent de plus en plus les 
modulateurs spatiaux de lumière à base de cristaux liquides [73]. Ces derniers peuvent 
fournir une modulation de phase et d’amplitude assez précise.  La figure 2.4 montre de 
façon simplifiée, le principe de correction dynamique d’un front d’onde.  
 
  
Fig.2.4 Schéma représentatif du fonctionnement d’un système basé sur l’optique adaptative. Un 
analyseur de front d’onde détecte les aberrations induites par les sources de perturbation. Ensuite, 
grâce à un modulateur de lumière ces aberrations seront compensées.  
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L’idée consiste à détecter avec un analyseur de front d’onde (analyseur interférométrique ou 
un détecteur Shack-Hartmann), les aberrations introduites au faisceau par les imperfections 
du milieu ambiant. Puis, corriger ces aberrations, avec un modulateur de lumière 
(membrane déformable ou modulateur spatial de lumière à base de cristaux liquides) placé 
dans un système en boucle fermée. 
Dans cette section, nous allons montrer dans un premier temps comment générer 
des lentilles dynamiques à l’aide d’un modulateur spatial de lumière à base de cristaux 
liquides. Ensuite, dans le cadre de l’optique adaptative, nous allons présenter une méthode 
qui permet de corriger dynamiquement les aberrations introduites par des lentilles de 
mauvaise qualité.     
2.4.1. LENTILLES DYNAMIQUES 
 
Dans cette partie, nous allons montrer la capacité d’un modulateur spatial de lumière 
à base de cristaux liquides à générer des lentilles dynamiques [80-82]. Cette application est 
très attractive, car elle permet d’obtenir des lentilles de distances focales variables sans 
aucune modification du schéma expérimental. Comme il s’agit d’un élément optique 
diffractif, le calcul des profils de phase adressés sur le modulateur doit prendre en 
considération les propriétés du modulateur utilisé, comme les dimensions des pixels, son 
intervalle de modulation de phase et sa dynamique, ainsi que le couplage amplitude-phase.  
Le modèle mathématique de la phase quadratique d’une lentille sphérique de distance 
focale 𝑓, dans une seule dimension, est donné par l’équation suivante [83]:    







Ce modèle prend en considération certaines contraintes pratiques qui apparaissent 
lorsqu’on adresse la distribution de phase de l’équation 2.1 sur un modulateur pixélisé avec 
une dynamique de modulation limitée. Pour plus de détails sur l’aspect théorique du 
problème, le lecteur est prié de consulter les références [80, 83]. D’autre part, et d’après le 
critère de Nyquist, les fréquences élevées, localisées dans les pixels des bords de la lentille, 
doivent être échantillonnées par au moins deux pixels. Cela conduit au fait qu’il existe une 
valeur minimale de la distance focale d’une lentille générée par un SLM donnée par : 
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Où, 𝑁𝑙  est le nombre de pixel utilisé pour générer la lentille, λ la longueur d’onde, et Δ le pas 
du pixel. Cette limite permet de garantir que la fréquence d’échantillonnage respecte le 
critère de Nyquist aux bords de la lentille (figure 2.5 a). Si une lentille de distance focale 
inférieure à 𝑓𝑟é𝑓 est adressée sur le modulateur, la distribution de phase sera sous-
échantillonnée aux bords de l’ouverture, ce qui aura comme conséquence, l’apparition d’un 
certain nombre de lentilles secondaires comme on voit sur la figure 2.5 (b).  
 








Les lentilles dynamiques peuvent également être utilisées afin d’effectuer un zoom [81, 84, 
85]. Le modulateur affiche les lentilles tandis que la caméra reste fixe. Entre les deux on 
place une autre lentille qui permet de maintenir la correspondance entre les plans de l’objet 
et celui de la CCD. La figure 2.6 montre, les images d’un objet USAF, obtenues avec des 
lentilles dynamiques ayant les distances focales variantes entre 0,4 et 0,17 m. 
 
 
Fig.2.5 (a) Profil de phase de la fonction d’une lentille, correctement échantillonnée, et 
(b) la phase de la fonction de la lentille sous-échantillonnée. Dans ce cas la distance focale 
est 3 fois plus petite que la distance focale minimale, entraînant l’apparition de lentilles 
secondaires. 
(a) (b) 

















2.4.2. CORRECTION DYNAMIQUE DES ABERRATIONS DES LENTILLES  
 
L’objectif de cette section est de montrer expérimentalement qu’avec un LC-SLM, 
nous sommes capables d’évaluer dynamiquement la qualité d’une lentille, et de corriger les 
aberrations qu’elle introduit au système. Pour cela, nous allons nous servir de la même 
approche appliquée dans la section 1.3.3, basée sur l’analyse des franges, et qui nous a 
permis de corriger les distorsions introduites par la non-planéité de la surface du 
modulateur. 
En pratique, les lentilles sphériques présentent plusieurs types d’imperfections dues aux 
processus de fabrication. Parmi ces imperfections, on trouve essentiellement les aberrations 
(a) (b) 
(c) (d) 
Fig.2.6 Images obtenues en utilisant le zoom dynamique avec des lentilles ayant 
respectivement les distances focales (a) f = 0,26 m, (b) f = 0,23 m, (c) f = 0,21 m, et (d) f = 
0,17m [83] 
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sphériques, dont la conséquence principale est l’élargissement de la tache de focalisation : 
les rayons provenant des bords et du centre de la lentille ne focalisent pas au même point. 
On observe alors une caustique de focalisation, dans laquelle le point image attendu sera 
remplacé par une surface plus ou moins floue comme le montre la figure 2.7.  
L’astigmatisme est aussi présent, surtout que la symétrie axiale n’est pas parfaite. On en 














Pour tout ce qui va suivre, on suppose que la distorsion de la surface du modulateur 
est compensée, et que la lentille constitue la seule source d’aberration dans le système. Pour 
cela, nous nous servons d’une lentille convergente de mauvaise qualité, ainsi que d’une 
caméra CCD permettant d’imager la surface du SLM, comme le montre la figure 2.8. Ensuite, 
nous adressons sur le modulateur une distribution à niveau de gris constant, puis nous 
enregistrons les franges d’interférences entre une onde de référence et l’onde réfléchie par 
le modulateur. 
Si le miroir de référence est légèrement incliné, l’interférogramme obtenu va contenir des 
franges verticales. Le degré de courbure de ces franges est proportionnel à l’intensité de la 
distorsion du front d’onde : plus le front d’onde est distordu, plus les franges seront 
courbées. Un programme analyse les franges, et nous permet de remonter au front d’onde 
qui représente les aberrations de la lentille. Afin d’éliminer l’effet de l’inclinaison du miroir 
de référence, le champ obtenu sera décomposé en plusieurs modes de poids différents, 
Fig.2.7 Schéma illustrant l’effet de l’aberration sphérique sur une lentille convergente. 
Les rayons parallèles ne se concentrent pas en un point unique. 
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selon la définition des polynômes de Zernike. On annule les 3 premiers modes, qui 
correspondent respectivement au piston et à l’inclinaison suivant les axes x et y, pour 
obtenir finalement la distribution de phase qui représente les aberrations. Ainsi, on peut 
déduire facilement la correction qu’on doit appliquer sur le SLM, et qui correspond à 













Lorsque la correction est appliquée, nous constatons une amélioration de la qualité 
d’imagerie et de focalisation de la lentille concernée, comme le montre la figure 2.9. Les 
franges d’interférence obtenues lorsqu’on adresse un niveau de gris constant sur le 
modulateur sont plus verticales (2.9 a et f), ainsi que la reconstruction d’hologramme dans le 
plan focal qui est de meilleure qualité (2.9 g et h). 
L’inconvénient principal de cette méthode est l’attribution de toutes les distorsions du 
système à la lentille, tout en les estimant en fonction d’une surface de référence (le miroir 
de référence dans notre cas), qui est considérée parfaite.     
  
Fig.2.8 Schéma expérimental permettant d’imager la surface du SLM à l’aide d’une 
lentille convergente de mauvaise qualité, L1. Le faisceau réfléchi par le modulateur 
interfère avec un faisceau de référence, et les franges obtenues sont enregistrées à l’aide 
d’une caméra CCD placé au bon endroit. Un niveau de gris constant est adressé sur le 
modulateur.  









Fig.2.9 (a) les franges d’interférences obtenues lorsqu’on adresse un niveau de gris constant sur le 
modulateur, imagé avec une lentille de mauvaise qualité. (b) et (c) la distorsion introduite par la 
lentille avant et après la suppression de l’effet d’inclinaison du miroir de référence. (d) et (e) la phase 
qu’il faut appliquer sur le modulateur pour compenser les aberrations, en radian et en niveau de gris. 
(f) les franges  d’interférences obtenues après la correction des aberrations de la lentille. On 
remarque que les franges sont plus verticales que dans (a). (g) et (h) représentent respectivement la 
reconstruction d’un hologramme dans le plan focal de la même lentille, avant et après la correction 
des distorsions. 
(h) (g) 
2.5. PMI: PHASE-MEASUREMENT INTERFEROMETRY  
2.5.1. INTRODUCTION  
 
L’interférométrie représente une famille de techniques, dans laquelle les ondes sont 
superposées afin d’extraire des informations concernant leurs propriétés internes. Elle est 
très présente en astronomie, en microscopie, en énergie nucléaire et beaucoup d’autres 
domaines scientifiques [86, 87]. Au sein de cette famille, on trouve les techniques 
interférométriques de récupération de phase, qui regroupent plusieurs méthodes de mesure 
différentes, permettant de remonter à l’information de la phase perdue d’un front d’onde. 
Cela peut être utile pour la détection des faibles déplacements [88], la mesure des variations 
de l’indice de réfraction d’un matériaux [89], la recherche des irrégularités d’une surface 
[90], et même dans la microscopie à contraste de phase qui exploite les variations de phase 
d’un faisceau traversant un objet transparent, puis transforme ces variations en des 
variations d’amplitude visible.  
En pratique, lorsque deux ondes de même fréquence interfèrent, cela donne lieu à un 
interférogramme qui dépend de la différence de phase entre ces deux ondes. Un tel 
interférogramme est enregistré à l’aide d’un dispositif optique appelé interféromètre, qui 
peut être soit à division de phase (les fentes de Young), soit à division d’amplitude, comme 
l’interféromètre de Mach-Zehnder, ou de Michelson montré dans la figure 2.10. Ce dernier 
est constitué essentiellement de deux miroirs et d’une lame semi-réfléchissante appelée 
séparatrice. La différence de longueur d des bras de l’interféromètre induit une différence 
de marche entre les deux rayons égale à 2d, ce qui se traduit par une différence de phase 
observable sur l’interférogramme enregistré à l’aide d’une caméra CCD.  
Un interférogramme renferme beaucoup d’information, et grâce au progrès informatique 
récent, on est capable de le numériser et d’analyser son contenu convenablement, en 
manipulant chaque pixel individuellement, ce qui n’était pas le cas dans les années 1960. À 
l’époque, l’idée consistait à chercher le centre des franges d’interférences en utilisant des 
tablettes graphiques ou des systèmes vidéo connectés à l’ordinateur, ce qui posait beaucoup 
de problèmes de précision [91, 92]. 
 




















     
 
2.5.2. PRINCIPE DES PMI 
 
La PMI, ou Phase-measurement Interferometry, est une approche qui permet de 
surmonter les complications présentées dans la section précédente. Elle tire son avantage 
des avancées dans le monde numérique, et offre plus de précision et de rapidité, ainsi 
qu’elle réduit considérablement les erreurs dues à la turbulence de l’air et aux vibrations. 
Cette approche se divise en deux grandes catégories [93]: les techniques temporelles, ou 









Fig.2.10 Schéma représentatif de l’interféromètre de Michelson. M1 et M2 représentent deux 
miroirs décalés l’un par rapport à l’autre d’une distance d. Le cube séparateur divise le 
faisceau en deux parties de même intensité, et la CCD placée à la sortie du cube acquiert 
l’interférogramme résultant  




référence, puis enregistre une série d’interférogrammes en modifiant temporellement ce 
déphasage. Ces techniques sont parfois désignées par techniques hétérodynes. D’un autre 
côté, on trouve les PMI spatiales qui reposent sur le codage de l’information du déphasage 
spatialement dans un seul interférogramme, en utilisant un grand nombre de franges 
générées par l’inclinaison du front d’onde de référence par rapport au front d’onde de 
l’objet. 
2.5.3. TECHNIQUES DE MODULATION DE LA PHASE EN TPMI 
 
Le déphasage entre les deux faisceaux, de l’objet et de référence, peut être introduit 
avec différents types de déphaseur. Le déphaseur est placé dans l’un des deux bras de 
l’interféromètre, et effectue une modulation de phase continue ou discrète. 
La technique de modulation la plus utilisée pour ce type d’application consiste à déplacer le 
miroir du faisceau de référence M2 de la figure 2.10, à l’aide d’un transducteur piézo-
électrique [94], qui peut atteindre une sensibilité de 1 nm et une précision de quelques 
dizaines de nm. Une lame de verre inclinée, placée dans l’un des bras de l’interféromètre 
[95], peut également fournir le déphasage souhaité entre les deux faisceaux. Cette 
différence de phase sera proportionnelle à l’angle d’inclinaison de la plaque. Cependant, 
cette lame doit être de bonne qualité et bien alignée, de façon à obtenir le même chemin 
optique pour tout le diamètre du faisceau incident. Une autre technique consiste à mouvoir 
un réseau de diffraction dans l’un des deux bras de l’interféromètre [96-98]. Lorsque ce 
réseau, de fréquence spatial 𝑓, est déplacé avec une vitesse 𝑣, cela produit un décalage de la 
fréquence du nème ordre de diffraction égal à 𝑛𝑣𝑓. Ce même effet peut aussi être produit 
avec une lame à retard rotative, qui génère un décalage de la fréquence à deux fois sa 
fréquence de rotation [95, 98, 99]. 
Le déphasage souhaité, peut aussi être produit à l’aide d’un laser à effet Zeeman [95], avec 
un modulateur acousto-optique [93], et, comme est le cas dans notre étude, un modulateur 
spatial de lumière à base de cristaux liquides. Nous avons placé ce dernier dans l’un des deux 
bras de l’interféromètre afin d’appliquer l’une des techniques du PMI temporelle détaillée 
dans la section suivante. 
 
 




2.5.4. APPROCHES DES PMI TEMPORELLES : PHASE-SHIFTING  
 
Plusieurs techniques PMI temporelles permettent de remonter à la phase du front 
d’onde initial. Les plus utilisées, connues sous " phase-stepping " modifient la phase par pas 
entre les différentes acquisitions d’interférogramme. D’autres, désignés par " integrating-
bucket technique ", intègrent l’intensité en décalant la phase [91]. Ces deux techniques 
appartiennent à la catégorie dite " Phase-Shifting interferometry " PSI.     
Comme il existe plusieurs approches, nous commençons par une présentation 
mathématique générale du problème, avant de donner les équations spécifiques des 
techniques les plus populaires.  
L’équation générale de l’interférence entre deux ondes est la suivante : 
𝐼 = 𝐼1 + 𝐼2 + 2√𝐼1𝐼2|𝛾|cos (𝛥𝛷) (2.3) 
Où  𝐼,  𝐼1 et 𝐼2 représentent respectivement les intensités de l’interférogramme enregistré, et 
les intensités des deux ondes.  𝛥𝛷, la différence de phase, et 𝛾 le degré de cohérence 
mutuelle. De l’équation (2.3) on peut déduire le déphasage entre les deux ondes : 
𝛥𝛷 = 𝑐𝑜𝑠−1  
𝐼−(𝐼1+𝐼2)
2√𝐼1𝐼2|𝛾|
   (2.4) 
Donc, afin de trouver 𝛥𝛷, il faut résoudre l’équation (2.4). Cela nécessite de connaitre les 
valeurs des trois inconnues 𝐼1, 𝐼2 et  𝛾 pour chaque pixel, ce qui n’est pas une tâche facile. 
Ajoutons à cela le bruit du système qui peut dégrader la qualité des acquisitions.  
Comme l’idée derrière les PSI est d’ajouter un déphasage connu entre le faisceau de l’objet 
et le faisceau de référence, alors l’équation (2.3), qui exprime l’intensité d’un 
interférogramme peut être formulée de la façon suivante : 
𝐼 =  𝑎 + 𝑏cos (Φ +∝𝑛)   (2.5) 
Où 𝑎, 𝑏, 𝑒𝑡 Φ, sont en fonction des coordonnées spatiales, et ∝𝑛  représente la phase 
introduite expérimentalement, soit au faisceau principal, soit au faisceau de référence. n est 
comprise entre 0 et N, et correspond au rang de la phase ajoutée. 
L’équation (2.5) comporte 3 inconnues, donc pour retrouver la valeur du déphasage Φ, nous 
devons enregistrer au moins 3 interférogrammes, en décalant par pas, 3 fois, la valeur de ∝. 
 
 




Les intensités des 3 interférogrammes s’expriment de la forme suivante : 
𝐼1 =  𝑎 + 𝑏 cos(𝛷 +∝1)     (2.6) 
 𝐼2 =  𝑎 + 𝑏cos (Φ +∝2)      (2.7)  
 𝐼3 =  𝑎 + 𝑏cos (Φ +∝3)      (2.8)  
(2.6), (2.7), et (2.8) forment un système de 3 équations à 3 inconnues. La résolution de ce 
système nous donne : 
𝛷 = 𝑡𝑎𝑛−1
(𝐼2−𝐼3) cos∝1−(𝐼1−𝐼3) 𝑐𝑜𝑠∝2−(𝐼1−𝐼2) 𝑐𝑜𝑠∝3
(𝐼2−𝐼3) 𝑠𝑖𝑛∝1−(𝐼1−𝐼3) sin∝2−(𝐼1−𝐼2) sin∝3
 (2.9) 
De l’équation 2.9 découle plusieurs techniques: 
1- Three steps technique [100]: 









. Dans ce cas l’équation (2.9) devient: 
𝛷 = 𝑡𝑎𝑛−1 (
𝐼2−𝐼3
𝐼2−𝐼1
)      (2.10) 
2- Four steps technique [94]: 
Pour cette technique, Il faut acquérir 4 interférogrammes avec un décalage de phase de 
90° :  ∝1= 0,∝2=
𝜋
2




𝛷 = 𝑡𝑎𝑛−1 (
𝐼4−𝐼2
𝐼1−𝐼3
)      (2.11) 
3- Five steps technique [94]: 
Une autre technique développée par Hariharan et al. [101], et qui utilise un déphasage de 
90° afin de minimiser la probabilité d’avoir un numérateur ou un dénominateur égal à 0. 







, 𝜋), ce qui donne un déphasage : 
𝛷 = 𝑡𝑎𝑛−1 (
2(𝐼2−𝐼4)
2𝐼3−𝐼5−𝐼1
)     (2.12) 




C’est une technique très simple à implémenter, avec une grande tolérance vis-à-vis la 
mauvaise calibration du décalage des phases. 
Il existe encore une grande variété de techniques, destinées chacune à un certain type 
d’application. Pour plus de détails, le lecteur est prié de se référer à [93]. 
2.5.5. RESULTATS EXPERIMENTAUX  
 
Comme on l’a déjà précisé, le but de cette section est de montrer qu’il est possible 
d’appliquer expérimentalement une des techniques du Phase Shifting Interferometry, en 
utilisant le modulateur spatial de lumière sélectionné dans le chapitre 1. L’ajout d’un tel 
composant dans le schéma optique présente plusieurs avantages : d’un côté, les LC-SLM 
sont disponibles commercialement à un prix raisonnable, ils sont flexibles, compacts, et 
facilement contrôlés. De l’autre, leur mode de fonctionnement est simple, ce qui permet 
d’effectuer les acquisitions très rapidement et avec précision, surtout qu’ils fournissent un 
grand nombre de niveaux de décalage de phase. Ajoutons à ça, le grand avantage de réaliser 
les acquisitions sans des déplacements mécaniques, ce qui réduit les vibrations et les 
turbulences de l’air, ainsi que les erreurs de mesure. 
La figure 2.11 illustre le schéma interférométrique utilisé afin d’appliquer la "Four steps 
technique". Le modulateur est placé dans l’un des deux bras de l’interféromètre, et possède 
une double fonction : il sert à afficher l’objet de phase pure qu’on cherche à reconstruire, et 






) le front d’onde incident, par 
rapport au faisceau de référence, réfléchit par le miroir. La figure 2.12 montre un exemple 
d’objet de phase pure qu’on peut adresser sur le modulateur, ses quatre versions 
déphasées, ainsi que les quatre interférogrammes enregistrés. Comme on peut le voir, ces 
derniers seront décalés l’un par rapport à l’autre, et c’est le traitement numérique de ce 




     
 

























(a) (b) (c) (d) 
(e) (f) (g) (h) 
Fig.2.12 (a), (b), (c), (d) représentent respectivement l’objet de phase pure déphasé 






. (e), (f), (g), (h) représentent les interférogrammes correspondants.  
Fig.2.11 Interféromètre de Michelson utilisé pour appliquer la "Four Steps technique". Le SLM 
affiche l’objet qu’on doit reconstruire, et applique en même temps un déphasage entre le 
faisceau de référence et le faisceau incident qu’il réfléchit. L1 sert à imager convenablement la 
surface du modulateur à l’intérieur de la CCD.  




La figure 2.13 montre la reconstruction expérimentale de 3 objets de phase pure affichés sur 
le modulateur, en utilisant la méthode "Four steps technique". Le profil dans 2.13 c 
traduisant l’écart de phase entre les deux zones de l’objet reconstruit (2.13 b), est dressé en 
calculant une moyenne de la valeur absolue de l’écart entre ces deux zones. La même 
logique est appliquée pour les profils dans 2.13 f et i. Ces courbes montrent qu’on retrouve 
les mêmes valeurs du déphasage entre les différents niveaux des objets initiaux. On précise 
que les franges qui apparaissent dans les différentes figures sont dues à l’inclinaison du 
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(g) (h) (i) 
Fig.2.13 (a), (d) et (g) représentent 3 objets de phase pure affichés sur le modulateur. (b), (e) et (h) leurs 
reconstructions avec la méthode Four steps. (c), (f) et (i) la moyenne des profils respectifs. On remarque 
que dans les 3 cas on obtient la même différence de phase entre les différents niveaux de l’objet.  




Cependant, on remarque que pour les trois profils, la transition entre deux zones ayant deux 
niveaux de gris différents n’est pas brusque mais progressive. Cela peut être dû à plusieurs 
raisons, comme le bruit présent pendant les acquisitions, ou même l’effet du cross-talk du 
modulateur discuté dans le chapitre suivant. 
2.5.6. DEROULEMENT DE LA PHASE 
 
Même si ces méthodes interférométriques sont très utilisées dans tous les domaines 
scientifiques, leur grande ambigüité reste ce qu’on appelle l’enroulement de la phase, ou 
"phase wrapping" en anglais [102, 103]. D’après l’équation 2.11, la phase est calculée à 
partir d’une arctangente, donc elle va être définie sur un intervalle compris ente -π et +π. 
Cela ce manifeste par le fait que lorsqu’une valeur extrême est atteinte (-π et +π), la phase  
saute à l’autre extrémité de l’intervalle (-π et +π), bien que la phase optique réelle soit 
continue et croissante ou décroissante de manière relativement douce. 
La solution à ce problème consiste à dérouler la phase (Phase unwrapping), c.-à-d. à 
supprimer les sauts de phase brusque, et retrouver la phase réelle Ф à partir de la phase 
mesurée 𝜙 tel que : 
Ф = 2𝑘𝜋 + 𝜙 (2.13) 
Où k est un entier positif. Dans le cas monodimensionnel, il existe une solution unique [104], 
qui stipule que la phase réelle est l’intégrale de la pseudo dérivée de la phase mesurée le 
long du chemin reliant 2 sauts de phase. Cependant, dans le cas des images 
bidimensionnelles, avec un niveau de bruit élevé, l’unicité de la solution n’est plus assurée. 
Cela nécessite des techniques de déroulement de phase sophistiquées, dont l’implantation 
n’est pas toujours aisée [105]. Ces techniques ce divisent en quatre grandes 
catégories [106]: 
- Les méthodes locales, directement issues du principe de déroulement du signal 1D, 
qui détectent les changements de phase à partir d’un voisinage local. 
-  Les méthodes globales, qui cherchent à détecter les sauts de phase réels sous forme 




- Les méthodes basées sur les moindres carrés, qui formalisent le déroulement de la 
phase en termes de minimisation d’erreur par rapport à un modèle global sous forme 
de système d’équations linéaires. 
- Les méthodes basées sur une modélisation locale explicite (analytique ou 
markovienne), qui réalisent une optimisation d’une fonctionnelle. 
Chacune de ces méthodes a ses avantages et ses inconvénients. Ils sont généralement 
choisis en fonction du type de l’application.  
2.6. CONCLUSION 
 
L’efficacité du modulateur spatial de lumière à base de cristaux liquides choisis pour 
cette étude a été testée pour différents types d’applications. Son utilisation s’avère très 
avantageuse en microscopie où il peut être implémenté à la fois dans le trajet d’illumination 
et le trajet d’imagerie. Il est également très présent en holographie, pour afficher 
dynamiquement des éléments optiques diffractifs sans aucune intervention humaine ou 
modification du schéma expérimental. Ce composant est aussi utilisé en optique adaptative, 
où nous avons démontré deux applications possibles : l’affichage des lentilles dynamique, et 
la correction des aberrations introduites par les composants optiques du système. Le 
potentiel de ce modulateur a encore été prouvé dans les méthodes dites "Phase Shifting 
Interferometry", PSI. Il peut être employé pour toutes les techniques existantes afin 
d’appliquer un déphasage précis et rapide. Ajoutons à cela, le fait que c’est un composant 
compact, robuste, avec une haute résolution et facile à adresser. Toutes ces propriétés font 
de lui un bon choix pour un grand nombre de disciplines scientifiques, dont deux font parties 
de nos axes de recherche au MIPS : la microscopie tomographique diffractive [107], et la 
correction des aberrations introduite par un zoom d’un macroscope [108].  
Dans le chapitre suivant, nous allons proposer et démontrer une application supplémentaire 
de ce type de modulateur. Il s’agit des méthodes itératives permettant de remonter à un 
front d’onde complexe, où, le SLM joue un rôle essentiel dans la simplification du schéma 
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Le problème de la récupération de la phase, partiellement abordé dans la dernière 
partie du chapitre précédent, est un problème commun à plusieurs domaines scientifiques, 
comme l’astronomie, l’optique adaptative, la cristallographie et aussi l’imagerie cohérente 
diffractive.  En pratique, un faisceau diffracté à travers un objet quelconque se caractérise 
par deux paramètres : une amplitude et une phase. Chacun de ces deux paramètres porte 
une partie de l’information décrivant les propriétés internes de l’objet.  La valeur de 
l’amplitude peut être trouvée facilement à l’aide d’un simple détecteur de photons comme 
une caméra, en calculant la racine carrée de l’intensité du champ enregistré. La phase quant 
à elle, contient la plus grande partie de l’information concernant l’épaisseur et/ou le 
changement de l’indice de réfraction de cet objet, et ne peut pas être mesurée directement 
(Voir figure 3.1). Pour cela, elle doit être déduite de la mesure d’intensité, ce qui rend sa 
récupération une tâche plus compliquée. Les solutions à ce problème se divisent en trois 
grandes catégories. La première catégorie regroupe les senseurs du front d’onde comme 
l’analyseur à pyramide [1] et le détecteur Shack-Hartmann (SHWFS) [2], largement utilisé en 
optique adaptative pour sa simplicité de mise en œuvre comme le montre la figure 3.2. Le 
SHWFS est composé d’une matrice de microlentilles, au plan focal desquelles on place un 
capteur sensible à la lumière (généralement CCD) permettant de détecter le spot formé dans 
le plan de Fourier. L’étude de la position de ce spot, nous renseigne sur les aberrations du 
front d’onde incident : le spot d’un front parfaitement plan doit se trouver au centre du 
capteur. Ce type d’analyseur de front d’onde fonctionne très bien pour des variations lisses 
de phase [3], mais moins bien lorsque la phase varie brusquement. La société Phasics [4] 
développe actuellement des analyseurs de front d’onde haute résolution, allant de l’ultra-
violet à l’infra-rouge. Ces analyseurs représentent une évolution du Schak-Hartmann, et 
basés sur "l’interférométrie à décalage multilatéral". 
La deuxième catégorie regroupe les méthodes holographiques ou interférométriques [5-7] 
présentés dans le chapitre 2. Malgré leurs importants avantages ainsi que leurs présences 
dans plusieurs domaines, ces méthodes restent très sensibles aux bruits et à  l’instabilité du 
système ainsi qu’aux imperfections des composants optiques. 
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Dans la troisième catégorie on trouve les méthodes itératives basées sur la propagation du 
faisceau désignées scientifiquement par "phase retrieval methods" [8-11]. Ces méthodes 
sont considérées comme un problème inverse utilisant un algorithme itératif, et alternant 
entre le domaine réel et le domaine fréquentiel. Elles sont basées sur des acquisitions de la 
figure de diffraction d’un objet dans le champ proche (Diffraction de Fresnel), ou dans le 
champ lointain (Diffraction de Fraunhofer ou Fourier). Ces figures de diffractions 
contiennent des informations sur la phase de l’objet, et lorsqu’elles sont sur- 
échantillonnées par un facteur supérieur à 2, cette information de phase peut être 
récupérée en utilisant un algorithme itératif [12].  
















Fig. 3.1 Importance de la phase du signal: (a) and (b) sont les images originales d’un chien et d’une 
girafe; On échange ensuite leurs phases respectives dans le domaine de Fourrier, tout en gardant la 
même amplitude. Le résultat obtenu montre une girafe à la place du chien (c) et un chien à la place de 
la girafe (d). Cela montre que la phase contient la plus grande partie de l’information d’un signal 
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De plus, le développement rapide des techniques informatiques a rendu cette approche de 
plus en plus intéressante et plus simple à appliquer, surtout qu’elle est moins sensible aux 
bruits et à l’instabilité du système, plus robuste, avec un schéma expérimental peu 
compliqué, et permet de récupérer un front d’onde complexe sans le besoin d’un 
interféromètre et d’un faisceau de référence. Pour ces raisons, ces méthodes itératives 
inverses ont été appliquées avec succès dans plusieurs domaines comme la microscopie 
électronique [13], l’imagerie avec les rayons X [14], l’astronomie [2] comme le télescope 
James Webb [15], et les éléments optiques diffractifs (EOD) [16]. Elles sont également 
utilisées dans l’imagerie cohérente diffractive (CDI), où un faisceau cohérent d’électrons est 
diffracté par le spécimen. La figure de diffraction obtenue correspond sous certaines 
conditions à la transformée de Fourier du spécimen, et est utilisée pour remonter à sa phase 
et à son amplitude [14, 17, 18].  En d’autres termes, on remplace les objectifs d’un 
microscope classique par un logiciel informatique, ce qui résulte en une image finale sans 
aberrations. 
Ce chapitre commence par l’introduction des méthodes "phase retrieval" les plus 
répandues, en discutant des avantages et des inconvénients de chacune d’entre elles. 
Ensuite nous présentons une méthode proposée en 2007 par Zhang et inspirée des 
détecteurs du front d’onde [19] connue sous "Spread Spectrum Phase Retrieval" SSPR. Nous 
montrerons comment on peut rendre l’application de cette méthode plus simple en utilisant 
un modulateur spatial de lumière à base de cristaux liquides et en travaillant dans le plan de 
Fourier à la place du plan de Fresnel. Après avoir appliqué SSPR, nous constatons que les 
résultats obtenus expérimentalement sont très différents des résultats de simulation. Pour 
cette raison nous effectuons une étude détaillée des sources d’erreurs pouvant être 
responsables de la dégradation de la qualité des reconstructions, ainsi que la contribution de 
chacune de ces sources dans le résultat final. Ensuite, nous présentons l’impact de la 
diaphonie du modulateur connu également comme "Fringing-Field effect",  sur cette 
méthode, et nous proposons une approche validée expérimentalement permettant de 
compenser son effet.  
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Fig. 3.2 Principe du fonctionnement d’un Shack-Hartmann : Le front d’onde est projeté dans une 
matrice de microlentilles identiques, qui focalisent le faisceau dans leur plan focal où on place un 
détecteur d’intensité (généralement une CCD). Si le front d’onde est plan (A), les spots du plan focal 
seront localisés dans une grille définie par les propriétés des microlentilles. Dès que le front d’onde 
est déformé, les spots se déplacent de leurs positions nominales. Leurs déplacement suivant les deux 
directions est proportionnel aux aberrations, 
3.2. LES METHODES ITERATIVES "PHASE RETRIEVAL" 
3.2.1. L’ALGORITHME DE GERSHBERG-SAXTON  
 
Les méthodes "Phase retrieval" permettent de retrouver la fonction d’un 
objet 𝑔(𝑥, 𝑦), en connaissant l’amplitude de sa transformée de Fourier |𝐺(𝑢, 𝑣)|. 
𝐺(𝑢, 𝑣) = |𝐺(𝑢, 𝑣)| exp[𝑖 𝛹(𝑥, 𝑦)] = 𝑇. 𝐹. [𝑔(𝑥, 𝑦)] (1.1) 
Où,  𝑇. 𝐹. représente la transformé de Fourier.  La technique la plus utilisée est connue sous 
"steepest-descent"[20], qui est une technique itérative procédant par des améliorations 
successives du front d’onde reconstruit. Cette technique regroupe plusieurs approches 
différentes comme "Direct Binary Search" (DBS) [21], et "Iterative Fourier Transform 
Algorithms" (IFTA), où on trouve la méthode très populaire de Gershberg et Saxton [8]. 
L’algorithme de Gershberg-Saxton, désigné parfois par "Error Reduction Algorithm" [22], est 
un algorithme itératif proposé en 1972, permettant de reconstruire la phase d’un faisceau, à 
partir de deux distributions d’amplitudes connues : celles du champ d’entrée et celle du 
champ de sortie (la transformée de Fourier). Il débute par une estimation aléatoire du front 
d’onde puis effectue, pour chaque itération, les quatre étapes suivantes : 
1- Passer au domaine fréquentiel en effectuant une transformée de Fourier T.F. de 
l'estimation courante champ. 
2- Remplacer l’amplitude de la T.F. calculée, par l’amplitude de la  T.F. de l’objet 
mesurée expérimentalement. Ce qui nous donne une nouvelle estimation de la T.F.    
3- Retourner dans le domaine spatial en effectuant une transformé de Fourier inverse. 
4- Remplacer l’amplitude du champ obtenu soit par l’amplitude de l’objet mesuré (dans 
le cas des hologrammes), soit par une autre amplitude fonction des contraintes 
posées. Cela permet d’obtenir une nouvelle estimation du signal. 
 















Le principe de ces quatre étapes découle du fait que l’amplitude et la phase d’un 
champ complexe sont "mélangées" lorsqu’on effectue une transformé de Fourier de ce 
champ. L’amplitude influence la phase et vice-versa. En répétant les  transformées de 
Fourier, l’information de l’amplitude peut être complètement transférée à une information 
de phase. 
Il est important de noter que pour la méthode de GS l’application des contraintes dans les 
deux domaines, s’effectue via les projections [11], ce qui devrait garantir la convergence de 
l’algorithme. Par convergence, on désigne que la nouvelle estimation est au moins aussi 
bonne que la précédente, et non pas que l’algorithme ait trouvé la fonction de l’objet 
recherchée.  
Pour être cohérent avec ce qui va suivre, le passage de g’(x) à g(x) dans l’algorithme de GS 
s’effectue suivant l’équation 1.2 : 
𝑔𝑘+1(𝑥) = {
𝑔𝑘
′ (𝑥),      𝑥 ∉ 𝜃
    0,          𝑥 ∈ 𝜃
   (1.2) 
𝒈 𝐆 = |𝐆|𝐞𝐢𝛗 
Contrainte dans le 
domaine de 
Fourrier 
𝐆′ = |𝐅|𝐞𝐢𝛗 
𝑻.𝑭. 
𝑻.𝑭.−𝟏 
Fig. 3.3 Les quatre étapes de l’algorithme de GS. 1- On calcule une transformé de Fourier de 
l’estimation actuelle de la fonction de l’objet, g. 2- Ensuite, on applique la contrainte du domaine 
fréquentielle qui consiste à  remplacer l’amplitude de la T.F. calculée|𝐆|,  par celle mesurée|𝑭|. 3- pour 
revenir au plan de l’objet on effectue une transformée de Fourier inverse du champ trouvé. La dernière 
étape (4) consiste à appliquer les contraintes du domaine spatial, ce qui nous donne une nouvelle 
estimation de la fonction de l’objet 
𝒈′ 
Contrainte dans le 
domaine spatial 




 Où θ inclut tous les points pour lesquels g' (x) ne corresponds pas aux contraintes, par 
exemple si g’(x) est négative, ou si elle dépasse le diamètre connu de l’objet.  
La méthode de Gershberg-Saxton a trouvé plusieurs domaines d’applications. Elle est très 
utilisée pour la génération d’hologrammes de phase pure permettant de créer une 
distribution d’intensité souhaitée dans le plan de l’image. Ces hologrammes peuvent être 
affichés sur des lames de phase ou des modulateurs spatiaux de lumière. Ce principe, déjà 
abordé dans le chapitre 2, est illustré dans la figure 3.4. On note que l’algorithme cherche à 
minimiser une fonction objectif ε tel que 𝜀 = ∑[𝐴(?⃗? ) − ?̂?(?⃗? )]2 [23]. Donc, lorsque cette 
fonction devient inférieure à une limite prédéfinie, l’algorithme s’arrête. 
 
















Fig. 3.4 L’algorithme de Gershberg-Saxton appliqué pour les hologrammes de phase pure. La condition initiale 
dans le plan image est un champ complexe ayant comme amplitude, l’amplitude désirée 𝐴𝑑 , et une phase 
aléatoire.  Pour notre exemple, on considère que l’amplitude désirée est une matrice de 9 spots lumineux. On 
effectue une transformé de Fourier inverse qui nous ramène au plan du modulateur, où l’information de 
l’amplitude initiale sera partagée entre l’amplitude a(𝑥,𝑦) et la phase φ(𝑥,𝑦) du champ trouvé. L’amplitude 
calculée est ensuite remplacée par une fonction décrivant les conditions expérimentales (1 si le modulateur 
effectue une modulation de phase pure et s’il est illuminé d’une façon homogène). On effectue ensuite une 
transformée de Fourier pour le nouveau champ obtenu afin d’obtenir le front d’onde correspondant dans le 
plan Image. Et pour terminer l’itération, 𝑎 (𝑘𝑥, 𝑘𝑦) est de nouveau remplacée par l’amplitude désirée. Après 
chaque itération 𝑎 (𝑘𝑥, 𝑘𝑦) ressemble de plus en plus à l’amplitude désirée. 




En pratique, l’algorithme de GS diminue l’erreur très rapidement pendant les premières 
itérations, et beaucoup plus lentement pour les itérations suivantes [24, 25]. De plus, il a été 
démontré que la convergence dépend des contraintes appliquées, et nécessite un grand 
nombre d’itération dans le cas d’une seule acquisition [22], ce qui rend cette méthode peu 
satisfaisante pour un large champ d’application.  
3.2.2. L’ALGORITHME DE FIENUP 
 
Afin de dépasser les limites de l’algorithme de GS, les méthodes "phase retrieval" ont 
besoin, en plus d’une solution unique, d’un algorithme peu sensible au bruit, et capable de 
converger vers la solution en un temps de calcul acceptable. Donc, en se basant sur 
différentes interprétations de la méthode GS, Fienup a proposé, à partir de 1978, une série 
d’algorithmes itératifs [9, 10, 22, 26-28].  Ces algorithmes conservent la même logique que 
celui du GS dans le domaine fréquentielle, avec des modifications dans le traitement du 
domaine spatial. Les trois premières étapes décrites dans la section précédente restent donc 













𝒈 𝐆 = |𝐆|𝐞𝐢𝛗 
Contrainte dans le 
domaine 
fréquentiel 
𝐆′ = |𝐅|𝐞𝐢𝛗 
𝑻.𝑭. 
𝑻.𝑭.−𝟏 
Fig. 3.5 Les trois premières étapes communes à tous les algorithmes de Fienup. 1- On calcule une 
transformé de Fourier de l’estimation actuelle de la fonction de l’objet, g. 2- On applique la contrainte 
du domaine fréquentiel qui consiste à  remplacer l’amplitude de la T.F. calculée|𝐆|,  par celle 
mesurée|𝑭|. 3- pour revenir au plan de l’objet on effectue une transformée de Fourier inverse du 
champ trouvé. La dernière étape qui consiste à appliquer les contraintes du domaine spatial, dépend de 
l’algorithme choisi. 
𝒈′ 




L’idée de Fienup était de regrouper les trois premières étapes dans un système non-linéaire 
ayant comme entrée g et comme sortie g', puis de compléter l’itération avec une quatrième 
étape qui dépend de l’interprétation du problème et de la nature des contraintes imposées 
dans le plan de l’objet. A l’inverse de la méthode GS, l’entrée g(x) n’est plus considérée 
comme une estimation de la fonction de l’objet, mais plutôt comme une "commande" 
permettant d’obtenir la sortie g’(x). Par conséquent, g(x) n’a plus besoin de satisfaire les 
contraintes du domaine de l’objet. 
En se basant sur cette nouvelle interprétation, et en supposant que l’objet est non-négatif, 
Fienup propose trois algorithmes permettant la reconstruction de la phase à partir d'une 
mesure d'intensité unique. La première méthode est connue sous le nom input-output [28], 
et est basée sur le fait qu’un petit changement dans l’entrée g(x), résulte en un changement 
constant de la sortie g’(x), égal à α fois le changement de l’entrée. Donc, un changement Δx 
de l’entrée, entraine un changement βΔx de la sortie, où β est une constante idéalement 
égale à  𝛼−1 . Pour le problème avec une mesure d’intensité unique, le changement désiré 
dans la sortie est : 
𝛥𝑔𝑘(𝑥) = {
           0,              𝑥 ∉ 𝜃
        −𝑔𝑘
′ (𝑥),     𝑥 ∈ 𝜃
    (1.3) 
Autrement dit, pour les points, où les contraintes sont satisfaites, on n’a pas besoin de 
modifier la sortie. Par contre, pour les points où les contraintes ne sont pas respectées, les 
modifications souhaitées de la sortie, nécessaires pour satisfaire les contraintes du support 
et de la non-négativité, l’entraine vers un zéro. Donc, les modifications pour ces points 
correspondent à l’inverse de la sortie. D’où le choix suivant pour la prochaine entrée :  
𝑔𝑘+1(𝑥) =  {
   𝑔𝑘(𝑥),                               𝑥 ∉ 𝜃
   𝑔𝑘(𝑥) − 𝛽𝑔′𝑘(𝑥),          𝑥 ∈ 𝜃
  (1.4) 
La deuxième méthode, output-output [22], découle du fait que le système de la figure 3.5 
est non-linéaire. Si la sortie g’(x) est utilisée comme une entrée, alors la sortie qui en résulte, 
sera g’(x) elle-même, car elle satisfait déjà les contraintes fréquentielles. Donc, 
indépendamment de l’entrée, on peut considérer que la sortie résulte d’elle-même si elle a 
été utilisée comme entrée. De ce point de vue, la quatrième étape de l’algorithme est la 
suivante : 




𝑔𝑘+1(𝑥) =  {
   𝑔′𝑘(𝑥),                               𝑥 ∉ 𝜃
   𝑔′𝑘(𝑥) − 𝛽𝑔′𝑘(𝑥),          𝑥 ∈ 𝜃
  (1.5) 
On note que si β=1, cet algorithme devient l’algorithme de GS. 
 
La dernière méthode proposée par Fienup, considérée comme une combinaison entre les 
deux méthodes précédentes, est souvent désignée par hybrid input-output HIO [9], et obéit 
à l’équation suivante : 
𝑔𝑘+1(𝑥) =  {
   𝑔′𝑘(𝑥),                               𝑥 ∉ 𝜃
   𝑔𝑘(𝑥) − 𝛽𝑔′𝑘(𝑥),            𝑥 ∈ 𝜃
  (1.6) 
Un grand nombre d’expérience indique que cet algorithme est très efficace pour 
reconstruire la phase des objets réels non-négatifs. Ajoutons à cela sa simplicité et sa 
rapidité de convergence, ce qui fait du HIO l’algorithme le plus utilisé actuellement. 
Cependant, la stagnation reste toujours possible dans certaines situations [29, 30], surtout 
dans le cas des objets complexes (qui introduisent des modifications à la phase et 
l’amplitude du faisceau traversant), où le fait de perdre la contrainte de non-négativité en 
présence d’un support pas très bien connu, pose de sérieux problèmes de convergence [31]. 
On note que pour satisfaire le critère de Nyquist et garantir la réussite de la reconstruction 
du front d’onde, le support doit former moins que la moitié de la surface de l’objet (voir 
même plus petit).  Dans ce cas la convergence reste possible sous certaines conditions, où 
l’on utilise un support solide [9], ou si on mesure une image de diffraction de faible 
résolution [27]. 
 
3.2.3. APPROCHES BASEES SUR DES MESURES MULTIPLES  
 
Comme nous l’avons précisé, l’algorithme HIO est l’algorithme le plus efficace et le 
plus répandu. Néanmoins, lorsque les mesures d’intensités contiennent du bruit, le schéma 
itératif sera accompagné par des problèmes de convergence et de stagnation [32-34]. Cela 
est essentiellement dû à la perte de la non-négativité qui doit être compensée par 
l’introduction d’autres contraintes, et indique qu’il existe plusieurs solutions compatibles 
avec les mesures bruitées. Une solution qui permet de surmonter l'incertitude sur la 




convergence et de diminuer l’effet du bruit, consiste à enregistrer les distributions 
d’intensités, dans deux plans parallèles, reliés soit par la transformée de Fresnel [35], soit 
par la transformé de Fourier [36]. Cette approche s’est ensuite étendue en plusieurs 
acquisitions d’intensités dans plusieurs plans [37], ce qui améliore encore plus la robustesse 
de l’algorithme itératif. Les méthodes permettant cela sont nombreuses, et ont été 
implémentées avec succès dans divers domaines, comme l’astronomie [15, 38, 39], et la 
microscopie [40-42]. 
Faulkner et Rodenburg proposent une nouvelle technique [43, 44] basée sur cette approche, 
utilisant une ouverture mobile permettant d’enregistrer plusieurs spectres de diffraction 
correspondants aux différentes parties de l’objet comme le montre la figure 3.6. L’ouverture 
est positionnée en aval de l’objet. On collecte au moins deux figures de diffractions en 
déplaçant l’ouverture. Cela permet d’enregistrer les spectres provenant de toutes les zones 
de l’objet.  














Fig. 3.6 Schéma expérimental de la méthode proposée par Faulkner et Rodenburg. L’objet diffracte le 
faisceau incident, puis, en décalant une ouverture on contrôle la surface scannée avant d’enregistrer dans 
un plan de diffraction le spectre résultant.  




Une fois les spectres enregistrés, et en supposant que la position et la forme de l’ouverture 
sont connues, on lance l’algorithme itératif qui est très similaire à l’algorithme de Gershberg 
et Saxton. Théoriquement cette méthode permet de scanner de grands objets et obtenir des 
images à haute résolution. 
D’autres techniques [35-37, 45, 46] consistent à enregistrer les figures d’intensités dans deux 
ou plusieurs plans parallèles reliés soit par la transformé de Fourier, soit par la transformé de 
Fresnel.  Pedrini et Osten [45], acquièrent N spectres suivant l’arrangement montré dans la 
figure 3.7. Le faisceau diffracté par l’objet est d’abord collecté en utilisant une caméra CCD 
placé dans un plan localisé à une distance 𝑧0 de l’objet. Ensuite, les spectres restant sont 
acquis en décalant le capteur d’une distance ∆z.  𝑧0  et ∆z ainsi que le nombre d’acquisitions 
N, dépendent de la taille de l’objet. Les différents plans utilisés sont reliés entre eux par la 















Fig. 3.7 Schéma expérimental de la méthode proposée par Pedrini et Osten. Le faisceau diffracté par l’objet est 
acquis au niveau de plusieurs plans, par une caméra CCD. 




Un inconvénient de cette méthode, est qu’elle nécessite un long temps de mesure, surtout 
qu’il faut ajuster la position de la caméra avant chaque acquisition. Falldorf, Agour et Mazine 
[48, 49], [50] proposent d’effectuer toutes les acquisitions sans le moindre alignement 
mécanique. Pour cela, ils utilisent un modulateur spatial de lumière à base de cristaux 
liquides placés dans le plan de Fourier du système d’imagerie. Le SLM module le faisceau 
incident avec une certaine fonction de transfert qui modélise sa propagation. Ainsi, des 
mesures successives des spectres peuvent être effectuées dans le même plan, mais dans des 
états  de propagation différents. 
Mazine et Heggarty [50] proposent une technique dite "Multi-illumination technique", qui 
consiste à projeter sur l’objet à reconstruire plusieurs faisceaux modulés en phase à l’aide 
d’un SLM à base de cristaux liquide ferroélectriques, puis enregistrer pour chaque faisceau 
diffracté par l’objet le spectre correspondant. Toutes les acquisitions sont effectuées avec 
une CCD placée dans le plan de Fresnel à une distance connue de l’objet. Ces acquisitions 
sont ensuite utilisées dans un algorithme itératif afin de remonter au front d’onde initial. 
L’avantage principal de cette méthode, est que tous les spectres sont collectés dans un seul 
plan, et nous n’avons donc pas besoin d’effectuer des ajustements mécaniques pendant 
l’étape d’acquisition. Cela se traduit par des acquisitions plus rapides avec un coût 
raisonnable. De plus, les simulations montrent que l’algorithme utilisé converge très 
rapidement (quelques dizaines d’itérations) par rapport aux autres méthodes proposées vu 
la faible corrélation présente entre les figures diffractions enregistrées.  
Cependant cette méthode compte certains inconvénients : le fait de travailler dans un plan 
de Fresnel exige de connaitre précisément la distance qui sépare l’objet de la CCD. Une 
légère imprécision de l’ordre de 1mm est suffisante pour que l’algorithme ne converge plus. 
Pour éviter ce problème une procédure de calibration utilisant des hologrammes 
numériques doit être effectuée. D’autre part, l’auteur montre par des simulations que la 
capacité des masques de phase utilisés à générer des figures de diffractions différentes 
influence fortement la robustesse et la vitesse de convergence de l’algorithme : plus 
d’informations sur l’objet peuvent être extraites si les figures de diffractions sont variées. Or 
l’emploi d’un modulateur ferroélectrique capable juste d’une modulation de phase binaire 
0/ π, limite les possibilités de génération des masques de phase. 
 




En 2008, Bao [51, 52], propose d’acquérir les informations nécessaires pour reconstruire la 
phase, en modulant la longueur d’onde du faisceau incident. Le schéma expérimental est 
très simple, et pour la propagation du faisceau, l’algorithme du spectre angulaire [53] est 
utilisé (comme il marche bien pour des faibles distances entre l’objet et la caméra). Nugent 
et al. [54, 55], ont également proposé de moduler l’amplitude et la phase du faisceau 
incident. D’autres techniques et algorithmes itératives existent également comme le PIE 
(ptychographical iterative engine) [56], ou SSPR (Spread Spectrum Phase Retrieval) [19, 57] 
qu’on va détailler dans la section suivante. Pour des détails supplémentaires, vous êtes priés 
de consulter les papiers suivants [58-66]. 
3.3. SPREAD SPECTRUM PHASE RETRIEVAL 
     
La méthode Spread Spectrum Phase Retrieval, connue sous SSPR, fut proposée en 
2007 par Zhang et al. [19] . C’est une technique inspirée de la technologie des analyseurs de 
front d’onde comme le Shack-Hartmann ou le détecteur en pyramide, et basées sur 
l’introduction d’une forte modulation de phase dans le plan de l’objet en utilisant un masque 
de phase. Nous allons expliquer les principes de cette méthode et ses avantages, puis 
présenter les résultats de simulation et les résultats expérimentaux, pour enfin les comparer 
et en tirer des conclusions. On note, que nous avons modifié la méthode initial présentée 
dans la référence [19] sur deux niveaux. D’une part, et dans le but de rendre cette méthode 
plus simple, nous avons décidé de l’appliquer dans le plan de Fourier, et non pas dans le plan 
de Fresnel. Dans ce cas, on n’a plus besoin de bien régler la distance entre les différents 
composants optiques pour éviter des problèmes d’échantillonnage, car il suffit de placer la 
caméra dans le plan focal d’une lentille. De l’autre part, afin de rendre le schéma 
expérimental plus flexible, et les acquisitions plus rapides, nous avons remplacé la lame de 
phase par un modulateur spatial de lumière à base de cristaux liquide. De cette manière 
aucune modification ou intervention humaine est requise pendant l’étape expérimentale 
d’acquisition comme on va le voir [57]. 
SSPR, comme toutes les méthodes "phase retrieval", est composée de deux étapes. La 
première consiste à faire les acquisitions des spectres d’intensités, et la seconde à lancer 




l’algorithme itératif, qui, en utilisant ces acquisitions va pouvoir remonter au front d’onde 











Une onde plane, polarisée parallèlement au plan du modulateur est diffractée par l’objet. 
Cette onde traverse le SLM, qui la module avec une distribution de phase connue, aléatoire, 
et comprise entre 0 et 2π. Le modulateur peut fonctionner en réflexion ou en transmission. 
Le front d’onde modulé traverse ensuite une lentille convergente qui le focalise dans son 
plan focal, où on a placé une caméra CCD permettant de collecter le spectre correspondant. 
Ce spectre acquis n’est autre que l’intensité de la transformée de Fourier du faisceau 
modulé. Au total, M acquisitions sont enregistrées pour M phases aléatoires.  
La forte modulation introduite par le SLM à un intérêt majeur. Elle permet de diffracter tous 
les fronts d’onde incidents avec un grand angle, ce qui réduit la correlation entre les 
différentes figures d’intensité enregistrées, et ainsi, obtenir plus d'informations à partir de 
chaque enregistrement afin éviter le problème de la stagnation. On note que c’est la 
corrélation entre les figures d’intensités qui porte l’information de la phase perdue. D’autre 
part, grâce à cette modulation, chaque pixel du plan de la caméra contiendra une 
Fig. 3.8 Schéma expérimental de la méthode : Une onde plane, polarisée parallèlement au plan du 
modulateur est diffractée par l’objet. Cette onde traverse ensuite le SLM, qui la module avec une 
distribution de phase connue, aléatoire, et comprise entre 0 et 2π. Le front d’onde modulée traverse une 
lentille convergente qui le focalise dans son plan focale, où on a place une caméra CCD afin de collecter le 
spectre correspondant. Cela permet donc, d’acquérir l’intensité de la transformée de Fourier du faisceau 
modulé. 




contribution de tous les points de l’objet (d’où le spread-spectrum), ce qui diminue 
l’influence du bruit de la CCD.  De plus, un grand nombre d’ambiguïtés existantes dans 
l’algorithme de Fienup, comme le changement de la position de l’objet reconstruit, ou 
l’apparition de l’image double opposée dans la reconstruction finale [29], vont disparaitre en 
raison de cette forte modulation, qui brisera toute symétrie dans le champ de l'objet. Et 
pour finir, cette modulation atténue l’intensité de l’ordre 0 de Fourier, à cause de 
l’étalement du spectre, ce qui permet d’éviter les problèmes de saturation des images 
acquises.     
La distance Z1, qui sépare le plan de l’objet du plan du modulateur n’a pas d’influence sur la 
technique, mais elle doit être assez grande pour pouvoir décrire la propagation du faisceau 
entre ces deux plans par l’intégral de Fresnel  [35]. Sinon, elle doit être décrite par la relation 
de Rayleigh-Sommerfeld [47]. Par contre, la distance entre la lentille L2 et la caméra doit être 
égale à la distance focale de la lentille. De cette manière, la propagation du front d’onde 
entre le SLM et la CCD est obtenue par une simple transformée de Fourier.  
Pendant cette première étape expérimentale, nous avons collecté M spectres de diffraction 
en changeant M fois le profil de phase appliqué sur le modulateur. Une fois toutes les 
acquisitions sont faites, on lance l’algorithme itératif illustré dans la figure 3.9. 
La première itération débute par une estimation aléatoire du front d’onde au niveau du plan 
du modulateur, puis, les étapes suivantes sont effectuées :  
1. Moduler le front d’onde initial  𝑈𝑛 par la première phase aléatoire (m = 1). Cela nous 
donne ?̃?𝑛=1 = 𝑈𝑛=1𝑒
𝑗𝜑𝑚=1, où n est le numéro de l’itération et m le numéro de la 
phase aléatoire utilisée (m = 1,2…M). 
2. Calculer la transformée de Fourier du champ résultant, ce qui nous ramène au plan 
de la caméra, avec le spectre 𝐹(?̃?𝑛=1) = |𝐹(?̃?𝑛=1)|𝑒
𝑗𝜃𝑚=1, où |𝐹(?̃?𝑛=1)| et 𝜃𝑚=1 
représente respectivement l’amplitude et la phase du spectre calculé. 
3. Remplacer l’amplitude obtenue par la racine carrée de l’intensité du spectre mesuré 
expérimentalement, correspondant à la phase aléatoire m = 1 
𝐹(?̃?𝑛=1) = 𝐼𝑚=1
1/2𝑒𝑗𝜃𝑚=1  




4. Propager le spectre corrigé vers le plan du modulateur en effectuant une 
transformée de Fourier inverse 
5. Soustraire la phase aléatoire ajoutée dans la première étape. 
Cela nous fournit une nouvelle estimation  𝑈𝑛+1 du front d’onde au plan du SLM, plus 
proche du l’état réel de l’objet. Cette nouvelle estimation est ensuite utilisée dans la 
deuxième itération, où on répète les mêmes 5 étapes en travaillant avec la deuxième phase 
aléatoire (m = 2). Si la dernière phase aléatoire (m = M) est atteinte, on utilise de nouveau la 
première. Cet algorithme itératif s’arrête lorsque la différence entre deux fronts d'ondes 
successives est suffisamment faible.  
Le front d’onde obtenu lorsque l’algorithme converge, représente le faisceau diffracté par 
l’objet au niveau du plan du modulateur. Il reste à propager ce front d’onde vers le plan de 
l’objet en effectuant une transformée de Fresnel inverse. 
Avant de montrer les résultats de simulation et expérimentaux, on précise que nous avons 
utilisé un modulateur spatial de lumière à base de cristaux liquides dans la configuration 
"Parallel aligned", PAL-LC-SLM (se référer au chapitre 1), fournit par Hamamatsu, série 
X10468. Il fonctionne en réflexion, ce qui offre un meilleur taux de remplissage. Il possède 
792×600 pixels adressés analogiquement sur 256 niveau de gris, permettant d’obtenir un 
déphasage compris entre 0 et 2π. Il faut également s’assurer que ce modulateur a une 
réponse linéaire, et une surface plate. Donc, avant de l’utiliser, nous avons calculé sa LUT et 
compensé les aberrations de sa surface.   
Afin de prouver la robustesse de la méthode proposée, nous avons effectué de 
nombreuses simulations, et pour différents types d’objets. Pour toutes les simulations, et 
indépendamment du type et de la forme de l’objet, l’algorithme converge très rapidement, 
même si on enregistre un petit nombre de figures de diffractions (qui doit être supérieur ou 
égal à 3). Les figure 3.10 a et b montrent la simulation de la reconstruction de l’amplitude et 
de la phase d’un objet complexe, en utilisant 5 profils de phases aléatoires (donc 5 figures de 
diffractions) et allant jusqu’à 200 itérations. On remarque que l’amplitude du front d’onde 
reconstruit est identique à celle du front d’onde initial. De même pour la phase, qui est 
calculée avec un facteur constant par rapport à la phase du front d’onde initial. Une fois que 
ce décalage constant est déterminé et ajouté à la phase récupérée, la divergence entre les 




deux profils de phase s’annule. Cette simulation a été effectuée en supposant que la caméra 
code les niveaux d’intensité sur 16 bits. En d’autres termes, les spectres acquis étaient codés 












Afin d’évaluer et de quantifier la précision de cette méthode, ainsi que la vitesse de 
convergence de l’algorithme, nous utilisons deux paramètres : le premier, l’erreur 
quadratique moyenne, ε, mesure la différence entre deux reconstructions successives, et est 
définie de la manière suivante :    
𝜀 = ∑ [|𝑈𝑛+1(𝑚, 𝑛)| − |𝑈𝑛(𝑚, 𝑛)|]
2
𝑚,𝑛   (1.7) 
Où 𝑈𝑛+1  et 𝑈𝑛 représentent respectivement les fronts d’ondes reconstruits pour les 
itérations n+1 et n. Le deuxième paramètre est le rapport signal sur bruit SNR, définit  par:  




     (1.8) 
Où 𝑈𝑖𝑛 et 𝑈𝑛 représentent respectivement le champ complexe initial de l’objet et le champ 
reconstruit.  
 
Fig. 3.9 Algorithme itératif utilisé: M est le nombre totale de phase aléatoire, 𝐼𝑚  le m
ème 
spectre 
enregistré; et T.F. l’opérateur de la transformé de Fourier  


















Lorsqu’on analyse de près la courbe donnant l’évolution logarithmique du SNR en fonction 
du nombre d’itération, on remarque que la convergence de l’algorithme passe par trois 
étapes. On distingue d’abord une première étape lente, où l’algorithme essaye de trouver 
une estimation correcte. Cette phase peut durer de quelques dizaines à des milliers 
d'itérations, en fonction du nombre d’acquisitions effectuées. Plus ces acquisitions sont 
nombreuses, moins longtemps cette première phase durera. La seconde étape commence 
lorsqu’une bonne estimation est trouvée. Ensuite l’algorithme converge très rapidement 
pour atteindre la troisième et dernière étape, où la valeur du SNR stagne [19]. 
Comme nous l’avons déjà signalé, plus le nombre de cartes de phase aléatoire utilisé est 
important plus la convergence de l’algorithme est rapide, ce qui est montré par les résultats 
de simulation montrés à la figure 3.11. L‘intervalle sur lequel s’étale les phases aléatoires 
utilisées, joue aussi un rôle très important en ce qui concerne la robustesse de cette 
technique. Plus cet intervalle est grand, plus les phases seront aléatoires, et mieux la qualité 
des reconstructions sera comme le montre les résultats de la simulation montrés à la figure 




Fig. 3.10 (a) and (b) montrent les résultats de simulation de la reconstruction d’un front d’onde complexe 
utilisant la méthode itérative SSPR. L’amplitude du front d’onde reconstruit est identique à celle du front 
d’onde initial. De même pour la phase, qui est calculée avec un facteur constant par rapport à la phase du 
front d’onde initial. (c) montre l’évolution logarithmique du SNR en fonction du nombre d’itération 
lorsqu’on utilise 5 profils de phase aléatoire où on voit clairement les 3 étapes de convergence 
(a) (c) (b) 





   
Fig. 3.11  Simulation montrant le nombre d’itération nécessaire pour que l’algorithme converge en fonction du 
nombre de phases aléatoires utilisées pendant l’étape d’acquisition. Plus le nombre d’acquisition est important 
plus la convergence de l’algorithme sera rapide.    
Fig. 3.12  Simulation montrant la valeur du SNR maximal obtenue pour la reconstruction de l’image "Lena" (Fig. 
3.10 a), en fonction de l’intervalle des phases aléatoires. Cet intervalle varie entre 0 et 𝜙𝑚𝑎𝑥. 




Afin de valider pleinement cette approche, nous l’avons appliquée 
expérimentalement en utilisant le schéma de la figure 3.8. Les figures d’intensité ont été 
acquises avec une caméra CCD ayant une dynamique étalée sur 16 bits et une résolution de 
1280×960 pixels. Les spectres sont ensuite coupés pour obtenir des images 512×512, ce qui 
facilite le calcul numérique. Le Laser utilisé est polarisé linéairement sur une longueur 
d’onde de 632,8 nm. 
Comme la qualité de la reconstruction dépend de la nature des objets  [67], plusieurs types 
d’objets ont été testés. La figure 3.13 montre la reconstruction d’objets d’amplitude 
comportant deux cercles (diamètre de 1 mm par cercle), trois cercles et un rectangle (4 x 0,5 
mm). Toutes ces reconstructions ont été calculées dans le plan du modulateur puis 
propagées vers le plan de l’objet en effectuant une transformée de Fresnel inverse. Comme 
on peut le constater, toutes les reconstructions sont de mauvaise qualité (de plus, d’autres 
tests expérimentaux ont montré que les reconstructions seront encore plus dégradées pour 
des objets plus complexes). De plus, le nombre d’itérations nécessaire pour une seule 
reconstruction dépasse largement le nombre d'itérations utilisé dans les simulations. Dans 
les simulations le front d'onde de l’objet est rétabli en une dizaine d’itérations, tandis 
qu’expérimentalement nous devons effectuer plus de 4000 itérations avant que l’objet 
reconstruit devienne reconnaissable, sachant que l'algorithme ne converge pas pour tous les 
tests : dans certains cas, la valeur de l’erreur reste élevée et la reconstruction échoue. 
D’autres problèmes peuvent également apparaître en appliquant cette méthode. Nous 
avons remarqué que, quel que soit l’objet reconstruit, sa position finale va dépendre du 
nombre de figures de diffraction enregistrées. Ajoutons à ça, que pour certains objets, 
comme ceux qui comportent deux ou trois ouvertures circulaires, la reconstruction finale 
peut contenir l’objet, ainsi que son apposé à 180°, comme le montre les figures  3.13 b et d. 
  







































Fig. 3.13  (a), (c) et (e) montrent respectivement des objets réels qu’on désire 
reconstruire. (b), (d) et (f) sont leurs reconstructions respectives. Pour les objets 
comportant 2 et 3 ouvertures circulaires, la reconstruction  finale comporte l’objet, 
ainsi que son apposé à 180°. Pour le rectangle la qualité de reconstruction est très 
mauvaise et le front d’onde reconstruit est étalé lorsqu’on retourne au plan objet 
3.4. SOURCES DE LA DEGRADATION 
 
La reconstruction des objets en utilisant cette approche itérative peut être 
accompagnée de plusieurs difficultés, surtout si les acquisitions effectuées sont bruitées. 
Cela indique qu’il existe plus qu’une seule solution correcte pour ces spectres d’intensité de 
mauvaise qualité, ce qui est dû à la perte de l’information de la phase dans le plan de 
Fourier. Cette divergence entre les résultats expérimentaux et les résultats de simulation est 
le fruit de la combinaison de plusieurs facteurs. Une grande partie de ces facteurs 
dépendent des composants optiques et de leurs alignements, tandis que d’autres sont 
propres au modulateur utilisé. Dans cette partie nous allons présenter les diverses sources 
d’erreurs susceptibles de dégrader la qualité des reconstructions, surtout un effet particulier 
à la structure pixélisée des modulateurs spatiaux de lumière à base de cristaux liquides, 
connu sous le nom de "fringing-field effect". C’est l’effet qui a la plus importante 
contribution dans la dégradation des reconstructions et désigne la diaphonie (ou cross-talk) 
existante entre les pixels du modulateur. Nous allons donc proposer une procédure 
permettant de le compenser, puis valider cette procédure expérimentalement en 
l’appliquant sur l’approche itérative SSPR. Les résultats obtenus montrent une amélioration 
remarquable de la qualité des reconstructions, avec une diminution du nombre d’itération 
nécessaire pour la convergence, une stabilisation de la position finale des objets, un meilleur 
retour au plan de l’objet, et finalement la disparition de "l’opposé" qui apparait dans le cas 
des objets circulaires.    
3.4.1. REGLAGE ET CALIBRATION DES COMPOSANTS OPTIQUES 
 
Avant d’aborder le sujet du cross-talk du modulateur, il est important de signaler que 
certaines sources d’erreurs dues aux aberrations des composants optiques employés dans le 
schéma expérimental, ainsi qu’à leurs mauvais alignements, contribuent dans la dégradation 
de la qualité des reconstructions. 
Tout d’abord le faisceau incident doit être homogène, et polarisé parallèlement à la surface 
du modulateur. Cela permet une modulation optimale avec des valeurs de phases sûres. Le 
modulateur lui-même, doit être plan, et parallèle à la surface du cube séparateur BS de la 
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figure 3.8. La distance qui sépare la CCD de la lentille L1, doit être égale à la distance focale 
de la lentille, afin de récupérer les intensités de la transformée de Fourier dans la plan de la 
caméra. Le bruit introduit par la caméra pendant les acquisitions, sa dynamique et sa qualité, 
ainsi que le degré de saturation des figures de diffractions acquises, peuvent également 
dégrader la qualité des reconstructions et doivent être compensées. 
Dans le but de mettre en évidence l'importance de la compensation des erreurs, plusieurs 
simulations ont été effectuées, où nous avons reconstruit plusieurs types d’objets, après 
avoir introduit intentionnellement diverses sources d’erreurs pendant l’étape d’acquisitions 
des spectres. Les valeurs du SNR obtenues lorsque l’algorithme a convergé sont relevées et 
montrées dans le tableau 3.1. 
 








La première colonne regroupe les différents types d’objets reconstruits, tandis que la 
deuxième colonne montre les valeurs du SNR obtenue lorsque tous les composants optiques 
sont bien réglés. Dans ce cas, la caméra CCD  utilisée code les niveaux d’intensité sur 16 bits. 
On remarque que quel que soit le type d’objet, l’algorithme converge bien, avec une bonne 
valeur du SNR (en dB), qui est de l’ordre de 80 dB. Lorsqu’on passe d’une caméra 16 bits à 
une caméra 8 bits en gardant tous les autres paramètres inchangés, le SNR atteint des 
valeurs de  l’ordre de 30 dB. Cela signifie que la qualité des reconstructions est dégradée par 
un facteur supérieur à 2. On remarque également que dans le cas où le modulateur et/ou la 
caméra ne sont pas plans avec une faible rotation de 1°, les fronts d’ondes obtenus après la 
Table. 3.1  La valeur du SNR (en dB) obtenue lorsque diverses sources d’erreur sont introduites pendant 
l’étape d’acquisition des spectres  
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convergence de l’algorithme ne sont plus identifiables, avec un SNR inférieur à 5. Le cercle 
reste un cas particulier, comme c’est un objet relativement simple et symétrique, donc il est 
moins sensible à la rotation du modulateur. Pour des informations supplémentaires à propos 
des effets de ces sources d’erreurs et de l’importance de leurs compensations, le lecteur 
peut se référer à [49]. 
3.4.2. CROSS-TALK DU MODULATEUR : DESCRIPTIF ET COMPENSATION  
 
L’utilisation des modulateurs spatiaux de lumière à base de cristaux liquides facilite 
énormément la partie expérimentale, et diminue le temps des acquisitions, mais cela n’est 
pas sans coût. Ce type de modulateur souffre de diaphonie élevée entre ses pixels que l’on 
va désigner pour la suite par "cross-talk" ou "fringing field effect". Cet effet a une grande 
influence sur la qualité des reconstructions obtenues avec SSPR, et doit être pris en compte. 
Nous proposons donc une procédure propre à notre modulateur permettant de le 
compenser. Cette procédure est validée expérimentalement en obtenant des 
reconstructions de meilleures qualités.  
Comme on l’a déjà vu, l’intérêt de la méthode SSPR est qu’elle ne nécessite aucune 
connaissance de l’état de l’objet initial, et qu’elle permet de le reconstruire avec un 
minimum de contraintes. Cependant, les seules informations qu’on a besoin de maitriser 
pour garantir un bon fonctionnement de la méthode, sont les valeurs précises des cartes de 
phases aléatoires utilisées pendant l’étape d’acquisition. Ces mêmes valeurs de phases 
doivent être réutilisées dans l’algorithme itératif. Or, comme les pixels du SLM sont 
micrométriques, la tension appliquée au niveau de chacun d’entre eux pour obtenir le 
niveau de déphasage désiré, peut avoir un effet significatif sur les pixels voisins [68, 69], et 
ainsi, le retard de phase obtenue sur chaque pixel ne sera plus uniforme sur toute sa surface 
[70, 71], comme le montre la figure 3.14 [72]. Cet effet est connu sous le nom de "fringing-
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Ce cross-talk entre les pixels voisins du modulateur, agit comme un filtre "passe-bas" sur la 
distribution de phase affichée. La phase est donc floutée, surtout au niveau des bords 
comme (figure 3.15). Pour cette raison, le cross-talk peut être représenté comme la 
convolution de la carte de phase idéale, avec une fonction de transfert propre au 
modulateur utilisé. Autrement dit, le profil de phase réellement affiché sur le SLM,  
correspond à la convolution du profil de phase numériquement adressé par une PSF. 
Fig. 3.14  L’effet du cross-talk sur la valeur du déphasage au niveau d’un pixel. Le profil dressé, montre 
clairement que le déphasage n’est pas constant sur toute la surface du même pixel. Cet effet est encore plus 
visible lorsque la différence de  phase entre deux pixels voisins est plus importante. Photo tirée de [72]. 




𝑃𝑎𝑓𝑓𝑖𝑐ℎé = 𝑃𝑎𝑑𝑟𝑒𝑠𝑠é ⊗ 𝑃𝑆𝐹   (1.9) 









Dans le but de mettre en évidence la présence du cross-talk, ainsi que son effet sur le 
modulateur utilisé dans cette étude, nous avons imagé sa surface avec un agrandissement 
de 10, en utilisant le schéma expérimental de la figure 3.16.  
La figure 3.17 montre les images obtenues lorsqu’on adresse deux réseaux, horizontal et 
vertical de période 1, ayant deux niveaux de gris : 0 et 64. Idéalement, la surface de la zone 
blanche doit être égale à celle de la zone noire, mais comme nous pouvons le voir, la 
transition du blanc au noir et vice versa, est progressive et non pas nette, ce qui dégrade les 
contours. Nous constatons également, que la valeur du déphasage obtenu au niveau d’un 
seul pixel n’est pas constante sur toute sa surface. Cela est confirmé en traçant le profil 
moyen des images obtenues comme le montre la figure 3.18. De plus, les profils montrent 
que cet effet dépend de la direction : il est plus signifiant pour les contours horizontaux que 
pour les contours verticaux, ce qui est dû au fait que la fréquence du signal vidéo est plus 




Fig. 3.15  (a) distribution de phase adressée sur le modulateur, et (b) la phase réellement 
affichée par le SLM qui souffre d’un cross-talk élevé. Pour cette simulation, le cross-talk est 
représenté par une fonction de transfert gaussienne avec un rayon de 0,5.   
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(a) (b) 
(c) (d) 
Fig. 3.17  (a) et (b) représente deux réseaux horizontal et vertical de période 1, adressés 
numériquement au modulateur. (c) et (d) représentent leurs images respectives 
Fig. 3.16  Schéma expérimental permettant d’imager la surface du modulateur 
Hamamatsu. La lentille et la caméra CCD sont placées de sorte à obtenir un grandissement 
de 10 














Pour mettre en évidence l’effet du cross-talk sur les reconstructions, des simulations 
ont été effectuées. Et comme nous l’avons déjà mentionné, le cross-talk agit comme un filtre 
spatial passe-bas sur les distributions de phase adressées sur le modulateur. Donc, dans un 
premier lieu on le représente par une fonction de transfert de type gaussienne, avec laquelle 
on doit convoluer les M phases aléatoires, et cela,  dans le but de se rapprocher le plus 
possible de l’état réel des phases aléatoires floutées par le modulateur. La figure 3.19 
montre la simulation de la reconstruction d’un objet comportant deux ouvertures circulaires 
en supposant que le modulateur utilisé souffre d’un cross-talk de type gaussien de rayon de 
0.5, en utilisant respectivement (b) 5 et (c) 7 phases aléatoires.  
Comme on peut le constater, les deux reconstructions obtenues sont de très mauvaise 
qualité. L’amplitude n’est pas uniforme à l’intérieur des ouvertures, même si on effectue 
jusqu’à 800 itérations. Aussi, au lieu d’obtenir deux cercles, nous obtenons au moins 3 
cercles facilement visibles. On remarque également, que la position finale de l’objet n’est 
pas constante : il se translate dans le plan, et sa position dépend de M, le nombre de phases 
aléatoires utilisées. Ces résultats sont semblables à ceux obtenues expérimentalement pour 
Fig. 3.18  Profils du déphasage obtenu lorsqu’on adresse sur le modulateur un réseaux 
horizontal (Profil haut) et un réseau vertical (Profil bas) avec une période de 1 
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ce type d’objet. Donc, toute compensation du cross-talk doit garantir une meilleure qualité 
de reconstruction avec moins d’itérations, une suppression des objets supplémentaires, et 









   
 
Une solution évidente et logique permettant de diminuer l’effet du cross-talk consiste à 
utiliser des "Super Pixels" : c’est lorsqu’on combine plusieurs pixels individuels pour former 
un pixel plus grand. Cela peut limiter les transitions brusques dans les profils de phases 
aléatoires utilisées, et donc, alléger l’effet du cross-talk. Cependant, rien ne garantit la 
convergence de l’algorithme, et des simulations ont montré que l’utilisation des super pixels 
peut augmenter le temps de convergence. Aussi, plus l’ordre des super pixels est élevé, 
moins le spectre de Fourier sera étalé, ce qui rend les acquisitions encore plus sensible, et 
limite la résolution de cette méthode : les petits objets seront projetés sur un ou deux super 
pixels dans le plan du modulateur, ce qui nous fait perdre "l’aléatoirité", qui est une 
propriété primordiale pour le succès de la méthode SSPR. 
En se basant sur ce qui a été présenté, nous allons modifier les M phases aléatoires utilisées 
dans l’algorithme, pour les rendre le plus proche possible de celles affichées sur le 
modulateur pendant l’étape d’acquisition. En d’autres termes, nous allons estimer la 
fonction de transfert qui décrit le mieux le cross-talk du modulateur, puis convoluer cette 
fonction de transfert par les M phases aléatoires. Cela nous donnera une estimation des M 
profils de phase réellement affichées sur le modulateur souffrant du cross-talk.  Ces 
nouvelles distributions de phases seront ensuite utilisées dans l’algorithme itératif. 
(a) (b) (c) 
Fig. 3.19  Simulation de la reconstruction de (a) deux cercles avec un modulateur souffrant de 
cross-talk gaussien de rayon de 0,5, en utilisant (b) M=5, et (c) M=7 phases aléatoires 
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Plusieurs études [67, 68, 75, 77, 78], ainsi que les profils de la figure 3.18, montrent que le 
cross-talk n’a pas les mêmes conséquences dans la direction horizontale que dans la 
direction verticale. Pour cela, nous considérons que sa fonction de transfert  n’est pas une  
simple gaussienne mais  une gaussienne elliptique ayant la forme suivante : 










   (1.10) 
 
Où 𝑟𝑥 et 𝑟𝑦 représentent respectivement les rayons de la gaussienne dans les directions x et 
y, et γ un paramètre de forme. Afin de trouver ces trois paramètres, qui nous permettrons 
de compenser le cross-talk, nous avons imaginé la procédure décrite dans la figure 3.20.  
L’idée consiste à modéliser en utilisant un logiciel de modélisation (Matlab), un objet simple, 
qu’on possède réellement, et dont on connait précisément les dimensions, comme un 
cercle. Puis, en utilisant SSPR, essayer de reconstruire expérimentalement cet objet, en 
convoluant les M phases aléatoires par une certaine fonction de transfert elliptique. Pour la 
première reconstruction, on considère des valeurs aléatoires entre 0 et 1 pour  𝑟𝑥, 𝑟𝑦et γ. 
Lorsque l’algorithme converge, on compare l’objet reconstruit avec l’objet idéal modélisé au 
début de la procédure (on calcule le SNR), et on garde le degré de ressemblance. Pour 
chacune des reconstructions suivantes, on balaye les valeurs de  𝑟𝑥, 𝑟𝑦et γ sur une plage 
comprise entre 0 et 1. A la fin de toutes les reconstructions il suffit de garder les valeurs des 
trois paramètres, qui permettent d’obtenir la meilleure ressemblance entre l’objet 
reconstruit et l’objet modélisé. Cette procédure peut prendre un temps de calcul long, 
cependant, il suffit de l’effectuer une seule fois pour une zone spécifique du modulateur et 
pour M masques de phases aléatoires, puis utiliser les valeurs obtenues pour le reste des 
reconstructions. Dans notre cas, la meilleure combinaison des valeurs permettant de 
compenser le cross-talk est γ = 0.5, 𝑟𝑥 = 0.6, 𝑒𝑡 𝑟𝑦 = 0.6.  Comme nous connaissons 
maintenant les paramètres de la fonction de transfert, nous pouvons appliquer la méthode 
itérative en tenant compte de l'effet du cross-talk du modulateur comme le montre la figure 
3.21.  
  





















Fig. 3.21  L’algorithme itératif de SSPR appliqué en compensant le cross-talk du modulateur: Toutes les 
phases aléatoires sont convoluées par la fonction de transfert précédemment calculée  
Fig. 3.20  La procédure permettant de trouves les valeurs de 𝒓𝒙, 𝒓𝒚,  𝒆𝒕 𝜸  
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La grande différence avec ce qu’on avait déjà présenté, c’est que maintenant, pendant 
l’étape algorithmique, on module le front d’onde de l’objet avec M distributions de phase 
aléatoires, convoluées par la fonction de transfert propre au cross-talk du modulateur. 
Dans le but de valider cette approche, nous avons calculé expérimentalement les valeurs des 
trois paramètres  𝑟𝑥, 𝑟𝑦et γ décrivant le cross-talk sur une zone du modulateur ≈ 150×150 









Le schéma expérimental, ainsi que les exigences citées dans la section précédente restent 
valides.  Les résultats des deux reconstructions sont montrés dans les figures 3.23 et 3.24. 
Comme on peut le constater, l’application de la compensation du cross-talk améliore la 
qualité des reconstructions, et surtout la clarté des contours, tout en performant moins 
d’itérations. Cela réduit également la distorsion du front d’onde lorsqu’on le propage vers le 
plan de l’objet, et supprime l’opposé de l’objet qui apparait dans le cas des objets circulaires. 
On remarque aussi, qu’en compensant le cross-talk, et quelque soit le nombre de figures de 
diffractions enregistrées, la position de l’objet reconstruit reste fixe.     
  
(a) (b) 
Fig. 3.22 (a) objet circulaire et (b) rectangulaire qu’on va reconstruire en 
avec SSPR en tenant compte de l’effet du cross-talk du modulateur  
























Fig. 3.23  Reconstruction expérimentale d’un objet composé de deux ouvertures circulaires en utilisant 
SSPR sans la compensation du cross-talk dans (a) le plan SLM et (b) le plan de l’objet. Avec la compensation 
du cross-talk (c) dans le plan du SLM et (d) plan objet. Les profils des intensités montrent l’amélioration 





Fig. 3.24  Reconstruction expérimentale d’un rectangle en utilisant SSPR sans la compensation du cross-
talk dans (a) le plan SLM et (b) le plan de l’objet. Avec la compensation du cross-talk (c) dans le plan du 
SLM et (d) plan objet. Les profils des intensités montrent l’amélioration apportée en compensant le 
cross-talk 
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Dans un dernier temps, et afin de valider pleinement cette méthode itérative 
proposée avec la compensation du cross-talk, il reste à vérifier la valeur de la phase 
récupérée. Pour cela, nous allons reconstruire le même objet rectangulaire de la figure 3.22 
b deux fois. Pour la première reconstruction, on couvre une zone de l’objet avec une lamelle 
couvre objet de microscopie d’épaisseur E (induisant un déphasage de2𝜋 × 𝑛 + 𝜑). Cette 
lamelle a une épaisseur de 170 µm avec une tolérance de ± 5µm. Pour la seconde 
reconstruction, on couvre la même zone avec une seconde lamelle identique, ce qui nous 
fournit une épaisseur totale de 2×E (un déphasage 2𝜑 𝑚𝑜𝑑(2𝜋)). Les deux lamelles utilisées 
proviennent d’une même lamelle coupée en deux afin de doubler le déphasage et d’éviter 
les imprécisions dues au processus de fabrication.  
Les résultats de la reconstruction obtenue avec la méthode SSPR modifiée, et avec la 














1 Lamelle 2 Lamelles 
Fig. 3.25  Les deux niveaux de phases obtenus pour les deux reconstructions: Une 
lamelle (gauche) et deux lamelles (droites) 
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Comme nous pouvons le constater, la distribution de phase reconstruite a des valeurs 
aléatoires partout, sauf pour la zone du rectangle, où les valeurs deviennent constantes, et 
où nous pouvons facilement distinguer les deux niveaux de phase pour les deux 
reconstructions. Pour une évaluation des valeurs des phases, nous traçons le profil montré 
dans la figure 3.26. La différence de phase entre la zone non couverte et la zone couverte 
par une seule lamelle est de 1,10 rad, tandis qu’elle vaut 2,15 rad dans le cas des deux 
lamelles. Donc, pour deux lamelles le déphasage obtenu est le double du déphasage obtenu 



















  Fig. 3.26  Profiles des valeurs des phases récupérées: La différence de phase obtenue dans le 
cas des deux lamelles correspond au double de la différence de phase obtenue pour une 
seule lamelle. 
3.5 DISCUSSIONS ET PERSPECTIVES  
 
Le but de cette section est de présenter et de discuter un nombre de difficultés liées 
à la méthode SSPR, ainsi que de clarifier certaines ambigüités concernant son application 
expérimentale. Cela porte essentiellement sur les problèmes du cross-talk, et a pour but de 
les contourner afin d’ouvrir de nouvelles perspectives pour cette méthode.  
3.5.1. INTERVALLE DES PHASES ALEATOIRES 
 
Comme la robustesse de SSPR dépend essentiellement de la diversité des phases 
aléatoires, plus l’intervalle de ces phases est étendu, plus rapidement l’algorithme converge. 
Cela signifie, que dans le cas idéal, il est plus intéressant de définir les phases aléatoire sur 
[0, 2π] que sur [0, π]. Or en pratique, le modulateur souffre du cross-talk, et ce dernier a plus 
d’impact lorsque les sauts de phase sont importants. De ce point de vue, ça devient plus 
avantageux de travailler avec des intervalles inférieurs à [0, 2π]. Des simulations ont été 
effectuées afin de déterminer le meilleur intervalle de phase aléatoire a employé. Cet 
intervalle doit d’un côté garantir la convergence de l’algorithme, et de l’autre, limiter l’effet 
du cross-talk. Pour ces simulations, on caractérise la fonction de transfert du modulateur par 
les paramètres optimaux trouvés dans la section précédente. A savoir, γ = 0.5, 𝑟𝑥 = 0.6,
𝑒𝑡 𝑟𝑦 = 0.6. 
Les courbes de la figure 3.27 montrent respectivement le nombre d’itérations nécessaires à 
la convergence de l’algorithme (a), et la valeur finale du SNR obtenu (b) en fonction de 
l’intervalle des cartes des phases aléatoires utilisées, pour un modulateur ne souffrant pas 
du cross-talk. On considère que l’algorithme converge lorsque son SNR atteint une valeur 
maximale constante. La figure 3.28 montre les mêmes paramètres, mais pour un SLM avec 
du cross-talk elliptique.  En absence du cross-talk, plus l’intervalle des phases aléatoires est 
étendu, meilleures les reconstructions seront (SNR élevé). Cela peut engendrer un temps de 
calcul supplémentaire mais qui reste raisonnable (≈ 30 itérations de plus). Toutefois, ce 
résultat n’est plus valide dans le cas d’un modulateur souffrant du cross-talk comme le 
montre les courbes 3.28 a et b.  
 





























La présence du cross-talk détériore considérablement la qualité des reconstructions, ce qui 
se traduit par une dégradation de la valeur du SNR (3.27 b et 3.28 b). Cette dégradation est 
de plus en plus importante lorsque l’intervalle des phases aléatoires est large. Nos 
simulations montrent donc, que pour le modulateur utilisé dans cette étude, il est préférable 
de travailler avec des phases aléatoires comprises entre [0, 1.4π]. Ce compromis permet à 
l’algorithme de converger très rapidement et d’une façon plus robuste vis-à-vis la diaphonie 
du modulateur. 
(a) (b) 
Fig. 3.27  (a) Nombre d’itérations nécessaires à la convergence de l’algorithme, et (b) la valeur du SNR 
finale obtenue (b) en fonction de l’intervalle des phases aléatoire utilisées. On considère que 
l’algorithme converge lorsque le SNR atteint une valeur constante. Le modulateur utilisé pour cette 
simulation ne souffre pas du cross-talk. 
(a) (b) 
Fig. 3.28  (a) Nombre d’itérations nécessaires à la convergence de l’algorithme, et (b) la valeur du SNR 
finale obtenue (b) en fonction de l’intervalle des phases aléatoire utilisées. On considère que 
l’algorithme converge lorsque le SNR atteint une valeur constante. Le modulateur utilisé pour cette 
simulation souffre du cross-talk elliptique avec γ = 0.5,   𝑟
𝑥
= 0.6,   𝑒𝑡 𝑟𝑦 = 0.6.   




3.5.2. COMPENSATION POUR TOUTE LA SURFACE 
 
Dans la section 3.4.2, nous avons supposé que la réponse du modulateur, ainsi que 
l’effet du cross-talk présent, sont uniformes sur toute sa surface. Toutefois, plusieurs études 
ont montrées que le comportement d’un PAL-LC-SLM varie d’une zone à une autre [79-82]. 
La réponse optique de chacun de ses pixels peut présenter des différences significatives par 
rapport aux autres pixels, et cela est dû essentiellement aux variations de l’épaisseur de la 
couche du cristal liquide à travers l'ouverture. Dans le cadre de notre travail, cette non-
uniformité de modulation s’est manifestée par l’obtention de plusieurs valeurs de γ, 𝑟𝑥, 𝑒𝑡 𝑟𝑦 
qui permettent de reconstruire correctement notre objet initial. En d’autres termes, 
plusieurs combinaisons de ces trois paramètres sont "Vraies" pour une zone donnée et pour 
M profils de phases utilisés. Cela s’explique par le fait que les trois paramètres calculés 
décrivent une fonction de transfert "moyenne" pour tout le modulateur. Ce dernier n’a pas 
les mêmes caractéristiques de modulation sur toute sa surface, ce qui fait que la fonction de 
transfert n’est pas la même partout. 
Afin de mettre en évidence ce qui a été avancé, on décompose notre SLM en quatre zones 
comme le montre la figure 3.29, puis on reconstruit expérimentalement l’objet rectangulaire 










Zone 1 Zone 2 
Zone 3 Zone 4 
Fig. 3.29  Décomposition du modulateur en quatre zones différentes afin de 
déterminer les valeurs de γ,   𝑟
𝑥
,  𝑒𝑡 𝑟𝑦  permettant de reconstruire l’objet 
rectangulaire dans chacune de ces zone. 




Les reconstructions réalisées prennent en considération l’effet du cross-talk, et ont comme 
objectif de relever les valeurs de  γ, 𝑟𝑥, 𝑒𝑡 𝑟𝑦 permettant de reconstruire l’objet initial pour 

















Nous constatons que la combinaison γ = 0.5, 𝑟𝑥 = 0.6, 𝑒𝑡 𝑟𝑦 = 0.6 est commune à toutes 
les zones, même si les reconstructions obtenues pour cette combinaison ne sont pas d’une 
qualité optimale. Il s’agit donc d’une combinaison décrivant le mieux la fonction de transfert 
moyenne à toute la surface du modulateur et les M phases aléatoires utilisées. Cette 
fonction de transfert n’est pas optimale partout et ses valeurs doivent être employées si la 
réponse du modulateur est considéré uniforme. Cependant, en connaissant la zone adressée 
du modulateur, et afin de décrire le cross-talk avec plus de précision, les valeurs locales 
donnant de meilleures valeurs de SNR doivent être utilisées.  
  
Table. 3.2  Les valeurs des paramètres γ,   𝑟
𝑥
,  𝑒𝑡 𝑟𝑦 permettant de reconstruire 
l’objet initial pour chacune des quatre zones du modulateur.  
 3.6. CONCLUSION 
  
Les méthodes itératives de reconstruction de phase, connue également sous "phase 
retrieval methods ", sont des techniques qui permettent de remonter au front d’onde d’un 
objet inconnu grâce à un algorithme itératif, et à un certain nombre de spectres acquis 
expérimentalement, contenant des informations sur l’état de l’objet. Ces méthodes 
reposent essentiellement sur la diversité de ces spectre afin d’obtenir un maximum 
d’informations de sources différentes.  
Dans ce chapitre, nous avons présenté une méthode itérative connue sous SSPR 
(Spread Spectrum Phase Retrieval), basée sur la forte modulation du faisceau diffracté par 
l’objet par M distributions de phases aléatoires, introduites à l’aide d’un modulateur spatial 
de lumière à base de cristaux liquides. L’intérêt majeur de cette technique, à part la diversité 
des spectres qu’elle fournit, est qu’elle diminue la corrélation entre les M intensités 
enregistrées, ainsi que l’intensité de l’ordre 0. Cela permet d’éviter les problèmes liés à la  
saturation des acquisitions. Ajoutons à cela que le fait d’introduire un modulateur spatial de 
lumière, et de travailler dans le plan de Fourier, facilite le schéma expérimental et les 
acquisitions des spectres.  
Après l’application de cette technique, nous avons constaté que les résultats expérimentaux 
obtenus sont de mauvaise qualité. Une étude détaillée des sources d’erreurs est donc 
menée, dans le but de quantifier leur effet et de les compenser. Certaines erreurs sont dues 
au mauvais alignement des composants optiques, ce qui nécessite une correction 
expérimentale ou numérique. D’autre, sont dus aux caractéristiques de modulation non-
idéale du SLM utilisé. Ce dernier souffre d’un cross-talk élevé, ce qui se traduit par un 
étalement des profils de phase adressés, et peut avoir un impact non négligeable sur la 
convergence de l’algorithme itératif. Les masques de phases appliqués dans l’étape 
d’acquisition doivent être identiquement réutilisés dans l’étape algorithmique : une faible 
modification conduit à la non convergence de l’algorithme. 
Les mêmes constatations ont été relevées dans les deux études [19] et [57], où l’utilisation 
d’une lame de phase, caractérisée par moins de cross-talk qu’un modulateur à base de 
cristaux liquides, fournit des reconstructions de meilleure qualité.  




Afin de surmonter ce problème, on considère que la phase réellement affichée sur le SLM, 
n’est autre que la convolution de la phase adressée par une certaine fonction de transfert 
propre au modulateur. En se basant sur plusieurs études menées sur ce sujet, et après 
l’imagerie de la surface de notre SLM, nous considérons que cette fonction de transfert est 
de forme gaussienne elliptique, et est décrite par trois paramètres. Nous proposons donc 
une procédure permettant d’évaluer expérimentalement ces trois paramètres, et compenser 
l’effet du cross-talk. La compensation du cross-talk améliore la qualité des reconstructions, 
réduit le nombre d'itérations, ainsi que le nombre d'acquisitions nécessaires à la 
convergence de l'algorithme. 
Cependant, on note que les valeurs des trois paramètres calculées, décrivent une fonction 
de transfert "moyenne" pour tout le modulateur. Ce dernier n’a pas les mêmes 
caractéristiques de modulation sur toute sa surface, ce qui fait que la fonction de transfert 
n’est pas optimale partout. Elle représente le mieux le cross-talk sur toute la surface du 
modulateur, et pour tous les masques de phase utilisés. 
Malgré leurs imperfections, les modulateurs spatiaux de lumières à base de cristaux liquides 
peuvent être très utiles pour les méthodes itératives de reconstruction de phase, à 
conditions de bien tenir compte de leurs défauts. Ajoutons à cela que contrairement aux 
lames de phase,  ils possèdent une haute résolution, ils sont faciles à manipuler et compacts, 
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L’étude présentée dans ce manuscrit se divise en trois grandes parties. La première 
partie traite les différents types de modulateur spatiaux de lumière, ainsi que leurs modes 
de fonctionnement, principalement ceux qui sont basés sur la technologie LCD (Liquid 
Crystal Displays). Comme ils sont nombreux et dérivent de plusieurs phénomènes physiques, 
leurs domaines de codages sont différents, et donc le choix du modulateur doit être adapté 
en fonction de l’application menée. De ce fait, nous avons choisi de travailler avec un PAL-
LC-SLM (Parallel Aligned Liquid Crystal Spatial Light Modulator) fournit par Hamamatsu, vu 
sa capacité à effectuer une modulation de phase pure, non couplée avec une modulation 
d’amplitude. Afin de garantir un fonctionnement optimal de ce modulateur, nous avons 
déterminé sa LUT (Look-up-table), qui est spécifique à la longueur d’onde du laser employé 
(638 nm).  Cette LUT permet d’obtenir une réponse linéaire sur l’intervalle [0, 2π] : lorsque le 
niveau de gris adressé passe de 0 à 255 le déphasage appliqué par le modulateur passe de 0 
à 2π. De plus, nous avons évalué expérimentalement les aberrations introduites par sa 
surface non plane. Ces distorsions du front d’onde, de l’ordre de quelques longueurs d’onde, 
constituent pour certaines applications sensibles une source de bruit, d’où l’importance de 
les auto-compenser par le modulateur. 
Dans une deuxième partie de cette thèse, nous avons démontré expérimentalement 
plusieurs types d’applications possibles avec le modulateur choisi, et dans diverses 
disciplines scientifiques. Son utilisation s’avère très avantageuse en microscopie où il peut 
être implémenté à la fois dans le trajet d’illumination et le trajet d’imagerie. Il est également 
très présent en holographie, pour afficher dynamiquement des éléments optiques 
diffractives sans aucune intervention humaine ou modification du schéma expérimental. 
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Nous avons aussi établi deux applications intéressantes en optique adaptative : la génération 
des fronts d’ondes et des lentilles dynamiques, ainsi que la compensation des aberrations 
introduites par les composants optiques du système. Ce modulateur a encore trouvé un 
intérêt dans les méthodes dites PSI (Phase Shifting Interferometry) : il s’agit d’une famille de 
techniques interférométriques permettant de remonter à la phase perdue d’un front 
d’onde. Le modulateur peut être employé pour toutes les techniques existantes afin 
d’appliquer un déphasage précis et rapide. Ajoutons à tout cela, le fait que c’est un 
composant compact, robuste, avec une haute résolution et facile à adresser. 
La troisième grande partie porte sur les méthodes itératives de reconstruction de 
phase, connue également sous "phase retrieval methods ". C’est une technique permettant 
de remonter à la phase et à l’amplitude d’un front d’onde complexe, en utilisant un 
algorithme itératif, et un nombre de spectres acquis expérimentalement. Les spectres sont 
collectés soit dans le domaine de Fourier soit dans celui de Fresnel, et comportent des 
informations sur l’état de l’objet initial. Ces méthodes reposent essentiellement sur la 
diversité des spectres afin d’obtenir un maximum d’informations de sources différentes. 
Nous présentons donc une méthode itérative nommée SSPR (Spread Spectrum Phase 
Retrieval), basée sur la forte modulation du faisceau diffracté par l’objet par M distributions 
de phases aléatoires introduites à l’aide d’un modulateur spatial de lumière à base de 
cristaux liquides. Les acquisitions des M spectres correspondants sont réalisées dans le plan 
de Fourier. Les intérêts majeurs de cette technique, à part la diversité des spectres qu’elle 
fournit, est qu’elle diminue la corrélation entre les M intensités enregistrées, ainsi que 
l’intensité de l’ordre 0, ce qui permet d’éviter les problèmes liés à la saturation des 
acquisitions. 
Après l’application de cette technique, nous constatons que les reconstructions 
expérimentales obtenues sont de mauvaise qualité. Nous menons donc une étude détaillée 
des sources d’erreurs, dans le but de quantifier leurs effets et de les compenser. Plusieurs 
sources d’erreurs sont dues aux défauts et au mauvais alignement des composants optiques, 
ce qui nécessite une correction expérimentale et/ou numérique. D’autres, sont dues aux 
caractéristiques de modulation non-idéale du modulateur utilisé. Ce dernier souffre d’un 
cross-talk élevé ce qui se traduit par un étalement des profils de phase adressés. Ce cross-
talk a un impact non négligeable sur la méthode SSPR, surtout que les M masques de phases 
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appliqués dans l’étape d’acquisition doivent être identiquement repris dans l’étape 
algorithmique. Ce même résultat a été observé dans les deux études [1, 2], où l’utilisation 
d’une lame de phase comme masque (ne souffrant pas du cross-talk), fournit des 
reconstructions de meilleure qualité.  
Afin de contourner ce problème, on considère que la phase réellement affichée sur le SLM, 
est une convolution entre la phase adressée et une certaine fonction de transfert propre au 
modulateur. Basé sur l’imagerie de la surface de notre SLM, ainsi que sur plusieurs études 
précédentes du sujet [3, 4], nous représentons cette fonction de transfert par une fonction 
gaussienne elliptique décrite par trois paramètres  γ, 𝑟𝑥, 𝑒𝑡 𝑟𝑦. Ensuite, nous proposons une 
procédure expérimentale permettant d’évaluer ces trois paramètres, et compenser le cross-
talk. La compensation du cross-talk améliore la qualité des reconstructions, réduit le nombre 
d'itérations, ainsi que le nombre d'acquisitions nécessaires à la convergence de l'algorithme 
itératif. 
 Les perspectives d’amélioration portent à la fois sur les composants optiques du 
schéma expérimental, ainsi que sur le modulateur et sa commande. 
 
Nous avons peu étudié les problèmes liés aux bruits du capteur CCD utilisé, et leur effet sur 
les spectres d’intensités collectés. Ces derniers constituent un élément crucial à la réussite 
de la méthode et à la convergence de l’algorithme, d’où l’importance de les acquérir dans 
des conditions optimales. Une acquisition en HDR, améliore le rapport signal à bruit induit 
par la variation d’intensité entre l’ordre central et les ordres secondaires. Un post traitement 
de ces spectres peut également être effectué afin de supprimer les bruits présents sans 
détériorer les contours. 
De même, les performances générales de la méthode peuvent être améliorées en 
choisissant bien la commande adressée sur le modulateur. La distribution et l’intervalle dans 
lequel se trouvent les M phases aléatoires semblent avoir un impact important sur 
l’application de cette technique, surtout que le poids du cross-talk dépend des sauts de 
phase dans les profils employés. Autrement dit, l’intervalle des phases aléatoires doit d’un 
côté garantir la convergence de l’algorithme, et de l’autre, limiter l’effet du cross-talk. 
 Conclusion et Perspectives  
144 
 
Enfin, et comme nous l’avons signalé à la fin du chapitre 3,  les valeurs calculées des trois 
paramètres γ, 𝑟𝑥, 𝑒𝑡 𝑟𝑦, représentent une combinaison décrivant le mieux une fonction de 
transfert moyenne valable pour les M phases aléatoires utilisées et pour toutes les zones du 
modulateur. Ce dernier n’a pas les mêmes caractéristiques de modulation sur toute sa 
surface, ce qui fait que la fonction de transfert n’est pas optimale partout. Elle représente le 
mieux le cross-talk sur toute la surface du modulateur, et pour tous les masques de phase 
utilisés. De ce fait, et comme dans le cas du calcul de la LUT, nous avons calculé une table 
regroupant tous les paramètres du cross-talk pour quatre zones différentes du SLM. Le 
nombre de zone peut être affiné, et d’autres modèles plus précis et plus complexes que la 
bi-gaussienne, peuvent aussi être calculés afin de mieux décrire le cross-talk. 
Pour résumer, malgré leurs imperfections, les modulateurs spatiaux de lumières à base de 
cristaux liquides peuvent être très utiles pour les méthodes itératives de reconstruction de 
phase, à condition de bien tenir compte de leurs défauts. Ajoutons à ça que contrairement 
aux lames de phase, ils sont faciles à manipuler et compacts, ce qui se traduit par une 
amélioration des conditions expérimentales surtout qu’ils sont reconfigurables sans 
mouvement mécanique.    
 
En termes d’applications directes de la technique développée dans cette étude, une 
première serait l’analyse des aberrations introduites par le zoom optique d’un macroscope 
avec la méthode itérative SSPR, puis de les compenser en ajoutant un SLM dans le trajet 
d’illumination [5]. Une seconde application serait d’employer le modulateur dans le 
microscope tomographique diffractif développé au laboratoire MIPS, pour réaliser un 
décalage de phase avec compensation des aberrations [6]. Ce même modulateur peut aussi 
être utilisé pour la création des faisceaux de Bessel [7], qui, vu leur nature peu diffractive sur 
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Since the 50s, recovering the phase information of a diffracted beam has a major 
interest in several fields such as microscopy, astronomy and many others. Generally, the 
solutions fall into two broad categories: interferometric methods and iterative methods 
based on beam propagation. The advantage of the latter is that they are less sensitive to 
noise, and their experimental implementation is simpler. Also, the progress in computer 
technologies as well in digital imaging devices makes the application of this approach easier 
and more interesting. However, even if the effectiveness of these methods has been 
demonstrated in several fields, their use remained limited because of certain requirements 
on experimental conditions, and the non-convergence of their algorithm to a single solution 
in many cases. This is even more true for the so-called "complex objects" having an 
amplitude and a phase, which can greatly reduce their field of application. 
To overcome the convergence problems and improve the robustness of these methods, 
many experimental strategies have been employed. They are all based on the same 
principle, which consists of introducing new well-known constraints in the object plane. This 
increases the number of acquired spectrum, and therefore diversifies the sources of 
information about the initial object, which will help the iterative algorithm to converge more 
quickly towards the final solution. As examples of such experimental strategies, one can 
record several spectra from different areas of the object, or modulate the wavelength of the 
incident beam, or also acquire the spectrums across two or more parallel planes connected 
through Fresnel or Fourier transform. 
In this context, the present work aims to experimentally demonstrate a technique known as 
SSPR (Spread Spectrum Phase Retrieval), proposed in 2007 by Zhang, while modifying it in 
order to make it more flexible. The idea is to introduce, using a liquid crystal spatial light 
modulator M strong phase modulation into the object field, then record in the Fourier plane 
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the M corresponding spectrums. These M acquisitions will then be used in an iterative 
algorithm what will allow us to recover the object wavefront by simulating the propagation 
of the light between spatial and frequency spaces.  
The first part of this thesis includes a complete study on spatial light modulators in order to 
select the best one and the most suited for our application. Once liquid crystal spatial light 
modulators in the parallel aligned configuration are selected, we present their technical 
characteristics, as well as the calibration tests needed to ensure their linear and optimal 
functioning. Then we experimentally demonstrate several possible applications with this 
type of component, in various scientific fields, like holography, microscopy, adaptive optics 
and interferometric methods to reconstruct the phase of a beam. 
In the second part, we focus our work around the SSPR iterative approach. We will show 
how to simplify the implementation of this method by using a liquid crystal spatial light 
modulator, and by working in Fourier plane instead of Fresnel plane. However, after applying 
SSPR we have noticed that the quality of experimental results is quite inferior to the quality 
of simulation results. Therefore, a detailed study of the noise sources is conducted. Each of 
these noise sources adds its own contribution, yet modulator cross-talk remains the factor 
that deteriorates the most the quality of reconstructions. In practice liquid crystal spatial 
light modulators are known to have a strong cross-talk between their pixels commonly 
recognized as fringing field effect. As the pixels are micrometric, each addressed one affects 
its neighbors, and thus, the phase retardation obtained from a pixel will not be uniform over 
its entire surface. This will result in a blurring effect of the desired sharp edge between the 
pixels. Therefore, the real displayed phase map will be very different from the addressed 
one. Yet, as the success of the method relies on the precise knowledge of the M phase 
masks used during the acquisitions stage, to employ the same ones in the iterative stage, 
such behavior of the modulator will greatly affect the convergence of the algorithm. To 
overcome this problem, we consider that the cross-talk can be modeled by a transfer 
function, and propose a procedure to estimate it in order to compensate this fringing field 
effect. Finally, this approach is experimentally confirmed by obtaining reconstructions with 
improved quality and contrast.   
 
