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THE NATURAL TOPOLOGY ON A BL-ALGEBRA WHICH MAKES
IT A TOPOLOGICAL ALGEBRA
SEYED MOHAMMAD AMIN KHATAMI
Abstract. We consider ([0, 1], .∧, .∨, ⋆, .→, 0, 1) as a dual of BL-algebra and introduce
a natural metric d⋆ on it. It is shown that d⋆ induced a metric d⋆ on [0, 1]
2 and all
of the operations are continuous functions from ([0, 1]2, d⋆) into ([0, 1], d⋆). We extend
the induced topology of d⋆ to a topology on arbitrary BL-algebra L and it’s shown that
L becomes a topological BL-algebra.
1. Introduction
Triangular norms and triangular conorms, in shortly t-norms and s-norms, are ap-
peared in several areas of mathematics. The beginning of them goes back to [9, 10]. One
of the areas that t-norms and s-norms are appeared, is many-valued logics. Indeed, a t-
norm (s-norm) could be seen as a generalization for the interpretation of the conjunction
connective (disjunction connective) [7, 1].
Basic logic which is introduced by Ha´jek in the early of 1998 [6] is known as the logic
of continuous t-norms. The algebraic counter part of the propositional basic logic is
BL-algebras. Indeed, the Lindenbaum algebra of equivalent formulas of propositional
basic logic is a BL-algebra. MV-algebras, which introduced by Chang [5] to prove the
completeness theorem for  Lukasiewicz logic, are special kind of BL-algebras. A more
general algebraic structure originated in logics without contractions is residuated lattice.
The oldest such structure which is appeared in classical logic is Boolean algebra.
This algebraic structures are studied from algebraic and topological point of view.
Algebra studies the property of operations and algorithmic computations of a space,
while topology provide a framework to understanding the geometric properties of a space.
After introducing the concept of BL-algebras [6], algebraic and topological properties of
them, is one of the interesting research areas.
Bozooei et.al in [11, 3] introduce the notion of topological BL-algebras and then in [4]
they study the metrizability of BL-algebras. The objective of this article is introducing
a natural topology on BL-algebras which makes them topological algebras. This article
is an extended and further development of the author conference paper [8], in which a
metric on [0, 1] as a dual of BL-algebras studied.
When [0, 1] is endowed to be a dual of BL-algebra, ie an algebra (L, .∧, .∨, ⋆, .→, 0, 1) of
type (2, 2, 2, 2, 0, 0) which satisfies the conditions in Definition 3.1, then ⋆ present as an
s-norm. We show that when ⋆ is weaker than the  Lukasiewicz s-norm, then the mapping
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d⋆(a, b) = (a
.→ b) ⋆ (b .→ a) becomes a metric on [0, 1]. Furthermore, d⋆ induced a
metric d⋆ on L
2 and all of the operations becomes continuous functions from (L2, d⋆)
into (L, d⋆). We extend the induced topology of d⋆ to a topology on arbitrary BL-algebra
L and it’s shown that L becomes a topological BL-algebra.
The rest of the paper organized as follows. Section 2 presents a summary about t-
norms, s-norms and BL-algebras. Section 3 introduces the concept of dual of BL-algebras
and describes a metric on [0, 1] as a dual of BL-algebra and section 4 proves that it is a
topological algebra. Section 5 explains a topology on dual of BL-algebras which makes
them topological algebras, and finally a natural topology on BL-algebras which makes
them topological algebras presented in section 6.
2. preliminaries
2.1. t-norms and s-norms.
Recall that a triangular norm, in shortly a t-norm, is a binary function T from [0, 1]2
into [0, 1] which is associative, commutative, non-decreasing on both arguments and
T (1, x) = x for all x ∈ [0, 1]. If the boundary condition of a t-norm is reversed, it is
called a t-conorm or an s-norm. Thus an s-norm is an associative, commutative, non-
decreasing function S from the unite square into the unite interval satisfying for all
x ∈ [0, 1] the boundary condition S(0, x) = x.
A t-norm T and an s-norm S are called dual if S(x, y) = 1 − T (1 − x, 1 − y) for all
x, y ∈ [0, 1]. Bellow, the most important t-norms and their dual s-norms are listed in
Table 1.
Table 1.  Lukasiewicz , Go¨del , product, and drastic t-norm and s-norm
t-norm s-norm
TL(x, y) = max{0, x+ y − 1} SL(x, y) = min{1, x+ y}
TG(x, y) = min{x, y} SG(x, y) = max{x, y}
Tπ(x, y) = x.y Sπ(x, y) = x+ y − x.y
Td(x, y) =
{
min{x, y} max{x, y} = 1
0 otherwise
Sd(x, y) =
{
max{x, y} min{x, y} = 0
0 otherwise
A t-norm T1 is called weaker than T2, in symbols T1 ≤ T2, whenever T1(x, y) ≤ T2(x, y)
for all x, y ∈ [0, 1]. A similar notion used for s-norms. Obviously for t-norms and s-norms
in Table 1,
Td ≤ TL ≤ Tπ ≤ TG and SG ≤ Sπ ≤ SL ≤ Sd.
Also for any t-norm T and s-norm S, one could easily verify that
Td ≤ T ≤ TG and SG ≤ S ≤ Sd.
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2.2. BL-algebras.
In many-valued logics, t-norms and s-norms sometimes play the role of the interpretation
of the conjunction and disjunction connective. In 1998, Ha´jek introduced a many-valued
logic, namely basic logic, which is based only on continuous t-norms [6]. If Prop is
generated from a set of atomic propositions P by formal operations {&,→,⊥} and e0 :
P → [0, 1] be a function, then there is a unique extension e of e0, called an evaluation,
satisfying the following rules:
e(⊥) = 0, e(ϕ&ψ) = T (e(ϕ), e(ψ)), and e(ϕ→ ψ) = RT (e(ϕ), e(ψ)),
where RT is defined as follows,
z ≤ RT (x, y) iff T (z, x) ≤ y for all z, y, z ∈ [0, 1].
The algebraic counter part of a theory in basic logic, forms an algebra, called BL-algebra.
A BL-algebra is an algebra L = (L,∧,∨, ∗,֌, 0, 1) of type (2, 2, 2, 2, 0, 0) satisfying the
following properties:
BL1 (L,∧,∨, 0, 1) is a bounded lattice with greatest element 1 and smallest element 0,
BL2 (L, ∗, 1) is an Abelian monoid,
BL3 ֌ is the residua of ∗, i.e., c ≤ a֌ b iff c ∗ a ≤ b for all a, b, c ∈ L,
BL4 a ∧ b = a ∗ (a֌ b) for all a, b ∈ L,
BL5 (a֌ b) ∨ (b֌ a) = 1 for all a, b ∈ L.
For a theory Σ ⊆ Prop, let [ϕ] = {ψ : T ⊢ ϕ ↔ ψ}, Lind(Σ) = {[ϕ] : ϕ ∈ Prop}, ≤ is
defined by [ϕ] ≤ [ψ] iff Σ ⊢ (ϕ → ψ), and [⊤] = [⊥ → ⊥]. Then (Lind(Σ),≤, [⊥], [⊤])
forms a bounded lattice that by the following operations becomes a BL-algebra.
[ϕ] ∗ [ψ] = [ϕ&ψ] , [ϕ]֌ [ψ] = [ϕ→ ψ].
Proposition 2.1. The following properties are hold in every BL-algebra L.
B1 a ∗ b = b ∗ a and (a ∗ b) ∗ c = a ∗ (b ∗ c),
B2 a ∗ 0 = 0,
B3 a ∗ (a֌ b) ≤ b and a ≤ (b֌ (a ∗ b),
B4 a ≤ b iff a֌ b = 1,
B5 if a ≤ b then a ∗ c ≤ b ∗ c, c֌ a ≤ c֌ b, and a֌ c ≥ b֌ c,
B6 (a ∨ b) ∗ c = (a ∗ c) ∨ (b ∗ c),
B7 a ∗ b ≤ a and a ≤ b֌ a,
B8 a ∨ b =
(
(a֌ b)֌ b
)
∧
(
(b֌ a)֌ a
)
,
B9 (a֌ b) ≤
(
(b֌ c)֌ (a֌ c)
)
,
B10 (a֌ b) ∗ (b֌ c) ≤ (a֌ c),
B11 a֌ (b֌ c) = (a ∗ b)֌ c,
B12 a֌ (b֌ c) = b֌ (a֌ c),
B13 a֌ a = 1,
B14 a֌ b ≤ (a ∗ c)֌ (b ∗ c),
B15 (a֌ b) ∗ (c֌ d) ≤ (a ∗ c)֌ (b ∗ d),
Proof. See [6, Cahpter 2] 
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When the continuous scale [0, 1] endowed to be a BL-algebra, the binary operator ∗
becomes a continuous t-norm on [0, 1] [2]. The BL-algebra on the real segment [0, 1]
which is defined by continuous t-norms, is called t-algebra.
3. dual of BL-algebras, s-algebras, and the natural metric on s-algebras
Now, we introduce a dual notion for BL-algebras. For lattice join and meet operators
we use a dual notion also. Thus in a lattice (L,≤, .∧, .∨), a ≤ b iff a .∨ b = a. So,
a .∨ b = inf{a, b} and a .∧ b = sup{a, b}.
Definition 3.1. ADBL-algebra, is an algebra L = (L, .∧, .∨, ⋆, .→, 0, 1) of type (2, 2, 2, 2, 0, 0)
satisfies the following conditions:
DBL1 (L, .∧, .∨, 0, 1) is a bounded lattice with greatest element 1 and smallest element 0,
DBL2 (L, ⋆, 0) is an Abelian monoid,
DBL3 .→ is the residua of ⋆, i.e., a ≥ b .→ c iff a ⋆ b ≥ c for all a, b, c ∈ L,
DBL4 a .∧ b = a ⋆ (a .→ b) for all a, b ∈ L,
DBL5 (a .→ b) .∨ (b .→ a) = 0 for all a, b ∈ L.
Theorem 3.2. Let L be a DBL-algebra. then the following properties hold:
D1 a ⋆ b = b ⋆ a and (a ⋆ b) ⋆ c = a ⋆ (b ⋆ c),
D2 a ⋆ 1 = 1,
D3 a ⋆ (a .→ b) ≥ b and a ≥ b .→ (a ⋆ b),
D4 a ≥ b iff a .→ b = 0,
D5 if a ≥ b then a ⋆ c ≥ b ⋆ c, c .→ a ≥ c .→ b, and a .→ c ≤ b .→ c,
D6 (a .∨ b) ⋆ c = (a ⋆ c) .∨ (b ⋆ c),
D7 a ⋆ b ≥ a and a ≥ b .→ a,
D8 a .∨ b =
(
(a .→ b) .→ b
)
.∧
(
(b .→ a) .→ a
)
,
D9 (a .→ b) ≥
(
(b .→ c) .→ (a .→ c)
)
,
D10 (a .→ b) ⋆ (b .→ c) ≥ (a .→ c),
D11 a .→ (b .→ c) = (a ⋆ b) .→ c,
D12 a .→ (b .→ c) = b .→ (a .→ c),
D13 a .→ a = 0,
D14 a .→ b ≥ (a ⋆ c) .→ (b ⋆ c),
D15 (a .→ b) ⋆ (c .→ d) ≥ (a ⋆ c) .→ (b ⋆ d),
Proof. The proof is similar to the proof of Proposition 2.1. Let’s remind it.
D1) Follows from DBL2.
D2) Since a ≥ 0, so a ⋆ 1 ≥ 0 ⋆ 1. But DBL2 implies that 1 ⋆ 0 = 1. Thus a ⋆ 1 = 1.
D3) Since a .→ b ≥ a .→ b by DBL3, (a .→ b) ⋆ a ≥ b. Again, since a ⋆ b ≥ a ⋆ b, by
DBL3, a ≥ b .→ (a ⋆ b).
D4) a ≥ b iff 0 ⋆ a ≥ b which is by adjointness is equivalent 0 ≥ a .→ b, means that
a .→ b = 0.
D5) Assume that a ≥ b. We have the followings.
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• By D3 a ≥ b ≥ c .→ (b ⋆ c) and so adjointness condition (DBL3) implies that
a ⋆ c ≥ b ⋆ c.
• By D3 c ⋆ (c .→ a) ≥ a ≥ b. Thus (c .→ a) ⋆ c ≥ b. Therefore by adjointness,
c .→ a ≥ c .→ b.
• By the first inequality of D5 a ⋆ (b .→ c) ≥ b ⋆ (b .→ c). On the other hand by
D3 b ⋆ (b .→ c) ≥ c. So, a ⋆ (b .→ c) ≥ c. Now, using D1 and DBL3 we have
b .→ c ≥ a .→ c.
D6) Since a ≥ a .∨ b D5 implies that a ⋆ c ≥ (a .∨ b) ⋆ c. A similar argument show that
b ⋆ c ≥ (a .∨ b) ⋆ c. So, (a ⋆ c) .∨ (b ⋆ c) ≥ (a .∨ b) ⋆ c. For the reverse inequality,
since a ⋆ c ≥ (a ⋆ c) .∨ (b ⋆ c) by adjointness a ≥ c .→
(
(a ⋆ c) .∨ (b ⋆ c)
)
. Similarly,
b ≥ c .→
(
(a ⋆ c) .∨ (b ⋆ c)
)
. So, a .∨ b ≥ c .→
(
(a ⋆ c) .∨ (b ⋆ c)
)
that by adjointness
implies that (a .∨ b) ⋆ c ≥ (a ⋆ c) .∨ (b ⋆ c).
D7) Since b ≥ 0, applying D5 and DBL2 we have a ⋆ b ≥ a ⋆ 0 = a. Furthermore, by
adjointness this means that a ≥ b .→ a.
D8) Let A =
(
(a .→ b) .→ b
)
.∧
(
(b .→ a) .→ a
)
. Applying DBL2, DBL4, D6, and the
facts that A ≥ a .→ (a .→ b), A ≥ b .→ (b .→ a), and finally using D3 we have
A = A ⋆ 0 = A ⋆
(
(a .→ b) .∨ (b .→ a)
)
=
(
A ⋆ (a .→ b)
) .∨ (A ⋆ (b .→ a))
≥
[(
(a .→ b) .→ b
)
⋆ (a .→ b)
] .∨ [((b .→ a) .→ a) ⋆ (b .→ a)] ≥ b .∨ a.
Conversely, (a .→ b) ⋆ (a .∨ b) =
(
(a .→ b) ⋆ a
) .∨ ((a .→ b) ⋆ b) ≥ b .∨ b = b by D6,
D3, and D7. Now, by adjointness (a .∨ b) ≥ (a .→ b) .→ b. A similar argument show
that (a .∨ b) ≥ (b .→ a) .→ a. So, (a .∨ b) ≥
(
(a .→ b) .→ b
)
.∧
(
(b .→ a) .→ a
)
= A.
D9) Using D3 two times we have a ⋆ (a .→ b) ⋆ (b .→ c) ≥ b ⋆ (b .→ c) ≥ c, which means
that (a .→ b) ⋆ (b .→ c) ⋆ a ≥ c. Now, using adjointness two times have the result.
D10) Apply adjointness on D9.
D11) For any point x of L we have x ≥ a .→ (b .→ c) iff x ⋆ a ≥ b .→ c iff (x ⋆ a) ⋆ b ≥ c
iff x ⋆ (a ⋆ b) ≥ c iff x ≥ (a ⋆ b) .→ c. Since x is arbitrary we obtain the result.
D12) Using D11 twice we get a .→ (b .→ c) = (a ⋆ b) .→ c = (b ⋆ a) .→ c = b .→ (a .→ c).
D13) By D7 a ≥ 0 .→ a. Hence D4 implies that a .→ (0 .→ a) = 0. Applying D12 we get
0 .→ (a .→ a) = a .→ (0 .→ a) = 0. Again using D4 we deduced that a .→ a = 0.
D14) By D3
(
a ⋆ (a .→ b)
)
⋆ c ≥ b ⋆ c which means that (a .→ b) ⋆ (a ⋆ c) ≥ b ⋆ c. Now,
adjointness give a .→ b ≥ (a ⋆ c) .→ (b ⋆ c).
D15) By D3,
(
a ⋆ (a .→ b)
)
⋆
(
c ⋆ (c .→ d)
)
≥ b ⋆ d. So,
(
(a .→ b) ⋆ (c .→ d)
)
⋆ (a ⋆ c) ≥ b ⋆ d
which by adjointness leads to (a .→ b) ⋆ (c .→ d) ≥ (a ⋆ c) .→ (b ⋆ d).

Assume that S be a continuous s-norm. The residua of S is the unique operator
RS : [0, 1]
2 → [0, 1], defined by the adjoint property,
for all a, b, c ∈ [0, 1], S(a, b) ≥ z iff a ≥ RS(b, c).
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Continuity of S implies that RS(a, b) = min{c : S(c, a) ≥ b}. An easy argument show
that for any continuous s-norm S and it’s residua RS, ([0, 1],max,min, S, RS, 0, 1) forms
a DBL-algebra, called s-algebra.
Theorem 3.3. If ([0, 1], .∧, .∨, ⋆, .→, 0, 1) endowed to be a DBL-algebra, then ⋆ becomes
a continuous t-norm, .→ would be the residua of ⋆ and therefore .∧ and .∨ becomes the
maximum and minimum functions, respectively.
Proof. The proof is similar to the one for BL-algebras. See [2, Proposition 3]. 
For any s-algebra L = ([0, 1],max,min, ⋆, .→, 0, 1), we introduce a metric on [0, 1] which
makes it a topological algebra. Define d⋆ : [0, 1]
2 → [0, 1] by d⋆(a, b) = (a
.→ b) ⋆ (b .→ a).
The following theorem show that d⋆ is a metric on [0, 1].
Theorem 3.4. Let ⋆ be a continuous s-norm and .→ be the residue of ⋆. Define d⋆ by
d⋆(a, b) = (a
.→ b) ⋆ (b .→ a). Then,
(1) (identity of indiscernibles) ∀a, b, d⋆(a, b) = 0 iff a = b,
(2) (symmetry) ∀a, b, d⋆(a, b) = d⋆(b, a),
(3) (transitivity) ∀a, b, c, d⋆(a, b) ≤ d⋆(a, c) ⋆ d⋆(c, b).
Furthermore, if ⋆ is weaker than the  Lukasiewicz s-norm, then d⋆ would be a metric on
[0, 1].
Proof. Clearly, by D13 d⋆(a, a) = 0 for a ∈ [0, 1]. Furthermore, if d⋆(a, b) = 0, then
(a .→ b) ⋆ (b .→ a) = 0. Applying D7 we get a .→ b = 0 and b .→ a = 0. Now, D4 implies
that a ≥ b and b ≥ a that is a = b. Symmetric property of d⋆ is clear by D1. To prove
3, by D10 (a .→ c) ⋆ (c .→ b) ≥ a .→ b and (b .→ c) ⋆ (c .→ a) ≥ b .→ a for arbitrary
a, b, c,∈ [0, 1]. Hence,
d⋆(a, b) = (a
.→ b) ⋆ (b .→ a)
≤
(
(a .→ c) ⋆ (c .→ b)
)
⋆
(
(b .→ c) ⋆ (c .→ a)
)
=
(
(a .→ c) ⋆ (c .→ a)
)
⋆
(
(b .→ c) ⋆ (c .→ b)
)
= d⋆(a, c) ⋆ d⋆(c, b)
Furthermore if ⋆ is weaker than SL, then
d⋆(a, b) ≤ d⋆(a, c) ⋆ d⋆(c, b) ≤ SL
(
d⋆(a, c), d⋆(c, b)
)
≤ d⋆(a, c) + d⋆(c, b).

Below, the induced metric arising from tree famous continuous s-norms are listed in
Table 2.
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Table 2.  Lukasiewicz , Go¨del , and product induced metrics
s-norm residua metric
SL(x,y)=min{1,x+y} RL(x,y)=
{
0 x≥y
y−x x<y
dL(x, y) = |x− y|
SG(x,y)=max{x,y} RG(x,y)=
{
0 x≥y
y x<y
dG(x,y)=
{
0 x=y
max{x,y} x6=y
Sπ(x,y)=x+y−x.y Rπ(x,y)=
{
0 x≥y
y−x
1−x
x<y
dπ(x,y)=


0 x=y
|x−y|
1−min{x,y}
x6=y
4. [0, 1] as a topological s-algebra
The operations of the  Lukasiewicz s-algebra [0, 1] are continuous with respect to the
Euclidean topology dL(x, y) = |x− y|. However, in general continuity of operations does
not hold. Specially, RG and Rπ are not continuous.
In this section, we show that for any continuous s-norm ⋆ and it’s residua .→, all of
the operations of the corresponding s-algebra ([0, 1],max,min, ⋆, .→, 0, 1) are continuous
with respect to induced topology of the metric d⋆ introduced in Theorem 3.4.
The Euclidean topology on [0, 1]2 is usually defined by
d
(
(x1, x2), (y1, y2)
)
=
√
(x1 − y1)2 + (x2 − y2)2,
which is equivalent to the maximum metric max{|x1 − y1|, |x2 − y2|} and the taxicab
metric |x1− y1|+ |x2− y2|. Here we use a metric, similar to the taxicab metric on [0, 1]
2
which is made by ⋆ and the metric d⋆.
Theorem 4.1. Let ⋆ , .→, and d⋆ be as in Theorem 3.4. Define d⋆ : [0, 1]
2×[0, 1]2 → [0, 1]
by d⋆(a,b) = d⋆(a1, b1) ⋆ d⋆(a2, b2) where a = (a1, a2) and b = (b1, b2). Then
(1) ∀a,b ∈ [0, 1]2, d⋆(a,b) = 0 iff a = b,
(2) ∀a,b ∈ [0, 1]2, d⋆(a,b) = d⋆(b, a),
(3) ∀a,b, c ∈ [0, 1]2, d⋆(a,b) ≤ d⋆(a, c) ⋆ d⋆(c,b).
Furthermore, if ⋆ ≤ SL, then d⋆ define a metric on [0, 1]
2.
Proof. We only check 3. Using transitivity of d⋆ (Theorem 3.4) and D1 we have
d⋆
(
a,b) = d⋆(a1, b1) ⋆ d⋆(a2, b2)
≤
(
d⋆(a1, c1) ⋆ d⋆(c1, b1)
)
⋆
(
d⋆(a2, c2) ⋆ d⋆(c2, b2)
)
=
(
d⋆(a1, c1) ⋆ d⋆(a2, c2)
)
⋆
(
(d⋆(c1, b1) ⋆ d⋆(c2, b2)
)
= d⋆(a, c) ⋆ d⋆(c,b).
Finally, an easy argument like as the proof of Theorem 3.4 show that whenever ⋆ ≤ SL,
d⋆ is a metric on [0, 1]
2. 
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Now, we show that for any continuous s-norm ⋆ and it’s residua .→, the s-algebra
L = ([0, 1],max,min, ⋆, .→, 0, 1) is a topological algebra. To this end we should introduce
topologies on [0, 1] and [0, 1]2 such that all of the operations of L are continuous functions
with respect to these topologies. Note that by DBL4 and D8 it is enough to show that ⋆
and .→ are continuous functions. In the case that ⋆ is weaker than the  Lukasiewicz s-norm,
the induced topology of metric d⋆ and d⋆ do the goal.
Theorem 4.2. Let ⋆, .→, d⋆, and d⋆ be as in Theorem 4.1. If ⋆ is weaker than SL, then
⋆ : ([0, 1]2,d⋆)→ ([0, 1], d⋆) and
.→: ([0, 1]2,d⋆)→ ([0, 1], d⋆) are continuous functions.
Proof. Using D15 we have
(a1 ⋆ a2)
.→ (b1 ⋆ b2) ≤ (a1
.→ b1) ⋆ (a2
.→ b2)
and
(b1 ⋆ b2)
.→ (a1 ⋆ a2) ≤ (b1
.→ a1) ⋆ (b2
.→ a2).
Now, applying D5 twice we get(
(a1⋆a2)
.→(b1⋆b2)
)
⋆
(
(b1⋆b2)
.→(a1⋆a2)
)
≤
(
(a1
.→b1)⋆(a2
.→b2)
)
⋆
(
(b1
.→a1)⋆(b2
.→a2)
)
,
that is
(1) d⋆(a1 ⋆ a2, b1 ⋆ b2) ≤ d⋆(a,b)
which means that ⋆ is a continuous function.
For continuity of .→, by D9 a1
.→ b1 ≥ (b1
.→ b2)
.→ (a1
.→ b2), and therefore by
adjointness
(2) (a1
.→ b1) ⋆ (b1
.→ b2) ≥ a1
.→ b2.
Again by D9 a1
.→ b2 ≥ (b2
.→ a2)
.→ (a1
.→ a2) which beside the inequality 2 leads to
(a1
.→ b1) ⋆ (b1
.→ b2) ≥ (b2
.→ a2)
.→ (a1
.→ a2).
Now, applying adjointness we get(
(a1
.→ b1) ⋆ (b1
.→ b2)
)
⋆ (b2
.→ a2) ≥ (a1
.→ a2),
which beside D1 implies that(
(a1
.→ b1) ⋆ (b2
.→ a2)
)
⋆ (b1
.→ b2) ≥ (a1
.→ a2).
Finally, again by adjointness
(3) (b1
.→ b2)
.→ (a1
.→ a2) ≤ (a1
.→ b1) ⋆ (b2
.→ a2).
A similar argument show that
(4) (a1
.→ a2)
.→ (b1
.→ b2) ≤ (b1
.→ a1) ⋆ (a2
.→ b2).
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Now using 3 and 4 and applying D5 we have
d⋆(a1
.→ a2, b1
.→ b2) =
(
(b1
.→ b2)
.→ (a1
.→ a2)
)
⋆
(
(a1
.→ a2)
.→ (b1
.→ b2)
)
≤
(
(a1
.→ b1) ⋆ (b2
.→ a2)
)
⋆
(
(a1
.→ a2)
.→ (b1
.→ b2)
)
≤
(
(a1
.→ b1) ⋆ (b2
.→ a2)
)
⋆
(
(b1
.→ a1) ⋆ (a2
.→ b2)
)
=
(
(a1
.→ b1) ⋆ (b1
.→ a1)
)
⋆
(
(b2
.→ a2) ⋆ (a2
.→ b2)
)
= d⋆(a1, b1) ⋆ d⋆(a2, b2)
= d⋆(a,b)
Hence .→ is a continuous function. 
Now, we want to generalize Theorem 4.2 for the case that ⋆ is an arbitrary continuous
s-norm.
Definition 4.3. Assume that ⋆, .→, d⋆, and d⋆ be as in Theorem 4.1. (⋆ is not necessarily
weaker than the  Lukasiewicz s-norm). For a ∈ [0, 1] and r ∈ (0, 1] the ⋆-ball around a of
radius r is the set
Nr(a) = {b ∈ [0, 1] : d⋆(a, b) < r}.
Similarly the ⋆-ball around a ∈ [0, 1]2 of radius r ∈ (0, 1] is the set
Nr(a) = {b ∈ [0, 1]
2 : d⋆(a,b) < r}.
A subset G of [0, 1] is called an ⋆-open set if for every a ∈ G there exists a radius r > 0
such that Nr(a) ⊆ G. ⋆-open subsets of [0, 1]
2 defined similarly.
Theorem 4.4. With the notions in Definition 4.3, the family of all ⋆-open sets, denoted
by T⋆ form a topology on [0, 1]. Similarly, the family of all ⋆-open sets of [0, 1]
2, denoted
by T⋆ form a topology on [0, 1]
2.
Proof. Obviously ∅, [0, 1] ∈ T⋆.
Assume that A,B ∈ T⋆. If A ∩ B is empty, then it is in T⋆. Suppose that A ∩ B 6= ∅
and a ∈ A ∩B. Since A and B are ⋆-open sets, there exist rA > 0 and rB > 0 such that
NrA(a) ⊆ A and NrB(a) ⊆ B. let r = min{rA, rB}. Now, Nr(a) ⊆ NrA(a) ∩ NrB(a) ⊆
A ∩ B. So, A ∩ B is an ⋆-open set.
Finally, let {Gi}i∈I be a family of ⋆-open sets and G = ∪i∈IGi. If G is empty there is
noting to prove. Assume that G 6= ∅ and a ∈ G. So, there is i ∈ I such that a ∈ Gi.
Since Gi is an ⋆-open set, there exists r > 0 such that Nr(a) ⊆ Gi ⊆ G. Thus G is an
⋆-open set.
The second part is also proved by a similar argument. 
Note that when ⋆ ≤ SL, then topology T⋆ (T⋆) is the topology induced by metric d⋆
(d⋆).
Theorem 4.5. Let ⋆, .→, d⋆, and d⋆ be as in Theorem 4.1 (⋆ is not necessarily weaker
than the  Lukasiewicz s-norm). Then the mappings ⋆ : ([0, 1]2, T⋆) → ([0, 1], T⋆) and
.→: ([0, 1]2, T⋆)→ ([0, 1], T⋆) are continuous functions.
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Proof. For continuity of ⋆, consider an ⋆-open set A ∈ T⋆. We must show that the
inverse image of A, ⋆−1(A), is an ⋆-open set. For this consider a point a ∈ ⋆−1(A). So,
⋆(a) ∈ A, that is a1 ⋆ a2 ∈ A. But A is an ⋆-open set and hence there exists r > 0 such
that Nr(a1 ⋆ a2) ⊆ A. We claim that Nr(a) ⊆ ⋆
−1(A).
Consider an element b ∈ Nr(a). So, d⋆(a,b) < r. Now, inequality 1 in the proof of
Theorem 4.2 implies that
d⋆(a1 ⋆ a2, b1 ⋆ b2) ≤ d⋆(a,b) < r.
So, b1 ⋆ b2 ∈ Nr(a1 ⋆ a2) ⊆ A, that is ⋆(b) ∈ A or b ∈ ⋆
−1(A). Hence, Nr(a) ⊆ ⋆
−1(A)
which means that ⋆−1(A) is an ⋆-open set. Thus, ⋆ is a continuous function.
A similar argument, that use the final argument in the proof of Theorem 4.2 show that
.→ is a continuous function. 
5. natural topology on DBL-algebras
In this section, we introduce a topology on an arbitrary DBL-algebra which makes it
a topological algebras. We need a definition for positive element of DBL-algebras.
Definition 5.1. Let L = (L, .∧, .∨, ⋆, .→, 0, 1) be a DBL-algebra. An element a ∈ L is
called a positive element of L, denoted by a ≫ 0, whenever for any b ∈ L, a .∨ b = 0
implies that b = 0.
Lemma 5.2. Let L = (L, .∧, .∨, ⋆, .→, 0, 1) be a DBL-algebra. for any a, b ∈ L,
G1 1≫ 0,
G2 if a≫ 0, then a > 0,
G3 if b > a≫ 0, then b≫ 0,
G4 if a≫ 0 and b≫ 0, then a .∨ b≫ 0.
Proof. G1) For any x ∈ L, since 1 .∨ x = x, so 1 .∨ x = 0 implies that x = 0, that is
1≫ 0.
G2) If by contrary, a = 0, then for x 6= 0, a .∨ x = 0, which is in contradiction with
a≫ 0.
G3) For an arbitrary x ∈ L, assume that b .∨ x = 0. Since b > a, b .∨ x ≥ a .∨ x. So,
a .∨ x = 0 and therefore x = 0. Thus b≫ 0.
G4) For an arbitrary x ∈ L, assume that (a .∨ b) .∨ x = 0. Thus, a .∨ (b .∨ x) = 0.
Therefore, b .∨ x = 0. Hence, x = 0 that is a .∨ b≫ 0.

Now, as like as the Definition 4.3, we introduce a topology on DBL-algebras.
Definition 5.3. Assume that L = (L, .∧, .∨, ⋆, .→, 0, 1) be a DBL-algebra. Suppose that
the mappings d⋆ : L× L→ L and d⋆ : L
2 × L2 → L defined by
d⋆(a, b) = (a
.→ b) ⋆ (b .→ a) and d⋆(a,b) = d⋆(a1, b1) ⋆ d⋆(a2, b2),
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respectively, where a = (a1, a2) and b = (b1, b2). For any a ∈ L and any positive element
r ∈ L, the ⋆-ball around a of radius r is the set
Nr(a) = {b ∈ L : d⋆(a, b) < r}.
Similarly the ⋆-ball around a ∈ L2 of radius r ≫ 0 is the set
Nr(a) = {b ∈ L
2 : d⋆(a,b) < r}.
A subset G of L is called an ⋆-open set if for every a ∈ G there exists a radius r ≫ 0
such that Nr(a) ⊆ G. ⋆-open subsets of L
2 defined similarly.
Theorem 5.4. with the notions in Definition 5.3,
(1) ∀a, b, d⋆(a, b) = 0 iff a = b,
(2) ∀a, b, d⋆(a, b) = d⋆(b, a),
(3) ∀a, b, c, d⋆(a, b) ≤ d⋆(a, c) ⋆ d⋆(c, b).
Furthermore, a similar argument holds for d⋆.
Proof. Similar to the proofs of Theorem 3.4 and Theorem 4.1. 
Theorem 5.5. With the notions in Definition 5.3, the family of all ⋆-open sets form
a topology on L denoted by T⋆. Similarly T⋆ = {A : A is an ⋆-open set of L
2} is a
topology on L2.
Proof. Obviously ∅, L ∈ T⋆. Assume that A,B ∈ T⋆. If A ∩ B is empty, then it is
in T⋆. So, let a ∈ A ∩ B. Since A and B are ⋆-open sets, there exist rA ≫ 0 and
rB ≫ 0 such that NrA(a) ⊆ A and NrB(a) ⊆ B. By G4, r = rA
.∨ rB ≫ 0. Now,
Nr(a) ⊆ NrA(a)∩NrB(a) ⊆ A∩B. Hence, A∩B is an ⋆-open set. The rest of the proof
is similar to the proof of Theorem 4.4. 
The following theorem show that the introduced topologies on L and L2, makes L a
topological algebra.
Theorem 5.6. With the notions in Theorem 5.5, the mappings ⋆ : (L2, T⋆) → (L, T⋆)
and .→: (L2, T⋆)→ (L, T⋆) are continuous functions.
Proof. Similar to the proof of Theorem 4.5. 
6. natural topology on BL-algebras
In this section, using the duality between BL-algebras and DBL-algebras, we introduce
a topology on an arbitrary BL-algebra which makes it a topological algebras. So, this
section could be seen as the dual of Section 5.
Definition 6.1. Let L = (L,∧,∨, ∗,֌, 0, 1) be a BL-algebra. An element a ∈ L is
called strongly less than 1, denoted by a≪ 1, whenever for any b ∈ L, a ∨ b = 1 implies
that b = 1.
The following lemma and it’s proof, are the dual ones of Lemma 5.2.
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Lemma 6.2. Let L = (L,∧,∨, ∗,֌, 0, 1) be a BL-algebra. for any a, b ∈ L,
L1 0≪ 1,
L2 if a≪ 1, then a < 1,
L3 if b < a≪ 1, then b≪ 1,
L4 if a≪ 1 and b≪ 1, then a ∨ b≪ 1.
Proof. The proof is the dual ones of the proof of Lemma 5.2. For example for L1, since
0 ∨ x = x, so 0 ∨ x = 1 implies that x = 1, that is 0≪ 1. 
For any BL-algebra L, define two operators ↔ and ⇔ on L and L2, respectively as
follows:
a↔ b = (a֌ b) ∗ (b֌ a) , a⇔ b = (a1 ↔ b1) ∗ (a2 ↔ b2).
Remark 6.3. By B1, both of ↔ and ⇔ are symmetric. Furthermore, by B13 a↔ a = 1
and a⇔ a = 1 for any a ∈ L and a ∈ L2. In addition an easy consequence of B10 implies
that for any a, b, c,∈ L, a ↔ b ≥ (a ↔ c) ∗ (c ↔ b). Similarly, for any a,b, c ∈ L2,
a⇔ b ≥ (a⇔ c) ∗ (c⇔ b). Finally, note that by B7 a֌ b ≥ a↔ b.
Now, we introduce a topology on BL-algebras.
Definition 6.4. For any elements a, r ∈ L that r ≪ 1, the ∗-ball around a of radius r is
the set
Br(a) = {b ∈ L : a↔ b > r}.
Similarly the ∗-ball around a ∈ L2 of radius r ≪ 1 is the set
Br(a) = {b ∈ L
2 : a⇔ b > r}.
A subset G of L is called an ∗-open set if for every a ∈ G there exists a radius r ≪ 1
such that Br(a) ⊆ G. >-open subsets of L
2 defined similarly.
Remark 6.5. By Remark 6.3, a ∈ Br(a) and similarly a ∈ Br(a). Moreover, if r ≥ s then
Br(a) ⊆ Bs(a) and Br(a) ⊆ Bs(a).
Theorem 6.6. With the notions in Definition 6.4, the family of all ∗-open sets form
a topology on L denoted by T∗. Similarly T> = {A : A is an > -open set of L
2} is a
topology on L2.
Proof. Obviously ∅, L ∈ T∗. Assume that A,B ∈ T∗. if a ∈ A∩B, then since A and B are
∗-open sets, there exist rA ≪ 1 and rB ≪ 1 such that NrA(a) ⊆ A and NrB(a) ⊆ B. By
L4, r = rA ∨ rB ≪ 1. Since r ≥ rA, Remark 6.5 implies that Nr(a) ⊆ NrA(a). Similarly,
Nr(a) ⊆ NrB(a). Thus Nr(a) ⊆ NrA(a) ∩ NrB(a) ⊆ A ∩ B. Hence, A ∩ B is an ∗-open
set. The rest of the proof is similar to the proof of Theorem 4.4. 
Besides BL4 and B8, the following theorem show that the introduced topologies T∗
and T> on L and L
2, makes L a topological BL-algebra.
Theorem 6.7. The mappings ∗ : (L2, T>) → (L, T∗) and ֌: (L
2, T>) → (L, T∗) are
continuous functions.
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Proof. Consider an ∗-open set A ∈ T∗. We must show that the inverse images of A,
∗−1(A) and֌−1 (A) are >-open sets.
Firstly, consider a point a ∈ ∗−1(A), that is a1 ∗ a2 ∈ A. Since A is an ∗-open set,
there exists r ≪ 1 such that Br(a1 ∗ a2) ⊆ A. To finalize the first part of proof, we show
that Br(a) ⊆ ∗
−1(A). To this end consider an element b ∈ Br(a). So, a ⇔ b > r, that
is
(5) (a1 ↔ b1) ∗ (a2 ↔ b2) > r.
On the other hand since by B15
(a1∗a2)֌(b1∗b2)≥(a1֌b1)∗(a2֌b2) and (b1∗b2)֌(a1∗a2)≥(b1֌a1)∗(b2֌a2),
so, applying B5 twice and then using B1 and 5 we get
(a1 ∗ a2)↔ (b1 ∗ b2) =
(
(a1 ∗ a2)֌ (b1 ∗ b2)
)
∗
(
(b1 ∗ b2)֌ (a1 ∗ a2)
)
≥
(
(a1֌ b1) ∗ (a2֌ b2)
)
∗
(
(b1 ∗ b2)֌ (a1 ∗ a2)
)
≥
(
(a1֌ b1) ∗ (a2֌ b2)
)
∗
(
(b1 ֌ a1) ∗ (b2 ֌ a2)
)
=
(
(a1֌ b1) ∗ (b1֌ a1)
)
∗
(
(a2 ֌ b2) ∗ (b2 ֌ a2)
)
= (a1 ↔ b1) ∗ (a2 ↔ b2)
> r.
Thus b1 ∗ b2 ∈ Br(a1 ∗ a2) ⊆ A. Hence b ∈ ∗
−1(A) which finalize the first part of the
proof.
Secondly, to prove that ֌−1 (A) is an >-open set, consider a point a ∈֌−1 (A). So
a1 ֌ a2 ∈ A. Since A is an ∗-open set, there exists r ≪ 1 such that Br(a1 ֌ a2) ⊆ A.
To prove that ֌−1 (A) is >-open, we show that Br(a) ⊆֌
−1 (A). To this end, if
b ∈ Br(a) ,then
(6) a⇔ b > r.
By B9 a1 ֌ b1 ≤ (b1֌ b2)֌ (a1֌ b2) and so by BL3
(7) (a1֌ b1) ∗ (b1 ֌ b2) ≤ (a1֌ b2).
Again by B9 a1 ֌ b2 ≤ (b2֌ a2)֌ (a1 ֌ a2) and so by 7
(a1֌ b1) ∗ (b1֌ b2) ≤ (b2 ֌ a2)֌ (a1֌ a2).
Now applying BL3 we have
(
(a1 ֌ b1) ∗ (b1 ֌ b2)
)
∗ (b2 ֌ a2) ≤ (a1 ֌ a2) which
besides B1 leads to
(
(a1֌ b1) ∗ (b2 ֌ a2)
)
∗ (b1 ֌ b2) ≤ (a1֌ a2). Again BL3 implies
that
(8) (b1 ֌ b2)֌ (a1֌ a2) ≥ (a1֌ b1) ∗ (b2 ֌ a2).
A similar argument show that
(9) (a1֌ a2)֌ (b1 ֌ b2) ≥ (b1֌ a1) ∗ (a2 ֌ b2).
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Now by 8 and 9 and applying B5 we get
(a1֌ a2)↔ (b1 ֌ b2) =
(
(a1֌ a2)֌ (b1 ֌ b2)
)
∗
(
(b1 ֌ b2)֌ (a1֌ a2)
)
≥
(
(b1 ֌ a1) ∗ (a2֌ b2)
)
∗
(
(b1 ֌ b2)֌ (a1 ֌ a2)
)
≥
(
(b1 ֌ a1) ∗ (a2֌ b2)
)
∗
(
(a1 ֌ b1) ∗ (b2 ֌ a2)
)
=
(
(b1 ֌ a1) ∗ (a1֌ b1)
)
∗
(
(a2 ֌ b2) ∗ (b2 ֌ a2)
)
= (a1 ↔ b1) ∗ (a2 ↔ b2)
= a⇔ b
Thus by 6, (a1 ֌ a2) ↔ (b1 ֌ b2) > r that is (b1 ֌ b2) ∈ Br(a1 ֌ a2) ⊆ A. Hence
b ∈֌−1 (A) which completes the proof. 
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