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Analizar y comprender el movimiento de las variables macroeconómicas es de gran 
relevancia para la toma de decisiones de los agentes económicos (individuos, empresas, 
instituciones, gobierno, entre otros); con este propósito se han desarrollado una serie de 
modelos a lo largo del tiempo, entre ellos, los modelos de vectores autorregresivos 
frecuentistas (VAR) desarrollados por Christopher Sims (1980; 1982; 1986). Los modelos 
VAR han evolucionados con forme a las nuevas necesidades del entorno a modelos bajo el 
enfoque bayesiano y, los más recientes, los modelos de equilibrio general estocástico 
(DSGE), que son adoptaciones más robustas que permiten resolver problemas como la sobre 
parametrización y la inclusión de shocks exógenos.  
Con esta gama de opciones disponibles cobra relevancia para el analista evaluar el 
desempeño de estos modelos en el pronóstico de las variables económicas. Por esta razón, el 
presente documento tiene por objetivo analizar la capacidad de pronóstico de los modelos 
autorregresivos de equilibrio general estocástico (VAR-DSGE) versus los modelos de series 
de tiempo estándar de vectores autorregresivos (VAR frecuentista y VAR bayesiano), 














RESUMEN EN INGLES 
Analyzing and understanding the movement of macroeconomic variables is of great 
relevance for the decision making of economic agents (individuals, companies, institutions, 
government, among others); For this purpose, a series of models have been developed over 
time, including the frequentist vector autoregressive (VAR) models developed by 
Christopher Sims (1980; 1982; 1986). VAR models have evolved in line with the new needs 
of the environment to models under the Bayesian approach and, the most recent ones, 
stochastic general equilibrium (DSGE) models, which are more robust adoptions that allow 
solving problems such as overparameterization and inclusion of exogenous shocks. 
With this range of available options, it becomes relevant for the analyst to evaluate the 
performance of these models in the forecast of economic variables. For this reason, the 
present document aims to analyze the forecasting capacity of the stochastic general 
equilibrium autoregressive models (VAR-DSGE) versus the standard time series models of 
autoregressive vectors (frequentist VAR and Bayesian VAR), applied to data of the Costa 
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El inicio del análisis macroeconómico se remonta al trabajo realizado por el gran economista 
británico John Maynard Keynes, sobre las alternativas a la gran depresión de los años 30 del 
siglo XX, cuyas ideas y obra revolucionaron el pensamiento económico. El principal objetivo 
de su obra era explicar e incentivar las medidas para mitigar la crisis que se vivía en ese 
momento. Este trabajo fue luego utilizado para la construcción de los primeros modelos 
macroeconómicos, iniciando un legado de análisis que permanece hasta la actualidad (Alvaro 
Hurtado Rendón, 2011). 
   
Además, la comprensión de las fluctuaciones de las variables económicas ha sido de gran 
interés para las sociedades, haciendo énfasis en las épocas de expansión y recesión, hasta 
llegar a comprender los movimientos más cortos como la estacionalidad de las variables; tal 
es el caso de Ernest Labrousse en el siglo XVIII, que se dedicó a estudiar las variaciones 
cíclicas del precio del trigo durante un periodo aproximado de trece años (Cardoso, 1979). 
 
El interés detrás de comprender las fluctuaciones de la economía radica en que son relevante 
en la toma de decisiones de los agentes económicos (individuos, empresas, instituciones, 
gobierno, entre otros). Por esta razón, existe la necesidad de construir modelos que anticipen 
los movimientos esperados de las macro variables; este conocimiento permite a los agentes 
económicos planear sus decisiones de inversión, consumo, presupuesto, metas, expectativas 
a futuro, entre otras.  
 
Los avances en las técnicas de modelación econométrica, el desarrollo de programas 
computacionales (R estudio, Python, Anaconda) y el aumento en la capacidad de 
procesamiento de datos, favorecen el desarrollo de esta tarea.  Sin embargo, aunque se cuenta 
con mayores herramientas y una mayor evolución de las técnicas econométricas, la 
estimación de la evolución futura esperado sigue siendo compleja debido a la naturaleza 
relacional de las variables económicas.  Las técnicas actuales proponen que las estimaciones 





en cuenta no solo el valor presente de la variable sino también el valor en periodos 
precedentes.  
 
La construcción de modelos macroeconómicos es un reto complejo, ya que se intenta explicar 
el comportamiento de las variables o hacer una proyección de las mismas; adicionalmente, 
existen efectos sobre el sistema que son totalmente exógenos, como cambios en la política 
monetaria o fiscal, cambios institucionales, en la tecnología, en la estructura empresarial, en 
el sistema financiero, entre muchos otros, que pueden alterar el resultado de una estimación 
(Alvaro Hurtado Rendón, 2011). 
 
Tradicionalmente, los modelos más adecuados para modelar estas relaciones complejas son 
los modelos de Vectores Autorregresivos (VAR), que fueron propuestos por Christopher 
Sims (1980; 1982; 1986), que consiste en un modelo lineal en el que cada variable es 
explicada por los rezagos de las n-1 variables del sistema y los errores estocásticos que 
aparecen en cada ecuación.  Este tipo de modelo busca capturar la dinámica de las series de 
tiempo y su planteamiento está orientado a la descripción, el pronóstico, la inferencia y el 
análisis de políticas (María de la Paz Guzmán Plata, 2008).  
 
Una alternativa a los modelos VAR que permite modelar, desde otra óptica, las relaciones 
complejas de la economía, radica en una nueva generación conocida como modelos 
dinámicos de equilibrio general estocástico (DSGE), introducidos inicialmente en artículos 
como " Forecasting with a Bayesian DSGE Model: An Application to the Euro Area” de 
Frank Smets and Raf Wouters. La metodología DSGE, está siendo utilizada en algunos 
bancos centrales, se puede citar el modelo “New Area-Wide Model (NAWM)” desarrollado 
por el Banco Central Europeo. Aunque esta metodología amerita una mayor robustez teórica, 
esta intenta explicar con mayor precisión los fenómenos económicos agregados, tal como el 
crecimiento económico. 
 
La evolución de esta nueva generación de modelos DSGE, sugiere la necesidad de realizar 





los modelos tradicionales de pronóstico, ello con el fin de afinar la toma de decisiones de los 
agentes económicos (Kai Christoffel, 2010).  
 
De este modo, el objetivo de este trabajo de investigación es analizar la capacidad de 
pronóstico de los modelos de equilibrio general estocástico (DSGE) versus los modelos de 
series de tiempo estándar de vectores autorregresivos (VAR frecuentista y VAR bayesiano), 
utilizando las variables económicas de Costa Rica para el periodo de enero del 2000 hasta 
abril del 2019.  
 
Este documento se organiza de la siguiente manera: en la sección 2 se realiza una 
comparación de los aspectos teóricos de los modelos DSGE y de los modelos de vectores 
autorregresivos más tradicionales, tomando en cuenta las diferencias del cálculo, estructura, 
corrientes de pensamiento, ventajas y desventajas. En la sección 3 se presentan las fuentes 
de datos, la descripción de las variables, la estructura de la base de datos utilizada y los 
análisis previos de rigor que se realizan a los datos antes de la estimación. La sección 4 se 
muestran los resultados obtenidos, así como el análisis de desempeño de los pronósticos con 
la respectiva discusión de los aportes de cada modelo. El documento finaliza con las 
principales conclusiones y recomendaciones obtenidas durante la investigación que 
















• Analizar la capacidad de pronóstico de los modelos autorregresivos de equilibrio 
general estocástico (VAR-DSGE) versus los modelos de series de tiempo estándar de 
vectores autorregresivos (VAR frecuentista y VAR bayesiano), aplicados para el 
pronóstico de variables macroeconómicas 
 
Objetivos específicos 
• Estimar un modelo autorregresivo de equilibrio general estocástico (VAR-DSGE) y 
los modelos de series de tiempo estándar de vectores autorregresivos (VAR 
frecuentista y VAR bayesiano). 
• Evaluar el desempeño de los modelos desde su capacidad de pronóstico de las 

















2. Marco teórico  
Modelos de series de tiempo 
Modelo frecuentista de vectores autorregresivos (VAR) 
 
Los modelos de Vectores Autorregresivos (VAR) fueron introducidos en el año 1980 por 
Christopher Sims en su artículo “Macroeconomics and Reality”. Según el autor el término 
autorregresivo se refiere a la inclusión de un valor rezagado de la variable dependiente en el 
lado derecho de la ecuación y el término vector hace referencia a un vector de dos o más 
variables. El modelo VAR es un modelo lineal en el cual cada una de las variables es 
explicada por los valores de sí misma pero rezagados, de los rezagos de las otras variables 
del sistema y de los errores estocásticos de cada ecuación. Este tipo de modelo es de gran 
utilidad cuando el interés está en los sistemas de ecuaciones simultáneas y sus relaciones se 
mantienen a lo largo del tiempo (Carrasquilla, 2014). 
Cabe mencionar que los modelos VAR son el enfoque alternativo que planteó Sims con 
respecto a los modelos de ecuaciones simultáneas de la segunda mitad del siglo XX. Dichos 
modelos fueron fuertemente criticados por Rober Lucas (1976) principalmente porque al 
necesitar que las variables se clasificaran en endógenas o exógenas y requerir de una 
identificación mediante las estimaciones de los parámetros estructurales a partir de los 
parámetros estimados de forma reducida, muchas veces no se lograba la identificación acorde 
a su planteamiento original, por lo que la inclusión y exclusión de variables se tornaba 
subjetiva, con lo cual se pierde la relación natural presente en el fenómeno que se esté 
trabajando (María de la Paz Guzmán Plata, 2008).  
La ecuación clásica del modelo VAR de orden (p) puede representarse de la siguiente forma:  
𝑦𝑡 = 𝑐 + 𝛽1𝑦𝑡−1 +⋯+ 𝛽𝑝𝑦𝑡−𝑝 + 𝑡 
Donde yt denota un vector de series de tiempo con t=1, 2, 3,…, k considerado como un 
proceso estacionario, c se constituye como un vector de k constantes, βi  es la matriz de 
coeficientes para i=1….p, y εt equivale al vector de errores estocásticos que sigue un 
comportamiento de ruido blanco (εt ~ N (0, Σ)). Cada ecuación del VAR puede ser expresada 





𝑦𝑖,𝑡 = 𝑐𝑖 + 𝛽𝑖,1
1 𝑦𝑖,𝑡−1 +⋯+ 𝛽𝑖,𝑘
1 𝑦𝑘,𝑡−1 +⋯+ 𝛽𝑖,𝑘
𝑝
𝑦1,𝑡−𝑝  + ⋯+ 𝛽𝑖,𝑘
𝑝
𝑦𝑘,𝑡−𝑝 + 𝑖,𝑡 







𝑠  𝑦𝑗,𝑡−𝑠 + 𝑖,𝑡 
En este modelo las variables se explican por los componentes determinísticos de p rezagos 
de la variable independiente y los rezagos de las otras variables explicativas del sistema; la 
estimación se realiza mediante el método de Máxima Verosimilitud Condicional o mediante 
Mínimos Cuadrados Generalizados (Carrasquilla, 2014).  
Algunas de las ventajas de este modelo con respecto a sus predecesores (los modelos de 
ecuaciones simultáneas), es que no existe la necesidad de dividir las variables en endógenas 
o exógenas, dado que todas las variables se consideran como endógenas y presentan 
independencia contemporánea con las perturbaciones aleatorias. Este tipo de modelo se ha 
sofisticado al punto de poder incorporar al sistema de variables exógenas tendencias 
determinísticas y variables dicotómicas para incluir el efecto de cambios estructurales o 
fenómenos particulares. El número de parámetros del modelo puede estimarse con facilidad 
mediante la siguiente formula (Casares, 2019):  
𝜂 = 𝑘 + 𝑘2 ∗ 𝑝 
Donde 𝑘 es el número de variables y 𝑝 es el número de rezagos. 
Ecuaciones impulso respuesta 
Los modelos VAR tienen otra bondad, que consiste en simular el efecto de un shock en las 
perturbaciones aleatorias, lo cual se realiza por medio de la generación de las ecuaciones 
impulso respuesta. Las ecuaciones impulso respuesta son una representación de medias 
móviles asociadas al modelo y se construyen a partir de los coeficientes de este. Así, permiten 
modificar la perturbación de la ecuación de alguna variable del sistema para medir el efecto 
de dicho cambio sobre las variables endógenas, facilitando con esto el análisis de la dinámica 








Tipos de modelos VAR 
Desde su introducción en 1980, este tipo de modelos han evolucionado de acuerdo con las 
necesidades del análisis económico, por lo cual actualmente se pueden encontrar los 
siguientes planteamientos alternativos: 
Figura 1. Planteamientos alternativos de los modelos VAR 
 
Fuente: Elaboración propia 
 
Dado que los fines de la presente investigación se limitan a la comparación de los modelos 
VAR de forma reducida o clásico y los modelos Var Bayesianos, en las siguientes secciones 
se realizará una ampliación en cuanto a su funcionalidad y estimación únicamente sobre estos 
dos modelos.   
Modelo de vectores autorregresivos bayesiano (BVAR) 
Una de las particularidades de los sistemas multiecuacionales, específicamente de los 
modelos VAR, es que la estimación de los parámetros depende del número de variables y del 
número de rezagos, lo que conlleva en algunos casos a una amplia parametrización. Esta 
amplia especificación puede volverse un problema, dado que el número de parámetros crece 
cuadráticamente con el número de variables incluidas y proporcionalmente con el número de 





La sobreparametrización en un modelo que utiliza series económicas, de las cuales 
usualmente se tienen pocas observaciones (desde 1980 en el mejor de los casos), con alta 
variabilidad aleatoria dada su naturaleza y acompañado de un método de estimación que 
minimiza las distancias de los datos, desemboca en un problema de sobreajuste; esto implica 
que el modelo estimado replica la variabilidad empírica aleatoria (ruido) y no la variabilidad 
sistemática (señal) (Fernando C. Ballabriga, 1998). 
Una forma resolver el problema del sobreajuste, es presentada por Christopher Sims y 
Litterman en 1980, quienes plantearon una forma de estimación de los modelos VAR 
mediante inferencia bayesiana, que incorpora conocimiento previo de los parámetros. A este, 
modelo se le llamó BVAR por sus siglas en inglés Bayesian Vector AutoRegression.  
Los modelos BVAR vienen a resolver el problema de sobreajuste de los modelos VAR, 
tratando de evitar la influencia de la variabilidad aleatoria en las estimaciones. El enfoque 
bayesiano permite incorporar más información al modelo mediante la especificación de una 
distribución de probabilidad a los coeficientes β del modelo. Si la distribución a priori es 
clara y no se asigna todo el peso en un mismo valor, se obtiene un rango razonable de 
incertidumbre que puede ser modificada por la información muestral cuando ambas fuentes 
de información se consideran significativamente distintas, lo cual reduce el problema de 
sobreajuste  (Nicolás Arroyo, 2011). 
Aspectos relevantes  
En la estimación de un modelo BVAR se deben tener en consideración tres elementos que 
son fundamentales:  
1. La distribución de probabilidad previa de los datos  
2. La función de verosimilitud de los datos observados  
3. La distribución de probabilidad posterior de los parámetros 
De acuerdo con el trabajo realizado por William Mendieta Alvarado en su artículo “Un VAR 
bayesiano de mediana escala para la economía Nicaragüense” con base en las aplicaciones 





más simple (Gary Koop, Dimitris Korobilis, 2010), (Gary Koop, 2003), (Alvarado, William 
Mendieta, 2017):  
𝑦𝑡 = 𝑋𝑡 + 𝑡 
Adicionalmente se cuenta con los siguientes elementos:  
pdf (β, ∑) es la función de densidad de probabilidad conjunta (previa) 
L (Y|β, ∑) a función de densidad de probabilidad condicional  
 











Aplicando el teorema de Bayes se puede obtener la función de densidad de probabilidad 
conjunta posterior de los parámetros del modelo VAR, donde dicha función se deriva como 
la función de densidad conjunta anterior multiplicada por la función de verosimilitud de los 
datos condicional a los parámetros: 
𝑝𝑑𝑓(𝛽, ∑|𝑌) =
𝑝𝑑𝑓(𝛽, ∑)  𝐿(𝑌|𝛽, ∑)
𝑝(𝑌)
 ∝  𝑝𝑑𝑓(𝛽, ∑)  𝐿(𝑌|𝛽, ∑) 
De la ecuación anterior, al integrar ∑ y 𝛽 pueden obtenerse las distribuciones posteriores 
marginales condicionales 𝑝𝑑𝑓(𝛽|𝑌) y 𝑝𝑑𝑓(∑|𝑌). De las medidas de tendencia central y 
dispersión pueden desprenderse estimaciones puntuales de los parámetros de interés y 
medidas de precisión, muy similares a las que se obtienen con el enfoque frecuentista.  
Estimación de la distribución previa 
El enfoque bayesiano ofrece la ventaja de poder agregar información adicional sobre los 
parámetros del modelo, mediante la inclusión de distribuciones previas del comportamiento 
de los datos. Esto a su vez implica tener conocimiento sobre dicho comportamiento ya sea 
por expertos o, una alternativa que se puede encontrar en la teoría, suponiendo que la 





Partiendo nuevamente de la versión clásica del modelo 
𝑦𝑡 = 𝑐 + 𝛽1𝑦𝑡−1 +⋯+ 𝛽𝑝𝑦𝑡−𝑝 + 𝑡 
Al utilizar una distribución previa donde todas las ecuaciones del modelo están centradas 
alrededor de una caminata aleatoria, la media asociada a la distribución previa puede 
representarse como: 
𝑦𝑡 = 𝑐 + 𝑦𝑡−1 + 𝑡 
La especificación anterior implica que se contraen los elementos de la diagonal de 𝛽1 en 1 y 
los demás parámetros (𝛽1, … , 𝛽𝑝) en 0. La distribución previa, en este caso, también está 
asignando un mayor peso a los rezagos más recientes, dado que se supone que contienen más 
información y que los rezagos de una variable explican una mayor proporción de la varianza 
con respecto a los rezagos de las otras variables.  




    


















    
𝑗 = 𝑖, 𝑘 = 1
𝑒𝑛 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜
 
Para las ecuaciones anteriores, (𝐵𝑘)𝑖,𝑗 corresponde al elemento ij de la matriz 𝐵 del rezago 
k.  La matriz de variancias y covarianzas de los residuos es constante y conocida, lo que 
implica que: 
Ψ = Σ 
Donde Σ es la matriz diagonal de la varianza asociada a las variables del sistema, que se 
puede expresar como Σ = diag(𝜎1
2, … , 𝜎𝑛
2). Los coeficientes se plantean como 
independientes con distribución normal y una distribución previa difusa para los interceptos.  





La estimación por medio de la previa Minnesota lleva este nombre por el lugar de sus 
orígenes en el banco de la Reserva Federal de Minnesota. Este método consiste en incorporar 
dentro de la estimación de las previas de las variables del modelo que sigan un proceso de 
caminata aleatoria, es decir incorporar en el modelo la media de las variables. 
Modelo dinámico de equilibrio general 
Estos modelos son una clase de los modelos de equilibrio general aplicados que están 
orientados a explicar el comportamiento de un conjunto de variables interrelacionadas que 
se varían simultáneamente. Según la literatura los orígenes de este estos modelos se vinculan 
a las ideas del flujo circular de Quesnay, donde se explica de forma sencilla cómo se organiza 
la economía. Posteriormente fueron consolidados, tal como se conocen actualmente, con 
ayuda de los trabajos realizados por Walras, Keynes, Leontief, Arrow y Debreu, entre otros 
autores (Rodrigo Suescún, 2017).  
Dependiendo de la estructura del modelo, también es posible realizar estimaciones de las 
macro variables, como el PIB o la inflación.  Dichos modelos tienen la particularidad de ser 
microfundamentados, lo cual implica que responden a procesos de optimización sea de 
maximización de beneficios o minimización de costos, un propósito muy usual en el análisis 
económico. Otro elemento relevante es que no están expuestos a la llamada “Critica de 
Lucas”, que indica que, si los parámetros de comportamiento de un modelo no estaban 
microfundamentados, no son estructurales y por ende no representan las preferencias y 
restricciones de los agentes económicos (Rodrigo Suescún, 2017).  
Tipos de modelos de equilibrio general  
La clasificación de los modelos de equilibrio general se realiza de acuerdo al horizonte 
temporal para la toma de decisiones, dentro de los que se encuentran los microfundamentados 
que optimizan las decisiones dinámicamente, tomando en cuenta varios periodos de tiempo, 
y los que no realizan modificaciones a la optimización de la decisión tomando en cuenta los 
periodos, es decir, se mantienen estáticos, dado que se trabaja con un único periodo. Para 







Modelo dinámico de equilibrio general estocástico (DSGE) 
Los modelos de optimización dinámica son aquellos en los que las variables analizadas se 
observan durante más de un periodo y el interés se basa en maximizar una respuesta o 
decisión. Los modelos de equilibrio general con choques estocásticos se conocen como 
modelos DSGE (por sus siglas en inglés). Dichos modelos tienen como punto de partida la 
teoría de equilibrio general aplicado que tiene influencia en la macroeconomía 
contemporánea; su objetivo principal es explicar los fenómenos económicos agregados como 
el crecimiento económico, los ciclos económicos, la evaluación de efectos macroeconómicos 
de la política monetaria y la política fiscal (Alvaro Hurtado Rendón, 2011). 
Algunas de las características particulares de los modelos DSGE es que son dinámicos, este 
hecho obedece a que los agentes económicos modifican las decisiones futuras, es decir, que 
las variables económicas presentes están relacionadas con su valor futuro. Además, es un 
modelo de equilibrio general, dado que toma en cuenta como los agentes económicos 
reaccionan ante cambios en su entorno, considerando las múltiples reacciones de las variables 
macroeconómicas. Y la última característica obedece a que es un modelo estocástico o 
aleatorio debido a que en su formulación se incluyen una seria de perturbaciones de diversa 
índole que afectan de forma continua al sistema (José L. Torres, 2009).   
Dadas las investigaciones que sustentan este tipo de modelos, actualmente se han convertido 
en parte esencial de la investigación macroeconómica. Dentro de los artículos más relevantes 
se puede mencionar artículo de Kydland y Prescott de 1982, donde se presentó un modelo 
con equilibrio competitivo que reproducía las fluctuaciones de la economía estadounidense 
para los periodos de 1950 y 1979. Adicionalmente otros modelos con resultados 
satisfactorios fueron presentados por Long y Plosser (1983), y Prescott (1986), Rotemberg 
(1982a, 1982b) y Calvo (1983), este último agregando una variante de restricciones de 
precios para tener una mayor precisión (Rodrigo Suescún, 2017).  
 
Condiciones imprescindibles para que el modelo sea válido  
 
1. Una de las condiciones más relevantes es que el resultado del modelo depende de las 





consumidores, empresas y gobierno. El modelo requiere para su construcción 
determinar las reglas de comportamiento básicas de los agentes que participan.  
2. Como su nombre lo indica al tratarse de un modelo de equilibrio general, es 
indispensable que tome en cuenta la complejidad de las relaciones entre las variables, 
es decir, sus correlaciones directas e indirectas, lo cual implica abandonar uno de los 
principios fundamentales de los modelos tradicionales, el “Ceteris paribus”, que 
indica que todo lo demás permanece constante. 
3. Debido a que el modelo es dinámico, el tiempo juega un papel relevante en la 
ocurrencia de perturbaciones, debido a que cuando se produce alguna perturbación 
dentro del sistema, el equilibrio no se recupera de forma inmediata, sino que el retorno 
al equilibrio es paulatino.  
 
Escuelas de pensamiento 
En el desarrollo de estos modelos se pueden destacar dos corrientes de pensamiento que 
abordan los principales supuestos; la primera se conoce como la teoría de la económica real, 
la cual afirma que la economía se encuentra en competencia perfecta y conlleva dentro del 
modelo que las políticas fiscales y monetarias no juegan un papel relevante para la 
estabilización de la economía; la segunda en contrapropuesta y donde se encuentran los 
modelos DSGE, consideran la competencia imperfecta y son llamados modelos 
Neokeynesianos (NK). El argumento detrás de la competencia imperfecta está sustentada en 
la rigidez de precios en plazo inmediato, dado que se deben tener otras consideraciones como 
la demanda actual y las expectativas de los agentes (Rodrigo Suescún, 2017).  
Modelo Básico Neokeynesiano 
El Modelo Básico Neokeynesiano se puede resumir de forma general en tres procesos 
endógenos como inflación, producto real y tasa de interés nominal, que son representados 
por las ecuaciones de la Curva de Phillips de corto plazo, la curva IS y la ecuación de política 
monetaria.  
El modelo desencadena en 8 ecuaciones endógenas que corresponde a la curva IS (1), que 
depende negativamente de la tasa de interés real; la Nueva Curva de Phillips (2), que es una 





la expresión “k” engloba el componente que permite a algunas empresas cambiar los precios 
y a otras no, lo cual implica que el modelo admite la rigidez de precios. 
Para determinar la tasa de interés nominal (3) se utiliza la función de reacción de política 
monetaria, la cual se conoce como la “Regla de Taylor”, el componente 𝜐𝑡 como un cambio 
en el componente no sistemático de la política monetaria; adicionalmente, se tiene una forma 
alternativa para la tasa de interés natural (4). La ecuación (5) es la típica función de 
producción sin capital y con rendimientos a escala decrecientes  (O’Hara, 2015). 
Finalmente, como el modelo teórico supone rendimientos decrecientes a escala, es decir que 
a mayor producción se reduce la productividad marginal y aumenta el costo marginal, esto 
implica que el costo marginal real es igual a una función de brecha de producto  
(𝑦𝑡
𝑔
= 𝑦𝑡 − 𝑦𝑡
𝑛) donde 𝑦𝑡
𝑛 es el producto que se obtendría en una económica con cero 
inflación y cero restricciones. Aplicando las condiciones de primer orden y recalculando el 





−  𝜂(𝑖𝑡 − 𝐸𝑡𝜋𝑡+1 − 𝑟𝑡
𝑛)                                       (1) 
𝜋𝑡 = 𝛽𝐸𝑡𝜋𝑡+1 + 𝜅𝑦𝑡
𝑔
                                                    (2) 
𝑖𝑡 = 𝜙𝜋𝜋𝑡 + 𝜙𝑦𝑦𝑡
𝑔





(𝜌𝑎 − 1)𝑎𝑡                                              (4) 






𝑎𝑡                                                      (6) 
Adicionalmente se incluyan dos ecuaciones que corresponden a los shocks exógenos de 
tecnología (7) y política monetaria (8)  
𝑎𝑡 = 𝜌𝑎𝑎𝑡−1 + 𝑎,𝑡                                                     (7) 
𝜐𝑡 = 𝜌𝑎𝜐𝑡−1 + 𝜐,𝑡                                                     (8) 
Como este modelo pueden representarse teóricamente otras adaptaciones modificando las 





los modelos macroeconómicos propios de los bancos centrales por citar algunas de estas 
variaciones, razón por la cual son modelos muy poderosos, sin embargo, es aquí donde radica 
su mayor complejidad.  
Adaptar la programación a estas ecuaciones tropicalizadas en una herramienta computacional 
que permita realizar la estimación, requiere de un nivel de programación elevado, pero 
gracias a la evolución de los programas actualmente ya existen muchos modelos 
empaquetados que pueden ser de gran utilidad para tomar como referencias o de código base. 
Modelo BVAR DSGE 
Una forma de utilizar los modelos BVAR es combinarlos con otros modelos como los 
modelos DSGE. Los modelos BVAR agregan más información a la estimación mediante la 
inclusión de las distribuciones previa, sin embargo, hay ocasiones en que pese a contar con 
disponibilidad de datos, el comportamiento de los mismos es afectado por shocks exógenos 
que provocan un cambio en el patrón que podría no estar presente en la historia precedente. 
Disponer de nuevos datos con este nuevo patrón usualmente toma tiempo, del que los agentes 
económicos no disponen, pues deben reaccionar ante ese shock en el entorno económico.  
Un ejemplo de lo anterior es lo que sucede actualmente con la afectación provocada por el 
virus COVID 19, esta se caracteriza por ser una crisis de demanda, lo cual implica una caída 
en los niveles del IMAE y no necesariamente en los niveles de inflación y devaluación; este 
patrón o señal no está registrado en las series históricas de las variables económicas.  
El hecho de que los modelos DSGE operen desde las ecuaciones teóricas favorecen la 
comprensión de cambios abruptos, porque dichos skocks se pueden incluir dentro de los 
datos, alterando el componente de la ecuación que se espera sea afectado por el shock y 
obtener una respuesta real acorde a la ecuación teóricas, generando una respuesta en la 
estimación de las distribuciones del modelo, que puede utilizarse para alterar las 
distribuciones de las previas del modelo BVAR. Por lo que la unión de estas dos técnicas 
puede ser realmente útil en situaciones de incertidumbre donde la historia no permite modelar 
un cambio de comportamiento.  
A este modelo se le conoce como modelo de equilibrio general híbrido (BVAR-DSGE), ya 





este caso bajo en enfoque bayesiano (BVAR), y el tradicional DSGE a través de la 
representación de una estructura BVAR que incorpora las priors del DSGE.  
Las primeras propuestas para la implementación un modelo híbrido fue de los autores ya muy 
conocidos Del Negro y Schorfheide en diversas entregas y algunos trabajos adicionales 
realizados por Smets y Wouters en el contexto de la política monetaria. (Contreras, 2016).  
Los principales pasos para llegar al planeamiento completo son:  
1. Seleccionar el modelo DSGE que se ajuste a las variables que se están utilizando para 
estimación (modelo teórico). 
2. Generar la simulación con los parámetros teóricos y hacer los cambios a los mismos 
que sean posibles de acuerdo con la información disponible de la economía analizada. 
3. Incluir como parte de la estimación modelo del BVAR las priors obtenidas por medio 
de la simulación. 
Comparación Modelos VAR y DSGE 
 
En las secciones anteriores el principal interés se centró en abordar los modelos de series de 
tiempo estándar (vectores autorregresivos) y una nueva generación de modelos (DSGE). A 
continuación, se discuten las bondades y críticas para ambos modelos.  
Uno de los primeros puntos en común que se pueden mencionar, es que ambos son de corte 
dinámico dado que las variables analizadas se observan en más de un periodo de tiempo y 
los objetivos que persiguen son similares; explicar fenómenos económicos agregados 
complejos. 
Dentro de las principales características que se pueden mencionar sobre los modelos VAR, 
es que son relativamente fáciles de estimar, admite variables no-estacionarias, los errores 
pueden estar correlacionados contemporáneamente, no se necesita de una teoría robusta a 
priori sobre las variables para su estimación y no requiere de una división a priori entre 
variables endógenas y exógenas, siendo todas aleatorias. Adicionalmente se considera 
flexible en cuanto a la incorporación de tendencias determinísticas y variables dicotómicas y 





Pese a sus bondades, los modelos VAR estás expuestos a problemas de sobreajuste 
provocados por la cantidad de variables y rezagos incluidos en el modelo, por ende, se debe 
tener presente que cuando se requiera incluir una gran cantidad de variables y rezagos es 
necesario pensar en otro tipo de modelo. Sin embargo, si lo que se busca es realizar 
simulaciones con base en las series reales y, además, se busca que la estimación realizada 
mantenga de forma precisa las distribuciones de las variables reales este sobreajuste puede 
resultar más bien favorable. 
Dentro de los modelos VAR se puede encontrar una variación que busca mitigar este 
problema de sobreajuste, el modelo BVAR es una buena alternativa en el caso de contar con 
la información previa necesaria de las variables. Los modelos BVAR permiten robustecer las 
estimaciones mediante la especificación de una distribución de probabilidad, sin embargo, la 
complejidad de este método radica en tener la información previa sobre las distribuciones de 
los coeficientes o asumir algún comportamiento estándar de las distribuciones, lo cual 
implica asumir previas no informativas. El enfoque bayesiano es una buena alternativa que 
se brinda para corregir los problemas generados en modelos VAR con amplia especificación. 
Ahora bien, pese a que los modelos VAR han evolucionado, siguen siendo vulnerables a 
perder precisión cuando existe algún cambio en la coyuntura actual, que afecta las 
estimaciones y por ende las decisiones que se tomen. En este punto, se debe pensar en la 
economía como materia viva que día a día se mueve de acuerdo con los cambios del entorno, 
dígase un cambio en la tecnología, en la política fiscal o monetaria, en los precios del 
petróleo, en la estabilidad política de medio oriente, en la legislación de un país, en la 
demanda y la oferta de los mercados, entre otros. Todos estos factores son latentes y afectan 
la precisión de la estimación.  
Un claro ejemplo de esto es la proyección de crecimiento que se realizaba para Nicaragua 
antes de que estallara la crisis política de 2018. Según las proyecciones realizadas por el 
Fondo Monetario Internacional (FMI) en su reporte de Perspectivas Económicas: Las 
Américas, publicado en octubre del 2017, los valores observados de crecimiento económicos 
para Nicaragua eran: 2017 (4.6%) y 2018 (4.3%). Unos 5 meses después de esta publicación, 
la perspectiva de crecimiento de Nicaragua era otra, llegando inclusos a valores históricos 





Los modelos DSGE son esta alternativa y nueva generación que busca explicar incluso 
fenómenos macroeconómicos como cambios de políticas monetarias y fiscales, por lo cual 
han alcanzado popularidad dentro de los bancos centrales, pese a requerir de una mayor 
robustez teórica que un modelo VAR. Se deben tener claras las ecuaciones que se quieren 
modelar y las variables que afectan esas ecuaciones, lo que implica que el analista debe tener 
dominio y claridad de dichas las relaciones, así como de los shocks que ingresan en el modelo 
y el efecto de estos shocks sobre las ecuaciones, por ende, su estimación se torna más 
compleja. 
En resumen, la selección del modelo depende principalmente del objetivo y la necesidad del 
investigador o analista. Si interesan las relaciones presentes entre las variables y se cuanta 
con un conjunto de variables reducido e historia suficiente, un modelo VAR es una buena 
alternativa y se utilizan preferiblemente para pronóstico, pero si el grado de dificultad 
aumenta y se necesita una estimación con más variables o más rezagos, un modelo BVAR 
puede garantizar una buena estimación sin presencia de sobreajuste. Por el contrario, si 
interesa una estimación más específica que tome en cuenta no solo las variables del sistema 
sino también las relaciones exógenas, lo más recomendable es ampliar el respaldo teórico 
entendiendo más a detalle la complejidad de las relaciones y retroalimentar el modelo con 
esta información, pero con un modelo más complejo como un DSGE.  
3. Metodología 
Fuentes de datos y variables  
Para la construcción de los modelos se utilizan algunas de las variables más comunes para 
medir la actividad económica. Dentro de las variables seleccionadas se encuentran; el Índice 
Mensual de Actividad Económica (IMAE), la inflación (IPC), el tipo de cambio (TC), las 
tasas de interés en moneda local (TA) y la tasa de interés en moneda extranjera (US Dólar) 
(TAD). La información de las variables se descarga del Consejo Monetario Centroamericano 
(CMCA) dado que se considera una fuente confiable. El país seleccionado es Costa Rica y la 
periodicidad de los datos es mensual, inicia en enero del 2000 y finaliza en abril del 2019.  
Estas variables hacen referencia a métricas que se utilizan para medir el comportamiento de 





variable proxi del Producto Interno Bruto (PIB), debido a que las estimaciones del PIB se 
realizan de forma anual o trimestral. Mide la evolución del producto a un determinado mes 
para las diferentes industrias y su cálculo corresponde a un índice de volumen encadenado 
tipo Laspeyres (BCCR, 2012). 
La inflación se mide a través del índice de precios al consumidor, se utiliza para medir la 
evolución de los precios a través del tiempo de un conjunto de bienes y servicios, 
representativos del consumo final de los hogares. Este indicador es relevante porque está 
asociado al poder adquisitivo de los consumidores, lo que implica que, si suben los precios 
de dichos bienes y servicios, los individuos deben pagar más por el mismo consumo y por 
ende su capacidad de adquirir más bienes y servicios se reduce (disminución del poder 
adquisitivo).  
Adicionalmente, la inflación también está correlacionada con el nivel de actividad del país, 
cuando un país produce más bienes y servicios como resultado de que existe una demanda 
para colocar dicha producción, genera mayor empleo, dado que se necesitan más trabajadores 
para cubrir esa demanda; al mismo tiempo estas personas empleadas producto de dicha 
bonanza pueden adquirir bienes y servicios, lo que aumenta aún más la demanda. No 
obstante, cuando la oferta no se equilibra de forma inmediata a esa demanda, se produce un 
incremento en los precios por este descalce de la oferta. 
El tipo de cambio es el precio o tasa de cambio entre una divisa y otra moneda, es decir, que 
indica cuantas monedas se necesitan para comprar una determinada divisa. En el caso del 
colón al 26 de mayo del 2019 el precio que se paga por cada dólar es de $599,75 colones 
(tipo de cambio de venta).  
La tasa de interés se conoce comúnmente como el precio del dinero, para efectos de esta 
investigación se toma la tasa activa, que corresponde a la tasa que cobran las entidades 
financieras por los préstamos otorgados a las personas naturales o empresas, las tasas en este 
caso difieren si el préstamo está en moneda nacional o en dólares. En el caso de Costa Rica 
la tasa en dólares suele ser más baja.  
En el siguiente cuadro se muestra el detalle de las variables utilizadas; la etiqueta, la 






Cuadro No. 1 Costa Rica: Descripción de las variables macroeconómicas 
Etiqueta  Descripción Nivel  
IMAE  Índice Mensual de Actividad Económicas Diferencias de logaritmos 
IPC Índice de Precios al Consumidor Diferencias de logaritmos 
TC Tipo de cambio compra al día a fin de mes Diferencias de logaritmos 
TA Tasa de interés nacional nominal activa Diferencias en puntos  
TAD Tasa de interés en moneda extranjera activa Diferencias en puntos  
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Estrategia de análisis 
A continuación, se detalla el análisis previo que se realiza a los datos antes de ingresar las 
variables a los modelos, con el fin de obtener información preliminar con respecto el 
comportamiento esperado y las relaciones entre las variables.  
Análisis descriptivo  
Inicialmente se realiza un análisis de las tendencias de las variables utilizadas, con el fin de 
analizar el comportamiento esperado de las variables y su razonabilidad económica. Interesa 
analizar la correlación positiva entre el IMAE y el IPC, shocks en el TC cambio en 2014 y 
2017 y el comportamiento de las variables en 2008 debido al impacto de la pasada crisis 
financiera internacional. Este tipo de análisis también es útil para la identificación temprana 
de posibles cambios estructurales, el análisis descriptivo se complementa con tablas de 
resumen para verificar valores extremos, niveles medio de las series, así como sus 
deviaciones estándar.  
Otro de los puntos que se debe revisar es la estacionariedad de las series con el fin de 
garantizar la estabilidad de los modelos; por esta razón para mantener este supuesto las 
variables utilizadas se encuentran en diferencias logarítmicas y en diferencias de puntos (en 
el caso de las tasas de interés), con el fin de suavizar las series para que sean estacionarias. 
Pruebas de estacionariedad 
La prueba utilizada es la prueba de Dickey Fuller Aumentada (ADF) que parte de la ecuación: 





con raíz unitaria y por tanto no estacionario. La prueba ADF se estima con cualquiera de las 
siguientes tres funciones: 
∆𝑌𝑡 = 𝛿𝑌𝑡−1 + 𝑢𝑡  Caminata aleatoria (none) 
∆𝑌𝑡 = 𝛽1 + 𝛿𝑌𝑡−1 + 𝑢𝑡 Caminata aleatoria con constante(drift) 
∆𝑌𝑡 = 𝛽1 + 𝛽2𝑡 + 𝛿𝑌𝑡−1 + 𝑢𝑡  Caminata aleatoria con constante y tendencia(trend) 
La hipótesis nula es que 𝛿=0, lo que haría que 𝜌=1; es decir, Ho indica presencia de raíz 
unitaria (no estacionario). La hipótesis alternativa es que 𝛿<1, es decir, hay presencia de 
estacionariedad. El estadístico que utiliza la prueba ADF para comprobar Ho es el estadístico 
de tau (𝜏). Las pruebas ADF utilizadas para este caso incluye como regresoras dos rezagos 
de Y. 
Para realizar la prueba se necesita descargar la librería de R llamada "urca", donde se 
encuentran la función "ur.df", la cual implementa la prueba de raíz unitaria.  Esta prueba debe 
repetirse para cada variable del modelo con tres variantes: "none", "drift", "trend". Estas 
pruebas indican que: en el caso de “none”, la prueba no incluye ni el intercepto ni la 
tendencia en la regresión; en el caso de “drift” la prueba solo incluye la intersección y si es 
“trend” la prueba incluye la intersección y tendencia. Adicionalmente, si el valor de p es 
mayor al 0.01 no se rechaza la hipótesis nula y por consiguientes la serie es no estacionaria.  
Test de Zivot and Andrews (Z&A) 
Perron (1990) sostuvo que las tradicionales pruebas de raíz unitaria (Dickey-Fuller), Dickey-
Fuller Aumentada y Phillips-Perron tienen poco poder para diferenciar una trayectoria de raíz 
unitaria de una estacionaria cuando hay cambio estructural. En consecuencia, dado que dicha 
prueba está sesgada hacia el no rechazo de la hipótesis nula de raíz unitaria, a menudo se 
rechaza incorrectamente la hipótesis alternativa de estacionariedad.  Zivot y Andrews (1992) 
elaboron una prueba (Z&A) en la que la fecha del punto de quiebre era determinada 
endógenamente, realizado de manera secuencial. Esta prueba evalúa la posible presencia de 
quiebre estructural para cada observación de las series. 
En la prueba se deben probar tres variantes: "intercept", "trend", "both". Para el caso de 





tendencia y si es “both” la prueba incluye la intersección y la tendencia. Si el valor del 
estadístico es menor al valor crítico al 1% en valor absoluto no se rechaza la hipótesis nula 
de que la serie tiene una raíz unitaria sin cambio estructural. Para la aplicación de esta prueba 
se utiliza el paquete “ur.za” también de la librería “urca” de R.  
Pruebas de CUSUM: OLS-BASED CUSUM TEST 
La prueba de CUSUM (gráfico de control de la suma acumulada) es una técnica de análisis 
secuencial muy utilizada para la detección de cambios estructurales. Monitorea cambios en 
la media de un proceso tomado en determinados momentos, en este caso mensual y lo que 
hace es realizar una gráfica que traza la suma acumulada de desviaciones del objetivo, para 
mediciones individuales o medias de subgrupos. El gráfico normalmente señala un proceso 
fuera de control por una desviación hacia arriba o hacia abajo de la acumulación de la suma 
de desviaciones (Analyse-it, 2019).  
La OLS-CUSUM muestra la fluctuación de toda la seria y brinda los márgenes dentro de los 
cuales debe estar las observaciones cuando no hay presencia de cambios estructurales; las 
observaciones que están fuera de estos rangos indican donde está el cambio estructural 
(NCSS, 2019). Adicionalmente, dado que puede haber más de un cambio estructural con el 
gráfico del "sc" o gráfico de sedimentación, se identifican la cantidad de cambios y se aplica 
una prueba formal no grafica llamada “breakpoints”. Para la aplicación de la prueba se utiliza 
los paquetes “ts” y “efp” de la librería “strucchange” de R. 
Variables dummies  
Las variables dummies son variables cualitativas, también conocidas como indicativas, 
binarias, categóricas o dicotómicas, y solo pueden asumir los valores de 0 y 1, indicando 
ausencia o presencia de cambio estructural respectivamente. En este caso se crean variables 
dummies múltiples dado que se prueba más de un cambio estructural, manteniendo siempre 
la condición de mutua exclusión entre ellas.  
Para la selección de las variables dummies finales que ingresan a los modelos se construye 
una tabla que incluye todas las variables dummies que se identifican para cada una de las 
variables utilizadas y se seleccionan las finales tomando un criterio de separación de tres 





Estimación de los Rezagos Óptimos 
Como se mencionó en el marco teórico en la sesión del modelo frecuentista de vectores 
autorregresivos (VAR), los modelos VAR incluyen como variables explicativas los rezagos 
de las variables contemporáneas, por lo es necesario definir la cantidad de rezagos óptimos. 
Esto se realiza con ayuda del paquete VARselect de la libraría vars de R y se prueban como 
máximo 5 y 10 rezagos.  
Esta función brinda los rezagos óptimos de acuerdo con el criterio de información de Akaike 
(AIC), el Hannan-Quinn (HG), el de Schwarz-Bayes Criterion (SC) y criterio Predicción 
Final del Error (FPE). Para seleccionar la cantidad de rezagos óptimos se toma de referencia 
la concordancia entre los estimadores antes mencionados y en el caso de ser necesario se 
utiliza el criterio experto aportando evidencia de la justificación de la decisión.  Sin embargo, 
también se puede utilizar para la selección de los rezagos algún estudio o análisis previo que 
se tenga disponible. 
Análisis de correlaciones 
 
Finalmente, para analizar las correlaciones entre las variables se utiliza la matriz de 
correlaciones de todo el sistema de variables que interesa modelar; esto permite identificar 
las variables que debería tener mayor participación y ayuda a orientar la identificación de 
relaciones espurias al momento de la estimación. Para la construcción de las gráficas de 
correlaciones se utiliza el paquete “cor” de la librería “corrplot” de R.  
 
Especificación de los modelos  
A continuación, se realiza la especificación teórica de los modelos que se van a estimar para 
posteriormente realizar la comparación del desempeño de los pronósticos de las variables.  
Modelo frecuentista de vectores autorregresivos (VAR) 
Para la primera estimación del modelo frecuentista, se especifica un modelo de cinco 
variables con rezagos en cada una de ellas, la primera ecuación del modelo está explicada 





rezagos de las demás variables de sistema. A continuación, se muestra la estructura completa 
de las ecuaciones del sistema:  
𝐼𝑀𝐴𝐸𝑡 = 𝑐1 + 𝛼1𝑖𝐼𝑀𝐴𝐸𝑡−𝑛 + 𝛼1𝑖𝐼𝑃𝐶𝑡−𝑛 + 𝛼1𝑖𝑇𝐶𝑡−𝑛 + 𝛼1𝑖𝑇𝐴𝑡−𝑛 + 𝛼1𝑖𝑇𝐴𝐷𝑡−𝑛 + 1 
𝐼𝑃𝐶𝑡 = 𝑐2 + 𝛼2𝑖𝐼𝑀𝐴𝐸𝑡−𝑛 + 𝛼2𝑖𝐼𝑃𝐶𝑡−𝑛 + 𝛼2𝑖𝑇𝐶𝑡−𝑛 + 𝛼2𝑖𝑇𝐴𝑡−𝑛 + 𝛼2𝑖𝑇𝐴𝐷𝑡−𝑛 + 2 
𝑇𝐶𝑡 = 𝑐3 + 𝛼3𝑖𝐼𝑀𝐴𝐸𝑡−𝑛 + 𝛼3𝑖𝐼𝑃𝐶𝑡−𝑛 + 𝛼3𝑖𝑇𝐶𝑡−𝑛 + 𝛼3𝑖𝑇𝐴𝑡−𝑛 + 𝛼3𝑖𝑇𝐴𝐷𝑡−𝑛 + 3 
𝑇𝐴𝑡 = 𝑐4 + 𝛼4𝑖𝐼𝑀𝐴𝐸𝑡−𝑛 + 𝛼4𝑖𝐼𝑃𝐶𝑡−𝑛 + 𝛼4𝑖𝑇𝐶𝑡−𝑛 + 𝛼4𝑖𝑇𝐴𝑡−𝑛 + 𝛼4𝑖𝑇𝐴𝐷𝑡−𝑛 + 4 
𝑇𝐴𝐷𝑡 = 𝑐5 + 𝛼5𝑖𝐼𝑀𝐴𝐸𝑡−𝑛 + 𝛼5𝑖𝐼𝑃𝐶𝑡−𝑛 + 𝛼5𝑖𝑇𝐶𝑡−𝑛 + 𝛼5𝑖𝑇𝐴𝑡−𝑛 + 𝛼5𝑖𝑇𝐴𝐷𝑡−𝑛 + 5 
Donde cada variable denota un vector de series de tiempo con t=1, 2, 3, …, k considerado 
como un proceso estacionario, c se constituye como un vector de k constantes, αji es la matriz 
de coeficientes para i=1, …, p, j= 1, …, 5 y εt equivale al vector de errores estocásticos que 
sigue un comportamiento de ruido blanco (εt ~ N (0, Σ)). 
Modelo bayesiano de vectores autorregresivos (BVAR) con Minnesota Priors 
Tomando en cuenta las variables de interés, la estructura del modelo se define mediante la 



































































































































Las medias de Minnesota prior para los coeficientes de la ecuación anterior implican una 



























































































Esta la ecuación asume que 𝐼𝑚𝑎𝑒𝑡, 𝐼𝑝𝑐𝑡, 𝑇𝑐𝑡, 𝑇𝑎𝑡, 𝑇𝑎𝑑𝑡 siguen un proceso de caminata 
aleatoria de si 𝐼𝑚𝑎𝑒𝑡 = 𝐼𝑝𝑐𝑡 = 𝑇𝑐𝑡 = 𝑇𝑎𝑡 = 𝑇𝑎𝑑𝑡 = 1. La media de la distribución de 













































En este caso las primeras seis filas del primer rezago corresponden a los coeficientes de la 
primera ecuación y las segundas seis filas corresponden a los coeficientes para la segunda 
ecuación y así sucesivamente hasta completar la totalidad de las ecuaciones; hay que recordar 
que esta restructura se está realizando para un solo rezago, pero se deben contemplar para la 
longitud de los rezagos incluidos.  












𝑠𝑖  𝑖 ≠ 𝑗 
(𝜎1𝜆4)





Donde el termino i hace referencia a la variable dependiente, el termino j hace referencia a 
la variable independiente de la ecuación, λ hace referencia a los parámetros establecidos para 
controlar la rigidez de las ecuaciones anteriores.  
𝜆1 Controla la desviación estándar de la previa de los rezagos. Si 𝜆1 → 0 𝑏11, 𝑏22 → 𝑏11
0  𝑏22
0  
respectivamente, entonces todos los otros rezagos tienden a cero.  
𝜆2 Controla la desviación estándar del prior en los rezagos de las variables que no sean la 
variable dependiente. Si  𝜆2 → 0 𝑏𝑖𝑗 , 𝑑𝑖𝑗 serán cero. Si 𝜆2 → 1 no habrá ninguna distinción 
entre los rezagos de la variable dependiente y las otras variables.  
𝜆3 Controla el grado en que los coeficientes de los rezagos que sean mayores a 1 tiendan a 
cero, es decir, a medida que aumenta 𝜆3 el peso de los coeficientes de los rezagos más altos 
se reduce, lo cual puede interpretarse como dar mayor peso a los valores presentes de las 
variables.  
𝜆4 Controla la variancia de la previa de la constante. Si 𝜆4 → 0, los términos de la constante 
se reducen a 0.  
De acuerdo con la especificación del modelo y los parámetros antes mencionado, si obtiene 
una matriz de variancias bastante extensa. Si se simplifica a únicamente dos variables para 
ejemplificar la matriz de variancias de las priors, se obtendría una matriz de 10×10, donde 
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0               (𝜆1)
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La variante de la matriz anterior a la matriz de10×10 es que la diagonal continúa con los 
mismos 5 elementos para la segunda variable y el resto de los elementos de la matriz se 





Para este caso, el primer elemento de la diagonal controla la previa de la constante. El 
segundo elemento de la diagonal controla el prior del 𝑏11 del coeficiente del primer rezago 
del 𝐼𝑚𝑎𝑒𝑡. El tercer elemento de la diagonal controla el prior de 𝑏12 del coeficiente del primer 
rezago del 𝐼𝑝𝑐𝑡 en la ecuación de 𝐼𝑚𝑎𝑒𝑡. Finalmente, el tercer y cuarto elemento de la 
diagonal controla el prior de los coeficientes 𝑏11 𝑦 𝑏12 respectivamente.  
Los valores teóricos de los hiperparámetros que controlan las priors son los que se mencionan 
en el libro de Methods for Macrorconomic Research de Fabio Canova, donde:  
𝜆1 = 0,2 
𝜆2 = 0,5 
𝜆3 = 1 𝑜𝑟 2 
𝜆4 = 10
5 
También pueden realizarse modificaciones a los valores teóricos de los hiperparámetros de 
acuerdo con el desempeño del pronóstico que se esté estimando. 
Modelo BVAR-DSGE 
Para concluir con las técnicas analizadas se toma en cuenta también la estimación de un 
modelo híbrido, que consiste en un modelo de vectores autorregresivos bayesiano corregido 
con prior de un modelo dinámico de equilibrio general; al realizar esta combinación se 
obtiene un modelo BVAR-DSGE. Para realizar la estimación se realiza el mismo 
procedimiento que se aplicó para la estimación del modelo bayesiano, cambiando las priors 
iniciales por las obtenidos mediante una simulación de un modelo DSGE teórico.  
 
Para la estimación de las prior se utiliza la estimación del modelo teórico Neokeynesiano de 
8 ecuaciones y, en su mayoría se utilizan los valores de los parámetros recomendados por 
Keith O’Hara en Bayesian Macroeconometrics in R en la versión 0.5.0; sin embargo se 
cambian los valores de los parámetros β, φπ y φy por los valores aplicados en la ecuaciones 
teóricas del Modelo Macroeconómicos de Proyecciones Teóricas del Banco Central de Costa 
Rica, para “tropicalizar” algunos de los parámetros a la economía costarricense (Banco 






Cabe mencionar que se sigue utilizando el paquete BMR en el sistema gensys para 
estimaciones DSGE y en los parámetros de shock se asigna un valor de 0.25 al shock de 
política monetaria y un valor de 1 al parámetro de shock de tecnología. En el cuadro No.2 se 
encuentran los valores de los parámetros utilizados.  
 
Cuadro No. 2 Modelo de BVAR-DSGE: Valores de los parámetros 








ρa  0,900 
ρv   0,500 
σa  1,000 
σv  0,250 
Fuente: Elaboración propia. Datos: Valores recomendado en Bayesian Macroeconometrics in R por 
Keith O’Hara, 2015 
Con el modelo neo keynesiano teórico se obtienen las variables del producto expresado por 
la curva IS, la inflación expresada por la curva de Phillips, la tasa de interés natural, la tasa 
de interés nominal y algunas re-expresiones de la función de producción y de las variables 
que se pueden considerar exógenas, tal como el shock de la tecnología y de la política 
monetaria.  
 
Se seleccionan las medias de la curva IS, la inflación y la tasa de interés nominal para sustituir 
la priors reales del modelo bayesiano, en el caso de las variables de tipo de cambio y tasa de 
interés en moneda dólar se mantienen la priors reales dado que el modelo teórico aplicado no 
las provee.  
 
Los valores utilizados para cada variable son: IMAE_T (0,05799136), IPC_T (-
0,35722941), TC_T (0,037), TA_T (0,04152207), TAD_T (-0,129), identificando en negrita 






Teniendo en cuenta el proceso de la estrategia de análisis y la estructura de los modelos que 
se desea estimar, a continuación, se muestran los resultados más relevantes de ambas 
secciones y el respectivo análisis del desempeño del pronóstico de cada modelo. 
Resultados de la estrategia de análisis  
 
Análisis descriptivo de los datos 
 
En la gráfica No.1 se muestran las tendencias históricas de las variables macroeconómicas 
seleccionadas para la estimación, desde enero del 2000 hasta abril del 2019. El 
comportamiento de las series muestra estabilidad antes del 2008, presencia de cambios 
abruptos en los años donde se acentúan los efectos de la crisis subprime entre 2008 y 2010, 
y posterior a la crisis las series retornen a niveles más estables. Es de esperarse que la crisis 
provoque un cambio de nivel en las series, tal como se muestra en la variable inflación 
(IPC_T); usualmente los periodos de crisis están marcados por una disminución en el 
producto (IMAE_T), incrementos en los niveles de inflación (IPC_T), el tipo de cambio 





Gráfico No. 1 Tendencia histórica de las variables económicas 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
En el siguiente cuadro se muestran algunas de las estadísticas descriptivas de las variables 
utilizadas, para un total de 232 observaciones. El valor medio del IMAE se sitúa en 0,034 y 
ha llegado a alcanzar valores máximos de 0,093 y mínimos de -0,037. Los niveles de 
inflación medios han sido históricamente altos con un valor medio de 0,069 pero se han 
alcanzado niveles de 0,15 y valores mínimos de -0,012. La devaluación históricamente se 
encuentra en niveles moderados de 0,037 pero muestra valores máximos y mínimos de -0,148 
y 0,145, respectivamente.  
La tasa de interés se mantiene en valores negativos a nivel promedio de -7,9 p.p para la tasa 
local y -1,29 p.p para la tasa en dólares. Los mayores niveles los alcanza la tasa de interés 






Cuadro No. 3 Estadísticas de descriptivas de las variables 
Variable n Media Desviación Mediana  Mínimo Máximo kurtosis S.Error 
IMAE_T 232 0,034 0,021 0,035 -0,037 0,093 2,882 0,001 
IPC_T 232 0,069 0,042 0,062 -0,012 0,151 -1,151 0,003 
TC_T 232 0,037 0,056 0,050 -0,148 0,145 0,492 0,004 
TA_T 232 -0,759 2,462 -1,005 -6,680 7,940 1,613 0,162 
TAD_T 232 -0,129 0,983 -0,240 -2,590 3,010 0,155 0,065 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Distribuciones de las variables  
 
Para identificar las distribuciones de las variables utilizadas, se utiliza el programa Rick 7.5 
y el criterio de selección kolmogorov Smirnov (K-S). En el grafico No.2 se muestran las 
distribuciones de densidad de las variables reales. Tal como lo indican los gráficos, el IMAE 
y las tasas de interés pueden aproximarse utilizando una distribución normal. Las variables 
que implican una mayor dificultad para aproximarse mediante formas conocidas son IPC y 
TC, debido a que sus distribuciones de densidad evidencian un comportamiento bimodal. 
Este comportamiento es más evidente en las variables de IPC mientras que en la variable de 
TC los valores de devaluación se centraban en cero en algún momento y luego se centran en 
1%, este comportamiento responder a los cambios de política cambiaria del Banco Central al 
migrar de un régimen de banda cambiaria1 a uno de flotación administrada2. 
 
1 “El esquema de banda cambiaria corresponde a un régimen de política cambiaria, en que el Banco Central se compromete 
a mantener el tipo de cambio entre ciertos límites preestablecidos, dentro de los cuales se permite que la cotización de la 
moneda extranjera en el mercado mayorista fluctúe libremente. Así el Banco establece un límite superior (techo) y uno 
inferior (piso); cuando el precio del dólar alcanza alguno de esos valores, interviene ya sea vendiendo dólares si el tipo de 
cambio alcanza el techo, o comprándolos si alcanza el piso de la banda” (Nación, 2013). 
2 “Bajo el esquema de flotación administrada el tipo de cambio es determinado por el mercado, pero el Banco Central se 
reserva la posibilidad de realizar operaciones de intervención en el mercado de divisas para moderar fluctuaciones 
importantes en el tipo de cambio y prevenir desvíos de éste con respecto al que sería congruente con el comportamiento 





Gráfico No. 2 Distribuciones de las Densidad de la Variables Reales 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
En el gráfico No.3 se muestran las distribuciones conocidas que se ajustan para las variables 
reales. De acuerdo con el criterio de selección de (K-S) se obtiene una distribución logística 
con media 0,0344 y desviación de 0,018 para la variable IMAE y para el IPC, que muestra 
una distribución bimodal, la distribución conocida que mejor ajusta es la Kumaraswamy con 
un valor medio de 0,677 y una desviación de 0,0416.  
En el caso se la variable TC, que también presenta un comportamiento sesgado a la derecha, 
se selecciona un modelo de valor mínimo (ExtvalueMin) centrado en 0,0376 con una 
desviación de 0,554. Las tasas de interés tanto en moneda local como en moneda dólar se 
pueden aproximar por medio de una distribución log-logística con valores medios de -0,0075 




























Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Conocer la distribución por medio de la cual puede aproximarse cada variable es de gran 
utilidad en la definición de las priors para la estimación bajo el enfoque bayesiano, es 
relevante en el caso de usar priors informativas para poder ingresar la distribución más 
adecuada a la forma de las variables, pero también es relevante en el caso de usar priors no 
informativas porque identifica las variables que podrían llegar a tener una buena estimación 
con un prior de aproximación normal. 
Pruebas de estacionariedad  
 
Para los modelos de vectores autorregresivos se establece que las variables deben cumplir 
con el supuesto de estacionariedad de las series, para el análisis de este supuesto se utilizan 
la prueba de Dickey-Fuller Aumentado de raíz unitaria y la prueba Zivot and Andrews para 
tomar en cuenta los cambios estructurales.  
Para determinar el supuesto de estacionariedad de las variables individuales se aplica la 
prueba de raíz unitaria Dickey-Fuller, la cantidad de rezagos se determinan mediante el 
criterio AIC. En el cuadro No.3 se muestra los resultados obtenidos.  





Para realizar el contraste de la prueba se utilizan los valores críticos al 5%, en la mayoría de 
las variables no hay presencia de raíz unitaria, es decir, son estacionarias, con excepción de 
las variables IPC_T y TC_T. En el caso de estas variables pese a que ya se encuentran 
transformadas continúan violando el supuesto de estacionariedad requerido.  
Cuadro No. 4 Prueba de Estacionariedad de Dickey-Fuller Aumentado 
Variable Type  t-estadístico t-critico (5%) t-critico (10%) Contraste  
IMAE_T Drift 5,8989 4,6300 -1,6200 No raíz unitaria 
IPC_T Trend 4,0516 6,4900 -1,6200 Raíz unitaria 
TC_T Trend 3,9243 6,4900 -1,6200 Raíz unitaria 
TA_T Drift 5,0265 4,6300 -1,6200 No raíz unitaria 
TAD_T None -2,7965 -1,9500 -1,6200 No raíz unitaria 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Antes de realizar alguna corrección a las variables con el fin de garantizar que el supuesto de 
estacionariedad se cumple, también se aplica la prueba de Zivot and Andrews que realizada 
un ajuste por presencia de cambio estructurales tal como se mencionó en el planteamiento 
metodológico. 
Test de Zivot and Andrews 
 
La presencia de cambios estructurales puede llevar al rechazo de la hipótesis nula de 
presencia de raíz unitaria cuando en realidad la serie no es estacionaria o es estacionario con 
presencia de un quiebre estructural.  
En el contraste de la prueba, si el valor estadístico es menor al valor crítico al 1% en valor 
absoluto, no se rechaza la hipótesis nula de que la serie es un proceso de raíz unitaria 
excluyendo el cambio estructural exógeno. La hipótesis alternativa afirma que la serie se 
comporta como un proceso estacionario que permite una ruptura en algún nivel de los 
componentes de la serie.   
 
En el cuadro No.4 se puede observar cómo al aplicar la prueba que toma en cuenta los 
cambios estructurales, a un valor crítico del 5%, ninguna de las series resulta ser estacionaria, 
lo cual implica que dichos cambios estructurales están provocando una alteración en el 






Cuadro No. 5 Pruebas de Estacionariedad de Zivot and Andrews 
Variable Type  t-estadístico t-crítico (5%) Contraste  
IMAE_T Intercept -3,7701 -4,8000 Raíz unitaria 
IPC_T Trend -2,376 -4,4200 Raíz unitaria 
TC_T Trend -2,8408 -4,4200 Raíz unitaria 
TA_T Intercept -2,8573 -4,8000 Raíz unitaria 
TAD_T Intercept -3,1223 -4,8000 Raíz unitaria 
 Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Una de las medidas utilizadas para realizar la corrección de las series y lograr el 
cumplimiento del supuesto de estacionariedad, es aplicar una primera diferencia a las series, 
con lo cual se logra el cumplimiento de esta supuesto, tal como se muestra en el cuadro No.5.  
 
Cuadro No. 6 Pruebas de Estacionariedad de Zivot and Andrews para variables en 
primeras diferencias 
Variable Type  t-estadístico t-crítico (5%) Contraste  
IMAE_T Intercept -7,9083 -4,8000 No raíz unitaria 
IPC_T Trend -10,6621 -4,4200 No raíz unitaria 
TC_T Trend -12,4157 -4,4200 No raíz unitaria 
TA_T Intercept -10,6177 -4,8000 No raíz unitaria 
TAD_T Intercept -14,4739 -4,8000 No raíz unitaria 
 Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
  
En todas las variables los valores t-estadísticos son mayores al valor crítico al 5%, por lo que 
se rechaza la hipótesis nula y se afirma que las series se comportan como un proceso 
estacionario con presencia de quiebres estructurales en algunas de las observaciones. Por esta 
razón se debe realizar una revisión de los cambios estructurales presentes en las series, con 
el fin de tomarlos en cuenta al momento de realizar la estimación.  
 
Pruebas de CUSUM: OLS-BASED CUSUM TEST 
 
Otro análisis que se realiza es la identificación de cambios estructurales. Se utiliza el proceso 
CUSUM basado en OLS de 5, en este caso interesa medir si la media de las variables cambia 
con el tiempo. El comando “efp” de la librería “strucchange” proporciona los resultados que 
se observan en el gráfico No.4 donde se muestra el proceso de cada variable con los límites 





Gráfico No. 4 CUSUM Prueba de las variables reales 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Los procesos de las variables muestran picos alrededor de año 2010 que superan los límites 
establecidos, lo que implica la evidencia de un claro cambio estructural. La razón de esta 
alteración en las variables es el efecto de la pasada crisis de las hipotecas Subprime, pese a 
que en Estado Unidos el desenlace de la crisis se produce en el año 2005, el contagio a las 
economías de Centroamérica alcanzó su pico más alto en el año 2009-2010 para la mayoría 
de las macro variables de la región. Sin embargo, variables que permean más el 
comportamiento de los mercados financieros como las tasas de interés muestran quiebres no 
solo en estos años, sino que muestran un cambio de comportamiento justo al momento del 
estallido de la crisis en 2005.  
 
Variables dummies  
 
Adicional a los gráficos anteriores, para determinar la cantidad de cambios estructurales 
identificados para cada variable, se utilizan los gráficos de sedimentación. De acuerdo con 
este gráfico la cantidad de cambios estructurales se define por el punto donde la curva que 





En el caso del IMAE_T se puede observar como el codo del gráfico se torna plano después 
del valor 3 lo que indica tres cambios estructurales, por lo que para esta variable se identifican 
4 cambios estructurales. Un comportamiento similar se observa en la gráfica del IPC_T por 
lo que también se identifican 4 quiebres.  
Gráfico No. 5 Gráficos de sedimentación de las variables reales 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Los gráficos para las variables TC_T y TA_T reflejan comportamientos equivalentes, el codo 
se torna plano en 3 cambios estructurales. Para la variable TAD_T que muestra un 
comportamiento más difuso, se identifican 2 cambios estructurales, este valor se puede 
confirmar solicitando al paquete los valores exactos de los quiebres.  
A modo de resumen se construye el cuadro No.6 donde se detallan los cambios estructurales 
que se identificaron por año y mes para cada una de las variables. En total se identifican 16 
cambios estructurales, de los cuales 12 son seleccionados para ingresar como variables 
dummies al realizar la estimación. El criterio para seleccionar las variables dummies es que 
exista una separación de mínimo 3 meses entre una y otra y, adicionalmente realizando un 





probar las 12 variables dummies, sin embargo, dependerá de su aporte dentro del modelo su 
permanencia definitiva. 
 
Cuadro No. 7 Cambios estructurales identificados y seleccionados 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
 
Estimación de los rezagos óptimos 
 
Usualmente para estimar la longitud de los rezagos se realiza una prueba de selección de 
rezagos de acuerdo con el criterio de información de Akaike (AIC), el Criterio de información 
de Hannan y Quinn (HQ), el criterio información bayesiana de Schwarz (SC) y el error de 
predicción final de Akaike (FPE); en cualquiera de estos criterios se selecciona el valor 
mínimo del estadístico de información. Sin embargo, en este caso la selección de la cantidad 
de rezagos se fijará a conveniencia de acuerdo con el criterio experto, de acuerdo con el 
análisis de correlaciones de las variables y a la cantidad de información que se desea ingresar 








Variables Cambios Estructurales Identificados Cambios Estructurales Seleccionados 
IMAE 2002(10) 2005(8) 2008(6) 2011(4) 2002(10) 2008(6) 2011(4) 
IPC 2003(10) 2006(8) 2009(6) 2015(3) 2003(10) 2006(8) 2009(6)  
TC 2006(9) 2010(1) 2013(4) 2010(1) 2013(4) 
TA 2005(9) 2008(7) 2013(2) 2005(9)  





Análisis de correlaciones 
 
Para entender las relaciones entre las variables se revisan las matrices de correlación. 
Inicialmente se analizan las relaciones de todas las variables tomando en cuenta los valores 
contemporáneos de las mismas, luego se realizan matrices de correlación para cada variable 
tomando en cuenta los valores pasados, con el fin de entender las relaciones dentro de las 
variables en forma individual.  
 
En el cuadro No.7 se muestra la matriz de correlaciones de las variables contemporáneas. En 
el caso de la variable IMAE esta correlacionada negativamente con la tasa de interés local 
(TA_T). La inflación depende positivamente de la variable tipo de cambio (TC_T), por ende, 
el tipo de cambio va a depender de la inflación (IPC_T) y de las tasas de interés local (TA_T) 
y en dólares (TAD_T). La tasa de interés local (TA_T) está negativamente correlacionada 
con la variable IMAE_T y positivamente con la tasa de interés en moneda dólar (TAD_T). 
Cuadro No. 8 Matriz de Correlaciones de las variables contemporáneas 
VARIABLES IMAE_T IPC_T TC_T TA_T TAD_T 
IMAE_T 1,000     
IPC_T 0,039 1,000    
TC_T -0,212 0,460 1,000   
TA_T -0,613 0,016 0,292 1,000  
TAD_T -0,166 0,057 0,243 0,512 1,000 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Adicionalmente en el cuadro No.8 se muestran las matrices de correlación de las variables 
individuales con sus valores pasados. En el caso de estas relaciones se puede identificar un 
claro patrón, que consiste en que las variables independientemente de cual se está analizando, 
muestran una correlación mayor del valor contemporáneo con su valor previo más próximo 
y la correlación va disminuyendo a medida que el valor previo se torna más lejano, es decir, 









Cuadro No. 9 Matriz de Correlaciones de las variables individuales con sus valores 
pasados 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Otro comportamiento interesante que se pueden observar es que sí existe una diferencia en 
la intensidad de la correlación con los valores pasados entre las variables. En el caso de la 
variable IPC_T la correlación con sus pasados es más alta con respecto a las demás variables, 
incluso un valor pasado de hace un año (IPC_TL12) muestra una correlación de 0,62.  
Tanto la variable del IMAE_T como TC_T muestran una alta correlación con sus pasados 
más recientes e incluso con los valores pasados de hasta hace 3 trimestres (TL6), pero la 
correlación con los pasados de hace un año (TL12) disminuye de forma drástica hasta menos 
de 0,20 aproximadamente. 
Finalmente, se muestra una matriz de correlaciones donde se incluyen valores 
contemporáneos y rezagos con el fin de seguir ampliando el conocimiento sobre las series 
antes de realizar la estimación. Debido a la cantidad de variables se opta por una 
representación gráfica de la matriz.  
 
Dentro del gráfico existen tres focos de atención, inicialmente la correlación negativa entre 
el IMAE_T y la TA_T, que representa uno de los aspectos más significativos por la magnitud 
de la correlación entre estas dos variables. Seguidamente el IPC_T se correlaciona 
positivamente con el TC_T tanto en valores contemporáneos como en sus rezagos. 





Gráfico No. 6 Matriz de correlaciones de los valores contemporáneos y pasados de 
todas las variables 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
 
Modelo Frecuentista de Vectores Autorregresivos (VAR) 
 
Para la estimación del modelo se tomaron en cuenta las cinco variables de interés (en este 
caso no se incluyen variables exógenas), las dummies que se identificaron mediante los 
gráficos de CUCUM y la constante. Otro de los aspectos relevantes a considerar son los 
rezagos de las variables, para esta estimación se incluyen hasta 24 meses de rezagos 
restringidos de forma matricial a los trimestres de la serie, es decir se incluyen 8 trimestres 





La selección de las variables se realiza mediante el procedimiento stepwise, iniciando el 
descarte de acuerdo con el nivel de significancia al 5%, priorizando los rezagos más antiguos 
hasta llegar a los valores presentes de las variables, este procedimiento se fundamenta en los 
resultados encontrados en el análisis de correlaciones realizado previamente. 
Estimación del modelo VAR frecuentista 
 
A continuación, se muestran los resultados de las estimaciones obtenidas para cada una de 
las variables. Aun cuando, pese que se estima un sistema de ecuaciones el paquete brinda 
salidas individuales para cada variable, las cuales se presentan en los cuadros 9 al 13. 
 
Antes de continuar es preciso realizar algunas aclaraciones sobre la estimación. En un modelo 
de este tipo se pueden estimar con precisión los estadísticos de ajustes como el R2, la 
desviación típica residual o el efecto global de una variable sobre otra, sin embargo no se 
recomienda realizar una interpretación de los coeficientes individuales ni realizar contraste 
de hipótesis, es decir, estos modelos no se estiman para hacer inferencia sobre los coeficientes 
individuales de las variables sino para realizar un análisis conjunto de los coeficientes 
asociados a un bloque de rezagos de una ecuación (Novales, 2017). 
De este modo, de estos primeros resultados interesa analizar el número de variables que se 
ingresaron en cada una de las ecuaciones, la significancia de éstas y la tabla con los 
indicadores de ajuste preliminares que acompañan la salida de la estimación. Seguidamente 
para determinar si los modelos son aceptables o no, se analizan algunos de los principales 










Cuadro No. 10 Resultados del Modelo de VAR frecuentista para la variable de 
producción (IMAE) 
Variable Estimación Sdr. Error Valor t Prob 
IMAE_TL3 0,9164 0,0304 30,1880 *** 
IPC_TL6 -0,1549 0,0384 -4,0380 *** 
TAD_TL6 0,0026 0,0005 4,8240 *** 
IMAE_TL9 0,3122 0,0515 6,0590 *** 
IPC_TL9 0,1651 0,0372 4,4320 *** 
TC_TL9 0,1179 0,0115 10,2410 *** 
IMAE_TL12 -0,8472 0,0605 -14,0000 *** 
IMAE_TL15 0,5540 0,0488 11,3470 *** 
TC_TL18 -0,0975 0,0136 -7,1510 *** 
TA_TL21 0,0021 0,0004 5,8210 *** 
IMAE_TL24 -0,3396 0,0295 -11,5230 *** 
TC_TL24 0,0506 0,0124 4,0710 *** 
TA_TL24 -0,0024 0,0004 -6,1580 *** 
TAD_TL24 0,0033 0,0006 5,8600 *** 
Const 0,0114 0,0013 8,5260 *** 
Código de significancia: '***'= 0    '**'=0.001    '*'=0.01    '.' = 0.05     ' '= 0.1  
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
 
Cuadro No. 11 Resultados del Modelo de VAR frecuentista para la Inflación (IPC) 
Variable Estimación Sdr. Error Valor t Prob 
IPC_TL3 1,0684 0,0282 37,9430 *** 
TAD_TL3 -0,0032 0,0007 -4,4500 *** 
TC_TL6 -0,0828 0,0168 -4,9310 *** 
IPC_TL12 -0,4749 0,0538 -8,8280 *** 
TC_TL12 0,1243 0,0194 6,4090 *** 
TAD_TL12 -0,0037 0,0007 -5,1350 *** 
IPC_TL15 0,6218 0,0582 10,6770 *** 
IMAE_TL18 0,3825 0,0360 10,6110 *** 
IPC_TL21 -0,2438 0,0360 -6,7750 *** 
TC_TL21 -0,0588 0,0151 -3,8910 *** 
TA_TL21 0,0034 0,0004 9,6200 *** 
TAD_TL24 -0,0032 0,0007 -4,3240 *** 
Const -0,0099 0,0016 -6,0870 *** 
Código de significancia: '***'= 0    '**'=0.001    '*'=0.01    '.' = 0.05     ' '= 0.1 











Cuadro No. 12 Resultados del Modelo de VAR frecuentista para el Tipo de Cambio 
(TC) 
Variable Estimación  Sdr. Error Valor t Prob 
TC_TL6 0,767348 0,057308 13,39 *** 
IPC_TL9 0,639625 0,10033 6,375 *** 
IMAE_TL12 -0,481606 0,140978 -3,416 *** 
TC_TL12 -0,416183 0,091982 -4,525 *** 
TA_TL12 -0,011076 0,001626 -6,81 *** 
TC_TL15 0,284479 0,078848 3,608 *** 
TA_TL15 0,010276 0,001842 5,58 *** 
TAD_TL15 -0,017551 0,002438 -7,198 *** 
IMAE_TL18 0,739503 0,138875 5,325 *** 
IPC_TL18 -0,610056 0,091553 -6,663 *** 
Código de significancia: '***'= 0    '**'=0.001    '*'=0.01    '.' = 0.05     ' '= 0.1  
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
 
Cuadro No. 13 Resultados del Modelo de VAR frecuentista para la Tasa de Interés 
Local (TA) 
Variable Estimación Sdr. Error Valor t Prob 
TA_TL3 0,8890 0,0590 15,0630 *** 
TC_TL6 -5,7941 1,1107 -5,2160 *** 
TA_TL6 -0,1772 0,0672 -2,6370 ** 
IMAE_TL12 -33,4758 5,8711 -5,7020 *** 
TA_TL12 -0,5715 0,0700 -8,1690 *** 
TAD_TL12 -0,5696 0,1034 -5,5100 *** 
IMAE_TL15 -24,0484 8,5947 -2,7980 ** 
TA_TL15 0,3083 0,0814 3,7870 *** 
IMAE_TL18 41,8292 6,2351 6,7090 *** 
TA_TL18 -0,3817 0,0847 -4,5070 *** 
TAD_TL18 0,4922 0,1202 4,0950 *** 
TA_TL21 0,3827 0,0762 5,0230 *** 
TA_TL24 -0,3139 0,0555 -5,6570 *** 
TAD_TL24 -0,4540 0,1041 -4,3640 *** 
Código de significancia: '***'= 0    '**'=0.001    '*'=0.01    '.' = 0.05     ' '= 0.1 














Cuadro No. 14 Resultados del Modelo de VAR frecuentista para la Tasa de Interés 
Dólar (TAD) 
Variable Estimación  Sdr. Error Valor t Prob 
TAD_TL3 0,7976 0,0429 18,5920 *** 
IMAE_TL6 18,0306 3,1724 5,6840 *** 
IPC_TL6 6,4986 1,4687 4,4250 *** 
TC_TL6 -4,1988 0,7188 -5,8410 *** 
IMAE_TL9 -13,1785 3,1862 -4,1360 *** 
TAD_TL12 -0,6209 0,0677 -9,1710 *** 
TAD_TL15 0,2276 0,0681 3,3420 *** 
IMAE_TL24 9,7635 1,7410 5,6080 *** 
IPC_TL24 -5,8405 1,3546 -4,3120 *** 
TAD_TL24 -0,1398 0,0415 -3,3730 *** 
Const -0,4660 0,0944 -4,9350 *** 
Código de significancia: '***'= 0    '**'=0.001    '*'=0.01    '.' = 0.05     ' '= 0.1  
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Gráficos de ajuste del modelo 
 
Para los modelos anteriores se construyen los gráficos de ajuste de cada una de las variables, 
con el fin de comparar los valores observados y los valores ajustado por el modelo para cada 
una de las variables.  En el gráfico No.7 se presentan los valores observados con la línea roja 
y los valores ajustados con la línea azul, mostrando que el ajuste obtenido es aceptable en 
todos los casos incluso para las variables que se consideran más volátiles como las tasas de 
interés.  
Sin embargo, el ajuste obtenido con el modelo del tipo de cambio es menos preciso 
principalmente en los cambios de tendencia de la serie real, donde valores ajustados con el 
modelo se alejan bastante de los valores observados. Esta variable por su naturaleza es difícil 
de predecir dado que está influenciada por las expectativas de los agentes económicos, sin 
embargo, al revisar el modelo del cuadro No.11 se observa que la cantidad de variables 
producto de esta primera estimación es reducida con respecto a los demás modelos estimados; 
por esta razón, se realiza una segunda estimación para esta ecuación con el fin de obtener un 
mejor ajuste.  
Los resultados de esta segunda estimación para la variable del tipo de cambio se muestran en 
el cuadro No.14, en la cual se amplía la cantidad de variables de 10 a 20 y los rezagos que se 






Gráfico No. 7 Evolución histórica de las variables económicas 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Luego de ampliar la cantidad de rezagos de las variables del modelo, se realiza nuevamente 
el gráfico de ajuste de los valores observados y los valores ajustados (gráfico No.8). La 
principal mejora obtenida se muestra en la gráfica de la derecha, donde mejora el ajuste 









Cuadro No. 15 Resultados del Ajuste del Modelo de VAR frecuentista para la Tipo de 
Cambio (TC) 
Variable Estimación  Sdr. Error Valor t Prob 
IPC_T.l3 0,1798 0,1000 1,7990 . 
TC_T.l3 0,8239 0,0568 14,5020 *** 
TA_T.l3 0,0019 0,0010 1,9660 . 
TAD_T.l3 -0,0101 0,0030 -3,3930 *** 
IMAE_T.l6 0,4726 0,1600 2,9530 ** 
TC_T.l6 0,1534 0,0620 2,4720 * 
IMAE_T.l9 -0,5147 0,1836 -2,8040 ** 
IPC_T.l9 0,3311 0,1031 3,2120 ** 
TAD_T.l9 0,0112 0,0034 3,2780 ** 
TC_T.l12 -0,5378 0,0658 -8,1670 *** 
TA_T.l12 -0,0112 0,0014 -8,1750 *** 
TC_T.l15 0,2769 0,0669 4,1400 *** 
TA_T.l15 0,0124 0,0015 8,2000 *** 
TAD_T.l15 -0,0159 0,0028 -5,7310 *** 
IMAE_T.l18 0,2664 0,1087 2,4510 * 
IPC_T.l18 -0,8850 0,1452 -6,0960 *** 
IPC_T.l21 0,3164 0,1343 2,3560 * 
TC_T.l21 0,1295 0,0462 2,8070 ** 
TA_T.l24 -0,0048 0,0010 -4,6820 *** 
TAD_T.l24 0,0041 0,0023 1,8290 . 
Código de significancia: 0 '***'    0.001 '**'   0.01 '*'    0.05 '.'    0.1 ' ' 1  
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Gráfico No. 8 Evolución histórica del Tipo de Cambio 
Ajuste inicial (izquierda) y ajuste final (derecha) 
 







Tabla de indicadores de ajuste 
 
Finalmente se muestra una tabla con algunos de los indicadores de ajuste para cada una de 
las variables del sistema, dentro de los cuales destacan el R-cuadrado, el R-cuadrado 
ajustado, el error estándar residual y la cantidad de variables de la ecuación. A nivel general, 
los valores obtenidos de R-cuadrado y R-cuadrado ajustado se encuentran por encima de 0.90 
para todos los modelos con excepción del modelo ajustado para la tasa de interés, no obstante, 
los indicadores obtenidos para este modelo también son aceptables.  
El error estándar residual también es aceptable para los modelos de IMAE, IPC y TC, pero 
aumenta para los modelos de tasas de interés sin embargo el ajuste analizado y los otros 
indicadores son positivos, por lo que se mantiene la especificación obtenida y no se aplica 
una segunda estimación.  
Cuadro No. 16 Modelo de VAR frecuentista: Indicadores de ajuste 
Indicadores IMAE  IPC TC TA TAD 
R cuadrado 0,983 0,991 0,929 0,918 0,838 
R cuadrado ajustado  0,981 0,990 0,922 0,913 0,829 
Error St Residual 0,006 0,008 0,019 0,785 0,416 
Cantidad variables  15 13 20 14 11 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
Análisis de los supuestos del modelo 
 
Una vez realizada la estimación del modelo es preciso revisar algunos de los supuestos, tales 
como el cumplimiento de la condición de estacionariedad con las pruebas de estacionariedad 
múltiple. En este punto cabe mencionar que el proceso autorregresivo es estacionario si todas 
las raíces de ϕ (z) =0 se encuentran fuera del circulo unitario. Este supuesto se revisa con el 
comando “roots” de la librería “vars” que devuelve el vector de los valores propios de la 
matriz de coeficientes complementarios y, en este caso, se obtienen valores cercanos a 1 pero 







Cuadro No. 17 Modelo de VAR frecuentista: Raíces del Polinomio Característico (Top 
5) 
1 2 3 4   5 
0,992166 0,992166 0,992166 0,992166 0,992166 0,992166 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
Análisis de Autocorrelación en los Residuales 
 
Como paso inicialmente, en el gráfico No.9 se muestran los valores observados, los valores 
ajustados y los residuos de cada una de las variables. En este caso no se observa presencia de 
















Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
Para reforzar el análisis gráfico se realizan pruebas de especificación por medio de una 
prueba formal de correlación serial, que se lleva a cabo mediante el comando “serial.test”. 





El valor obtenido de chi-cuadrado es 1392 con una probabilidad de aproximadamente 0, por 
lo que, se rechaza la hipótesis nula de que los residuos no están correlacionados, Esto lleva a 
la conclusión de que hay presencia de correlación serial entre los residuos. Se mencionara 
más adelante algunas soluciones a este problema. 
Normalidad de los Residuales 
 
Adicionalmente, en el cuadro No.17 se presentan los resultados de la prueba de normalidad 
multivariante. Según la prueba Chi-cuadrado hay evidencia de que los residuos no se 
distribuyen de forma normal, dado que presentan problemas de kurtosis. Por esta razón se 
procede a verificar si la variancia de los residuos es o homocedástica.  
Cuadro No. 18 Modelo de VAR frecuentista: Test de normalidad multivariante 
Test Multivariante Chi-squared  Df P-value 
JB-Test  131 5 0,0065 
Skewness only  31,815 5 0,0065 
Kurtosis only  98,839 5 0,0000 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
En el cuadro No.18 se muestran los resultados de la prueba de heterocedasticidad, en donde 
se evidencia que los residuos no satisfacen el supuesto de variancia constante. Una manera 
de corregir estos resultados es con la introducción de variables dummies que recojan los 
cambios estructurales que pueden estar alterando los resultados de las pruebas.  
Cuadro No. 19 Modelo de VAR frecuentista: Test variancia constante de los residuos 
Test de Variancia Constante  Chi-squared  Df P-value 
ARCH 1,502 1,125 0,0000 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
En resumen, el modelo presenta problemas de especificación, autocorrelación y de 
normalidad. Como siguiente paso se realizará una corrección a través de la incorporación de 
variables dummies para ajustar el modelo, y realizar nuevamente las pruebas para verificar 







Modelo Bayesiano de Vectores Autorregresivos (BVAR) con Previa de Minnesota 
Priors 
 
Para la estimación de este modelo se utiliza el paquete BMR (abreviatura de 
Macroeconometría Bayesiana con R). Este paquete proporciona un conjunto de rutinas muy 
sofisticadas para la estimación de este tipo de modelos al igual que para los modelos DSGE. 
Inicialmente se realiza una estimación tomando en cuenta las cinco variables de interés, 
cuatro rezagos y la constante. Adicionalmente, como distribuciones previas se introducen las 
medias de las cinco variables de interés. Los valores utilizados para cada variable son: 
IMAE_T (0,034), IPC_T (0,069), TC_T (0,037), TA_T (-0,759), TAD_T (-0,129). 
Otro de los elementos importantes que se deben tomar en cuenta son los valores de los 
hiperparámetros, para este caso se aplican inicialmente los valores default recomendados por 
Fabio Canova en su libro “Methods for Macrorconomic Research” y en la revisión de la 
proyección se admitirán ajustes a los mismo con el fin de mejorar su desempeño, en caso de 
ser necesario. Los valores por defecto de los hiperparámetros se muestran en el siguiente 
cuadro:  






Fuente: Elaboración propia. Datos: Valores default recomendado por Fabio Canova en “Methods for 
Macrorconomic Research”. 
Finalmente, el número de iteraciones para el muestreo de Gibbs se establece en 10000 sin un 
criterio muy robusto para su elección. Se utiliza porque es un número suficientemente grande 
para no tener problemas de convergencia y es comúnmente utilizado.  
 
Funciones de densidad  
 
A continuación, se muestran las funciones de densidad trazadas para las estimaciones de los 





a ser distribuciones normales sesgadas hacia la izquierda o la derecha dependiendo de la 
variable. En este punto se pierde precisión con respecto al análisis de las distribuciones que 
se realizó en la sección de exploración de datos, producto de la estimación realizada por el 
paquete BMR. Las densidades obtenidas con el paquete se ubican el gráfico No.10. 
También se pueden obtener estas funciones de densidad para los rezagos de las variables tal 
como se muestra en el grafico No.11. En esta ocasión solo se incluyen los gráficos para el 
primer rezago donde se evidencia que ocurre el mismo fenómeno que en las variables en 
valor presente, las funciones de densidad tienden a ser normales. Los gráficos de los demás 
rezagos pueden encontrarse en la sección de anexos del presente documento. 
 
Gráfico No. 10 Modelo de BVAR bayesiano: Funciones de densidad para las 
estimaciones de los parámetros 
 







Gráfico No. 11 Modelo de BVAR bayesiano: Funciones de densidad del primer rezago 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
De las funciones de densidad anteriores se almacena las medias y las variancias que se 
utilizan posteriormente en las funciones de impulsos respuesta del modelo.  
 
Funciones impulso respuesta 
 
Las funciones impulso respuesta son una función vectorial de respuestas que cuantifican los 
efectos de las variables del sistema y, son un instrumento que permite evaluar los distintos 
componentes de variabilidad que se incluyen en el sistema (Fernando C. Ballabriga, 1998). 
Expresado, en otros términos, permite analizar el comportamiento de una variable ante el 
cambio o shock sobre otra variable del sistema.  Estas ecuaciones se representan como 
gráficos de impulso respuesta, en el gráfico No.12, y se muestran cada una de las variables 






Gráfico No. 12 Modelo de BVAR bayesiano: Funciones impulso respuesta 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Analizando con mayor detalle los resultados encontrados es evidente que los shocks sobre 
las variables de tipo de cambio y tasas de interés sean en colones o dólares (TA y TAD), 
generan un impacto negativo sobre la variable del producto (IMAE_T). Por otro lado, un 
shock sobre la inflación (IPC) puede provocar un incremento sobre el producto como es de 
esperarse de acuerdo con la teoría económica. Esta misma interpretación se puede obtener 
para las demás variables. 
 
Proyección de las variables del modelo 
 
El interés en este modelo se centra su capacidad para realizar pronóstico de las variables 
económicas, por lo que a partir del modelo estimado se puede obtener el grafico No.13 que 






Gráfico No. 13 Modelo de BVAR bayesiano: Pronósticos de las variables 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
El pronóstico para un periodo de 6 meses se ubica después de la línea punteada después de 
la última observación de la base utilizada que es abril del 2019, es decir, se realiza el 
pronóstico de los meses desde mayo hasta septiembre 2019. Naturalmente los resultados se 
deben comparar con los valores de las variables reales que, por supuesto no se utilizaron 
dentro de la base de desarrollo.  Los intervalos de confianza de la estimación se muestran en 









Modelo Bayesiano de Vectores Autorregresivos corregido con prior de modelo 
dinámico de equilibrio general (VAR-DSGE)  
 
Funciones de densidad del modelo híbrido BVAR-DSGE 
 
En el gráfico No.14 se muestran las funciones de densidad trazadas por el paquete para las 
estimaciones de los parámetros de cada una de las variables del modelo BVAR-DSGE. 
Adicionalmente se obtienen las funciones de densidad para los rezagos de las variables tal 
como se muestra en el grafico No.15, los gráficos de los demás rezagos pueden encontrarse 
en la sección de anexos del presente documento. 
 
Gráfico No. 14 Modelo de BVAR-DSGE: Funciones de densidad para las estimaciones 
de los parámetros  
 






Gráfico No. 15 Modelo de BVAR-DSGE: Funciones de densidad del primer rezago 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Funciones impulso respuesta 
 
En las siguientes ecuaciones se representan los gráficos de impulso respuesta de cada una de 
las variables del modelo y su efecto ante shock de las otras variables. Analizando con mayor 
detalle los resultados es evidente que las funciones impulso respuesta mantienen el mismo 
comportamiento mostrado con el modelo BVAR, es decir, un shock sobre las variables de 
tipo de cambio y tasas de intereses, ya sean en moneda local o moneda dólar, generan un 
impacto negativo sobre la variable del producto (IMAE_T), por otro lado un shock sobre la 
inflación puede provocar un incremento sobre el producto, tal como es de esperarse, y según 











Gráfico No. 16 Modelo de BVAR-DSGE: Funciones impulso respuesta 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Proyección de las variables del modelo BVAR-DSGE 
 
Al igual que en el modelo BVAR se incluyen los pronósticos de las variables económicas a 
partir del modelo estimado, tal como lo muestra el gráfico No.17, con el fin de utilizar estos 






Gráfico No. 17 Modelo de BVAR-DSGE: Pronósticos de las variables 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Análisis del desempeño de la proyección de los modelos 
 
Para finalizar el análisis se realiza una comparación de los pronósticos obtenidos mediante 
los tres modelos y los valores reales de las variables. Las estimaciones del modelo se realizan 
con datos hasta abril del 2019, por lo que para analizar el desempeño del pronóstico se 
utilizan los meses desde mayo 2019 hasta los meses más recientes disponible para todas las 
variables, es decir hasta enero del 2020. Esto brinda un horizonte de pronóstico de 9 meses. 
 
En el gráfico No.18 se muestra la comparación de los pronósticos obtenidos mediante los 
modelos estimados para cada una de las variables con respecto a su valor real. La mejor 
estimación se obtiene para la variable de IMAE donde el modelo VAR frecuentista muestra 





frecuentista pierde precisión y los modelos BVAR y VAR DSGE muestran un mejor 
desempeño especialmente en los primeros 5 meses del periodo. Pese a que los últimos 4 
meses de pronóstico del IPC también pierde precisión, esto es aceptable debido a que la 
ventana de pronóstico resulta bastante amplia y es de esperarse que en los meses más lejanos 
se amplié el error de la estimación.  
 
Gráfico No. 18 Comparación de los pronósticos de los modelos 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
El caso de la variable tipo de cambio (TC) es interesante debido a que el pronóstico de los 
tres modelos pierde precisión ante el comportamiento real, sin embargo, el modelo VAR 





un comportamiento constante de la variable. Cabe mencionar que es una variable difícil de 
pronosticar y tener un modelo que capture esa tendencia puede ser bastante útil, por lo que 
no se puede descartar el aporte del modelo VAR frecuentista. 
 
Finalmente, al analizar las tasas de interés, en el caso de la variable de tasa en colones (TA) 
el modelo VAR frecuentista muestra un desempeño bastante aceptable capturando las 
fluctuaciones de las variables, aunque con un leve rezago, mientras que el comportamiento 
de los otros dos modelos muestra una tendencia contraria al comportamiento de la variable. 
El modelo VAR frecuentista también muestra un mejor desempeño para la variable de tasa 
de interés en dólares (TAD), principalmente en los primeros tres periodos, mientras que en 
los último tres periodos la variable muestra una caída que el modelo no logra capturar.  
 
Para complementar algunas de las afirmaciones realizadas mediante el análisis gráfico de los 
pronósticos se utiliza el cálculo del error cuadrático medio (RMSE) para cada una de las 
variables, tal como se muestra en el cuadro No.21.  
 
Cuadro No. 21 Modelo de BVAR-DSGE 
  
Resultados de RMSE de los modelos estimados 
VAR BVAR BVAR_DGSE 
RMSE IMAE 0,002142 0,008479 0,008390 
RMSE IPC 0,009468 0,006064 0,006198 
RMSE TC 0,077173 0,068384 0,068700 
RMSE TA 1,229819 4,571693 4,622504 
RMSE TAD 0,834718 1,801384 1,821587 
RMSE SISTEMA 2,153320 6,456004 6,527378 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Como puede observarse en el cuadro anterior, el RMSE obtenido para las primeras dos 
variables en los tres modelos es bajo y bastante aceptable, pero siendo estrictos el modelo 
VAR frecuentista tiene un menor error en el pronóstico de la variable IMAE mientras que 
para la variable IPC tanto el modelo BVAR como el VAR DSGE muestran menor error, 
siendo el BVAR el modelo de menor error de los dos.  Este comportamiento se repite para 
las variables TC, donde también el BVAR es el que muestra un menor error principalmente 





La diferencia en la elección del mejor modelo se hace evidente cuando se analiza el 
pronóstico para las tasas de interés, el modelo VAR frecuentista muestra el menor error tanto 
para la tasa de interés local (TA) como para la tasa de interés en moneda dólar (TAD), lo que 
coloca al modelo VAR frecuentista en una posición ventajosa con respecto a los otros dos 
modelos estimados. Por lo anterior, se puede afirmar que el modelo con menor RMSE a nivel 
de sistema, es decir, tomando en cuenta el desempeño obtenido en todas las variables, es el 
modelo VAR frecuentista, bajo las condiciones y los parámetros que se utilizaron en este 
análisis en particular.  
5. Conclusiones   
El resultado obtenido del análisis de desempeño de los modelos no muestra un resultado 
rotundo y podría llegar a cambiar conforme se robustezcan las condiciones de los modelos 
estimados, es decir, la estimación siempre se puede mejorar conforme sea más preciso con 
los parámetros de las estimaciones. Por ejemplo, en el caso del modelo BVAR se le podrían 
ingresar las priors informativas de distribuciones que representen de mejor forma la 
distribución real de las series, lo cual podría contribuir a mejorar la estimación de este 
modelo. En el caso del modelo BVAR-DSGE, en lugar de utilizar un modelo teórico para la 
estimación de las priors se podría construir un modelo real, con las ecuaciones de las 
variables que se ingresan en el modelo bayesiano, para que existe mejor correspondencia en 
la integración de las dos técnicas. 
 
Algo que debe quedar claro a lectores de este documento es que la elección de un modelo 
engloba otros aspectos que se recalcan antes de pasar a la sección de las conclusiones. 
 
Primeramente la elección del mejor modelo dependerá en primera instancia del interés del 
análisis; en el caso de que el interés esté en tener un desempeño aceptable para todo el 
sistema, lo más recomendable es analizar el error obtenido para cada una de la variables y 
seleccionar el modelo con base en este resultado; mientras que si el interés está en tener 
valores puntuales para cada una de la variables, sin importar la relación entre ellas, se podrían 
usar incluso los tres modelos, seleccionando el modelo individual de mejor desempeño para 






En este caso las tres técnicas son ideales para el análisis de series de tiempo y pueden estimar 
resultados satisfactorios de pronóstico, sin embargo están creadas en forma secuencial de 
utilidad; los modelos VAR frecuentistas siguen siendo una herramienta poderosa y 
sofisticada cuando se trabaja en un ambiente de una cantidad de variables y rezagos mesurada 
y no hay un interés particular por alterar la relaciones que predominan dentro del sistema con 
afectaciones exógenas de fenómenos puntuales. 
 
Los modelos de corte bayesiano son un siguiente nivel dado que no están expuesto a los 
problemas de sobre parametrización producto de sistemas más complejos con mayor cantidad 
de variables y de rezagos: además, se les puede agregar información adicional de las series 
por medio de la inclusión de la distribución previa, con mayor robustez si son prior 
informativas.  
 
Por último, los modelos DSGE son en definitiva una evolución hacia donde debe ir la macro 
ecometría moderna y esto principalmente por la dependencia global que actualmente tienen 
las economías. Un claro ejemplo de esto es la afectación ocasionada por la pandemia del 
COVID19, donde no existen precedentes recientes en las bases de datos que puedan ayudar 
a entender el cambio de patrón que van a experimentar las variables macroeconómicas, 
debido a que una crisis es de una índole distinta, pero la siguiente crisis también podría ser 
de una índole distinta. 
6. Recomendaciones 
Dentro de las principales recomendaciones para mejorar la estimación obtenida se pueden 
mencionar:  
• Mejorar la inclusión de la distribución previa en el modelo BVAR con otra rutina de 
análisis que admita modificaciones a las distribuciones. Esto, se podría considerar 
como una de las limitantes del paquete BMR que se utilizó para la estimación.  
• Otro de los puntos que se puede mencionar es la inclusión de variables dummies 
adicionales en la estimación del modelo VAR frecuentista para mejorar el 





• Finalmente, en el modelo BVAR-DSGE se puede robustecer la estimación adaptando 
del modelo teórico a las variables con las cuales se crea el modelo BVAR, en el cual 
se inyectan la priors del modelo DSGE. Esto permitiría  tener una mayor 
correspondencia entre los modelos y no tener que utilizar proxis de las variables.   
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Gráfico No. 19 Modelo de BVAR bayesiano: Funciones de densidad del segundo 
rezago 
 













Gráfico No. 20 Modelo de BVAR bayesiano: Funciones de densidad del tercer rezago 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Gráfico No. 21 Modelo de BVAR bayesiano: Funciones de densidad del cuarto rezago 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 





Gráfico No. 22 Modelo de BVAR-DSGE: Funciones de densidad del segundo rezago 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
Gráfico No. 23 Modelo de BVAR-DSGE: Funciones de densidad del tercer rezago 
 











Gráfico No. 24 Modelo de BVAR-DSGE: Funciones de densidad del cuarto rezago 
 
Fuente: Elaboración propia. Datos: Consejo Monetario Centroamericano, 2000-2019 
 
 
 
 
 
 
