Let u t = ∇ 2 u − q(x)u := Lu in D × [0, ∞), where D ⊂ R 3 is a bounded domain with a smooth connected boundary S, and q(x) ∈ L 2 (S) is a real-valued function.
Introduction
Let D ⊂ R 3 be a bounded domain with a smooth connected boundary S, S = S 1 ∪ S 2 , S 1 is an open subset in S, and S 2 is the complement of S 1 in S. Consider the problem
u(x, 0) = 0, u| S 1 = 0, u| S 2 = a(s, t),
where q(x) ∈ L 2 (D) is a real-valued function, a(s, t) ∈ C([0, ∞), H 3/2 (S 2 )), a is an arbitrary real-valued function in the above set such that a ≡ 0, a = 0 for t > T , H ℓ is the Sobolev space.
For each a in the above set let the extra data be given:
Do the data {a(s, t), b(s, t)} ∀a(s, t) ∈ C([0, ∞), H 3/2 (S 2 )), a ≡ 0, a = 0 for t > T , determine q(x) uniquely?
Our main result is a positive answer to this question.
Theorem 1.
The data {a(s, t), b(s, t)} ∀t≥0, ∀s∈S 2 , given for all a with the above properties, determine q(x) uniquely.
Actually we prove a slightly stronger result: the data for 0 ≤ t ≤ T + ε determine q uniquely, where ε > 0 is an arbitrary small number.
Note that the set S 2 can be arbitrary small. Theorem 1 is a multidimensional generalization of the author's result from [1] . Let
The main tool in the proof is the following.
In Section 2 Theorems 1 and 2 are proved. In Section 3 the results are generalized to the equation u t = ∇ · (a(x)∇u).
Proofs
Proof of Theorem 1.
Assume that there are q 1 and q 2 which generate the same data. Let
and for any ψ ∈ N(
because w = w N = 0 on S 2 by our assumption. By Theorem 2 relation (6) implies p = 0. Theorem 1 is proved. 2
Proof of Theorem 2. It is proved in [2] that the set
Let G(x, y) solve the problem
Since h(y) ∈ H 2 loc (R 3 \ S 1 ), one gets from (9) the following relations:
and, because of (8), one gets
Multiply (11) by ψ, integrate over D, use (10), and get
Thus ψ = 0. Theorem 2 is proved. 2
Generalizations
Consider now the problem
and the extra data are
We assume that 0 < a 0 ≤ a(x) ≤ a 1 , a ∈ H 3 (D), and prove the following theorem.
Theorem 3. The data {h(s, t), g(s, t)} determine a(x) uniquely.
Proof. Taking the Laplace transform, we reduce the problem to
where, e.g., H(s, λ) = ∞ 0 e −λt h(s, t)dt. Assuming that a j , j = 1, 2, generate the same data {H(s, λ), G(s, λ)}, one derives for
Multiply (17) by an arbitrary element of N 1 = {ϕ : (L 1 − λ)ϕ = 0 in D, ϕ| S 1 = 0}, integrate by parts and get
Using boundary conditions (17), one gets
where N 2 is defined by L 2 − λ similarly to N 1 . 2
To complete the proof, one uses
Finally we explain the claim made in the Introduction:
The results remain valid if the data are given not for all t ≥ 0 but for t ∈ [0, T + ε], where ε > 0 is arbitrarily small. This claim follows from the analyticity with respect to time of the solution u(x, t) to problems (1)- (2) and (13), (14) in a neighborhood of the ray (T, ∞) for an arbitrary small ε > 0. This analyticity holds if a(s, t) and h(s, t) vanish in the region t > T .
Proof of Lemma 1. It was proved in [2, pp.78-80] , that the set
, and H ℓ (D) is the usual Sobolev space. Lemma 1 will be proved if we prove that any ψ j ∈ M j can be approximated with an arbitrary small error in the norm, generated by the bilinear form D (a j ∇ψ j ∇ϕ+λψ j ϕ)dx by an element v j ∈ N j . Assuming that such an approximation is not possible, we can find a ψ j ∈ M j such that
because G j (x, y) ∈ N j for any y ∈ D ′ . Integrating by parts in (20) and using the relation
Denote
one can derive the relation
where δ(t − s) is the delta-function on S 1 . We prove this relation later, but assuming that (23) holds we conclude from (21) that
Consequently
It follows from (25) that
and this, together with the uniqueness of the solution of the Cauchy problem for elliptic equation (25), implies
From (27) and the jump relation for the double-layer potential (25), we conclude that
From (24) and (28) it follows that ϕ = 0 on S. Therefore ψ j = 0 because a j = 0. Thus, Lemma 1 is proved if (23) is established. Let us prove (23). Denote by g the (unique) solution to the problem
Using Green's formula we obtain from (22) and (29) the relation
Taking y → t ∈ S 1 and using the boundary condition (22), we derive:
Since the set {g(x, t)} ∀x∈S ′ 1 is dense in L 2 (S 1 ), formula (31) implies (23). Let us finally check the claim that the set {g(
The integral in (32) is a simple-layer potential W (s) the density f (t) of which must vanish because of the jump formula for the normal derivatives of W across S 1 . Thus the claim is proved. The proof of Lemma 1 is now complete. 2
Remark. If the conclusion of Lemma 1 remains valid for the set {∇ϕ·∇v 2 } ∀ϕ∈N 1 ,u 2 ∈N 2 , where u 2 is a single element of N 2 , possibly chosen in a special way, then the conclusion of Theorem 1 will be established for the data which is a single pair of data {a(s, t), b(s, t)} ∀t≥0, ∀s∈S 2 , where a(s, t) ≡ 0 is some function.
