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Systematic Design of Superprism-Based
Photonic Crystal Demultiplexers
Babak Momeni, Student Member, IEEE, and Ali Adibi, Senior Member, IEEE
Abstract—In this paper, design of photonic crystal demulti-
plexers based on superprism effect is discussed. Figures of merit
for performance of these demultiplexers are defined and a system-
atic design procedure is presented. We consider different design
schemes, based on equal angular separation between channels
and equal frequency separation between channels, and find the
optimum structures among conventional photonic crystal lattices
for each case. Our results provide design solutions for a range of
current applications.
Index Terms—Demultiplexer, photonic crystal, superprism.
I. INTRODUCTION
S INCE THE introduction of photonic crystals (PCs) [1], [2],a lot of interest toward these periodic structures has been
motivated by recognizing the ability to control their photonic
bandgap, i.e., a range of frequencies with no allowed electro-
magnetic modes. This photonic bandgap has been effectively
used to realize photon localization, guiding, and suppressing
spontaneous emission [1]–[5]. On the other hand, exploiting
properties of wave propagation inside PCs has been addressed
only recently.
After Lin et al. [6] proposed the effective prism structure
using PC synthetic materials, the idea of superprism phe-
nomenon has been developed [7]–[9] and assessed [10], [11]
for wavelength demultiplexing in PCs. This idea has been
implemented in one-dimensional (1-D) and two-dimensional
(2-D) planar PCs [12]–[14], which show different spatial dis-
tributions of the light for different wavelength channels at the
output. Some modifications to the PC lattice for improving the
demultiplexing properties of the PC structures have also been
proposed [15]. The systematic design of superprism-based
PC demultiplexers for different applications, however, to our
knowledge has not been addressed to date. The motivation
behind this type of demultiplexers is their compactness and
possibility of integration with other PC devices on a single
substrate, which makes them a potential candidate for optical
communication systems, spectroscopy, and sensing.
In order to effectively exploit demultiplexing capability of
PCs in different applications, a few basic steps are necessary.
First, we should have an understanding of the physical concepts
of the effect, including dispersive behavior of PCs and wave
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propagation behavior inside PCs. Second, a meaningful measure
for the performance of the device has to be defined based on our
design goals. Finally, we should be able to systematically design
structure parameters to get our desired behavior. We cover these
issues in this paper and present a design strategy that can be
used to realize a demultiplexer based on wavelength separation
properties of PCs for different applications.
Our analysis is based on an approximate model to describe
the diffraction of optical beams in PCs [16]. We use this model
to derive basic properties needed for designing demultiplexers,
which are divergence angle of each beam inside the PC,
crosstalk between adjacent beams (corresponding to adjacent
wavelength channels), and the required propagation length to
achieve acceptable spatial separation of different wavelength
channels. Then, we will define practical measures to be used
as useful criteria for comparing different structures and will
use these measures to find the optimum design parameters
for each case. Note that these measures can differ from one
application to another. In most practical applications, there are
two main design modes that we are interested in: 1) spatially
separating a range of wavelengths without strong constraints on
each channel frequency or the separation between the adjacent
channels (as in spectroscopic applications), and 2) separating
channels with assigned equal frequency separation (which is
of interest in WDM applications). In this paper, we consider
these two cases and define performance measures for each case.
In Section II, we provide the basic background, as well as an
introduction to the effective index model, which will be used
throughout the paper for describing beam propagation inside
PCs. In Section III, figures of merit for different schemes are
defined and calculated as functions of different design param-
eters in a superprism demultiplexer structure. Optimization
scheme and the optimum structures for different cases are pre-
sented and discussed in Section IV. A unified design process for
conventional superprism-based demultiplexers is presented in
Section V. Section VI includes some implementation issues that
need to be considered in a practical design. Final conclusions
are made in Section VII.
II. THEORETICAL BACKGROUND
The geometry of the demultiplexing structures we consider
in this paper is schematically shown in Fig. 1. We assume that
the incident beam is a Gaussian beam which is incident from
a homogeneous and isotropic material with refractive index
on the 2-D PC structure at an incident angle and has a di-
vergence angle . The ultimate goal of demultiplexing is to
separate different wavelength channels (which are assumed to
be narrowband centered at assigned frequencies) in space at the
0733-8716/$20.00 © 2005 IEEE
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Fig. 1. Geometry of the superprism demultiplexers considered throughout this
paper is schematically shown.  is the angle of incident,  is the divergence
angle of the input beam, and the incident optical beam launches on the PC from
a homogeneous region with refractive index n .
output. In order to analyze this structure, we first need to con-
sider the propagation of each optical beam at a given frequency
and angle of incident inside the PC. The propagation of an in-
cident monochromatic plane wave inside the PC is well-under-
stood based on group velocity of corresponding PC mode [17].
In practical realizations, however, the incident optical beam is
not simply a plane wave and contains a range of wavevectors,
as shown in Fig. 1. For such a nonplane-wave incident beam,
we can still expand the incident field over its plane wave com-
ponents and monitor the behavior of the corresponding prop-
agating PC mode excited by each incident plane wave. Using
this technique, we recently showed that under certain conditions
(which are usually satisfied in practical devices), an effective
index can be defined for the diffraction of a beam with each spe-
cific frequency and direction inside the PC [16], [18]. In terms
of the parameters of the incident excitation, this effective index
is given by [16], [18]
(1)
where is the angle of group velocity (defined with respect
to the normal to the interface) for the PC mode excited by a
plane wave at frequency and incident at an angle from a
homogeneous medium with refractive index . Note that
and its derivative as given in (1) are well-defined using the PC
band structure at the frequency of operation. Using this sim-
plified model, it can be shown that a Gaussian incident beam
remains Gaussian inside the PC and all of its behavior can be
modeled using the single effective index as given above [18].
It should be emphasized that this effective index can be used
only to represent diffraction (and propagation) properties of the
envelope of the beam propagating inside the PC and depends
on both direction and frequency. This model cannot be used to
analyze the reflection at the interface of the PC and the incident
medium since the model relies on dispersion properties of prop-
agating PC modes, and it does not consider evanescent modes
at the boundary. Different techniques have been proposed to re-
duce the reflection at the interface of such structures [19]–[21],
and they can be adopted for the interface of the demultiplexing
structure. Thus, in this paper, we only concentrate on the spa-
tial demultiplexing properties of the PC structures caused by
propagation through the periodic medium. In this paper, only
spatial distribution of beams is of interest, and for this purpose
the simplified effective index model suffices to represent the PC
structure.
In order to calculate corresponding to all plane wave
components of the incident beam, we first calculate the direction
of group velocity (or in (1)) for each incident plane wave.
This is done by calculating the band structure of the PC using
plane wave expansion method, as described in [22]. For each
point (or mode) in the band structure (given by frequency and
propagation vector), the direction of Poynting vector (perpen-
dicular to the constant frequency contour at that point) is the
same as the direction of group velocity for that mode inside the
structure. We can numerically calculate the direction of group
velocity from the band structure using [23]
(2)
where , and correspond to group velocity vector, propa-
gation vector (or wavevector), and the gradient operator, respec-
tively. By calculating the constrained derivative of the angle of
group velocity along the constant frequency contours and using
(1), we can find corresponding effective index of the beam prop-
agating inside the PC region.
The divergence angle of the beam inside the PC is given by
[11]
(3)
Having the effective index and the divergence angle of the beam
inside the PC, we can completely characterize the beam prop-
agating in this region [18]. Note that the difference between
(as found from the PC band structure) for different wavelength
channels is the primary mechanism used for wavelength demul-
tiplexing in PCs. Also, beam divergence angles for different fre-
quency channels inside the PC are generally different [as given
by (3)] from each other, and the evolution of the beams at dif-
ferent frequency channels during propagation depend on their
corresponding effective indices.
The relative extent of two adjacent wavelength channels in-
side the PC is schematically shown in Fig. 2(a), assuming that
the two adjacent channels have equal divergence angles . The
overlap of the two beams depends on both the angular separa-
tion between these channels and the propagation length inside
the PC. We define the crosstalk between channels as the total
power of each channel at the position of other channels. As-
suming the beams inside the PC to be Gaussian (which is jus-
tified for a Gaussian incident beam, as shown in [18]), and the
angular separation between the two adjacent channels (calcu-
lated at their center frequencies) to be , the propagation length
required to limit crosstalk to a desired value is found approx-
imately as
(4)
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Fig. 2. (a) Schematic evolution of beam profiles of two adjacent wavelength
channels inside the PC structure.  is the angular spacing between group
velocity directions of center frequencies of these two channels, and  is the
divergence angle of one channel inside the PC region. (b) The behavior of
crosstalk versus propagation length for different values of  = = Gaussian
beam approximation is used in all cases.
TABLE I
CROSSTALK PARAMETERS
where is the Rayleigh range for the beam,
is the free-space wavelength, and is the angular sep-
aration factor. Equation (4) is found by interpolating the simu-
lated data. The coefficients and in (4) depend only
on the crosstalk , and not on other design parameters; their
values are listed in Table I. In order to find and , we
calculated crosstalk (assuming Gaussian beams) for several dif-
ferent device lengths and design parameters . A subset
of the results appears in Fig. 2(b), which shows the variations
of crosstalk versus propagation length for different angular sep-
aration factors, . We then fitted the data to (4) to obtain values
of and for each value of crosstalk, . The error
in this curve fitting for all cases in the range of interest was
less than 5%. Since the propagation inside the PC is modeled
using the effective index technique, the results in Fig. 2(b) and
Table I are independent of the choice of PC. The importance of
this equation is in that it relates the required propagation length
(which is directly related to the physical size of the demul-
tiplexer) to other parameters (i.e., beam divergence, , and an-
gular separation between channels ) based on the acceptable
crosstalk level.
Now, we have enough tools to define the design of a PC de-
multiplexer based on superprism effect as a well-posed problem.
As mentioned earlier, there are two basic types of structures in
demultiplexing applications, in one case, we want to separate
the incident wavelength channels into equally spaced angles [we
call it equal angular spacing scheme (EAS)], and in the other
case, channels should be equally spaced in frequency [equal fre-
quency spacing scheme (EFS)]. For each of these cases, we need
appropriate measures to assess the demultiplexing performance
of the structures and to find the optimum structure.
III. FIGURES OF MERIT FOR PC DEMULTIPLEXERS
In this section, we define the main figures of merit for the
performance of different types of PC demultiplexer. The two
primary merits for the performance of these structures that we
consider here are compactness of the structure and divergence
angle requirement for the incident (or input) beam. Compact-
ness is one of the main advantages of the superprism-based de-
multiplexers and an optimum design must result in as compact
a structure as possible. The smaller the area of the structure is,
the higher the yield; the lower the cost; and the less the com-
plications due to the nonuniformity of the structure would be.
Moreover, scattering loss, which is still one of the major issues
in planar PC structures, increases as the size of the structure is
increased. On the other hand, in order to avoid huge crosstalk
and realize spatial separation of channels in a PC structure with
reasonable size (or alternatively, to achieve the desired resolu-
tion [10]), some limitations must be imposed on the divergence
angle of the incident beam. It is practically difficult to launch
very large beam sizes with very small divergence angles into
the planar PC structure. Designing structures that can effectively
work with incident beams with reasonable divergence angles
( in Fig. 1) is essential for realizing practical PC demulti-
plexers. Therefore, compactness and incident divergence angle
are considered here as the main features for which figures of
merit are defined.
The physical area is a reasonable measure for the compact-
ness of a PC demultiplexer. If the minimum propagation length
for achieving the required crosstalk level and the total an-
gular range of operation over which all separated wavelength
channels exist inside the PC are represented by and , re-
spectively, the area of the structure will be
(5)
Note that the required propagation lengths for different chan-
nels are in general different. For calculating the area of the struc-
ture, the worst case (i.e., the channels with largest propagation
length) must be considered. Thus, we can use (4) to define as
(6)
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where refers to maximum value over all wave-
length channels in the demultiplexer. Using (1) and (5), we
obtain
(7)
in which -dependence in and is
implicit. Using , we can simplify to
(8)
Combining (3) and (8), we get
(9)
where , and are the values corresponding
to each channel, and the maximum value is obtained over all
channels. Now, we consider equal angular separation (EAS) and
equal frequency separation (EFS) demultiplexing schemes sep-
arately for further derivations.
1) Equal Angular Separation With Flexible Frequencies
(EASFF): In this case, has to be chosen for the worst
channels (the largest value) and is the same for all channels.
For design purposes, the regions in the PC band structure
with smaller values for are advantageous for
this scheme. If we limit this value to a threshold (i.e.,
) as discussed in [11], then
(10)
Using simple calculus, it can be shown that the area is mini-
mized by setting , which results in
(11)
where is the propagation angle in the range of interest which
maximizes . For demultiplexed channels, ,
thus
(12)
This basically tells us that in these demultiplexers the area of
the structure is proportional to the fourth power of the number
of channels. The coefficient of this relation can be defined as the
compactness factor with
(13)
Compactness factor, as defined in (13), depends on the PC
structure (through ), and on the parameters and . In order
to realize an -channel demultiplexer in this scheme, the larger
the compactness factor is, the more compact the structure will
be. Therefore, can be used as a measure of compactness
of the structure to compare different designs. In the process of
minimizing the area of the structure, we obtained
(14)
Rearranging this formula using , we get
(15)
which means that for a given design in this scheme the required
incident divergence angle decreases as the number of channels
increases. Reducing the incident divergence angle usually re-
quires more sophisticated optical design; therefore, a design
with less strict requirement for the divergence angle of input
beam is more favorable. We define the other performance mea-
sure (which depends on both the PC and the design parameters)
as incident divergence factor , where
(16)
In optimizing PC structures for EASFF scheme, we use
and as the two main figures of merit. The
values of and depend on and and maxi-
mizing a goal function based on and requires
an optimization over plane. Once the optimization is
complete, the corresponding values , and for
the optimum structure are known, and for desired number of
channels , the design parameters can be found as
(17)
(18)
2) Equal Angular Separation With Specified Frequencies
(EASSF): The main difference here, compared with the flex-
ible frequency scheme, is that the frequency range of operation
of the device is given. In applications such as spectroscopy, one
of the main performance measures for the demultiplexer is the
frequency resolution (i.e., how close the frequencies that it can
resolve are located with respect to each other). Knowing the
number of channels by itself does not express the resolution
since it has no information about the distribution of channels
in frequency. For a single channel, normalized resolution can
be defined as center frequency of the channel divided by
frequency separation of that channel from its adjacent channels
; i.e., for th channel. For a demultiplexer
with multiple arbitrarily spaced channels, we need to combine
these individual normalized resolutions to obtain a
reasonable performance measure that can be used to compare
different designs. In order to represent the performance over the
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entire spectrum of operation, we define the resolution measure
as
(19)
This parameter, the frequency resolution (or resolution) of the
device, is considered here as a measure of performance for the
demultiplexer. We use an averaged version of the resolution to
reflect the behavior in the entire frequency range of interest.
Assuming that the device is designed for a specified frequency
range , then
(20)
The size of the structure is another performance measure of
interest in this case as well. We will use the resolution per unit
area as our figure of merit for the following discussions. Having
equal angular separation between channels results in
(21)
where and are the values corresponding to
each channel . Hence, the normalized resolution
per device area is defined using (10), (20), and (21) as
(22)




From this relation, it can be observed that the resolution per unit
area decreases as the second power of number of channels
in this scheme.
We can define the resolution factor as
(25)
and this value , will be used as the main figure of merit in our
designs.
3) Equal Frequency Separation With Specified Frequencies
(EFSSF): In this case, the frequency separation between ad-
jacent channels is equal. An example for this case is a DWDM





in which the minimum value is obtained over all wavelength
channels in the frequency range of interest. Using (9) along with
for each channel, the area of the structure
is
(28)
Using , we obtain
(29)
where is the total bandwidth of the designed device. The
same behavior as in EASFF scheme can be seen here, in which
the area of the structure increases as the fourth power of the
number of channels. Similar to the EASFF case, we can define
compactness factor as
(30)
and the incident divergence factor as
(31)
The quantities and are considered as the fig-
ures of merit for superprism-based PC demultiplexers in this
scheme.
IV. RESULTS AND DISCUSSION
In all simulations of this section, we assume that the 2-D PC
structure is formed by etching a periodic lattice of air-holes in a
Si substrate. The incident beam is assumed to have a Gaussian
spatial profile incident from a homogeneous Si region onto the
interface with the PC. In order to comply with practical fabri-
cation limitations, we only consider the values of ( being
the radius of holes, and being the lattice constant) between
0.2 and 0.4. The interface of the PC with the homogeneous Si
region is always chosen along a high-symmetry direction of the
lattice. We first consider a demultiplexer with flexible frequen-
cies in equal angular separation scheme (EASFF). We define our
optimization goal in this case to be
having more emphasis on the size of the structure. For each PC
lattice (i.e., square, triangular, etc.), we vary to search for
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Fig. 3. (a) Optimal compactness factor and (b) optimal input divergence
factor are shown for various radiuses of holes in a 2-D triangular lattice PC of
air-holes inside Si. Optimization in each case is performed for the goal function
G = C E . Solid lines and dotted lines correspond to the structure
with interface parallel to  M and  K directions, respectively. These results
are obtained by curve fitting into actual optimization data.
TABLE II
RESULTS OF OPTIMIZATION (OVER ; ! , AND RADIUS) IN EASFF SCHEME
the best demultiplexing behavior. Results of this search for tri-
angular lattice PCs with interface parallel to and direc-
tions and TE polarization are shown in Fig. 3. The results of op-
timization for different structures are given in Table II. These
results are obtained by finding the optimum structure (using
as the goal function) for each lat-
tice type, interface direction, and polarization when all values
of , and are searched. Note that in each case, scaling
the structure by an appropriate factor can be used to set the op-
eration wavelength to our desired value.
It can be seen from Table II that if no other limitation is in-
volved, the triangular lattice PC with interface parallel to the
direction can provide demultiplexers with at least two orders of
TABLE III
RESULTS OF OPTIMIZATION (OVER ;! , AND RADIUS) IN EASSF SCHEME
WITH 5% DEMULTIPLEXING BANDWIDTH
magnitude better performance compared with other lattices (at
the same number of channels). Note that in this region the diver-
gence factor (and therefore, divergence of the beam inside the
PC region), is very small and structure is being used in supercol-
limation regime [24]. For small number of channels, however, a
degradation factor has to be taken into account for these devices,
and the values in Table II are not exact. The reason is that for
small in (16), the divergence angle is relatively large which
means the spatial bandwidth of the signal is large and a consid-
erable portion of the band structure is excited by the incident
beam. The quadratic approximation for the band structure (i.e.,
the assumption for effective index model [18]) may not be valid
for such large spatial bandwidths and broadening due to higher
order terms of the band structure expansion needs to be consid-
ered for a more precise treatment. However, the structure with
small is usually not the desired case for practical applications.
Note that the number of channels does not appear specifi-
cally in Table II. However, for every desired number of chan-
nels , we can use (13) and (16) to find the required size
of the structure as well as the required divergence angle. The
values in Table II can be used to obtain quickly an estimate
about how large the corresponding demultiplexing structure is.
For instance, using a triangular lattice PC with and
TE polarization, a 64-channel demultiplexer has an approximate
area of 64 10 , which is 26 mm at
1.55 m operation wavelength.
For EASSF scheme, we use the same procedure (with
as optimization goal) and optimize the structure. Design param-
eters used in optimization in this case are the center frequency
of the device , polarization of the input beam, direction of
the boundary with respect to PC high-symmetry directions, in-
cident angle , and for the lattice. The results of opti-
mization for a 5% bandwidth (i.e., ) are shown in
Table III. The results in Table III show that the best performance
for EASSF scheme is obtained using TE polarization in a trian-
gular lattice PC with boundary along direction with at least
one order of magnitude better performance compared with other
structures.
Similar steps can be followed for EFSSF scheme with
and as merits, and as
the goal function. We assume a bandwidth of 5% for these de-
multiplexers, and search over all the point in the first Brillouin
zone. The results are shown in Table IV, which show that for
these conditions, triangular lattice with TE polarization with
boundary along direction delivers the best performance
among the listed choices with at least two orders of magnitude
better performance compared with other structures. These
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TABLE IV
RESULTS OF OPTIMIZATION (OVER ; ! , AND RADIUS) IN EFSSF SCHEME
WITH 5% DEMULTIPLEXING BANDWIDTH
results can also be used to obtain an estimate of the size of the
structure. For example, for channels at nm
with 5% overall bandwidth (0.3125% relative channel spacing),
the area of the structure is approximately 0.22 mm .
In general, in order to spatially separate the beams with
different wavelengths inside the structure, the divergence of
the beam inside the PC (and, therefore, the required divergence
of the incident beam) should be limited to some extent. This
restriction becomes more important as the angular or frequency
separation between channels becomes smaller. This, along
with the required propagation length being proportional to the
Rayleigh range of the beam inside the PC [according to (4)] are
the reasons for the area of the structure being proportional to
the fourth power of number of channels in these devices.
Comparing to the relations presented in [10], our approach
provides a more accurate description of propagation of beam in-
side periodic structures and extends the paraxial approximation
given in [10] to a more general case. Also, in [10], the required
propagation length to achieve spatial separation of channels is
estimated to be the Rayleigh range of the beam. However, here
we have shown that an extra factor needs to be considered
that depends on the crosstalk level, and angular separation be-
tween channels. In addition, we have provided a more rigorous
optimization process (based on figures of merit for different de-
sign schemes) that results in design solutions for a range of prac-
tical applications.
V. UNIFIED DESIGN PROCEDURE
Based on the results of the previous sections, we propose
the following procedure for designing a superprism-based PC
demultiplexer. First, according to the desired demultiplexing
scheme, corresponding figures of merit are chosen and an ap-
propriate goal function is defined. Second, the goal function is
used to compare different PC structures and different points of
band structure to find the best region of operation. This includes
optimization over and in most cases. Finally, the local
parameters (angle of group velocity, effective index, frequency,
etc.) around the operation point are found and parameters are
set to achieve the separation in space for different channels.
As design examples, assume a square lattice PC with TM po-
larization is chosen for the demultiplexer. First, consider a de-
multiplexer in the EASFF scheme. From Table II, the optimum
design parameters are and (boundary is
along one of the basic lattice vectors) with . The
dependence of the angle of group velocity versus normalized
frequency for this PC is shown in Fig. 4(a). It can be found
Fig. 4. Variations of the angle of group velocity versus normalized
frequency for a square lattice PC with TM polarization are shown in
optimal structures of three different schemes. (a) Normalized frequencies of
channels are selected according to EASFF scheme (highlighted by circles).
(b) Normalized frequencies of channels are selected according to EASSF
scheme. (c) Normalized frequencies of channels are selected according to
EFSSF scheme. The number above each channel shows the value of @ =@
for that channel, and the number below it shows its corresponding value for the
effective index.
from Fig. 4(a) that the angular spacing between adjacent chan-
nels (same as the angular separation between their group ve-
locity directions) for dB in this case is . For
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this design at m, we obtain a propagation length of
m and an input divergence angle of . As
the second example, consider the same lattice type and polar-
ization, but with a known 5% bandwidth for the demultiplexer
in the EASSF scheme. According to Table IV, the best design
for this case has and . The curve for angle
of group velocity versus normalized frequency and distribution
of channels for this demultiplexer are shown in Fig. 4(b). From
Fig. 4(b), the angular spacing between adjacent channels for
dB is . For this design at m, we
obtain a propagation length of m and an input diver-
gence angle of . Larger propagation length compared
with the first example is due to the extra constraint of known
demultiplexing bandwidth (It is worth to mention that the de-
vice designed in EASFF scheme has smaller area at the expense
of lower resolution.) Note that in both these cases the channels
are not distributed uniformly over frequency. Now, consider a
four-channel demultiplexer with channels of equal frequency
separation and with a known 5% bandwidth (EFSSF scheme).
Using the same square lattice with TM polarization, the design
parameters are obtained from Table III to be and
with normalized frequency of the device centered at
. Fig. 4(c) shows the variations of group velocity
angle with frequency and location of frequency channels. The
properties of the designed device are and propa-
gation length m. Comparing Fig. 4(a)–(c), it can be
observed that the choices of angle of incident, properties of the
lattice, and distribution of channels depend on the specific de-
sign scheme and using our figures of merit it is possible to design
and optimize the demultiplexer for these three schemes.
Using the parameters in Fig. 4(a), we have performed a brute-
force simulation (based on a combination of plane wave expan-
sion and mode matching methods) to model the propagation of
optical beams inside PC structures. The resulting field intensi-
ties at the output plane are shown in Fig. 5. It can be seen from
Fig. 5 that separation of frequency channels in space is achieved,
and results are consistent with those predicted by effective index
model.
It should be emphasized that in the selection of the optimum
structure, here, we have not considered the permittivity distri-
bution in a unit cell of the PC (for example, by using noncir-
cular holes) or other lattices. Such optimization is a challenging
task, which eventually needs solving an inverse problem to find
the best PC structure regardless of the possibility of fabrication,
and it is beyond the scope of this paper. Instead, we used the
figures of merit introduced in Section III to search among the
well-known PC lattices for different sizes of air-holes, different
polarizations, and other modifications that are fabrication-wise
feasible to find the best “available” choice. Nevertheless, the
same process can be extended to other geometries as well.
VI. IMPLEMENTATION ISSUES
In the discussions so far, the concentration was on the demul-
tiplexing behavior of the structure. In a practical implementa-
tion, however, there are other issues to be considered. Here, we
list some of these issues briefly but a more extensive investiga-
tion of them is an open research topic.
Fig. 5. Field intensities of four frequency channels at the output plane of
the superprism-based demultiplexer designed in Fig. 4(a) are plotted. The
PC consists of a 2-D square lattice of air-holes in Si, and TM polarization
is assumed. The ratio of hole radius to lattice constant is r=a = 0:30,
incident angle  = 14 , and  = 2:44. The angular spacing between
adjacent channels for X =  20 dB is  = 5:6 , and input divergence
angle is  = 3:2 . For this design, at  = 1550 nm, propagation length is
L = 210 m. The normalized center frequency of each channel is shown on
top of its corresponding intensity profile.
1) Reflection at the Interfaces of the Photonic Crystal Re-
gion: Reflection at the boundaries of the device is one of the
major issues in the implementation. It results in both loss of
power and complications due to multiple passes of the beam
through the structure. There have been proposals for reducing
the reflection by modifying the layer at the interface [19] or by
using a multilayer grating to provide mode matching [21], but
a complete solution for reflection reduction at the interface still
remains as one of the obstacles in practical realization of super-
prism-based demultiplexers.
2) Polarization of the Beam: The superprism-based demul-
tiplexers discussed so far work for a specific polarization. Using
these structures along with polarization-insensitive devices will
add either more loss or more complexity in the design to account
for the polarization using one of the standard methods.
3) Input/Output Coupling Stages: In order to match the field
behavior inside the superprism-based demultiplexer to those in
the input and output devices, use of coupling stages is almost
inevitable. In general, there are three major tasks for an ideal
coupling stage: 1) reducing the reflection by matching the fields
at different regions; 2) diffraction compensation [18] to elimi-
nate the broadening effects due to the propagation of the beams
at the output and regenerating the beams with sizes consistent
with output stages; and 3) providing the field in the appropriate
polarization for which the demultiplexing stage is designed. For
coupling of light into PC structures, some methods based on
modification of the interface of the PC [19] and incorporating a
diffraction grating input layer [21] have been recently proposed
to reduce the reflection loss. A complete solution, however, is
still a subject to be investigated in future.
4) From 2-D to 3-D and Planar Structures: All the struc-
tures we considered in this paper were 2-D structures. Although
this gives us a reasonable starting point for the design, in the
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actual design either in the form of planar structures (with finite
thickness) or three-dimensional (3-D) periodic structures, other
considerations come into the picture. For planar structures, the
design has to satisfy confinement requirements in the third di-
mension. Also, even for in-plane propagation in this case, the
bands are different from their 2-D counterparts. Therefore, the
2-D band structure for the in-plane propagation has to be calcu-
lated and used to optimize the structure for best demultiplexing
performance. Nevertheless, the methods explained here (i.e., ef-
fective index model, performance measures, etc.) can be used
once the corresponding band structure is calculated.
5) Propagation Loss: In designing planar PC structures,
care must be taken in designing the structure in a region
for which confinement in the third dimension is provided to
avoid excessive loss. Even in these regions, in practice, due to
fabrication imperfections, scattering is present and results in
loss. The scattering loss in PC devices because of their large
permittivity contrast is typically very large. Avoiding this loss
is one of the driving forces for design of more compact struc-
tures. Recent development in fabrication facilities and methods
has resulted in considerable loss reduction [25]. Nevertheless,
making designs to be less sensitive to fabrication imperfections
is a general issue for all PC structures, which needs more
investigation and is beyond the scope of this paper.
VII. CONCLUSION
The demultiplexing capability of superprism-based PC de-
vices is revisited and procedure for designing these structures
are presented. We have discussed different schemes for de-
multiplexing applications and performed an optimization for
conventional PC lattices. Our results show that in most practical
cases, triangular lattice PC of air-holes in Si substrate with TE
polarization and interface along direction exhibits the best
demultiplexing performance among well-known PC lattices.
Using those results, a unified design process based on effective
index model is provided which can be used to efficiently find
parameters for conventional superprism-based demultiplexers
for a range of different applications. We have also shown that
extension of the same design process for a more practical planar
PC structure is possible, and pointed out implementation issues
for realization of these devices.
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