The suffix tree is a very important data structure in string processing, but it suffers from a huge space consumption. In large-scale applications, compressed suffix trees (CSTs) are therefore used instead. A CST consists of three (compressed) components: the suffix array, the LCP-array, and data structures for simulating navigational operations on the suffix tree. The LCP-array stores the lengths of the longest common prefixes of lexicographically adjacent suffixes, and it can be computed in linear time. In this paper, we present new LCP-array construction algorithms that are fast and very space efficient. In practice, our algorithms outperform the currently best algorithms on large inputs.
periments showed [10] that these were outperformed in practice by SACAs having a worst-case time complexity of O(n 2 log n). To date, however, the fastest SACA is a linear time algorithm [9] which uses only 5n bytes memory. Interestingly, for ASCII alphabet its speed can compete with the fastest LCP-array construction algorithms (LACA) which uses equal or less space. This is somewhat surprising because sorting all suffixes seems to be more difficult than computing lcp-values.
As discussed in Section 2, today's best LACAs [3, 5] are linear time algorithms, but they suffer from a poor locality behavior. In this paper, we present two very space efficient (using n or 2n bytes only) and fast LACAs. Based on the observation that one cache miss takes approximately the time of 20 character comparisons, we try to trade character comparisons for cache misses. The algorithms use the text (string) S, the suffix array, and the Burrows-Wheeler Transform (BWT). Since most CSAs are based on the BWT anyway, we basically get it for free. Section 8 shows the significance of the algorithms. More precisely, experimental results show that our algorithms outperform state-of-the-art algorithms [3, 5] . For many large texts they are always faster than the previously best algorithms. The superiority of our new LACAs varies with the text size (the larger the better), the alphabet size (the smaller the better), the number of "large" values in the LCP-array (the less the better), and the runs in the BWT (the more the better). The algorithms work particularly well on two types of data that are of utmost importance in practice: long DNA sequences (small alphabet size) and large collections of XML documents (long runs in the BWT).
Related work
In their seminal paper [6] , Manber and Myers did not only introduce the suffix array but also the longestcommon-prefix (LCP) array. They showed that both the suffix array and the LCP-array can be constructed in O(n log n) time for a string of length n. Kasai et al. [5] gave the first linear time algorithm for the computation of the LCP-array. Their algorithm uses the string S, the suffix array, the inverse suffix array, and of course the LCP-array. Each of the arrays requires 4n bytes (under the assumption that n < 2 32 ), thus the algorithms needs 13n bytes in total (for an ASCII alphabet). The main advantage of their algorithm is that it is simple and uses at most 2n character comparisons. But its poor locality behavior results in many cache misses, which is a severe disadvantage on current computer architectures. Manzini [7] reduced the space occupancy of Kasai et al.'s algorithm to 9n bytes with a slow down of about 5%−10%. He also proposed an even more space-efficient (but slower) algorithm that overwrites the suffix array. Recently, Kärkkäinen et al. [3] proposed another variant of Kasai et al.'s algorithm, which computes a permuted LCP-array (PLCP-array). In the PLCP-array, the lcpvalues are in text order (position order) rather than in suffix array order (lexicographic order). This algorithm takes only 5n bytes and is much faster than Kasai et al.'s algorithm because it has a much better locality behavior. However, in virtually all applications lcpvalues are required to be in suffix array order, so that in a final step the PLCP-array must be converted into the LCP-array. Although this final step suffers (again) from a poor locality behavior, the overall algorithm is still faster than Kasai et al.'s. In a different approach, Puglisi and Turpin [11] tried to avoid cache misses by using the difference cover method of Kärkkäinen and Sanders [4] . The worst case time complexity of their algorithm is O(nv) and the space requirement is n + O(n/ √ v + v) bytes, where v is the size of the difference cover. Experiments showed that the best run-time is achieved for v = 64, but the algorithm is still slower than Kasai et al.'s. This is because it uses constant time range minimum queries, which take considerable time in practice. To sum up, the currently best LACA is that of Kärkkäinen et al. [3] .
Preliminaries
Let Σ be an ordered alphabet whose smallest element is the so-called sentinel character $. If Σ consists of σ characters and is fixed, then we may view Σ as an array of size σ such that the characters appear in ascending order in the array Σ[0..
In the following, S is a string of length n over Σ having the sentinel character at the end (and nowhere else). For 0 ≤ i ≤ n − 1, S[i] denotes the character at position i in S. For i ≤ j, S[i..j] denotes the substring of S starting with the character at position i and ending with the character at position j. Furthermore, S i denotes the suffix S[i..n − 1] of S. The suffix array SA of the string S is an array of integers in the range 0 to n − 1 specifying the lexicographic ordering of the n suffixes of the string S, that is, it satisfies S SA[0] < S SA [1] < · · · < S SA[n−1] ; see Fig. 1 for an example. In the following, ISA denotes the inverse of the permutation SA.
The LCP-array is an array containing the lengths of the longest common prefix between every pair of consecutive suffixes in SA. We use lcp(u, v) to denote the length of the longest common prefix between strings u and v. Thus, the lcp-array is an array of integers in the range 0 to n such that LCP 
First algorithm
In this section, we present our first LACA. A pseudocode description can be found in Algorithm 1 and an application of it is illustrated in Fig. 1 . Furthermore, Theorem 4.1 does not only prove its correctness but also explains it. The algorithm is based on Lemma 4.1, which in turn requires the following definition.
Define a function prev by
where prev(i) = −1 if the maximum is taken over an empty set. Intuitively, if we start at index i and scan the BWT upward, then prev(i) is the first index at which the same character BWT[i] occurs. The LCP-array after the jth iteration of Algorithm 1 (omitted entries are not computed yet).
Algorithm 1 Construction of the LCP-array.
continue at line 12 10 in line 15 can be computed efficiently. To this end, we use a stack K of size O(σ). Each element on the stack is a pair consisting of an index and an lcp-value. We first push (0, −1) onto the initially empty stack K. It is an invariant of the for-loop that the stack elements are strictly increasing in both components (from bottom to top). In the ith iteration of the for-loop, before line 13, we update the stack K by removing all elements whose lcp-value is greater than or equal to LCP [i] . Then, we push the pair (i, LCP[i]) onto K. Clearly, this maintains the invariant. Let x = last occ[BWT[i]] + 1. The answer to RMQ(x, i) is the pair (j, ) where j is the minimum of all indices that are greater than or equal to x. This pair can be found by an inspection of the stack. Moreover, the lcp-value LCP[x] + 1 we are looking for is + 1. To meet the O(σ) space condition of the stack, we check after each σth update if the size s of K is greater than σ. If so, we can remove s − σ elements from K because there are at most σ possible queries. With this strategy, the stack size never exceeds 2σ and the amortized time for the updates is O(n). Furthermore, an inspection of the stack takes O(σ) time. In practice, this works particularly well when there is a run in the BWT because then the element we are searching for is on top of the stack.
Algorithm 1 has a quadratic run time in the worst case, consider e.g. the string S = ababab...ab$.
Engineering Algorithm 1
At first glance, Algorithm 1 does not have any advantage over Kasai et al.'s algorithm because it holds S, SA, LF, BWT, and LCP in main memory. A closer look, however, reveals that the arrays SA, LF, and BWT are accessed sequentially in the for-loop. So they can be streamed from disk. We cannot avoid the random access to S, but that to LCP as we shall show next.
Most problematic are the "jumps" upwards (line 7 when LF[i] < i) and downwards (line 15 when LF[i] > i). The key idea is to buffer lcp-values in queues (FIFO data structures) and to retrieve them when needed.
First, one can show that the condition The space used by the algorithm now only depends on the size of the queues. We use constant size buffers for the queues and read/write the elements to/from disk if the buffers are full/empty (this even allows to answer an RMQ by binary search in O(log(σ)) time). Therefore, only the text S remains in main memory and we obtain an n bytes semi-external algorithm. Proof. Let i ∈ m-indices. In the while-loop in lines 10-14, the algorithm scans BWT upwards as long as the corresponding entry in the LCP-array is greater than or equal to m and not all characters have been seen so far. Whenever it encounters a character c not seen before, it sets up char ex[c] to i and increments the counter no of char of all characters seen so far by one. So after the while-loop in lines 10-14, we have up(c) = ⊥ if and only if up char ex[c] = i. In the whileloop in lines 16-22, the algorithm scans BWT downwards as long as the corresponding entry in the LCP-array is strictly greater than m and not all characters for which up(c) = ⊥ holds have been seen so far. Whenever it encounters a character c not seen before for which up(c) = ⊥ holds, say at index k, then it adds LF[k] to the set (m + 1)-indices. According to Lemma 6.1, this is correct because k = down(c). To avoid that the same character c is considered again, up char ex[c] is set to ⊥ (undefined). Furthermore, no of char is decremented by one.
Observe that in contrast to the upward scan, the downward scan stops when an index i with LCP[i ] = m is reached. This does no harm because i ∈ m-indices, i.e., the algorithm starts a downward scan starting at index i , and up(c) = ⊥ for index i if up(c) = ⊥ for index i.
For the string S = a n−1 b$, each upward scan ends at index 0. So the worst case time complexity of Algorithm 2 is also O(n 2 ).
The hybrid algorithm
Our experiments showed that even a careful engineered version of Algorithm 1 does not always beat the currently fastest LACA [3] . For this reason, we will now present a hybrid of Algorithms 1 and 2 that uses a modification of Algorithm 1 in the first phase. This modified version computes all LCP-entries whose value is smaller than or equal to m , where m is a user-defined value.
(All we know about the other entries is that they are greater than m .) It can be obtained from Algorithm 1 by modifying lines 8, 10, and 14 as follows: In the second phase we have to calculate the remaining n I = |I| many LCPentries, and we can use Algorithm 2 for this task. For many texts, however, we have n I n; see Section 8. In this case, more cache misses can be avoided by restricting the original arrays LCP, LF, and BWT to the indices from I. We denote these compact arrays by LCP I , LF I , and BWT I ; see Table 1 . The following additional information is needed to adapt Algorithm 2 to the compact arrays:
1. We have to adjust LF I because its entries give the original indices in the LCP-array, but we need them relative to our new indexing. These relative values can be calculated in linear time and are stored in LF I . Now we have all ingredients for the space optimized version of the second phase as shown in Algorithm 3. To further improve the locality behavior, we store LF Ientries in the LCP I -array. This is possible because we will not access lcp-values. But then again, we are faced with the problem of how to decide at what point in time an up-or downward scan has to be terminated (the RUN-array is only useful for the original threshold m but not for m > m ). To solve this problem, we will access m-indices in decreasing order and whenever an index i ∈ m-indices has been "fully treated" (in line 27, when m is written to LCP I [i]) we mark i by setting Note that the indices in each queue are in decreasing order. In the for-loop at line 6, we access the queues one by one in decreasing lexicographic order. So for m = m it is clear that the m-indices are processed in decreasing order. It still must be shown that the decreasing-order-property is an invariant of the repeatloop, i.e., under the assumption that it holds for m, it must be shown that it also holds for m + 1. That this is indeed the case follows from two key observations. 
Experimental results
Besides Algorithms 1 and 2, we have implemented and compared four LACAs:
• KLAAP: A semi-external version of the algorithm presented in [5] using 5n bytes. Pseudo code is presented in Algorithm 4.
• Φ-KMP: The semi-external version of the algorithm presented in [3] using 5n bytes. Pseudo code is presented in the Algorithm 5.
• GO: The hybrid algorithm presented in Section 7 using 2n bytes of memory. • GO2: The hybrid algorithm using buffered queues in the first phase (cf. Sec. 5) and therefore usually using only n bytes of memory .
The implementations are part of the first author's sdsllibrary, which is available under the GPL licence at http://goo.gl/FAEU. The library provides an array data structure called int vector which uses only w bits per integer (w is constant and lies in [1..64]), i.e., it is a bit compressed array. This enables the implementations to work with input greater than 4 GB without doubling the space. However, the access time to an int vector element is about 20-30% slower than to the byte aligned version. Since the SACAs use byte aligned arrays, its speed relative to the LACAs is faster by this factor. We used the Pizza&Chili and Manzini's Corpus as test set. The tests were performed on a PC equipped with a Dual-Core AMD Opteron 1222 processor and 4GB of main memory. Tables 2 and 3 show the running times (we measured real time) and peak memory consumption for different text categories, text sizes, and algorithms. Of course, it would be interesting to know how the LACAs perform relative to the other phases in the CST construction; our experimental results in Figure  2 answer this question. Although the hybrid algorithm GO performs many more character comparisons than KLAAP or Φ-KMP, it clearly beats these algorithms on the Pizza&Chili Corpus. For example, KLAAP or Φ-KMP take 5.2 · 10 7 character comparisons for the input dblp.xml.50MB while GO takes 6.4 · 10 9 . By contrast, GO requires only 1.8 · 10
8 random accesses to the text, while the other algorithms need about 5.2·10
8 (see Table  4 for other texts). The cost of random accesses increases with file size. While GO is two times faster than KLAAP for 20MB of DNA sequence, it is three time faster for 200MB. Finally, let us focus on the two phases of GO. The first phase usually takes most space and time. The parameter n I in the second phase lies in the range from 0.0001n (XML) to 0.24n (English text with many repetitions). For small n I (n I < 0.03n), Algorithm 1 beats GO in time, while it is totally inappropriate for large n I : it takes 60 times longer for English.50MB than GO. Algorithm 2 never beats another algorithm in time or space.
Acknowledgment and recent developments The Corpus of Manzini contains one test case on which the worst-case behavior occurs: The human chromosome 22 (see Table 5 ). Despite the fact that only 3.3% of the lcp-values are greater than 254, the second phase takes about 100 times longer than the linear algorithms. We thank the anonymous reviewers for pointing out that this is a hard test case. This problem lead us to redesign the algorithm. Here is the idea: The second phase can be made linear by applying the Φ-algorithm to the small subset of n I lcp-values which are greater than 254. This can be done with n + n I log n + o(n) bits by using a rank data structure on an bit vector which indicates if a lcp-value is greater than 254. The algorithm consisting of phase 1 and the modified phase 2 has a linear time worst case complexity. It will be made available on http://arXiv.org. Finally, the topology of the suffix tree, which is represented by a sequence of balanced parentheses (bps), is calculated in 9.6 seconds. The two right profiles impressively show how space efficient the two new algorithms are. While they take about 2n or n bytes in the first phase of the LCP-array construction, they usually take only a fraction of n bytes in the second phase.
Copyright © 2011 SIAM Unauthorized reproduction is prohibited. 
