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1. INTRODUCTION 
In the analysis of the signals from biological systems, we assume that a dynamical system in the 
form of a discrete-time evolution rule is responsible for the observations 
u (tn+l) = F (u (tn)), (1) 
where U(tn) = [ul ( tn) , . . - ,  uf(tn)] is the vector in f-dimensional space of values of the variables. 
Discrete dynamics arises by sampling the continuous dynamics and we assume that there is a set 
of f ordinary differential equations 
du(t) 
dt  - G(u(t)) ,  (2) 
for the variables u(t) = [u l ( t ) , . . . ,  uf(t)]. When the observations are only sampled every T, the 
discrete and continuous dynamics can be connected by the formula 
F (u (tn)) ~ u (tn) + ~-G(u(t)) (3) 
in which is used the approximation of the first derivative in the form of a finite difference. 
The number of degrees of freedom, or equivalently, the dimension of the state space of a 
dynamical system, is the same as the number of first-order differential equations required to 
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describe the evolution. The vector field F(u) has parameters that reflect he external settings of 
physical properties of the system. The dynamical system (1) is generally not volume preserving 
in the f-dimensional state space. We shall avoid the further discussion on the dynamic system 
theory referring mainly the review [1] by Abarbanel et al. as a perfect introduction on the topic. 
2. PHASE PORTRAIT  
We assume the system (1) as time series that are "enough" smooth in order to evolve in a limit 
volume of the phase space. These are the common time series from a data acquisition system 
and we consider a scalar variable s(n) = s(to + nT) measured every T. 
There are two ways in reconstructing the phase space. We are able to establish the values for 
the time derivatives of the measured variable in order to find the number of the independent 
variables describing the system in the form of the discrete analog of equation (2). We need to 
approximate the derivative [2], since we have measurements only every T 
s (to + (n + 1)T) -- S (to + nT) 
~(n) ,~ (4) 
T 
This is a crude high pass filter of the data and we are producing poor presentation of the time 
derivative. The formula for the derivatives hows us [3] that we are adding to the information 
already contained in the measurement s(n) measurements at other times lagged by multiples of 
the observation time step T. 
The better idea is, we really do not need the derivatives to form the co-ordinate system, by 
that we could directly use the lagged variables (n + T) = s(to + (n + T)T), where T is some 
integer to be determined. Then using a collection of time lags to create a vector in d dimensions 
y(n) ---- Is(n), s(n + T), s(n + 2T) , . . . ,  s(n + (d - 1)T)], (5) 
we would have provided the required co-ordinates. There are enough powerful methods [1] to 
determine both the time lag T and the so-called embedding dimension d -- dE of the signal. 
The next important step is the building of dE-dimensional phase portrait in the determined 
phase co-ordinates (5). For the purposes of structure stimation, it is useful to define the "phase 
density" p(y) of the signal distribution in the phase space by the next procedure: to divide the 
phase space by dE-dimensional volume elements, to determine the ratio of the length of the phase 
trajectories crossing the element and the full length of the phase trajectories, to divide by the 
volume of the element. The limit of the ratio when the full trajectory length tends to infinity and 
the volume of the element ends to zero gives the phase density. The characteristic distribution 
of p in the phase space shows if there are deterministic structures in the signal. To each of the 
structures corresponds a continuous figure in the phase space formed by the phase density. 
3. STRUCTURE AVERAGING 
Deterministic dynamics evaluation [4] could be performed by using of the structure averaging 
technique. 
We consider a single-structure signal containing randomly distributed one type of structures. 
From the phase portrait, we determine the most probable phase of the signal at the maximum 
value of the density. Following the maximal gradients from the most dense element to the closest 
empty elements, we provide a (dE - 1)-dimensional surfacc the phase trajectories' cross-section. 
This surface is crossed by the signal trajectory in N moments Tk and the structure of the signal 
can be written in the form 
U( t )= lim 1 N 
N-*oo -N E u (Tk + t). (6) 
k=l  
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The procedure of the structure averaging presented by equation (6) is a nonlinear one by its own 
nature because of the dependence of the moments Tk on the signal evolution in the phase space 
as it was described in the previous ection. 
Let us consider a single-structure ~tochastic signal 
OO 
u( t )= E U(T j+t )  (7) 
j~- -OO 
with U(t) depending on a single variable t and tending exponentially to zero at t -~ :t:oo. The 
autocorrelation function of this signal can be expressed in the form [2] 
S(w)  = v~ Iu( )f 2, (s) 
where U(w) is the Fourier image of the structure U(t). 
Consequently, the spectral density and the auto correlation function depend on the shape of the 
structure and the distance between the structures. As it follows from the last equation, the struc- 
ture contains more information about the signal than the spectral density because the knowledge 
of the spectrum determines only modulus of the structure [U(w)l, but not its phase arg U(w). 
4. MODEL BUILDING 
After the reconstruction of the signal structure U(t), we have in our disposition all the infor- 
mation about both the amplitude and the phase of the signal. This knowledge gives us a powerful 
tool for model building. Having the model in a form of a set of differential equations (2), instead 
of searching for irregular and unlimited in time solutions, we are able to formulate a problem for 
the the same equations with respect o the structures 
dU(t) 
= G(U(t)) (9) 
with simple boundary conditions at infinity 
lim U(t)) = 0. (10) 
t--.:t:oo 
It is needed to find a smooth, finite solutions localized at the distance of the order of their 
correlation radii. The nonlinear model verification is performed comparing the finite, smooth, 
and localized "structure" solution of model equations (10) with the corresponding reconstructed 
structure (6) of the observed signal. This procedure could be iteratively applied with a proper 
model improvement in order to obtain an adequate model of the considered ynamical system. 
5. SUMMARY 
A method for phase averaging and its use in extracting the deterministic structure of the 
signal as well as for model building are presented. It is shown, that the structures contain all 
the information about the deterministic component of chaotic time series. Due to this fact, the 
reconstructed signal structure can be used in nonlinear model verification and model building. 
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