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CHAPTER I: PROBLEM OF OPTIMIZATION 
1.1 Introduction 
Optimization is the science of selecting the best of many possible decisions 
in a complex real life environment The systematic approach to decision-making 
generally involves three closely interrelated stages. The object of the first stage is 
to develop a mathematical model representing the decision problem under con-
sideration. The decision-maker forms the model first by identifying the variables, 
collecting the relevant data, formulating the objective function to be optimized, that 
is, marimized or minimized, and arranging the variables and data into a set of 
mathematical relations, such as equations and inequalities, called constraints. The 
second stage continues the process with an analysis of the mathematical model and 
selection of an appropriate numerical technique for finding the optimal solution. If 
one or more of the constraints, or the objective function of the model, are non linear, 
the optimization problem is a non linear program. Analysis of a non linear program 
provides valuable insight into the structure of the problem and answers questions 
about the existence and characterization of feasible and optimal decisions. The third 
stage consists of finding an optimal solution, in most cases on a computer. In 
obtaining the solution, the decision maker uses either an available computer code 
or develops a new code, implementing the technique chosen in the second stage. 
The optimization problems that have been posed and solved in recent years 
have tended to become more and more elaborate, not to say abstracts. Perhaps the 
most outstanding example of the rapid development of optimization techniques 
occurred with the introduction of dynamic programming by Bellman in 1957 and of 
the maximum principle by Pontryagin in 1958. These techniques were designed to 
solve the problem of the optimal control of dynamical systems. 
Optimization techniques can be mainly classiHed into two: 
(1) Classical Optimization Methods 
(2) Mathematical Programming Techniques. 
Classical Optimization Methods 
The classical techniques applying the calculus to the solution of certain types 
of optimization problems. The classical techniques can be generalized to handle 
cases in which the variables are required to be non-negative and the constraints may 
be inequalities, but again these generalizations are primarily of theoretical value 
and do not usually constitute computational procedures. In certain, especially 
simple, situations, however, it is possible to use the classical theory to solve analyti-
cally for an optimal solution in terms of the various parameters appearing in the 
problem. 
Mathematical Programming Techniques 
Mathematical programming techniques are used for the formulation and 
production activities. These solution of optimization pvoUems by systematic plan-
ning of various techniques consist in finding the maximum of a function of several 
variables under a prescribed set of constraints. This part of optimization includes 
Non-Linear Programming, Convex Programming, Non-convex Programming, 
Linear Programming and Goal Programming etc. 
1.2 Developments in Non-Linear Programming: 
In 1951, Kuhn and Tucker published an important paper on Non- linear 
programming dealing with necessary and sufficient conditions for optimal solutions 
to programming problems, which laid the foundations of a great deal of later work 
in non-linear programming. Some generalizations of their theoretical work by other 
authors appeared later in the book, studies in linear and non-linear programming, 
edited by K-J. Arrow, L. Harwicz and H. Uzawa and published in 1958. 
Begining in 1955, a number of papers by different authors dealing with 
quadratic programming began to appear. In 1959, Wolfe suggested the method 
which has the great advantage that it reduces the task of solving a quadratic problem 
to a form permitting applications of the simplex method. 
In 1959, J.B. Dennis was the first to set down the elements needed for a 
computational algorithm for convex progrcimminng problems. Later, some what 
different detailed algorithms were developed by G. Zx)utendijk (1959) and Rosen 
(1960,1961). Furtlier development in this directions are contributed by the various 
authore such as Zangwill (1967), Fiacco and McCormick (1968), Cottle (1971), 
Balas (1973), Horst (1976), Bazara and Shetty (1979), Ben Israel an Ben-Tal (1982), 
Grinold (1983). Zhang (1985), Hoffman (1986). 
Tui (1964) developed a cutting plane method for minimizing a concave 
function with linear constraints. In 1966, Zwart established the cycling of Ritter's 
method. Some improvements in the cutting plane method were given by Cobot 
(1974), Zwart (1974), Horst (1976), Thoai and Tui (1980), Rosen (1983; 1987),Z 
Islam, S.U. Khan and S. Jassim (1986). In 1981, Hoffman gave a method for 
minimizing a concave function over a convex set whose defining constraints may be 
non-linear. S. Bolintineanu (1993) described the problem of minimizing a quasi 
concave function over an efficient set of a multiobjective linear program. 
1.3 Non-Linear Programming Problem (NLPP) 
Consider the following nonlinear programming problem 
Minimize Z= f(x) 
subject to g .{x) ^ 0 for / = 1 , . . . . , m 
X. ^0for; = 1, ,n 
X G X 
where/, g^, g^ , x^, , A;^  are functions defined on En, X is a subset of En, 
and X is a vector of n components jc^  x^. The above problem must be solved 
for the values of the variables J t j , . . . , jc^  that satisfy the restricfions and minimize 
the function/ i 
The function / is usually called the objective function or the criterion 
function. Eachof the constraints g^ .(;e) <0 , for/ = 1 , , mis called an inequality 
constraint and each of the constraints x. =0 for i =1, , n is called a feasible 
solution to the problem. The collection of all such solutions forms the feasible 
region. The nonlinear programming problem, then , is to find a feasible point x 
suchthat/(A:)>/(Jt) for each feasible point j ; . Such a point Je is called an optimal 
solution or simply a solution, to the problem. 
A nonlinear programming problem can also be stated as a maximization 
problem, and the inequality constraints can be written in the form g .{x) >0 for 
/ = 1 , m. 
There is no simplex like technique for solving a general non- linear program-
ming problems. However, numerous solution methods have been developed, since 
the appearance of the fundamental theoretical paper by Kuhn and Tucker (1951) 
for solving the NLP problems within which/(x) andg^.(jt), z = , . . . ,m have some 
special forms. 
1.4 Solutions to NLPP 
A number of optimization methods have been developed for solving dif-
ferent types of NLP problems. In the begining, Classical Optimization Theory 
provided solution to NLPP. This theory develops the use of differential calculas to 
determine points of maxima and minima (extrema) for unconstrained and con-
strained function. It produced necessary and sufficient conditions for determining 
unconstrained extrema, the Jacobian and lagrangean methods for problems with 
equality constraints and the Kuhn - Tucker conditions for problems with inequality 
constraints. A necessary condition for XQ to be a stationaiy point oif(x) is that 
A/(^„) = 0 Je the gradient vector must be null A sufficient condition for a 
stationary pointAT^ to be extremum is that the Hessian matrix H evaluated atA:„ is, 
(i) positive definite, when XQ is a minimum point, and (ii) negative definite when 
jjp is a maximum point 
A drawback of using the necessary condition A f(x) = (? to determine 
stationary points is the difficulty of solving the resulting simultaneous equations 
numerically. The Newton- Rapheon method is an iterative procedure for solving 
simultaneous non linear equations. This method actually is a part of the gradient 
method. 
The basic idea of Jacobian method is to determine the gradient of objective 
function at every point satisfying the equality constraints. This method may be 
considered as a generalization of the simplex method for linear programming. 
The Lagrangean method seems to be closely related to and indeed may be 
developed logically from the Jacobian method. 'I"he development of Kuhn-Tucker 
conditions provide the basic theory for non-linear programming. These conditions 
provide necessary condition for identifying stationary points of a non-linear prob-
lem with inequality constraints. The Kuhn-Tucker conditions are also sufficient as 
long as the solution space of the problem is convex and the objective function is 
concave in the case maximization and convex in the case of minimization. If a non-
linear programming problem is composed of some differentiable objective function 
and equally side constraints, the solution may be obtained by the use of Lagrange 
multipliers. 
Let us consider the problem with n variables and m equality side constraints: 
Maximize Z = f{x.)iox {j = \,. ..,n) 
subject to gy(x.) = bior (/ = l , 2 , . . . , m < n ) 
and X. ^0 
To find the necessary conditions for a maximum value of the objective 
function, a new function is formed by introducing m multipliers A. (for i = 1,2, —,m) 
as follows: 
h (x X.) = nx)-2KlSy(Xy)-by]{ora = l , 2 , . . . , n ) 
The symbol A represents an unknown constant called the Lagrange multiplier. The 
necessaiy conditions for a maximum of the objective function are 
f]^ =- [gAXy)-K] = 0 '^ = 1 . 2 , . . . , m 
The necessary conditions also become sufficient conditions for a maximum (mini-
mum) if the objective function is concave (convex) and the side constraints are in 
the form of equalities. From the above conditions, the value of A equals to. 
A indicates the change in the value of optimal/(A: .) due to changes in the available 
amount of b while all other variables remains the same. Positive A represents an 
increase in the value of optimal/(x.) as the amount of b increases and negative A 
represents a decrease in the value of optimal/ (j:.) as the amount of b decreases. 
1.5 Kuhn-Tucker Conditions 
The non linear programming problem (NLPP) with inequality constraints 
can be solved by lagrange multipliers if the given problem is slightly modified. In 
the optimal solution, some of the side constraints may be satisfied as equalities, 
while the others may be satisfied as inequalities. The necessaiy and sufficient 
conditions for an optimal to a non-linear programming problem with inequality side 
constraints are known as Kuhn - Tucker conditions. 
To illustrate Kuhn-Tucker conditions, let us consider a problem with an 
objective function in /idecision variables and m side constraint inequalities 
Maximize Z=f(x.) , ; = 1,2, /i 
subject to SMy) ^b.,i=\,2, , m, y =1,2, n. 
and x.>0 
The given problem may be slightly modified by introducing new variables }?^ .whose 
values are defined by 
.2 y,- =b.-g.{x^.) ,/ =1,2, ,m ,j =1,2, ,n 
,2 
ork/x.)-fc , l+) ' ; .=0 
This equation enables the value of gi^x.) to be non positive, thus maintaining the 
given inequality side constraints. Then the problem can be restated as: 
Maximize Z =f(x.), j = 1,2, /i 
subject to [ g.{x^) - b^] + y. = 0 , i =1,2, , m , ; =1,2, , n 
and jc. 2: 0 
i 
In this modified problem, the side constraints are now equalities, rather than 
inequalities. By introducing m multipliers A^  (for i = 1,2 m . The new func-
tion is formed as. 
hix.,y.,X.) =nXy)lX,[g,(x.)-b. + y]] 
The necessary conditions for a given objective function to be a maximum are: 
6x. 6xj jfi ' ^Xj (1.51) 
8 
^^/ ^' ' ' ^'^ (1.52) 
i = l , 2 , . . . 7 n , ; = l , 2 , , . . , » 
T— = -2A.v .= 0, i = l , 2 , . . . , / r ? . 
^^y ' '. \ (1.53) 
Equation (1.5 3) states that -— = 0 which requires either A .^= 0 oxyj — 0. 
\ly. - 0, g.{x^:) - h. = 0in equation (1.52) 
Therefore equation (1.52) and (1.53) together imply that: 
^i^Mj) = ^ ' '^ = l , 2 , . . . , m ; ; = l , 2 , . . . , n 
\iy. = 0. The artificial variable^ was introduced merely to convert the side 
constraints from inequality to equality. It may therefore discarded. The necessaiy 
conditions for a maximum may be treated as: 
^^ - ^. ~ 2 ' ' - , - , ' - 0 , y = l , 2 , . . . , n bx. dx. ff, ' 6x 
gMj) - ^/ ^ 0 . ' = 1 , 2 , m (I 54) 
M / ( ^ / ) = ' ^ ' ' = 1 , 2 , m , ; = l , 2 , . . . , n 
A^ . >0 / = 1,2, ,m 
More specifically, if A > 0 in (1.54), the inequality side constraints are 
binding. The value of optimal/(x.) will increase as the value of b increases. If 
A < 0, the inequality side constraints are not binding Hence, the optimal/(A: ) can 
be found ignoring the constraints because the lagrangian solution is not optimal. 
However, if the side constraint is > type in tlie above problem, the constraint is 
binding when A < 0. Hence, a decrease in the amount of h will yield an optimal 
f(x.). We ignore the side constraint when A > 0 because the constraint is not 
binding. 
The necessary conditions also become sufficient for a maximum if the 
objective function is concave. A nonlinear programming minimization problem may 
be solved in a similar manner. 
Minimize Z =f(x.),j = 1,2,. ..,n 
Subjectto g^.{x^.)^by,i=l,2, m, j = 1 , 1 , ,n 
and J:.2I:0 , i = 1, 2, m 
Therefore the necessary conditions for a given objective functions to be a 
minimum are: 
zMj) ~ ^/^ ^ ' I = l , 2 , . . . , m 
^ygy(x^) = ^, i = l,2,...,m, 7 = 1 , 2 , . . . , n 
Xy ^ Q, i = 1, 2 , , . . , m . 
1.6 John Fritz Theorem 
The Kuhn-Tucker conditions are obtained under certain regularity condition 
on the constraint set which rule out the possibility of the presence of any cusp in the 
constraint set 
Consider the problem 
Minimize f(x) (1-61) 
subject to gy{x) <0 , i =1,2, ,m 
10 
Kuhn and Tucker assuming that all the functions/fjc ,^ g^(x) are differentiate, 
introduce the following linear system in m variables A ,^ A^,. . . , A^ 
A . 5:0 , I = 1 , 2, ,m 
fix) +llyg'y{x) = 0 
^yS/{x*) = 0, » = l , 2 , . . . , m 
(1.62) 
Where x* is some vector satisfying (1.61). They pointed out that if x* is an 
optimal solution to the problem, then the system (1.62) may have no solution. 
However, if an additional hypothesis of a very general nature is made, then 
the compatibility of the system (1.62) becomes a necessary condition in order that 
X* be an optimal solution. The Kuhn - Tucker additional hypothesis is known as the 
constraint qualification property. 
John Fritz has given an anologous theorem in terms of the following linear 
homogeneous system of m4-1 variables A ,^ A ,^ A^,. . . , A^; 
A.^0 i = 1 , 2 , . . . . , m 
^ygyiX*) = 0, i = l , 2 , . . . , m 
where X again satisfies (1.61) and conditions (1.63) are necessary for A:* to be an 
optimal solution, without any additional hypothesis. 
Theorem 1 (John Fritz Theorem) 
Let / , g^  , / = 1, 2 , . . . , m be functions differentiable at x*. If x* is an 
optimal solution to the problem: 
11 
Minimize f(x) 
subject to g^.{x) 0, i = 1 , 2 , . . . , m 
then there exists scalars A ,^ i = 1 , 2 , . . . , m not all zero, satisfying 
k.-> 0 , i = 0 , 1,2 ,m 
V(^*) +SA,^',(^*) = 0 
/—I 
-^ /g/C^*) = 0, i = l , 2 , . . . , m 
1.7 Goal Programming 
Generally the objectives of an organization can be encompassed within a 
single objective, such as maximizing total profit or minimizing total cost But this is 
not always realistic. There are situations to maintain stable profits, maintain stable 
prices and increase company prestige etc Goal programming provides a way of 
striving toward several such objectives simultaneously. The basic approach of goal 
programming is to establish a specific numeric goal for each of the objectives, 
formulate an objective function for each objective and then seek a solution that 
minimizes the sum of deviation of these objective functions from their respective 
goals. 
There are two cases to be considered, (i), Non preemptive goal program-
ming, is where all of the goals are of roughly comparable importance, (ii) Preemp-
tive goal programming, is where there is a hierarchy of priority levels for goals, so 
that goals of primary importance receive first priority attention, those of secondary 
importance receive second priority attention soon. 
12 
The general goal programming model can be expressed as follows: 
Maximize Z = i ( W^ ti^ + IT: ciT \ 
^x\ ' ' ' ' I (1.71) 
a 
subject to y a ..X. + d~ - d^. =bie 
Px f J ' ' ' (1.72) 
X; d^dy ^ 0, for all / andy. (1.73) 
Equation (1.73) represents the objective function which minimizes the 
weighted (W) sum of the deviational variables (d^). The system of equations (1.7Z) 
represents the goal constraints, relating the decision variables (x.) to the targets 
(b .) and the set of inequalities (1.73) represents the standard non negativity restric-
tion on all variables and « ..the m x n real matrix. 
Example 1.7 (Budget Control Problem) 
The Punjab state government is faced with the problem of controlling its 
budget For this, it has decided at the investment x^ at Rs 30 million and the 
expenditures A:2 at Rs 20 million. Also, it has observed that it is equally undesirable 
for A;^  , x^ to be below their target OTX^ , x^ to be above their target Thus, a weighted 
positive linear combination of the squared deviations (ATJ — 30)^and(j;2 — 20)^ from 
the target is a reasonably good objective function for minimization. Assuming that 
the deviations of x^ and x^, from their target values are of equal! significance, the 
objective function for minimization can be taken as 
f{x)={x,-30f + ix^-2Q)\ 
A survey conducted by the government suggests that x^ and x^ must be 
constrained to satisfy two important relationships, namely, 
(i) XI10 >X2 (to encourage programs for promoting private investment) , and 
1 1 
(ii) '^xi^ + ~:x'£- < 100 ( so as not to reach an inflationaiy level). 
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Minimize / (x) = (x^ - 30 )^ + (x^ -20f 
subject to x^ +10 ^x^, 
1 «. 1 i 
X^ > 0 , A : 2 > 0 
This is a nonlinear programming problem with quadratic objective function. 
Here, the constraints are defined by the linear and quadratic functions. 
CHAPTER U: CONVEX PROGRAMMING 
2.1 Introduction 
Kuhn and Tucker (1950) and Tucker (1957) showed that if the convex 
functions were differentiable, the method of Lagrange multipliers could be ap-
proximately extended to inequality restrictions on convex functions. Beal 
(1955,1959), proposed the method for determining an optimal solution to a convex 
Quadratic Programming problem in which the classical calculas results are used 
rather than the Kuhn-Tucker conditions. Wolfe (1959) developed a slight modifica-
tion of the simplex method to solve the Kuhn- Tucker conditions. The methods of 
feasible directions by Zoutendj^ (1959) could be use to solve the Convex Quadratic 
Programming Problem (CQPP). Rosen (1960) gave his method of gradient projec-
tion for solving a CPP in which he used the projection of the gradient of the objective 
function on the boundary of the feasible domain and proceeded in its direction to 
improve the solution. Cheney and Goldstein (1959) gave a Newton's method for 
convexprogrammingandTechabycheff approximation.ChamesandLemke (1954) 
also gave a minimization method of non-linear separabel convex functions. 
L.G. Khacian (1979) proposed the method of central sections and the 
method of generalized gradient descent with space dilation. He showed how one 
can adapt the ellipsoid for convex programming. Ech-Cherif and Ecker (1984) gave 
a class of rank two ellipsoid algorithms for convex programming. Calamai and More 
(1987) also gave the projected gradient methods for linearly constrained problems. 
Fiacco and Kyparisis (1988) a published paper on computable bounds on parametric 
solutions of convex problems. 
2.2. Convex Programming Problem (CPP) 
The problem of minimizing a convex function or maximizing a concave 
function over a convex set is known as a convex programming problem. 
In mathematical terms, the problem of convex programming is to find 
15 
xiR" which 
minimize / {x) 
subject to X E S , 
where SCR^ is the sets of points satisfying the constraints 
g.{x)<0, j =1,2, ,m and f{x) and e (A:) are convex functions. 
Some examples of convex programming are given in the following: 
(i) A linear program is a convex program since the set of feasible solutions to a 
£^  linear program is a convex set and a linear objective function is both convex and 
concave. 
(ii) The quadratic program 
minimize f(x)=c'x+—x'Dx cjow 
subject to Ax = b (xGR) (222) 
is convex if and only if D is a positive sem-definite matrix. This is so because the 
quadratic form (2.21) is convex if and only if £) is a positive semidefinite matrix. 
(iii) The following nonlinear program is convex: 
Minimize f(x). 
subject to gy(x)>0, / = l , m 
hy (x) = '^ a^^x^ -b^. =0, ;• = 1, 
t=\ 
where, on/?^,/is a convex function and g^,....,g are concave functions 
(iv) (Search problem). Suppose that we wish to search for an object in a given region 
R*. The object could be a ship, an aircraft, a missile, a star, or an arms depot and 
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the region could be a certain portion of sea, sky, or land. The region R* is 
partitioned inton disjointsubregionsS^yS^, S^ so that 
R*=U S. 
Now we formulate the problem of finding the proportion of search effort 
that should be spent in each subregion so as to maximize the probability of location 
of the object as a convex program. 
hetp be the probability that the object is in the region S.. Further, assume 
that eachp^ is known as priori. This assumption is approximately satisfied in many 
practical problems. For instance, if the problem is to locate a missing aircraft, the 
search area R* and probablities/7 are estimated by the last reported position, speed, 
and heading of the aircraft, weather conditions, last radio contact and such other 
factors. Clearly, 
p.>0 for 1=1,2 , n, 
2 p. = l 
Let J*^ j, J^ 2' ' ^ i7 ^^ ^^ search efforts to be spent in the region 5j ,5^ 
respectively. We normalize jc^  >-*^ s^o that allje^ > 0 and 
2 x. = \ 
Given that the object is in the sub region S^ ., the conditional probability 
P r {x. I S .) of locating the object is a function of the search effort x.. Consequently, 
the total probability of locating the object is 
P{x., ,xj = i p. P (x.\S.) 
' ' ^1 ^ ' ^^ ' ' '^ (223) 
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If the form of the probability function P^(Xy \ Sy) is known, the search 
problem is to find x^ ,x^ which, 
maximize P(x^, ,x^) 
subject to Xy>0 (i =h n), 
i x. = l 
A reasonable form for the function P (AT . I 5.) can be obtained as follows. 
LetP (>0) be the probability of locating the object in one search trial. Then the 
probability of locating the object in n independent search trials is 
\-{\-Py =\-a~e'"', 
where fl=l and h— — log (1—P) >0. Therefore we assume that 
P^(^,|5^.)=l-ae-^-^-, (2,24) 
where h >0 and a. ^ 0 . Using equation (224) in eq (Z23), we get 
P(^i , , J ^ J = 2 p.{\-a.e-''.>^ 
= 1-1 ape-'"'. . 
Since the maximization P{x^, ^^) is equivalent to the minimization of 
2 a.p^.e-'^., 
the search problem becomes 
18 
-Ar 
Minimize 2^  a.p^e ^^^5) 
jr 
subject to 2 ^/ = 1, 
x.>:^ ( / = 1 , , « ) . 
Clearly, program (225) is convex as the objective function is convex for 
6 > 0anda.py"^ 0, z = 1 ,2 , . . . , n . 
2.3 Convex Quadratic Programming Problem (CQPP) 
The general quadratic programming problem is a nonlinear programming 
problem in which the constraints are linear and the objective is the sum of a linear 
and quadratic form. 
Mathematically, the problem is: 
Maximize (or minimize) / ( ^ ) = c'_x^ +^1 ^ ^ 
subject io Ax_=b^, 
jc > 0 
where ^  = (x^^^, , x^), and c = {c^,Cj, , c^ ) 
each element ofc is called cost coefficient A is an m X n matrix whose/, y''*element 
is fl .., / = 1 , . . . , m , y = 1, . . . ,n , m <n . ^ = (fc ,^ ,b ), fe .5: 0. Z) is a sym-
metric matrix of ordern whose / , y^ element is d . . , /= l , . . .m ,; = 1 , . . . , « . The 
element oiA , 6 and£ are (known) arbitrarily constant 
Now we will discuss the methods of Wolfe, Beal and Affine Scaling. 
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2.3.1. Wolfe's Method 
The significant advantage of this method is that the simplex method can be 
used in i t 
Consider the problem 
maximize 
subject to 
fix) =c'x + x'Dx 
Ax = h, 
x>Q 
(Z3.1.1) 
where, the matrix D, is of order n Xn and is assumed without loss of generality to 
be symmetric. /4, is an m Xn matrix, fc is an m —components column vector, and 
c', x' are n-component row vector. 
We should assume that the quadratic form J:' DX is either negative definite 
or negative-semi definite. Here it will be assumed that is negative definite. The 
negative-semi definite case will be considered later on. 
Now solving the problem (23.1.1) is equivalent to solving the system of linear 
equations. Thus ilx*, w* and A* is a solution to them+n equations, such that 
X* > 0 , w* > 0 , {x* y H" = 0 , then m -f-n components of (x*, w*, and A*) can be 
different from zero. Thus no more than n-components of the 2nd-components 
vector (x*, w*) can be positive, and x* 2:0 , w* ^ 0 must be a basic solution to 
.4 0 0] 
2D A'I, 
*' 
X 
X* 
* 
w 
= 
b 
—c (23.1.2) 
This result was obtained by Barankin and Dorfman (1955) whenx' Dx is 
negative definite, it is clear that the problem (23.1.1) can not have an unbounded 
solution. In this case there will either be a unique optimal solution or no feasible 
solution. Consequently, if there is a feasible solution, then there exists at least one 
basic solution to (2.3.1.2) with x* ,w* >:0 ,{x*)' v =0. 
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The procedure for finding this basic solution, if it exists, involves a slight 
modification of the artificial basic technique used to obtain initial basic feasible 
solution to the constraints/It = b. This is done by applying phase I of the simplex 
method We add artificial variables, say u = (u^, w ,^ . . . , u^) ^ 0 to the last n 
constraints of (23.1,2). Then 
Ax =b 
2 Dx-A'X+w +Eu = - c , (2.3.1.3) 
where £ is a diagonal matrixwhose diagonal elements are +1 or -1 accordingly as, 
-{c +2d^x^)> 0 ( o r < 0 ) , 
where c^„is the jth row of the matrix D„ containing the columns ofy4 and B 
Now set u = \ — c — ^j^^g I , ; = 1, 2 , . . . , n and solve the linear 
programming problem: 
Maximize 
--^  
- 2 u 
/=1 
subject to Ax — h 
2Dx - A'l+w + Eu = -c 
X, w, « > 0 
(13.1.4) 
J 
Here A is unrestricted in sign. In order to solve (Z3.1.4) by simplex method 
we get 
A = Ij — A ,^ where ^.,^2 ^ ^ . 
Then (2.3.1.4) becomes 
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maximize 
subject to Ax = b 
IDx - A'X^+A'X^-\•^v•¥Eu = 0 
X, w, u "> Q. 
We solve this problem with only one variation from the standard simplex 
procedure, which is: \ix* > 0, we do not allow w*. to enter in the basic; and vice-
versa Hence, the problem is linear except for the restriction {x*)' w* = 0, and it 
can be solved by using the simplex method to obtain — ^ Ui= 0, in the final 
iteration. 
The revised simplex method provides a convenient way for solving (2.3.1.4). 
If maximum — X " = 0> then we have a solution to our problem. 
When x' Dx in the problem (23.1.1) is negative-semi definite, then there 
exists the possibility for the QPP to have an unbounded solution, even if the QPP 
has an optimal solution, the possibility that the above procedure will not ter-
minates. We can convert a negative-semi definite form into negative definite form 
by making small changes in the diagonal elements of D. 
Ifj::' ib;: is negative-semi definite, thenjc' {D + el) j ; is negative definite, for 
all e, however, for small | e | , since then ex' Ix <OfoT anyjc P^ 0, andjc' Dx <0 
for anyx, so that[A:'Z>r + ejc'Zr] < 0 for anyx ?«i Oorx'[D-I-e/]jc < 0 for any 
X p^ 0, that is, je' [D -I- e /]A: is negative definite. 
ITius, if we have a QPP in whichx' Dx is negative- semi definite, we can make 
sure that the form is negative definite by subtracting a unit so that the perturbation 
is small enough in which the numerical results are not affected. 
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2.3.2. Beal's Method 
The method is an extension of the simplex method for linear programming 
problem. 
Consider the QPP: 
Maximize f{x) = c' x + x' Dx 
subject to Ax = b, (Z3.Z1) 
X SL^), 
where D is an M X n symmetric matrixy4 is an m x n matrix c' ,x' € R" (n-com-
ponent row vectors), b € R' (m-component column vectors). 
The Beal's procedure for solving this QPP may be summarized as follows: 
Choose arbitrarily any n variables as the basic variables so that the remaining 
n-m variables become non basic. 
LeL»:^  = {Xg,Xg,...,x^ ) and ;»:^  = {x^ ,Xj^,... ,x^ )bethebasic 
and non basic variables respectively for the system (23.Z1). 
Supposed, is a non singular basis matrix selected from A, and N the matrix 
containing the columns of ^ 4 not in B. 
We can write the constraints of the problem as, 
{B,N) C^) = i> 
^""N' (23.2.2) 
so that, 
x^=B-'b-B-' Nx^ (23.23) 
A basic feasible solution can be obtained by settingA:^ = 0 if fi 6 > 0 
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LetY, = ( y i o ' ^ 2 0 ' - - - ' ^ ^ ) ' =B-' b> 0 and F^., the jth element of 
the ith column (B~^ N). Then, (Z3.Z3) can be written as: 
x^ = Yj^-J, Y x^, i = l,2,...,m. (23.24) 
It should be noted that the current basic feasible solution is 
^B ~ ^jo' i = f , 2 , . . . , m 
y^V 0,y = l , 2 , . . . , n - m . 
The objective function can now be written as: 
f(x) (c'^.C^) ^x "^ ^B 
\ I 
+ (^V^V) 
D 11 ,D,^ ix"^ 12 
^ 2 1 • • ^ 2 2 
\ ^} 
By using (23.24) the objective function/(x) of (23.21) can be expressed, in 
terms of jc^ in the form 
/(-^) = x^-^Qx^^ x'J)x^ (23.25) 
where x^ is the value of the objective function at the basic feasible solution. 
Q — (^1' ^2' • •' ^ -a^^^^^ °'™ component vector of the coefficients of non-
basic variables and D, is a symmetric matrix. 
•/» From (2.3.25) the / element of the gradient vector will be. 
PA^^)= dx^ 
= q +2x'^ J = 1,2,•••,n-m 
q.+ 2y d,.x^ (23.26) 
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where q. is the;'^element of Q 
<^  ^ is the k element of the; row of D. 
LetJk;^= Y^ be a basic feasible solution to the problem (23.Z2). then from 
(23.26) it is clear that 
—r-—- = ^.wherej::^= 0. 
ox J " 
Clearly it will pay to increase that j ; : ^ for which Fj^iXj^) is most positive. 
Letje^, be the non-basic variables for which Fj^{x^) is most positive, this 
jc^^is taken to be variable to enter the basis. Now to fix the leaving variable, we must 
consider the following two points 
1. The maximum increase A:^ in Y^^ should be such that no basic variable becomes 
infeasible that is. 
1 y,y y . , '' 
00 \i2^y.^<.^ (23.27) 
2 The maximum increase jc^ in jc^^ should be such thatF^(jr^) should not become 
negative, or in other words, we increase Jc^ s^o that F^ (x^) becomes zero. Thus from 
(23.26) 
/ 
' , d,, <0 2d' **^ 
"" ^ '^u= ^ (23.28) 
Hence, the desired maximum increase inx^^ is given by 
x^ = min [x%, A:^ ^ ) (23.29) 
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llx^ = jc^ then (23.17) determine the leaving variable to be j ; ^ which 
will become non- basic in this case. Now the coefficients of Y^, Y.,Q,D are 
recomputed for the new basic feasible solution and the computational procedure is 
repeated. While increasing (decreasing), non-basic variable it may happen that 
F^{x^) vanishes before that any basic variable becomes zero. In this case, we 
introduce a new unrestricted non-basic variable 
' ' ^ ''^AJ (23.110) 
We now have a basic feasible solution to the set m -I-1 constraints/Lc = b and 
F.(x^) = 0. From (13.2.6) 
a. d.. 1 
^ Id. Ad. ^ 2d.. J ('y7.o^^\ 
We use (13.111) to replace x^ in (13.14) and (13.15), and introduce U. 
Then (13.111) alongwith (13.14) will represent the new basic feasible solution. 
The procedure now repeats with this new basic solution until finally we get the 
optimal solution be a sum of a linear, form and a convex quadratic form and hence 
is also convex. 
2.3.3. Affine Scaling Method 
For simplicity, we assume that f{x) is a twice continuously differentiable 
real-valued function defined on R". Let us denote its gradient vector by V fQc) and 
Hessian matrix by V^/(A:) at a point je E.R". Then/is a convex function on i?'if and 
only if V f{x) is positive semidefinite for every jc G R". If an unconstrained convex 
function/has a minimizer mR", then its minimizer (s) can be determined by solving 
V/(jc) =0 /and is strictly convex if and only if V^/ {x) is positive definite for every 
X GR". 
Linearly constrained convex programming problem is defined as follows 
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Minimize f(x) (Z3.3.1) 
subject to Ax =b and x>0 (2.33.2) 
where A is an m X n matrix, and b G R". Assume that the constraint matrix A has 
full rank and b lies in the range space of A. Then there is no redundant constraint, 
and the feasible domain defined by (23.3.2) is non empty. 
The Karush-Kuhn-Tucker conditions for problem (Z3.3.1) and (2.3.3.2) are 
given by 
Ax = b , AT > 0 (23.3.3) 
- Vf(x) +A'w+s = 0,s>0 (23.3.4) 
XSe = 0 (23.3.5) 
when V^/(jt) is positive definite, conditions (23.3.3) to (23.3.5) can be used for the 
optimality test K f{x) =c'x +-x' Dx, then V/(x) = Dx+c and conditions 
(23.3.3) to (23.3.5) become conditions 
Ax = b, x>0 (23.3.6) 
-Dx+A'w+s = c, s>0 (23.3.7) 
XSe= 0 (23.3.8) 
(under previously assumptions and taking v =x, equations (23.3.6) to (23.3.8) are 
Karush-Kuhn-Tucker conditions for convex quadratic programming). 
The basic idea of designing a primal affine scaling algorithm for a linearly 
constrained convex programming problem is to replace the role o(D andDx + c in 
the quadratic programming algorithm by V^/(x) and V/(j:) respectively, to handle 
the convex case. In this way, for an interior feasible solution x ,^ the moving direction 
is determined by 
< = [ / - H^A' (AH^A' r'A ] H^Vfix'^) 
where / / , = (V'fix') + X~/ y'. (2.3.3.9) 
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A new iterate is generated according to the following translation 
Jt X 
where «^is an appropriate step length. We need two parameters a^anda^to decide 
CK^ in the quadratic programming case. As to a;^  we let jt = jc + a d^ and evaluate 
its objective function (23.3.1) atjc as / ( a ) = f{x^ + a dx*). 
Then we can conduct a line search on a to find a minimizer and set it to be 
a^ The final step- length is the smaller of the two, i.e., a. = min | a,, aA. 
Once the moving direction and step length are known, the algorithm iterates 
from one interior feasible solution to another. Moreover, the Karush-Kuhn Tucker 
conditions are checked for the termination of the algorithm. 
At the k'^ iteration with a feasible solution jc'^ , we define 
w^ = (AH^A')-^ AH ^W fix*); and 
s*=Wf{x*) -A'w*. 
Then we stop the algorithm when the following conditions are met 
(i) Primal feasibility 
11 6 11 + 1 - 1^ andA: > U 
(ii) Dual feasibility 
either s* >0 or — LL^Jj < g 
| | V / ( . x : ^ ) | | + l 2 
(iii) complementary slacknes 
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where e^, E^ and e^  are small positive numbers. 
Algorithm 
Stepl 
Solve V/(x) = 0 for^ :. \iAx — b andj; > 0 then stopwith an optimal solution 
X. Otherwise, set ^ = 0 and apply the phase-I linear programming method to find 
an interior feasible solution^;" such that ^ ;e° = bsindx^> 0, a < l 
Step 2 
Compute H^= (V^f(x*)+X'/y\ Evaluate w^ by solving 
[AHj^A' ] Wj = AH^y f{x*) and compute dual slackness. 
5^ = Wf{x*) -A'W* 
step 3 
If 
either 
l l ^ ' - M I 
I I H i + i 
/ s Oor — 
^ Bj and 
1 1 c''^  1 1 
IM II i rv / (x^ ) i i+ i ^" ' 
and (x*y s^' < 63 than stop with an optimal solution jc^ . Otherwise go to the next 
step. 
Step 4 
Compute a direction of translation 
step 5 (Computing step length) 
Using the line search to find a^by approximating the minimizer of 
If(/'^> 0, then set a J, = a J. Otherwise, calculate 
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ax^ 
«'^  = "^ ^ {-J* I < < 0 } 
/ 
and set a^ = min I «i., «^ }• 
Step 6 (Moving to a new solution) 
Perform the translation J:^^ *- X* + a^d^.Set k*- k + I and go to step Z 
2.4 Method of feasible directions: 
The method of feasible directions is based on the same philosophy as the 
method of unconstrained minimization discussed by, Rosenbrack (1960), Fletcher 
and Powell (1963) and Powell (1964). The basic idea is to choose a starting point 
satisfying all the constraints and to move to a better point according to the scheme 
^Ai = ^ - + ^ ' 5 / (Z4.1) 
where x. is the initial point for the ith iteration, 5 . is the direction of 
movement, lis the distance of movement and JT^ .^ ^ is the final point obtained at the 
end of the ith iteration. The value of A is ahvays chosen so thatA:^ ^ lies in the feasible 
region. 
The search direction 5 is found such that: 
(i) a small move in that direction violates no constraint, and 
(ii) the value of the objective function can be reduced in that direction. 
The new point A^ ^^ j is taken as the starting point for the next iteration and the 
whole procedure is repeated several times until a point is obtained such that no 
direction satisfying both (i) and (ii) can be found. Such a point denotes the con-
strained local minimum of the problem. ITiis local minimum need not to be a global 
one unless the problem is a convex programming problem. A direction satisfying 
both the properties (i) and (ii) is called a usable feasible direction. This is the reason, 
why these methods are known as methods of feasible directions. 
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2.4.1. Zoutendyk's Method (1960) 
As stated earlier, the methods of feasible directions differ from one another 
only in the manner in which they generate usable feasible directions. In Zoutendijk's 
method, usable feasible direction is taken as the negative of the gradient direction 
if the initial point of the iteration lies in the interior (not on thk boundary) of the 
feasible region. However, if the initial point lies on the boundary of the feasible 
region, some constraints will be active and a usable feasible direction is found. The 
iterative procedure of Zoutendijk's method of feasible direction can be stated as 
follows: 
Algorithm 
Stepl 
Start with an initial feasible points , and small numbers e., e^and e- to test 
the convergence of the method. Evaluate/ (x^) and g (jc )^ ,; = 1, 2 , . . . , m itera-
tion number as /' = 1 
Step 2 
l[gy(Xy) < 0 ,;• = 1 , 2 , . . . , m (i.e., Xyis an interior feasible point), set the 
current search direction as 
s, = - V/(x,) 
Normalize 5. in a suitable manner, and go to step 5. If at least one 
Sy(X/) = 0, go to step 3. 
Step 3 
Find a usable feasible direction S by solving the (direction finding problem) 
linear programming problem: 
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Minimize a 
subject to S' Vg (jc^ .) + 0 a < 0, ; = 1 ,2 , . . . ,/> 
5" V/ + a < 0 
- 1 < 5 ^ . < 1 , i = l , 2 , . . . , n 
where 5^ is the ith component of the search direction S, the firstp constraints have 
been assumed to be active at the point A;^  i.e. %{x^^ = 0,j = 1,2,... ,p and the 
values of all 6 can be taken as 1, for simplicity, a is an additional variable known as 
design variable. 
Step 4 
If the value of a* found in step 3 is very nearly equal to zero, that is if 
a* < e^, terminate the computation by takingJC^ /=^^/ ^^  ^ * -^  ^v 8® ^ ^ ^^P ^' ^y 
takingly = S. 
Steps 
Find the step lengthA .along the direction 5 .^and obtain a new pointJC .^ ^ as 
X. , = X +X.S. 
Step 6 
Evaluate the objective function/(jr^.^^). 
Step 7 
Test for the convergence of the method 
If J ^ ) I - '^^^ 
M^,--^,>i II ^ 3^ 
Stopjc .^ = X f Otherwise go to step 8. 
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Steps 
Set the new iteration number as / = / + 1, and go to step 2. 
2.5, Rosen's Gradient Projection Method (RGPM) 
In Zoutendijk's method, we have to solve a LPP in each iteration to find a 
usable feasible direction. RGPM is an alternative to Zoutendijk's method in which 
we need not to solve any intermediate LPP. 
Rosen (1960, 1961) gave this method for solving a general nonlinear 
programming problem. This method uses the projection of the negative gradient of 
the objective function on to the constraints that are active to the current solution. 
The method is seen to be more effective for non linear programming problem with 
linear constraints, specially for convex programming problem. 
The algorithm given by 'Rosen' can be stated as follows: 
Stepl 
Start with an initial point JCJ. The pointx^ has to be feasible i.e., 
gyix^)< 0,j = l,2,...,m 
Step 2 
Set the iteration number as i = 1 
Step 3 
If je^ .is an interior feasible point, i.e., if ^ . {x^) < 0 for; = 1, 2 , . . , , m, set the 
direction of search as S. — - V / (r .). Normalize the search direction as 
- V / C J C . ) 
^' " I V/(A:.) I and go to step 5. 
However, if g^ -(x^ .) = 0, for; = y^,;,, , . . . ,j^ go to step 4. 
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Step 4 
Calculate the projection matrixp^as 
and find the normsdized search direction S .as 
steps 
Test whether 5 .^ = 0, or noL If S^.lA 0, go to step 6. If 5 .^ = 0, compute the 
vector A at A: as 
A = - {N'^N^y N'^S/f(x.). 
Case 1 
If A > 0, then x . = X ^ and stop the iterative procedure. 
Case 2 
If some of the components of A are negative find the component A that has 
the most negative value and form the new matrixiV_ as 
N^ = [V^^i V^^.2....Vg,.(^_,^ "^Sy^f.!) ' Vg^.^] and go to step 3. 
Step 6 
If Sy^ 0, find the maximum step lengthA^= minA^,A^ > 0 and k is an 
integer among 1, 2 , . . . , m, other than j^ ,j^,...,j. If {df/dX ) |^  ^ ^  ^ 0 , 
take the step length as A^ . = A^on the other hand, if (df/dX )^  ^ jj > 0, find the 
minimum step length A* by any one dimensional minimization technique and take A . = A' 
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Step? 
Find the new approximation to the minimum as x^^^ = x^ + XS^. If 
X. = X,,oi U X,. <: X*. some new constraints become active at A: . , and hence 
generate new N where new/? =/? + ! , Set the new iteration number as i = i+l, 
and go to step 4. UXy = A* and A* < X^ now new constraints will be active at J:^ .^ J 
and hence N remains unaltered. Set the new value of / as i = i+l, and go to step 3. 
2.6 Ellipsoid Method i 
L.G. Khacian showed how one can adapt the ellipsoid method for convex 
programming (of which linear programming is a special case) developed by N.Z. 
Shor, D.B. Yudin, and A.S. Nemirovski to give a linear programming algorithm of 
polynomial complexity. Further, Yudin and Numirovskii showed that the ellipsoid 
method related to Shor's work approximates the exact solution within an given 
tolerance e > 0 in a number of iterations which is polynomial in both the size of 
input data and log (1 /e) , Khacian further proved that when the method is applied 
to linear programming problems with integer coefficients, even an exact solution 
can be obtained in polynomial time. 
Consider a system of n variables in m (strict) linear inequalities, i.e., 
y.a..x.<b., i = l,2,...,m f^x '^ J '' (Z6.1) 
or Ax < b , 
with A being an m x n matrix, x G R", and b E R^. Our objective is to find a 
solution of (2.6.1) if it exists. The ellipsoid method starts with a spheroid whose 
radius is large enough to include a solution of the system of inequalities if one exists. 
Denoting the set of solutions in the initial spheroid by P, the algorighm proceeds by 
constructing a series of ellipsoids, Ej, at the AT** iteration such that P C , £ . The 
ellipsoids are constructed in a way that their volumes shrink geometrically. Since 
the volume of P can be proven to be positive whenP jt ^, one can show that after 
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a polynomial number of iterations the algorithm either finds the centre point of the 
current ellipsoid which is a solution or concludes that no solution exists for (2.6.1). 
In Fig. 26.1, E = S (0,1) is the 2-dimensional unit sphere, the shaded area is 
— E given by the intersction of E with the half space I (x^  ,jtj) E R^ \x^>: 0 I. 
Passing the points (1,0), (0,1) and (0, -1), a new ellipsoid 
E = [X E R^\ (9/4) (jCj -V3 f + (3/4)jf^ < 1} 
is constructed to include - JE with a minimum volume 
VoliE) = [4vG^/9] X Vol {S {0,1)). 
The centre of £^  is at (1/3,0) and the defining matrix 
withdet(/t) = 3W4 A = Vz 0 OW2 
We can further extend the result to the n-dimensional case. For 
E = S(0,1) C R" with the half-ellipsoid 2 ^ = {X§E \x^> 0}, we can con-
struct a new ellipsoid. 
9 . 1.2 . 3 ,„ ,2 
E = {XSR^\ ^ 2 ( . , - ^ ) ^ + ( ^ ) 2 4 ^ 1 } 
whose centre is at 
( ^ , 0 . . . . , 0 ) a „ d 
Vol{E)=(-;^) (-—f"'^^ X Vol(E) 
tt + l /I - 1 
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The associated affine matrix A is an n-dimensional diagonal matrix with (n+l)/n 
as its first diagonal element and f (n^ - l)/n^l ^ as the remaining diagonal ele-
ments. 
The picture of E is shown in Fig.Z6.2, we see the elipsoid E is determined 
by three parameters r, a and 6, where 
T = l/(n + l) 
o = 2/(n + l) 
and 
d = n^/{n^ - 1). 
Comparing it to £, E moves its centre from the origin to (r , 0 , . . . , 0 ), 
shrinks in the A;^  directions by the factor V3^  = n/Vn^ — 1. Hence we call x, a and 
d the step, dilation, and expansion parameters. 
There are two interesting consequences of the factor mentioned above. First, 
note that afine transformation preserve ratios of volumes, and every ellipsoid can 
be mapped to the unit sphere by an appropriate affine transformation. 
Lemma 2.6.1 
If the system of inequalities (2.6.1) has any solution, then it has a solution 
X E R" such that 
- 2 ^ < A:^ . ^ 2 ^ ; = l , 2 , . . . , n (2.6.2) 
where L is the input size, with c = 0 for all/. 
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L=i [ l + l o g ( l + | c ^ . l ) ] + 
+ 
| [ ^ + ' ° ^ < ' ^ l ' ' ' l ' ] ,Z6.3, 
The basic geometry of the ellipsoid method for solving a system of strict 
linear inequalities (26.2) as follows 
Algorithm 
Stepl 
LetEp = 5 ( 0 , 2 ^ ) and A: = 0 
Step 2 
If the centre x* of £^ satisfies (2.6.2), then stop. Otherwise, let E^^^ be the 
smallerellipsoidjE^which contains the polyhedron P defined by (Z6.2) and (26.3). 
Increase k by 1. 
Step 3 
If Vol {Ej^) < 2~^"^^'>^, then stop with the conclusion that (26.2) has no 
solution. Otherwise, go to step 2 
^^^C^^x^)lV4-CX^- ^3)^3/4-^^13^^ 'I 
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CHAPTER m:NON CONVEX PROGRAMMING 
3.1 Introduction 
Tui (1964) developed a cutting plane method for minimizing a concave 
function with linear constraints. The cutting plane cuts off a portion of the feasible 
region using the amount of information readily available. However, the introduction 
of the cuts may increase the number of extreme points of the feasible region. The 
method, therefore may not be finite. Later many authors continued their efforts 
and after many manipulations eventually derived intersection cuts for integer 
programming. Hu (1969) developed a technique for minimzing a concave function 
in a convex polytope. Taha (1973) described the method for concave minimization 
over a convex polyhedron. Ritter (1966) gave an algorithm for obtaining global 
minimum of the non-convex quadratic objective function under linear constraints. 
The two methods were shown to be cycling by Zwart (1973). Further improvements 
in the cutting plane methods for minimizing a concave function were made by Cobot 
(1974) and Zwart (1974). Horst (1976) developed a technique for concave mini-
mization over convex sets. This procedure requires that a convex programming 
problem be solved at each step of an infinite iterative procedure. Majthav and 
whinston [1974] described the method for quasiconcave minimization subject to 
linear constraints. Talk and Hoffman (1976) described a new method designed to 
globally minimize concave functions over linear polyhedra. 
3.2. Concave Minimization 
The general "Concave Minimization" problem is defined as follows: 
rmnf{x), 
xeQ (3.2) 
where / (x) is any concave function and Q is a polytope. It is well known that the 
global minimum of problem (3.2) is attained at a vertex of Q. This property is used 
in most algorithms. The major difQculty in the development of efficient algorithms 
is due to the fact that the problem may have many local solutions and thus local 
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solution seeking methods such as those developed by Rosen (1960) and Goldfarb 
(1969) may not lead to an optimal solution. ' 
Below we shall discuss the methods developed by Tui (1964), Zwart (1974) 
and Falk and Hoffman (1976) 
3.3. Tul's Method 
Tui (1964) first addressed the problem of globally minimizing a concave 
function over a (bounded) polytope. The method is concerned with problems of the 
form 
minimize/(A:), suhiectioxeD =lx \AX ^ b\ (3.31) 
where the function / (x) is concave, x is an n- column vector, b is an m-column 
vector,and A is an m Xn matrix. 
The algorithm involves the solution of a set of auxiliary problems at each step. Given 
u^,u^,.... ,u^ (linearly independent n- column vectors), the auxiliary problem, 
denoted by B {u^,.... ,u^), is 
maximize ( 1 , , . . . ,1) LT" x, subject t o ^ ^ 6 , (3.32) 
where U is the n Xn matrix whose columns are u , . . . . . ,M . 
There is an intuitive relat ion between (3.31) & (3.32). Let 
C( «^, ,u^) denote the cone of all linear combinations of M^  ,u^ with 
non- negative coefficients. Let C ( U j , . . . . , u^) denote the simplex that is formed 
when C (MJ , ' "^ ) ^^  ^"^ off by the hyperplane through Uj, ,u . Notice 
that (1, ,l)U~^x =1 is the equation of hyperplane. Now 
D DC (u^, ,u^) CD n C (Uj, ,u^) if solution to (3.32) has objective 
value ^ 1 , If this is the case, then, because f{x) is concave. 
f{x)^ mill \f{u,),....,nuj, /(O)] for xeDnCiu^,...,uJ. Tui's 
method involves covering the feasible set D with such cones. 
41 
Algorithm 
(i) Find jc°, a vertex of D, such that/ (x) ^ (x^) = a^ for every x that is a vertex 
neighbo-ring to A:° . Henceforth it is assumed that the coordinates are such that x^ 
is the origin. 
(ii) Set up the first auxiliary problem. Let ll,* be the direction vector along the k"^ 
edge issuing ivomx^ ,k=\,... /i. (Nondegenercy is assumed.) Determine ^j ^by 
B =max|0|f(0^^) ^ «^)l. (If this set is unbounded, choose 6^ as large as is 
convenient). Set y*'*=^i«.C^ , k=l, ,n. The first auxiliary problem is 
B^^^=B(y''\ , / ' ' ) . Set q=l . 
(iii) Given a j and auxiliaiy problems, B >^ * > perform step ^ as 
follows: 
(a) Solve all auxiliaiy problems, (b) Set a —min [ a ^ /(J:) ] for all vertices x 
encountered in (a), (c) For each B that has objective value > 1, generate new 
auxiliary problems. Suppose A:''^ is the solution oiB =B (y^'^', ,y'^^-) , and 
Sctx'''' = e^^x^',r''=0^,y''\i=h n, 
where 9^^=ma46\f{9x^'^)^a^], and 9 ^ =max. [9\f{9y'''*.) >a ] . Then, for 
each i such that A .*''^  ?* 0, create the auxiliary problem, 
B(y^'* ,.. .,y'^^»-i, x'^'*,y''"^i+\,... ,y^'^.). The resulting collection of new 
auxiliary problems is the {q-\-1)"^ set If this set is empty, then stop, a is the global 
minimum. Otherwise repeat (iii). 
Intuitively, a cone CCv'^ .^ ,y^*') is replaced by a set of cones, 
C (Z'^ '- ,...x'''* y"^'*'), whose union includes C (y'^'*- ,...,y*^' ). Tlie new 
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cones have a better chance of yielding an optimal objective < 1 in (3.32) and being 
dropped from further consideration. 
3.4. Zwart's Method 
If / i s a convex function, then the problem of findings: in order to 
maximize jFfjc), subject to ytx: ^ 6, (3.41) 
where y4 is an m X n real matrix and,je and b are column vectors of rt andm elements, 
respectively, may possess several local optima. For this method we will assume 
thatjjt I ^ §6 I is bounded. 
This method presents an algorithm for solving (3,41) that, although 
developed independently, is very much like that of Tui (1964). However, this new 
algorithm does not involve cycling, and it is finite in the following sense: 
For any pre chosen e > 0, a z\s found in a finite number of steps. If A: is 
any feasible point, then tliere exists a point y(x) such that F [y(x)] ^ F(z) and 
1 \x-y(x) 11 ^e . Finitliess is not proved for the case e =0,but computations with 
e =0 have never failed to terminate successfully. 
Leti? p i >1 A: g& |, R is assumed to be bounded. The global maximum of 
F (convex) over R will be taken on at one or more extreme points otK At step j , 
supposez is located, an extreme point of i?,-^*-t is -Oie h&sV [acoX -mtycf.sTiwxm 
fot T fou-YTci so ^ t . 
We construct an increasing sequence of compact regions. 
Ryy, i=h , such that max [F(X)] = F z^.), (x tKjO (3.42) 
If, for some i, RC R.. thenz. istSolutiont(3.41). Suppose there, is some points such 
that ^€R and 3t ^ R JfF Jx)< F{z .)^ then constructa new set/? .._^^ that satisfies 
(3.42) and contains x. One such choice for /? . , is the convex hull of ^  and R... 
liF {x) > F{z.), then using J as a starting point, we use a search technique 
to locatez. J, a local maximum extreme point F(2 .^ i^s greater than Fiz'So z is 
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a new best local maximum extreme point of R. We begin a new to generate 
R, .^^.'5 in step; + 1 of the procedure. 
Since there are only a finite number of extreme points of i?, this procedure 
must yield the solution to (3.41) in a finite number of steps, provided the sequence 
/? .1 is finite for each j . 
Computational implementation of this procedure requires: 
(i) a method for construction of the R./ s, and (ii) a method for finding points of jR 
that are not in a given R.. and are local maxima A reasonable computation 
procedure should make use of the close relation between (i) and (ii). For instance, 
the calculation for (i) should aid in the calculation for (ii) and vice-versa. 
It is devised so that the number of/? .Is is small for problems for which there 
are few local optima or the global optimum is much better then the next best local 
optimum. It also supplies a good upper bound for the solution to (3.41) in cases 
where the {R.} become numerous and a bound on 
I F (Xj) - F (^2) I / 11 jCj -^21 |is known. 
Before stating the algorithm, we define some useful notation. Given n+1 
noncoplanar points, J:^  , . . . ,x^*^ , a {x^,... ,x"^^ ) is the unit vector that, issuing 
from x^, points toward and is perpendicular to the plane determined by 
x^, . . . ,x"^^ Given, in additional set/? = i^x \ A x ^b \, LP {R,x^,... ,x'*'^) is 
the LP problem maximum a(x^,..., x^^^) .x, subject to xtR, and 
a (y , x^ , . . . , y - ' ,x', y ^ ' , . . . ,x'^'). (x - V ) ^ 0, ;• = 2 , . . . , n+1. The algo-
rithm given below assumes that R is bounded and has dimension n. 
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Algorithm 
Stepl 
Set R*=R. 
Stepl. 
Given y, a feasible point olR*, search for an extreme points €R* that has 
/ (2) as greater as / (y) and / evaluated at any extreme point adjacent to z. 
Step3. 
Make n one - dimensional searches along the adjacent extre me - point lines 
(fromz) to obtain €',i = I ,.. .,n, for which F(e^) = F{z) ,i = 1,... ,n. 
Step 4. 
Construct a set E of points and a set L of LP problems as follows: 
(a)Set£: = [e\...,e''}, and L = [LP {R\z,e\...,e'')] .At this point Leon-
tains only one problem. 
(b) If L is empty, then stop (z is accepted as the global maximum point for E) 
Otherwise, remove a problem, say LP{R,z,e'^, ,e'-) , from L. Solve it to 
obtain J. 
(c) Set ii = a (z, e' , . . . , e' ) (y" — e' ). (d represents the difference between the 
distance from z X.o'y and the distance from z to the plane determined by 
e',..., e-.) \id <e, then return to 4b. Otherwise, continue. 
(d) F(y) > F (2), then construct a new smaller R* by adding the constraint 
a (z ,e ,...,€" ),x § a (z ,e ,...,€"). e^, and return to step 2, usingy as the new 
feasible point y. Otherwise, continue. 
(e) Suppose E = I e^,... ,e^\. Add e^*^ to E, where e^^^ is the point on the line 
y+t{y-z),t > 0, such thatF (e*^'^) = F (2). 
(f) SetR=Rn[x\aiz,e'.,...,e''.).ix-e'.)^e]. For ; = 1 , . . . ,n, add 
LP(R,z,e'' ,..., e'S-i, eV+i, e'y+i, . . . , e4) to L, only if a ( e'^\ e". , . . . , e'i-i, 
z , ej '+i,.. . , en ). ( e * — z ) < 0. The number d, calculated in 4 e, is a directional 
thickness measure for the feasible region of each of these LP problems. This 
number can be used as a guide for selection from L in step 4b « 
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(g) Go to 4b. 
Example 3.4 
We will describe the solution of a two-dimensional problem, illustrated in 
Fig. (3.41). 
We findZj, an extreme point that is a local maximum, i^ ^^  is constructed as 
the convex hull oi z., e , e , where e and e are found by sijarching along the 
adjacent extreme-point lines for points that have the same objective values as z^ 
R^^ satisfies (3.42) because F is convex. 
A point of/? that is not in R^^ is found by maximizing aj .x overR. (The 
vector «J is shown in llg. 3.41). This point, J;| , has the greater value of i'', so it is a 
new starting point for a search using gradient projection. Searching along the 
adjacent extreme point lines oix\ shows that one of the adjacent extreme points has 
a better value of F. This point is also a local maximum and is labeled z^, a new 
candidate for the global optimum. 
Searching along the adjacent extreme point lines of z^yields e^ and e**, which 
give F the same value as Zj. R^^ is taken to heA^ U R^^, wherey4j is the convex hull 
of z^, e , and e . Maximization of a^j*^ over R—R^^ yields Jtr^ , with 
F(x^)< F{z^). € is determined by searching along the line 
1 7 
^2 "^  (^^ 2 ~ ^2) ' ^ = 01 for a point that gives F the same value as z„. 
^ix. IS o^^ Ke-n -Vo be RiUR,, jODhwe. R is i h t c^mvtx hull of "Zj jt'^^tf^t^. Mojc.of cx .^X 
OVf» R-Kii ^^itids Tl^jvoHh FCxi:) • ^ f f Z O - C^'i 'i^ .^ t-rTT^mt4 b^ AearcVim|oJor>g-VitW»it. Tt i^t CXi ' -^ i i j - t X Q ^ 
/?32 is taken to bey4 ^  U i?jj, whereof is the convex hull of z^, e^ ,e^, e\ und 
e*. Maximization of a^.x over R -R^y and a^^.x over R — R^^ and a^^.x over 
R - i?jj shows that R C R^^. Thus, z^  is a point that maximizes F over R. 
-H -r<rr <x ipotnV -AVvxV |>ves F -^ht ^ame vcvlue a i Z-i. 
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adjocent 
extreme point 
adjacent extreme pern' 
F5^3-4-i An example problem. 
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3.5. Successive Underestimation Method 
This method was developed by Falk and Hoffman (1976) for^ t^he concave 
minimization problem which 
(a)BFinite, 
(b) does not involve cuts of the feasible region, 
(c) does not require an accounting scheme to keep trackof subproblems, 
(d) generates a sequence of linear subproblems, 
(e) employs only pivoting operations, and 
(f) is guaranteed to terminate at the global solution. 
The method may be considered as a variation of the Falk- Soland algorithm 
(1969) for separable, non-convex programs, although here it is not required 
separability of the objective function. The convex envelope of the objective function 
taken over a set containing the feasible region is generated at each iteration, and 
minimized over the feasible region. The convex envelope is then refined by "tighten-
ing" the containing set The process continues until the region enclosing the feasible 
region is sufficiently close to the feasible region to exhibit a global solution. In the 
worst possible case, the last containing set coincides with the feasible region. 
The successive underestimation method is concerned with problem of the 
form 
minimize / (x), 
subject to Ax < b. 
(3.51) 
where/is a concave function defined throughout jR'', andy4 is an m Xtt matrix with 
m> n. Assume that the set S = {x:Ax <b\ i% nonempty and compact, and each 
basic solution of the system AJ:-f)* = b is nondegenerate. 
The following two theorems are well known. 
Theorem 3.51 
There is a vertexje * of S which is a solution of problem (3.51). 
48 
Theorem 3.52 
If F is the convex envelope of/ taken over S, then a point JC* globally solving 
problem (3.51) also minimizes F over S. 
Note that the problem of minimizing F over S is a convex program so that 
it appears to be a fairly well-behaved problem. The difficulty is, of course, that the 
convex envelope of a function generally is extremely hard to compute. If, however, 
S has a particularly simple structure, it is fairly easy to express F in terms of the 
extreme points of S. 
Theorem 3.53 
L e t v " , . . . . , v^be the vertices of a bounded linear polyhedron P The convex 
envelope F of a concave function/defined over P can be expressed as 
F{x)= min. l a . f{v), ' 
subject to Ha .v' =x, 2 a = 1, 
r=0 /=0 
a ^ ^0, i=0, . . . .A 
Proof 
(i) F is convex over P since the optimal value of a linear program is itself a convex 
function of the R.H.S. 
(ii) lixG P, then 
F{x)=icx/{v')<f{x) 
so that F underestimates/over P 
(iii) Let/z be any convex function defined over P which underestimates/over P. 
Assume F(x) < h (x) for some .v G P. Let a be a solution of the program defining 
F(x). 
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We have, 
F{x) <h(x)=h(Lay') 
5 ia/{v')=F{x), 
/=o 
which yields the desired contradiction. 
The algorithm will generate a sequence of subproblems, and there will be a 
corresponding sequence of bounded "containing polyhedra" S . A polyhedron S 
will be characterized by (a) a subset of the constraints/lx: ^b , and, equivalently, 
(b) its set of vertices. The symbol /" will denote that subset of {/,...., m] whose 
correspondingconstraints define 5 \ and K^will denote the set of vertices of 5'^ Let 
f" denote the superscripts of the elements in V^. Thus we have ^ 
S* ={ x-Ajc<b.,in* } and S* = {xyc =J^ a V , where 
/=^'' ' 
2 a. = l , a . > 0 , ; f 7 ' } . 
A vertex of S^ may or may not be a vertex of 5. 
Initially, we choose ^"'by selecting a vertex v" of 5 (by the first phase of the 
simplex method) and choose v ' , . . . . , v^ on the rays emanating from v" through 
the neighbors of v" in such a way that 5 C 5" where 5''is generated by the vertices 
{v", y} (see fig. 3.51). By adding the proper constraint, if necessary, as-
sume that v^, y lie on the 1^ constraint A jX<h j of the original problem. 
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/ • (0,1.2) 
Fig. 3.51 Initial Containing Polyhedron 
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Algorithm 
Stepl: 
Choose a containing polyhedron S" and identify its vertices F°. Let 
u° = min {f(y )-V is a vertex of 5 for some j G / " }. 
Step 2: 
With J* and V* given, solve the problem 
1 
subject to 
rain E « / ( i ^ 
a j 6 J^ 
2 aAv'<b, Problem P* 
vj 
Denote a solution by a and optimal value by 2 .^ Set Ji:^  = ^ . jkp^*'^ and 
let /4^ = |; : a . > 0,/ G j \ The seiA^ identifles those vertices of 5^ which are 
actually utilized in the representation of x^. 
Step 3: 
(a)Ifv^ G S for each ; G A^ , stop. The global solution is thatv* GP^ such that 
f{v*)=mm{f{y/):j ^A\ , 
(b) Otherwise, there is a v'*; G V* such that a* >^ and V'K ^ S. Select any 
i^ ^ I^ such that^^. VK > b. and set I^*^ =/^U { y . 
(c) Determine the vertices V * of5 ^ and update M if any of the new vertices are 
.i+l . \ irr ts 
vertices of S, i.e., setu = minju / (v ) \ v is a newvertexof S which also 
lies in iSuleturn to step 2 
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The following theorem validates the stopping rule of step 3(a). 
Theorem 3.54 
If all vertices v^(j 6A*') are in S, then that vertex v* which solves 
mini/ {v^):j €A'\ is a global solution of problem (3.51). 
Theorem 3.55 
The numbers z'' generated by step 2 of the algorithm are monotonically 
nondecreasing. 
Theorem 3.56 
Ifv is a vertex of S of .9^ *^ ^ which satisfies/I . v = b ., then v is a neighbor 
inS * of somevertexv'^^^.S^forwhich a v'^>/).. 
K K 
Example 3.5 
In order to illustrate the method 
minimize/(;t) = - {x^ - if -x^- {x^ - Xf 
subject to x^-\-x^-x^< \ , Q \ 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
Ilie initial enclosing simplex S was obtained by first generating the vertex 
v° = 0.7285714, 0.0, 0.2714286). 
x^-^x^-x^<\ , 
- * 1 
12rj 
12x:, 
-6x 
- ^ 1 
+ ^ 2 - ^ 3 = ^ - 1 ' 
+ 5x^ + 12^3 < 34.8 , 
+ 12c2 + IXj < 29.1 , 
J +X2+x^< -4 .1 , 
< 0 , 
-X, <0 , 
- .r , < 0 . 
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The tableau which exhibits this vertex has slack s^> 0 and all coefficients of 
the nonbasic variable of this row are positive. Pivoting in these nonbasic variables 
yields the vertices: 
v^  = (0.986713236, 0.9034964, 0.9167832), 
v^ = ( 1.0703702, 0.0, Z322222 ), 
v^  = (4.41998, 0.0, -3.420004). 
Vertices v^ and v^ are infeasible. Vertices v° and v^  are feasible and yield function 
values of - 0.604 and - 0.823, respectively. Thus, u° = - 0.823. 
Thus, when A: = 0, we have / = (2, 4, 5, 7) and / = {0, 1, 2, 3>. Solving 
problem P^, we obtain a!^, a^^, a^^ > ^ and a lower bound z^  = — 9.036. 
We set/^ = 3 (vertex 3 will be dropped), and i^ = 1, so I^ = {1, 2, 4, 5, 7). 
Only vertex V violates Constraint 1. 
In order to determine/, we represent v' in the tableau form corresponding 
to the constraints in f. Adding the constraintXj -{-x^—x^^ 1 and performing dual 
3 T 
pivots to obtain feasibility, the neighbors of V in 5 are found to be 
v^  = (1.9, 0.0, 0.9), 
v^  = (1.0, 0.9, 0.9), 
v^ = (1.0, 0.0, 0.0), 
all of which are feasible. None, however, gives tighter upper bound than the current 
one, M°. S e t / = {0, 1, 2, 4, 5, 6}. , 
Solving problem P \ we obtain a^,a^>^ and a lower bound 
z = — 1.517. The upper bound does not improve, i.e., u^ = —0.823. 
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We setjj = 2 and obtain /, = 3 so /^ = {1, 2, 3, 4, 5, 7}. Only vertex v^  
violates constraint 3. 
The new vertices to be added are found to be 
v^ = (1.033332, 0.4, 1.7), 
v^ = (1.76, 0.0, 1.14), 
v^ = (1.0, 0.0, 1.9), 
each of which is feasible. None of these gives a tighter upper bound than current 
one, M\ 
The solution of problem P^ yields only a^> 0 and z^ = x— 0.823. Since v' 
is feasible to S, we are done the global solutions is v . 
CHAPIERIV: FURIHER MEIHODS FOR NON-CONVEX 
PROGRAMMING 
4.1 Introduction 
The algorithms for concave programming may be classified as general -
purpose and special- purpose algorithms. By general purpose algorithms we mean 
those algorithms which make no assumption on the objective function or the 
constraint set otlier than that the objective function is a concave function and that 
the constraint set is a polytope.Tui, Zwart and Falk and Hoffman methods are 
developed under these assumptions and therefore may be put among the general 
purpose algorithms (sec chapter-Ill). In the special- purpose algorithms, assump-
tions are made on either the objective function or both the objective function and 
the constraint set. 
Ritter (1966) gave an algorithm for obtaining global minimum of the non-
convex quadratic objective function under linear constraints. Kalantari and Rosen 
(1987) gave an algorithm for global minimization of a concave quadratic function 
over a polytope. Bolintineanu (1993) described the non-convex programming prob-
lem of minimization a quasi-concave function over an efficient (or weakly efficient) 
set of a multiobjective linear program. 
Below we give some details of the methods developed by Ritter (1966), 
Kalantari and Rosen (1987) and Bolintineanu (1993). 
4.2. Ritter's Method (1964,1965,1966) 
Ritter (1964, 1965, 1966) developed this method for solving a non convex 
progiamming problem. It is a method for obtaining a global solution to a linearly-
constrained minimization of a concave function. 
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The problem with which we are concerned can be stated without loss of 
generality as 
minimize fix) = c' x + -x'Dx 
subject to Ax > b , 
x > 0, 
(4.21) 
where A is an m x n matrix andD = D'. If D is positive semi-definite, or more 
precisely, if ^ is a convex function on the polyhedral convex constraint set 
X = [x;Ax> b,x>0 }, 
then (4.21) is called a convex quadratic program. 
Ritter's method, described in this paper, is designed to handle problems of 
the form (4.21) in which the convexity of (p onX is not assumed. 
Ritter's method is composed of three distinct phases. Its phase-I is essen-
tially the same as that of the simplex method for linear programming .This 
proceduce is used to determine whether there exists a vector satisfying the con-
straints; it produces an extreme point of the constraint set X if and only if that set is 
non-empty. Another aspect of phase-I deals with expressing the objective function 
in terms of the independent (i.e., non basic) variables. The extreme point at hand 
then is used as the starting point for phase II which determines either a local 
minimum or gives an indication that the objective function is not bounded below 
on the constraint set. Phase III is a method for constructing plane that excludes the 
previously located local minimum without excluding the global minimum if it has 
notyetbeen found. After the cutting plane is placed (i.e., adjoined as a constraint), 
the phase I procedure is reapplied to the augmented problem. Termination can 
occur in phase I if no feasible points remain after placing the cutting plane, or it can 
also occur in phase III after a weak sufficiency condition for a global minimum is 
satisfied, or with an indication that ip is not bounded below on the constraint set 
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The task is to find a local minimum for the problem ' 
minimize c'x + -x'Dx ,.^^ . 
2 (4.22a) 
subject to Ax > b, (4.22b) 
X > 0 (4.22c) 
It will be assumed that J::=0 is a feasible point; hence —b > 0. The existence of a 
feasible point can be checked using the phase I procedure. Clearly a feasible 
quadratic program can be written in the form (4.22). 
l>et us assume that some c < 0, for otherwise the point ;e = 0 is a local 
minimum. The algorithm to be described here works by maintaining a solution to 
the Kuhn Tucker conditions which yields a local minimum for the problem given by 
(4.22) augmented with a capacity constraint: 
e' A; < r where e > 0 aind e . > 0 if c . ^ 0 , (4.23) 
The vector e may be any vector satisfying these requirements though it is 
convenient to use e^ = 1 for all /. With the parameter r = 0, the point j ; = 0 is 
obviously a local minimum for the augmented problem since no other point is 
feasible. At the point;e=0, the capacity constraint e'A: < r = 0 is binding and has 
a positive multiplier. Then the capacity constraint is relaxed by an increase of the 
parameter T, 
However, there are conditions under which it is impossible to increase r so 
that A; ( T ) remains a local minimum of the augmented problem. Depending on how 
this situation arises, it will be necessaiy either to specify that certain non-negativity 
constraints {x^.> 0) be treated as equality constraints (Xy = 0), or to change the 
capacity constraint 
Before stating the details of Ritter's algorithm, it is necessaiy to mention to 
pivot-theoretic propositions needed to demonstrate the legitimacy of the algorithm. 
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Proposition 
Consider the system of homogeneous linear equations expressed in tabular 
form as ' 
w. =\ M m 
w^ =^ m ^ 
where M e R^ ^^ip-\) jj, symmetric and positive definite, m E R^ ^, and 
(I E. R. After the block pivot making 2^, w^ basic, the tableau is 
h = 
^ 2 -
"1 
M-' 
•- m'MT^ y-
"1 
-M'^m 
-m'M~^m 
r-l If/I —m'M m > 0, then the matrix 
A/* = / , ^ is positive definite. 
The other little fact we will need is to following proposition: 
Proposition : Consider the tableau 
"l 
"2 
V 
= 
= 
= 
^ n 
^ I x 
A 
Dn 
D^ 
B 
-A' 
-B' 
0 
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IfZ)22 is positive definite, then after the principal block pivot makingMj, x^ , v xhe 
basic variable, the entry in the tableau found at the intersection of the row cor-
responing to v and the column corresponding to_y .is non-negative. 
In describing Ritter's algorithm for finding a local minimum, we display the 
Kuhn-Tucker equations for the quadratic program (4.22) augmented with the 
capacity constraint (4Jl^ in the tableau < 
u = 
V = 
w = 
1 
C 
-b 
0 : 
T 
1 • 
: 0 
0 
1 
X 
D 
A 
-e' 
y 
-A' 
0 
0 
C 
e 
0 
0 
The variables x., v .,w are primal variables. The variables v. are slack 
variables for the inequality constraints, so Ax —v=b, and w is the slack variable 
for the capacity constraint, so e' jt + w = r. The multipliers are u ., y .^and t,; u\s 
the vector of multipliers for the non-negativity constraints, y is the the vector of 
multipliers for the inequality constraints Ax 2: b, and ^ the multiplier for the 
capacity constraint 
For any value of T, say T, the corresponding value of the vector of basic 
variables in a basic solution of the Kuhn-Tucker equations is found by adding the 
first column to r times the second column of the tableau. 
Algorithm 
Stepl 
Let c/e^ = min \c/e.:e.>Q\;iX.\s assumed that Jt: = 0, is not a local 
minimum, and c/e^ < 0. Perform the pivots (u^, 1\^, x\ to complete a 2 X 2 
principal block pivot 
The values of the variables after the pivot are: 
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"/= ('/"^'^) +'{'f "5^-)' ""y^^^ ^r,j = U2 n) 
r ^ 
1 
U = 0 JC = T ( — ) 
e 
r 
(4.24) 
v , = -h.+ x ( ^ y^.= 0 (/ = l , 2 , . . . , m ) 
/ 
c ,d , 
H- = 0 , 
r 
Since -i» ^ 0, this point satisfies the Kuhn-Tucker conditions when r = 0. If the 
problem is nondegenerate, then for some TJ > 0,the point given by (4.24) satisfies 
the Kuhn- Tucker conditions in the range 0 < r < tj. 
Step 2 
If the column of r is non-negative, then terminate the procedure. If the r 
column contains atleast one negative entry, then increase x until some basic variable 
becomes zero. Let r j be the value of r. The basic variable that becomes zero when 
X = Tj is the "candidate" to become the blocking variable. If the candidate to become 
the blocking variable is t„ the multiplier associated with the capacity constraint, 
then go to Step 6; otherwise go to the next step. 
Step 3 
If the desired pivotal entry is positive, then the blocking variable candidate 
is the blocking variable and its complement acts as a driving variable in a pivot 
operation. Upon completion of this pivot, repeat Step 2. If the desired pivotal entry 
is negative or the blocking condidate is a multiplier, go to Step 4. If the blocking 
candidate is a primal variable and the pivotal entry is zero, go to Step 5. 
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Step 4 
The blocking variable candidate is a multipier. Let this variable become 
negative and drop it from consideration as a potential blocking variable as long as 
it remains negative. Now return to Step 2 
Steps 
The blocking candidate is a primal variable, hence the point has moved to 
another face of the convex polytopeX Let v^denote the candidate. Make the pivots 
/v^jT^C, y \ and then drop the capacity constraint from consideration. If the 
current point is a local minimum, terminate phase II; otherwise go to Step 7. 
Step 6 
If all the multipliers are positive, the point is a local minimum to the original 
problem. Terminate phase II. If some of the multipliers are negative, then go to 
Step 7. 
Step? 
Let u^,... ,u^ denote the multipliers having negative values. Introduce a 
new capacity constraint e'x = x with e > 0, it is customary to set e. = 1 
(/' = 1 , . . . , 5), e. = 0 (/' = j + 1 , . . . , n ), where jc (/' = 1 , . . . , j ) , just denote 
the complements of the basic multipliers. With r = 0 the current point is a local 
minimum to the problem with the new capacity constraint Return to Step 1 and 
proceed as before. 
This completes the description of Ritter's algorithm to determine a local 
minimum. After a finite number of steps, eitlier the objective function is shown to 
be unbounded below on the feasible region X (and hence we are finished) or we 
stop with a local minimum and must proceed to phase III. 
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Example 4.2 
We will illustrate the method on the nonconvex quadratic program: 
mmimize 
1 1 1 2 . 1 2 
fix) = ^x^--x^--x^+-^x^ 
2x^ +x^ < 6 
jCj + ix^ < 6 
;cj > 0 , ATj > 0 . 
Fig 4.21 depicts the set of feasible points and some of the isovalue contours 
of (p. As indicated there, the problem has three stationary points: two are local 
minima, and one is a saddle point 
The pointJt = 0 is a feasible point, so the method can be started in phase II 
to determine a local minimum. 
Phase II. Determining a local minimum. 
The capacity constraint \sx^ +x^<r. The first two pivots are for initializa-
tion. 
Pivot:' l t:<^^, C) 
"2 = 
"l = 
"2 = 
w = 
yi yi ^ 
1 : 
2 
1 : 
2 
6 : 
6 : 
0 : 
0 
0 
0 
0 
1 
-1 
0 
-2 
1 
-1 
0 
1 
-1 
-4 
-1 
2 
1 
0 
0 
0 
-1 
4 
0 
0 
0 
1 
1* 
0 
0 
0 
PivoU / w , x\ 
"i = 
t = 
1^ = 
V = 
2 
w 
1 
1 
2 
6 
6 
0 
0 
0 
0 
0 
: 1 
-1 -] 
0 -] 
-2 -] 
1 -^  
-1 
1 
-1 
0 
\ 0 
I* 0 
-5 
-4 
0 
0 
0 
1 
1 
0 
0 
0 
For T = — , C Js the blocking variable. Make the principle pivot<t, w\ 
"i = 
^ = 
^1 = 
"2 = 
^2 = 
1 
1 
1 
2 
6 
6 
0 
r 
-1 
-1 
-1 
-4 
: 1 
Xj w y^ 
0 ] 
+ 1 1 
-1 ] 
5 ^ 
-1 
1 
-1 
L 0 
» 0 
1 0 
yj 
-5 
-4 
0 
0 
0 
"2 
1 
1 
0 
0 
0 
A Kuhn-Tucker point and the pointer = 0, JC = —, is a local minimum. 
1 I x^ t y^ y^ 
"i = 
"2 = 
1 : 
2 
1 : 
2 
11 : 
2 
4 : 
1 : 
2 
0 
1 
0 
0 
0 
-1 ] 
-1 1 
-2 1 
1 A 
0 
[ 2 
1 
1 
4 
1 -1 
-1 
4 
4 
16 
-4 
0 
-1 
-1 
-4 
1 
64 
Phase III Constructing a cutting plane. 
To place the cutting plane the complementary solution for 
" 1 = 1 
^^^ 
w -
1 
0 
^ 1 
^1 
-1 
- 1 
2 
a 
1 
2 
0 
with w = 0 and the largest value of a is to be found. Clearly the only possible solution 
is with a and x^  as the basic variables. So the solution tableau is 
a 
X, = 
1 
4 
2 
w 
-4 
-2 
" i 
2 
0 
For the problem 
• • • . ^ _ 1 
A:, > 0 
1 
— X < T 2 1 " 
1 
2 2 2 1 2 2 
and 0 < T ^ T the pointjCj ( r )-zr,A:2 ( r ) = — is not even ^ stationary point But 
1 1 fl 
for J < r < — , AT (r) is a local minimum and^ = (1/9 ) is the global minimum. 
Finally for T > — , >; (T) is the global minimum. 
65 
The final step of constructing tlie cutting plane requires the determination 
of T^  and Ty Solving for the largest T such that (p {x (T)) = ^ (X ) gives T^  = -^and 
solving for the largest r such thatjc ( T ) G X gives x^ - — . Thus ^ = "^ and the 
, ,. . , . 1 11 ,. 11, 
cutting plane to be adjoined is -x^ > — (i.e. Xj > —). 
With the cutting plane adjoined, the problem becomes 
TTAV-nnmi'ze 1 1 1 2 1 2 
<p{x) = 2 ' ' i~2 '^2 -2- ' ' i '^2 '^2 
subject to 2x. +X2^ 6 
-jCj +ix^<6 
11 
1^ ^T 
Xj ^ 0 , Jt^ > 0 . 
Notice that A: = 0 is not feasible point so phase I must be executed. The result of 
phase I is a problem in the form 
1 
minimizeyj (Vj, Vj) = ~ 4^3 + 2 ^^3'^i-^ 3 2 2 1 
^3 
^1 
27 
subject to —9Vj —4Vj+V2 = — 
2 V 3 + V j + X^ = -
11 
- ^ 3 + ^ i = T 
X >0 , V > 0 . 
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Phase 11. Determinig a second local minimum. 
Now the capacity constraint Vj + Vj < r is introduced. We perform two 
initialization pivots. 
"2 = 
^2 = 
^ 
w = 
1 
- 9 : 
4 
0 : 
27 : 
4 
1 : 
2 
11 : 
4 
0 : 
T 
0 
0 
0 
0 
0 
1 
^ 
3 
2 
9 
-2 
1 
-1 
^ 
2 
1 
4 
-1 
0 
-1 
yi 
-9 
-4 
0 
0 
0 
0 
"2 
2 
1 
0 
0 
0 
0 
"1 
-1 
0 
0 
0 
0 
0 
e 
1* 
1 
0 
0 
0 
0 
Pivot: 
t = 
y^ = 
i'« = 
x„ = 
K = 
4:' *^) 
1 
9 : 
4 
9 : 
4 
27 : 
4 
1 
2 
11 
4 
0 
r 
0 
0 
0 
0 
0 
1 
*'3 
-3 
-1 
9 
-2 
1 
- 1 * 
^1 
-2 
-1 
4 
-1 
0 
-1 
>'2 
9 
5 
0 
0 
0 
0 
"2 
-2 
-1 
0 
0 
0 
0 
"1 
1 
1 
0 
0 
0 
0 
^3 
1, 
1 
0 
0 
0 
0 
In the following tableau when x = ~ , x^\s\he blocking candidate. A new 
vertex of the feasible region has been found. Make the multiplier of the capacity 
constraint nonbasic by performing<j:2, H\and<C , u\ . 
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PivoU^ 
e = 
^1 = 
^2 = 
\ = 
\ = 
^3 = 
. > 
1 
9 : 
4 
9 : 
4 
27 : 
4 
1 : 
2 
11 : 
4 
0 : 
r 
-3 
-1 
9 
-2 
1 
1 
w 
3 
1 
-9 
2* 
-1 
-1 
^1 
1 
0 
-5 
1 
-1 
-1 
yj 
9 
5 
0 
0 
0 
0 
"2 
-2 
-1 
0 \ 
0 
0 
0 
"l 
1 
1 
0 
0 
0 
0 
^3 
1 
1 
0 
0 
0 
0 
Pivot:<t, u\ 
^ = 
y^ = 
w = 
^1 = 
"3 = 
1 
3 : 
2 
2 : 
9 : 
- 1 : 
4 
3 : 
1 : 
4 
r 
0 
0 
0 
1 
0 
0 
h 
3 
2 
1 
2 
- 9 
2 
1 
2 
- 1 
2 
- 1 
2 
'^ i 
- 1 
2 
- 1 
2 
- 1 
2 
1 
2 
- 1 
2 
- 1 
2 
>z 
9 
5 
0 
0 
0 
0 
"2 
- 2 * 
-1 
0 
0 
0 
0 
"l 
1 
1 
0 
0 
0 
0 
>'3 
1 
1 
0 
0 
0 
0 
The resulting tableau gives another local minimum 
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"2 = 
w 
1 
3 ; 
4 
5 : 
4 
9 : 
- 1 : 
4 
3 : 
1 
4 
r 
0 
0 
0 
1 
0 
0 
^ 7 
3 
4 
- 1 
4 
- 9 
2 
1 
2 
- 1 
'1 
- 1 
2 
^ 
- 1 
4 
- 1 
4 
- 1 
2 
1 
2 
- 1 
2~ 
- 1 
2 
>'7 
9 
2 
1 
2 
0 
0 
0 
0 
K 
- 1 
2 
1 
2 
0 
0 
0 
1 
0 
"1 
1 
2 
1 
2 
0 
0 
0 
0 
y^ 
1 
2 
1 
2 
0 
0 
0 
0 
Placing the next cutting plane results in an empty feasible region. 
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X, 1 ^ ^ 
^(X)= ^ ^ --^-^^-^-^+^^^7- (ObjtcHve func+lon) 
1-ig^ . ij.zi Example op a nonconvex nuAjdratic progrmrti. 
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4.3. Kalantari and Rosen Method (1987) 
For this method, we consider the special case, problem of the form 
min ^ (x) = c'x - -x' Dx, 
^^^. (4.31) 
where x, c E: R", £) is a symmetric positive definite matrix and 
Q^= |x:yljt: < b ^ > 0 | withb e R"", and/l is anm Xn matrix. We assume Q^ 
is bounded and non empty. 
Let u - , . . . , u be a set of D-conjugate directions, i.e, they are independent 
and u'I)u.=^, for i^^j. Since D is positive definite, u'I)Uy>0, for all 
i = 1, , n. Consider the following 2n linear programs: 
max u' Dx , 
(4.32) 
max u'^nx,i = 1, ,n . 
^^^.r ' (4.33) 
LetAT .^andJc^ .be optimal solutions to problems (4.32) and (4.33) respectivley. For 
I = 1 , . . . . , n , define, 
X .= u' Du ., 
and the half-spaces 
H^.(^^.)={x:u'^.Dx<X^.^^] JT / J . ) ={x:u\I)x^Xj.} 
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LetR = n ^ j r//^(yS^) n 77 (^y3 )^ 1 • Note that/? isparaUelepipedinR". 
Lemma4x31 Q CR 
Proof 
Let X e Q^ , Since u !s form a basis for jR" , there exists (3 G R,i =1, , n , 
such that X -If. . 6 u .. 
For each / = 1 , ,«, we have A /9 < u' Dx = A d . <A ./9. 
Lei a J =min [ccy, «/l , i , ,n. Define^ = S ^ i «* • 
"" i 
Theorem 4.31 
min (p {x) = 5P.(since ^ is concave, the minimum value of ^ over R is attained at 
XER 
vertex w*). 
DeGnition 4.31 
The convex envelope of a function / over a polytope P is a function T (x) 
defined over P such that: 
(i) r (x) is convex over P, 
(n)r(x)<f(x), VxG P, 
(iii) If g (x) is any function satisfying (i) and (ii), theng (r) S F (jc) , Vx G P, 
Theorem 4,32 (Falkand HoBman,1976) 
Let I v^ , . . . , v^ I be the set of vertices of P. Suppose/is concave over P, then 
the convex envelope o(f(x) over P can be expressed as: 
r{x) = min 2 cc.f{v.) 
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subject to 
2 «^ \A = v, 2 ^/ =" 1> '^i > 0, for all / = 1 , . . . , k^ 
k t 
E «, \/- = -V, 2 
where a = (a^., ,a^) . 
Theorem 4.33 
The convex envelope of f [x) over the parallelepiped R is linear and given 
by 
r (jc) = /j ' AT + c' + /ip , where 
h^ DUv, U = l u , , . . . , u j , ' 
The lower bound tp can be obtained at the completion of the 2n LP's. By solving an 
additional linear programming we can obtain F* which most likely will result in a 
better lower bound. 
In the following theorem we give an upper bound on the absolute error of 
9? {x) and r (x). 
Theorem 4.34 
max (<p(x) -r(x)) <li{fi.-%fX.. 
x 
The following theorem on monotonicity of the convex envelope is from Falk 
and Hoffman (1976). 
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Theorem 4.35 
Let/be cancave. Suppose P^ andP2 are polytopes withPj Q^r Let Fj and 
Fj denote the convex envelopes of/ over P^ and Pj > respectively, then 
Fj(.t)< r2(.v),forallA:eP2. 
Returning to the quadratic case, let i G | 1 , . . . , n 1 and leti?' be the paral-
lelepipied obtained from/? by replacing the facet 7/^ .(y9^ .) = lu'y Dx ^ ^y^y] by 
H.(^.), with fi.<^.<^.(we have assumed J . < y9.). Let F' (x) be the convex 
envelope of (p (x) over /?'. 
Theorem 4.36 
r (A:) = F ( x ) + | ( / 9 , - / r 2 ) » V ^ + f ( / ^ / r ^ / ) ^ A 
Moreover, F' {x) > F {x) for allA: G i? ' . 
Theorem indicates that F' (x) is strictly greater than F {x) except for points 
on the facet determined by H.{^^.). The theorem also indicates that new convex 
envelope can be obtained trivially. As wUl be seen in the algorithm, this propetty 
suggests partitioning the feasible region by adjustment of the facets of i? and in a 
parallel fashion. 
Now we consider the general problem: 
min \p {x,y) =<p{x) + d' y 
ix;y) G Q (4.34) 
andextend the result As before let M^  , ,u^ be a set ofZ)-conju^te directions 
and consider the 2nd linear programs. 
max. ii' Dx, 
(j^ ,y)GQ ' (4.35) 
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mm. u' Dx, for alh' = 1, , n . 
Let 2 . —{x,y) and 2 = {x ,y^^ , ' = 1, ,n, be optimal solutions 
to problems (4.35) and (4.36), respectively. Note that R is a subset of the X-space 
i.e,R CR". Let fi, = {-v : {x,y) G £2 . for some;; E R^} 
and Q j^= \y:{x ,y) ,Ei Q/or some jc G /?^ | ,i.e., the projection of £2 into the^and 
Y-space, respectively, we note that Q^.C/?. Consider the cartesian product 
P =R X Q, and note that P contains Q. 
Theorem 4.37 
The convex envelope of ^ (jr, y) over P is given by 
r,^.(.;,y) = rix)+d'y. 
If I^ * = min r (x), /* = min d'y = min d'y and_^ = y? + T 
XER y^^y (x,y)SQy \ — 
we have the following string of inequalities: 
tp < r\y= min r (x ,y) <ip* = min ip . 
ix,y)GQ {x,y)GQ 
Since fp {x,y) - F ^ .^(•y ,y) = ^ i^) ~ ^ {x) . we have 
Theorem 4.38 
min itpix,y)-r^^ix,y)) = max (^(^)-r(j t)) 
(.t,y)GQ ^ ^ ^^ 
^ | | (^ , - )9/A^. 
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Now we develop a branch and bound algorithm for problem (4.34) which 
also applies to^special case, problem (4.31) The algprithm initially solves the 2n 
LP's described earlier. The linear convex envelope F^^ is then constructed and 
minimized over Q to obtain an initial lower bound r*^^ While solving the 2n LP's 
as well as the one which minimizes T^y., the current incumbent value (best objective 
function value encountered) is updated. The algorithm then defines new sub-
problems by subdividing the feasible region into smaller regions. The subdivision is 
done by adding constraints which are parallel to facet oiR. Thus each subproblem 
is of the form: 
min ip{x,y) 
{x,y) GR' na 
where 
R' = n (H,(^\)nH,(/9,)) 
For each such subproblem the corresponding convex envelope based oni?' 
is constructed according to Ilieorem 4.36. The lower bound for such a subproblem 
is obtained by minimizing its convex enlvelope over/?' fl Q. Each time an LP is 
solved the current incumbent value, ^^ , is updated. Any subproblem with lower 
bound greater than or equal to ^ ^is fathomed. The algorithm continues the process 
until all subproblems are fathomed. The sequence of incumbent values and their 
corresponding points (which are not necessarily veritces in Q) will converge to the 
optimal value and an optimal solution, respectively. Finite convergence is guaran-
teed if the fathoming rule is modified as follows: Fathomed any subproblem whose 
lower bound exceeds ip^ — E , where e > 0 is a specified tolerance. In terms of a 
branch and bound tree, each subproblem will be represented by a node. An open 
node is an unfathomed subproblem. 
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Algorithm 
StepO 
Choose e > 0. Solve the 2n LP's described earlier. Let the first open node 
correspond to the original problem with lower bound F ^ = min F^^ {x,y). 
LetV^andz^be the current incumbent value and solution, respectively. Go to step 
1. 
Stepl 
Fathom each o[x;n node with lower bound greater than or equal to ip . If 
all nodes are fathomed stop. Otherwise select a node with smallest lower bound 
and go to step 2. 
Step 2 
Let IQ be such that max Xy{^'.- fi'y)^ = X. (/9 .^ — ^^ ) ,^ where super-
l</<n ' ' ' \ '. '. 
scripts on §. and ^. is to indicate that they correspond to those of the selected 
subproblem (node). Let the corresponding parallelepiped be i?*. We define two 
subproblems (4.37) and (4.38) 
min rp {x,y) , 
(x,y)GJllQ 4^ 37) 
min i^{x,y), 
{x,y)ER,nQ (4 38) 
w h e r e / ? f = i ? ' ^ n / / , ( | ( / g f + ; 9 ; ) ) andRl=R'nH. ( | (^^+y3; )) . Con-
struct the convex envelope of tp with respect to R^ D Q and R^ H Q, and while 
updating^, and z , minimize over the respective region to obtain lower bounds 
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for these subproblems. Append these subproblems as left and right children of the 
current node and go to step 1. 
4.4. Boliiitineanu's Method (1993) 
The problem of minimizing a numerical linear function/over an efficient 
set was approached by Philip (1972), Benson (1984,1986,1991) and Cravon (1991). 
Isermann and Stever (1987) considered the case when/is one of the multiobjective 
of a vector maximization problem. 
Bolintineanu considers the difficult problem of globally minimizing a non-
convex function, namely a quasi-concave one, over the efficient set given by a 
multiobjective linear program hence, a nonconvexseL Finally, this method describe 
an algorithm to obtain an approximate(global)solution in a finite number of steps. 
The algorithm can be easily adapted when the efficient set is replaced by the weakly-
efficient set 
We will deal with the optimization problem of the form 
min f{x) 
xEE (4.41) 
where f-.R^-^Ris continuous and quasi- concave, E is the efficient set of the linear 
vector •miT>\nii7iiten problem: 
'Mm' Cx 
xES (4.42) 
with the feasible set S a polytope (i.e. polyhedral and bounded) given by 
S = [x^R'':Ax = b, x>Q], AG R'"^*'^ bfctf'c^<YC)tmumobjectives 
are given by the matrix C ER''^". We can assume without loss of generality that 
the matrixv4 has the rankm. 
Wiv 
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By definition E = {xeS :{¥ x'ES)Cx'- Cx ^ - / ? ; \ {0 }}. Note 
that all the results of this method hold if we replace E by the weakly-efficient set 
£j^.= {A: e 5 : K Jt' e 5) O:' - Cx; ^ - mr} /?^ \ {0 } } , and then we have 
to replace throughout the relation "A G int R"^ " by "A GR^\ {0}, the condition 
"A > A" becomes "A' e = 1. And A > 0", where e is a vector of ones. 
Let V be the set of the vertices of S and V = FH E the set of efficient 
vertices. Recall that "vertex" is synonym for "extremal point" (used in the convex 
analysis). 
AlsoasetjB = | ; j , . . . J^ 1 C | 1 , . . . ,n I is called a basis focSiff the matrix 
A^= [A . ,... ,A . ] is invertible {A stands for the jth column offiie matrix A). In 
this case, defining A:^= [ J:. . . .jc. ] ' , and accordingly y4^ j ; ^ where 
A/^  = I 1 , . . . , n I \ B, the sys tem^ ^'^B^B '^•^A/^A/ ~ ^ i^  equivalent to 
Xg + A^jA^^=A^^b (4.43) 
and the solution corresponding toA:^= 0, hence.^=/I ^ b, is called basic solution 
for 5. If a basic solution is also feasible (Le., all its components are nonnegative) is 
called basic feasible solution (BFS) of S. A BFS is nondegenerate iff all the basic 
components are positive {A'g b > 0). The polytope S is nondegenerate iff all he 
BFS are nondegenerate. A point in 5 is a vertex iff is a basic feasible solution. 
However the corresponding basis is not unique unless S is nondegenerate. 
By an edge of S we understand the segment inR" determined by two distinct 
adjacent vertices (i.e. by two distinct BFS which can be obtained one from the other 
by one pivot operation in the simplex tableau). If an edge is contained in £ it is 
callede^c/en/ edge.lhe set of all efficient edges is denoted by ^ . Unless otherwise 
stated, the word "efficient" is related to the problem (4.42). 
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Let XQ G V^ and define the set N'^{X^) = {X E. VJ\ {XQ\: the segment 
[ATQ, A; ] is an edge in S and [x^,x]GE}, i.e. all the adjacent vertices of A^Q linked by 
an efficient edge to XQ. 
Let us also introduce the following notations. 
If H = Ix ER^ ;a . (x—XQ) = 0 | is a hyperplane passing through 
XQ G JR'' having the normal given by the row vector a G jR"\ | 01 we will consider 
H^ =[xER'':a.(x -xj >0}and / /_ = [XER':a. (x-x^) < 0 } the closed 
half-spaces determined by //. 
The following two theorems describe the basic properties of the efficient set 
Theorem 4.4a 
The efficient set E of the vector minimization problem (4.42) is given by 
E= ^E, . 
Theorem 4.4b 
The set E is connected. Moreover, every two efficient vertices can be 
connected by a path of efficient edges. 
A useful consequence of Theorem 4.4a is: 
Proposition 4.4a 
Conv (E) = Conv {V) where "Conv" denotes the convex hull. 
The following theorem allows us to restrict the search of the optimal solution 
in the finite set V . 
Theorem 4.4c 
min f{x) = min f[x) 
x&E xSV 
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Proof 
Since V^CEC Conv {E) it is sufficient to prove 
min f{x) > min f(x) 
X e Conv [E) xGV^ 
There exists A: G conv (F^) such that/(A:) = min f{x) because 
X G Conv (KJ 
Conv(y^) is compact Butje = 2 a j^e .^with a^.> 0, 2 «•= 1 >*/G V^ and, by the 
quasi-concavity of/, we have 
/ ( j r ) &min/(A:^.)> min f{x) 
Now, by proposition (4.4a)-we have that / (A:) = min f(x) which 
X E Conv (F) 
completes the proof. 
Theorem 4.4d 
LetATg G V such that/Cjtp) min /(j.). Then jr^ ^ is a local min-
X ^ N'^ix^) U [x,] 
imum point for (4.41) 
Proof 
By the quasiconcavity of/we have 
f(xj min ^(^). 
A:GiV;(^,)U{^4 
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On the other hand for a sufficiently small, closed neighbourhood N oix^ , 
by Theorem (4.4a) we have 
EnNC Conv(iV^(XQ) U IXQ}) n N 
because, for all A, .v^  is a vertex of the polytope E^ or XQ ^ E^ and thus 
E^HNC Conv { NI{XQ) ^ {x^}) n N. 
Hence 
nxj> mill f(x)> min ;(^) ^ / ( ^ ) 
jrBBH/^ xGConv(Nl{x^)U[xQ^)nN 
"The following two lemmas will be the core of the algorithm 
Lemma 4.4c 
Let 6" be a polytope such that 
ECS' CS, 
and letA: E E. Consider the closed convex set 
F= {x^R':f(x)^f(x)}, 
and a hyperplane H C R". Assume that je e H^ and let the polyytope S" be given 
by 
s" =S'nH^. 
(i)if 
then 
Vee^, enH='p, (4.44) 
ECS"(ZS'. (4.45) 
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(ii)If 
3 eE^, €nH^(p, (4.46) 
and// is supporting hyyperplane for F (i.e., F C //^ andHOF v ' ^ ) , then, for any 
efficient edge e =[x' ,x" ]E:i, satisfying (4.46), the endpoint 
JTG {JC' ,X" } JijT) = min [f{x'), fix")] satisfies 
^&V^, / ( i ' ) < / ( 7 ) . (4.47) 
Moreover, if [x' ,x" ] H / / belongs to the relative interior or [x' ,x" ] (i.e., 
belongs to the open segment {x' ,x" ) determined by x' ,x" ), then (4.47) becomes 
/ ( J T ) < / ( / ) . (4.48) 
(iii) If all the endpoints of the efficient edges met by H belong to H^ , then (4.45) 
holds. 
Lemma 4.4d 
Let 5° be a poly tope mR" ,x E:S^ ,Q <d <-Ji and the closed convex set 
F = [xER''-f{x)>f{x)\ . 
Consider the sequences (S^)jt^o ^ i^^)i a- o ' (*'^)/a o ®^  polytopes, hyper-
planes and points respectively, defined for every ^  > 0 by: 
*v^E argmin/(5^). 
*H^is a supporting hyperplane of F passing through a point U*GF such that the 
angle^^betweenv^ - u''and the normal to //^pointing towardv^, is less than 6, and 
FGH^,V G / / (ifthenoninterestingcasev G F occurs,// may be any support-
ing hyperplane of F passing through u^ =v^) . 
's**'^=s*nH' 
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Then, 
lim/(v*) =f{x^. 
i- (4.49) 
We will describe and discuss an algorithm which leads, in a finite number of 
iterations to an approximate solution of the problem (4.41). The algorithm is based 
on a "cutting planes" procedure which, at each "major" '\ievatio^ (i.e., an iteration 
occurring in step 3 of the algorithm, when a local solution was reached) finds an 
improving efficient vertex or reduce the polytope containing the efficient set 
The following algorithm stops after a finite number of iterations and con-
structs the tinile sequences of efllcient vertices A:", . . . , y , . . . and polytopes 
5 ^ . . . . , 5 ^ , . . . . such that/(.v^)>/(.x-^) > . . . . , S =5^^ DS^ D... .D E. The 
last term jc* of the sequence {yf) ^^ is an e — optimal solution, where e >0 is the 
prescribed accuracy. Thusjc* E E and 
Vx^E,f{x*)'£f{x)+e. 
Algorighm 
Step 0 (Initialization) 
Select e > 0 , 0 < d < - ;r , set A: =/? =0, 5° = 5 and f i n d / e Ve 
Step l 
If A'^ |,'(;*:'') =^ then .v° is the optimal solution, stop. 
Step 2 
If the set G^= {x 6 A^ ^ ( ^ ) : / (jt) </(j*:^)} is empty then, ^ is a local 
solution, define the closed convex set F^ — \xE:R'':f{x) ^/(j*/ ') | and go to step 
3. Otherwise, for G ?^  (p, arbitrarily choosey^ ' e G increment/? and go to step 
2. 
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Step 3 
Fmdv'^Gargmm/(5'^).If 
then stop withx* =x^ an e—optimal solution. 
Otherwise: 
* find a supporting hyperplane H^ of F" passing through a point u^EF^ such that 
the angle between v —u and the normal to H* pointing toward v ,^ is less than 6, 
andKC Hi,v^^H^ : 
if there is an efficient edge ^'^,x"^]oiS such that [x'^ ,x"^]r[ H* ^(p and * 
min. [f(x'^)J{x"^)^ <fQ^)> then assign J t ^ 'G [x'^,x"^} with/(jc^^) 
=min I / C*'" )^, / (-^""^)}, increment /? and go to step 2, else, 
* define S^*^ =S^r\ H*^, increment k and return to Step 3. 
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