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Let X be a nonsingular conservative one-dimensional periodic d&ion process, A, its principal 
eigenvalue and X a binary splitting branching diffusion process with nonbranching part X. For 
each (Y > A,, we have two positive martingales W:(a), i = I, 2, of X attached to the two positive 
a-harmonic functions of X. The main purpose of this paper is to show that their limit random 
variables are positive for all (Y E (&,, m,), where n, are some constants greater than ho. 
periodic diffusion process * Hill’s equations * principal eigenvalue * a-harmonic func- 
tion * branching process * limit theorem * LP-martingale 
1. Introduction 
Let X = (x(t), P”) be a nonsingular conservative one-dimensional diffusion pro- 
cess. We consider a binary splitting branching process X = (X(t), P,) with non- 
branching part X and constant splitting rate c in the following sense: Let us consider 
a population of particles which move according to the 1a.w of X during their life 
time. Each particle alive at time t terminates its life time in [t, t + dr] with probability 
cdt+o(dt) and then it splits into two particles. The offspring of any particle P is 
born at the position where the particle P dies. All particles move, terminate and 
produce offspring independently of each other. A mathematical description of the 
probability space for such branching diffusions can be found in [9]. Let e(t) be the 
number of particles alive at time t and X,(t), X2(t), . . , XsC,,( t) be their positions. 
For every Bore1 function f; we set 
zl(fi x> = C fCxjCt)) 
j=l 
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and we define Z,(A) by 
Z,(A)=Z(Z,; X) for Ar B(R’) 
where IA is the indicator function of A and B(R’) denotes the topological m-field 
on R’. Then Z,( .) denotes the integral valued measure counting the number of 
particles alive at time t in Bore1 sets. 
In [20], .by combining &-martingale theory with the eigenfunction expansion 
theory, Watanabe gave a framework in which the asymptotic behavior of the process 
{Z,( .); f a 0} can be studied. One of the simplest examples which is not dealt with 
in [20] is the one whose nonbranching part X is a Brownian motion with a nonzero 
constant drift b. This branching diffusion process is useful for the study of a class 
of semi-linear diffusion equations (see [2] and [17]). In this case, the principal 
eigenvalue A0 of the infinitesimal operator Cs) = d2/2dx2 - b d/dx of X is positive 
and, for each a: E [-A,, O), the two positive solutions g,(a, x) and g,(cu, x) of the 
equation @u(x) = au(x) grow or decay with exponential orders (see Example 1 in 
Section 7 below). These properties naturally give some influence on the asymptotic 
behavior of the stochastic process {Z,( ); t 3 O}. Further they are inherited in the 
sense of (2.8)’ below by a diffusion process with a ‘periodic’ infinitesimal operator 
(see Section 2 for details). 
On the other hand, in the study of mathematical problems in various fields, one 
is led to the study of asymptotic behavior of the system in media with periodic 
structure (see [I] and [15]). Very often the related phenomena can be described in 
terms of stochastic processes with periodic structure (see [I, Chapter 31). Among 
them, diffusion processes and branching diffusion processes are most frequently 
made use of. These are closely related to the theory of Hill’s equations that is second 
order elliptic differential equations with periodic coefficients. Furthermore, in the 
study of periodic structure, we sometimes encounter a differential operator with 
discontinuous periodic coefficients as well (see Example 2 in Section 7). 
Keeping these facts in mind, in this paper we first characterize the class of 
one-dimensional diffusion operators with periodic structure. We call a diffusion 
process corresponding to-an operator (9 in this class a periodic one-dimensional 
diffusion process. By using a certain macroscope quantity corresponding to the 
operator @, we next give a condition for that its principal eigenvalue A, is positive 
(Lemma 2.2). This condition is also equivalent to that the diffusion process is 
transient. Further, for each a 3 -A,, there exist two positive solutions g,(cu, x) and 
g,(a, x) of the equation @U(X) = au(x) which satisfy (2.8)’ below. 
We now consider a binary splitting branching diffusion process X with periodic 
nonbranching part diffusion X and splitting rate c and set 
W:(a)=e ‘“-“‘Z,(h, ; X) 
where h,(x) = g,(cr, x), (Y 3 -A(,, i = 1,2. Then, as in [20], W:( CY) forms a positive 
martingale and consequently there exist nonnegative limit random variables 
W’(~)=!im W:(N) a.e., i=1,2. 
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As will be seen in Section 4, the process e ~‘CLiC)‘Z,(f; X) converges to the random 
variable Wi(a) provided f is continuous and has the same growth or decay order 
as g,(a, x) both for large x and for small x for some (Y > --A,, i = 1,2 (Theorem 
3.1). Our main result is as follows: if c > AO, then there exist two constants (Y, > -A,, 
i = 1,2, such that for every cy E [-A,, (Y~) 
PJO< W’((Y)<co]= 1, XElR’. 
The way to find the constants LY;‘s is given in Section 3. 
Finally we mention briefly on the comparison with the results in the paper [I 11, 
where the same type of problems as ours are studied. In their case, the non-branching 
part diffusion X is a Brownian motion on [O,OO) with positive drift b(x). The solution 
g(a, x) of the equation @u(x) = au(x) is therefore unique up to a multiple constant 
and bounded. This enables them to get the desired conclusion only by using 
&-martingale theory and comparison lemmas for the trajectories of one-dimensional 
diffusion processes. As will be seen in Corollary 2.1 (see also Examples in Section 
7), the functions g,(cy, x) for our periodic diffusion are unbounded and their method 
is no more available. We therefore have to study their precise growth order (Lemma 
6.2) and prepare an &-martingale estimate (Lemma 6.1) so that we can show that 
the martingales WI(a), i = 1, 2, are &-bounded for some p E (1,2]. 
The paper is arranged as follows. In Section 2 we summarize some properties of 
periodic one-dimensional diffusion processes which are necessary for the later 
Sections. Our main results will be stated in Section 3. The proof of Theorem 3.1 
will be given in Section 4. In Section 5 we will prepare a lemma on a semi-linear 
equation needed for the proof of Theorem 3.2. Section 6 is devoted to the proof of 
Theorem 3.2. In Section 7, we will give three typical examples of periodic one- 
dimensional diffusion processes for which the functions g,( a, x), i = I, 2, are com- 
puted precisely. 
2. Preliminaries 
Let C(R’) be the space of all bounded continuous functions on R’ provided with 
the customary norm 1~1, = SU~,,~~)U(X)\ and set 
C,(lR’) = {u E C(R’); lim u(x) = O}. 
r+*= 
Throughout this section, let X = (x(t), J’,) be a nonsingular conservative diffusion 
process on R’ whose semi-group {T,} is strongly continuous on C&Q’). We note 
that for every f 2 0 T, can be regarded as a linear operator on C(R’) (see [16]). Let 
s(x) and m(dx) be the scale function and the speed measure of X respectively. For 
details, see ItS and McKean [lo]. We denote by D(Cs-l) the space of all continuous 
functions u(x) on R’ such that (a) the right-derivative D:u(x) with respect to the 
scale function s(x) exists and is of bounded variation on each finite interval and 
(b) the measure D:u(dx) is absolutely continuous with respect to the speed measure 
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m(dx) and the Radon-Nikodym density Dtu(dx)/m(dx) is continuous. Then the 
operator 
Csi: D(W) 3 u + D:u(dx)/m(dx) (2.1) 
is linear on the domain. Let @ be the space of all continuous periodic functions on 
Iw’ with period 1. A one-dimensional diffusion process X = (x(t), P,) is called 
periodic with period 1 if the space @ is invariant under the semi-group {T,} of X, 
i.e., 
T,(@)c @ for every t SO. 
Then we can show the following result. 
Lemma 2.1, A nonsingular conservative 
(2.2) 
one-dimensional dijjiision process X = 
(x(t), Pr) is periodic with period 1, if and only if there exists a positive constant p such 
that 
(a) for every x, yE[w’, 
s(x+l)-s(y+lj=p(s(x)-s(y)) 
and 
(b) for every Bore1 set A in R’ 
m(S(A)) = p-‘m(A) 
whereS(A)={x+l;xEA}. 
(2.3) 
(2.4) 
Proof. Suppose that the scale function s(x) and the speed measure m(dx) satisfy 
(2.3) and (2.4) respectively. For (Y > 0, we consider the following generalized second 
order differential equation 
(a-(Y)u(x)=O for xEiw’. (2.5) 
Let g, (a, x) and g2( Ly, x) be positive strictly increasing and decreasing solutions of 
(2.5) with u(O) = 1 respectively. Since 
I 
I, 
I 
CC 
m((0, xl) ds(x) = a, (s(x) - s(O))m(dx) = co, 
0 0 
J 
0 
J I’ 
(2.6) 
m([x, 0)) ds(x) = cc, (s(0) -s(x))m(dx) = ~0, 
--x -CC 
both the boundary points cc and --a of [w’ are natural in the sense of Feller [5] (see 
also [IO] and [16]). Hence we have 
lim g,(rz, x) =a, lim g,(fz, x) =O, \ -_J; ,-- K 
lim gz( cy, x) = 0, lim g2( a, x) = cc 
(2.7) 
I - a r--a 
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for every (Y > 0. Combining (2.3) and (2.4) with this we can conclude that there 
exist two constants r,(a), i=l, 2, such that O<r,(a)<l<r,(a) and 
gi((Y,X+l)=T,((Y)gi((Y,X) for XGR’, i=1,2, (2.8) 
or equivalently 
gi(a,x+t)=ri(a)“gi(a,x) for xER’, nEZ, i= 1,2. (2.8)’ 
By using (2.3) and differentiating both sides of (2.8), it is easy to see that 
DbgiCcy,x+ ~)=(C-i(a)lP~Dbgi(a~x) for XER’, i= 1,2. 
Since the Wronskian 
B(a) = (Kg,(a, x))gz(% x) _S,(% X)K&(Q, x) 
of gi( Ly, x), i = 1, 2 is constant in x E R’, this implies that 
rI(a)rAa) = P. 
Now we set 
(2.9) 
(2.10) 
G(a, X,Y) = G(c-u,~, x) =gl(a, x)gAa, A/B(a) for x~y, 
and define the Green operator G, of X by 
G, : C(R’) 3f+ G,f(x) = J G(a, x, y)f(y)m(dy). Iw, 
Then it follows that for every (Y > 0 
I 
n 
G,f(x) = e-“‘T,j(x) dt for fE C(R’) (2.11) 
0 
(see [lo]). By using (2.4), (2.8) and (2.10) we can easily conclude that 
G,(@)c @ for every (Y>O. 
Combined with (2.11) this implies (2.2). Hence the diffusion process X = (x(t), I-‘,) 
is periodic with period 1. 
We now proceed to the proof of the converse assertion. Note first that (2.2) implies 
C8(@nD(CV))c @. (2.12) 
We then fix a 6 E (0,;) and set U(a) = (a - 6, a + a), a E R’. For each a E R’ we can 
find a function u E @ n D(6) such that Dbu(u) f 0 and 
@u(x) =0 for every XE U(u). 
It then follows from (2.12) that 
@U(X) = @u(x+ 1) = 0 for every x E U(u) 
Hence we have 
u(x)- u(u) = D:u(u)(s(x) -s(u)), 
U(X+1)-u(u+1)=Dfu(u+l)(s(x+1)-s(u+1)) 
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for every x E U(a). Hence there exist constants p0 # 0 and K, such that 
s(x+ l)=p,s(x)+ K, for every XE U(a). (2.13) 
We will now show that the constants pU and K, are independent of the choice of 
a E R’. To see this take arbitrary a, h E R’ such that (a - b( < 26. Then by (2.13) it 
follows that 
(P,-P,,)s(x)= K,,- K, for XE U(a)n U(b). 
Since s(x) is strictly increasing this implies that pn = ph and K, = K,,. Now repeating 
this argument successively we obtain the desired conclusion. Hence, denoting the 
above constants by p and K respectively, we have 
s(x+l)=ps(.x)+K for every XER’, 
which implies (2.3 ). 
We will next prove (2.4). For each a E R’, we choose a function u E @n D(e) 
such that 
U(X) = 
I 
(s(x)--(y))m(dy) for u<xcu+2S. 
(0. \-I 
Then, noting that 
CY,v(x)=Ctiv(x+l)=l for u<x<u+26, 
we obtain 
(x(x+1)-s(y))m(dy) for u<x<u+26. 
Hence it follows that 
J (.s(x) - s(y))m(dy) ,n.rl 
= 1 (s(x+l)-s(y))m(dy) for u<x<u+26. Ca+l,li I] 
Since the above equality is valid for all a E R’, (2.4) follows from (2.3). 
In this paper, from now on, we always assume that X = (x(t), P,) is a periodic 
nonsingular conservative one-dimensional diffusion process with period I. Then we 
have 
Remark 2.1. Let p be the constant given by Lemma 2.1. Then it is easy to see that 
P = P”CV- I < VII/ Po[fl, < g-11 (2.14) 
where C~ denotes the first hitting time of X for a E R’. 
We now summarize some spectral results on generalized second order differential 
operators. We first note that the semi-group {r,} given above can also be regarded 
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as a semi-group of bounded linear operators on the real Hilbert space L,(R’, m) of 
all m-measurable functions u with /I u ]I2 = (u, u)“* < 00, where 
(u, u)= I,, u(x)u(x)m(dx) for u, ZIE L2(R’, m) 
(see [lo] and [ 161). Let L be the infinitesimal generator of the semi-group {T,} on 
L,(R’, m) with the domain D(L). For the precise description of the domain D(L), 
see McKean [16] and Fukushima [7]. We denote by A0 the principal eigenvalue of 
the operator L, i.e., 
(2.15) 
It is well known that the principal eigenvalue A0 is nonnegative. For each cy E C, let 
&(cy, x), i = 1, 2, be the solutions of (2.5) such that 
4r(%O)= 1, X(a,O)=O, 44% 0) = 0, X$z(Q, 0) = 1. 
By using (2.6) it is easy to see that both the boundary points a~ and -cc of R’ are 
of limit point type, i.e., there exist the limiting functions 
h+(a) = -F*l& +,(a, x)lti*(a, x), 
(2.16) 
h-(a) = -,hmr 4,(a, x)l42(a, XI for LY E C\( -00, 0] 
(see Coddington-Levinson [3] and McKean [16]). We set 
h,,(cu)=(h-(cu)-h+((Y))_‘, 
h,*(a) = h,(a) = h-(a){h-(cu)-h+((y)}_‘, (2.17) 
h**(Q) = h+(cy)h_(a){h_(a) - h+(cy)}_‘. 
Then the spectral measures cii(du), i, j = 1, 2, in the spectral representation theory 
are given by the formulae 
1 
flljcru,, u21) = l$; 
1 I 
*2 
Im h,(-u -J-r,) du, i, j = 1,2, (2.18) 
UI 
for every continuity points u,, u2 E R’ of the left hand sides (see Coddington- 
Levinson [3]). Hence the principal eigenvalue A0 is the smallest number in the 
supports of a,(du), i, j = 1, 2. We will now give an expression of hq(a), i, j = 1, 2, 
in (2.17). As in the proof of Lemma 2.1, for each rx > 0, let g,( (Y, x) and g2( (Y, x) 
be the positive increasing and decreasing solutions of (2.5) with u(O) = 1 respectively 
and B(a) be their Wronskian, i.e., 
B(a) = Ng,(a, 0) - Egz(c% 0). 
It is well known that, for a fixed x E R’, the functions gi( a, x), i = 1,2, and D:gi( (Y, x), 
i = I, 2, are analytic in cx > 0 (see [IO]). Hence we have their analytic continuation 
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up to their singular points. We now have 
h,,(a) = l/B(a), h,*(a) = h,,(a) = Xg,(a, 0)/B(Q), 
&2(Q) = (Eg,(a, O))(R+&(% O))IB(a) 
(2.19) 
for all LY E C except for the singular points of the right hand sides. Indeed, it is easy 
to see that 
+,(a, x) = {(Eg,(a, O))g,(a, x) - (Eg*(a, O))g,(c-u, x)1/B(a), 
&(a, x) =(g,(cu,x)-g,(a,x))lB(cu) for XeR’, a>O. 
Hence by using (2.7) and (2.16) we can conclude that 
h+(a) = K&(Q, O), h-(a) = Eg,(a, 0) for a > 0. 
Combined with (2.17) this implies (2.19) for (Y > 0 first and then for all (Y E C except 
for the singular points of the right hand sides by the analytic continuation. 
We next consider the following eigenvalue problem: for each a, b E IR’ with a < b, 
C94(A, x)= -A+(A, x) for XE (a, b), 4(h, a)=O, $J(A, b)=O. (2.20) 
Let A(a, b) be the first eigenvalue of (2.20). Then it is well known that (2.6) implies 
A”= lim 
a-t-rJI+a A(a, b) 
(2.21) 
(see [16]). Further we can give a probabilistic interpretation of the first eigenvalue 
A(a, b). 
Lemma 2.2. Let A E R’. Then A < A(u, b) ifund only if’ 
E,[exp{h(~~~~oh)}l<~,forx~[a,bl 
where ET denotes the expectation with respect to P,. 
(2.22) 
We can easily show the assertion of the lemma by using Dynkin’s formula, (cf. 
Friedman [6, Theorem lO.l]). Hence details of the proof are omitted. 
For each o > -A(O, l), let e,(q x), i = I, 2, be the solutions of (2.5) such that 
e,(q 0) = 1, e,(a, 1) =O, e,(cy,O)=O, e,(a, l)= 1. (2.23) 
We note that, by virtue of Lemma 2.2, these functions are well defined at least for 
(Y > -A (0, 1). Indeed we set 
er(a, x) = K[exp{-aaJ; a,< a,l, 
e,(a, x) = Uexp{-aalI; ml < 61 
(2.24) 
for xE[O, 11, 
and extend them to the functions on R’ so that (2.5) holds. Further, for (Y > -A (0,2), 
we have an expression of ez(q x): 
e,(q x) = E,[exp{-aa,}; ff2< cr,]/E,[exp{-acTz}; (TV< a,] for x E [0,2] 
’ a, A uh =min{o,, vh}, 
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and especially 
e,(cw, 2) = l/E,[exp{-aoz}; o,< aO]. (2.25) 
We now set 
D(Q) = e,(a, 2)2-4p. (2.26) 
Then, by (2.25), the function D( (Y) is strictly increasing in cy > -A (0,2). Furthermore, 
by (2.14) and the definition of h(O,2), we have 
D(-h(O,2))=-4p<O and D(O)=(l-p)‘aO. 
Hence D(a) has the largest real zero (Y* in (-h(O,2), 01. 
Lemma 2.3. (i) The principal eigenvalue A,, coincides with -(Y*. 
(ii) A,>0 ifand only ifp # 1. 
Proof. Let (Y > 0 for a while. Then (2.8) with (2.23) implies 
g,(~,x)=e,(cy,x)+ri((Y)e2(~,x) for xER’, i= 1,2. 
Combining this with (2.8), we have 
I,((Y)~=~,(LY,~)+I;((Y)~~(LY,~) for i= 1, 2. 
(2.27) 
Since r,(a) > r2(a), by using this and (2.10), we have 
r,(a) =(e5((~,2)+D(~)“~)/2, ~~((~)=(e,(cu,2)-D(cu)“~)/2. (2.28) 
Hence it follows from (2.27) that 
D:gi((.Y,0)=Dfe,(cY,0)+r,(a)D:e2(a,0), i=l,2, 
B(a) = D(a)“2D:e2(q 0). 
(2.29) 
Now we analytically continue all the functions appearing in (2.29) up to their 
singular points. Then it can be seen that the functions e2(a, 0), D(a) and D:ei(a, O), 
i = I, 2, are analytic in (Y > -A(O, 1). Further, (2.27), (2.28) and (2.29) hold for all 
(Y E C except for their singular points. On the other hand it is well known that 
A,<A(O,2)<A(O, 1). (2.30) 
Hence the assertion (i) of the lemma follows from (2.18), (2.19), (2.28) and (2.29). 
The second assertion (ii) of the lemma is a direct consequence of that of (i). 
Corollary 2.1. (i) For each a 2 -ho, the functions gi(a, x), i = 1, 2, are positive on 
R’. Further it holds that 
g,( -A,, x) = g,( -Ao, x) for x E R’. 
(ii) If a E [-A,,, 0) and p < 1 (p > 1), then 
lim g,(cu,x)=O (resp.=co), i-1,2, 
‘;‘W 
(2.31) 
(2.32) 
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and 
lim g,(cx,x)=cO (resp.=O), i-1,2. 
Y-r- 1c 
(2.33) 
Proof. (i) Let a 3 -A,. Then, because of (2.24) and (2.30), the functions e,(@, x), 
i = 1, 2, are positive for x E (0, 1). Further e,(a, 2) > 0 by (2.25). Hence by Lemma 
2.3 and (2.28), r,(a), i = 1, 2, are positive. These with (2.27) imply that g,(a, x), 
i = 1, 2, are positive for x E [0, 11. On the other hand it is clear that (2.8) also holds 
for the analytically continued functions. Hence it follows that the functions gi( Ly, x), 
i = 1, 2, are positive for all x E R’. Finally, (2.31) is clear from (2.27) since r,(-A,) = 
r,(-ho) = p”‘. 
(11) We tirst assume that p < 1. Then we have 
r,(O) = 1 and r?(O) = p. 
Since .c?((Y, 2) is strictly increasing in a > -A(O, 2), this with (2.28) implies 
p<rz(cx)sp”‘sr,(cr)<l for cuE[-&,O). 
Hence we obtain (2.32) and (2.33) by (2.8). The proof for the case when p> 1 is 
similar and will be omitted. 
Remark 2.2. In [14], Kotani points out that the second assertion of Lemma 2.3 can 
also be obtained by the general spectral theory for generalized Sturm-Liouville 
operators. See also Bensoussan, Lions and Papanicolaou [l] and Guo and Wu [8] 
for some results related to the assertion (ii) of Lemma 2.3. 
Remark 2.3. Let A ( (Y ) be the discriminant in the theory of Hill’s equations: 
A(a) = 4,(a, l)+Df&(a, 1) 
(cf. [15]). Then e,(a, 2) given above coincides with A(a). Hence rt(cv), i = 1, 2, are 
the solutions of the characteristic equation 
rZ-A(cx)r+p=O. 
Indeed, we have only to show that the first assertion holds for (Y > -A(O, 1). For 
such an cr, it is easy to see that 
eda, 2) = &(a, 2)/&(~, 1). 
On the other hand, it is clear from (2.3) that 
~2(~y,x+l)=~2(~, l)&((~,x)+p(D:&(~, l))&(cy,x) for x~[w’. 
(2.34) 
Hence, substituting x = 1 into (2.34) above, we obtain the conclusion. 
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3. Main results 
Let us consider a periodic nonsingular conservative diffusion process X = 
(x(t), P,) on R’ with period 1. We denote by ho the principal eigenvalue of L defined 
by (2.15). Let g,(a, x) and g,(a, x) be positive solutions of (2.5) with u(0) = 1 given 
in Section 2 (see Corollary 2.1). We set 
s”=R’xlR’x~~~xrR’/-, n=1,2 )...) 
< I 
” 
where - is the equivalent relation of the coordinate permutation and consider their 
topological sum S = Cy=, S”. A point x of S is denoted as x = [x,, x2,. . . , x,] if 
x E S” and it is the equivalent class containing (x,, x2, . . . , x,) E R”. x = [x] E S’ is 
denoted simply as x. We now consider a binary splitting branching diffusion process 
X = (X(t), F,, P,) on S with nonbranching part X and constant splitting rate c > 0, 
i.e., X is an {x(t), 4,, {p,(x)}~=,J-b ranching diffusion process in the sense of 
Watanabe [20]. Here & = eec’ and p*(x) = 1, p,(x) = 0 for all n # 2. For details, see 
[9] and [20]. For every Bore1 measurable function g, we set 
5(‘) 
Z,(g: X) = C g(X,(t)) for X(t) =1X,(r), X2(f), . . . , &,Wl (3.1) 
k=l 
where t(r) is defined by 
50) = n if X(r) E S”. 
Then, as in [20], for each LY 2 -A,, the stochastic processes {W’,(a), F,, P,}, i = 1, 2 
defined by 
Wj(a)=e-(“+c)‘Z,(hi;X) for ra0, i= 1, 2 
are nonnegative martingales where h,(x) = g,(Ly, x), i = 1, 2. Hence there exist non- 
negative random variables Wi( a), i = 1, 2, such that with probability 1 
w:(a) + W’(Q) as r+co. (3.2) 
In order to state our first theorem, we need two function spaces. For each (Y > -A, 
and I E R’, let B, (a, I) (B,(a, I)) be the space of all continuous functions f on R’ 
such that 
Theorem 3.1. Let CY > -A,,, 1 E R’ and i = 1, 2. Then, for every f E Bi(a, I) 
~_~f(XM~, x) = I, lim f(x)lgAa, xl = 0 (3.3) x+-cc 
(resp. lim f(x)lg2(a,x)= 4 limf(x)lgl(~, x)=0)- (3.3)’ T+-n? I - a 
lim e-(“l+c)‘Z,(f; X) = IWi(a) a.e. (p,). (3.4) I-CT 
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Our next task is to study when the random variables W’(n), i = 1,2, are nondegen- 
erate. Let C, and C2 be the curves defined by 
c,={(CY,p);P=logr,(a),cu~-A”}, i-1,2, 
where r,(a), i = 1, 2, are those defined by (2.8). We note that the curves C, and C2 
are symmetric with respect to the horizontal line /3 = log p”’ and they meet at the 
point (-A,, log p”‘). Using the relations 
y,(a)=g,(a, l)={E,[exp{-cuu,};(Tl<ool} ‘, 
~~(a) = g,(q 1) = E,[exp{-aa,}; ao<ml, 
we can also conclude that the derivative (d/da) log r,(a) ((d/da) log r2(Ly)) is 
positive and decreasing (resp. negative and increasing) in a > -A”. Furthermore 
hE$logr,(-A,+s)=iT: and ljE&logr,(-A,,+E)=-m. 
From now on we assume that c> A,. Then for i = 1, 2, there exists a unique 
(Y~ > -A,, such that the point (-c, 0) is on the tangent line of Ci at ((u,, log ri(a,)). 
We note that if A,, = 0, then r,(a) = -r2(cr) and hence (Y, = CY,> 0. 
Theorem 3.2. Let c > A0 and i = 1, 2. Then for each a E [-A,, ai), it holds that 
P,[O< W’(CX)<~~]= 1 jorxr[W’. (3.5) 
4. Proof of Theorem 3.1 
We will give the proof in the case when f’~ B,(a, I). We choose an arbitrary 
positive F. Then there is an R, = Rr( E) > 0 such that 
If(x)-Ig,(CY,x)l<&g,((Y,~) forx>Rr. (4.1) 
On the other hand combining (2.8) with (2.28), we have 
lim da, x)lgl(a, x) =O, lim g,(cf, x)/.da, xl = 0 
Y-a I+-CT 
for CY > -AO. Hence we can find an R, = R2( e) > 0 such that 
If(x) - lg,(a, x)1 < eg,(a, x) for x < -R2. 
Setting 
f+(x) = (f(x) - lg,(a, X))I,R,,\&X), 
f- (x) = (f(x) - lg,(a, X))I(G/RJX), 
.6(x) = (f(x) - lg,(a, x))l, R,,R,,(X), 
(4.2) 
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we have 
f(x) = Ig,(cy, x)+f+(x)+f_(x)+tfo(x) for xE R!‘. 
Then it follows from (4.1) and (4.2), that 
le- ‘“+“‘Z,(f++f_;X)I~~(Wj(cu)+ Wf(cr)) for every t20. 
On the other hand, there is a positive constant K such that 
I&(x)1 G Kg,( -Ao, x) for every x E R’. 
This implies 
le- (a+r)‘Z,(fO; X)1 < e-(a+A~)rWJ(-hO) 
and so 
lim e-(cl+C’)‘Z,(fO; X) = 0 a.e. (P,). 
,+0I 
(4.3) 
(4.4) 
(4.5) 
Since E is an arbitrary positive constant, combining (3.2), (4.3), (4.4) and (4.5) we 
can conclude (3.4). 
For fE &((Y, I), in the same way as above we can show (3.4) and so the proof is 
omitted. 
5. A second order semi-linear differential equation 
Before proceeding to the proof of Theorem 3.2 we will prepare a lemma on a 
semi-linear equation related to the periodic diffusion process X given in Section 3. 
Fix a constant c> ho. Let us consider the following second order semi-linear 
differential equation 
8u+cU(l-u)=o (5.1) 
where C9 is the operator given in the Section 2. The following lemma is a slight 
generalization of the well known result (see [13]). 
Lemma 5.1. Let u be a solution of (5.1) such thaf 
O~zAGl. (5.2) 
Ifc>A,, thenu=Ooru=l. 
Proof. Without loss of generality, we may assume O<p s 1. Since 
DZu(x) - Dfu(y) = -c 
I 
u(&)(f - u(5))m(d5) for Y s x, (5.3) 
(%X1 
D:(x) is nonincreasing and so 
12 U(X) - u(v) 2 D:u(x)(s(x) - s(y)) for y s x. 
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Combining this with lim,,,_, s(y)=-oo,weobtainthat D:u(x)<OforeveryxER’. 
Therefore u(x) is nonincreasing and the limit u* =lim,,, u(x) exists. If u* = 1, 
then u(x) = I, x E 58’ and the assertion of the lemma holds. Hence we assume that 
U*<l and IA #O. 
Then we can find an x,) E R’ such that 
O<U(X,,)< 1. 
Further it follows from (5.1) that for x 3 x,, 
UC%) - u(x) 2 (-D:4%))(.4x) -.~(xo))+ cu*(l - u(x,,)) m((x,,, 51) ds(5). 
\c, 
Hence, by virtue of (2.6), we have 
u*=o. (5.4) 
Fix a p E (A,,, c). Then combining (5.1) with (5.4) we can choose an I> xg such that 
(Yu(x) G -pu(x) for x3 1. (5.5) 
On the other hand, since D:u(x) is nonincreasing and non-positive we have 
O<u(x)< I for every xSxo. (5.6) 
For every positive integer k let A’h’ be the first eigenvalue of the eigenvalue problem 
(2.2) with a = I and h = I+ k, i.e., A”“= h(l, I+ k). Then it can be seen from (5.5) 
and (5.6) that 
A”“> -/_L, k=1,2 ,.... (5.7) 
To show this, we denote by 4’“’ the positive eigenfunction corresponding to A”). 
By (5.6) there exists a positive constant 6 such that 
64’A’(x)~u(x) for XE[I, l+k]. (5.8) 
Also we have 
E,[~‘k’(X(t)); j < CT, A oltk] = {exp[-A”‘t]}$“‘(x) for x E [I, I+ k] and t 2 0. 
On the other hand, by (5.5) and Dynkin’s formula, we have 
e@E,[u(.x(t)); t < ff, A F,+~]< u(x) for x E [I, I + k] and f 2 0. 
Hence it follows that 
64’“‘(x) G {exp[(A”” -p)t]}u(x) for xr[1,l+k] and tz0. 
This implies (5.7). On the other hand since the diffusion process X is periodic, it 
follows from (2.21) that A“’ + A,) as k-+co. Hence (5.7) implies p s ho, which 
contradicts p E (A,,, c). Hence we see that u* < 1 implies u = 0. This completes the 
proof. 
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6. Proof of Theorem 3.2 
We first prepare a general lemma. 
Lemma 6.1. Let (0, F, P} be a probability space and {F,,} be an increasing family of 
sub u-field of F. Let {&,} be an {F,,}-martingale such that 
6, = 0, E[[,]=O, n= 1,2,. . ., 
and for a jixed p E (1,2] 
E[1&IP]<a3, n = 1,2,. . . , 
where E denotes the expectation with respect to P. Then there exists a constant 
K, = K,(p) such that 
n-l 
Proof. Following Uchiyama [ 191 we first note that there exists a constant K, = K, ( p) 
such that 
~a+b~P~~a~P+K,~b~P+p~a~P~2ab for a, bE[w’. 
It follows from this that 
Since the last term of the right-hand side is zero, we have 
~[5k+,~Pl~ ~&klpl+ KE[ki+, - 5$1, k = 0, 1,. . . , n - 1. 
Summing up both sides, we obtain (6.1). 
Before proceeding to the proof of Theorem 3.2, we will prepare one more lemma. 
Lemma 6.2. Let i = 1, 2. For each LY E (-A,, a,) there exist three constants a02 -Ao, 
Kz>O andpE(1,2] such that 
(9 (cr+c)p>cu,+c, 
(ii) g,(a,~)~< K,g,(cr,,x) forxER’. (6.2) 
Proof. By the symmetry of the diffusion process X, we may assume, without loss 
of generality, that p 2 1. Since -A,< (Y, we may also assume that r,( LI) > 1. We first 
consider the case when i = 1 and -A0 < (Y < CZ,. Then there exists an q, E ( LY, (Y,) such 
that 
log r,(aJllog rI(a)E (1,21. 
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Setting 
P = log ri(4llog r,(a), (6.3) 
we have r, ( (Y”) = r,( (w)“. Hence the assertion (ii) with i = 1 follows for some constant 
K2. It is also obvious that 
(log r,(a))I(a + c) < (log r,(%))/(~“+ c). 
This with (6.3) assures (i). 
We now consider the case when i = 2 and -A0 < (Y < Q~. We will divide the proof 
into three cases. First we assume (Y = 0. Then we have 
rz( cu) = I 
and g,(q x) is bounded in x E (w’. Hence (6.2) with (Y,, = 0 and p = 2 holds. We next 
turn to the case when 0 < (Y < (Y*. Then we can find an (Y” E (q (YJ such that 
log r,(a0)llog r*(a) E (1,21. 
As in the case when i = 1 and -A0 < a < (Y,, we also set 
p = log r,(4llog rz(a). 
Then noting that 
(log rz(4)l(a0+ c) < (log rz(a))/(a + c) CO, 
we can conclude (6.2). Finally we consider the case when i = 2 and -A0 < cy < 0. In 
this case, we choose an LV~E (-A,, a) such that 
log rz(4110g rz( a) E ( 1,21. 
Then (6.2) follows again with 
P = log rJ4llog rz(a) 
Inspecting the proof mentioned above, we can also show the following 
Remark 6.1. If p 2 1 (p G l), then there exist three constants a02 -Ao, K2> 0 and 
p E (1,2] such that (6.2) holds for (Y = -A0 and i = 1 (resp. i = 2). 
Proof of Theorem 3.2. Let i = 1, 2 and a E [-A,, ai). If (Y E (-Ao, (Ye), we choose the 
constants czo 2 -A,,, K2 > 0 and p E (1,2] given by Lemma 6.2 and set 
h(x)=g,(a,,x) for xElw’. 
If cy = -A0 and p 3 1 (p < l), we choose the constants (Ye, K, and p given by Remark 
6.1 and set 
h(x) = g,(ao, x) (resp. = gda0, xl) for x+z[w’. 
Now fix a t> 0 for a while. For xk EIW’, k = 1, 2,. . . , let gCk)= (&(s, xk), *X,), 
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k=1,2,..., be the independent copies of the branching diffusion process X = 
(X(s), P,,) given in Section 3. Furthermore we also assume that they are independent 
of the original a-field F, as well. For x = [x,, x2, . . . , X,]E S”, we denote by Fx,the 
direct product measure Fx’,, @ix2@. . * @Fx,, of Fx,, fix,,, . . . , I’,,. Then, by the branch- 
ing property, the law of (X( t+ s), Px( * 1 F,)) for x E I%’ coincides with that of 
[%(s, Y,), -%(s, A,. . . , -k(s, JL,)I~~=~(,),~~=x~w with respect to ~.XW where x(t) = 
[X,(t), X2(t), . . ., Xzc,,(t)] (see [9]). Hence, setting g,(x) = gi(q x), we can easily 
see that for x E R’ 
_ -(a+c)pti 
~0) 
[I 
j, {e-(ol+c)‘Z (gi; X'"')-gi(Yk)l ' 
II 
Im=*(t),y,-X,(t) 
where E, and & denote the expectations with respect to P, and Fx respectively. 
Hence, by Lemma 6.1, it follows that 
E@‘:+.Aa)- wfb)I”t61 
s KI e-(a+c)p’ Ii: Exk,tJI We -gi(a)IPIIa=Xa(t) 
81) s 2P_‘K, e-(e+c)Pr 
C {E,,,,,[IW~(~)Ipl+gi(~, X/Jf))P). 
k=l 
(6.4) 
Further it is easy to see that 
E,[I W:( a)l”] s eC(atc)pr Ex[t(S)plK[gi(~, x(s))‘I. 
Hence, by the choice of the constants q,, K2 and p, we have 
E,[~Wj(c~)~~]~K~h(x) forO<s51 andxER’, 
where 
We note that the expectation EJ&(s)‘] is independent of 
from (6.4) and (6.5) that for some positive constant K, 
&[I Wi+,( a) - Wf( a)[“] s K4 e-(a+c)p’Ex[Z,( h ; X)] 
= K 
4 
e-[(ol+cfP-(a,+c)lrh(X) 
(6.5) 
XEIR’. It then follows 
for OGss 1. 
Hence, by Lemma 6.1, there exists a a positive constant K5 such that for every 
06 t-coo, 
E,[( W:(a)l’]s K,h(x) ? e-O” 
n=O 
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where a = ((Y + c)p - (cu,+ c) > 0. Therefore the martingale { W:( cu), t 2 0) is L,- 
bounded. Now by the general theory of martingales we have 
E,[ W’(a)]= lim EX[ WI(a)]= gl(a, x) for XER’ 
,-+CC 
which implies 
P,[O< W’(a)]>0 and P,[W’(a)<co]= 1 for xE[w’. 
On the other hand, we can show that the function u(x) defined by 
u(x)=P,[O< Wi(cz)<co] for XER’ 
is a solution of (5.1) with 0 G u G 1. To see this, we set, for i = 1, 2, 
$,(~,a)=E~[exp[-aW:(cr)]] for all ra0, a~0 and XER’. 
By the standard argument for branching processes, it then follows that 
5 
I 
til(x, a) =ed”T,f,,,(x)+ c em’“E,[+,-$(x(s), a em’u+r)‘)7] ds 
0 
where 
(6.6) 
(6.7) 
(6.8) 
fi,,(x) = exp[-a e -‘U+C”gl(a, x)] for x E R’ 
(see [9] and also [ll]). Let t+co first and then a +co in (6.8). Then we see the 
function v(x) defined by 
v(x)=PXIW’(a)=O] for xE[w’ 
satisfies the integral equation 
x) 
v(x) = c 
1 
ee”‘E,[u(x(s))2] ds for every x E R’ 
0 
(see [l l] for details). Hence v(x) is a solution of the differential equation 
Cslv-cv=-cv* 
with 0s v c 1. Since u = 1 - v by (6.6), we can conclude that u(x) satisfies (5.1) 
with 0~~s 1. 
Now from (6.6) and Lemma 5.1 it follows that u = 1. 
7. Examples of periodic diffusion processes 
In this section we give three typical examples of periodic diffusion processes. In 
the following, we always assume that the infinitesimal operator C8 of the diffusion 
process is given by @i = d2/dx2 - b(x) dldx, where b(x) is a periodic function on 
R’ with period 1. The symbols s(x), m(dx), p, A,,, g,(cr, x), i = 1, 2, are those given 
in Section 2. 
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Example 1. Let b(x) = b (a real constant). Then ds(x) = Kr ebx dx, m(dx) = KY’ ePbx 
dx for some positive constant K,. Hence p = eb, A0 = b2/4 and A,, > 0 if and only if 
b f 0. Further, for each (Y Z= -ho, 
g,(cq x) = exp[(b+(bz+4a)“‘)x/2], 
gz(a,x)=exp[(b-(b2+4~)“2)x/2]. 
Thus g,(q x), i = 1, 2, grow or decay exactly with exponential orders. 
Example 2. Let b(x+ n) = b (OS x <p), = -b (p G x < 1), n E Z, for some constants 
p E (0, 1) and b. Then p = eb(2pm’), ds(x+ n) = p” ebx dx (OS x <p), =p”+’ eb(‘-x) dx 
(pox< 1), m(dx+n)=p-“e-b”dx (O<x<p), =p~n-‘e-b(‘-Y)dx (p<x< 1) for 
every n E Z. Hence ho= 0 if and only if (2p - 1)b = 0. Following [18], let 6(a) = 
(b2+4a)“2, 6,(a) = (b+(-1)‘+‘6((u))/2 for i= 1, 2 and (Y > -b2/4. Then the func- 
tion ~,(a, x), i = 1, 2, are given by 
where 
a, exp[&(a)xl+ b,, exp[62(a)xl, osx<p, 
c,, exp[-G,(a)(x--p)]+& exp[-S,(cu)(x-p)], psx< 1, 
X 
exp[-h(a)(l -P)I exp[-Ua)(l -PII 
-h(a) exp[-&(a)(l -p)l -a,(a) ew-~2(a)(l -p)l ) ’ 
B= a(~) h(a) 1 s,(a) exp[b(a)pl S2(a) exp[Ma)pl ’ 
l+-%(a) I)( ew[h(a)pl exp[&(a)pl ) 
for n =O, *l, *2,. . . (ibid.). Hence we have 
cp,(q 1) = (&/28((~)‘){4aC+(a)+ b2D+(cy)- bS(a)D_(a)}, 
c~z(a, 1)=(Jp/26(cr)2){bC+(cy)+~(~)C-(a)--bD+(~)}, 
Dfcp2(a, 1)=(1/2~&r)2){4cK+(~)+b2D+(~)+b~(~)D_(cy)}, 
d(a) =(~&S(a)~){4aC+(a)+b~D+(a)} 
where 
C+(a) =2 cosh(S(n)/2), C((Y) = 2 sinh(S(a)/2), 
D+(a)=2cosh(S(cz)(2p-1)/2), D_(a) =2 sinh(S(cu)(2p- 1)/2). 
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Thus -A0 is the largest solution of 
4aC+(cu)+bzD+(cr) =2(b2+4a). 
The functions h+(a) and h_(a) in (2.6) are now denoted as 
h+(a) = (~d~)--(P,(~, l))I(P*(Q, l), 
h-(a) = (~I(~)-(PI(% I))I(P2(Q, I), 
where 
~,(a) = {A((~)+(A(a)~-4p)“~}/2, 
r2(a)={A(~)-(A(a)2-4p)“2}/2. 
The solutions g,(cy, x), i = 1, 2, of (2.5) for N > -ho are given by 
s,(~,X)=(P,(~,X)+~-(~)(P?(~,X), 
g,(a, xl = cpl(Q, x)+h+(Q)492(% xl. 
Finally we give an example related to Mathieu functions, for which the principal 
eigenvalue is equal to zero. 
Example 3. Let 
b(x) = -2ceh(z)/ce,(z), z = 27rx, 
for some 0, where ceO(z) is the even periodic Mathieu function without zeros, i.e., 
a positive solution of 
d2u/dz2+(a,-28cos2z)u=O, u’(O)=u’(r)=O 
for an appropriate constant a,, = a,( 0) (see [4, pp. 1 1 l- 1131). Then p = 1 and A0 = 0. 
Further a function u(x) solves (2.5) if and only if the function v(z) given by the 
relation 
u(z)=ce,(z)u(x)/ce,(O), z=27rx 
solves 
d%/dz2+(a,-a-20cos20)v(z)=O. 
Hence for each (Y 2 0, 
gr(a,x)=e 2srPXP(2nx)ce,(0)/P(O)ce,(2nx), 
g2(a, x) = em 2~FXP(-27Fx)ce,(0)/P(O)ce,(27rx) 
where efiZP(z) is the Mathieu function for the equation [4, 16.2(l)] with h = a,- LY 
(p is taken to be positive). 
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