Abstract. Cutting tool wear in machining processes reduces the product surface quality, a ects the dimensional and geometrical tolerances, and causes tool breakage during the metal cutting. Therefore, online tool wear monitoring is needed to prevent reduction in machining quality. An Arti cial Neural Network (ANN) model was developed in this study to predict and simulate the tool ank wear. To achieve this aim, an experiment array was provided using full factorial method, and the tests were conducted on a CNC lathe machine tool. Vibration amplitude of the cutting tool and cutting forces were considered as criterion variables in monitoring the tool ank wear. For designing the model, the cutting parameters, cutting forces, and vibration amplitude were de ned as model inputs, and tool ank wear was selected as an output. The model was also introduced as a simulation block diagram to be used as a useful model in online and automated manufacturing systems. The estimated and measured results were then compared with each other. Based on the comparison results, maximum squared error values are under 6 10 14 mm, and R 2 is 1, meaning that the designed model can predict the results with high and reliable accuracy.
Introduction
Nowadays, Tool Condition Monitoring systems (TCM) are essential to establish unmanned and automated manufacturing systems. However, tool monitoring is a di cult task due to the nonlinear system of most machining processes [1] . Monitoring the cutting tool wear during the machining is one of the important phases of the tool condition monitoring. Cutting tool wear failures increase machining operation time by 20%. Tool wear directly a ects surface roughness, dimensional precision, and cost of the nal product. Also, cutting tool wear causes sudden tool breakages, resulting in a costly machine tool damage.
Two methods are available for tool wear measurement: direct and indirect methods. In the direct method, tool wear can be obtained directly. For instance, Kurada and Bradley [2] applied direct method using laser to acquire tool wearing. In indirect methods of wear estimation, the obtained signals are applied into signal features, used to predict the values of wear by a suitable wear model. Sche er and Heyns [3] and Balazinski et al. [4] reported that most TCM systems employ forces and only a few systems utilize vibration signal as input parameters. Combinations of both force and vibration signals are more appropriate to improve the performance of prediction models. Various methods have been used by researchers to estimate and predict the tool wear during machining process. Zhou, Kasashima, and some other researchers used a new method that makes use of wavelet techniques to monitor the cutting process and estimate tool failure in face milling operation [5] . Bhattacharyya and Sengupta used an OLTCM method based on time features And Multiple Linear Regression (MLR) models by using force signal to introduce a statistical model [6] . These studies have gained di erent degrees of success in tool wear prediction; however, using modern methods to recognize the tool wear will increase the performance of the developed models. Among the modern methods, Arti cial Neural Networks (ANN) are a robust tool in the prediction and estimation of the nonlinear incidents such as tool wear in machining. Also, ANN has a lot of other important applications in various elds of engineering sciences. Many review studies were reported with applications of ANN in the eld of drying processes for forecasting, atmospheric sciences, sizing of solar photovoltaic systems, and modeling of energy systems, such as modeling of heat exchangers, estimation of heat exchanger parameters, etc. [7, 8] .
In the eld of machining, ANN method has been used by various researchers to model the cutting processes in recent years. Bukkapatnam et al. [9] developed an ANN for predicting the tool ank wear. In this model, the extracted features are given to the ANN model and the ank wear is estimated. J.T. Lin et al. [10] used the regression analysis and ANN method for monitoring the tool wear. _ Ibrahim et al. [11] developed a new method for monitoring the tool wear using ANN method.
Cutting force is one of the best variables which re ects the condition of the cutting process during the machining [12, 13] . Therefore, the procedure of the cutting force monitoring has received attention of many researchers to detect the tool condition, work piece accuracy, etc. [14] [15] [16] [17] [18] [19] [20] [21] . Many studies have been conducted to implement an e ective tool to prevent the tool breakage by monitoring the cutting force [22] .
Vibration sensing methods are one of the other important approaches which have been tried for tool wear monitoring and estimation by various researchers in recent years [23] [24] [25] . The vibration types generated during the machining operation are divided into vibrations which are: (i) Dependent on the cutting process and tool wear; (ii) Independent of the cutting process and tool wear.
Since the tool wear is a result of the cutting operation, vibrations during the machining operation must be monitored and saved to generate the vibration and tool wear relationships. Tool wear happening causes an increase in cutting tool vibration amplitudes which can be used as a criterion for tool condition wear and tool life [23] .
The goal of this study is to establish a robust tool wear estimation model for improving the extenuation of the past studies. So, by applying the cutting force and vibration amplitude values, the tool ank wear is predicted in turning operation. MATLAB program was applied for designing the prediction model. Arti cial neural network model was utilized for the prediction of ank wear in this system. In the ANN model, cutting parameters, vibration and cutting forces were regarded as the inputs, and the wear rate was considered as the output parameters. Signals were obtained directly from the sensor by the experimental data. Then, wear rate is predictable from the obtained result of ANN method. To enhance the performance of the method in relation to the other studies, the model was simulated to be applicable to machine tools, adaptive control, and automated systems. Therefore, the created simulation block diagram can be easily used with machine tool feed and spindle drive block diagrams to establish an adaptive cutting force control system. Also, the introduced method in this study is more practical and easy for small machining plants without any need for any extra mathematical modeling. Moreover, based on the obtained error values, the results of the developed model in this study are more accurate and reliable.
Experimental work and procedure
In this study, in addition to cutting forces, vibration amplitude was measured to estimate the amount of wear. Two variables to estimate wear were used to ensure the reliability of the estimation and monitoring processes. The experiments were designed using full factorial method (Table 1) . A turning CNC machine tool (JohnfordTC-35 CNC) was used for conducting the experiments. A Sandvik-Coromant insert (TNMG 1604-QM H13) was selected as the cutting tool along with a TIZIT Simple (CTANR 2525M16) tool holder. The insert geometries are given in Figure 1 and Table 2 . The material used for machining was SAE 4140 with 100 1000 mm of dimension. Chemical properties of the work piece are given in Table 1 . Chemical composition and mechanical properties of the mate- rial are given in Tables 3 and 4 . A Dino Capture microscope was applied to measure the ank wear during the test conducting. A TV300 type vibration sensor was used for measuring the vibration signal amplitudes. To evaluate the vibration conditions, the displacement, acceleration and velocity variables can be measured by the sensor. The sensor measures the Root Mean Square (RMS) of the variables. The accelerations between 10 Hz-10 KHz were measured as the monitoring variable in this study. The signals were received from cutting region and transferred to data viewer program for the analysis of the results. Cutting forces were measured using a Kistler 9272 4-component dynamometer in three directions including F c (cutting force), F t (thrust force), and F r (radial force). Tool ank wear values were measured on the clearance face between 0-0.3 for a new and worn tool, respectively, based on ISO3685 standard. Figure 2 shows the experimental setup of the tests. The tool ank wear (V b ) limits were selected from 0 to 0.3 mm as: 0, 0.1, 0.2, 0.3 mm for new, relatively worn, highly worn, and worn out tools before starting the tests. By applying the wear values and full factorial method, a total of 108 experiments were conducted to measure the magnitude of cutting force and vibration amplitude during the machining process. The experiments have been conducted in di erent cutting speeds (V ), cutting depth (d), cutting feed (f), cutting force (F ), and vibration amplitude (a). As mentioned earlier, among the measured variables by the vibration sensor, the amplitudes of the acceleration signals were saved and used for tool wear monitoring. Indeed, there are three forces in the machining area including F c (cutting force), F t (thrust force), and F r (radial force), resulting from the metal cutting process. The value of the resultant cutting force was used as the cutting force variable in tool wear monitoring as follows:
Arti cial neural networks
Neural networks are data processing systems consisting of a large number of simple, highly interconnected arti cial neurons in an architecture inspired by the structure of the brain. They have the ability to learn from the experience in order to improve their performance and to adapt themselves to changes in the environment [26, 27] . The typical network has 1 input layer, 1 or more hidden layers, and 1 output layer. Each layer has some units corresponding to neurons. The units in neighboring layers are fully interconnected with links corresponding to synapses. The strengths of the connections between 2 units are called \weights." The back propagation neural network model is one of the most commonly used ANN models, whose application stretches to almost every eld of the sciences. As shown in Figure 3 , a typical back propagation neural network has three layers: the input layers, the hidden layers, and the output layers. The optimization procedure of the network is conducted by training the network based on the experiments. The method employed in the training of the ANN may depend upon the ANN architecture, the intended purpose of the ANN, and even the resources available in developing the system. The used method in this study, i.e. supervised learning, implies that there is prior knowledge of the system to be modelled in the form of input-output pairs. Therefore, the conducted experiments are used to estimate the output values.
In every hidden and output layers, the processing unit sums its input from the previous layer, and then applies the activation function to compute its output to the next layer according to the following equations [28] :
where w ij is the weight from node i in the input layer to node j in the hidden layer; x i is the ith input element; n is the number of nodes in the input layer.
In the rst stage, the values of weights are selected arbitrarily. After obtaining the results, a nonlinear activation function is used to regulate the output of a node, shown as follows:
where F (v) is the output of the jth node in the hidden layer. Subsequently, output from the hidden layer is used as inputs to the output node. Finally, the overall response from the network is obtained via the output node in the output layer. The sum of error squares for the nth iteration is de ned as [28] :
where (h i y i ) 2 square of error is signal at the output neuron and is the di erence between desired response (h) and computed response (y). Based on the errors, the weights are updated in such a way that the error signal is minimized to the required threshold. After training the network and obtaining the weights, all of the parameters are normalized and adjusted between 0 and 1. The weights of the rst layers are applied into Eq. (2) to aggregate the neuron values.
Then, the results of the above equation are substituted into the following equation to obtain the activated value.
The above mentioned process is conducted for all of the connections, and the results of the activation function are assigned to the neurons of the second layer. The same process is continued for the second and third layers to nd the predicted result of the rst experiment.
For activating the values of any neuron, an activation function is applied to ANN modeling. There are many activation functions used in modeling the linear and nonlinear incidents. However, hyperbolic tangent sigmoid (Tansig) and linear function (Purelin) are the most common used activation functions. Hyperbolic tangent sigmoid represents a nonlinear function as follows:
Also, the linear function is de ned as follows:
The diagrams of the tansig and purelin activation functions are given in Figure 4 
Results and discussion 4.1. ANN modeling
For accurately selecting the input parameters for ANN model, an analysis should be used to determine the signi cant parameter in uencing the tool wear [29] . Therefore, the e ects of parameters were examined on tool ank wear by taking advantage of the ANOVA analysis. As shown in Table 5 , since the P -value for all inputs is less than 0.05, the e ects of all materials on tool ank wear are meaningful. However, the maximum F -ratio for cutting feed (92.76) among the cutting parameters and the highest F -ratio for the cutting force (67.39) among the variables were found as the most e ective factors. As is obvious in Table 5 , the P -values for all of the considered inputs in statistical analyses are under 0.05. It means that the selected variables are meaningful in the estimation of tool wear rates. Therefore, these variables were selected as input values to design the ANN model of the tool wear prediction system. In order to create the ANN model, three cutting parameters, including cutting speed (V ), cutting depth (d), and cutting feed (f) and also control variables, including the vibration amplitude (a) and cutting force (F ), were entered into the system as input parameters. Also, the tool ank wear was de ned as output parameters. The cutting parameters were selected based on the mentioned standard, and the control variables were measured using vibration and cutting force sensors during the machining operation. For creating the model, three-layer feedforward neural network (new ) was selected as the network. Di erent algorithms were tested for training and`Levenberg-Marquadt' was preferred as the optimal one. 21 neurons and 1400 epoch number were selected for designing the model. The numbers of neurons located in the rst, second, and third layers are 14, 6, and 1, respectively. \Tansig", \Purline" and \Purline" functions were used as activation functions among input and rst, rst and second, and second and third layers, respectively. The structure of the designed arti cial model is shown in Figure 5 .
Based on the de ned parameters and ANN structure, the training was conducted using a developed program in MATLAB. During the training period, the decreasing rate of the squared error between the target and the estimated value is shown in Figure 6 . According to the gure, training chart varies with the increase of the epoch size. The ANN trainer program in the rst step selects the weights randomly and adjusts the weights after obtaining the results and comparing them with the real results. Adjusting process continues until reaching a minimum error. The training process was conducted too many times to reach a good tting diagram without any over tting or overtraining. For creating the ANN model, 70% of the experiments are used for training, 15% are kept for testing, and 15% for validation. For establishing an online prediction model, all of the obtained weights and bias values during the training are saved and used in mathematical model and program. The model structure has 5 inputs connected to 14 neurons in the rst layer. Therefore, there will be a total of 70 connections between the inputs and the rst layer neurons. It implies that the number of weights for the rst layer is 70 and the number of biases is 14. All of the estimated weights and all bias values of the rst layer are given in Tables 6 and 7 , respectively. In Table 6 , the i indices shows the number of layer and j shows the number of rst layer neurons.
There are 14 and 6 neurons in the rst and second layers, respectively. Therefore, there are a total of 84 connections between the rst layer and the second layer. It is implied that there are 84 weights and 6 biases in the second layer needed to formulate the results of the second layer neurons. All available 84 weight values are given in Table 8 . Also, the bias values that must be gathered by weight values are given in Table 9 .
The number of weights in the third layer is 6 based on 6 connections between the second and third layers due to 6 neurons in the second layer and 1 neuron in the third layer. Also, there is only 1 bias value which is equal to 1 neuron in the last layer. The weight and bias values of the last or third layer are given in Table 10 .
Making an ANN prediction model is a timeconsuming process due to a large number of weight and bias values. To eliminate this process, the simulation 4.7485242378162704 B 4 6.6937787138683325 B5 3.1640591505230589 B 6 18.628574291499405 B 7 -1.0110257151509474 B8 -4.9142447720322169 B 9 -10.498695451961783 B 10 5.4051552263109226 B11 13.852649299020378 B12 4.5307357794522964 B 13 5.1769721889169595 B 14 -6.1287801118826621 model of the developed ANN model was designed as a block diagram. In this block diagram, the cutting parameters are given in the model and the cutting forces and vibration amplitudes received from sensors are applied as the variables to the input of the simulation model. The tool ank wears are then predicted and shown as the model result. The simulation model can also be applied to machine tool adaptive control and automated manufacturing systems. The block diagram and the simulation result for a certain values of the cutting parameters are given in Figure 7 . Based on the simulated result, the tool ank wear increases during the machining process. Graphical simulation of the model is given in Figure 8 . As seen in the gure, the tool ank wear values are constant in relation to the cutting parameters, while they are increasing by making any increase in the cutting forces. The tting graphic of the model for all of the experiments resulted from the simulation model is also given in Figure 8 . Based on the ANN simulation model, the predicted and measured diagrams overlap each other.
Distribution of the errors was simulated, illustrated in Figure 9 . As seen in the gure, the errors are ignorable. It means that the model can predict the results with almost no error. According to the all experiments input, tting graphics of the predicted values are also given in Figure 9 . Once again, it has been determined that the errors values are so low and so close to zero. As a result of this prediction system, when the values are compared, R 2 value was obtained as 1. In comparison to the other mathematical prediction methods, arti cial neural networks demonstrate a little more reliability when the training is conducted with a large number of the experiments. The comparison of performances of ANN, fuzzy logic, and mathematical models has been discussed in detail in a study published by the authors of this paper [30] . 
Conclusion
An ANN model was developed to predict the tool ank wear and to simulate the wear process in turning in this study. The results represented that ANN is a robust and reliable tool for predicting the tool wear rate in machining operations. Moreover, it was found that online monitoring of the tool wear rate is possible by creating a simulation model of the ANN. In this simulation model, the cutting parameters are selected and the cutting force and vibration data are received from the sensors and given to the model as input parameters during the cutting process. By processing the data, the wear rates are estimated online in a real-time mode. Furthermore, one of the most important applications of the simulated model is in establishing the Flexible Manufacturing Systems (FMS) and Computer-Integrated Manufacturing sys- tems (CIM). This model can be used as a useful method for conducting the adaptive control systems on the machine tools. The developed model in this study can be used in small manufacturing workshops due to its user-friendly speci cation. Using multi-sensor system for developing a tool wear monitoring model is one of the other speci cations of this study in which the highly reliable and accurate results are achieved. In this designed model, the obtained R2 value in comparison with the result is 1, con rming the model accuracy.
