A B S T R A C T In this paper, we develop a recursive model-based maximum U posteriori (MAP) estimator that simultaneously estimates the displacement vector field (DVF) and intensity field from a noisy-blurred image sequence. Current motion-compensated spatio-temporal filters treat the estimation of the DVF as a preprocessing step. Thus, no attempt is made to verify the accuracy of these estimates prior to their use in the filter. By simultaneously estimating these two fields, information is made available to each filter regarding the reliability of estimates that they are dependent upon. Nonstationary models are used for the DVF and the intensity field in the proposed estimator, thus avoiding the smoothing of boundaries present in both.
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I N T R O D U C T I O N
As the use of digitally acquired image sequences increases, so does the need for techniques to restore information that has been corrupted during the acquisition, transmission and/or storage phases of these sequences. Current motioncompensated spatio-temporal filters treat the estimation of the displacement vector field (DVF) as a preprocessing step [l, 2, 31 . In doing so, no attempt is made to verify the accuracy of these estimates prior to their use in the filter. In this paper, we consider motion-compensated spatio-temporal filtering, although non-motion-compensated filters have also been proposed [3, 41. More specifically, we develop a recursive model-based spatio-temporal estimator that provides simultaneous estimates of the DVF as well as the intensity field. By simultaneously estimating these two fields, information is made available to each filter regarding the reliability of estimates that they are dependent upon. This results in an estimator that provides superior estimates of the DVF and intensity field for both noisy, and noisy-blurred image sequences, as is shown experimentally. The proposed algorithm allows for the accurate estimation of the DVF from noisy-blurred sequences, which in turn can be used for other purposes, such as compression, analysis or interpretation. and I-denotes the transpose of a vector or matrix. Assuming that the image sequence has been degraded by both a linear blur and additive noise, the observed t-th frame, denoted as frame f k , to their corresponding locations in the previous frame f k -l . With the use of the common assumption that the image intensity is constant along the motion trajectory, where 8kk = { i, j E Xh,, , (i,j) # ( 0 , o ) E W , P E {0,1)).
where the line element l(i, j, p ) characterizes the correlation
An advantage of the above models, aside from their edge preserving capabilities, is that the probability density function (pdf) for d and fk given I d ( ? ) and lf(3 is known, and expressed by a Gaussian pdf [l] . However, the probability distribution function (PDF) for I d ( q and lf(q also needs to be identified. To characterize the line processes, we make use of the knowledge that they are Markov random fields (MRFs) [ 8 ] . From the Gibbs equivalence [8], we know that a MRF may be described usin a Gibbs distribution. Therefore, the joint PDF for I d ( q ancf'lf(q is given by
where P is a parameter reflecting the "activity" of the sample field, 2 is a normalizing constant independent of l d From these definitions, it is clear that the introduction of line elements that do not correspond to points of abrupt changes in the intensity field, both spatially as well as temporally, are penalized. By modeling the displacement and intensity fields using the VCGM and STCGM models, respectively, we are able to obtain an explicit formula for the joint probability density function. The knowledge of this joint pdf is what allows us to then develop the MAP estimator.
ESTIMATOR
To determine the simultaneous estimates of the intensity and displacement fields, we maximize the mixed joint where E {.} represents the expectation operator. The superscripts -and + indicate before and after updating with the innovation process. A similar result is obtained for the intensity field; however, in this case we are also conditionin on S d ( q . Since the true DVF is unknown, we must use the%est estimate available, S;(q. The uncertainty associated with using S;(q in place of s d ( f ) , is expressed by e d ( f l , the error in the estimation of the displacement vector. e d ( q is a zero mean random process [lo] ), we see that the effect of the DVF estimation on the intensity field estimate, is dependent on the amount of spatial activity surrounding the area where the displacement vector is pointing in the previous frame. This is apparent from the presence of g(.'). In other words, errors that occur in the DVF estimator are amplified in the intensity field estimator.
To maximize the joint pdf of S d ( q and S,(q conditioned on all observations, Yk, we again draw upon the knowledge that the unknown components are Gaussian. Therefore, we can maximize P(sd(q, S , ( q I Y k ) by finding the conditional means. T h e resulting set of filtering equations are similar t o that of the Kalman and extended Kalman filters for S?(q and St;(q, respectively. The filtering equations for S$(q are given by where G(;) = HzVfk-1(?), and 7 is the variance of the additive noise term, n k ( q , plus the variance of the error terms associated with the estimates j k ( m -i, n -j ) . It should be noted that the gain, & ( m , n ) , which multiplies the update term is directly affected by the noise. In other words, through the gain, the emphasis placed on the update term is dependent upon the relationship between the additive noise, the DVF and the intensity field estimation errors. As mentioned above, since we do not have the true S j ( , 3 , we must use the best estimate available. Therefore, prior to updating S;(q with the information in the innovation, we incorporate the new estimate of Sd+(q. T h e prediction error, P;(q, is also modified to reflect the updated displacement vector estimate. The new prediction error for the intensity field, P;/+(q, is given by where Hk is a matrix containing the coefficients of the linear operator acting upon f k ( F ) as given in Eq. (l), and is the variance of the additive observation noise. The gain, K (3, is also directly affected by the noise in the sequence a n d t h e error associated with the estimate of the DVF. Therefore, by formulating a simultaneous estimator for the DVF and the intensity field, our proposed algorithm couples the two estimation processes. This coupling allows information regarding the accuracy of the estimates t o be passed between the estimators.
The above simultaneous displacement and intensity field estimation (SDIE) algorithm is dependent upon the line processes. The estimate I d ( q is obtained by limiting the number of possible configurations to L. The probability ( p ( l , ( m , n ) The subscricts i and j indicate the model used t o generate the estimates. The quantity used for comparison in the M A P decision rule, can be described as the local total energy function, where A T ( r , i -H&(r)) is energy of the displacement error.
The estimate I j ( q is determined using the potential functions I ' j ( l f ) and V*(lj). In each case, the difference term is calculated and compared t o a threshold. If this term is greater than the threshold, which is determined using statistical detection techniques, then the line element is activated. In summary, we see that Eqs. ( l o ) , ( l l ) , (13), (15)- (17), and (19)-(21), make up the SDIE algorithm. The proposed SDIE algorithm is capable of adapting to the spatial and temporal discontinuities present in both the DVF, as well as the intensity field. It also possesses the ability to adapt to errors present in estimates required in the filtering process.
EXPERIMENTAL RESULTS
In this section, we present experimental results that illustrate the effectiveness of the SDIE algorithm. The image sequence is degraded with a temporally varying linear motion blur and additive noise to a blurred SNR (BSNR) of 30 dB.
The image sequence used was a standard 256 x 256, 8 bit video-conference monochromatic 150 frame image sequence, called "Trevor White". For the purpose of assessing the performance of the proposed SDIE algorithm at estimating both
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the DVF and the intensity field, separate techniques for motion estimation and image restoration were also applied. The DVF was estimated from the noisy-blurred ima e sequence using the Wiener-based pixel recursive (PR) [l2f algorithm. Spatial filtering was performed on each of the noisy-blurred image frames using a 2-D Kalman filter [13] to obtain a restored version of the image sequence.
For the region of support, Re, and the corresponding line processes I d ( F ) and lr(?j, the VCGM and STCGM models require 16 and 32 submodels, respectively. Thus L in Eq. (22) is set t o 16. The submodels for the VCGM model are determined using a least squares minimization technique over an estimated DVF from a prototype sequence. The 32 submodels for the STCGM model were also found using a least squares minimization technique on a motion-compensated prototype sequence. The 256 x 256 "Miss America" sequence was used to obtain these model parameters.
The accuracy of the DVF estimates obtained from the proposed SDIE and Wiener-based P R algorithms are evaluated using the improvement in motion compensation as the figure of merit. It is defined in decibels as where .
' k denotes the spatial location ( m , n ) on the kth frame. Note that I m c ( k ) represents the ratio of the mean-squared frame difference over the mean-squared displaced frame difference for each frame of the original uncorrupted sequence, based on the estimated DVF from the corrupted sequence. Fig. 1 shows the values of Imc(k) for the SDIE and Wienerbased PR algorithms when applied to frames 21 -40 of the "Trevor White" sequence degraded by a blur and noise (BSNR=30 dB). To simulate the effects of an accelerating and decelerating camera pan, the operator h k was varied temporally between linear motion blurs of extent two, three, four, five, six and seven pixels. Specifically, beginning with h2l equal to a two pixel motion blur, the extent of h k is increased by one pixel from that of hk-,until the maximum seven pixel motion blur is reached. At that point, the extent of h k is decreased by one pixel from that of h k -1 . When the extent of hk is again two pixels, the process is repeated. It is clear from this figure that the DVF estimates obtained from the proposed SDIE estimator are superior to those obtained by the Wiener-based P R algorithm.
To evaluate the quality of the restored image sequences, we use the improvement in mean squared error as the figure of merit. Defined also in decibels, In this paper, a 3-D motion-compensated restoration filter that simultaneously estimates the DVF and the intensity field is proposed. The advantage of the proposed SDIE algorithm is that the error inherent in estimating the DVF is taken into account in the filtering of the intensity field. A second advantage is that through the use of the nonstationary VCGM and STCGM models, boundaries in both the DVF and intensity fields are preserved. The performance of the proposed SDIE 
