Abstract. In this work we are interested in estimating the size of a cavity D immersed in a bounded domain Ω ⊂ R d , d = 2, 3, filled with a viscous fluid governed by the Stokes system, by means of velocity and Cauchy forces on the external boundary ∂Ω. More precisely, we establish some lower and upper bounds in terms of the difference between the external measurements when the obstacle is present and without the object. The proof of the result is based on interior regularity results and quantitative estimates of unique continuation for the solution of the Stokes system.
Introduction
We consider an obstacle D immersed in a region Ω ⊂ R d (d = 2, 3) which is filled with a viscous fluid. Then, the velocity vector u and the scalar pressure p of the fluid in the presence of the obstacle D fulfill the following boundary value problem for the Stokes system:
where σ(u, p) = 2µe(u) − pI is the stress tensor, e(u) =
is the strain tensor, I is the identity matrix of order d × d, n denotes the exterior unit normal to ∂Ω and µ > 0 is the kinematic viscosity. The condition u| ∂D = 0 is the so called no-slip condition.
Given the boundary velocity g ∈ (H 3/2 (∂Ω)) d satisfying the compatibility condition ∂Ω g · n = 0, we consider the solution to Problem (1.1), (u, p) ∈ (H 1 (Ω\D)) d × L 2 (Ω\D), and measure the corresponding Cauchy force on ∂Ω, ψ = σ(u, p)n| ∂Ω , in order to recover the obstacle D. Then, it is well known that this inverse problem has a unique solution. In fact, in [6] , the authors prove uniqueness in the case of the steady-state and evolutionary Stokes system using unique continuation property of solutions. By uniqueness we mean the following fact: if u 1 and u 2 are two solutions of (1.1) corresponding to a given boundary data g, for obstacles D 1 and D 2 respectively, and σ(u 1 , p 1 )n = σ(u 2 , p 2 )n on an open subset Γ 0 ⊂ ∂Ω, then D 1 = D 2 . Moreover, in [8] , log − log type stability estimates for the Hausdorff distance between the boundaries of two cavities in terms of the Cauchy forces have been derived. Reconstruction algorithms for the detection of the obstacle have been proposed in [11] and in [17] . The method used in [17] relies on the construction of special complex geometrical optics solutions for the stationary Stokes equation with a variable viscosity. In [11] , the detection algorithm is based on topological sensitivity and shape derivatives of a suitable functional. We would like to mention that there hold log type stability estimates for the Hausdorff distance between the boundaries of two cavities in terms of boundary data, also in the case of conducting cavities and elastic cavities (see [2] , [12] and [23] ). These very weak stability estimates reveal that the problem is severly ill posed limiting the possibility of efficient reconstruction of the unknown object and motivating mathematically, but also from the point of view of applications, the importance of the identification of partial information on the unknown obstacle D like, for example, the size.
In literature we can find several results concerning the determination of inclusions or cavities and the estimate of their sizes related to different kind of models. Without being exhaustive, we quote some of them. For example in [19] and [20] the problem of estimating the volume of inclusions is analyzed using a finite number of boundary measurements in electrical impedance tomography. In [15] , the authors prove uniqueness, stability and reconstruction of an immersed obstacle in a system modeled by a linear wave equation. These results are obtained applying the unique continuation property for the wave equation and in the two dimensional case the inverse problem is transformed in a well-posed problem for a suitable cost functional. We can also mention [17] , in which it is analyzed the problem of reconstructing obstacles inside a bounded domain filled with an incompressible fluid by means of special complex geometrical optics solutions for the stationary Stokes equation.
Here we follow the approach introduced by Alessandrini et al. in [3] and in [22] and we establish a quantitative estimate of the size of the obstacle D, i.e. |D|, in terms of suitable boundary measurements. More precisely, let us denote by (u 0 , p 0 ) ∈ (H 1 (Ω)) d × L 2 (Ω) the velocity vector of the fluid and the pressure in the absence of the obstacle D, namely the solution to the Dirichlet problem
and let ψ 0 = σ(u 0 , p 0 )n| ∂Ω . We consider now the following quantities
representing the measurements at our disposal. Observe that the following identities hold true
giving us the information on the total deformation of the fluid in the corresponding domains, Ω and Ω\D. We will establish a quantitative estimate of the size of the obstacle D, |D|, in terms of the difference W − W 0 . In order to accomplish this goal, we will follow the main track of [3] and [22] applying fine interior regularity results, Poincaré type inequalities and quantitative estimates of unique continuation for solutions of the stationary Stokes system. The plan of the paper is as follows. In Section 2 we provide the rigorous formulations of the direct problem and state the main results, Theorems 2.10-2.11. Section 3 is devoted to the proofs of Theorems 2.10-2.11. Finally in Section 4 we show some computational examples.
Main results
In this section we introduce some definitions and some preliminary results we will use through the paper and we will state our main theorems.
Let x ∈ R d , we denote by B r (x) the ball in R d centered in x of radius r. We will indicate by · the scalar product between vectors or matrices. We set x = (x 1 , . . . ,
Definition 2.1 (Def. 2.1 [3] ). Let Ω ⊂ R d be bounded domain. We say that ∂Ω is of class C k,α , with constants ρ 0 , M 0 > 0, where k is a nonnegative integer and α ∈ [0, 1), if, for any x 0 ∈ ∂Ω, there exists a rigid transformation of coordinates, in which x 0 = 0 and
where ϕ is a function of class
When k = 0 and α = 1 we will say that ∂Ω is of Lipschitz class with constants ρ 0 , M 0 . Remark 2.2. We normalize all norms in such a way that they are dimensionally equivalent to their argument, and coincide with the usual norms when ρ 0 = 1. In this setup, the norm taken in the previous definition is intended as follows:
where | · | represents the α-Hölder seminorm
and D k φ = {D β φ} |β|=k is the set of derivatives of order k. Similarly we set the norms
Some classical results for Stokes problem.
We now define the following quotient space since, if we consider incompressible models, the pressure is defined only up to a constant.
represented by the class of functions of L 2 (Ω) which differ by an additive constant. We equip this space with the quotient norm
The Stokes problem has been studied by several authors and, since it is impossible to quote all the related relevant contributions, we refer the reader to the extensive surveys [16] and [25] , and the references therein. We limit ourselves to present some classical results, useful for the treatment of our problem, concerning existence, uniqueness, stability and regularity of solutions to the following boundary value problem for the Stokes system (2.1)
where, for the sake of simplicity, from now on we assume µ(x) ≡ 1, ∀x ∈ Ω.
Concerning the well-posedness of this problem we have Theorem 2.4 (Existence and uniqueness, [25] ).
(Ω)) solution to problem (2.1). Moreover, there exists a positive constant C, depending only on Ω, such that
). Regarding the regularity, the following result holds Theorem 2.5 (Regularity of the Stokes problem, [25] ). Let Ω be a bounded domain of class
Moreover, we have
where C is a positive constant depending only on Ω.
Preliminaries.
In order to prove our main results we need the following a-priori assumptions on Ω, D and the boundary data g. (H1) Ω ⊂ R d is a bounded domain with a connected boundary ∂Ω of Lipschitz class with constants ρ 0 , M 0 . Further, there exists 
Moreover, D has a connected boundary ∂D of class C 2,α , α ∈ (0, 1], with constants ρ, L. (H3) D satisfies (H2) and the scale-invariant fatness condition with constant Q > 0, that is
(H4) g is such that
for a given constant c 0 > 0, and satisfies the compatibility condition
Also suppose that there exists a point P ∈ ∂Ω, such that,
(H5) Since one measurement g is enough in order to detect the size of D, we choose g in such a way that the corresponding solution u satisfies the following condition
Concerning assumption (H5), the following result holds.
Proposition 2.6. There exists at least one function g satisfying (H4) and (H5).
where (u i , p i ) is the corresponding solution of (1.1) associated to g i , i = 1, . . . , d + 1. If, for some i, we have that v i = 0, then the result follows. So, assume that all the v i are different from the null vector. Then, there exist some constants λ i , with i = 1, . . . , d + 1, not all zero, such that
and we can choose our Dirichlet boundary data as
Therefore, g satisfies (H4) and since the Cauchy force is linear with respect to the Dirichlet boundary condition we have
where (u, p) is the corresponding solution to (1.1), associated to g. Remark 2.7. Integrating the first equation of (1.1) on Ω \ D, applying the Divergence Theorem and using (2.6), we obtain
Remark 2.8. Notice that the constant ρ in (H2) already incorporates information on the size of D. In fact, an easy computation shows that if D has a boundary of class C 2,α with constant ρ and L, then we have
Moreover, if also condition (H3) is satisfied, then it holds
where we set, for any A ⊂ R d and h > 0,
Main results.
Under the previous assumptions we consider the following boundary value problems. When the obstacle D in Ω is present, the pair given by the velocity and the pressure of the fluid in Ω \ D is the weak solution (u,
Then we can define the function ψ by
and the quantity
When the obstacle D is absent, we shall denote by (u 0 , p 0 ) ∈ (H 2 (Ω)) d × H 1 (Ω) the unique weak solution to the Dirichlet problem (2.11)
Let us define (2.12)
and
Our goal is to derive estimates of the size of D, |D|, in terms of W and W 0 .
Theorem 2.10. Assume (H1), (H2), (H4) and (H5) . Then, we have
Theorem 2.11. Assume (H1), (H2), (H3) and (H4). Then, it holds (2.14)
Corollary 2.12. Assume (H1)-(H5). Then, there exist two positive constant K and C as in (2.13) and (2.14) such that
Remark 2.13. We expect that a result similar to the one obtained in Corollary 2.12 can be derived when we replace the Dirichet boundary data with the condition σ(u, p)n = g, on ∂Ω, g satisfying suitable regularity assumptions and the compatibility condition ∂Ω g = 0.
Proofs of the main theorems
The main idea of the proof of Theorem 2.10 is an application of a three spheres inequality. In particular, we apply a result contained in [21] concerning the solutions to the following Stokes systems
Then it holds:
, and τ ∈ (0, 1) depends on R 1 /R 3 , R 2 /R 3 , d. Moreover, for fixed R 2 and R 3 , the exponent τ behaves like 1/(− log R 1 ), when R 1 is sufficiently small.
Based on this result, the following proposition holds:
Proposition 3.2 (Lipschitz propagation of smallness, Proposition 3.1 [8] ).
Let Ω satisfy (H1) and g satisfies (H4). Let u be a solution to the problem
Then, there exists a constant s > 1, depending only on d and M 0 , such that for every r > 0 there exists a constant C r > 0, such that for every x ∈ Ω sr , we have
where the constant
Following the ideas developed in [3] , we establish a key variational inequality relating the boundary data W − W 0 to the L 2 norm of the gradient of u 0 inside the cavity D. 
where n denotes the exterior unit normal to ∂D.
Proof. Let (u, p) and (u 0 , p 0 ) be the solutions to problems (2.9) and (2.11), respectively. We multiply the first equation of (2.9) by u 0 and after integrating by parts, we have
where n denotes either the exterior unit normal to ∂Ω or to ∂D. In a similar way, multiplying the first equation of (2.11) by u 0 , we obtain
Now, replacing ψ and ψ 0 into the equations (3.5)-(3.6), we get
Let us defineũ
Since u = 0 on ∂D, we haveũ ∈ (H 1 (Ω)) d . So, multiplying (2.9) and (2.11) byũ, we obtain (3.8)
Using the definition of σ(u, p) in the first equation of (3.7), we have
where we use the fact that div u 0 = 0. For the next step, we need a different expression for the term e(u) · ∇u 0 . We claim that, for every v ∈ (H 1 (Ω)) d such that div v = 0, we have e(u) · ∇v = e(u)e(v). Indeed,
Therefore, equalities (3.7) and (3.8) can be rewritten as
We note that if we subtract (3.12) from (3.9) we get (3.13)
Now, let us consider the quadratic form
By Korn's inequality there exists a constant C = C(Ω) > 0, such that
Finally, by the chain of inequalities
and (3.13) the claim follows. Now, using the previous results, we are able to prove Theorem 2.10.
Proof. The proof is based on arguments similar to those used in [3] and [4] . Let us consider the intermediate domain
Let us cover the domain D h 1 with cubes Q l of side ǫ, for l = 1, . . . , N . By the choice of ǫ, the cubes Q l are contained in D. Then, (3.14)
where l is chosen in such way that
We observe that the previous minimum is strictly positive because, if not, then u 0 would be constant in Q l . Thus, from the unique continuation property, u 0 would be constant in Ω and since there exists a point P ∈ ∂Ω, such that,
we would have that u 0 ≡ 0 in Ω, contradicting the fact that g is different from zero. Then, the minimum is strictly positive. Let x be the center of Q l . From the estimate (3.3) in Proposition 3.2 with x = x, r = ǫ 2 , we deduce (3.15)
On account of Remark 2.9, we obtain (3.16)
We estimate the right hand side of (3.16). First, using (3.10) we have
Now, Hölder's inequality implies
Then, coming back to (3.16), we obtain that there exists a constant K,
Combining (3.20) and Lemma 3.3 we have
Therefore, we can conclude that
In order to prove Theorem 2.11, we make use of the following Poincaré type inequality.
Proposition 3.4 (Proposition 3.2 [3]
). Let D be a bounded domain in R d of class C 2,α with constants ρ, L and such that (2.5) holds. Then, for every u ∈ (H 1 (D)) d we have
where u = 1 |∂D| ∂D u and the constant C > 0 depends only on L, Q.
Using this result and Lemma 3.3 we can prove now Theorem 2.11.
Proof. Let u 0 be the following number
Then, we deduce that
because ∂D σ(u, p) · n = 0. From equality (3.13) in Lemma 3.3, we have
Applying Hölder inequality in the right hand side of (3.25) we obtain
. Now, using Poincaré inequality (3.22) in the first integral on the right hand side of (3.26), we get
where C > 0 depends on |Ω|, Q, ρ and L. The first integral on the right hand side of (3.27) can be estimated as
Now, we need to give an interior estimate for the gradient of u 0 . For this, we observe that for the regularity of the Stokes problem we have u 0 ∈ (H 2 (Ω)) d . Then, we may take the Laplacian of the second equation in (2.11)
Therefore, commuting the differential operators, we obtain that the pressure is an harmonic function. This implies that each component of u 0 is a biharmonic function. Then, using interior regularity estimates for fourth order equations, we deduce that (3.29) sup
where the constant C depends on Q, |Ω| and d 0 . Estimate (3.29) can be obtained considering the following results. We know that the embedding from
. Moreover, from the interior regularity of fourth order equations, see [24, Th. 8 .3], we obtain
Finally, considering the estimates in [7] and [10] , we have
and (3.29) holds. We refer to [7, 9, 13] , and references therein, for more details on interior estimates for elliptic operators.
As the boundary data g satisfies (H4), we use the classical Poincaré inequality and obtain
Therefore, by means of the inequality
Now, concerning the second integral in (3.27) we note that from the Trace Theorem it follows
and applying Theorem 2.5 we obtain the inequality
Therefore, it holds
where C depends on M 1 , ρ 0 , d, ρ, L and Q. This completes the proof.
We conclude the section observing that proof of Corollary 2.12 is a straightforward consequence of Theorem 2.10 and Theorem 2.11.
Computational examples
In this section we will perform some numerical experiments to compute | W −W 0 W 0 | for classes of cavities for which our result holds. In particular, we expect to collect numerical evidence that the ratio between |D| |Ω| and | W −W 0 W 0 | is bounded from below and above by two constants indicating that, due to the limits of our technique, the estimate from below is not optimal. Indeed, the numerical experiments we perform give some preliminary indications that this conjecture is true.
Moreover, we are interested in studying the dependence of this ratio on d 0 , which bounds from below the distance of D from ∂Ω, and the size of the inclusions.
A more systematic analysis would require the knowledge of explicit solutions u and u 0 . This would allow to compute analytically the constants in the upper and lower bounds, at least for some particular geometries. On the contrary to the case in [3] , for the Stokes system it is difficult to find explicit solutions.
For the experiments we use the free software FreeFem++ (see [18] ). Moreover, in all numerical tests we consider a square domain Ω, discretized with a mesh of 100 × 100 elements, and with boundary condition u| ∂Ω = g as in In order to compare our numerical results with the theoretical upper and lower bounds (2.13) and (2.14), it is interesting to study the relationship between Again it is observed the relationship between the volume of the object with the quotient (W − W 0 )/W 0 . This gives us an indication that the estimates found in Theorems 2.10 and 2.11 involve constants that do not depend on the inclusion. Remark 4.1. From the previous analysis an interesting problem would be to find optimal lower and upper bounds for this model.
An other interesting issue would be to weaken the a-priori assumptions imposed on the obstacle, as for example the fatness condition (see, for instance, [14] , where this restriction is removed in the case of the shallow shell equations).
