Abstract-This paper presents a state-space current control method for active damping of the resonance frequency of the LCL filter and setting the dominant dynamics of the converter current through the direct pole placement. A state observer is used, whereupon additional sensors are not needed compared to the conventional L filter design. The relationship between the system delay and instability caused by the resonance phenomenon is considered. Nyquist diagrams are used to examine the parameter sensitivity of the proposed method, and the method is validated with simulations and experiments.
I. INTRODUCTION
LCL filters for three-phase, voltage-source, grid-connected converters have been in great interest during the past years. The LCL filter offers better attenuation of switching harmonics above the resonance frequency of the filter compared to the traditional L filter with an equal inductance to the inductance of the LCL filter. A disadvantage of the LCL filters is the resonant behaviour. The resonance can be damped actively [1] or passively at the expense of losses [2] .
Numerous different active resonance damping methods have been proposed in the literature: 1) filtering output signal of a proportional integral (PI) current controller [3] , [4] ; 2) an additional feedback of the LCL filter capacitor voltage or current [1] , [5] , [6] ; 3) adding a virtual resistor with an additional control algorithm [7] , [8] ; 4) passivity-based control design [9] ; and 5) state-space control [10] - [13] . Additional feedbacks increase degrees of freedom in control but extra measurements are required. Thesse measurements increase costs and decrease reliability. However, the number of measurements can be reduced by estimating some states [6] or using state observers with state-space control [11] , [14] , [15] also with disturbance estimation capabilities [16] .
In state-space control, the dominant and resonant dynamics are set with the pole placement. This can be done directly by selecting desired pole locations [13] , [14] , using deadbeat control [10] , optimizing some cost function as in linear quadratic (LQ) control [10] , [15] , or with Bessel functions [11] . A natural way to the pole placement is the direct pole placement based on the open-loop poles and the desired dynamics of the closed-loop system, as in [13] . With this approach, the controller gains can be analytically expressed with the parameters of the system and dynamic performance specifications, but this may lead to long expressions, if the discrete-time domain is used [13] .
The transport delay, caused by calculation of control quantities and modulation process, is an important issue in current control of the LCL filter system. The delay induces stability problems in different frequency regions in the case of the grid and converter current feedbacks [4] , [17] . Thus, the essential subject is a ratio of the resonance frequency to a delay frequency that is closely related to the sampling frequency. This ratio has been used to give limits for the stable operation of pure PI control [17] , [18] .
In this paper, a complete grid-voltage oriented state-space current control method for a three-phase, voltage-source, gridconnected converter with an LCL filter is designed based on the continuous switching-cycle-averaged model of the converter. Nyquist diagrams are used to examine the parameter sensitivity of the design. Finally, the control method is validated with simulations and experiments. The main contributions of this paper are: 1) the direct pole-placement strategy in the continuous-time domain giving relatively simple expressions for the gains of the state-space controller and the full-order observer in terms of model parameters and the desired dynamics; 2) the compensation of the crosscoupling with the direct pole-placement strategy contrary to [13] ; 3) the ratio of the resonance frequency and the delay frequency is examined analytically in the case of converter current feedback; 4) an additional phase-lead compensator, as a modular block, is used to compensate the destabilizing effect of the system delay. The proposed method is easy to implement in a standard industrial converter.
II. SYSTEM MODEL
A typical grid-connected converter with an LCL filter is shown in Fig. 1 . For control, the de-link voltage Ud, grid voltages U ga, Ugb, u g c and converter side currents i ca, icb, icc are measured. The converter current feedback is selected: the measurements can be integrated inside the converter, which is cost effective and protecting the converter is simple. The current control is performed in the grid-voltage oriented synchronous reference frame. A phase-locked loop (PLL) based on synchronous reference frame transformation [19] , [20] is used to detect the grid angle {}g = Jwgdt, where w g is the grid angular frequency. Gate signals for the switches are generated using space-vector pulse-width modulation (SVPWM).
Complex-valued space vectors in synchronous coordinates are used in this paper (e.g., the grid voltage u g = Ugd +ju gq ) . in dq-coordinates due to coordinate transformation, e.g., the resonance frequency in dq-coordinates is w p = w~-w g . The current control structure is shown in Fig. 2 . The voltage reference Uc,ref for the modulator is produced by a statespace controller together with a phase-lead compensator. A full-order state observer is used to produce estimates Uf and {g for the capacitor voltage and the grid current, respectively. The converter current estimate {c is also available but the measured current i c is used in feedback instead. However, if the measured current is noisy, the estimated current can be useful in the feedback due to natural filtering behaviour of the observer. In addition, in order to improve the performance in distorted conditions, resonant controllers in the synchronous reference frame parallel with the fundamental controller [21] could be used with the state-space control [13] .
Losses of the components of the filter
The current controller design process can be separated into three steps: 1) the state-space controller is designed by assuming that all the states are known and the delay is neglected; 2) the observer is designed by selecting the dynamics for the estimation error; 3) the ratio of the system delay frequency and the resonance frequency is examined and the phase-lead compensator is designed to compensate the phase lag of the delay, if needed. (1) and (11), the dynamics of the estimation error x = x -x are dx/dt = (A -LCc)x. If the characteristic polynomial of the estimator dynamics is selected as
where a o l determines the first-order pole, and (02 and W 02 the second-order pole pair of the estimator dynamics, the estimator gains can be calculated
This selection removes the cross-coupling in the observer dynamics. Alternatively, the cross-coupling could be left in the higher-order dynamics in the similar manner as in (10) .
The poles of the closed-loop system consist of the union of the controller poles and the observer poles [22] . A rule of thumb is to select the observer poles to be 2 ... 6 times faster than the poles of the state-space controller [22] . Then, the observer dynamics do not limit the bandwidth determined by the state-space controller. However, the discrete-time implementation with the Nyquist frequency of WN = tt ITs gives the highest limit for the observer poles.
B. State Observer
Because the converter current i c and the grid voltage u g are measured and the converter voltage U c is internally known according to (2) , the rest of the states for the controller can be estimated using a full-order observer [22] 
The dynamics of the closed-loop current control are set through the direct pole placement in dq coordinates. The selection of the closed-loop poles is based on the open-loop poles of (3) . If the poles of the closed-loop system are selected as
\.
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the controller gains can be calculated by equalizing the characteristic polynomial of (6) and (7):
where A is the system matrix, B the control matrix, and C the output vector of the closed-loop system. The influence of the grid voltage u g is considered as a disturbance. From (5), the transfer function of the closed-loop current control is
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Dominant behaviour of the current controller is set with the dominant part of (7). The natural frequency of the dominant dynamics is WI with the damping factor (1. The damping is selected to a high value (1 = 0. With the resonant part of (7) the resonance of the LCL filter can be damped and the resonance frequency can be moved, if desired. A good basis to select this resonant dynamics is to let resonance frequency stay close at the natural value, i.e. W2~w p' The damping of the resonant pole pair is set to a low value (2 = 0.05 ... 0.2 to keep the control effort reasonable but to provide enough resonance damping. In addition, it is worth noting that the effect of the delay Td is significant at the resonance frequency. This limits the selection of (2: with high values of (2 the system goes unstable.
The cross-coupling between the d and q components of the converter current is compensated automatically with the pole placement in (7) . Alternatively, to decrease the control effort, the cross coupling could be left in the resonant dynamics if the resonant part of (7) is selected as (s + jwg)2 + 2(2W2(s + jwg) + wa. (10) 3) The parameter k L is calculated from (17) The maximum phase lead for the compensator of (15) is tt I 2. However, increasing the amount of the phase lead, either noise sensitivity is increased or disturbance rejection of the current control is decreased depending on the selection of the gain A L .
where the transfer functions from u; and i e to Uf are (19) . Gd(S)GL(s).
Uf(S)
The poles of H (s) are the union of the poles of the separate transfer functions of (19) . Further, there is no right half-plane poles in Y (s) and the poles of the estimator transfer functions and the phase-lead compensator can be freely selected to be in the left half-plane. According to the Nyquist stability criterion, if there are no right half-plane poles in H (s) and the Nyquist plot of H (s) does not encircle the point of -1 +j 0, the system is stable [22] .
Let us examine the Nyquist stability criterion in an example case. A sketch of Nyquist diagram of the loop-transfer function is shown in Fig. 4 when w g is set to zero for simplicity. In this case, due to the integrator and the dynamics of the LCL and the functions G 31 (S) = i~(s)lue(s) and G 32 (S) {g(s)/ie(s) are obtained from (11) in a similar way. Using relationships (2), (3), (13) , and (18), the loop-transfer function is
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The lead filter is designed based on the open-loop phase margin at the resonance frequency (14) by the following steps:
1) The maximum phase lead is produced at the resonant frequency, i.e. W m = w p = w~-w g .
2) The maximum phase lead ¢m is calculated from the difference of the desired phase margin (e.g. 40°) with the unity controller and the open-loop margin (14) .
The relation between the maximum phase lead ¢m and k L is [22] This shows that the system with a unity controller is unstable (the phase margin is negative at the resonance frequency) if
Wd < 4w p . The phenomenon is illustrated in Fig. 3 
with different ratios of the delay (depending on the switching frequency) and the resonance frequency in the open-loop frequency responses of i e (s)I Ue,ref (s) = Gd (s)Y (s). With
the long delays, i.e. low switching frequencies, the phase of the open-loop system is turning below -180°when the gain is above unity (the gain is infinity in the worst case scenario). Thus, some phase compensation is needed if the delay frequency is close to the resonance frequency, e.g. the phase-lead compensator or the Smith regulator. The phase-lead compensator is selected for the sake of simplicity. 
D. Phase-Lead Compensator
Adding a phase lead with the phase-lead compensator in the vicinity of the resonance frequency is straightforward. The transfer function of the phase-lead compensator is 1 + .s:
1 + kLWL where AL is the gain and k L > 1 is the ratio of the pole kLwL and the zero WL of the filter. The maximum phase lead is provided at the frequency of filter (3), there are two poles at s = 0 turning the phase of the plot -360°clockwise when the gain is infinity. This path is further marked with the symbols 0-and 0+. At the resonance frequency, the phase is turning -180°clockwise, i.e., to the negative direction as in Fig. 3 , and the gain is at the worst case infinity resulting another large arc at infinity. This path is further marked with the symbols w+. There is a similar path at the negative frequencies, marked with W -, which is symmetric in this example but asymmetric when w g # O. If w g # 0, the arcs at infinities remain similar at the resonance frequencies; only the arc of s = 0 is splitted into two parts another coming from the imaginary pole s = -jw g .
As can be seen from Fig. 4 , the Nyquist plot does not encircle the critical point of -1 + jO. The system is stable.
In addition, there is a small modulus margin M (or vector margin), which is the distance to the critical point from the closest approach of the plot. The modulus margin is suitable for analysing complex systems in which the magnitude and phase may cross 1 and -180°, respectively, several times [22] , [23] .
The loop-transfer function H (s ) and Nyquist diagrams provide a tool for examining stability with varying parameters and parameter errors. For example in the case of a varying grid inductance, the controller gains are calculated with a nominal parameters, given in the Table I , and a parameter error b..L fg is taken into account in the sub-transfer functions of (19) . The real inductance in the circuit is Lfg + b..Lfg. 
The Nyquist plots of Fig. 5 do not encircle the critical point, i.e., the system is stable with the selected controller which can be shown with Nyquist diagrams. Decreasing the frequency of dominant pole-pair WI of the current controller, the stable operating area as a function of parameter errors is increased and vice versa.
F. Practical Implementation
Practical implementation issues are discussed in this subsection. Regarding to the integrator of the state-space controller, the anti-windup is implemented by feeding back the difference of the possibly saturated output sat( u e ) and the control voltage as described for proportional-integral-derivative control in [24] . Then, the reference value of the current for the integrating part of the controller is limited
Actually, PI control can be seen as a special case of statespace control given in (4). With the selections the state-space controller gives a two-degree-of-freedom (2DOF) PI controller of [9] with the gains k p and k i , the active damping term R a , and the approximate cross-coupling compensation jwgL fe.
For implementation of the proposed method, the control system is discretized using Tustin's bilinear equivalent [22] 2 1 -z-I S = T s 1 + z-I . (22) In the case of the phase-lead compensator, the discrete algorithm is obtained inserting (22) in (15) . For a general state-
the Tustin's method can be written as in [25] :
A. Validation
In order to validate the proposed method and the simulation model, the example design, of which parameter sensitivity is examined in Section 111-F, was simulated and measured in a case of 15 As can be seen from the results, the simulated and measured dominant dynamics match the designed dynamics; the current rises to the reference in 0.75 ms. In the resonant dynamics, simulations give the oscillation of the worst case situation; while in the experimental results, resonant damping is higher due to parasitic resistances in the circuit. In addition, particularly in the measurement results, the cross-coupling between the d and q components is well compensated. The minor crosscoupling present in the resonant frequency is the consequence of the time delay.
IV. SIMULATION AND EXPERIMENTAL RESULTS
Simulations and a 12-kVA, 50-Hz experimental setup was used to verify the proposed current control method. The experimental setup consists of two back-to-back connected converters equipped with LCL filters, an isolation transformer for the loading converter, and dSPACE DSI006, DS220I, and DS5202 boards with associate hardware for the control algorithms, PWM, and analog measurements of the converter under test. The system parameters are given in Table I . The converter under test was controlling the DC-bus voltage, while another converter was used to feed the load to the bus. The switching frequency was fsw = 6 kHz (unless otherwise noted). In the simulations, the load was a constant current source, the worst-case scenario, without resistances in the LCL filter, was considered, and the grid was considered to be stiff.
where w is a modified state vector and discretized system matrices are
In the state-space controller, only the integrator is discretized using (23) and (24) 
C. Comparison With PI Control
The proposed state-space current controller was compared with a PI controller. The PI controller was implemented in the structure of the state-space control (21) . The gains of the PI controller (k p = QeL fe, k i = Q~Lfe) were calculated using the integral control method of [9] with the active damping The switching frequency was decreased to fsw = 4 kHz to demonstrate the smaller ratio of the delay frequency Wd = 27T/ (1.5T s ) and the resonance frequency w p ' While the other system parameters corresponds the values given in Table I , Wd goes below the limit Wd < 4w p and PM R = -5.7° (14) is negative. To compensate the delay, the phase lead of ¢m = 35.7°was produced at the resonance frequency, corresponding to the target phase margin of 30°with the unity contoller. The same phase-lead compensator was used with both control methods under comparison. The other parameters of the statespace controller were kept the same as in Table II . In the figures, the effect of increased phase lead with a phasecompensator gain selection AL = 1/k L can be seen as slower dominant dynamics compared to the results with fsw = 6 kHz. The amount of the phase lead can be decreased, which brings AL closer to unity. Then, the dominant dynamics are closer to the desired dynamics Q c = 27T . 500 rad/s. Without the phase lead, the system is unstable with both controllers. However, the resonance is well damped with the selected phase lead. The results show that the dominant dynamics of the PI controlled system are a slightly slower and less damped than the dominant dynamics of the state-space controlled system. In addition, the cross-coupling compensation of the state-space controlled system works better since the more accurate model is used in the control design. 
V. CONCLUSION
This paper presents a continuous-time design method for observer-based state-space current control of a grid-connected converter equipped with an LCL filter. Model-based pole placement is used to give an analytical desing for a statespace controller and a full-order observer. The ratio of the resonance frequency and the delay frequency is examined, and a lead filter is proposed to compensate the phase lag of the delay with low ratios. The Nyquist stability criterion is used to examine parameter sensitivity.
The proposed method was verified with simulations and experiments. The control was designed, analysed, and simulated with a lossless LCL filter representing a worst-case scenario. The continuous-time design gives relatively simple expressions for the controller and observer gains as a function of system parameters and the desired dynamics compared to the discrete state-space design. Though, discretization of the controller is needed and the system delay cannot be included in the state-space model as in the discrete-time design. However, the proposed method is easy to implement, the cross-coupling is automatically compensated, and the resonance is damped through the pole placement. For state-space control, the measurements indicate better performance in current transients compared to a 2DOF PI control.
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