The behavior of the TCP protocol in simple situations is well-understood, but when multiple connections share a set of network resources the protocol can exhibit surprising phenomena.
Introduction
Although the TCP protocol has a relatively techbrief speciflcat~on [14] , and a Functionally correct implementation can be as short as ten pages of source code, the dynamics of TCP in real networks are not well understood. Real networks in particular suffer from congestion, that is, contention for insufficient resources. While modem TCP implementations attempt to avoid or recover from congestion, they do this using delayed feedback mechanisms that exhibit complex behavior.
Most TCP implementations now in use include the congestion avoidance and control algorithms described by Van
Jacobson [8] . Jacobson developed his algorithms by observing the behavior of TCP implementations attempting to send data across a congested network.
In these observations, the congestion was mostly due to a small number of connections, all sending data in the same direction via a single shared bottleneck link. The horizontat dimension represents time, and the shaded area is proportional to packet size (after [8] ). One such phenomenon they called ' 'ACK-compression."
A TCP sender's self-clocking depends on the arrival of ACKS at the same spacing with which the receiver generated them.
If these ACKS spend any time sitting in queues during their transit through the network, however, their spacing may be altered (figure 2). When ACKS arrive closer together than they were sent, the senderl might be misled into sending more data than the network can accept, which could lead to congestion and loss of efficiency.
(This analysis assumes that acknowledgement packets are small enough that queueing is the major cause of their delay.) lThe t~~~~sender end receiver will always be used wim respect to the data packets, unless further qualified. That is, ACKS are sent from the receiver to the sender. Heybey [7] made traces of connections through the actual Intemet, but these connections were set up specifically for the traces and might not have been representative.
Wilder et al. [17] made traces of 0S1 TP4 connections, also in a testbed network. In all three cases, the results were analyzed by hand to detect interesting patterns, a technique that, while enlightening, cannot be applied to more complex situations.
This paper describes the results of a trace-based studies of large numbers of uncontrived connections through the Internet. These were obtained by monitoring the packets flowing in and out of a bttsy "gateway" system, widely used by sites all over the Intemet for electronic mail and similar protocols.
Tools were developed to automatically analyze the traces to detect ACK-compression and other interesting phenomena, and in some cases to show the correlation between various phenomena in order to detect causal relationships.
Motivation
The primary motivation for these experiments was to determine if ACK-compression could actually be detected automatically, and to discover if it causes any problems. The experiments show that ACK-compression can indeed be detected automatically from packet traces, and that it does happen in real networks. They do not show any serious consequences of ACK-compression in today's Intemet, although this may be a result of our temporary inability to exploit the full bandwidth of the network.
Other phenomena besides ACK-compression, such as synchronization of losses between several connections, out-oforder packet delivery, and some forms of improper TCP behavior, can also be automatically detected from traces, as will be described in this paper, A secondary question is whether, if ACK-compression does happen, there is anything that one could do about it, A TCP implementation could use techniques, similar to the traceanalysis tools described here, to infer when acknowledgements are being compressed. It could then limit the rate of outgoing packets to avoid overloading the bottleneck link.
The emphasis of the discussion in this paper will be on the methods and tools used to detect ACK-compression and related phenomena, rather than a broad study of the frequency of ACK-compression. Unlike a simulation or a contrived experiment, in these trace it is impossible to observe the actual spacing of ACKS at both ends of the network path.
Related work
Therefore, compression must be defined indirectly, based on observable aspects of the trace. The rest of this section discusses the approach taken to each of these issues, and similar issues in the detection of related phenomena.
Section 3 will dkcuss the tools that have been created to analvze the traces. These tools must solve two problems: 1.
2,
Detecting the phenomena--in the traces: Algorithms must be created to analyze the traces to detect when the defined phenomena are present.
Visualizing the results: Because there may be thousands of connections and events represented in a trace, the results of the analysis should be presented in a form that allows easy and rapid understanding, [2] . The traces therefore contain only packet header data, and not anything that could be used to compromise the privacy of the messages traced. 
Obtaining traces

Creation of a trace file
The tracing program is conceptually quite simple. The IP header of each TCP packet received is parsed to obtain source and destination addresses, and the TCP header is parsed to obtain the source and destination ports, the sequence and acknowledgement numbers, the flags, and the window size.
Since the addressing information is repetitive, the program maintains a map from TCP address tuples (the two IP addresses and the two TCP port numbers) to a compact connection identifier.
(At any one time, thk is enough information to uniquely identify a comection, but during the life of a trace there may be several comections that reuse the same address tuple.
In a post-processing phase, it is easy to split the trace up into distinct connections, because the TCP protocol has rttles to prevent any confusion.) Whenever a new connection is seen, the tracing program emits a record containing the new connection ID and the associated addressing information. For each packet received, the program emits a record containing the timestamp, connection ID, and the non-address fields from the TCP header.
Note that the connection ID identifies one direction of packet flow; TCP connections are always full-duplex, and the relationship between the two half-connections can be recreated in a post-processing phase.
The connection ID mapping is done using a hash In order to avoid cluttering the trace with irrelevant information, the trace program can be made to ignore packets between pairs of "local" hosts, where "local" refers to a host whose address is the same as the tracing host, when compared under a given bit mask.
For traces made at the DECWRL gateway site, thk mask covered the IP network number; for traces made internal to Digital's IP network, the mask covered the network and subnet numbers. to capture all the packets in a burst, since the compressed ACKS will by definition be received in a burst.
Potential problems with passive monitoring
The ULTRIX kernel provides a moderate amount of queueing to absorb bursts, and keeps an accurate count of the number of packets dropped from the queue. The tracing program emits an error record, containing the count of dropped packets, whenever this occurs, and so the analysis tools can reconstruct exactly how many packets were dropped and approximately when this happened.
In the traces made for this paper, the trace-gathering system was able to keep up with the traffic.
In no case were even 0.2~0 of the packets dropped.
While it is impossible to tell if the dropped packets conceal an unusually high number of ACK-compression events, it is unlikely that this is the case.
Another problem with passive monitoring is that it occasionally accepts packets with checksum errors. While it is theoretically possible to have the tracing program check the header checksums on each packet, in practice this would so slow the program that it would certainly lose far too many packets.
(Checksumming is now considered to be the most expensive part of processing a TCP packet [3] .) Statistics kept by the gateway machines show that packets with bad checksums, while present, are quite rare. The danger for this experiment is that a damaged packet might give rise to a trace record that confuses the analysis tools.
The tools take some care to ignore connections that contain bizarre packets, but it is possible that corruption of a few bits could cause false conclusions to be drawn on rare occasions.
Defining the phenomena
When ACKS are observed arriving at the end of their transit through the Intemet, it is impossible to know precisely how they were spaced when they were sent.
( The x-axis of these plots shows the number of bytes carried in a packet divided by the time since the previous packet; the y-axis shows the total number of bytes transferred at a given instantaneous bandwidth.
Since the dead periods transfer few or no bytes, they contribute little to the distribution, and the peaks of the distribution show the approximate true bandwidths attained during various phases of~he connection.
If there is one main peak to this distribution, we can find its approximate position on the x-axis by taking the median of the distribution.
This provides a simple, automatic mechanism for estimating the true bandwidth of a connection that transfers a lot of data over a stable path.
It is possible that if the connection's rate is actually limited by something external to the network, such as a dkk drive on one of the end systems, this mechanism will underestimate the true bandwidth.
There is not much one can do about this, if the information in the traces is all that is available. One could in principle set up "probe connections" along the paths followed by interesting connection, and attempt to measure the available bandwidth; this is not always possible, and was not Another problem with the raw trace data is that while at any given time the TCP address tuple uniquely identifies a connection, once a connection is terminated the same address tuple may be reused shortly thereafter. Since the sequence numbers from the two connections bear no relation to each other, in order to make sense of the sequence numbers the connections must be separated. This is done by searching for tell-tale signs of the end or beginning of a connection: packets bearing the FIN or SYN flags, or large jumps in the sequence or acknowledgement numbers. The largest legal jump in a TCP sequence number is the maximum window size of 64k bytes. Any jump larger than this suggests that a new comection has been made, although it is also possible that the trace-gathering program has either dropped a bunch of packets, or has accepted a corrupted packet.
In either case, since we are lacking sufficient information to analyze the entire connection, splitting into two connections avoids 'the problem of data integrity.
ZRemember that the term ' 'connection" refers in this case to a half-duplex, one-way packet flow. An actual TCP connection is represented by two of these half-connections.
Once in a while, a trace contains data that just doesn't make sense. For example, the final sequence or acknowledgement number is much lower than the initial value. While this could occur because of sequence-number wraparound, it can also be due to corrupted data, so the tools simply discard the entire connection in this case.
The in-memory database of connection and header records can be quite large. Each header record in its in-memory form contains 36 bytes; this could be reduced somewhat with compression techniques, but that would make the whole process run slower.
As a result, a trace of 1 million packets requires somewhat more than 36 Mbytes of virtual address space, and since the locality of reference to this database is poor, the analysis must be carried out on a machine with at least that much real memory.
The This array is then sorted, using the sequence number as the primary key, the length as the scconda~key, and the reception order as the tertiary key. One more pass over the sorted array suffices to detect retransmissions and out-of-order delivery:
q If an array entry's sequence number falls within the range of bytes carried by a previous packet, then the entry is a retransmission.
(We ignore packets with SYN set, since typically a lot of these are sent during an attempt to make a connection with a dead host.) The earlier packet is flagged as having been lost, and the later packet is flagged as a retransmission.
q During the pass over the sorted array, we can also detect and flag packets delivered out of order, since these are ones whose reception order is earlier than their predecessor in the array (which is sorted by sequence number), if the predecessor is not a retransmission. 4 packets carrying acknowledgements, which flow on the other half-connection from the packets that suffer from segment loss and out-of-order delive~, it is profitable to plot on one graph both the sequence numbers from one half-connection, and the acknowledgement numbers from the "partner" halfconnection.
An example of one such plot is shown in figure 3 . In color media, these symbols can be made much easier to distinguish, and color may also be used to In figure 3 , this seems to be the case shortly after the first ACK-compression event, an entire window-full of packets is sent in a brief interval, and all of these packets are lost. Packet traces can be difficult to analyze, even for an expert, but some help can be provided. For example, although TCP'S 32-bit sequence numbers are hard to deal with directly, the tcpdump program [ 11 ] reports not the absolute sequence numbers but the relative value since the first observed packet of a connection.
It seems even more useful to report the difference in sequence numbers between two successive packets, because that can be directly related to the amount of data transferred.
Also, by showing the two halves of a connection in side-byside columns, following Shepard's example [16] , one gets a picture of the time-ordering of the packets. By displaying relative instead of absolute timeststmps, the short-term dynamics are made apparent. Figure 5 shows part of the same connection as figure 3 , packet-by-packet.
In figure 5 , the sender's packets are shown on the left, and the receiver's on the right. 3A11 the ACKS in a compression event are marked with ' 'C, " including those which arrive first and thus whose instantaneous ACK bandwidth is small (because they have been delayed the longest). Observe that varying A or R can change the number of alleged events by several orders of magnitude, while varying B has much less of an effect (until it becomes close to Ethernet rates).
TimestamD
4T0 avoid expanding the vertical scale, plots C through D do not include samples for which the x-axis value is zero (e.g., plot C only includes those connections that transferred at least one byte). The figures include parenthetical notes giving the number of omitted samples. In the trace mentioned 
Summary of Experiments
Traces were made on several days at both the external and internal locations.
The traces are summarized in ACK-window A = 3 Bandwidth threshold B = 10Kbytes/sec Minimum ratio to median R = 5.0 The possibility exists that some of the detected instances of ACK-compression are actually periods during which the available bandwidth is much higher than normal. This is probably true in some cases, but there are definitely connections for which the reverse is true. Figure 14 shows 
Conclusions
The results of this study show that it is indeed possible to detect ACK-compression in traces made on real networks. Moreover, it is possible to correlate ACK-compression events with subsequent packet losses, even on networks that are not particularly congested.
Both detection of ACK-compression and correlation with packet loss can be done automatically, which means that it is possible to apply these techniques to traces of busy networks over lengthy periods.
If, in the future, the Intemet is operated much closer to its long-term capacity, the connection between ACK-compression and congestion may become acute, and automatic detection of ACK-compression could be a key to efficient utilization of the network.
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