Abstract: In this paper, a detailed implementation of a lithium-ion battery life prognostic system using a particle filtering framework is presented. A lumped parameter battery model is used to account for all the dynamic characteristics of the battery: a non-linear open-circuit voltage, current, temperature, cycle number, and time-dependent storage capacity. The internal processes of the battery are used to form the basis of this model. Statistical estimates of the noise in the system and the anticipated operational conditions are processed to provide estimates of the remaining useful life. The model is then subsequently used in the particle-filtering framework with a sequential importance resampling algorithm to predict the remaining useful life of the battery for individual discharge cycles as well as for the battery cycle life. The research presented in this paper provides the necessary steps towards a comprehensive battery health management solution for energy storage devices.
INTRODUCTION
Batteries are a significant component of many systems and their failure can lead to a degraded performance, or in some cases total failure. For example, in November 2006, The National Aeronautics and Space Administration's Mars Global Surveyor stopped working after the radiator for its batteries was positioned towards the sun causing an increase in the temperature of the batteries, which resulted in lost charge capacity [1] .
Currently, there is significant interest in the design of batteries for a variety of purposes; however, the common feature for all these applications is that the batteries need an increased overall runtime and reduced levels of dissipated power [2, 3] . Lithiumbased batteries are becoming increasingly popular for use in applications ranging from consumer electronics via power tools to electric vehicles. The advantages and disadvantages of lithium-based batteries in comparison with other rechargeable battery technologies available on the market are listed in Table 1 [4] .
There are various physical properties that need to be understood in order to understand the discharge behaviour of a battery. For vehicular applications, specific energy and specific power (i.e. the energy and power available per unit weight) is considered. In portable electronics, such as cameras, mobile phones, and laptop computers, the energy density (i.e. the energy stored per unit volume) is considered. Another important parameter is the cycle life, which is defined as the number of complete charge-discharge cycles a battery can perform before its nominal capacity falls below 80 per cent of its initial rated capacity.
This paper presents the implementation of a methodology for the prediction of the remaining useful life of a lithium-ion battery using the particle filtering framework. Particle filters are sequential Monte Carlo methods that can be used for tracking and prediction of the state of a system. The method has been shown to be able to effectively model systems that possess non-linearity and non-Gaussian noise properties. It uses information available from both system measurements and models available for describing systems behaviour. The remainder of this paper is organized as follows. A brief review on the existing literature on techniques to monitor the health of a lithium-ion battery is presented in section 2. Section 3 summarizes the current approach to the modelling of batteries and the implementation of a lumped parameter model. The use of the particle filtering methodology on lithium-ion batteries is presented in section 4. Section 5 explains the implementation of the particle filtering framework to calculate the battery end-of-discharge and end-of-life in detail, and subsequently the analysis results are provided. Finally, section 6 summarizes the paper and conclusions are drawn.
RELATED WORK
The monitoring of the state of a battery can be performed using a variety of approaches including datadriven [5] , model-based [6] , and hybrid approaches [1, 7] . In addition, electrochemical models have been proposed to determine the internal dynamics of a battery [8] [9] [10] [11] [12] [13] [14] . Dynamics-based models using circuit simulators that implement resistor and capacitor networks have been proposed; however, this approach is unable to consider factors such as temperature dependence, the capacity of the battery being a function of its discharge rate, and non-linear equilibrium potential [14] [15] [16] . The implementation of these effects requires the measurement of voltage as a function of the specific gravity of the electrolyte either manually or by using dynamic models to control online measurements [7] . These models can be based on simple functions, as in Stamps et al. [17] , or on highly complex formulations, as in Hartley and Jannette [18] .
The diagnostic approaches used in earlier works have included discharge of the battery to a open circuit voltage, voltage under load, fixed cut-off voltage [7] , and electrochemical impedance spectroscopy (EIS) [19] .
The prognostic methods considered in earlier works include data-driven prognostic algorithms, such as autoregressive integrated moving average [20] and a relevance vector machine [21] , which was used as an extension to support vector regression [22] . For real-time applications, the extended Kalman filter (EKF) was used to predict the state of health (SOH) and state of charge (SOC) of the battery [6, 7, 22, 23] . To consider non-linear parameters, such as non-linear equilibrium potentials and temperaturedependent effects, dynamic models were used to calculate the battery degradation [14, 24] . These types of dynamic models were essentially used to consider applications such as hybrid electric vehicles and plug-in electric vehicles [1] . The battery load conditions and the environmental factors may have different outputs to those of the predetermined dataset and in these circumstances it is difficult to predict the battery end-of-life from SOH and SOC studies. To avoid this problem, a much more sophisticated and flexible algorithm is needed that can use data observed from the battery, and the state estimation and prediction algorithms together, to predict the battery life.
Although the work of Saha and Goebel [7] showed insights on the modelling of lithium-ion batteries, it did not provide details on how the particle filtering approach could be used for prognostics. This paper addresses this deficiency and the step-by-step specifics of its implementation to lithium-ion battery end-of-discharge and end-of-life prediction are provided.
BATTERY MODELLING
Battery modelling using electrochemical equations can be time-consuming and difficult to solve computationally. Hence, to reduce the amount of computation, battery losses are represented as electrical circuits and, therefore, electrical models can be formed. Can be severely damaged by deep discharge cycles, thus requiring an onboard circuit to manage the battery during discharge, increasing the cost of the battery Have no memory effect: the battery does not need to be completely discharged in order for recharging to take place Not as safe as other battery chemistries since the anode produces heat and the cathode produces oxygen, and since lithium is pyrophoric it needs to be shielded from this oxygen Much lighter than other types of batteries of the same size as they are made up of lithium and carbon that have low molecular weights
The shelf-life of a lithium-based battery decreases with age even when it is not in use due to the degradation caused by the internal resistance of the battery
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Major battery modelling approaches
The majority of models fall into one of the following three categories [3] .
Electrical models based on Thevenin's theorem
In an electrical model based on Thevenin's theorem (see Fig. 1 ), the open-circuit voltage V OC of the battery is considered to be constant and a series resistance R Series and a RC parallel network (R Transient and C Transient ) are used at transient loads to predict the response of the battery at a predefined battery SOC.
Since various assumptions are made in this model, it is not accurate and, additionally, voltage variations and runtime information cannot be accommodated.
There are several variations on the basic model in which additional components are added to improve the model functionality. Even so, several disadvantages still exist. For example, in the models such as in Schweighofer et al. [25] two RC parallel networks are used but the model does not function on multiple SOCs or temperatures. Therefore, these models cannot accurately predict the battery runtime.
Electrical model based on impedance spectroscopy
An electrical model based on impedance measurements (see Fig. 2 ) uses electrochemical impedance spectroscopy in the frequency domain to obtain an a.c. electrochemical model. A complicated and tedious equivalent network Z ac is then used to map a broad range of varied but related values of the impedance after achieving the a.c. impedance model. This model is computationally time-consuming since the mapping of the equivalent network Z ac is complex and difficult. These models are not very accurate since they work well only when they do not have multiple SOCs or temperature values and, hence, voltage variations and runtime information cannot be predicted.
Electrical model based on runtime
An electrical model based on runtime (see Fig. 3 ) is used for constant discharge currents to simulate the battery runtime and the d.c. voltage response by using a complex circuit network.
However, when the load varies, this model is unable to predict the battery runtime and the voltage response accurately.
It has been observed that none of these models can predict the battery runtime. Hence, the current and voltage performance cannot be used in circuit simulators. Accurate predictions require a battery model that integrates the best features of the above models: Lithium-ion battery life prognostic health management system using particle filtering frameworkthe transient capabilities from the Thevenin model, the a.c. features from the impedance model, and the battery runtime from the runtime model.
Lumped parameter model
A comprehensive and accurate electrical lumped parameter model, as proposed in Goebel et al., [1] and Saha and Goebel [7] , is used to model the battery characteristics, see Fig. 4 .
The various losses inside the battery, such as the activation polarization, IR drop, and concentration polarization, are represented as impedances in the lumped parameter model. The activation polarization accounts for retarding factors such as the work function that ions overcome between the electrode and the electrolyte. The IR drop accounts for the drop in voltage created by the flow of current across the internal resistance. The concentration polarization accounts for the mass transfer of ions between the electrodes across the electrolyte [7] .
The parameters that represent the losses in the lumped parameter model are as follows:
(a) the electrolyte resistance R e represents the IR drop; (b) the charge transfer resistance R ct and the dual layer capacitance C dl represent the activation polarization; (c) the Warburg impedance R w represents the concentration polarization effect.
The lumped parameter model can be analysed either in the frequency domain to derive Nyquist plots or in the time domain to derive the discharge curves of the battery. In the frequency domain, using EIS measurements, the Nyquist plots can be found and used to better understand the internal degradation process in the battery. The only drawback with performing EIS measurements is that the equipment required to perform the analysis is specialized and expensive and the optimum measuring conditions are needed. Hence, the time domain is generally used in order to evaluate the ageing characteristics of the battery [7] .
The remaining useful life of a battery is predicted in this paper based on different physical processes affecting the RUL (remaining useful life) for the endof-discharge and end-of-life.
End-of-discharge
The end-of-discharge (EOD) requires an understanding of the way the impedance parameters change as a function of charge depletion during the discharge cycle. The internal parameters of the battery are representations of electrochemical reactions and transport processes inside the battery with the internal temperature of the battery, the ionic concentrations of the reactants, and the current load being significant factors in this respect.
It has been reported in the literature that as the discharge of the battery progresses the reactions and current flow generate sufficient heat to make the internal temperature rise [7] . This rise in temperature increases the mobility of ions in the electrolyte, which results in a reduction of the Warburg impedance R w . As the Warburg impedance decreases over a period of time, the self-discharging rate increases and therefore results in the electrolyte resistance R e of the battery. Due to the increase in the temperature, the cell reactants are consumed much faster, especially near the end of the discharge cycle. This results in an increase in the charge transfer resistance R ct and a significant drop in the battery voltage.
The EOD can be predicted using the following equations [7] . The output voltage E is given by
In terms of internal parameters it can be written as 
where DE init is the initial voltage drop at the start of discharge cycle and a ¼ (a 1 , a 2 , a 3 , a 4 , a 5 ) are model parameters to be estimated from data. The lithiumion discharge profile obtained using the lumped parameter model is shown in Fig. 5 . 
End-of-life
The end-of-life (EOL) of a lithium-ion battery is defined as the point at which the battery fails to deliver approximately 80 per cent of its rated capacity. The EOL depends on various factors and information about different operational modes (such as charge and discharge cycles) is needed if it is to be fully characterized. The charge and discharge cycles can be represented as a combined effect using the Coulombic efficiency factor h c [7] . The rest period in the battery allows the reaction products to dissipate, increasing the capacity for the next cycle. Hence, selfrecharging is accounted for as a factor during the rest period and it is incorporated in the empirical model as an exponential process.
The EOL can be predicted using the following equation [7] 
where C k is the charge capacity of the kth cycle, Dt k is the rest period between the kth and (k þ 1)st cycles, and b 1 and, b 2 are model parameters to be determined. In Fig. 6 , it is assumed that when no external current is being drawn from the battery the SOC of the battery is correlated with the voltage change in the battery during the rest and relaxation periods in order to maintain the exponential function form [4, 7] .
THEORETICAL BASIS OF PARTICLE FILTERING
Particle filters are a class of non-linear filter that combine Bayesian learning techniques with importance sampling and can provide good state tracking performance while keeping the computational load tractable [7, 26] . Particle filters are also suboptimal filters [27] . They perform sequential Monte Carlo estimations based on a point-mass representation of probability densities. The system state is represented as a probability density function (PDF) and a set of associated weights denoting discrete probability masses. The PDF is approximated by a set of particles that represent sampled values from an unknown space. The measurement model is then used to generate the particles from an a priori estimate of the state PDF, propagated through time using a non-linear process model, and recursively updated from the measurements [26] . The model parameters can be included as a part of the state vector to be tracked, thus performing model identification along with state estimation [7] . After the model has been tuned to reflect the dynamics of the system being tracked, it can be used to propagate particles till the failure threshold to give the RUL PDF [7] .
Bayesian estimation of state space model
To better understand the concepts of particle filters, a deeper understanding of the Bayes filter is required. The Bayes filter is used to calculate the posterior estimate of a state given the prior state and likelihood.
Consider the following state space model with non-linear state and measurement functions, f k and h k , respectively, as discussed by Chen et al. [3] 
where k is the time index, x is the state vector, z is the measurement vector, and n is the independent and identically distributed noise for process and measurement. Given the measurement z k , the objective of the state estimation is to sequentially compute the value of the state vector x k . The aim of the state estimation is to derive p(x k | z 1:k ) by reasoning the probability function of the state x k given the measurement sequence
The probability density function p(x k | z 1:k ) is obtained sequentially through prediction and updated.
The prior PDF of the state at time k can be obtained using the Chapman-Kolmogorov equation
This equation is updated as follows
is the normalizing factor and is independent of the state x k . The posterior probability p(x k | z 1:k ) cannot be computed analytically. To solve this problem, approximate filters are used to provide suboptimal solutions. Since it is based on a Taylor series expansion the EKF works poorly for highly non-linear systems. Also, even if p(
is no longer Gaussian due to the non-linear state function, which does not validate the underlying assumption of the EKF. The alternative approach is through particle filters.
Particle filtering framework
This paper focuses on the implementation of the particle filtering framework to the analysis of the discharge characteristics of a battery. The methodology is shown in Fig. 7 .
The task of tracking a state variable and predicting their future values is usually solved as a filtering problem [7] . The EOL and EOD need to be framed in the form of non-linear and non-stationary models that contain a non-Gaussian noise. Particle filtering can easily manage the uncertainties that occur under these circumstances. The detailed implementation of the particle filter is shown in Fig. 8 .
IMPLEMENTATION OF PARTICLE FILTERING FRAMEWORK
The aim of this analysis is to manage the model uncertainties and make reliable predictions for EOD and EOL. Following the representation of the state and observation functions defined in Saha and Goebel [7] , the particle filtering model for a lithium-ion battery is discussed in the following sections.
Battery EOD
The EOD estimation is done using the following equations in the particle filtering framework.
State transition model
Measurement model 
where i is the time index, f s is the sampling frequency, E i is the measured cell voltag'e at time i, and v i and n i are independent zero-mean Gaussian noise terms. Figure 9 shows the estimated mean value of the particle filtering and the actual state of battery voltage for a selected discharged cycle of a lithium-ion battery. The blue line shows the actual voltage values calculated by equations (1) to (5) . The red dots show the measured cell voltages, which were simulated as the actual voltages at time i plus independent zero-mean Gaussian noise terms and expressed as Lithium-ion battery life prognostic health management system using particle filtering frameworkmeasurement model equation (9) . The green line shows the estimated voltage values calculated by particle filtering equations (7) and (8) . A total of 1000 particles were used in the estimation. In the process, the particle filtering algorithm propagated by selecting the particle that was most similar to the observed ones in an experimental analysis. The measurements are equal to the sum of actual values and the measurement noise. The mean estimated value was calculated to determine the correct curve for the discharge of the battery.
Battery EOL
For the EOL, estimation is done using the following equations in the particle filtering framework.
State transition model
Measurement model
where k is the cycle index,C k is the charge capacity measured at cycle index k (the charge capacity measured is the integral over the discharge time until the cell voltage reaches the E EOD ), and w 1,k , w 2,k, w k , and c k are independent zero-mean Gaussian noise terms. Figure 10 shows the estimated mean value obtained using the particle filtering framework to determine the maximum life of the battery, and the actual state of battery capacity for the simulated lithium-ion battery. The particle filtering algorithm was used to calculate the estimated value to predict the capacity of the battery at the end of the number of cycles. The blue line shows the actual capacity values calculated by equation (6) . The measured capacity values are shown by the red dots, which were simulated as the actual capacity values at cycle k plus independent zero-mean Gaussian noise terms and expressed as measurement model equation (13) . The green line represents the prediction points, which were estimated by particle filtering equations (10) to (12) . Again, a total of 1000 particles were used in the estimation. The end of life plot in Fig. 10 shows just the mean estimated value obtained using the particle filtering framework to determine the maximum life of the battery. From the observation, it can be concluded that the battery reaches the minimum capacity threshold of 1.3 Ah after 140 cycles.
It is clear from Figs 9 and 10 that the particlefiltering-based prognostic algorithm is able to provide a good prediction of the EOD and EOL of the battery.
CONCLUSIONS
In this paper, detailed implementation of a methodology for predicting the remaining useful life of a lithium-ion battery using particle filtering framework was presented. A lumped parameter battery model was used to account for all the dynamic characteristics The internal processes of the battery were used to form the basis of this model. Statistical estimates of the noise in the system were processed to provide estimates of the remaining useful life. The model was then subsequently used in the particle filtering framework with a sequential importance resampling algorithm to make predictions about the EOL and EOD of the battery for individual discharge cycles, as well as for the battery cycle life. The presented simulation results showed that the developed prognostic system is capable of predicting the remaining useful life of lithium-ion batteries. The research presented in this paper provides the necessary steps towards a comprehensive battery health management solution for energy storage devices. Potential improvements to the presented technique include incorporating higher and much advanced filtering techniques, such as Rao-Blackwell particle filtering.
