In the face of globalization and rapidly shrinking product life cycle, manufacturing companies are trying different means to improve productivity through management of machine utilization and product cycle-time. Job shop scheduling is an important task for manufacturing industry in terms of improving machine utilization and reducing cycle-time. However, job shop scheduling is inherently a NPhard problem with no easy solution. This paper describes a novel approach that uses the honey bees foraging model to solve the job shop scheduling problem. Experimental results comparing the proposed honey bee colony approach with existing approaches such as ant colony and tabu search will be presented.
INTRODUCTION
Intense competition of global market has resulted in challenging manufacturing environment with lower product costs, shorter product life cycles and more product variety. The conflicting objectives of maintaining low inventory level to reduce costs, and quick response to customer demand to remain competitive calls for an effective scheduling algorithm for production shop floor. In this respect, there have been extensive studies of scheduling algorithms and heuristics in both static and dynamic job shops for decades by researchers and practitioners (Gere 1966 , Blackstone et. al. 1982 , Rajendran and Holthaus 1999 , Jain and Meeran 1999 A scheduling problem can be characterized by a set of jobs, each with one or more operations. The operations of a job are to be performed in a specified sequence on specific machines. The objective of scheduling is to determine the job schedules that minimize (or maximize) a measure (or multiple measures) of performance (Rajendran and Holthaus 1999) . Due to factorial explosion of possible solutions, job shop scheduling problems are considered to be a member of a large class of intractable numerical problems known as NP-hard (Jain and Meeran 1999) . The commonly used performance measures that are related to job shop scheduling include machine utilization, cycle time, throughput rate and inventory level. Of these measures, utilization of manufacturing resources is of vital importance to any manufacturing enterprise in the global competition of today. Improving resource utilization leads to better throughput rate and lower product cost. An alternative measure of resource utilization is makespan of a schedule, which is often studied by research community in job shop scheduling problems.
Solution techniques for shop scheduling problems range from simple priority dispatching rules such as FIFO (first in first out) and SPT (shortest processing time) to more elaborate techniques such as Branch and Bound (Brucker et. al. 1994) , tabu search (Nowicki and Smutnicki 1996) , shifting bottleneck algorithms (Balas and Vazacopoulos 1998) , and ant colony (Blum and Sampels 2004) . Meta-heuristics such as tabu search and shifting bottleneck procedure have been very successful. These approaches excel in solution quality as well as in computation time. Other meta-heuristics that work well when computation time is unconstrained are evolutionary computation approaches such as ant colony. This work aims to explore an evolutionary computation approach, which is based on nectar collection in honey bee colonies, to job shop scheduling problems. This research is inspired by the work done by Nakrani and Tovey (2004) , on using a new honey bee algorithm for dynamic allocation of internet servers. In their algorithm, servers and HTTP request queues in an Internet server colony are modeled as foraging bees and flower patches respectively. The experimental results show that the algorithm performs reasonably well in the dynamic allocation problem. Based on similar idea of honey bee colonies and the behavior of forager bees, which is characterized by decentralized and elementary interactions, we adapt the algorithm to job shop scheduling problem. This paper first describes how honey bee colonies deploy forager bees to collect nectar amongst diverse flower patches in section 2. Subsequently in section 3, job shop scheduling problem is discussed. In section 4, the mapping of job shop scheduling meta-heuristic to honey bees forager deployment is given. Subsequently, the implementation details are discussed in section 5. This is then followed by a comparative study on the performance of the honey bee approach on benchmark problems in section 6. The paper finally ends with conclusions and future works in Section 7.
HONEY BEE COLONY
Colonies of social insects such as ants and bees have instinct ability known as swarm intelligence (Nakrani and Tovey 2004, Teodorovic and Dell'orco, 2005) . This highly organized behavior enables the colonies of insects to solve problems beyond capability of individual members by functioning collectively and interacting primitively amongst members of the group. In a honey bee colony for example, this behavior allows honey bees to explore the environment in search of flower patches (food sources) and then indicate the food source to the other bees of the colony when they return to the hive. Such a colony is characterized by selforganization, adaptiveness and robustness. Seeley (1995) proposed a behavioral model of selforganization for a colony of honey bees. In the model, foraging bees visiting flower patches return to the hive with nectar as well as a profitability rating of respective patches. The collected nectar provides feedback on the current status of nectar flow into the hive. The profitability rating is a function of nectar quality, nectar bounty and distance from the hive. The feedback sets a response threshold for an enlisting signal which is known as waggle dance, the length of which is dependent on both the response threshold and the profitability rating. The waggle dance is performed on the dance floor where individual foragers can observe. The foragers can randomly select a dance to observe and follow from which they can learn the location of the flower patch and leave the hive to forage. This selforganized model enables proportionate feedback on goodness of food sources.
JOB SHOP SCHEDULING
Job shop scheduling is concerned with finding a sequential allocation of competing resources that optimizes a particular objective function. The deterministic job shop scheduling problem is the most general of the classical scheduling problems (Jain and Meeran 1999) . The problem consists of a finite set J of n jobs to be processed on a finite set M of m machines. Each job J i must be processed on every machine and consists of a chain of m i operations O i1 , O i2 ,…,O im , which have to be scheduled in a pre-determined given order. O ij is the j th operation of job J i which has to be processed on a machine M x for a processing time period of τ ij without interruption and preemption. Each machine can process only one job and each job can be processed by only one machine at a time. The longest duration in which all operations of all jobs are completed is referred to as the makespan C max . More specifically, let A i be the set of ordered pairs of operations constrained by the precedence relations for each job J i . For each machine M x , the set E x describes the set of all pairs of operations to be performed on the machine. For each operation O ij , let its earliest possible process start time be t ij . Hence, the job shop scheduling problem can be modeled as:
Although many objective functions can be considered in job shop scheduling problems, makespan is the principal criterion for research community and is able to capture the fundamental computational difficulty which exists implicitly in determining an optimal schedule. Further, makespan minimization problem is well defined and is simple to understand. It is used in our work as a proving ground for the proposed honey bee colony algorithm for job shop scheduling problems.
A common representation for job shop scheduling problem is the disjunctive graph. In the graph, there is a node for each operation. There are also two additional nodes, known as source and sink to represent the initial and final operations respectively. The positive weight of each node is equivalent to the processing time of the corresponding operation. The starting and completion times of the source and sink represent the starting and finishing times of the job shop problem respectively. The source is connected to the initial operation of each job whereas the final operation of each job is connected to the sink.
A set of directed conjunctive arcs is used to represent the precedence constraints for each job. A set of disjunctive arcs is used to represent capacity constraints to ensure that no two operations processed by the same machine can be executed simultaneously. An example of a 3 x 3 disjunctive graph is shown in Figure 1 Solutions to a job shop scheduling problem can be obtained by directing the disjunctive arcs of the disjunctive graph according to the machine permutations (i.e. by making bidirectional arcs to become unidirectional arcs). The makespan of a solution is the length of the longest directed path in the graph. The length of the path is given by the sum of the processing times of the operations on that path. A feasible solution to the earlier job shop scheduling problem is presented in Figure 2 . 
HONEY BEE COLONY ALGORITHMS
This section details algorithms to perform job shop scheduling inspired by the behavior of honey bee colony. The challenge is to adapt the self-organization behavior of the colony for solving job shop scheduling problems. There are two major characteristics of the bee colony in searching for food sources: waggle dance and forage (or nectar exploration). We will discuss in separate sub-sections on how we map these characteristics of a bee colony to job shop scheduling.
Waggle Dance
A forager f i on return to the hive from nectar exploration will attempt with probability p to perform waggle dance on the dance floor with duration D = d i A, where d i changes with profitability rating while A denotes waggle dance scaling factor. Further, it will also attempt with probability r i to observe and follow a randomly selected dance. The probability r i is dynamic and also changes with profitability rating. If a forager chooses to follow a selected dance, it will use the 'path' taken by the forager performing the dance to guide its direction for flower patches. We term the path as 'preferred path'. The path for a forager is a series of landmarks from a source (hive) to a destination (nectar). For job shop scheduling, the profitability rating should be related to the objective function, which in our case, is makespan. Let Pf i denote the profitability rating for a forager, it is given by: The bee colony's average profitability rating, Pf colony is given by: 
The probability r i of following a path is adjusted according the profitability ratings of a forager and the colony based on the lookup table 1 (adopted from Nakrani and Tovey 2004) . Essentially, a forager is more likely to randomly observe and follow a waggle dance on the dance floor if its profitability rating is low as compared to the colony's. 
Forage (Nectar Exploration)
For foraging algorithm, a population of l foragers is defined in the colony. These foragers cyclically construct solutions to the job shop scheduling problems. The foragers move along branches from one node to another node in the disjunctive graph and so construct paths representing solutions. A forager must visit every node once and only once in the graph, starting from initial node (i.e. source) and finishing at final node (i.e. sink), so as to construct a complete solution. When a forager is at a specific node, it can only move to next node that is defined in a list of presently allowed nodes, imposed by precedence constraints of operations. A forager chooses the next node from the list according to the state transition rule: Based on the expression, it should be noted that for the first nectar exploration expedition by the foragers, ij ρ will be assigned the same value for all allowed nodes (since m = 0).
The parameters α and β tune the relative importance in probability of the 'weight' in edges found in the preferred path versus the heuristic distance. According to this rule, edges that are found in the preferred path and that are shorter will have a higher probability to be chosen for the solution. The heuristic distance is the processing time of the operation associated with node j . When a forager completes a full path, the edges it has traveled and the makespan of the resulting solution will be kept for the waggle dance when it returns to the hive.
Algorithmic Framework
A combination of forage and waggle dance algorithms constitutes one cycle (or iteration) in this evolutionary computation approach. This computation will run for a specific number of iterations N max . The best solution during the iteration process will be presented as final schedule at the end of run. The algorithmic framework of the scheduling algorithm is presented in Algorithm 1. The honey bee colony algorithms are developed using Java on Windows XP platform. A list of elite solutions is used to denote foragers that are currently performing waggle dance on the dance floor. The duration of a waggle dance is linked to the number of iterations that an elite solution is allowed to stay in the list. Each elite solution contains forager's path, its makespan, maximum number of iterations allowed and the iteration number (i = 1 to N max ) when a solution is added into the list. After every foraging cycle, the list is updated to remove elite solutions that have exceeded the maximum number of iterations.
In our implementation, the path is stored in a list. This list contains edges that connect two operations together. The edges are directional, connecting two consecutive operations. For the solution in Figure 3, The forage algorithm is related to operation scheduling heuristic. There are two alternative approaches: operation centric or machine centric. In operation centric approach, a list of currently eligible operations that can be scheduled is always maintained during scheduling process. To be eligible, an operation's preceding operation (of a job) must have been scheduled. Each operation in the list is checked against the most recently scheduled operation (on the same machine) to identify if the 'edge' between the two operations (the most recently scheduled operation and the operation under consideration from the list) is found in the preferred path. Higher rating ij ρ will be assigned to the operation with edge found in the path. The operation scheduling starts with a list of the first operations of all jobs, and proceeds with operation selection algorithm outlined in section 4.2. When an operation is scheduled, it will be removed from the list and its succeeding operation (if any) will be added into the list.
For machine centric approach, a discrete-event simulation based technique is used to perform operation scheduling. An event list of events, which are in sorted order of increasing time, is maintained during scheduling process. At time t = 0, events relating to machine-ready status are inserted into the list. Events in the list are removed and executed one by one according to the event time. In case of tie for events having the same time, an event will be randomly picked. For the machine that is associated with the selected event, a list of currently eligible operations will be identified. Each operation in the list is checked against the most recently scheduled operation on the same machine to identify if the 'edge' between the two operations is found in the preferred path. Higher rating ij ρ will be assigned to the operation if the edge is found in the path. An operation is selected among the eligible ones according to algorithm described in section 4.2. When an operation O ik is scheduled on the machine, a new event of machine-ready status for the machine with time t + τ ik will be inserted into the event list (if there is still pending operation(s) to be scheduled on the machine). The whole procedure repeats until the event list becomes empty.
EXPERIMENTAL EVALUATION
In this section we describe the benchmark problems, benchmark algorithms and present experimental results comparing the performance of honey bee algorithm with ant colony and tabu search algorithms.
Problem Instances
The performance of the honey bee colony scheduling approach is studied by evaluating them on the following 82 job shop problem instances (Ganesan et. al. 2004 ):
3 problems from Fisher & Thompson (1963) , referred as ftp06, ftp10 and ftp20 40 problems from Lawrence (1984) , referred as la01 -la40 20 problems due to Storer et al. (1992) , referred as swv01 -swv20 10 problems used by Applegate and Cook (1991) , referred as orb1 -orb10 4 problems used by Yamada and Nakano (1992), referred as yn1 -yn4 5 problems formulated by Adams et al. (1988) , referred as abz5 -abz9
The sizes of these problems range from 6 to 50 jobs and 5 to 20 machines. Larger sizes of shop problems are not considered in the study as past results have concluded that the size of the shop does not affect the relative performance of dispatching rules, and valid conclusions could be drawn from experiment with relatively small shops (Nanot 1963 , Buffa 1968 .
Benchmark Algorithms
To compare and evaluate the performance of the proposed bee colony algorithm, we have included two other metaheuristics in our experimental study. The first is an ant colony algorithm based on the work done by Dorigo et al. (1996) . The second algorithm is a tabu search algorithm developed by Nowicki and Smutnicki (1996) .
Ant algorithms are a class of meta-heuristic search algorithms that have been successfully applied to solving job shop scheduling problems. Ant algorithms are biologically inspired from the behavior of colonies of real ants on how they forage for food. Ants communicate with one another through indirect means by making modifications to the concentration of highly volatile chemicals called pheromones in their immediate environment. Since both ant algorithms and bee algorithms are based on self-organization of colonies to forage food sources, we reason it is orderly to compare the performance of both algorithms.
Tabu search is a meta-heuristic based on a local search technique which attempts to exploit the solution space beyond local optimality. It is a simple technique that attempts to guide a search process away from solutions that appear to duplicate or resemble previously achieved solutions. tabu search is an iterative approach improving on existing solutions and thus requires an initial solution to be constructed by other scheduling techniques. A good neighborhood structure plays an important role in tabu search, and it is one of the reasons why tabu search algorithm developed by Nowicki and Smutnicki (1996) is so successful. Their algorithm is one of the most efficient tabu search implementations for the performance criteria of makespan (Blazewicz et. al. 1996) . By considering tabu search heuristic in our study, we can thus benchmark the proposed bee algorithm to one of the best in class.
Experiments and Results
Since both the bee and ant algorithms rely on random distribution function to construct solutions, a total of 5 replication runs have been performed for each job shop problem to obtain average results. Further, we have performed fine tuning on the parameters for the algorithms, and the final settings of major parameters are presented in Table 2 .
Our initial experimentation indicates that the machine centric approach to operation scheduling always lead to better solutions comparing to operation centric approach. We therefore adopt machine centric approach in our experiments. Table 3 summarizes the results on the relative performance of makespan in terms of percentage for bee colony, ant colony and tabu search algorithms. The results show the average, minimum and maximum percentage differences from the best known makespan for the 82 job shop problems. The second last row records the number of best solutions achieved among the three heuristics. The last row exhibits the relative execution time for the three heuristics.
From the results, it is obvious that tabu search outperforms other two heuristics. Tabu search records the closest results to the best known solutions and has the most number of best solutions. Further, it also manages to achieve best results in the shortest execution time. These spectacular results are attributed to the efficient critical block neighborhoods. Moreover, a tabu list that keeps track of the most recent tabu moves prevents the search algorithm to be locked in local minimums. Comparing the performance of peers, bee colony and ant colony heuristics, bee algorithm performs slightly better than ant algorithm. Bee algorithm achieves better mean and maximum percentages as well as higher number of best solutions in comparison to ant algorithm. The time taken to solve the 82 job shop problems for both heuristics is approximately equal with bee colony being slightly faster. Evidently, both heuristics under perform tabu search primarily due to: 1) solutions are always constructed from scratch, instead of the more efficient operation swaps in tabu search; 2) no clear scheme to escape from being locked into local minimums.
CONCLUSIONS AND FUTURE WORKS
We have implemented a job shop scheduling algorithm based on self-organization of honey bee colony for solving job shop scheduling problems. It is found that the performance of the algorithm is comparable to ant colony algorithms, but gaps behind the efficient tabu search heuristics. Since the bee algorithm is our first implementation, we believe there is much room for improvement.
We intend to test the bee algorithms on semiconductor manufacturing scheduling problems. One of the works we intend to pursue is to deploy the algorithms in a distributed computing environment using software agents. Prior work has already been carried out using agents in symbiotic simulation of semiconductor assembly and test operation (Low et. al. 2005) . In comparison to ant colony algorithms, it will be relatively easier to treat each bee forager as an agent in the bee colony algorithms since the issue of share state in maintaining a global pheromone table in ant algorithms does not occur.
Further works can obviously be done to enhance the bee algorithms. A research area to focus on is to incorporate local search heuristics based on an effective critical block neighborhood structure on every schedule generated by forage heuristic. Another area of research is to consider penalizing edges (lower rating ij ρ ) that are in opposite directions to the edges in the preferred path. As operation centric and machine centric scheduling methods have their respective strengths and weaknesses, it is proposed that both methods can be used jointly in the honey bee colony algorithm.
