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Abstract
In this Report, QCD results obtained from a study of hadronic event structure in high energy e+e− interactions
with the L3 detector are presented. The operation of the LEP collider at many different collision energies from 91
to 209GeV offers a unique opportunity to test QCD by measuring the energy dependence of different observables.
The main results concern the measurement of the strong coupling constant, s, from hadronic event shapes and the
study of effects of soft gluon coherence in charged particle multiplicity and momentum distributions.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Hadronic events produced in e+e− annihilation offer a good environment to test the predictions of
Quantum Chromodynamics (QCD) [1–9]. The high energy phase of the LEP collider has given a unique
opportunity tomeasureQCD observables over awide energy range and perform precise tests of the energy
dependence of the strong interaction. In addition, it allows to check the validity of the QCD models very
often used for background modelling in other studies such as electro-weak studies and new particle
searches.
From 1989 to 1995 LEP operated in the region of the Z pole, i.e., at centre-of-mass energies,√s, around
91.2GeV. During this period, known as LEP1, each of the four LEP experiments (ALEPH, DELPHI, L3, and
OPAL) collected about 4 million hadronic events. This high statistics, combined with very low background,
made it possible to perform many detailed QCD studies and precise measurements of the hadronic event
structure. Further, events with an observed high energy photon, which have a lower effective hadronic
centre-of-mass energy, √s′<√s due to initial- (ISR) or ﬁnal-state radiation (FSR), enable studies of
energy dependence.
In 1995 LEP entered a new phase, known as LEP2, of steadily increasing energy. Data were taken at a
number of centre-of-mass energies, listed in Table 1, between 130 and 209GeV.While the total integrated
luminosity collected by L3 at these high energies (more than 600 pb−1) is much larger than for the Z-pole
region (about 140 pb−1), the number of hadronic events is much less. This is due in ﬁrst instance to the
much lower hadronic cros section, e.g., about 20 pb−1 at √s = 200GeV, which is roughly 200 times
smaller than at the Z pole. Secondly, at high energies a large fraction of the events correspond to hard initial
state radiation (ISR) bringing down the effective hadronic centre-of-mass energy,√s′, to the Z pole.When
these events with hard ISR are rejected the data samples have typically a few hundred to a few thousand
hadronic events per energy point. Another experimental challenge at these high energies is the treatment
of the dominant background, which, above theW-pair production threshold (√s > 161GeV), comes from
Wpairs decaying into four quarks. Part of this background can be rejected using topological identiﬁcation,
but the remaining contamination must be subtracted according to model predictions. Nevertheless, the
availability of a large range of energies is very important for testing QCD, since the theory predicts,
essentially, the energy variation of observables rather than their absolute values. In addition, it is important
that the QCD measurements be performed at each energy using the same experimental technique and
the same theoretical calculation. The experimental and theoretical uncertainties on the measurement of
an observable are then highly correlated between energies. The measurement of the energy dependence
of the observable is then insensitive to these uncertainties. We note that the ﬂavour composition changes
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Table 1
Summary of integrated luminosity, selection efﬁciency, sample purity and number of selected hadronic events at the different
energies used in this analysis
Type of √s 〈√s〉 Integrated Selection Sample Selected
Event (GeV) (GeV) luminosity (pb−1) efﬁciency (%) purity (%) events
Reduced 30–50 41.4 142.4 48.3 68.4 1247
centre- 50–60 55.3 142.4 41.0 78.0 1047
of- 60–70 65.4 142.4 35.2 86.0 1575
mass 70–80 75.7 142.4 29.9 89.0 2938
energy 80–84 82.3 142.4 27.4 90.5 2091
84–86 85.1 142.4 27.5 87.0 1607
Z pole 91.2 91.2 8.3 98.5 99.8 248100
129.9–130.4 130.1 6.1 90.0 80.6 556
135.9–140.1 136.1 5.9 89.0 81.5 414
High 161.2–164.7 161.3 10.8 89.0 81.2 424
energy 170.3–172.5 172.3 10.2 84.8 82.6 325
180.8–184.2 182.8 55.3 84.2 82.4 1500
188.4–189.9 188.6 176.8 87.8 81.1 4479
191.4–196.0 194.4 112.2 82.8 81.4 2403
199.2–203.8 200.2 117.0 85.7 80.6 2456
201.5–209.1 206.2 207.6 86.0 78.8 4146
The energies below √s = 91.2GeV are obtained from the full data sample at the Z pole, by selecting events with an isolated
high energy photon.
with the energy away from the Z pole. For example, when there is no ISR, the fraction of bb¯ drops from
about 22% at the Z pole to about 16% at√s ≈ 209GeV. This must be taken into account whenmeasuring
the energy dependence of observables which depend on the quark-ﬂavour composition of the events.
Thework presented in this report concernsmainly the variation of hadronic event shapeswith centre-of-
mass energy and the study of soft gluon coherence through charged particle multiplicity and momentum
distributions. Themeasurements of the event shapes are used to determine the strong coupling constant, s.
Six event-shape distributions are measured, as well as the charged particle multiplicity and momentum
distributions, using the data collected with the L3 detector [10–16] at various energies. At the Z pole
they are measured for b and lighter (udsc) ﬂavours as well as for all ﬂavours. The measured distribu-
tions are compared with predictions from event generators based on an improved leading logarithmic
approximation (Parton Shower models including QCD coherence effects). These Monte Carlo programs
use different approaches to describe both the perturbative parton shower evolution and non-perturbative
hadronisation processes. They are tuned to reproduce the global event-shape distributions and the charged
particle multiplicity distribution measured at 91.2GeV.
Moments of the event-shape variables are measured between 41.4 and 206.2GeV. Perturbative and
non-perturbative QCD contributions are obtained from a ﬁt using a power correction ansatz [17–21].
The strong coupling constant is also determined at each of these centre-of-mass energies by compar-
ing the measured event-shape distributions with predictions of second order QCD calculations [22,23]
supplemented by resummed leading and next-to-leading order terms [24–29].
Themean charged particle multiplicity and the peak position, , of the distribution of =− ln x, where
x is the charged particle momentum scaled by the beam energy, are measured at different centre-of-mass
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energies. The energy dependence of these two observables is compared with QCD predictions including
soft gluon coherence. A study of the differences between udsc-quark, b-quark and all ﬂavours is also
presented for the Z-pole data.
The results presented here update and complete previously published L3 results on QCD obtained from
various e+e− energy studies. The ﬁrst one was a study of hadronic event structure at the Z pole [30–32].
This study was extended subsequently to high energies [33–37]. The energy range was also extended to
as low as 30GeV by exploiting hadronic events from Z decays with isolated high energy photons, which
gives reduced hadronic centre-of-mass energies [38]. In these events the high energy photons are radiated
through initial state radiation or through bremsstrahlung from quarks.
2. QCD and the process e+e−→ hadrons
2.1. Theoretical framework
QCD[1–9] is the gauge theory proposed for the strong interaction. It describes the interactions be-
tween the quarks and the neutral vector gauge bosons mediating the strong interactions, the gluons.
Quarks and gluons carry a quantum number, called colour, which allows the existence of a coupling
between gluons as well as between quarks and gluons. This gluon self interaction leads to a fundamental
property of QCD, called asymptotic freedom, predicting the decrease of the strong coupling constant, s,
with energy scale.
From the theoretical point of view, the process of hadron production from a quark-antiquark pair in
e+e− annihilationsmay be seen as composed of two different regimes governed by the strong interactions
and referred to as the perturbative and non-perturbative phases. Asymptotic freedom guarantees that cal-
culational techniques based on perturbation theorymay be applied to describe quark and gluon production
with high momentum transfers. This deﬁnes the ﬁrst regime corresponding to a parton cascade where
primary quarks split into further partons down to an energy scale of about 1GeV, where perturbative
techniques cease to be valid. The main perturbative calculations available to describe the hadronic event
structure at the parton level are:
• O(2s ) calculations of event-shape variables [22,23];• improved calculations, incorporating the resummation of leading and next-to-leading logarithmic
terms [24–29] matched to O(2s ) results, for several event shape variables;• O(3s ) calculation (full 1-loop) of 4-parton states [39,40];• analytical calculations based on several leading logarithmic approximations [41–52].
In order to relate the parton-level calculations to ﬁnal state hadrons, one approach is to use phe-
nomenological models describing the non-perturbative transition phase. These models are included in the
commonly used QCD Monte Carlo programs. Another, more recent, approach consists of describing the
non-perturbative effects analytically by means of power corrections. These corrections have been calcu-
lated for low-order moments and differential distributions of some e+e− event-shape observables [53].
Finally, in the case of analytical calculations of inclusive quantities (e.g., charged particle mean mul-
tiplicity or momentum distributions) the hypothesis of Local Parton Hadron Duality [54,55] is usually
invoked. It suggests that the calculated parton distributions are related to themeasured hadron distributions
by a simple normalization constant. This hypothesis is used here for the study of the energy dependence
of charged particle distributions.
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2.2. Experimental framework
In the last 25 years the study of hadronic events produced in e+e− annihilation has made a major
contribution to demonstrating the validity of QCD. This is largely due to the fact that e+e− interactions
offer a very clean environment to study basic QCD processes. QCD affects only the ﬁnal state; there is no
contamination from beam remnants; and, apart from initial and ﬁnal state electromagnetic radiation, the
hadronic centre-of-mass energy is well deﬁned. The observed hadronic event structure is directly related
to the gluon radiation pattern produced in the parton (quark and gluon) QCD processes.
Direct evidence for the existence of the quark was given by the observation of two-jet structure in
hadronic events produced in e+e− collisions at SPEAR [56], and analysis of the jet angular distributions
established that their spin is 1/2. The observation of the ﬁrst three-jet events at PETRA gave the ﬁrst evidence
for the existence of the gluon [57–60] and its coupling to quarks. Subsequently, particle production in the
region between a quark and anti-quark was found to be suppressed compared to that between a quark and
gluon, the so-called string effect [61,62]. The existence of the triple gluon vertex coupling was conﬁrmed
in a study of jet angular distributions in 4-jet events measured at TRISTAN [63].
Many quantitative tests of QCD have been performed at various e+e− colliders. Some detailed reviews
of these studies can be found, e.g., in Refs. [64–69].
The LEP experiments have been very active since 1989 in performing quantitative tests ofQCD [65–69].
Due to its large hadronic branching ratio, negligible background from other processes, and a strong sup-
pression of initial state radiation, the Z resonance has offered unique conditions for detailed QCD studies.
In addition, the precise micro-vertex detectors of the tracking systems of the LEP experiments have al-
lowed ﬂavour-dependent QCD studies to be performed with the high statistics Z-pole data. The higher
centre-of-mass energies of LEP2 have allowed studies of the energy-scale dependence of QCD predictions
over a wider range. The energy-scale dependence has also been observed in ep deep inelastic scattering
at HERA [70,71] and in pp interactions at TEVATRON [72].
2.3. Monte Carlo programs
Monte Carlo programs simulate the process e+e− → hadrons by factorizing it into four different
phases:
1. production of qq¯() (electroweak),
2. gluon radiation (perturbative QCD),
3. hadronisation of quarks and gluons (non-perturbative QCD),
4. decays of unstable particles.
Two approaches to the modelling of perturbative QCD exist [73]. One is the matrix element method,
in which Feynman diagrams are calculated exactly, order by order. Because of the technical difﬁculties
of the calculation, matrix elements are only available for a maximum of four partons in the ﬁnal state.
The other approach is the parton shower method, which is based on an approximation of the full matrix
element expression. Each parton produced in the initial hard process may split into two partons, as may
successive partons. This results in a description of multi-jet events, with no explicit upper limit on the
number of partons involved. The parton shower picture is derived within the framework of the Leading
LogarithmicApproximation (LLA) [41–45], in which only the leading terms in the perturbative expansion
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are kept, or within the framework of theModiﬁed Leading LogarithmicApproximation (MLLA) [50–52],
in which some interference effects [74–76] found in the Next-to-Leading Logarithmic Approximation
(NLLA) [46–49] are also included. In the branching the energy fractions are distributed according to the
leading-order DGLAP splitting functions [77–80]. There are many ambiguities in the LLA description,
especially in the renormalisation scheme. Therefore, the parton shower scale parameters extracted from
the LLA models through comparisons with data do not correspond to the QCD scale parameter MS.Note, however, that the parton shower programs impose energy–momentum conservation at each splitting,
a feature which goes beyond these approximation schemes.
Because perturbativeQCD calculations are not valid at lowenergy scales, the fragmentation of coloured
quarks and gluons into colourless hadrons cannot be calculated by perturbative QCD.One needs to rely on
phenomenologicalmodels. The separation between the perturbative and fragmentation phases is generally
characterised by an energy scale (Q0) with a typical value of 1–2GeV. Three different fragmentation
models [73] have been developed: independent [81–88], string [89–92], and cluster [93,94].
The independent fragmentation model assumes that partons fragment in isolation from each other.
In this scheme, high momentum quarks evolve separately, splitting into colourless particles and other
quarks. It has been shown that the independent fragmentation model fails to describe some experimental
data [61,62].
The string model is derived from the QCD inspired idea that a colour ﬂux tube (string) is stretched be-
tween quark and anti-quark pairs, with gluons corresponding to kinks in the string. Hadrons are generated
in the formalism of string breaking.
In the cluster model, gluons from the perturbative phase are ﬁrst split into quark and anti-quark pairs.
The quark and anti-quark pairs then form colourless clusters which, depending on their masses, decay
either into lower mass clusters or directly into particles.
These different perturbative QCD approaches and fragmentation models have been incorporated into
severalMonteCarlo programs [73]. In this Reportwe compare resultswith the predictions of the following
set of programs: JETSET 7.4 PS [95], ARIADNE 4.06 [96], JETSET 7.4 ME [95], HERWIG 5.9 [99], and COJETS
6.23 [100]. This set of Monte Carlo programs reﬂects wide differences in the application of perturbative
QCD approaches and fragmentation processes.
JETSET PS. The JETSET parton shower Monte Carlo program [95] and its successor PYTHIA [95,103] sim-
ulate e+e− annihilation into partons and the subsequent quark and gluon branchings. The parton
shower is based on the leading logarithmic approximation using as the evolution variable the mass
squared of the branching parton. Angular ordering, which is a consequence of gluon interference in
the next-to-leading logarithmic approximation, as well as nearest-neighbour intrajet spin correlations,
are incorporated in an ad hoc manner. The distribution of the ﬁrst gluon is modiﬁed to match the
O(s) matrix element distribution. Initial state radiation is included in JETSET using the lowest order
calculation, following the approach presented in Refs. [104,105]. In PYTHIA an ‘initial-state shower’ is
used to simulate ISR. The programs contain both string and independent fragmentation options. Here
we only study string fragmentation. Various fragmentation functions are available. They provide the
distribution of the fraction, z, of the light-cone fraction, E + pL, carried by the resulting hadron,
z= (E + pL)
had
(E + pL)par . (1)
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Here E and pL are the energy and longitudinal momentum relative to the primary parton direction, and
the superscripts (had) and (par) refer, respectively, to the hadron after its creation and the parton before
creation of the hadron. For c- and b-quarks, we use the Peterson fragmentation function [106]
f (z) ∝ 1
z(1− 1/z− /(1− z))2 , (2)
where  is a fragmentation parameter depending on the ﬂavour of the quark. The light quarks are
fragmented according to the Lund symmetric function [107]
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m2 + p2T is the transverse mass of the system, and a and b are
fragmentation parameters. The spectrum of the transverse momentum, pT, of the hadron is described
by the Gaussian function








with q a parameter. The parameters that affect hadronic event structure most are the parton shower
scale LL, the parton shower cut-off parameterQ0, and the fragmentation parameters a, b, and q .
ARIADNE. TheARIADNE program [96] also uses a parton shower algorithm.The perturbative QCD cascade
in ARIADNE is formulated in terms of two-parton systems, which form colour dipoles. When a gluon is
radiated from a dipole, the dipole is then converted into two independent dipoles. This formulation is
equivalent, to MLLA accuracy, to a parton shower with angular ordering automatically incorporated
[108]. The evolution variable isQ2 = p2t , where pt is the transverse momentum of the radiated gluon.
ARIADNE itself does not provide functions for fragmentation and decay processes. Instead, it is interfaced
to the JETSET or PYTHIA fragmentation and decay routines. In addition, ARIADNE uses JETSET or PYTHIA
routines to generate the initial qq¯ system and ISR. Only the string fragmentation is used here. In the
ARIADNE perturbative phase, there are two main parameters that affect the parton conﬁguration most:
the parton shower scale parameter AR and the parton shower cut-off parameter pmint . The relevant
fragmentation parameters are the same as those in the JETSET PS model.
JETSET ME. Besides the parton shower option, JETSET also provides for a full O(2s ) matrix element [23]
treatment of perturbative QCD. In our application, we use ‘optimised perturbation theory’ [109,110]
with the renormalisation scale, f, set to 0.003 and the minimum scaled invariant mass squared of
any two partons in 3- or 4-jet events, ymin, set to 0.01. The scale f is chosen so that Q2 is above
the b-quark mass while ymin is close to the minimum allowed value that still gives a positive 2-jet
production cross section. It has been shown that a small scale f gives signiﬁcantly improved agreement
with the data [111]. In addition, we apply the parameterisation given in Ref. [112] for the second
order corrections to the 3-jet rate. The generated partons are subsequently fragmented using the string
fragmentation model. As for JETSET PS, we use the Peterson function for heavy quark fragmentation
and the Lund symmetric function for light quark fragmentation. The relevant parameters for our study
are the QCD scale parameter ME and the fragmentation parameters q , a and b of the string model.
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HERWIG. TheHERWIGMonteCarlo program [97–99] is basedonparton shower simulation using a coherent
branching algorithm. While the energy fractions are distributed according to the LLA, phase space is
restricted to an angular-ordered region. The choice of evolution variable is≈ E2(1−cos ), where E is
the energy of the branching parton and  is the angle between the two resulting partons. This facilitates
the inclusion of interference phenomena [74–76] in the treatment of parton shower development.
The description of hard gluon emission is improved by matching the parton shower calculation to an
O(s) matrix element calculation. Fragmentation is performed by a cluster model, which incorporates
the preconﬁnement property of perturbative QCD [54,93,94,108,113]. The event-shape variables are
most sensitive to the parton shower scale parameter, MLLA, the effective gluon mass, Mg, and two
parameters which control the splitting of clusters: the maximum cluster mass, CLMAX, and the power
of the mass, CLPOW, in the expression for the cluster splitting criterion.
COJETS. The Monte Carlo program COJETS [100–102] simulates the multiple gluon radiation in the LLA.
Like JETSET PS it uses the mass squared of the branching parton as evolution variable, but with inco-
herent branching. The parton shower algorithm is corrected for single hard gluon emission using an
O(s) calculation. This simulation is integrated with the independent jet fragmentation according to a
modiﬁed version of the Field–Feynman model [85]. COJETS has four free parameters in its longitudi-
nal fragmentation function and one free parameter to control the transverse momentum spectra in the
fragmentation cascade. Since quarks and gluons fragment independently, these parameters can have
different values for quark and gluon jets.As in other parton shower programs, there are also parameters
for the parton shower scale, LL, and the parton shower cut-off,Q0.
3. Hadronic events in L3
3.1. Calorimeter energy measurement
The selection of hadronic events is based on the energy measured in the electromagnetic and hadron
calorimeters. Two algorithms are developed to estimate the energy of an event from the raw energy
deposits. In its LEP2 conﬁguration, the L3 detector is divided into eleven broad regions, nine of which
are calorimeters (regions 1–4 and 6–10, region 5 being no longer present for LEP2). The other two
are the central tracker (region 12) and the muon chambers (region 11). A particle can deposit its en-
ergy in more than one region. The deﬁnition of the regions changed with time depending on the ex-
act detector conﬁguration. The regions as deﬁned during the LEP2 runs are shown in Fig. 1. The main
changes with respect to LEP1 are the addition of forward/backward muon chambers [15] and calorimeters
(SPACAL), constructed using lead and scintillating ﬁbres between the barrel and endcap electromagnetic
calorimeters [16].
In one of the approaches (linear algorithm), the energy of a particle, detected as the smallest resolvable




GLi · Eci (5)
The weighting factors,GLi , are calledG-factors. They compensate for the different calorimeter responseto different particle types. The energy of the event is obtained by adding the energy, Ec, of all the SRC’s




















Fig. 1. The eleven regions of L3 detectors as used in the energy measurement for the LEP2 conﬁguration. A twelfth region, 5,
was present only in earlier set-ups.
in the event and the momenta of the muons. Since the noise levels in different parts of the detectors can
have a wide variation, the energy thresholds for different types of SRC’s are handled separately.
In the second approach (non-linear algorithm), the clusters are redeﬁned to include tracks in the
energy measurement. The new objects, called super-clusters (ECLU), are built by associating the different
components of a clusterwith charged tracks andmuon candidates using angular proximity.The association
is carried out as a four step algorithm:
1. All possible pairs of constituents, whose angular separation is smaller than a given cut, are combined
to form seeds.
2. If the angular separation between a constituent and the ones which form a seed is smaller than
a given cut, it is added to the super-cluster associated to the seed. Each constituent can, in principle,
be included in several super-clusters.
3. The ambiguities are then solved by assigning each constituent to its closest super-cluster.
4. The energy of each super-cluster is then calculated.




G˜NLi · Ei +
12∑
j,k=1
A˜NLjk · C(Ej ,Ek) , (6)
where Ei is the uncorrected energy measured in region i. For the calorimeter regions, Ei =Eci ; for tracks
Ei is the momentum of the track. The correlation function C introduces a non-linear term in the energy
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measurement. Two parametrisations are tried:
C1(Ej , Ek)= Ej · Ek and C2(Ej , Ek)= Ej · Ek
Ej + Ek . (7)
The ﬁrst parametrisation leads to a better energy resolution while the second provides a smaller non-





· E˜sc . (8)




GNLi · ETi +
12∑
j,k=1
ANLjk · C(ETj , ETk ) , (9)
an expression analogous to that for a super-cluster. Here, ETi is the sum of the uncorrected energies of all
constituents of the entire event in detector region i. The factors A˜NLjk and ANLjk have non-vanishing valuesonly for connected neighbouring detector regions.
Energies of electrons, photons and muons are accurately measured in the L3 detector. To beneﬁt from
this, with both algorithms, active particle identiﬁcation has been used to identify electrons, photons and
muons. The corresponding clusters, tracks and muon candidates are removed from the list considered in
ﬁnding the clusters. The identiﬁed electromagnetic clusters and muons are then added with their energy
measurements from the electromagnetic calorimeter or muon chamber to the list of reconstructed clusters.
For both algorithms, the numerical values of the various coefﬁcients (G-factors),GL, G˜NL, A˜NL,GNL
andANL, are determined by minimising the total energy resolution on hadronic events while constraining
the mean visible energy to the centre-of-mass energy. This procedure is performed only after precise
absolute calibration of each detector component. The coefﬁcients are re-determinedwhenever the detector
conﬁguration is modiﬁed or the beam energy of LEP is signiﬁcantly changed. This is to overcome a certain
amount of non-linearity still left in these energy measurements. This is more pronounced in the non-
linear G-factors, but is somewhat reduced by a proper choice of the correlation function C and a better
identiﬁcation algorithm for the ﬁnal state particles.
The non-linear G-factors are only appropriate for events with small missing energy. The linear
G-factors are found to be independent of time variation of detector responses and are nearly energy
independent. The linear algorithm is well suited to comparison of physics measurements over several
centre-of-mass energies. We have therefore used the linearG-factors for all our subsequent analyses and
used the non-linear G-factors for systematic checks.
3.2. Energy and angular resolutions of jets
We use energy clusters in the calorimeters with a minimum energy of 100 MeV. Fig. 2 shows the
scaled visible energy (Evis/√s) distribution at centre-of-mass energies of 91.2 and 188.6GeV for the
two different algorithms. The smooth curves shown on the plot are the results of ﬁts of a sum of two
Gaussians to the observed distributions. Table 2 summarises the results of the ﬁt as well as the RMS
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Fig. 2. Distributions of scaled visible energy for clusters with linear and non-linear G-factors in data at (a) √s = 91.2GeV and
(b) √s = 188.6GeV. The points correspond to the measurements and the smooth curves are from ﬁts of a sum of Gaussian
distributions as described in the text.
Table 2




RMS 1 2 f1 RMS 1 2 f1
91.2 Evis/
√
s 0.135 0.125 0.225 0.86 0.099 0.059 0.118 0.63
 (mrad) 44.3 34.9 60.0 0.71 45.1 33.1 59.4 0.64
 (mrad) 57.5 36.8 88.3 0.70 51.4 31.8 85.6 0.75
188.6 Evis/
√
s 0.120 0.107 0.173 0.85 0.095 0.040 0.121 0.49
 (mrad) 57.4 33.5 103.8 0.79 60.7 33.4 108.3 0.75
 (mrad) 47.9 32.0 85.6 0.79 43.3 25.8 69.7 0.78
The RMS is of the data. The  are the standard deviations from a ﬁt to a sum of two Gaussian functions. The fraction of events
in the narrower Gaussian, f1, is also given.
values from the data at √s = 91.2 and 188.6GeV. The energy resolution improves substantially with the
ECLU algorithm.
Jet angular resolutions obtained with both the linear and the non-linear G-factors are shown in Fig.
3 for polar angle  and azimuthal angle . They are computed from the angle between the jets in se-
lected 2-jet events at √s = 91.2GeV and 188.6GeV. The curves correspond to ﬁts with a sum of two
Gaussians for each distribution. The ﬁt results are summarised in Table 2 where the Gaussian widths are
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1| − 	) angles of the two jets in two-jet events at (a,c) √s = 91.2GeV and (b,d) √s = 188.6GeV with
non-linear G-factors.
denoted i . The RMS values of the distributions are also given. Table 2 also summarises the resolutions
obtained using linear G-factors. There is a slight improvement in  resolution with the ECLU algorithm
while the  resolution is the same. This difference in improvement is due to a better L3 track resolution in
than in .
86 P. Achard et al. / Physics Reports 399 (2004) 71–174
3.3. Selection of hadronic events
Theprincipal variables used to distinguish hadronic events frombackgrounds are the clustermultiplicity
and the energy imbalances.We use energy clusters in the calorimeters to measure the total visible energy,
Evis, and the energy imbalances parallel and perpendicular to the beam direction: E‖ =





E sin  sin )2 + (∑E sin  cos )2, respectively, where E is the energy of a cluster and 
and  are its polar and azimuthal angles with respect to the beam direction. Backgrounds are different for
hadronic Z decays, hadronic events at reduced centre-of-mass energies and at high energies. This results
in different selection cuts for these three types of event.
The efﬁciency of the selection criteria and purity of the data sample are estimated using Monte Carlo
events. For the process e+e− → qq¯()Monte Carlo events are generated by the programs JETSET 7.3 at the
Z pole, PYTHIA 5.7 for higher energies up to 189GeV andKK2f [114,115], which uses PYTHIA for hadroni-
sation, for the highest energies. The generated events are passed through the L3 detector simulation, which
is based on GEANT [116] using the GHEISHA program [117] to simulate hadronic interactions. Background
events are simulated with appropriate event generators: PYTHIA and PHOJET [118,119] for hadron produc-
tion in two-photon interactions, KORALZ [120] for the +−() process, BHAGENE [121,122] and BHWIDE
[123] for Bhabha events, KORALW [124,125] for W-pair production and PYTHIA for Z-pair production.
Hadronic Z decays are selected [30] by imposing simple cuts on visible energy, 0.6<Evis/√s < 1.4,
relative energy imbalances, E‖/Evis< 0.4 and E⊥/Evis< 0.4, and number of clusters > 12. The event-
shape distributions for all ﬂavours have been previously published [30] and are not updated here. They
are based on 8.3 pb−1 of integrated luminosity, rather than the full luminosity available (142.4 pb−1).
This is sufﬁcient to provide an experimental error on s, which is smaller by a factor 3 than theoretical
uncertainties.
Events at reduced centre-of-mass energies are obtained from the entire data collected at the Z pole.
Hadronic events are initially selected with the same criteria as described above. In this event sample,
isolated photons are selected with energy E> 5GeV. The lateral shower proﬁle of the candidate is
required to be consistent with an electromagnetic shower and no other cluster with energy above 250
MeV may lie within 10◦ around the candidate. With these criteria, 1.3 × 105 events are selected. The










Six intervals of √s′ are chosen such that each interval has reasonable statistics.We have studied whether√
s′ is the correct scale of hadron production by comparing Monte Carlo hadronic Z decay events con-
taining isolated ﬁnal-state photons with Monte Carlo e+e− events generated without ISR or FSR at√
s ≈ √s′. The distributions of event-shape variables are similar, suggesting that √s′ can be used as the
QCD scale.
The background for the direct photons is dominated by unresolved 	0 and  decays. To reduce this
background, we require that the shower be isolated and that its shape be compatible with the electro-
magnetic shower of a single photon. We use a shower-shape discriminator based on an artiﬁcial neural
network to distinguish multi-photon showers from those of a single photon. The cut values are tuned









































Fig. 4. Distributions of (a) visible energy and (b) number of calorimetric clusters at √s = 188.6GeV. The arrows indicate the
selection cuts.
separately for photon candidates in each of the six different energy ranges by optimising the efﬁciency
and purity at each energy. Details of this selection are given in Ref. [38].
At √s > 130GeV, the main background comes from so-called radiative return events, where ISR re-
sults in a mass of the hadronic system close to that of the Z boson, mZ. Events are selected by requiring
Evis/
√
s > 0.7, E⊥/Evis< 0.4, number of clusters > 12, and at least one well measured charged track.
The distributions of Evis/√s and the number of clusters are shown, for representative energies, in Fig. 4.
These cuts eliminate a large fraction of the radiative return events as well as two-photon interactions and
other backgrounds. To further reduce the radiative return background, events are rejected if they have a
high-energy photon candidate, deﬁned as a cluster in the electromagnetic calorimeter with at least 85%
of its energy within a 15◦ cone and a total energy greater than 15GeV at √s= 130.1 and 136.1GeV and
greater than 0.18√s at higher √s. The distribution of the energy of the most energetic photon candidate
is shown in Fig. 5a. Since the ISR photon is often produced at too low an angle to enter the detector, a cut
in the two dimensional plane ofE‖/Evis andEvis/√s is also applied, requiringEvis/√s > kE‖/Evis+0.5
where k is 2.5 at √s = 130.1 and 136.1GeV, 1.5 at √s = 161.3GeV, and 2.0 for√s 172.3GeV. This
cut is illustrated in Fig. 5b.
Data at √s = 130.1 and 136.1GeV were collected in two separate runs during 1995 [33] and 1997.
In the current analysis, data sets from the two years are combined.
For the data at √s 161.3GeV, additional backgrounds arise from W-pair and Z-pair production.
A substantial fraction (∼ 80%) of these events are removed by speciﬁc selections [34–37]. To reject
events where a W or Z decays into leptons we remove events having an electron or muon with energy
greater than 40GeV. Fully hadronic decays are rejected by
• forcing the event to a 4-jet topology using the Durham algorithm [126–129],
• performing a kinematic ﬁt imposing the constraints of energy-momentum conservation,
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Fig. 5. (a) Distribution of the energy of the most energetic photon candidate at √s = 200.2GeV. The arrow indicates the
selection cut. (b) Plot of visible energy vs. energy imbalance along the beam direction for √s = 200.2GeV. The cut used to
remove radiative events is indicated.
• making cuts on the energies of the most- and the least-energetic jets and on yD34, the value of the jetresolution parameter at which the event classiﬁcation changes from 3-jet to 4-jet. Events are rejected
if the energy of the most energetic jet is less than 0.4√s (see Fig. 6a), the ratio of the energy of the
most energetic jet to that of the least energetic jet is smaller than 5 (see Fig. 6b), yD34> 0.007 (seeFig. 6c), there are more than 40 clusters and more than 15 charged tracks, and E‖< 0.2Evis after the
kinematic ﬁt.
These cuts remove between 3.6% of signal events at the W-pair threshold and 10.6% at the highest
centre-of-mass energy. The data collected at high energy are combined into several energy bins. The
integrated luminosity, selection efﬁciency, purity and number of selected events for each of the energy
points are summarised in Table 1.
3.4. Flavour tagging
Events with b-quarks can be separated from events with other ﬂavours at the Z pole using the character-
istic decay properties of the b-hadrons. As the ﬁrst step, the interaction vertex is estimated by iteratively
ﬁtting all of the good tracks measured in the detector in each beam-storage period. Measurements of
the decay lengths of all n tracks in the event contribute to a probability, P [n], which would be ﬂat
for zero lifetime but otherwise peak at zero. Fig. 7 shows the distribution of a weighted discriminant





(− ln P [n])j /j !} where P [n] = ∏nj=1Pj and Pj is the probability that track j
originates at the primary vertex [130].





























































Fig. 6. For events at √s = 188.6GeV, (a) distribution of yD34, the value of the Durham jet resolution parameter at which theclassiﬁcation of an event changes from 3-jet to 4-jet, (b) distribution of the energy of the most energetic jet after the kinematic
ﬁt, (c) ratio of energy of the most energetic jet to that of the least energetic jet after the kinematic ﬁt. The arrows indicate the
selection cuts.
A cut on this discriminant is made to distinguish udsc- from b-quark events. The udsc-ﬂavour events
are selected using 0.3<Bn < 1.0 with an efﬁciency of 39.2% and a purity of 91.0%. The b-quark
contamination amounts to 8.8% of the selected events. The b-ﬂavour events are selected with a cut
on Bn > 3.4 yielding 6.3 × 104 b-enriched events with efﬁciency of 36.2% and purity of 92.9%.
The contamination due to udsc-ﬂavour events in the sample is 7.0%. Measurement of ﬂavour-tagged
quantities uses only data taken after installation and commissioning of the silicon micro-vertex
detector [14].






















Fig. 7. Weighted discriminant for b-tagging, Bn, for the Z-pole data compared to the expectation of the JETSET PS Monte Carlo
program. The cuts used to select udsc- and b-enriched samples are indicated.
4. Event-shape variables
4.1. Choice of variables
Event-shape variables, constructed from linear sums of measured particle momenta, are sensitive to the
amount of hard gluon radiation and offer one of the most direct ways to measure s in e+e− annihilation.
They are insensitive to soft and collinear radiation (‘infra-red safe’) and so can be reliably calculated in
perturbative QCD.We measure six global event-shape variables for which improved analytical QCD cal-
culations [24–29] are available. These are thrust (T ), scaled heavy jet mass (H), total (BT) and wide
(BW) jet broadening variables and the C- and D-parameters.
Thrust: The global event-shape variable thrust, T , [131,132] is deﬁned as
T =
∑ | pi · nT|∑ | pi | , (11)
where pi is the momentum vector of particle i. The thrust axis, nT, is the unit vector which maximises
the above expression. The value of the thrust can vary from 0.5 for spherical events to 1.0 for narrow
2-jet events.
The plane normal to nT divides space into two hemispheres, S±, which are used in the following
deﬁnitions.
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Scaled heavy jet mass: The heavy jet mass,MH, is deﬁned [133–135] as
MH =max[M+(nT),M−(nT)] , (12)














i∈S±| pi × nT|
2∑i | pi | , (15)
in terms of which the total jet broadening, BT, and the wide jet broadening, BW, are deﬁned as
BT = B+ + B− and BW =max(B+, B−) . (16)











| pa| i, j = 1, 2, 3, (17)
where pia is the ith component of the momentum vector, pa , of particle a. With 1, 2, and 3 the
eigenvalues of , the C- and D-parameters are deﬁned as
C=3(12 + 23 + 31) , (18)
D=27123 . (19)
A few other global event-shape variables are also measured for comparison with the predictions of
Monte Carlo models. These variables have linear or quadratic dependence on particle momenta. Some of
these parameters are particularly sensitive to the details of fragmentation and hence are used to tune and
test Monte Carlo models.
Major, minor: Major (Tmajor) [57] is deﬁned in the same way as thrust but is maximised in the plane
perpendicular to the thrust axis. The resulting direction is called the major axis, nmajor. The minor axis,
nminor = nmajor × nT, is deﬁned to give an orthonormal system. Minor (Tminor) is the normalised sum
of momenta projected onto nminor.
Oblateness: Oblateness (O) [57] is the difference of the major and minor values:
O = Tmajor − Tminor . (20)
92 P. Achard et al. / Physics Reports 399 (2004) 71–174
Minor of the narrow side: After dividing an event into two hemispheres by the plane perpendicular to
the thrust axis, the transverse momentum fraction
ft =
∑
i | pi × nT|∑
i | pi |
(21)
is calculated for each hemisphere. The hemisphere with the smaller ft is called the narrow side. The
minor calculated using only the particles in this hemisphere is deﬁned as the minor of the narrow side,
T NSminor, [138].Scaled light jet mass: This quantity is deﬁned analogously to the scaled heavy jet mass:
L =M2L/E2vis, ML =min[M+(nT),M−(nT)] . (22)
Jet resolution parameters: Jets are reconstructed using an invariantmass (JADE [139,140]) or scaled trans-
verse momentum (kt or Durham [126–129]) jet algorithm. The value of the jet resolution parameter,
yij , at which the classiﬁcation of an event changes from 2-jet to 3-jet is called the 3-jet resolution




| pi | | pj |
s
P(cos ij ) (23)
where pi and pj are the momenta of particles i and j, respectively, ij is the angle between these two
particles, and P is the Legendre polynomial of order . The sums run over all particles in the events.












i, j = 1, 2, 3 , (24)
wherepia is the ith component of the momentum vector pa . From the eigenvalues of sij ,Q1Q2Q3,
the sphericity and aplanarity are deﬁned as
S = 32 (Q1 +Q2); A=
3
2 Q1 . (25)
Spherocity: The global event-shape variable, spherocity (S′) [145,146] is deﬁned as
S′ = 4
	
∑ | pi × nS|∑ | pi | , (26)
where nS, called the spherocity axis, is the unit vector which minimises the above expression.
4.2. Measurements
The distributions of the event-shape variables are measured over the full energy range, 30–209GeV,
which includes the three types of event: reduced-energy, Z-pole and high-energy. For the Z-pole data, they
are also measured for b- and udsc-quark samples separately using an integrated luminosity of 26.3 pb−1.
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Fig. 8. Measured thrust distributions at different reduced centre-of-mass energies (a) 30–50GeV, (b) 50–60GeV, (c) 60–70GeV,
(d) 70–80GeV, (e) 80–84GeV, (f) 84–86GeV. The solid lines correspond to the overall expectations from theory. The shaded
areas refer to different backgrounds and the clear area refers to the signal predicted by JETSET.
The data distributions are compared to a combination of the signal and the different background
Monte Carlo distributions obtained using the same selection procedure and normalised to the integrated
luminosity. Figs. 8–10 show uncorrected thrust distributions measured in the six energy bins of the
reduced centre-of-mass energy, ﬂavour-tagged Z-pole, and high-energy samples, respectively, compared
to Monte Carlo predictions. The contributions of the shaded areas indicate the various backgrounds. For
the reduced-energy events (Fig. 8) the backgrounds considered are unresolved 	0’s and ’s in the hadronic
sample, as well as -pair and 2-photon processes. The prediction of JETSET has been scaled to account for
the lack of isolated energetic 	0’s in the string fragmentation process [147]. At the Z pole, background




























































Fig. 9. Measured thrust distributions at the Z-pole for the (a) b- and (b) udsc-ﬂavour-tagged samples, as well as for (c) all events.
The solid lines correspond to the overall expectations from theory. The shaded areas refer to different backgrounds and the clear
area refers to the signal predicted by JETSET.
in the ﬂavour tagged samples is dominated by hadronic events of the other ﬂavour class, but is negligible
for the full sample (Fig. 9). At high energies (Fig. 10) the main backgrounds are radiative events, W-pair
production and 2-photon processes. The Monte Carlo distributions agree with the data reasonably well
at all centre-of-mass energies.
The global event-shape variables are calculated before, ‘particle level’, and after, ‘detector level’,
detector simulation. The calculation before detector simulation takes into account all stable charged
and neutral particles. The measured distributions at detector level differ from those at particle level











































Fig. 10. (a), (b)Measured thrust distributions at√s=188.6 and 200.2GeV. The solid lines correspond to the overall expectations
from theory. The shaded areas refer to different backgrounds and the clear area refers to the signal predicted by JETSET.
because of detector effects, limited acceptance and resolution. The resolution for the thrust varies from
about 0.02 at high values to 0.05 at low values. The resolution is similar for the other shape variables.
After subtracting the background obtained from simulations, the measured distributions are corrected for
detector effects, acceptance and resolution on a bin-by-bin basis by comparing the detector level results
with the particle level results. The level of migration is kept at an acceptable level by using a bin size
approximately equal to or greater than the experimental resolution.We also correct the data for initial and
ﬁnal state photon radiation bin-by-bin using Monte Carlo distributions at particle level with and without
radiation.
4.3. Systematic uncertainties
The systematic uncertainties in the distributions of event-shape variables arisemainly fromuncertainties
in the estimation of detector corrections and background. The uncertainty in the detector correction is
estimated by several independent checks:
• The deﬁnition of reconstructed objects used to calculate the observables is changed. Instead of using
only SRC calorimetric clusters, the analysis is repeated using the ECLU objects deﬁned in Section 3.1.
• The effect of different particle densities in correcting the measured distribution is estimated by using
a different signal Monte Carlo program, HERWIG instead of JETSET PS or PYTHIA.
• The acceptance is reduced by restricting the events to the more precise central part of the detector,
|cos(T)|< 0.7, where T is the polar angle of the thrust axis relative to the beam direction.
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The uncertainty on the background composition of the selected event sample is estimated differently
at different centre-of-mass energies. The systematic uncertainty in the Z-pole ﬂavour-tagged samples is
estimated by varying the background from mis-tagged events by ±10%. In addition, the background in
the udsc sample from 2-photon processes is varied by ±30%.
At reduced energies, the systematic uncertainties are estimated by varying:
• the amount of background from misidentiﬁed hadrons or non-direct photon production by the uncer-
tainty of its estimation from data [147];
• the selection cuts used to select direct photons: jet and local isolation angles, energy in the local
isolation cone, and the neural network probability.
The uncertainty at high energies is estimated by repeating the analysis with:
• an alternative criterion to reject the hard initial state photon events based on a cut on the kinematically
reconstructed effective centre-of-mass energy;
• a variation of the estimated two-photon interaction background by ± 30% and by using the program
PHOJET instead of PYTHIA to estimate this background;
• a variation of the background estimate by changing the W-pair rejection criteria. As an extreme
variation, no 4-jet events are rejected from the data sample and the number of W-pair events is
estimated from KORALW Monte Carlo and subtracted from the data.
At high energies, uncertainties due to ISR and W-pair background are the most important. They are
roughly equal and are 2–3 times larger than the uncertainties due to the detector correction.
The systematic uncertainties obtained from different sources are combined in quadrature. Statistical
ﬂuctuations are not negligible in the estimation of systematic effects. The statistical component of the
systematic uncertainty is determined by splitting the overallMonte Carlo sample into luminosityweighted
sub-samples and treating each of these sub-samples as data. The statistical component of the systematic
uncertainty is estimated from the differences in these sub-samples. This component is subtracted in
quadrature from the original estimate.
4.4. Tuning of Monte Carlo parameters
The Monte Carlo models involve several parameters. Particular shape-variable distributions are es-
pecially sensitive to certain parameters and these distributions are used to tune their values. To match
Monte Carlo with data we proceed as follows. First, a few event-shape variables with special sensitivity
to certain parameters are chosen to be tuning variables for the comparison of data and Monte Carlo:
• the jet resolution parameter in the JADE algorithm which corresponds to the transition from 2 to 3 jets
(yJ23). This variable is sensitive primarily to the 3-jet rate.• the fourth Fox–Wolfram moment (H4), which is sensitive to the angles between jets.
• the minor of the narrow side (T NSminor). This variable is sensitive to the lateral size of the quark jet.• the charged particle multiplicity (Nch).
If a model to describe Bose–Einstein correlations is tuned, the distributions of the four-momentum
difference for like- and unlike-sign charged particle pairs are also used.
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For a set of values of the parameters, , to be tuned, theMonte Carlo distributions of the tuning variables






[Data(i, j)−MC(i, j, )]2
[statData(i, j)]2 + [systData(i, j)]2 + [statMC(i, j, )]2
(27)
where the individual contributions to 2 are summed over all bins (j) of the distributions of the chosen
tuning variables (i). The optimal parameter set is taken to be the one that minimises the above 2 function,
and is found using the CERN program package MINUIT [148]. Bins with insigniﬁcant statistics are ignored
in the ﬁt.
The parameters of a model to be tuned span a continuous multi-dimensional space, and thus the
2 function is a continuous function of the tuning variables. However, in any realistic tuning procedure,
one starts off with a ﬁnite set of guesses for the optimal parameter set, and generates Monte Carlo
distributions for the event-shape variables only at these discrete points in the parameter space.
More than 105 events are generated for several points on a grid in the parameter space. For a grid with
k-parameters and np different values for parameter p, one needs to generate events at
∏k
p=1np points. In
the subsequent minimisation procedure, 2 values at points between the grid points are found by a local
multidimensional interpolation, either linear or non-linear. The Monte Carlo distribution corresponding
to the j th bin for the ith tuning variable, MC(i, j), for points in parameter space inside the grid using a
polynomial of given degree is given by






a2(i, j)mnmn + · · · (28)
These ﬁts are repeated by varying the ﬁt range of the tuning variables, the degree of the polynomial
in the interpolation, and also by changing the choice of grid points. Each of these systematic variations
yields possible sets of optimal values for the tuning parameters. To decide among them, a new 2 is
calculated using additional global event-shape variables: T, H, L, BT, yD23, S,A, S′, C,D, Tmajor, Tminor,O andH3. For the tuning of ARIADNE 4.12, PYTHIA 6.2 and HERWIG 6.2 [149] the sums of the components
of momentum in and perpendicular to the event plane, as well as  were also used. The set with the
smallest value of this 2 is taken as the tuned parameter set for the Monte Carlo model. The systematic
uncertainties on the parameters are obtained by varying the ﬁt ranges and degree of polynomials in the
interpolation function.
Tuning is carried out with event-shape distributions obtained at the Z pole. Separate tunings were done
for all quark ﬂavours and for udsc ﬂavours. The results of the tuning are summarised in Table 3 for the
models which are compared to data in this Report, except for COJETS, which was previously tuned [30].
The cut-off parameter Q0 and the fragmentation parameter a in the JETSET 7.4 PS model are ﬁxed at
Q0 = 1GeV and a = 0.5. The parameter of the Peterson fragmentation function parameters for charm
and bottom quarks are ﬁxed at c = 0.03 and b = 0.0035, respectively, which are chosen to reproduce
the mean energies of c and b hadrons [150]. For the JETSET 7.4 ME model the parameters kept ﬁxed are:
a = 0.5, c = 0.10 and b = 0.004 in order to obtain the same mean energies for c and b hadrons as for
the PS model.
The udsc ﬂavour-tagged data are also used to tune models for precision studies of W-boson processes.
The results of tuning the PYTHIA 6.2 parton shower program are summarised in Table 4. These results refer
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Table 3
Tuned parameters for the Monte Carlo models [95,96,99] used in this study
Model Parameter Fit value
JETSET 7.4 PS LLA (GeV) 0.311± 0.034
Q (GeV) 0.411± 0.034
b (GeV−2) 0.886± 0.120
ARIADNE 4.06 AR (GeV) 0.254± 0.024
Q (GeV) 0.384± 0.025
b (GeV−2) 0.772± 0.075
JETSET 7.4 ME ME (GeV) 0.152± 0.007
Q (GeV) 0.430± 0.026
b (GeV−2) 0.310± 0.016
HERWIG 5.9 MLLA (GeV) 0.184± 0.015
CLMAX (GeV) 3.911± 0.196
CLPOW 2.000± 0.482
Table 4
Tuned parameters for the PYTHIA 6.2 parton shower program [103] for udsc-quarks and for all ﬂavours, without Bose–Einstein
correlations and with these correlations using the BE32 Gaussian model [152]
Model Parameter Fit value
No BE LLA (GeV) 0.266± 0.008
All Q (GeV) 0.393± 0.004
ﬂavours b 0.874± 0.014
No BE LLA (GeV) 0.258± 0.002
udsc Q (GeV) 0.390± 0.015
ﬂavours b 0.776± 0.006
LLA (GeV) 0.270+0.002−0.004
BE32 Q (GeV) 0.420± 0.008
All b 0.750± 0.031
ﬂavours BE 1.100+0.1−0.5
r−1BE (GeV) 0.400± 0.051
LLA (GeV) 0.268± 0.003
BE32 Q (GeV) 0.421± 0.004
udsc b 0.741± 0.010
ﬂavours BE 0.900+0.2−0.1
r−1BE (GeV) 0.425± 0.041
The cut-off parameter and the Lund fragmentaion parameter were kept ﬁxed at Q0 = 1.0GeV and a = 0.5 and the Peterson
fragmentation parameters for heavy quarks at c = 0.03 and b = 0.002.
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Table 5
Tuned parameters for ARIADNE 4.12 [96] with hadronisation by PYTHIA 6.2 [103] for udsc-quarks and for all ﬂavours, without
Bose–Einstein correlations and using the BE32 Gaussian model [152]
Parameter Fit value
All ﬂavours udsc ﬂavours
AR (GeV) 0.223± 0.002 0.225+0.002−0.003
pt cut-off (GeV) 0.65+0.05−0.02 0.60± 0.03
No BE Q (GeV) 0.424± 0.002 0.436± 0.004
a 0.106± 0.006 0.112+0.006−0.012
b 0.62+0.02−0.04 0.62± 0.02
AR (GeV) 0.227± 0.002 0.227± 0.003
pt cut-off (GeV) 0.60+0.08−0.05 0.60± 0.05
BE32 Q (GeV) 0.45± 0.02 0.47± 0.03
a 0.106± 0.006 0.106± 0.006
b 0.64± 0.02 0.58± 0.04
BE 1.0± 0.2 1.0± 0.2
r−1BE (GeV) 0.30± 0.05 0.35± 0.10
Table 6
Tuned parameters for HERWIG 6.2 [149] using the PYTHIA 6.2 [103] particle decay routines without Bose–Einstein correlations
and using the BE32 Gaussian model [152]
Parameter Fit value
no BE BE32
MLLA (GeV) 0.163± 0.006 0.168± 0.006
CLSMR(1) 0.20± 0.08 0.15± 0.05
CLSMR(2) 0.30± 0.10 0.30± 0.10
CLMAX 4.0± 0.2 4.16± 0.05
PSPLT(1) 0.92± 0.09 0.98± 0.07
PSPLT(2) 0.43± 0.05 0.43± 0.05
CLPOW 1.47± 0.14 1.40± 0.05
Mg (GeV) 0.75± 0.03 0.75± 0.02
BE — 1.1+0.1−0.2
r−1BE (GeV) — 0.40± 0.05
In both cases the parameter DECWT is ﬁxed at the value 0.70.
to the cut-off parameter valueQ0=1GeV and the fragmentation parameter values a=0.5, c=0.03 and
b = 0.002. The results of tuning the ARIADNE 4.12 and HERWIG 6.2 models are summarised in Tables 5
and 6, respectively. The HERWIG program is adapted to use the particle decay and Bose–Einstein routines
[151,152] of PYTHIA 6.2.
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5. Event-shape distributions and s
Since the probability of hard gluon radiation is directly determined by s, a direct measurement of
s is provided by the fraction of events having a speciﬁed number of jets. These so-called jet fractions
are measured and their behaviour as a function of centre-of-mass energy investigated in Section 5.1. To
determine s, we use the event-shape variables. Their distributions are measured and compared to Monte
Carlo models in Section 5.2. The applicability of power law corrections is investigated in Section 5.3,
and s is extracted in Section 5.4.
5.1. Jet fractions
Jets are constructed using the JADE algorithm [139,140]. The following expression is evaluated for each




(1− cos ij ) (29)
where Ei and Ej are their energies and ij is the angle between them. The pair for which yJij is thesmallest is replaced by a pseudo-particle l with four-momentum
pl = pi + pj . (30)
This procedure is repeated until all the yJij , calculated using the remaining particles and pseudo-particles,
exceed the jet resolution parameter yJcut. These remaining particles and pseudo-particles are called jets.
The jet fraction fi is the fraction of all hadronic events containing i jets
fi = Ni jets
Ntot
. (31)
The observed jet fractions are corrected, on a bin-by-bin basis, for the effects of remaining background,
detector resolution and acceptance using Monte Carlo events for signal and background processes as
described in the treatment of event-shape variables in Section 4.2.
The corrected fractions for 2-, 3-, 4- and 5-jet production at the different centre-of-mass energies are
summarised in Tables 7–15. These fractions are plotted as a function of the jet resolution parameter yJcut in
Fig. 11 at mean centre-of-mass energies of 130.1, 182.8, 200.2 and 206.2GeV. The data are compared
with predictions of various parton shower models, which are found to describe the data rather well.
Similarly, Tables 16–24 show the corrected jet fractions as a function of yDcut for 2-, 3-, 4- and 5-jets
at different centre-of-mass energies where the jets are reconstructed using the kt or Durham algorithm
[126–129]. This algorithm differs from the JADE algorithm in the deﬁnition of the jet resolution parameter
yij between two particles in order to better treat the summing up of soft gluon emission:
yDij =
2 min(E2i , E2j )
s
(1− cos ij ) . (32)
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Table 7
Jet fraction using the JADE algorithm as a function of the jet resolution parameter yJcut at
√
s = 130.1GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.013± 0.006± 0.002 0.161± 0.019± 0.002 0.316± 0.024± 0.002 0.271± 0.022± 0.004
0.002 0.065± 0.013± 0.002 0.341± 0.026± 0.003 0.355± 0.025± 0.004 0.187± 0.018± 0.004
0.004 0.148± 0.018± 0.002 0.478± 0.031± 0.003 0.293± 0.022± 0.002 0.070± 0.010± 0.002
0.006 0.222± 0.022± 0.002 0.535± 0.032± 0.005 0.204± 0.018± 0.004 0.035± 0.007± 0.002
0.008 0.287± 0.024± 0.002 0.529± 0.031± 0.003 0.155± 0.016± 0.005 0.029± 0.007± 0.001
0.010 0.323± 0.026± 0.003 0.525± 0.031± 0.002 0.133± 0.014± 0.003 0.019± 0.005± 0.001
0.020 0.491± 0.032± 0.007 0.445± 0.028± 0.005 0.061± 0.009± 0.003 0.003± 0.002± 0.001
0.040 0.678± 0.037± 0.007 0.310± 0.023± 0.007 0.013± 0.004± 0.001
0.060 0.775± 0.039± 0.005 0.221± 0.018± 0.005 0.004± 0.002± 0.001
0.080 0.839± 0.040± 0.003 0.159± 0.015± 0.003 0.002± 0.002± 0.001
0.100 0.889± 0.041± 0.003 0.110± 0.012± 0.003 0.001± 0.001± 0.000
0.120 0.920± 0.042± 0.002 0.078± 0.010± 0.002 0.002± 0.002± 0.001
0.140 0.930± 0.042± 0.002 0.070± 0.010± 0.002
0.160 0.949± 0.042± 0.002 0.051± 0.008± 0.002
0.180 0.970± 0.043± 0.001 0.030± 0.006± 0.001
0.200 0.977± 0.043± 0.001 0.023± 0.005± 0.001
0.220 0.986± 0.043± 0.001 0.014± 0.004± 0.001
0.240 0.992± 0.043± 0.001 0.008± 0.003± 0.001
0.260 0.994± 0.043± 0.001 0.006± 0.003± 0.001
0.280 0.996± 0.043± 0.001 0.004± 0.003± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
Table 8
Jet fraction using the JADE algorithm as a function of the jet resolution parameter yJcut at
√
s = 136.1GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.019± 0.007± 0.001 0.175± 0.022± 0.003 0.305± 0.028± 0.004 0.236± 0.024± 0.001
0.002 0.061± 0.013± 0.003 0.344± 0.031± 0.006 0.326± 0.028± 0.009 0.157± 0.019± 0.005
0.004 0.149± 0.021± 0.002 0.464± 0.034± 0.002 0.272± 0.025± 0.005 0.092± 0.014± 0.002
0.006 0.206± 0.024± 0.003 0.512± 0.036± 0.004 0.224± 0.023± 0.004 0.047± 0.010± 0.004
0.008 0.266± 0.027± 0.003 0.523± 0.036± 0.001 0.175± 0.020± 0.005 0.034± 0.009± 0.001
0.010 0.319± 0.030± 0.005 0.504± 0.035± 0.004 0.148± 0.018± 0.002 0.030± 0.008± 0.002
0.020 0.507± 0.037± 0.004 0.406± 0.031± 0.005 0.080± 0.012± 0.003 0.008± 0.004± 0.001
0.040 0.683± 0.042± 0.005 0.294± 0.026± 0.005 0.024± 0.007± 0.002
0.060 0.774± 0.045± 0.003 0.218± 0.022± 0.004 0.008± 0.004± 0.001
0.080 0.825± 0.046± 0.003 0.175± 0.019± 0.003
0.100 0.865± 0.047± 0.003 0.135± 0.016± 0.003
0.120 0.900± 0.048± 0.003 0.100± 0.014± 0.003
0.140 0.919± 0.049± 0.004 0.081± 0.012± 0.004
0.160 0.940± 0.049± 0.002 0.060± 0.010± 0.002
0.180 0.966± 0.050± 0.001 0.034± 0.007± 0.001
0.200 0.978± 0.050± 0.001 0.022± 0.006± 0.001
0.220 0.983± 0.050± 0.002 0.017± 0.005± 0.002
0.240 0.984± 0.050± 0.001 0.016± 0.005± 0.001
0.260 0.990± 0.050± 0.001 0.010± 0.004± 0.001
0.280 0.997± 0.050± 0.001 0.003± 0.002± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
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Table 9
Jet fraction using the JADE algorithm as a function of the jet resolution parameter yJcut at
√
s = 161.3GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.062± 0.016± 0.006 0.228± 0.029± 0.009 0.313± 0.030± 0.005 0.262± 0.026± 0.001
0.002 0.108± 0.021± 0.007 0.369± 0.035± 0.011 0.366± 0.031± 0.006 0.132± 0.018± 0.010
0.004 0.196± 0.027± 0.006 0.493± 0.039± 0.010 0.257± 0.025± 0.005 0.054± 0.013± 0.008
0.006 0.278± 0.032± 0.004 0.504± 0.038± 0.007 0.199± 0.022± 0.004 0.019± 0.009± 0.004
0.008 0.337± 0.035± 0.007 0.503± 0.037± 0.006 0.153± 0.020± 0.008 0.007± 0.007± 0.002
0.010 0.387± 0.037± 0.007 0.489± 0.036± 0.003 0.120± 0.018± 0.006 0.004± 0.006± 0.001
0.020 0.529± 0.042± 0.010 0.420± 0.033± 0.009 0.051± 0.013± 0.002
0.040 0.681± 0.046± 0.009 0.313± 0.028± 0.012 0.007± 0.007± 0.003
0.060 0.768± 0.049± 0.007 0.226± 0.024± 0.007 0.006± 0.005± 0.001
0.080 0.826± 0.051± 0.005 0.174± 0.021± 0.005
0.100 0.870± 0.052± 0.005 0.130± 0.018± 0.005
0.120 0.906± 0.053± 0.004 0.094± 0.015± 0.004
0.140 0.924± 0.053± 0.004 0.076± 0.013± 0.004
0.160 0.950± 0.054± 0.003 0.050± 0.010± 0.003
0.180 0.962± 0.054± 0.003 0.038± 0.009± 0.003
0.200 0.984± 0.054± 0.002 0.016± 0.006± 0.002
0.220 0.990± 0.054± 0.002 0.010± 0.004± 0.002
0.240 0.992± 0.055± 0.002 0.008± 0.004± 0.002
0.260 0.994± 0.055± 0.001 0.006± 0.003± 0.001
0.280 0.992± 0.055± 0.001 0.008± 0.003± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
Table 10
Jet fraction using the JADE algorithm as a function of the jet resolution parameter yJcut at
√
s = 172.3GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.055± 0.020± 0.003 0.186± 0.030± 0.004 0.340± 0.036± 0.007 0.253± 0.029± 0.021
0.002 0.115± 0.026± 0.009 0.342± 0.037± 0.012 0.290± 0.031± 0.012 0.183± 0.025± 0.009
0.004 0.170± 0.029± 0.010 0.455± 0.041± 0.028 0.255± 0.029± 0.009 0.083± 0.020± 0.006
0.006 0.245± 0.034± 0.006 0.466± 0.040± 0.019 0.200± 0.026± 0.009 0.049± 0.017± 0.006
0.008 0.287± 0.036± 0.008 0.463± 0.040± 0.011 0.177± 0.026± 0.007 0.037± 0.016± 0.007
0.010 0.323± 0.038± 0.012 0.448± 0.039± 0.009 0.157± 0.025± 0.007 0.038± 0.017± 0.009
0.020 0.491± 0.045± 0.013 0.399± 0.036± 0.010 0.068± 0.021± 0.014 0.040± 0.020± 0.011
0.040 0.656± 0.050± 0.020 0.270± 0.031± 0.010 0.074± 0.027± 0.015
0.060 0.762± 0.055± 0.011 0.230± 0.029± 0.010 0.008± 0.017± 0.006
0.080 0.860± 0.058± 0.007 0.140± 0.023± 0.008
0.100 0.907± 0.059± 0.011 0.093± 0.019± 0.011
0.120 0.924± 0.060± 0.006 0.076± 0.017± 0.006
0.140 0.956± 0.061± 0.008 0.044± 0.013± 0.008
0.160 0.972± 0.062± 0.004 0.028± 0.010± 0.004
0.180 0.984± 0.062± 0.006 0.016± 0.008± 0.004
0.200 0.986± 0.062± 0.005 0.014± 0.007± 0.004
0.220 0.988± 0.062± 0.004 0.012± 0.007± 0.003
0.240 0.989± 0.062± 0.003 0.011± 0.006± 0.003
0.260 0.990± 0.062± 0.004 0.010± 0.005± 0.003
0.280 0.996± 0.063± 0.001 0.004± 0.004± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
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Table 11
Jet fraction using the JADE algorithm as a function of the jet resolution parameter yJcut at
√
s = 182.8GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.028± 0.004± 0.002 0.209± 0.012± 0.002 0.345± 0.016± 0.004 0.230± 0.014± 0.004
0.002 0.069± 0.007± 0.002 0.363± 0.016± 0.004 0.345± 0.016± 0.005 0.169± 0.014± 0.002
0.004 0.154± 0.011± 0.003 0.477± 0.019± 0.002 0.284± 0.016± 0.007 0.077± 0.011± 0.007
0.006 0.231± 0.013± 0.005 0.498± 0.019± 0.002 0.216± 0.015± 0.004 0.045± 0.010± 0.004
0.008 0.293± 0.015± 0.005 0.493± 0.019± 0.002 0.177± 0.014± 0.004 0.026± 0.009± 0.006
0.010 0.365± 0.017± 0.006 0.472± 0.019± 0.004 0.144± 0.013± 0.004 0.018± 0.009± 0.002
0.020 0.514± 0.020± 0.006 0.413± 0.018± 0.004 0.067± 0.011± 0.005 0.006± 0.005± 0.001
0.040 0.692± 0.023± 0.002 0.298± 0.016± 0.002 0.003± 0.007± 0.001 0.007± 0.010± 0.002
0.060 0.784± 0.025± 0.004 0.209± 0.014± 0.003 0.007± 0.008± 0.003
0.080 0.839± 0.026± 0.002 0.154± 0.012± 0.003 0.007± 0.008± 0.002
0.100 0.886± 0.027± 0.002 0.114± 0.010± 0.002
0.120 0.923± 0.027± 0.001 0.077± 0.008± 0.001
0.140 0.939± 0.028± 0.002 0.061± 0.007± 0.002
0.160 0.957± 0.028± 0.001 0.043± 0.006± 0.001
0.180 0.971± 0.028± 0.002 0.029± 0.005± 0.002
0.200 0.980± 0.028± 0.003 0.020± 0.005± 0.001
0.220 0.982± 0.028± 0.002 0.018± 0.004± 0.002
0.240 0.985± 0.028± 0.001 0.015± 0.004± 0.001
0.260 0.991± 0.029± 0.001 0.009± 0.003± 0.001
0.280 0.997± 0.029± 0.001 0.003± 0.002± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
Table 12
Jet fraction using the JADE algorithm as a function of the jet resolution parameter yJcut at
√
s = 188.6GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.038± 0.003± 0.001 0.215± 0.008± 0.005 0.318± 0.009± 0.002 0.252± 0.009± 0.004
0.002 0.082± 0.005± 0.003 0.356± 0.010± 0.006 0.345± 0.010± 0.009 0.166± 0.008± 0.004
0.004 0.162± 0.007± 0.004 0.472± 0.012± 0.006 0.286± 0.009± 0.010 0.070± 0.007± 0.005
0.006 0.235± 0.009± 0.007 0.503± 0.012± 0.004 0.220± 0.009± 0.006 0.042± 0.007± 0.002
0.008 0.289± 0.010± 0.008 0.510± 0.012± 0.004 0.174± 0.008± 0.007 0.026± 0.006± 0.004
0.010 0.334± 0.010± 0.009 0.511± 0.012± 0.007 0.142± 0.008± 0.005 0.012± 0.005± 0.003
0.020 0.507± 0.013± 0.008 0.439± 0.011± 0.008 0.054± 0.006± 0.002
0.040 0.678± 0.015± 0.005 0.312± 0.010± 0.004 0.010± 0.005± 0.002 0.000± 0.001± 0.000
0.060 0.780± 0.016± 0.007 0.220± 0.008± 0.007
0.080 0.834± 0.016± 0.005 0.165± 0.007± 0.005 0.001± 0.006± 0.001
0.100 0.876± 0.016± 0.006 0.123± 0.006± 0.005 0.001± 0.002± 0.001
0.120 0.910± 0.017± 0.006 0.089± 0.005± 0.007 0.000± 0.001± 0.000
0.140 0.932± 0.017± 0.004 0.068± 0.005± 0.004
0.160 0.953± 0.017± 0.003 0.047± 0.004± 0.003
0.180 0.966± 0.017± 0.002 0.034± 0.004± 0.002
0.200 0.976± 0.017± 0.004 0.024± 0.003± 0.003
0.220 0.983± 0.018± 0.002 0.017± 0.003± 0.002
0.240 0.987± 0.018± 0.002 0.013± 0.002± 0.002
0.260 0.993± 0.018± 0.003 0.007± 0.002± 0.001
0.280 0.997± 0.018± 0.002 0.003± 0.001± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
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Table 13
Jet fraction using the JADE algorithm as a function of the jet resolution parameter yJcut at
√
s = 194.4GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.031± 0.004± 0.002 0.213± 0.010± 0.004 0.332± 0.012± 0.007 0.244± 0.012± 0.011
0.002 0.078± 0.006± 0.004 0.351± 0.012± 0.004 0.375± 0.014± 0.009 0.142± 0.012± 0.008
0.004 0.154± 0.008± 0.008 0.483± 0.015± 0.004 0.275± 0.014± 0.010 0.078± 0.012± 0.009
0.006 0.218± 0.010± 0.010 0.531± 0.016± 0.007 0.217± 0.013± 0.006 0.034± 0.012± 0.004
0.008 0.273± 0.011± 0.011 0.547± 0.016± 0.012 0.173± 0.013± 0.008 0.007± 0.009± 0.003
0.010 0.321± 0.012± 0.010 0.527± 0.016± 0.011 0.151± 0.013± 0.005 0.001± 0.007± 0.001
0.020 0.499± 0.015± 0.008 0.454± 0.016± 0.009 0.044± 0.012± 0.005 0.003± 0.008± 0.003
0.040 0.669± 0.018± 0.006 0.324± 0.014± 0.008 0.008± 0.007± 0.003
0.060 0.777± 0.020± 0.004 0.223± 0.012± 0.005
0.080 0.833± 0.021± 0.007 0.167± 0.010± 0.007
0.100 0.878± 0.021± 0.008 0.122± 0.009± 0.008
0.120 0.910± 0.022± 0.008 0.090± 0.008± 0.008
0.140 0.935± 0.022± 0.009 0.065± 0.007± 0.009
0.160 0.950± 0.022± 0.007 0.050± 0.006± 0.007
0.180 0.959± 0.022± 0.007 0.041± 0.005± 0.007
0.200 0.969± 0.023± 0.007 0.031± 0.005± 0.007
0.220 0.983± 0.023± 0.007 0.017± 0.004± 0.004
0.240 0.987± 0.023± 0.004 0.013± 0.004± 0.003
0.260 0.992± 0.023± 0.002 0.008± 0.003± 0.002
0.280 0.998± 0.023± 0.001 0.002± 0.002± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
Table 14
Jet fraction using the JADE algorithm as a function of the jet resolution parameter yJcut at
√
s = 200.2GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.036± 0.004± 0.002 0.207± 0.009± 0.007 0.324± 0.012± 0.006 0.248± 0.012± 0.006
0.002 0.072± 0.006± 0.003 0.351± 0.012± 0.005 0.338± 0.013± 0.006 0.171± 0.012± 0.004
0.004 0.155± 0.009± 0.007 0.473± 0.015± 0.004 0.282± 0.013± 0.006 0.073± 0.010± 0.007
0.006 0.226± 0.010± 0.007 0.507± 0.015± 0.012 0.229± 0.013± 0.012 0.023± 0.009± 0.008
0.008 0.285± 0.012± 0.010 0.522± 0.016± 0.012 0.182± 0.013± 0.012 0.010± 0.008± 0.009
0.010 0.329± 0.013± 0.011 0.519± 0.016± 0.009 0.148± 0.012± 0.006 0.004± 0.008± 0.004
0.020 0.493± 0.015± 0.011 0.435± 0.015± 0.009 0.072± 0.012± 0.006
0.040 0.662± 0.018± 0.009 0.322± 0.014± 0.009 0.015± 0.012± 0.004
0.060 0.744± 0.019± 0.014 0.237± 0.012± 0.006 0.020± 0.015± 0.011
0.080 0.817± 0.020± 0.012 0.177± 0.011± 0.010 0.006± 0.015± 0.008
0.100 0.871± 0.021± 0.012 0.129± 0.009± 0.010
0.120 0.898± 0.021± 0.007 0.102± 0.009± 0.007
0.140 0.922± 0.022± 0.005 0.078± 0.008± 0.005
0.160 0.945± 0.022± 0.005 0.055± 0.007± 0.005
0.180 0.954± 0.022± 0.004 0.046± 0.007± 0.004
0.200 0.968± 0.023± 0.005 0.032± 0.006± 0.004
0.220 0.978± 0.023± 0.004 0.023± 0.005± 0.003
0.240 0.982± 0.023± 0.002 0.018± 0.004± 0.002
0.260 0.987± 0.023± 0.003 0.013± 0.004± 0.003
0.280 0.995± 0.023± 0.001 0.005± 0.003± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
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Table 15
Jet fraction using the JADE algorithm as a function of the jet resolution parameter yJcut at
√
s = 206.2GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.030± 0.003± 0.002 0.216± 0.008± 0.004 0.337± 0.010± 0.004 0.240± 0.009± 0.005
0.002 0.075± 0.004± 0.003 0.367± 0.010± 0.006 0.341± 0.010± 0.008 0.157± 0.009± 0.008
0.004 0.149± 0.007± 0.005 0.478± 0.011± 0.002 0.279± 0.010± 0.009 0.080± 0.009± 0.003
0.006 0.213± 0.008± 0.008 0.510± 0.012± 0.004 0.222± 0.010± 0.008 0.052± 0.008± 0.005
0.008 0.272± 0.009± 0.010 0.518± 0.012± 0.007 0.180± 0.010± 0.007 0.025± 0.007± 0.008
0.010 0.323± 0.010± 0.010 0.513± 0.012± 0.008 0.149± 0.010± 0.006 0.014± 0.007± 0.005
0.020 0.496± 0.012± 0.009 0.451± 0.012± 0.007 0.054± 0.009± 0.007
0.040 0.674± 0.014± 0.008 0.321± 0.011± 0.005 0.006± 0.008± 0.003
0.060 0.769± 0.015± 0.006 0.231± 0.010± 0.004
0.080 0.826± 0.016± 0.007 0.174± 0.009± 0.009
0.100 0.873± 0.016± 0.007 0.127± 0.008± 0.007
0.120 0.901± 0.017± 0.007 0.098± 0.007± 0.007
0.140 0.928± 0.017± 0.005 0.072± 0.006± 0.005
0.160 0.943± 0.017± 0.006 0.057± 0.006± 0.006
0.180 0.960± 0.017± 0.004 0.040± 0.005± 0.004
0.200 0.970± 0.018± 0.002 0.030± 0.005± 0.002
0.220 0.976± 0.018± 0.001 0.024± 0.004± 0.001
0.240 0.986± 0.018± 0.002 0.014± 0.004± 0.002
0.260 0.988± 0.018± 0.002 0.012± 0.003± 0.002
0.280 0.994± 0.018± 0.001 0.006± 0.002± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
The data are compared with different parton shower models in Fig. 12 at mean centre-of-mass energies
of 130.1, 182.8, 200.2 and 206.2GeV. Again the data are well described by the different parton shower
models.
In the Cambridge algorithm [153] the ordering parameter for combining particles into pseudo-particles
is separated from the jet resolution parameter and a concept called ‘soft freezing’ is introduced. In this
algorithm, the ordering parameter vij is chosen to be
vij = (1− cos ij ) . (33)
At each step, the pair having the smallest value of vij is examined. If yDij < yDcut, particles i and j are
combined to form a pseudo-particle l as in the previous two algorithms, but if yDij is larger than yDcut, thesmaller energy object (between i and j) is frozen as a jet and is not considered further. Jet fractions are
measured at √s = 200.2 and 206.2GeV using this algorithm and are tabulated in Tables 25 and 26.
Fig. 13 shows the corrected jet fractions for the Cambridge algorithm as a function of yDcut for 2-, 3-, 4-
and 5-jets at centre-of-mass energies of 200.2 and 206.2GeV, respectively. The different QCD models
are in good agreement with the data.
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Fig. 11. (a)–(d) Fraction of 2-, 3-, 4- and 5-jet events as a function of jet resolution parameter yJcut at
√
s = 130.1, 182.8, 200.2
and 206.2GeV for the JADE algorithm.
Fig. 14 shows the energy evolution of the 3-jet fraction using the JADE algorithm at a ﬁxed yJcut of
0.08. The plot shows measurements from the L3 experiment together with similar measurements done
at lower energies [63,139,140,154–156]. The data clearly demonstrate a decrease of 3-jet fraction with
increasing centre-of-mass energy. This result is in agreement with the running of s with the energy
scale as expected in QCD, which is also shown. The curve corresponds to O(2s ) QCD calculations with
s(mZ)= 0.120.
P. Achard et al. / Physics Reports 399 (2004) 71–174 107
Table 16
Jet fraction using the kt algorithm as a function of the jet resolution parameter yDcut at
√
s = 130.1GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.234± 0.022± 0.003 0.367± 0.026± 0.006 0.271± 0.022± 0.005 0.089± 0.012± 0.003
0.002 0.395± 0.028± 0.005 0.369± 0.026± 0.003 0.195± 0.018± 0.007 0.031± 0.007± 0.002
0.004 0.502± 0.031± 0.008 0.374± 0.026± 0.005 0.116± 0.014± 0.003 0.008± 0.004± 0.001
0.006 0.580± 0.034± 0.006 0.349± 0.025± 0.004 0.068± 0.010± 0.003 0.003± 0.002± 0.001
0.008 0.624± 0.035± 0.005 0.322± 0.024± 0.005 0.054± 0.009± 0.002
0.010 0.654± 0.036± 0.006 0.305± 0.023± 0.006 0.041± 0.008± 0.002
0.020 0.770± 0.039± 0.007 0.218± 0.018± 0.007 0.012± 0.004± 0.001
0.040 0.876± 0.041± 0.003 0.119± 0.013± 0.003 0.004± 0.003± 0.001
0.060 0.914± 0.042± 0.003 0.085± 0.010± 0.003 0.001± 0.001± 0.001
0.080 0.941± 0.042± 0.002 0.058± 0.009± 0.002 0.001± 0.001± 0.001
0.100 0.954± 0.042± 0.001 0.046± 0.008± 0.001
0.120 0.962± 0.043± 0.001 0.038± 0.007± 0.001
0.140 0.973± 0.043± 0.001 0.027± 0.006± 0.001
0.160 0.978± 0.043± 0.001 0.022± 0.005± 0.001
0.180 0.983± 0.043± 0.001 0.017± 0.005± 0.001
0.200 0.992± 0.043± 0.001 0.009± 0.004± 0.001
0.220 0.994± 0.043± 0.001 0.006± 0.003± 0.001
0.240 0.997± 0.043± 0.001 0.003± 0.002± 0.001
0.260 0.998± 0.043± 0.001 0.002± 0.002± 0.001
0.280 1.000± 0.043± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
Table 17
Jet fraction using the kt algorithm as a function of the jet resolution parameter yDcut at
√
s = 136.1GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.224± 0.025± 0.008 0.370± 0.030± 0.006 0.219± 0.023± 0.004 0.115± 0.017± 0.002
0.002 0.374± 0.031± 0.009 0.369± 0.030± 0.010 0.185± 0.021± 0.006 0.053± 0.011± 0.001
0.004 0.515± 0.036± 0.007 0.352± 0.029± 0.009 0.101± 0.015± 0.007 0.032± 0.009± 0.003
0.006 0.586± 0.039± 0.004 0.316± 0.027± 0.003 0.079± 0.013± 0.004 0.020± 0.007± 0.002
0.008 0.622± 0.040± 0.003 0.303± 0.027± 0.002 0.062± 0.012± 0.004 0.013± 0.006± 0.002
0.010 0.649± 0.041± 0.003 0.290± 0.026± 0.003 0.051± 0.010± 0.004 0.011± 0.006± 0.002
0.020 0.763± 0.045± 0.003 0.209± 0.021± 0.003 0.026± 0.008± 0.003 0.002± 0.002± 0.001
0.040 0.853± 0.047± 0.006 0.141± 0.016± 0.007 0.006± 0.003± 0.001
0.060 0.890± 0.048± 0.004 0.110± 0.014± 0.004
0.080 0.923± 0.049± 0.002 0.077± 0.011± 0.002
0.100 0.947± 0.049± 0.002 0.053± 0.009± 0.002
0.120 0.960± 0.050± 0.003 0.040± 0.008± 0.003
0.140 0.973± 0.050± 0.002 0.027± 0.006± 0.002
0.160 0.981± 0.050± 0.002 0.019± 0.005± 0.002
0.180 0.988± 0.050± 0.002 0.012± 0.004± 0.002
0.200 0.991± 0.050± 0.001 0.010± 0.004± 0.001
0.220 0.995± 0.050± 0.001 0.005± 0.003± 0.001
0.240 0.995± 0.050± 0.001 0.005± 0.003± 0.001
0.260 0.997± 0.050± 0.002 0.003± 0.002± 0.001
0.280 1.000± 0.050± 0.003
The ﬁrst uncertainty is statistical, the second systematic.
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Table 18
Jet fraction using the kt algorithm as a function of the jet resolution parameter yDcut at
√
s = 161.3GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.252± 0.030± 0.008 0.382± 0.033± 0.001 0.253± 0.026± 0.006 0.107± 0.017± 0.002
0.002 0.343± 0.034± 0.012 0.470± 0.035± 0.010 0.160± 0.022± 0.006 0.027± 0.010± 0.004
0.004 0.491± 0.039± 0.013 0.403± 0.033± 0.010 0.106± 0.019± 0.004
0.006 0.577± 0.042± 0.013 0.370± 0.031± 0.014 0.052± 0.014± 0.006
0.008 0.619± 0.044± 0.014 0.349± 0.030± 0.014 0.032± 0.012± 0.002
0.010 0.656± 0.045± 0.013 0.323± 0.029± 0.015 0.021± 0.011± 0.003
0.020 0.763± 0.048± 0.004 0.228± 0.024± 0.005 0.009± 0.008± 0.003
0.040 0.866± 0.051± 0.005 0.130± 0.018± 0.005 0.004± 0.005± 0.001
0.060 0.908± 0.052± 0.007 0.092± 0.015± 0.007
0.080 0.932± 0.053± 0.005 0.068± 0.013± 0.005
0.100 0.947± 0.054± 0.003 0.053± 0.011± 0.003
0.120 0.967± 0.054± 0.004 0.033± 0.009± 0.004
0.140 0.984± 0.054± 0.002 0.016± 0.006± 0.002
0.160 0.988± 0.054± 0.001 0.012± 0.005± 0.001
0.180 0.991± 0.054± 0.001 0.009± 0.004± 0.001
0.200 0.991± 0.055± 0.001 0.009± 0.004± 0.001
0.220 0.991± 0.055± 0.001 0.009± 0.004± 0.001
0.240 0.991± 0.055± 0.001 0.009± 0.004± 0.001
0.260 0.991± 0.055± 0.001 0.009± 0.004± 0.001
0.280 0.991± 0.054± 0.001 0.009± 0.004± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
Table 19
Jet fraction using the kt algorithm as a function of the jet resolution parameter yDcut at
√
s = 172.3GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.252± 0.033± 0.009 0.363± 0.036± 0.013 0.255± 0.030± 0.014 0.095± 0.021± 0.005
0.002 0.365± 0.038± 0.005 0.361± 0.035± 0.010 0.193± 0.028± 0.007 0.036± 0.017± 0.007
0.004 0.458± 0.041± 0.010 0.335± 0.033± 0.013 0.135± 0.027± 0.007 0.011± 0.014± 0.004
0.006 0.454± 0.038± 0.016 0.273± 0.028± 0.029 0.047± 0.018± 0.014 0.014± 0.014± 0.005
0.008 0.619± 0.048± 0.021 0.293± 0.032± 0.005 0.033± 0.020± 0.010 0.048± 0.025± 0.014
0.010 0.657± 0.049± 0.019 0.252± 0.030± 0.004 0.032± 0.021± 0.006 0.052± 0.025± 0.014
0.020 0.707± 0.050± 0.025 0.185± 0.026± 0.006 0.093± 0.042± 0.021 0.015± 0.009± 0.007
0.040 0.793± 0.054± 0.027 0.140± 0.023± 0.004 0.067± 0.044± 0.024
0.060 0.913± 0.060± 0.006 0.087± 0.019± 0.006
0.080 0.951± 0.061± 0.004 0.049± 0.014± 0.004
0.100 0.972± 0.062± 0.006 0.028± 0.011± 0.006
0.120 0.978± 0.062± 0.002 0.022± 0.009± 0.003
0.140 0.980± 0.062± 0.004 0.020± 0.007± 0.003
0.160 0.982± 0.062± 0.004 0.018± 0.006± 0.003
0.180 0.985± 0.062± 0.005 0.015± 0.006± 0.004
0.200 0.987± 0.062± 0.005 0.013± 0.007± 0.004
0.220 0.993± 0.062± 0.002 0.007± 0.005± 0.002
0.240 0.994± 0.062± 0.002 0.006± 0.004± 0.002
0.260 0.994± 0.062± 0.002 0.006± 0.005± 0.002
0.280 0.994± 0.062± 0.002 0.006± 0.006± 0.002
The ﬁrst uncertainty is statistical, the second systematic.
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Table 20
Jet fraction using the kt algorithm as a function of the jet resolution parameter yDcut at
√
s = 182.8GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.265± 0.014± 0.005 0.385± 0.017± 0.003 0.241± 0.015± 0.008 0.082± 0.011± 0.003
0.002 0.392± 0.017± 0.007 0.396± 0.017± 0.004 0.159± 0.014± 0.011 0.040± 0.010± 0.004
0.004 0.524± 0.020± 0.009 0.347± 0.016± 0.003 0.112± 0.013± 0.009 0.014± 0.009± 0.002
0.006 0.594± 0.021± 0.007 0.320± 0.016± 0.003 0.080± 0.013± 0.007 0.001± 0.007± 0.001
0.008 0.640± 0.022± 0.006 0.287± 0.015± 0.004 0.071± 0.013± 0.003 0.002± 0.007± 0.002
0.010 0.668± 0.023± 0.003 0.271± 0.015± 0.004 0.061± 0.013± 0.005
0.020 0.785± 0.025± 0.004 0.201± 0.013± 0.002 0.014± 0.010± 0.004 0.001± 0.003± 0.001
0.040 0.876± 0.026± 0.003 0.123± 0.011± 0.001 0.000± 0.007± 0.000
0.060 0.915± 0.027± 0.002 0.085± 0.009± 0.002
0.080 0.943± 0.028± 0.003 0.057± 0.007± 0.003
0.100 0.957± 0.028± 0.002 0.043± 0.006± 0.002
0.120 0.969± 0.028± 0.002 0.031± 0.005± 0.002
0.140 0.980± 0.028± 0.002 0.020± 0.004± 0.002
0.160 0.980± 0.028± 0.002 0.020± 0.004± 0.002
0.180 0.984± 0.028± 0.002 0.016± 0.004± 0.002
0.200 0.987± 0.029± 0.001 0.013± 0.004± 0.001
0.220 0.991± 0.029± 0.002 0.009± 0.003± 0.002
0.240 0.998± 0.029± 0.001 0.002± 0.002± 0.001
0.260 0.998± 0.029± 0.001 0.002± 0.002± 0.001
0.280 1.000± 0.029± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
Table 21
Jet fraction using the kt algorithm as a function of the jet resolution parameter yDcut at
√
s = 188.6GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.267± 0.009± 0.005 0.386± 0.010± 0.003 0.231± 0.009± 0.007 0.095± 0.007± 0.005
0.002 0.395± 0.011± 0.007 0.399± 0.010± 0.005 0.161± 0.008± 0.006 0.043± 0.007± 0.004
0.004 0.520± 0.013± 0.009 0.373± 0.010± 0.007 0.099± 0.008± 0.005 0.007± 0.005± 0.003
0.006 0.582± 0.013± 0.010 0.346± 0.010± 0.007 0.068± 0.007± 0.006
0.008 0.634± 0.014± 0.010 0.325± 0.010± 0.006 0.040± 0.007± 0.005 0.001± 0.004± 0.002
0.010 0.670± 0.014± 0.008 0.298± 0.009± 0.005 0.031± 0.006± 0.004
0.020 0.786± 0.015± 0.009 0.206± 0.008± 0.008 0.007± 0.006± 0.005
0.040 0.867± 0.016± 0.005 0.133± 0.007± 0.005
0.060 0.907± 0.017± 0.004 0.093± 0.006± 0.004
0.080 0.935± 0.017± 0.004 0.065± 0.005± 0.003
0.100 0.951± 0.017± 0.004 0.049± 0.004± 0.004
0.120 0.965± 0.017± 0.003 0.035± 0.004± 0.003
0.140 0.974± 0.017± 0.004 0.026± 0.003± 0.004
0.160 0.982± 0.018± 0.003 0.019± 0.003± 0.003
0.180 0.986± 0.018± 0.002 0.014± 0.003± 0.002
0.200 0.989± 0.018± 0.002 0.011± 0.002± 0.002
0.220 0.992± 0.018± 0.001 0.008± 0.002± 0.001
0.240 0.996± 0.018± 0.002 0.004± 0.002± 0.001
0.260 0.997± 0.018± 0.001 0.002± 0.002± 0.001
0.280 0.998± 0.018± 0.001 0.001± 0.001± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
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Table 22
Jet fraction using the kt algorithm as a function of the jet resolution parameter yDcut at
√
s = 194.4GeV
yJcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.259± 0.011± 0.011 0.397± 0.013± 0.007 0.228± 0.012± 0.017 0.080± 0.011± 0.010
0.002 0.389± 0.013± 0.013 0.416± 0.014± 0.009 0.161± 0.014± 0.016 0.028± 0.011± 0.005
0.004 0.511± 0.015± 0.015 0.404± 0.014± 0.011 0.079± 0.015± 0.021 0.002± 0.006± 0.005
0.006 0.581± 0.017± 0.014 0.368± 0.014± 0.009 0.051± 0.016± 0.011
0.008 0.630± 0.017± 0.010 0.326± 0.014± 0.012 0.045± 0.017± 0.018
0.010 0.679± 0.018± 0.013 0.303± 0.014± 0.006 0.018± 0.016± 0.013
0.020 0.766± 0.019± 0.013 0.215± 0.012± 0.011 0.019± 0.018± 0.018
0.040 0.872± 0.021± 0.013 0.128± 0.010± 0.011
0.060 0.907± 0.022± 0.013 0.093± 0.008± 0.013
0.080 0.935± 0.022± 0.012 0.065± 0.007± 0.012
0.100 0.950± 0.022± 0.012 0.050± 0.006± 0.012
0.120 0.960± 0.022± 0.009 0.040± 0.005± 0.009
0.140 0.968± 0.023± 0.008 0.032± 0.005± 0.008
0.160 0.978± 0.023± 0.007 0.022± 0.004± 0.006
0.180 0.984± 0.023± 0.005 0.016± 0.004± 0.005
0.200 0.988± 0.023± 0.005 0.012± 0.004± 0.003
0.220 0.996± 0.023± 0.004 0.004± 0.003± 0.001
0.240 0.996± 0.023± 0.002 0.004± 0.002± 0.001
0.260 0.998± 0.023± 0.003 0.002± 0.002± 0.001
0.280 0.999± 0.023± 0.002 0.001± 0.001± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
Table 23
Jet fraction using the kt algorithm as a function of the jet resolution parameter yDcut at
√
s = 200.2GeV
yDcut 2-jet fraction 3-Jet fraction 4-jet fraction 5-Jet fraction
0.001 0.267± 0.011± 0.007 0.369± 0.013± 0.009 0.245± 0.013± 0.008 0.104± 0.011± 0.004
0.002 0.372± 0.013± 0.010 0.398± 0.014± 0.011 0.179± 0.013± 0.010 0.048± 0.010± 0.007
0.004 0.492± 0.015± 0.013 0.396± 0.014± 0.007 0.104± 0.013± 0.007 0.006± 0.008± 0.007
0.006 0.573± 0.016± 0.015 0.368± 0.014± 0.006 0.054± 0.012± 0.011 0.005± 0.007± 0.004
0.008 0.619± 0.017± 0.015 0.340± 0.014± 0.008 0.041± 0.012± 0.009
0.010 0.661± 0.018± 0.016 0.313± 0.014± 0.011 0.026± 0.012± 0.011
0.020 0.764± 0.019± 0.013 0.226± 0.012± 0.010 0.010± 0.014± 0.006
0.040 0.852± 0.021± 0.014 0.144± 0.010± 0.010 0.004± 0.005± 0.003
0.060 0.893± 0.021± 0.010 0.106± 0.009± 0.009 0.001± 0.001± 0.001
0.080 0.926± 0.022± 0.009 0.074± 0.008± 0.009
0.100 0.944± 0.022± 0.008 0.056± 0.007± 0.008
0.120 0.963± 0.022± 0.005 0.037± 0.006± 0.005
0.140 0.967± 0.023± 0.004 0.033± 0.005± 0.003
0.160 0.977± 0.023± 0.005 0.023± 0.005± 0.005
0.180 0.982± 0.023± 0.003 0.018± 0.005± 0.003
0.200 0.990± 0.023± 0.002 0.010± 0.004± 0.002
0.220 0.992± 0.023± 0.003 0.008± 0.004± 0.002
0.240 0.996± 0.023± 0.002 0.004± 0.003± 0.002
0.260 0.997± 0.023± 0.001 0.003± 0.002± 0.001
0.280 0.997± 0.023± 0.002 0.003± 0.002± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
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Table 24
Jet fraction using the kt algorithm as a function of the jet resolution parameter yDcut at
√
s = 206.2GeV
yDcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.251± 0.008± 0.005 0.394± 0.010± 0.005 0.237± 0.010± 0.011 0.093± 0.008± 0.004
0.002 0.379± 0.010± 0.008 0.412± 0.011± 0.006 0.169± 0.010± 0.009 0.034± 0.008± 0.004
0.004 0.509± 0.012± 0.011 0.390± 0.011± 0.007 0.090± 0.010± 0.013 0.011± 0.007± 0.002
0.006 0.583± 0.013± 0.013 0.367± 0.011± 0.006 0.048± 0.009± 0.014 0.002± 0.005± 0.002
0.008 0.627± 0.014± 0.013 0.343± 0.011± 0.008 0.030± 0.009± 0.013
0.010 0.666± 0.014± 0.012 0.316± 0.011± 0.009 0.018± 0.009± 0.010
0.020 0.765± 0.015± 0.009 0.234± 0.010± 0.004 0.001± 0.009± 0.001
0.040 0.855± 0.016± 0.007 0.144± 0.008± 0.003 0.001± 0.013± 0.001
0.060 0.900± 0.017± 0.007 0.100± 0.007± 0.007
0.080 0.926± 0.017± 0.006 0.074± 0.006± 0.006
0.100 0.942± 0.017± 0.005 0.058± 0.006± 0.005
0.120 0.955± 0.017± 0.003 0.045± 0.005± 0.003
0.140 0.966± 0.018± 0.004 0.034± 0.005± 0.004
0.160 0.974± 0.018± 0.003 0.026± 0.004± 0.003
0.180 0.981± 0.018± 0.004 0.019± 0.004± 0.004
0.200 0.983± 0.018± 0.003 0.016± 0.004± 0.003
0.220 0.991± 0.018± 0.001 0.008± 0.003± 0.002
0.240 0.995± 0.018± 0.002 0.005± 0.002± 0.001
0.260 0.996± 0.018± 0.003 0.004± 0.003± 0.001
0.280 0.997± 0.018± 0.003 0.002± 0.002± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
5.2. Comparison of event shapes with Monte Carlo models
The corrected distributions of the shape variables 1−T , H,BT, andBW at the different centre-of-mass
energies below [38] and abovemZ are presented in Tables 27–31, 32–36, 37–41, and 42–46, respectively.
Those ofC andD at centre-of-mass energies abovemZ are shown inTables 47–49 and 50–52, respectively.
Tables for the distributions at the Z pole can be found in Ref. [30].
At the Z pole the distributions of the six event-shape variables T, H, BT, BW, C and D are also
measured for b and udsc ﬂavours separately. These distributions, corrected for purity by Monte Carlo,
are summarised in Tables 53–58 and compared with the JETSET PS, HERWIG andARIADNE QCD models in
Figs. 15–20. The ﬁgures also contain the distributions for all ﬂavours. The Monte Carlo models provide
a reasonable description of the data. Signiﬁcant ﬂavour-dependent differences exist, particularly for the
jet broadenings and the C- and D-parameters. These differences are reasonably described by the models,
with the exception of the JETSET ME model.
The distributions for high energy are shown in Figs. 21–26. The agreement is satisfactory, with
the exception of the JETSET ME comparisons for the jet broadenings and the C- and D-parameters at
high energy.
An important test of QCD models is a comparison of the energy evolution of the event-shape variables.
The energy dependence of themean event-shape variables arisesmainly from two sources: the logarithmic
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Fig. 12. (a)–(d) Fraction of 2-, 3-, 4- and 5-jet events as a function of jet resolution parameter yDcut at
√
s = 130.1, 182.8, 200.2
and 206.2GeV for the Durham algorithm.
energy scale dependence of s and the power law behaviour of non-perturbative effects. The ﬁrst moments
of the six event-shape variables are shown in Fig. 27 and are also given in Tables 27–58 along with the
differential distributions. Also shown are the energy dependences of these quantities as predicted by
JETSET PS, HERWIG, ARIADNE, COJETS and JETSET ME.All models give a good description of the data with
the exception of JETSET ME, which decreases too rapidly with √s for the jet broadenings and the C- and
D-parameters.
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Table 25
Jet fraction using the Cambridge algorithm as a function of the jet resolution parameter yDcut at
√
s = 200.2GeV
yDcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.336± 0.013± 0.008 0.380± 0.013± 0.007 0.214± 0.013± 0.010 0.064± 0.010± 0.004
0.002 0.435± 0.014± 0.010 0.379± 0.014± 0.011 0.157± 0.013± 0.013 0.024± 0.009± 0.006
0.004 0.538± 0.016± 0.013 0.367± 0.014± 0.011 0.088± 0.012± 0.010 0.005± 0.008± 0.004
0.006 0.605± 0.017± 0.015 0.339± 0.014± 0.008 0.050± 0.011± 0.010 0.006± 0.007± 0.005
0.008 0.647± 0.018± 0.014 0.317± 0.014± 0.008 0.035± 0.011± 0.007
0.010 0.680± 0.018± 0.015 0.294± 0.013± 0.011 0.026± 0.011± 0.010
0.020 0.781± 0.020± 0.013 0.212± 0.012± 0.009 0.005± 0.007± 0.004 0.001± 0.002± 0.001
0.040 0.862± 0.021± 0.012 0.137± 0.010± 0.010 0.002± 0.004± 0.001
0.060 0.900± 0.022± 0.010 0.100± 0.009± 0.009 0.001± 0.001± 0.001
0.080 0.929± 0.022± 0.008 0.071± 0.007± 0.008
0.100 0.945± 0.022± 0.007 0.055± 0.007± 0.007
0.120 0.963± 0.022± 0.006 0.037± 0.006± 0.006
0.140 0.967± 0.023± 0.005 0.033± 0.005± 0.004
0.160 0.977± 0.023± 0.005 0.023± 0.005± 0.004
0.180 0.979± 0.023± 0.004 0.021± 0.005± 0.004
0.200 0.988± 0.023± 0.003 0.012± 0.004± 0.003
0.220 0.991± 0.023± 0.002 0.009± 0.004± 0.002
0.240 0.993± 0.023± 0.002 0.007± 0.003± 0.002
0.260 0.994± 0.023± 0.002 0.006± 0.003± 0.002
0.280 0.995± 0.023± 0.002 0.005± 0.003± 0.002
The ﬁrst uncertainty is statistical, the second systematic.
Table 26
Jet fraction using the Cambridge algorithm as a function of the jet resolution parameter yDcut at
√
s = 206.2GeV
yDcut 2-Jet fraction 3-Jet fraction 4-Jet fraction 5-Jet fraction
0.001 0.339± 0.010± 0.007 0.401± 0.011± 0.008 0.183± 0.009± 0.012 0.073± 0.008± 0.007
0.002 0.434± 0.011± 0.009 0.408± 0.011± 0.007 0.132± 0.009± 0.011 0.024± 0.007± 0.003
0.004 0.551± 0.013± 0.011 0.374± 0.011± 0.006 0.070± 0.009± 0.011 0.005± 0.006± 0.003
0.006 0.608± 0.013± 0.012 0.344± 0.011± 0.007 0.045± 0.009± 0.013 0.002± 0.005± 0.002
0.008 0.651± 0.014± 0.012 0.320± 0.011± 0.006 0.029± 0.009± 0.012
0.010 0.688± 0.014± 0.012 0.292± 0.010± 0.006 0.020± 0.009± 0.010
0.020 0.779± 0.015± 0.008 0.213± 0.009± 0.004 0.008± 0.009± 0.006
0.040 0.861± 0.016± 0.007 0.133± 0.008± 0.003 0.006± 0.014± 0.006
0.060 0.906± 0.017± 0.006 0.094± 0.007± 0.006
0.080 0.930± 0.017± 0.005 0.070± 0.006± 0.005
0.100 0.945± 0.017± 0.004 0.055± 0.005± 0.005
0.120 0.957± 0.018± 0.003 0.043± 0.005± 0.003
0.140 0.966± 0.018± 0.003 0.034± 0.005± 0.003
0.160 0.972± 0.018± 0.002 0.028± 0.004± 0.003
0.180 0.980± 0.018± 0.003 0.020± 0.004± 0.003
0.200 0.982± 0.018± 0.002 0.017± 0.004± 0.002
0.220 0.989± 0.018± 0.002 0.011± 0.003± 0.002
0.240 0.993± 0.018± 0.001 0.007± 0.002± 0.002
0.260 0.993± 0.018± 0.002 0.007± 0.003± 0.001
0.280 0.998± 0.018± 0.003 0.002± 0.001± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
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Fig. 13. (a), (b) Fraction of 2-, 3-, 4- and 5-jet events as a function of the jet resolution parameter yDcut at
√
s = 200.2 and












Fig. 14. Energy evolution of the 3-jet fraction at yJcut = 0.08 with the JADE algorithm.
5.3. Power law correction analysis
Rather than the phenomenological fragmentation models of the Monte Carlo programs, the non-
perturbative contribution to event-shape distributions can be described using a so-called power correction
ansatz. In this approach, the energy dependence of moments of the event-shape variables are described
[17–21] as a sum of the perturbative contribution and a power law dependence due to non-perturbative
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Table 27
Differential distribution for event thrust at √s = 41.4, 55.3 and 65.4GeV
1− T 1 · dd(1−T )
At √s = 41.4GeV At √s = 55.3GeV At √s = 65.4GeV
0.000–0.025 1.636± 0.322± 0.591 3.604± 0.491± 1.252 4.737± 0.392± 1.292
0.025–0.045 9.120± 0.914± 1.122 14.245± 1.066± 2.225 12.412± 0.716± 1.566
0.045–0.065 9.768± 1.084± 1.612 8.897± 0.789± 0.920 9.618± 0.606± 1.444
0.065–0.085 7.872± 0.919± 1.014 6.593± 0.714± 1.244 7.229± 0.600± 0.534
0.085–0.115 4.156± 0.478± 0.272 2.989± 0.439± 0.588 3.604± 0.317± 0.768
0.115–0.145 3.547± 0.452± 0.699 2.237± 0.310± 1.434 1.722± 0.217± 0.507
0.145–0.175 2.240± 0.393± 0.376 2.229± 0.371± 0.539 1.172± 0.180± 0.240
0.175–0.210 1.244± 0.292± 0.329 1.112± 0.254± 0.231 0.902± 0.161± 0.222
0.210–0.250 0.882± 0.189± 0.182 0.531± 0.166± 0.160 0.809± 0.149± 0.144
0.250–0.290 0.598± 0.185± 0.133 0.420± 0.146± 0.121 0.417± 0.087± 0.207
0.290–0.330 0.283± 0.137± 0.147 0.140± 0.084± 0.072 0.269± 0.089± 0.057
0.330–0.370 0.218± 0.065± 0.086 0.168± 0.073± 0.064 0.253± 0.080± 0.089
0.370–0.420 0.056± 0.032± 0.055 0.046± 0.033± 0.023 0.000± 0.000± 0.000
First moment 0.0971± 0.0030± 0.0034 0.0811± 0.0027± 0.0029 0.0796± 0.0021± 0.0051
Second moment 0.0143± 0.0009± 0.0015 0.0109± 0.0008± 0.0006 0.0109± 0.0006± 0.0010
The ﬁrst uncertainty is statistical, the second systematic.
Table 28
Differential distribution for event thrust at √s = 75.7, 82.3 and 85.1GeV
1− T 1 · dd(1−T )
At √s = 75.7GeV At √s = 82.3GeV At √s = 85.1GeV
0.000–0.025 5.754± 0.287± 1.262 6.277± 0.364± 1.402 7.602± 0.480± 1.411
0.025–0.045 15.307± 0.564± 1.003 15.551± 0.655± 0.472 15.215± 0.753± 0.801
0.045–0.065 7.994± 0.406± 1.077 8.884± 0.509± 0.346 8.031± 0.619± 0.908
0.065–0.085 5.056± 0.338± 0.325 4.322± 0.384± 1.376 3.804± 0.427± 0.533
0.085–0.115 3.569± 0.239± 0.418 3.408± 0.286± 0.117 3.078± 0.342± 0.267
0.115–0.145 1.932± 0.183± 0.269 1.485± 0.203± 0.346 1.641± 0.260± 1.148
0.145–0.175 1.462± 0.157± 0.162 1.460± 0.169± 0.314 1.563± 0.237± 0.398
0.175–0.210 0.944± 0.121± 0.173 0.894± 0.143± 0.210 1.116± 0.190± 0.319
0.210–0.250 0.491± 0.082± 0.120 0.617± 0.140± 0.126 0.502± 0.159± 0.147
0.250–0.290 0.397± 0.084± 0.094 0.354± 0.110± 0.113 0.296± 0.114± 0.042
0.290–0.330 0.186± 0.058± 0.036 0.104± 0.055± 0.033 0.191± 0.073± 0.080
0.330–0.370 0.092± 0.039± 0.027 0.078± 0.033± 0.025 0.047± 0.034± 0.025
0.370–0.420 0.009± 0.009± 0.005 0.000± 0.000± 0.000 0.000± 0.000± 0.000
First moment 0.0731± 0.0015± 0.0045 0.0700± 0.0018± 0.0046 0.0691± 0.0022± 0.0088
Second moment 0.0093± 0.0004± 0.0010 0.0086± 0.0005± 0.0010 0.0086± 0.0006± 0.0020
The ﬁrst uncertainty is statistical, the second systematic.
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Table 29
Differential distribution for event thrust at √s = 130.1, 136.1 and 161.3GeV
1− T 1 · dd(1−T )
At √s = 130.1GeV At √s = 136.1GeV At √s = 161.3GeV
0.000–0.025 14.875± 1.223± 21.053 14.171± 1.371± 0.929 19.149± 1.709± 0.557
0.025–0.050 11.125± 0.900± 0.613 11.992± 1.107± 0.920 8.102± 0.922± 0.564
0.050–0.075 5.057± 0.615± 0.376 4.622± 0.688± 0.331 3.535± 0.582± 0.253
0.075–0.100 2.763± 0.439± 0.144 2.174± 0.464± 0.104 3.123± 0.543± 0.202
0.100–0.125 2.046± 0.352± 0.189 2.099± 0.439± 0.144 1.626± 0.397± 0.159
0.125–0.150 1.552± 0.303± 0.063 0.941± 0.310± 0.100 1.331± 0.362± 0.087
0.150–0.175 0.833± 0.216± 0.082 1.327± 0.327± 0.212 0.943± 0.305± 0.183
0.175–0.200 0.367± 0.136± 0.012 1.153± 0.293± 0.088 0.635± 0.247± 0.033
0.200–0.225 0.461± 0.141± 0.039 0.452± 0.188± 0.033 0.840± 0.274± 0.077
0.225–0.250 0.257± 0.107± 0.052 0.274± 0.132± 0.069 0.166± 0.141± 0.070
0.250–0.275 0.329± 0.127± 0.063 0.046± 0.046± 0.001 0.195± 0.126± 0.058
0.275–0.300 0.125± 0.087± 0.047 0.218± 0.105± 0.119 0.202± 0.122± 0.010
0.300–0.325 0.050± 0.050± 0.001 0.179± 0.090± 0.013 0.132± 0.100± 0.007
0.325–0.350 0.054± 0.054± 0.009 0.161± 0.114± 0.178 0.023± 0.059± 0.003
0.350–0.375 0.034± 0.034± 0.022 0.107± 0.075± 0.119 0.000± 0.000± 0.000
0.375–0.400 0.072± 0.051± 0.057 0.085± 0.085± 0.029 0.000± 0.000± 0.000
First moment 0.0556± 0.0022± 0.0014 0.0614± 0.0030± 0.0012 0.0513± 0.0030± 0.0008
Second moment 0.0064± 0.0005± 0.0002 0.0080± 0.0008± 0.0007 0.0059± 0.0007± 0.0002
The ﬁrst uncertainty is statistical, the second systematic.
Table 30
Differential distribution for event thrust at √s = 172.3, 182.8 and 188.6GeV
1− T 1 · dd(1−T )
At √s = 172.3GeV At √s = 182.8GeV At √s = 188.6GeV
0.000–0.025 17.499± 1.879± 0.867 16.920± 0.740± 1.403 16.067± 0.471± 0.436
0.025–0.050 8.458± 1.016± 0.874 9.107± 0.534± 0.851 9.908± 0.330± 0.175
0.050–0.075 4.705± 0.774± 0.336 5.099± 0.400± 0.494 4.641± 0.223± 0.132
0.075–0.100 2.454± 0.569± 0.327 2.655± 0.295± 0.065 2.940± 0.183± 0.079
0.100–0.125 2.087± 0.557± 0.192 1.896± 0.253± 0.066 1.721± 0.141± 0.053
0.125–0.150 1.550± 0.490± 0.277 1.328± 0.214± 0.196 1.494± 0.134± 0.140
0.150–0.175 0.957± 0.378± 0.249 0.750± 0.173± 0.073 0.952± 0.109± 0.038
0.175–0.200 0.759± 0.343± 0.137 0.598± 0.148± 0.100 0.736± 0.094± 0.076
0.200–0.225 0.706± 0.308± 0.202 0.563± 0.137± 0.020 0.511± 0.083± 0.011
0.225–0.250 0.213± 0.185± 0.083 0.299± 0.109± 0.032 0.424± 0.079± 0.037
0.250–0.275 0.257± 0.195± 0.200 0.247± 0.106± 0.113 0.288± 0.076± 0.124
0.275–0.300 0.206± 0.173± 0.180 0.245± 0.105± 0.083 0.194± 0.075± 0.073
0.300–0.325 0.045± 0.108± 0.001 0.194± 0.116± 0.075 0.076± 0.072± 0.057
0.325–0.350 0.103± 0.128± 0.067 0.100± 0.102± 0.077 0.019± 0.049± 0.044
0.350–0.375 0.000± 0.000± 0.000 0.000± 0.000± 0.000 0.020± 0.029± 0.059
0.375–0.400 0.000± 0.000± 0.000 0.000± 0.000± 0.000 0.010± 0.012± 0.006
First moment 0.0542± 0.0037± 0.0022 0.0539± 0.0020± 0.0011 0.0548± 0.0013± 0.0013
Second moment 0.0064± 0.0009± 0.0005 0.0064± 0.0005± 0.0001 0.0064± 0.0004± 0.0005
The ﬁrst uncertainty is statistical, the second systematic.
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Table 31
Differential distribution for event thrust at √s = 194.4, 200.2 and 206.2GeV
1− T 1 · dd(1−T )
At √s = 194.4GeV At √s = 200.2GeV At √s = 206.2GeV
0.000–0.025 16.177± 0.571± 0.436 16.119± 0.578± 0.444 16.202± 0.466± 0.509
0.025–0.050 9.285± 0.416± 0.248 9.277± 0.420± 0.270 9.321± 0.326± 0.297
0.050–0.075 5.302± 0.340± 0.261 4.534± 0.305± 0.175 4.637± 0.240± 0.169
0.075–0.100 2.823± 0.253± 0.175 2.947± 0.280± 0.200 3.013± 0.198± 0.106
0.100–0.125 1.837± 0.224± 0.152 1.904± 0.204± 0.129 1.707± 0.155± 0.101
0.125–0.150 1.229± 0.188± 0.159 1.636± 0.195± 0.263 1.553± 0.151± 0.085
0.150–0.175 0.902± 0.161± 0.049 1.041± 0.159± 0.174 1.031± 0.122± 0.073
0.175–0.200 0.732± 0.134± 0.213 0.693± 0.139± 0.111 0.624± 0.106± 0.055
0.200–0.225 0.569± 0.125± 0.101 0.497± 0.127± 0.095 0.686± 0.118± 0.117
0.225–0.250 0.454± 0.119± 0.163 0.659± 0.152± 0.032 0.466± 0.125± 0.043
0.250–0.275 0.366± 0.128± 0.105 0.242± 0.136± 0.152 0.208± 0.128± 0.012
0.275–0.300 0.130± 0.103± 0.091 0.328± 0.168± 0.099 0.193± 0.129± 0.100
0.300–0.325 0.096± 0.119± 0.023 0.000± 0.000± 0.000 0.357± 0.122± 0.120
0.325–0.350 0.081± 0.058± 0.046 0.110± 0.093± 0.067 0.003± 0.045± 0.015
0.350–0.375 0.015± 0.026± 0.007 0.000± 0.000± 0.000 0.000± 0.000± 0.000
0.375–0.400 0.000± 0.000± 0.000 0.011± 0.014± 0.018 0.000± 0.000± 0.000
Firstmoment 0.0551± 0.0021± 0.0014 0.0582± 0.0021± 0.0015 0.0569± 0.0017± 0.0016
Second moment 0.0063± 0.0006± 0.0004 0.0073± 0.0006± 0.0004 0.0070± 0.0005± 0.0005
The ﬁrst uncertainty is statistical, the second systematic.
Table 32
Differential distribution for scaled heavy jet mass at √s = 41.4, 55.3 and 65.4GeV
H 1 · ddH
At √s = 41.4GeV At √s = 55.3GeV At √s = 65.4GeV
0.000–0.015 0.183± 0.038± 0.858 1.329± 0.195± 0.622 2.063± 0.190± 0.924
0.015–0.027 6.119± 0.642± 0.465 13.192± 1.067± 3.301 14.082± 0.856± 0.654
0.027–0.039 12.263± 1.432± 3.194 19.031± 1.637± 2.785 20.593± 1.349± 1.384
0.039–0.051 16.680± 1.925± 2.251 11.201± 1.317± 3.402 12.065± 0.940± 1.158
0.051–0.066 10.037± 1.223± 0.515 9.616± 1.190± 5.665 7.040± 0.705± 0.482
0.066–0.084 5.589± 0.819± 0.901 4.482± 0.658± 1.981 5.751± 0.557± 0.262
0.084–0.102 6.752± 0.967± 1.918 3.114± 0.597± 0.390 3.361± 0.450± 0.207
0.102–0.126 2.550± 0.432± 0.578 3.591± 0.606± 0.951 1.803± 0.270± 0.530
0.126–0.153 2.029± 0.430± 0.510 1.312± 0.333± 0.463 0.928± 0.182± 0.217
0.153–0.183 1.615± 0.328± 0.312 0.559± 0.215± 0.153 1.116± 0.243± 0.218
0.183–0.216 0.683± 0.210± 0.194 0.691± 0.192± 0.203 0.517± 0.117± 0.067
0.216–0.252 0.211± 0.130± 0.204 0.213± 0.117± 0.062 0.405± 0.095± 0.090
0.252–0.300 0.193± 0.099± 0.113 0.191± 0.079± 0.098 0.107± 0.047± 0.179
First moment 0.0747± 0.0023± 0.0023 0.0632± 0.0021± 0.0023 0.0603± 0.0015± 0.0047
Second moment 0.0080± 0.0006± 0.0005 0.0063± 0.0005± 0.0008 0.0060± 0.0003± 0.0011
The ﬁrst uncertainty is statistical, the second systematic.
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Table 33
Differential distribution for scaled heavy jet mass at √s = 75.7, 82.3 and 85.1GeV
H 1 · ddH
At √s = 75.7GeV At √s = 82.3GeV At √s = 85.1GeV
0.000–0.015 3.092± 0.166± 1.346 3.493± 0.220± 1.479 5.058± 0.339± 2.311
0.015–0.027 22.135± 0.853± 1.200 21.585± 0.976± 0.641 24.679± 1.247± 1.747
0.027–0.039 15.391± 0.773± 0.976 18.963± 1.044± 1.066 15.534± 1.135± 1.193
0.039–0.051 10.937± 0.687± 2.336 10.236± 0.787± 0.875 8.703± 0.983± 1.224
0.051–0.066 6.363± 0.494± 1.029 5.674± 0.560± 1.575 4.801± 0.687± 0.316
0.066–0.084 4.329± 0.357± 1.063 3.804± 0.407± 0.896 3.787± 0.531± 0.673
0.084–0.102 3.554± 0.350± 0.398 2.835± 0.341± 0.275 2.764± 0.386± 0.916
0.102–0.126 2.110± 0.231± 0.270 1.717± 0.245± 0.305 1.764± 0.328± 0.235
0.126–0.153 1.010± 0.139± 0.171 1.406± 0.207± 0.154 1.732± 0.300± 0.330
0.153–0.183 0.915± 0.135± 0.107 0.435± 0.145± 0.146 0.978± 0.210± 0.328
0.183–0.216 0.415± 0.105± 0.188 1.017± 0.210± 0.279 0.394± 0.129± 0.064
0.216–0.252 0.347± 0.081± 0.107 0.119± 0.049± 0.020 0.305± 0.104± 0.090
0.252–0.300 0.066± 0.025± 0.016 0.074± 0.041± 0.043 0.099± 0.048± 0.028
First moment 0.0560± 0.0011± 0.0027 0.0546± 0.0015± 0.0035 0.0544± 0.0017± 0.0085
Second moment 0.0053± 0.0002± 0.0007 0.0052± 0.0003± 0.0007 0.0054± 0.0004± 0.0014
The ﬁrst uncertainty is statistical, the second systematic.
Table 34
Differential distribution for scaled heavy jet mass at √s = 130.1, 136.1 and 161.3GeV
H 1 · ddH
At √s = 130.1GeV At √s = 136.1GeV At √s = 161.3GeV
0.000–0.015 16.201± 1.462± 1.335 15.749± 1.715± 1.470 24.327± 2.252± 0.887
0.015–0.030 18.462± 1.621± 0.676 22.091± 2.114± 1.609 14.684± 1.771± 1.083
0.030–0.045 10.243± 1.201± 0.510 8.738± 1.266± 0.641 7.505± 1.167± 0.301
0.045–0.060 6.326± 0.939± 0.457 4.134± 0.888± 0.455 4.597± 0.944± 0.402
0.060–0.075 3.810± 0.687± 0.030 3.169± 0.740± 0.612 3.471± 0.835± 0.346
0.075–0.090 3.533± 0.649± 0.200 3.110± 0.755± 0.323 3.026± 0.759± 0.504
0.090–0.105 1.987± 0.487± 0.254 1.982± 0.573± 0.162 1.736± 0.585± 0.344
0.105–0.120 1.731± 0.448± 0.259 1.525± 0.498± 0.138 1.727± 0.584± 0.279
0.120–0.135 0.640± 0.260± 0.082 1.235± 0.449± 0.251 1.184± 0.489± 0.064
0.135–0.150 1.045± 0.316± 0.107 1.744± 0.513± 0.240 1.097± 0.443± 0.058
0.150–0.165 0.256± 0.149± 0.072 1.084± 0.375± 0.023 0.981± 0.451± 0.224
0.165–0.180 0.859± 0.275± 0.190 0.375± 0.222± 0.032 0.656± 0.351± 0.062
0.180–0.195 0.422± 0.186± 0.104 0.493± 0.243± 0.046 0.631± 0.317± 0.094
0.195–0.210 0.180± 0.114± 0.006 0.650± 0.254± 0.069 0.604± 0.291± 0.265
0.210–0.225 0.183± 0.129± 0.002 0.082± 0.082± 0.020 0.153± 0.162± 0.007
0.225–0.240 0.340± 0.172± 0.112 0.086± 0.086± 0.091 0.047± 0.102± 0.004
0.240–0.255 0.314± 0.181± 0.114 0.072± 0.072± 0.033 0.000± 0.000± 0.000
0.255–0.270 0.067± 0.067± 0.042 0.089± 0.089± 0.026 0.176± 0.149± 0.084
0.270–0.285 0.067± 0.067± 0.023 0.158± 0.115± 0.131 0.065± 0.087± 0.002
0.285–0.300 0.000± 0.000± 0.000 0.100± 0.100± 0.061 0.000± 0.000± 0.000
First moment 0.0452± 0.0018± 0.0007 0.0467± 0.0022± 0.0005 0.0421± 0.0025± 0.0007
Second moment 0.0041± 0.0003± 0.0001 0.0045± 0.0004± 0.0001 0.0040± 0.0004± 0.0001
The ﬁrst uncertainty is statistical, the second systematic.
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Table 35
Differential distribution for scaled heavy jet mass at √s = 172.3, 182.8 and 188.6GeV
H 1 · ddH
At √s = 172.3GeV At √s = 182.8GeV At √s = 188.6GeV
0.000–0.015 20.528± 2.362± 0.824 21.698± 0.974± 2.301 20.410± 0.620± 0.687
0.015–0.030 14.956± 1.896± 1.607 15.979± 0.996± 1.428 16.738± 0.606± 0.365
0.030–0.045 9.336± 1.486± 0.294 9.381± 0.748± 0.703 8.711± 0.417± 0.250
0.045–0.060 4.641± 1.102± 0.946 5.032± 0.553± 0.471 5.259± 0.332± 0.243
0.060–0.075 4.249± 1.046± 0.485 3.422± 0.465± 0.490 3.489± 0.272± 0.065
0.075–0.090 3.184± 0.951± 0.621 2.524± 0.400± 0.043 2.641± 0.242± 0.081
0.090–0.105 2.702± 0.841± 0.401 1.987± 0.356± 0.183 2.037± 0.209± 0.087
0.105–0.120 2.160± 0.785± 0.161 1.457± 0.310± 0.175 1.799± 0.201± 0.210
0.120–0.135 0.920± 0.530± 0.643 1.171± 0.281± 0.145 1.058± 0.165± 0.028
0.135–0.150 2.023± 0.707± 0.800 1.089± 0.260± 0.179 1.158± 0.165± 0.011
0.150–0.165 0.564± 0.428± 0.280 0.831± 0.241± 0.080 0.657± 0.118± 0.053
0.165–0.180 0.334± 0.317± 0.004 0.346± 0.167± 0.083 0.805± 0.131± 0.087
0.180–0.195 0.342± 0.305± 0.085 0.448± 0.158± 0.018 0.554± 0.112± 0.083
0.195–0.210 0.177± 0.229± 0.055 0.345± 0.144± 0.071 0.336± 0.099± 0.070
0.210–0.225 0.000± 0.000± 0.000 0.157± 0.105± 0.060 0.344± 0.087± 0.036
0.225–0.240 0.201± 0.198± 0.092 0.061± 0.083± 0.088 0.116± 0.071± 0.022
0.240–0.255 0.000± 0.000± 0.000 0.338± 0.133± 0.104 0.232± 0.081± 0.002
0.255–0.270 0.101± 0.146± 0.001 0.228± 0.107± 0.128 0.156± 0.060± 0.020
0.270–0.285 0.113± 0.148± 0.035 0.175± 0.098± 0.027 0.099± 0.054± 0.066
0.285–0.300 0.136± 0.154± 0.123 0.000± 0.000± 0.000 0.069± 0.041± 0.021
First moment 0.0440± 0.0028± 0.0008 0.0424± 0.0014± 0.0004 0.0442± 0.0009± 0.0009
Second moment 0.0040± 0.0005± 0.0003 0.0040± 0.0003± 0.0002 0.0043± 0.0002± 0.0002
The ﬁrst uncertainty is statistical, the second systematic.
Table 36
Differential distribution for scaled heavy jet mass at √s = 194.4, 200.2 and 206.2GeV
H 1 · ddH√
s = 194.4GeV At √s = 200.2GeV At √s = 206.2GeV
0.000–0.015 20.870± 0.769± 0.662 20.671± 0.765± 0.753 21.199± 0.633± 0.788
0.015–0.030 16.523± 0.771± 0.644 16.098± 0.768± 0.439 15.088± 0.576± 0.357
0.030–0.045 8.747± 0.588± 0.549 8.739± 0.577± 0.393 9.048± 0.452± 0.384
0.045–0.060 5.854± 0.512± 0.461 4.727± 0.435± 0.302 5.218± 0.354± 0.208
0.060–0.075 3.817± 0.422± 0.256 3.701± 0.393± 0.220 3.669± 0.300± 0.082
0.075–0.090 2.036± 0.317± 0.209 2.676± 0.346± 0.519 3.101± 0.283± 0.233
0.090–0.105 2.060± 0.321± 0.174 2.640± 0.330± 0.294 2.133± 0.243± 0.107
0.105–0.120 1.795± 0.290± 0.298 1.571± 0.259± 0.168 1.634± 0.227± 0.145
0.120–0.135 1.065± 0.246± 0.191 1.460± 0.318± 0.387 1.142± 0.183± 0.110
0.135–0.150 0.840± 0.218± 0.216 1.098± 0.221± 0.164 0.764± 0.153± 0.242
0.150–0.165 0.577± 0.195± 0.145 0.586± 0.170± 0.137 0.738± 0.159± 0.104
0.165–0.180 0.394± 0.146± 0.022 0.502± 0.179± 0.086 0.735± 0.147± 0.076
0.180–0.195 0.522± 0.154± 0.123 0.218± 0.091± 0.026 0.642± 0.150± 0.072
0.195–0.210 0.302± 0.129± 0.166 0.407± 0.154± 0.075 0.444± 0.138± 0.062
0.210–0.225 0.592± 0.184± 0.175 0.469± 0.160± 0.078 0.387± 0.145± 0.164
0.225–0.240 0.388± 0.131± 0.205 0.388± 0.152± 0.090 0.119± 0.105± 0.114
0.240–0.255 0.111± 0.097± 0.048 0.496± 0.171± 0.201 0.069± 0.085± 0.030
0.255–0.270 0.022± 0.050± 0.006 0.000± 0.000± 0.000 0.283± 0.098± 0.031
0.270–0.285 0.089± 0.070± 0.030 0.119± 0.085± 0.047 0.139± 0.074± 0.073
0.285–0.300 0.064± 0.074± 0.063 0.102± 0.081± 0.063 0.116± 0.055± 0.023
First moment 0.0439± 0.0014± 0.0014 0.0464± 0.0014± 0.0015 0.0455± 0.0011± 0.0011
Second moment 0.0042± 0.0003± 0.0002 0.0048± 0.0003± 0.0003 0.0046± 0.0003± 0.0002
The ﬁrst uncertainty is statistical, the second systematic.
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Table 37
Differential distribution for total jet broadening at √s = 41.4, 55.3 and 65.4GeV
BT 1 · ddBT
At √s = 41.4GeV At √s = 55.3GeV At √s = 65.4GeV
0.000–0.040 0.229± 0.098± 0.073 0.445± 0.131± 0.243 0.232± 0.054± 0.116
0.040–0.070 2.056± 0.276± 0.316 5.108± 0.492± 1.090 6.125± 0.399± 1.515
0.070–0.100 7.981± 0.685± 0.974 9.488± 0.688± 1.665 9.335± 0.493± 0.537
0.100–0.130 7.756± 0.749± 0.268 5.946± 0.558± 0.559 6.114± 0.421± 0.223
0.130–0.160 4.514± 0.548± 0.564 4.592± 0.538± 0.696 4.384± 0.383± 0.487
0.160–0.190 3.935± 0.532± 0.921 2.816± 0.397± 0.845 2.529± 0.274± 0.157
0.190–0.220 2.887± 0.485± 0.632 2.260± 0.406± 0.270 1.289± 0.210± 0.829
0.220–0.250 1.817± 0.346± 0.128 1.136± 0.245± 0.360 1.452± 0.202± 0.222
0.250–0.280 0.732± 0.210± 0.217 0.704± 0.224± 0.146 0.940± 0.159± 0.293
0.280–0.310 0.849± 0.274± 0.233 0.408± 0.173± 0.149 0.384± 0.118± 0.073
0.310–0.340 0.372± 0.117± 0.159 0.168± 0.083± 0.085 0.402± 0.125± 0.121
0.340–0.400 0.064± 0.035± 0.021 0.058± 0.034± 0.010 0.035± 0.022± 0.019
First moment 0.1399± 0.0027± 0.0016 0.1223± 0.0025± 0.0054 0.1213± 0.0019± 0.0079
Second moment 0.0236± 0.0009± 0.0005 0.0187± 0.0008± 0.0012 0.0187± 0.0006± 0.0022
The ﬁrst uncertainty is statistical, the second systematic.
Table 38
Differential distribution for total jet broadening at √s = 75.7, 82.3 and 85.1GeV
BT 1 · ddBT
At √s = 75.7GeV At √s = 82.3GeV At √s = 85.1GeV
0.000–0.040 0.243± 0.030± 0.121 0.324± 0.049± 0.178 0.637± 0.086± 0.315
0.040–0.070 8.069± 0.316± 0.997 8.448± 0.376± 1.156 9.054± 0.464± 1.153
0.070–0.100 8.805± 0.344± 0.227 9.377± 0.430± 0.158 8.500± 0.493± 1.133
0.100–0.130 5.694± 0.300± 0.278 5.446± 0.339± 0.940 5.978± 0.439± 0.376
0.130–0.160 3.663± 0.246± 0.349 3.437± 0.296± 0.398 2.353± 0.337± 0.448
0.160–0.190 2.536± 0.211± 0.113 2.341± 0.242± 0.596 2.510± 0.283± 0.650
0.190–0.220 1.384± 0.154± 0.327 1.551± 0.186± 0.139 1.557± 0.245± 0.286
0.220–0.250 1.420± 0.168± 0.389 0.999± 0.186± 0.153 1.465± 0.260± 0.313
0.250–0.280 0.723± 0.123± 0.119 0.886± 0.185± 0.189 0.609± 0.187± 0.177
0.280–0.310 0.488± 0.113± 0.140 0.267± 0.115± 0.138 0.248± 0.115± 0.040
0.310–0.340 0.184± 0.079± 0.064 0.115± 0.064± 0.064 0.185± 0.092± 0.096
0.340–0.400 0.022± 0.013± 0.009 0.017± 0.012± 0.010 0.012± 0.012± 0.015
First moment 0.1157± 0.0015± 0.0048 0.1116± 0.0017± 0.0057 0.1102± 0.0021± 0.0086
Second moment 0.0172± 0.0005± 0.0014 0.0160± 0.0006± 0.0015 0.0158± 0.0007± 0.0022
The ﬁrst uncertainty is statistical, the second systematic.
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Table 39
Differential distribution for total jet broadening at √s = 130.1, 136.1 and 161.3GeV
BT 1 · ddBT
At √s = 130.1GeV At √s = 136.1GeV At √s = 161.3GeV
0.000–0.020 0.082± 0.086± 0.037 0.103± 0.077± 0.090 0.117± 0.090± 0.069
0.020–0.040 4.010± 0.684± 0.468 5.454± 0.965± 0.863 9.224± 1.407± 0.577
0.040–0.060 11.651± 1.173± 0.360 11.111± 1.340± 0.898 9.486± 1.353± 0.934
0.060–0.080 8.865± 0.932± 0.289 8.945± 1.077± 0.286 8.450± 1.071± 0.344
0.080–0.100 7.778± 0.884± 0.880 7.419± 1.042± 0.468 5.530± 0.841± 0.214
0.100–0.120 4.239± 0.638± 0.388 3.464± 0.669± 0.235 4.231± 0.740± 0.197
0.120–0.140 3.780± 0.591± 0.246 3.259± 0.652± 0.210 3.080± 0.613± 0.490
0.140–0.160 2.509± 0.455± 0.091 2.237± 0.531± 0.106 3.025± 0.597± 0.137
0.160–0.180 2.031± 0.404± 0.147 1.568± 0.421± 0.101 1.894± 0.473± 0.248
0.180–0.200 1.820± 0.375± 0.127 1.865± 0.447± 0.280 1.293± 0.396± 0.173
0.200–0.220 0.897± 0.241± 0.053 1.516± 0.411± 0.237 1.069± 0.375± 0.143
0.220–0.240 0.790± 0.208± 0.099 1.074± 0.317± 0.141 1.338± 0.379± 0.228
0.240–0.260 0.363± 0.146± 0.097 0.661± 0.239± 0.066 0.408± 0.218± 0.164
0.260–0.280 0.629± 0.186± 0.166 0.548± 0.205± 0.080 0.067± 0.128± 0.019
0.280–0.300 0.227± 0.113± 0.030 0.198± 0.115± 0.041 0.710± 0.238± 0.224
0.300–0.320 0.052± 0.053± 0.020 0.252± 0.137± 0.083 0.000± 0.000± 0.000
0.320–0.340 0.086± 0.061± 0.020 0.217± 0.108± 0.138 0.078± 0.127± 0.016
0.340–0.360 0.092± 0.065± 0.045 0.108± 0.077± 0.020 0.000± 0.000± 0.000
First moment 0.0976± 0.0023± 0.0008 0.0999± 0.0029± 0.0012 0.0923± 0.0032± 0.0018
Second moment 0.0131± 0.0006± 0.0002 0.0141± 0.0008± 0.0004 0.0121± 0.0008± 0.0004
The ﬁrst uncertainty is statistical, the second systematic.
Table 40
Differential distribution for total jet broadening at √s = 172.3, 182.8 and 188.6GeV
BT 1 · ddBT
At √s = 172.3GeV At √s = 182.8GeV At √s = 188.6GeV
0.000–0.020 0.410± 0.189± 0.117 0.343± 0.086± 0.471 0.418± 0.061± 0.065
0.020–0.040 8.824± 1.579± 1.483 8.245± 0.597± 0.670 8.634± 0.416± 0.383
0.040–0.060 10.568± 1.517± 0.462 10.962± 0.680± 0.389 10.279± 0.423± 0.276
0.060–0.080 6.654± 1.043± 0.747 7.658± 0.549± 0.191 8.186± 0.332± 0.100
0.080–0.100 6.733± 1.046± 1.026 5.831± 0.470± 0.391 5.241± 0.257± 0.196
0.100–0.120 3.987± 0.814± 0.155 4.179± 0.392± 0.240 4.633± 0.242± 0.156
0.120–0.140 3.130± 0.715± 0.333 3.865± 0.377± 0.316 3.143± 0.201± 0.111
0.140–0.160 1.937± 0.580± 0.147 2.068± 0.287± 0.073 2.525± 0.180± 0.038
0.160–0.180 1.847± 0.574± 0.291 1.787± 0.264± 0.076 1.644± 0.155± 0.016
0.180–0.200 1.482± 0.510± 0.249 1.763± 0.264± 0.144 1.527± 0.150± 0.122
0.200–0.220 1.510± 0.536± 0.604 0.783± 0.192± 0.138 1.179± 0.131± 0.053
0.220–0.240 0.530± 0.338± 0.240 0.637± 0.180± 0.242 1.119± 0.132± 0.106
0.240–0.260 0.274± 0.267± 0.076 0.691± 0.190± 0.043 0.677± 0.125± 0.141
0.260–0.280 0.223± 0.265± 0.167 0.656± 0.208± 0.144 0.399± 0.126± 0.143
0.280–0.300 0.734± 0.415± 0.630 0.314± 0.167± 0.035 0.144± 0.098± 0.089
0.300–0.320 0.865± 0.383± 0.649 0.212± 0.154± 0.075 0.228± 0.108± 0.058
0.320–0.340 0.000± 0.000± 0.000 0.000± 0.000± 0.000 0.000± 0.000± 0.000
0.340–0.360 0.294± 0.337± 0.193 0.008± 0.073± 0.000 0.013± 0.050± 0.110
First moment 0.0950± 0.0046± 0.0031 0.0918± 0.0020± 0.0015 0.0918± 0.0013± 0.0018
Second moment 0.0136± 0.0014± 0.0006 0.0121± 0.0006± 0.0003 0.0121± 0.0004± 0.0005
The ﬁrst uncertainty is statistical, the second systematic.
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Table 41
Differential distribution for total jet broadening at √s = 194.4, 200.2 and 206.2GeV
BT 1 · ddBT
At √s = 194.4GeV At √s = 200.2GeV At √s = 206.2GeV
0.000–0.020 0.376± 0.078± 0.124 0.449± 0.085± 0.109 0.491± 0.064± 0.101
0.020–0.040 8.334± 0.480± 0.415 8.633± 0.495± 0.405 8.694± 0.386± 0.387
0.040–0.060 10.931± 0.531± 0.377 10.228± 0.507± 0.201 10.221± 0.401± 0.228
0.060–0.080 7.336± 0.419± 0.283 7.197± 0.415± 0.180 7.299± 0.322± 0.124
0.080–0.100 6.187± 0.384± 0.236 5.780± 0.368± 0.118 5.821± 0.285± 0.260
0.100–0.120 4.157± 0.316± 0.188 4.282± 0.326± 0.327 4.079± 0.241± 0.176
0.120–0.140 3.356± 0.299± 0.230 2.929± 0.266± 0.270 3.432± 0.229± 0.179
0.140–0.160 2.245± 0.271± 0.184 2.839± 0.269± 0.203 2.411± 0.196± 0.135
0.160–0.180 2.367± 0.271± 0.187 2.384± 0.253± 0.134 1.725± 0.174± 0.108
0.180–0.200 0.992± 0.176± 0.132 1.430± 0.207± 0.123 1.568± 0.169± 0.151
0.200–0.220 1.011± 0.199± 0.085 1.073± 0.202± 0.150 1.441± 0.182± 0.146
0.220–0.240 0.816± 0.183± 0.113 1.191± 0.236± 0.177 0.960± 0.174± 0.053
0.240–0.260 1.141± 0.286± 0.289 0.429± 0.182± 0.189 0.576± 0.174± 0.011
0.260–0.280 0.339± 0.194± 0.120 0.553± 0.225± 0.114 0.632± 0.179± 0.094
0.280–0.300 0.099± 0.144± 0.046 0.211± 0.183± 0.094 0.500± 0.186± 0.175
0.300–0.320 0.168± 0.094± 0.025 0.281± 0.191± 0.136 0.063± 0.082± 0.076
0.320–0.340 0.144± 0.125± 0.061 0.095± 0.121± 0.100 0.040± 0.079± 0.017
0.340–0.360 0.000± 0.000± 0.000 0.015± 0.024± 0.048 0.048± 0.063± 0.029
First moment 0.0920± 0.0022± 0.0028 0.0950± 0.0021± 0.0025 0.0938± 0.0017± 0.0015
Second moment 0.0122± 0.0006± 0.0010 0.0131± 0.0007± 0.0006 0.0128± 0.0005± 0.0005
The ﬁrst uncertainty is statistical, the second systematic.
Table 42
Differential distribution for wide jet broadening at √s = 41.4, 55.3 and 65.4GeV
BW 1 · ddBW
At √s = 41.4GeV At √s = 55.3GeV At √s = 65.4GeV
0.000–0.030 0.641± 0.167± 0.325 1.498± 0.246± 0.742 1.264± 0.164± 0.620
0.030–0.050 8.586± 0.836± 2.308 13.144± 1.014± 2.525 13.873± 0.756± 0.784
0.050–0.075 12.655± 1.026± 0.338 11.029± 0.802± 1.831 10.676± 0.583± 0.421
0.075–0.100 6.548± 0.676± 0.558 6.442± 0.669± 0.470 6.186± 0.473± 0.388
0.100–0.125 5.168± 0.681± 0.818 3.544± 0.475± 0.573 4.246± 0.393± 0.873
0.125–0.150 2.900± 0.497± 0.436 3.117± 0.479± 1.599 2.485± 0.312± 0.325
0.150–0.175 2.101± 0.402± 0.495 1.703± 0.403± 0.202 1.445± 0.224± 0.247
0.175–0.200 1.856± 0.346± 0.134 0.692± 0.283± 0.544 1.175± 0.234± 0.697
0.200–0.225 0.636± 0.223± 0.242 0.751± 0.240± 0.233 0.669± 0.156± 0.159
0.225–0.300 0.166± 0.080± 0.086 0.137± 0.057± 0.061 0.167± 0.040± 0.048
First moment 0.0896± 0.0021± 0.0018 0.0800± 0.0020± 0.0034 0.0806± 0.0014± 0.0060
Second moment 0.0104± 0.0005± 0.0005 0.0086± 0.0005± 0.0006 0.0088± 0.0003± 0.0013
The ﬁrst uncertainty is statistical, the second systematic.
P. Achard et al. / Physics Reports 399 (2004) 71–174 123
Table 43
Differential distribution for wide jet broadening at √s = 75.7, 82.3 and 85.1GeV
BW 1 · ddBW
At √s = 75.7GeV At √s = 82.3GeV At √s = 85.1GeV
0.000–0.030 2.299± 0.153± 1.123 2.628± 0.204± 1.255 3.260± 0.274± 1.577
0.030–0.050 16.308± 0.576± 0.614 15.538± 0.645± 0.746 15.441± 0.763± 1.344
0.050–0.075 9.129± 0.384± 0.455 9.862± 0.472± 0.655 10.235± 0.602± 0.556
0.075–0.100 5.427± 0.326± 0.847 4.651± 0.372± 1.406 3.917± 0.446± 1.180
0.100–0.125 3.611± 0.273± 0.275 3.800± 0.337± 0.769 3.173± 0.396± 0.476
0.125–0.150 2.499± 0.222± 0.240 2.442± 0.288± 0.277 2.226± 0.303± 0.315
0.150–0.175 1.297± 0.189± 0.238 1.500± 0.210± 0.250 1.775± 0.273± 0.369
0.175–0.200 1.320± 0.176± 0.248 0.883± 0.186± 0.078 1.205± 0.248± 0.234
0.200–0.225 0.449± 0.114± 0.179 1.026± 0.237± 0.203 0.686± 0.187± 0.213
0.225–0.300 0.154± 0.033± 0.021 0.084± 0.032± 0.038 0.173± 0.059± 0.057
First moment 0.0758± 0.0011± 0.0046 0.0756± 0.0014± 0.0051 0.0749± 0.0017± 0.0092
Second moment 0.0081± 0.0003± 0.0008 0.0081± 0.0003± 0.0008 0.0082± 0.0004± 0.0018
The ﬁrst uncertainty is statistical, the second systematic.
Table 44
Differential distribution for wide jet broadening at √s = 130.1, 136.1 and 161.3GeV
BW 1 · ddBW
At √s = 130.1GeV At √s = 136.1GeV At √s = 161.3GeV
0.000–0.015 0.157± 0.126± 0.053 0.235± 0.257± 0.077 2.601± 0.768± 0.708
0.015–0.030 12.915± 1.493± 0.732 14.660± 1.837± 1.348 16.194± 2.091± 0.795
0.030–0.045 14.268± 1.332± 0.963 15.618± 1.646± 0.640 10.741± 1.481± 0.779
0.045–0.060 10.861± 1.164± 0.876 8.923± 1.262± 0.465 10.016± 1.327± 0.223
0.060–0.075 6.320± 0.921± 0.272 5.144± 0.951± 0.977 5.587± 0.992± 0.551
0.075–0.090 5.646± 0.851± 0.436 5.510± 0.990± 0.430 4.394± 0.878± 0.277
0.090–0.105 4.097± 0.714± 0.153 3.752± 0.833± 0.161 4.149± 0.862± 0.249
0.105–0.120 3.866± 0.683± 0.530 2.436± 0.631± 0.348 3.511± 0.795± 0.310
0.120–0.135 2.078± 0.483± 0.210 2.427± 0.635± 0.074 2.089± 0.608± 0.197
0.135–0.150 1.974± 0.453± 0.287 1.802± 0.532± 0.192 2.024± 0.585± 0.070
0.150–0.165 1.160± 0.337± 0.076 1.292± 0.394± 0.348 1.162± 0.486± 0.421
0.165–0.180 0.647± 0.235± 0.054 1.660± 0.502± 0.265 0.779± 0.402± 0.044
0.180–0.195 0.802± 0.261± 0.059 1.177± 0.358± 0.188 1.449± 0.507± 0.043
0.195–0.210 0.877± 0.246± 0.108 0.656± 0.258± 0.052 0.800± 0.347± 0.169
0.210–0.225 0.230± 0.126± 0.001 0.587± 0.229± 0.011 0.581± 0.279± 0.042
0.225–0.240 0.514± 0.200± 0.124 0.259± 0.150± 0.100 0.092± 0.128± 0.008
0.240–0.255 0.197± 0.123± 0.048 0.144± 0.102± 0.056 0.114± 0.121± 0.041
0.255–0.270 0.057± 0.058± 0.008 0.170± 0.136± 0.075 0.053± 0.086± 0.002
0.270–0.285 0.000± 0.000± 0.000 0.072± 0.072± 0.041 0.330± 0.172± 0.155
0.285–0.300 0.000± 0.000± 0.000 0.144± 0.144± 0.098 0.000± 0.000± 0.000
First moment 0.0681± 0.019± 0.006 0.0699± 0.0024± 0.0007 0.0666± 0.0027± 0.0010
Second moment 0.0069± 0.0004± 0.0001 0.0076± 0.0005± 0.0002 0.0070± 0.0005± 0.0002
The ﬁrst uncertainty is statistical, the second systematic.
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Table 45
Differential distribution for wide jet broadening at √s = 172.3, 182.8 and 188.6GeV
BW 1 · ddBW
At √s = 172.3GeV At √s = 182.8GeV At √s = 188.6GeV
0.000–0.015 2.337± 0.943± 0.433 1.727± 0.262± 1.415 2.170± 0.244± 0.237
0.015–0.030 15.587± 2.244± 1.365 16.496± 0.966± 0.402 15.348± 0.587± 0.353
0.030–0.045 11.428± 1.577± 0.771 12.573± 0.814± 0.592 12.889± 0.515± 0.440
0.045–0.060 8.594± 1.426± 0.877 8.528± 0.663± 0.295 8.460± 0.384± 0.198
0.060–0.075 8.232± 1.376± 0.656 6.961± 0.612± 0.839 6.632± 0.343± 0.322
0.075–0.090 4.833± 1.082± 0.614 4.354± 0.487± 0.238 4.898± 0.300± 0.149
0.090–0.105 3.079± 0.878± 0.046 3.945± 0.467± 0.254 3.648± 0.271± 0.184
0.105–0.120 2.021± 0.738± 0.457 3.230± 0.424± 0.332 2.908± 0.239± 0.137
0.120–0.135 1.842± 0.698± 0.236 1.965± 0.340± 0.133 1.899± 0.200± 0.071
0.135–0.150 2.506± 0.805± 0.508 1.745± 0.327± 0.150 1.786± 0.196± 0.072
0.150–0.165 2.968± 0.867± 0.767 1.325± 0.294± 0.294 1.793± 0.209± 0.122
0.165–0.180 0.748± 0.501± 0.464 1.225± 0.273± 0.136 1.156± 0.158± 0.072
0.180–0.195 1.099± 0.512± 0.308 0.873± 0.244± 0.047 0.951± 0.145± 0.143
0.195–0.210 0.909± 0.459± 0.246 0.584± 0.185± 0.136 0.872± 0.135± 0.062
0.210–0.225 0.079± 0.203± 0.001 0.211± 0.128± 0.015 0.375± 0.097± 0.022
0.225–0.240 0.000± 0.000± 0.000 0.182± 0.116± 0.128 0.253± 0.089± 0.108
0.240–0.255 0.331± 0.241± 0.052 0.568± 0.155± 0.064 0.335± 0.087± 0.055
0.255–0.270 0.075± 0.113± 0.034 0.045± 0.068± 0.089 0.110± 0.050± 0.082
0.270–0.285 0.000± 0.000± 0.000 0.089± 0.055± 0.021 0.060± 0.030± 0.003
0.285–0.300 0.000± 0.000± 0.000 0.039± 0.035± 0.039 0.125± 0.050± 0.035
First moment 0.0664± 0.0031± 0.0023 0.0654± 0.0015± 0.0010 0.0669± 0.0009± 0.0010
Second moment 0.0068± 0.0006± 0.0005 0.0067± 0.0003± 0.0002 0.0071± 0.0002± 0.0002
The ﬁrst uncertainty is statistical, the second systematic.
Table 46
Differential distribution for wide jet broadening at √s = 194.4, 200.2 and 206.2GeV
BW 1 · ddBW
At √s = 194.4GeV At √s = 200.2GeV At √s = 206.2GeV
0.000–0.015 2.446± 0.261± 0.243 3.055± 0.310± 0.216 2.690± 0.226± 0.302
0.015–0.030 15.023± 0.740± 0.609 14.545± 0.722± 0.506 14.846± 0.576± 0.679
0.030–0.045 12.061± 0.612± 0.394 12.038± 0.617± 0.392 11.911± 0.476± 0.200
0.045–0.060 9.734± 0.555± 0.363 8.410± 0.525± 0.354 8.842± 0.420± 0.256
0.060–0.075 6.486± 0.479± 0.350 6.472± 0.474± 0.398 6.541± 0.373± 0.340
0.075–0.090 4.938± 0.429± 0.287 5.464± 0.438± 0.217 5.080± 0.329± 0.215
0.090–0.105 3.758± 0.389± 0.329 3.203± 0.345± 0.267 3.618± 0.291± 0.145
0.105–0.120 3.145± 0.370± 0.233 3.097± 0.345± 0.311 3.343± 0.282± 0.124
0.120–0.135 2.200± 0.318± 0.282 2.536± 0.327± 0.155 2.171± 0.240± 0.115
0.135–0.150 1.734± 0.289± 0.076 2.702± 0.334± 0.255 2.000± 0.234± 0.093
0.150–0.165 1.585± 0.285± 0.186 1.326± 0.259± 0.262 1.376± 0.201± 0.326
0.165–0.180 0.736± 0.206± 0.130 1.051± 0.241± 0.192 0.842± 0.174± 0.091
0.180–0.195 0.958± 0.211± 0.206 0.925± 0.208± 0.148 0.800± 0.188± 0.118
0.195–0.210 0.576± 0.192± 0.230 0.032± 0.009± 0.089 0.944± 0.173± 0.098
0.210–0.225 0.620± 0.176± 0.112 0.595± 0.189± 0.089 0.723± 0.163± 0.154
0.225–0.240 0.537± 0.153± 0.218 0.775± 0.188± 0.140 0.384± 0.141± 0.124
0.240–0.255 0.000± 0.000± 0.000 0.207± 0.121± 0.092 0.260± 0.107± 0.016
0.255–0.270 0.073± 0.068± 0.075 0.199± 0.108± 0.071 0.247± 0.082± 0.073
0.270–0.285 0.057± 0.043± 0.033 0.027± 0.038± 0.006 0.019± 0.032± 0.028
0.285–0.300 0.000± 0.000± 0.000 0.009± 0.023± 0.001 0.030± 0.026± 0.023
First moment 0.0663± 0.0014± 0.0016 0.0688± 0.0013± 0.0016 0.0682± 0.0011± 0.0009
Second moment 0.0069± 0.0003± 0.0003 0.0075± 0.0003± 0.0003 0.0074± 0.0003± 0.0001
The ﬁrst uncertainty is statistical, the second systematic.
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Table 47
Differential distribution for C-parameter at √s = 130.1, 136.1 and 161.3GeV
C 1 · ddC
At √s = 130.1GeV At √s = 136.1GeV At √s = 161.3GeV
0.000–0.050 0.632± 0.166± 0.176 0.637± 0.282± 0.197 2.593± 0.480± 0.143
0.050–0.100 4.864± 0.497± 0.412 5.005± 0.591± 0.212 5.547± 0.664± 0.335
0.100–0.150 3.906± 0.392± 0.128 3.858± 0.459± 0.291 2.821± 0.408± 0.277
0.150–0.200 2.657± 0.315± 0.153 3.039± 0.394± 0.283 1.867± 0.299± 0.085
0.200–0.250 1.554± 0.242± 0.104 1.056± 0.239± 0.059 1.112± 0.227± 0.035
0.250–0.300 1.481± 0.239± 0.088 1.202± 0.256± 0.079 1.046± 0.225± 0.084
0.300–0.350 0.901± 0.178± 0.090 0.721± 0.199± 0.084 0.923± 0.210± 0.079
0.350–0.400 0.604± 0.140± 0.079 0.641± 0.181± 0.033 1.038± 0.221± 0.066
0.400–0.450 1.040± 0.192± 0.144 0.839± 0.206± 0.027 0.572± 0.167± 0.025
0.450–0.500 0.530± 0.128± 0.011 0.446± 0.147± 0.026 0.562± 0.160± 0.058
0.500–0.550 0.461± 0.118± 0.012 0.505± 0.155± 0.091 0.466± 0.147± 0.025
0.550–0.600 0.334± 0.097± 0.061 0.497± 0.144± 0.084 0.256± 0.118± 0.036
0.600–0.650 0.180± 0.071± 0.029 0.418± 0.137± 0.109 0.480± 0.145± 0.014
0.650–0.700 0.261± 0.076± 0.014 0.452± 0.122± 0.016 0.352± 0.122± 0.037
0.700–0.750 0.313± 0.086± 0.033 0.241± 0.087± 0.004 0.148± 0.080± 0.021
0.750–0.800 0.147± 0.062± 0.039 0.169± 0.071± 0.045 0.191± 0.089± 0.043
0.800–0.850 0.053± 0.038± 0.001 0.095± 0.062± 0.041 0.024± 0.054± 0.007
0.850–0.900 0.040± 0.029± 0.010 0.157± 0.066± 0.061 0.003± 0.032± 0.003
0.900–0.950 0.000± 0.000± 0.000 0.022± 0.022± 0.016 0.000± 0.000± 0.000
0.950–1.000 0.040± 0.040± 0.023 0.000± 0.000± 0.000 0.000± 0.000± 0.000
First moment 0.2277± 0.0072± 0.0053 0.2357± 0.0089± 0.0039 0.2052± 0.0098± 0.0028
Second moment 0.0848± 0.0050± 0.0027 0.0938± 0.0064± 0.0018 0.0757± 0.0064± 0.0019
The ﬁrst uncertainty is statistical, the second systematic.
Table 48
Differential distribution for C-parameter at √s = 172.3, 182.8 and 188.6GeV
C 1 · ddC
At √s = 172.3GeV At √s = 182.8GeV At √s = 188.6GeV
0.000–0.050 2.733± 0.577± 0.389 1.563± 0.154± 0.525 1.916± 0.123± 0.101
0.050–0.100 4.694± 0.675± 0.351 5.526± 0.302± 0.160 4.844± 0.182± 0.142
0.100–0.150 2.475± 0.408± 0.412 3.047± 0.220± 0.147 3.358± 0.139± 0.076
0.150–0.200 2.200± 0.355± 0.134 2.202± 0.185± 0.251 2.016± 0.102± 0.063
0.200–0.250 1.665± 0.320± 0.207 1.469± 0.151± 0.072 1.557± 0.090± 0.038
0.250–0.300 0.991± 0.250± 0.056 1.274± 0.140± 0.107 1.268± 0.082± 0.041
0.300–0.350 0.897± 0.238± 0.155 1.049± 0.131± 0.098 1.073± 0.077± 0.058
0.350–0.400 0.784± 0.229± 0.144 0.624± 0.100± 0.026 0.794± 0.066± 0.019
0.400–0.450 0.446± 0.178± 0.067 0.730± 0.108± 0.074 0.563± 0.056± 0.018
0.450–0.500 0.599± 0.202± 0.078 0.607± 0.098± 0.047 0.522± 0.055± 0.012
0.500–0.550 0.563± 0.194± 0.112 0.377± 0.080± 0.066 0.553± 0.056± 0.054
0.550–0.600 0.166± 0.131± 0.019 0.400± 0.085± 0.006 0.387± 0.048± 0.027
0.600–0.650 0.475± 0.170± 0.056 0.241± 0.068± 0.092 0.401± 0.048± 0.033
0.650–0.700 0.169± 0.117± 0.066 0.225± 0.061± 0.007 0.330± 0.046± 0.047
0.700–0.750 0.060± 0.087± 0.028 0.333± 0.078± 0.042 0.254± 0.049± 0.044
0.750–0.800 0.344± 0.170± 0.131 0.231± 0.099± 0.038 0.111± 0.065± 0.031
0.800–0.850 0.533± 0.291± 0.246 0.039± 0.072± 0.001 0.030± 0.044± 0.044
0.850–0.900 0.086± 0.130± 0.070 0.064± 0.059± 0.065 0.024± 0.030± 0.050
0.900–0.950 0.123± 0.130± 0.068 0.000± 0.000± 0.000 0.000± 0.000± 0.000
0.950–1.000 0.000± 0.000± 0.000 0.000± 0.000± 0.000 0.002± 0.003± 0.001
First moment 0.2281± 0.0159± 0.0033 0.2157± 0.0063± 0.0073 0.2160± 0.0040± 0.0041
Second moment 0.0979± 0.0133± 0.0029 0.0804± 0.0051± 0.0032 0.0795± 0.0032± 0.0038
The ﬁrst uncertainty is statistical, the second systematic.
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Table 49
Differential distribution for C-parameter at √s = 194.4, 200.2 and 206.2GeV
C 1 · ddC
At √s = 194.4GeV At √s = 200.2GeV At √s = 206.2GeV
0.000–0.050 1.858± 0.135± 0.073 2.208± 0.152± 0.105 2.178± 0.117± 0.121
0.050–0.100 5.000± 0.231± 0.163 4.622± 0.219± 0.135 4.801± 0.174± 0.130
0.100–0.150 3.191± 0.170± 0.109 2.911± 0.166± 0.047 2.831± 0.128± 0.046
0.150–0.200 2.004± 0.139± 0.067 2.069± 0.140± 0.068 2.178± 0.112± 0.134
0.200–0.250 1.657± 0.128± 0.053 1.690± 0.130± 0.092 1.636± 0.098± 0.065
0.250–0.300 1.339± 0.123± 0.095 1.093± 0.108± 0.075 1.217± 0.086± 0.052
0.300–0.350 0.954± 0.102± 0.102 0.943± 0.099± 0.084 0.934± 0.077± 0.022
0.350–0.400 0.871± 0.099± 0.047 0.865± 0.097± 0.050 0.845± 0.074± 0.030
0.400–0.450 0.624± 0.088± 0.048 0.650± 0.084± 0.070 0.687± 0.068± 0.063
0.450–0.500 0.675± 0.096± 0.072 0.632± 0.083± 0.066 0.483± 0.060± 0.034
0.500–0.550 0.351± 0.069± 0.036 0.609± 0.087± 0.068 0.475± 0.061± 0.055
0.550–0.600 0.326± 0.066± 0.034 0.460± 0.079± 0.038 0.452± 0.059± 0.034
0.600–0.650 0.287± 0.068± 0.040 0.308± 0.069± 0.026 0.445± 0.060± 0.060
0.650–0.700 0.407± 0.072± 0.031 0.323± 0.072± 0.040 0.352± 0.065± 0.025
0.700–0.750 0.369± 0.108± 0.072 0.448± 0.105± 0.095 0.285± 0.083± 0.056
0.750–0.800 0.036± 0.056± 0.004 0.163± 0.113± 0.119 0.152± 0.091± 0.051
0.800–0.850 0.030± 0.032± 0.018 0.000± 0.000± 0.000 0.050± 0.039± 0.113
0.850–0.900 0.018± 0.034± 0.011 0.000± 0.000± 0.000 0.000± 0.000± 0.000
0.900–0.950 0.004± 0.013± 0.003 0.000± 0.000± 0.000 0.000± 0.000± 0.000
0.950–1.000 0.000± 0.000± 0.000 0.005± 0.007± 0.008 0.000± 0.000± 0.000
First moment 0.2158± 0.0058± 0.0039 0.2244± 0.0059± 0.0068 0.2195± 0.0049± 0.0035
Second moment 0.0778± 0.0045± 0.0025 0.0864± 0.0049± 0.0048 0.0828± 0.0040± 0.0033
The ﬁrst uncertainty is statistical, the second systematic.
Table 50
Differential distribution for D-parameter at √s = 130.1, 136.1 and 161.3GeV
D 1 · ddD
At √s = 130.1GeV At √s = 136.1GeV At √s = 161.3GeV
0.000–0.016 32.260± 2.111± 1.450 33.049± 2.488± 1.294 36.816± 2.836± 0.746
0.016–0.032 10.027± 1.099± 0.838 10.402± 1.287± 0.562 6.917± 1.016± 0.324
0.032–0.048 5.896± 0.823± 0.158 4.132± 0.828± 0.220 4.376± 0.799± 0.480
0.048–0.064 3.080± 0.559± 0.198 3.099± 0.675± 0.110 4.035± 0.753± 0.151
0.064–0.080 2.224± 0.461± 0.109 1.323± 0.443± 0.088 3.172± 0.652± 0.351
0.080–0.096 1.449± 0.366± 0.093 1.266± 0.467± 0.098 1.368± 0.443± 0.062
0.096–0.112 1.330± 0.371± 0.239 1.077± 0.388± 0.010 1.078± 0.392± 0.278
0.112–0.128 1.443± 0.375± 0.269 1.308± 0.418± 0.118 0.572± 0.300± 0.048
0.128–0.144 0.531± 0.233± 0.145 0.726± 0.346± 0.141 0.567± 0.293± 0.038
0.144–0.160 0.842± 0.311± 0.222 0.271± 0.202± 0.041 0.918± 0.349± 0.121
0.160–0.176 1.038± 0.343± 0.197 0.217± 0.153± 0.011 0.200± 0.183± 0.012
0.176–0.192 0.397± 0.175± 0.018 0.278± 0.197± 0.002 0.340± 0.237± 0.112
0.192–0.208 0.276± 0.163± 0.001 0.000± 0.000± 0.000 0.000± 0.000± 0.000
0.208–0.224 0.070± 0.070± 0.028 0.358± 0.231± 0.094 0.263± 0.214± 0.063
0.224–0.240 0.080± 0.080± 0.001 0.648± 0.291± 0.057 0.355± 0.227± 0.206
0.240–0.256 0.396± 0.183± 0.029 1.048± 0.389± 0.326 0.130± 0.168± 0.011
0.256–0.272 0.207± 0.147± 0.053 0.087± 0.087± 0.001 0.169± 0.182± 0.087
0.272–0.288 0.165± 0.117± 0.094 0.487± 0.253± 0.077 0.150± 0.162± 0.008
0.288–0.304 0.000± 0.000± 0.000 0.249± 0.181± 0.048 0.000± 0.000± 0.000
0.304–0.320 0.155± 0.116± 0.068 0.000± 0.000± 0.000 0.171± 0.172± 0.008
0.320–0.336 0.000± 0.000± 0.000 0.214± 0.163± 0.117 0.000± 0.000± 0.000
0.336–0.352 0.135± 0.096± 0.069 0.000± 0.000± 0.000 0.000± 0.000± 0.000
0.352–0.368 0.000± 0.000± 0.000 0.477± 0.337± 0.187 0.319± 0.215± 0.188
0.368–0.384 0.188± 0.134± 0.121 0.000± 0.000± 0.000 0.000± 0.000± 0.000
0.384–0.400 0.000± 0.000± 0.000 0.229± 0.229± 0.106 0.000± 0.000± 0.000
First moment 0.0404± 0.0024± 0.0007 0.0566± 0.0052± 0.0017 0.0390± 0.0038± 0.0009
Second moment 0.0051± 0.0016± 0.0001 0.0138± 0.0025± 0.0006 0.0066± 0.0017± 0.0002
The ﬁrst uncertainty is statistical, the second systematic.
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Table 51
Differential distribution for D-parameter at √s = 172.3, 182.8 and 188.6GeV
D 1 · ddD
At √s = 172.3GeV At √s = 182.8GeV At √s = 188.6GeV
0.000–0.016 32.580± 2.939± 1.329 33.692± 1.281± 1.815 34.263± 0.826± 0.524
0.016–0.032 8.480± 1.241± 0.554 9.029± 0.643± 0.532 8.535± 0.361± 0.229
0.032–0.048 4.472± 0.894± 0.151 5.082± 0.476± 0.390 5.421± 0.286± 0.105
0.048–0.064 3.290± 0.781± 0.075 3.314± 0.391± 0.301 3.062± 0.219± 0.179
0.064–0.080 0.910± 0.429± 0.013 2.181± 0.328± 0.094 2.086± 0.191± 0.161
0.080–0.096 2.109± 0.625± 0.437 1.622± 0.293± 0.250 1.662± 0.173± 0.124
0.096–0.112 1.199± 0.473± 0.156 1.212± 0.266± 0.253 1.337± 0.168± 0.083
0.112–0.128 0.448± 0.345± 0.208 0.720± 0.217± 0.020 1.203± 0.168± 0.195
0.128–0.144 0.453± 0.341± 0.271 1.090± 0.266± 0.029 0.851± 0.149± 0.062
0.144–0.160 1.296± 0.539± 0.316 0.370± 0.184± 0.024 0.405± 0.120± 0.005
0.160–0.176 0.171± 0.257± 0.003 0.999± 0.259± 0.191 0.721± 0.144± 0.128
0.176–0.192 0.207± 0.271± 0.198 0.239± 0.172± 0.111 0.643± 0.149± 0.189
0.192–0.208 0.605± 0.394± 0.075 0.082± 0.147± 0.001 0.359± 0.120± 0.064
0.208–0.224 0.290± 0.336± 0.082 0.243± 0.171± 0.226 0.352± 0.117± 0.056
0.224–0.240 0.055± 0.186± 0.105 0.088± 0.155± 0.116 0.132± 0.105± 0.135
0.240–0.256 0.495± 0.366± 0.216 0.311± 0.188± 0.084 0.012± 0.070± 0.124
0.256–0.272 0.273± 0.289± 0.122 0.146± 0.176± 0.061 0.341± 0.137± 0.143
0.272–0.288 0.124± 0.274± 0.191 0.237± 0.183± 0.068 0.104± 0.089± 0.008
0.288–0.304 0.127± 0.238± 0.002 0.165± 0.163± 0.234 0.028± 0.089± 0.019
0.304–0.320 0.765± 0.516± 0.139 0.006± 0.119± 0.000 0.204± 0.113± 0.002
0.320–0.336 0.000± 0.000± 0.000 0.035± 0.122± 0.039 0.101± 0.094± 0.049
0.336–0.352 0.000± 0.000± 0.000 0.031± 0.129± 0.036 0.000± 0.000± 0.000
0.352–0.368 0.000± 0.000± 0.000 0.604± 0.258± 0.161 0.000± 0.000± 0.000
0.368–0.384 0.000± 0.000± 0.000 0.000± 0.000± 0.000 0.240± 0.109± 0.080
0.384–0.400 0.318± 0.406± 0.115 0.168± 0.158± 0.100 0.066± 0.077± 0.013
First moment 0.0752± 0.0119± 0.0075 0.0457± 0.0037± 0.0059 0.0415± 0.0020± 0.0028
Second moment 0.0277± 0.0072± 0.0014 0.0089± 0.0018± 0.0035 0.0067± 0.0009± 0.0017
The ﬁrst uncertainty is statistical, the second systematic.
Table 52
Differential distribution for D-parameter at √s = 194.4, 200.2 and 206.2GeV
D 1 · ddD
At √s = 194.4GeV At √s = 200.2GeV At √s = 206.2GeV
0.000–0.016 34.894± 1.033± 0.772 33.486± 1.015± 0.586 33.974± 0.795± 0.595
0.016–0.032 9.195± 0.517± 0.296 9.230± 0.510± 0.537 8.981± 0.387± 0.218
0.032–0.048 4.744± 0.377± 0.218 4.744± 0.417± 0.340 4.963± 0.293± 0.128
0.048–0.064 3.568± 0.341± 0.159 3.175± 0.319± 0.137 2.969± 0.241± 0.132
0.064–0.080 1.975± 0.284± 0.198 2.321± 0.288± 0.147 2.618± 0.239± 0.096
0.080–0.096 1.683± 0.274± 0.327 2.172± 0.281± 0.108 1.530± 0.210± 0.130
0.096–0.112 1.633± 0.295± 0.228 1.350± 0.257± 0.120 1.647± 0.221± 0.137
0.112–0.128 1.086± 0.255± 0.099 0.860± 0.261± 0.362 0.923± 0.179± 0.107
0.128–0.144 0.961± 0.254± 0.181 0.742± 0.222± 0.152 1.093± 0.206± 0.154
0.144–0.160 0.469± 0.215± 0.232 0.855± 0.244± 0.175 0.526± 0.172± 0.091
0.160–0.176 0.437± 0.231± 0.175 0.712± 0.224± 0.145 0.499± 0.170± 0.088
0.176–0.192 0.295± 0.208± 0.123 0.855± 0.273± 0.138 0.667± 0.189± 0.145
0.192–0.208 0.171± 0.167± 0.057 0.418± 0.204± 0.146 0.234± 0.156± 0.080
0.208–0.224 0.288± 0.183± 0.071 0.308± 0.215± 0.101 0.547± 0.187± 0.163
0.224–0.240 0.418± 0.206± 0.125 0.215± 0.169± 0.141 0.337± 0.167± 0.085
0.240–0.256 0.045± 0.134± 0.212 0.461± 0.221± 0.170 0.301± 0.157± 0.137
0.256–0.272 0.266± 0.171± 0.109 0.018± 0.025± 0.188 0.000± 0.000± 0.000
0.272–0.288 0.000± 0.000± 0.000 0.000± 0.000± 0.000 0.057± 0.128± 0.103
0.288–0.304 0.000± 0.000± 0.000 0.098± 0.144± 0.032 0.045± 0.108± 0.044
0.304–0.320 0.036± 0.104± 0.026 0.000± 0.000± 0.000 0.124± 0.117± 0.078
0.320–0.336 0.022± 0.060± 0.059 0.149± 0.147± 0.102 0.148± 0.115± 0.100
0.336–0.352 0.074± 0.103± 0.024 0.054± 0.112± 0.113 0.018± 0.017± 0.059
0.352–0.368 0.000± 0.000± 0.000 0.048± 0.075± 0.038 0.000± 0.000± 0.000
0.368–0.384 0.000± 0.000± 0.000 0.025± 0.093± 0.010 0.000± 0.000± 0.000
0.384–0.400 0.039± 0.046± 0.086 0.000± 0.000± 0.000 0.000± 0.000± 0.000
First moment 0.0387± 0.0023± 0.0047 0.0435± 0.0028± 0.0037 0.0429± 0.0029± 0.0033
Second moment 0.0056± 0.0010± 0.0016 0.0064± 0.0010± 0.0021 0.0064± 0.0012± 0.0020
The ﬁrst uncertainty is statistical, the second systematic.
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Table 53
Differential distribution for event thrust at √s = 91.2GeV for udsc and b events
T 1 · ddT (udsc) 1 · ddT (b)
0.575–0.600 0.001± 0.000± 0.000 0.001± 0.000± 0.001
0.600–0.625 0.008± 0.000± 0.002 0.005± 0.001± 0.001
0.625–0.650 0.025± 0.001± 0.001 0.034± 0.002± 0.002
0.650–0.675 0.085± 0.002± 0.007 0.089± 0.004± 0.008
0.675–0.700 0.155± 0.003± 0.003 0.166± 0.007± 0.006
0.700–0.725 0.237± 0.003± 0.005 0.250± 0.008± 0.011
0.725–0.750 0.339± 0.004± 0.006 0.342± 0.009± 0.010
0.750–0.775 0.477± 0.005± 0.011 0.488± 0.011± 0.012
0.775–0.800 0.627± 0.005± 0.013 0.643± 0.013± 0.015
0.800–0.825 0.838± 0.006± 0.014 0.859± 0.014± 0.018
0.825–0.850 1.169± 0.008± 0.020 1.195± 0.017± 0.026
0.850–0.875 1.598± 0.009± 0.042 1.737± 0.020± 0.046
0.875–0.900 2.329± 0.010± 0.038 2.442± 0.022± 0.049
0.900–0.925 3.614± 0.012± 0.059 3.855± 0.025± 0.081
0.925–0.950 6.186± 0.014± 0.101 6.564± 0.029± 0.131
0.950–0.975 12.801± 0.029± 0.210 13.475± 0.064± 0.268
0.975–1.000 9.513± 0.017± 0.156 7.855± 0.027± 0.186
First moment 0.93441± 0.00007± 0.00053 0.93174± 0.00014± 0.00077
Second moment 0.87680± 0.00013± 0.00106 0.87181± 0.00028± 0.00155
The ﬁrst uncertainty is statistical, the second systematic.
Table 54
Differential distribution for scaled heavy jet mass at √s = 91.2GeV for udsc and b events
H 1 · ddH (udsc)
1
 · ddH (b)
0.000–0.015 7.432± 0.014± 0.157 6.126± 0.021± 0.171
0.015–0.030 21.946± 0.052± 0.788 22.363± 0.108± 0.866
0.030–0.045 11.890± 0.028± 0.555 11.945± 0.055± 0.561
0.045–0.060 7.033± 0.023± 0.193 7.214± 0.048± 0.216
0.060–0.075 4.595± 0.020± 0.097 4.824± 0.042± 0.118
0.075–0.090 3.279± 0.017± 0.069 3.508± 0.039± 0.086
0.090–0.105 2.433± 0.015± 0.051 2.478± 0.033± 0.061
0.105–0.120 1.890± 0.013± 0.045 1.950± 0.030± 0.051
0.120–0.135 1.445± 0.012± 0.031 1.422± 0.025± 0.035
0.135–0.150 1.105± 0.010± 0.023 1.196± 0.024± 0.029
0.150–0.165 0.917± 0.009± 0.021 0.866± 0.020± 0.022
0.165–0.180 0.689± 0.008± 0.015 0.727± 0.018± 0.018
0.180–0.195 0.550± 0.007± 0.012 0.564± 0.017± 0.014
0.195–0.210 0.425± 0.006± 0.009 0.424± 0.014± 0.010
0.210–0.225 0.320± 0.005± 0.007 0.339± 0.013± 0.008
0.225–0.240 0.256± 0.005± 0.005 0.235± 0.010± 0.006
0.240–0.255 0.183± 0.004± 0.004 0.192± 0.009± 0.005
0.255–0.270 0.133± 0.003± 0.003 0.131± 0.007± 0.004
0.270–0.285 0.086± 0.003± 0.004 0.108± 0.007± 0.008
0.285–0.300 0.059± 0.002± 0.002 0.055± 0.004± 0.002
First moment 0.05160± 0.00005± 0.00035 0.05270± 0.00012± 0.00058
Second moment 0.00487± 0.00001± 0.00004 0.00499± 0.00002± 0.00008
The ﬁrst uncertainty is statistical, the second systematic.
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Table 55
Differential distribution for total jet broadening at √s = 91.2GeV for udsc and b events
BT 1 · ddBT (udsc)
1
 · ddBT (b)
0.000–0.020 0.003± 0.000± 0.014 0.000± 0.000± 0.000
0.020–0.040 1.588± 0.005± 0.811 0.009± 0.000± 0.001
0.040–0.060 10.151± 0.029± 0.533 3.093± 0.019± 0.175
0.060–0.080 9.728± 0.025± 0.511 13.369± 0.070± 0.508
0.080–0.100 7.282± 0.020± 0.383 9.338± 0.045± 0.209
0.100–0.120 5.438± 0.017± 0.286 6.565± 0.038± 0.147
0.120–0.140 4.060± 0.015± 0.213 4.616± 0.033± 0.103
0.140–0.160 3.033± 0.013± 0.159 3.445± 0.031± 0.077
0.160–0.180 2.313± 0.012± 0.121 2.624± 0.027± 0.059
0.180–0.200 1.778± 0.010± 0.093 2.012± 0.025± 0.045
0.200–0.220 1.396± 0.009± 0.073 1.511± 0.021± 0.034
0.220–0.240 1.046± 0.008± 0.055 1.104± 0.018± 0.025
0.240–0.260 0.812± 0.007± 0.043 0.831± 0.016± 0.023
0.260–0.280 0.580± 0.006± 0.031 0.659± 0.015± 0.018
0.280–0.300 0.413± 0.005± 0.022 0.415± 0.011± 0.016
0.300–0.320 0.233± 0.003± 0.012 0.248± 0.009± 0.013
0.320–0.340 0.105± 0.002± 0.005 0.126± 0.005± 0.008
0.340–0.360 0.034± 0.001± 0.006 0.033± 0.002± 0.005
0.360–0.380 0.009± 0.000± 0.002 0.003± 0.000± 0.002
0.380–0.400 0.000± 0.000± 0.000 0.001± 0.002± 0.001
First moment 0.10677± 0.00007± 0.00070 0.11614± 0.00014± 0.00088
Second moment 0.01502± 0.00002± 0.00016 0.01669± 0.00004± 0.00021
The ﬁrst uncertainty is statistical, the second systematic.
Table 56
Differential distribution for wide jet broadening at √s = 91.2GeV for udsc and b events
BW 1 · ddBW (udsc)
1
 · ddBW (b)
0.000–0.015 0.043± 0.000± 0.173 0.000± 0.000± 0.000
0.015–0.030 9.367± 0.028± 0.253 1.734± 0.009± 0.084
0.030–0.045 15.028± 0.040± 0.411 19.779± 0.107± 0.815
0.045–0.060 10.693± 0.027± 0.338 12.239± 0.057± 0.442
0.060–0.075 7.827± 0.024± 0.109 8.451± 0.047± 0.156
0.075–0.090 5.721± 0.021± 0.079 5.951± 0.044± 0.109
0.090–0.105 4.282± 0.018± 0.071 4.538± 0.040± 0.083
0.105–0.120 3.338± 0.016± 0.046 3.433± 0.036± 0.063
0.120–0.135 2.595± 0.014± 0.036 2.745± 0.033± 0.050
0.135–0.150 2.046± 0.013± 0.029 1.993± 0.028± 0.037
0.150–0.165 1.585± 0.011± 0.022 1.639± 0.026± 0.030
0.165–0.180 1.273± 0.011± 0.018 1.278± 0.023± 0.023
0.180–0.195 0.967± 0.009± 0.013 0.933± 0.019± 0.017
0.195–0.210 0.702± 0.007± 0.010 0.744± 0.018± 0.014
0.210–0.225 0.515± 0.007± 0.008 0.516± 0.014± 0.012
0.225–0.240 0.344± 0.005± 0.006 0.347± 0.012± 0.009
0.240–0.255 0.211± 0.004± 0.005 0.225± 0.009± 0.008
0.255–0.270 0.108± 0.003± 0.003 0.100± 0.005± 0.004
0.270–0.285 0.022± 0.001± 0.003 0.019± 0.001± 0.002
0.285–0.300 0.000± 0.000± 0.000 0.001± 0.000± 0.001
First moment 0.07235± 0.00005± 0.00033 0.07548± 0.00012± 0.00051
Second moment 0.00752± 0.00001± 0.00005 0.00781± 0.00002± 0.00009
The ﬁrst uncertainty is statistical, the second systematic.
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Table 57
Differential distribution dd for C-parameter at
√
s = 91.2GeV for udsc and b events
C 1 · ddC (udsc) 1 · ddC (b)
0.000–0.050 0.194± 0.000± 0.119 0.013± 0.000± 0.001
0.050–0.100 3.040± 0.009± 0.088 1.921± 0.012± 0.071
0.100–0.150 4.010± 0.011± 0.115 4.303± 0.024± 0.149
0.150–0.200 2.849± 0.008± 0.069 3.142± 0.016± 0.083
0.200–0.250 2.071± 0.007± 0.059 2.210± 0.013± 0.068
0.250–0.300 1.567± 0.006± 0.028 1.746± 0.013± 0.037
0.300–0.350 1.232± 0.005± 0.022 1.290± 0.011± 0.027
0.350–0.400 0.984± 0.005± 0.017 1.076± 0.011± 0.023
0.400–0.450 0.804± 0.004± 0.016 0.875± 0.010± 0.020
0.450–0.500 0.665± 0.004± 0.012 0.695± 0.009± 0.015
0.500–0.550 0.560± 0.004± 0.010 0.627± 0.009± 0.013
0.550–0.600 0.488± 0.003± 0.010 0.502± 0.008± 0.011
0.600–0.650 0.419± 0.003± 0.007 0.423± 0.007± 0.009
0.650–0.700 0.358± 0.003± 0.006 0.347± 0.006± 0.007
0.700–0.750 0.310± 0.003± 0.009 0.334± 0.007± 0.011
0.750–0.800 0.260± 0.003± 0.005 0.288± 0.007± 0.007
0.800–0.850 0.124± 0.002± 0.008 0.129± 0.004± 0.011
0.850–0.900 0.047± 0.001± 0.002 0.060± 0.002± 0.003
0.900–0.950 0.016± 0.001± 0.002 0.017± 0.001± 0.002
0.950–1.000 0.003± 0.000± 0.001 0.001± 0.000± 0.000
First moment 0.26110± 0.00021± 0.00197 0.27462± 0.00045± 0.00261
Second moment 0.10265± 0.00016± 0.00126 0.10905± 0.00036± 0.00170
The ﬁrst uncertainty is statistical, the second systematic.
Table 58
Differential distribution for D-parameter at √s = 91.2GeV for udsc and b events
D 1 · ddD (udsc) 1 · ddD (b)
0.000–0.032 17.574± 0.038± 0.324 16.133± 0.071± 0.331
0.032–0.064 5.154± 0.009± 0.095 5.432± 0.020± 0.111
0.064–0.096 2.622± 0.009± 0.048 2.858± 0.018± 0.059
0.096–0.128 1.620± 0.007± 0.030 1.816± 0.017± 0.037
0.128–0.160 1.111± 0.006± 0.025 1.307± 0.015± 0.032
0.160–0.192 0.785± 0.005± 0.019 0.944± 0.013± 0.025
0.192–0.224 0.563± 0.005± 0.017 0.698± 0.012± 0.024
0.224–0.256 0.425± 0.004± 0.013 0.504± 0.010± 0.017
0.256–0.288 0.322± 0.003± 0.009 0.368± 0.008± 0.011
0.288–0.320 0.241± 0.003± 0.008 0.273± 0.007± 0.007
0.320–0.352 0.184± 0.003± 0.006 0.227± 0.007± 0.006
0.352–0.384 0.150± 0.003± 0.007 0.160± 0.006± 0.006
0.384–0.416 0.111± 0.002± 0.005 0.116± 0.005± 0.005
0.416–0.448 0.087± 0.002± 0.006 0.082± 0.004± 0.006
0.448–0.480 0.068± 0.002± 0.002 0.077± 0.004± 0.004
0.480–0.512 0.057± 0.002± 0.002 0.060± 0.004± 0.003
0.512–0.544 0.044± 0.001± 0.001 0.049± 0.004± 0.003
0.544–0.576 0.035± 0.001± 0.002 0.033± 0.003± 0.002
0.576–0.608 0.027± 0.001± 0.001 0.030± 0.003± 0.002
0.608–0.640 0.019± 0.001± 0.001 0.017± 0.002± 0.001
0.640–0.672 0.017± 0.001± 0.001 0.023± 0.003± 0.001
0.672–0.704 0.012± 0.001± 0.000 0.018± 0.002± 0.000
0.704–0.736 0.011± 0.001± 0.001 0.012± 0.002± 0.002
0.736–0.768 0.008± 0.001± 0.001 0.005± 0.001± 0.001
0.768–0.800 0.003± 0.000± 0.001 0.007± 0.001± 0.003
First moment 0.06282± 0.00011± 0.00098 0.06899± 0.00025± 0.00117
Second moment 0.01167± 0.00005± 0.00030 0.01318± 0.00011± 0.00036
The ﬁrst uncertainty is statistical, the second systematic.










































































Fig. 15. (a)–(d) Thrust distributions at √s=91.2GeV for b, udsc, and all quark ﬂavours and the ratio b/udsc compared to several
QCD models.
contributions. The ﬁrst moment of an event-shape variable, y, is written as
〈y〉 = 〈ypert〉 + 〈ypow〉 , (34)
where the perturbative contribution 〈ypert〉 has been calculated [22] to O(2s ):
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Fig. 16. (a)–(d) Scaled heavy jet mass distributions at √s = 91.2GeV for b, udsc, and all quark ﬂavours and the ratio b/udsc
compared to several QCD models.
where Ay and By are coefﬁcients depending on the event-shape variable, y, which are obtained by
integrating [157] the O(2s ) matrix elements [23],  is the renormalisation scale (taken equal to
√
s), and
0 = (11Nc − 2Nf)/3, with Nc = 3 the number of colours and Nf the number of active ﬂavours. The
power correction term, for 1− T , H, and C, is given by
〈ypow〉 = cyFyP , (36)
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Fig. 17. (a)–(d) Total jet broadening distributions at √s = 91.2GeV for b, udsc, and all quark ﬂavours and the ratio b/udsc
compared to several QCD models.
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Fig. 18. (a)–(d) Wide jet broadening distributions at √s = 91.2GeV for b, udsc, and all quark ﬂavours and the ratio b/udsc
compared to several QCD models.
The parameter 0 is the average value of s in the non-perturbative region below an infrared matching
scale I (=2GeV); K = (67/18 − 	2/6)CA − 5Nf/9; and CF, CA are the SU(3) colour factors. The
so-called Milan factor,M, is 1.49 for Nf = 3 [21]. The shape-variable dependent coefﬁcients, Ay , By













6CF − 0.61371 (38)
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Fig. 19. (a)–(d) C-parameter distributions at √s = 91.2GeV for b, udsc, and all quark ﬂavours and the ratio b/udsc compared
to several QCD models.
Recently, the power law correction term has been calculated for the D-parameter [158]. Since AD = 0,
the leading-order term is second order. To obtain NLO accuracy, 〈ypert〉must be computed to third order.
This results in an additional term in Eq. (35): +2450(s/(2	))3.
We have carried out ﬁts to the ﬁrst moments of the six event-shape variables separately with s(mZ) and
0 as free parameters. The diagonal terms of the covariance matrix between the different energy points
are constructed by summing in quadrature the systematic and statistical uncertainties. The off-diagonal
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Fig. 20. (a)–(d) D-parameter distributions at √s = 91.2GeV for b, udsc, and all quark ﬂavours and the ratio b/udsc compared
to several QCD models.
terms are obtained from the common systematic uncertainties. The results of the ﬁts are summarised in
Table 60 and shown in Figs. 28 and 29.
The six values of 0 obtained from the event-shape variables do not agree well. The conﬁdence level
for the hypothesis that 0 is the same for all quantities is only about 3% when the systematic uncertainties
are treated as uncorrelated, 1% if only statistical uncertainties are used. In particular, the values of 0 for
D and BW differ by about 40% and 30% in opposite directions from the unweighted average of the six
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Fig. 21. (a)–(d) Thrust distributions at 〈√s〉 = 136.1, 188.6, 200.2 and 206.2GeV compared to several QCD models.
estimates of 0:
0 = 0.478 ± 0.054 ± 0.024 .
On the other hand, the six estimates of s are consistent with each other, yielding an unweighted average:
s(mZ)= 0.1126 ± 0.0045 ± 0.0039 .
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Fig. 22. (a)–(d) Scaled heavy jet mass distributions at 〈√s〉 = 136.1, 188.6, 200.2 and 206.2GeV compared to several QCD
models.
The ﬁrst uncertainty is the average of the statistical uncertainties of the measurements. To esti-
mate theoretical uncertainties the renormalisation scale  is varied between 0.5√s and 2.0√s re-
sulting in average variations of ±0.024 and ±0.0039 for 0 and s(mZ), respectively. A variation of
I in the range 1–3GeV gives an additional uncertainty on both 0 and s(mZ) of ±0.0010. These
two estimates of theoretical uncertainty are combined in quadrature and quoted as the second
uncertainty.
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Fig. 23. (a)–(d) Total jet broadening distributions at 〈√s〉=136.1, 188.6, 200.2 and 206.2GeV compared to several QCDmodels.
We have also measured the second moments of these shape variables which are also given in
Tables 27–58. The energy dependence of these moments has been analysed in terms of power law
corrections. It is expected [159–161] that
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Fig. 24. (a)–(d)Wide jet broadening distributions at 〈√s〉=136.1, 188.6, 200.2 and 206.2GeV compared to several QCDmodels.
The O(1/s) term is expected to be small for 1− T , H, C and D. This assumes that the non-perturbative
correction to the distributions causes only a shift in the distributions. Fits are performed to the second
moments. In the ﬁts, the O(1/s) term is parametrised as A2/s, and both 0 and s are ﬁxed to the values
obtained from the corresponding ﬁts to the ﬁrst moments. Fig. 30 shows the second moments compared
to these ﬁts. The contributions of the power term and the O(1/s) term are shown separately. The results
of the ﬁts are also given in Table 61. The contribution of the O(1/s) term is not negligible for 1− T and
C, contrary to the expectation. It is negative for H and BW. Further, the shape of the ﬁtted curve is
unphysical for BW, and the 2 of the BT ﬁt is unacceptably low.
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Fig. 25. (a)–(d) C-parameter distributions at 〈√s〉 = 136.1, 188.6, 200.2 and 206.2GeV compared to several QCD models.
Given the mildly discrepant values of 0 and these problems with the ﬁts to the second moments, one
can conclude that the power correction ansatz gives a good qualitative description, but that additional
terms will be needed to achieve a good quantitative description.
5.4. Determination of s from event-shape variables
The presently available QCD predictions in ﬁxed-order perturbation theory do not take into account
the effect of emission of more than two gluons. For variables like 1− T , BT, BW, H and C this leads to
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Fig. 26. (a)–(d) D-parameter distributions at 〈√s 〉 = 136.1, 188.6, 200.2 and 206.2GeV compared to several QCD models.
a poor description of the distributions in kinematic regions where multi-gluon emission becomes dom-
inant. It is possible to isolate the leading terms in every order of perturbation theory and to sum them
up in the form of an exponential series. These calculations have been carried out for the above variables
[24–29] to next-to-leading log order.







dy = C(s)(y, s)+D(s, y) (40)

























































Fig. 27. The ﬁrst moments of the six event-shape variables, 1 − T , H, BT, BW, C and D, as a function of the centre-of-mass
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Table 59
Shape-variable dependent coefﬁcients appearing in the equations for measurement of s using the power correction ansatz
[17–20,53,159–161]
y Ay By cy
1− T 2.103 40.78 2
H 2.103 22.77 1
BT 4.067 55.27 1
BW 4.067 −16.07 0.5
C 8.638 155.5 3	
D 0 60.40 195s()2	
Table 60
Determination of 0 and s(mZ) from ﬁts to the ﬁrst moments of the event-shape distributions together with 2/d.o.f. (see text)
y 0 s(mZ) 2/d.o.f.
1− T 0.518± 0.051± 0.030 0.1164± 0.0046± 0.0038 17.7/14
H 0.421± 0.034± 0.015 0.1051± 0.0047± 0.0021 13.4/14
BT 0.449± 0.039± 0.037 0.1163± 0.0032± 0.0027 8.9/14
BW 0.342± 0.078± 0.015 0.1169± 0.0039± 0.0015 13.9/14
C 0.457± 0.030± 0.026 0.1164± 0.0030± 0.0036 11.7/14
D 0.682± 0.094± 0.018 0.1046± 0.0078± 0.0096 24.3/14
avg. 0.478± 0.054± 0.024 0.1126± 0.0045± 0.0039
The ﬁrst uncertainty is statistical, the second systematic. The unweighted averages are also shown. The ﬁrst uncertainty is the












≡ exp[Lg1(sL)+ g2(sL)+ s g3(sL)+ · · ·] (44)






In the 2-jet region, y is small. Therefore, L and the corrections due to large powers of L are large.
In the ﬁxed-order calculations [22,23], one can write
R(y, s)= sA(y)+ 2sB(y)+ O(3s ) . (47)
Note that Ay and By of Eq. (35) are related to A(y) and B(y).




















Fig. 28. The values of s and 0 from ﬁts of the power correction ansatz to the ﬁrst moments of the six event-shape variables,
1 − T , H, BT, BW, C and D. The ellipses represent 39% two-dimensional conﬁdence intervals including both statistical and
systematic uncertainties. The bands represent unweighted averages of the s and 0 including both statistical and systematic
uncertainties.
The two approaches are summarised in Table 62. The ﬁrst two rows have been completely computed
in the ﬁxed-order calculations and the ﬁrst two columns are known to all orders in the recent resummed
calculations. In order to describe the data over a wide kinematic region, it is desirable to combine the
two sets of calculations, avoiding double-counting of the common parts. This leads to a number of
matching schemes [28]. The simplest one matches the two calculations at a given value of y and uses
a suitable damping function so that the resummed calculations contribute to the 2-jet region and the
ﬁxed-order calculations dominate in the multi-jet region. A preferable approach would be to combine
the two calculations and subtract the common terms of the two calculations. This is done by taking the
logarithm of the ﬁxed-order calculations and expanding it as a power series. Then the matching can be
done in ln R(y) (called the ‘ln R matching’ scheme).Alternatively, a similar procedure can be performed
in the function R(y) rather than in ln R(y). This procedure is called the ‘R-matching’ scheme. In a
variation of this scheme, the termG212sL is included in the term of the exponential and subtracted after
exponentiation. This method is called the ‘modiﬁed R-matching’ scheme.
One has to take care of the additional constraint coming from kinematics, namely that the cross sections
vanish beyond the kinematic limit
R(y = ymax)= 1 , (48)
dR
dy (y = ymax)= 0 . (49)




























































Fig. 29. The ﬁrst moments of the six event-shape variables, 1−T , H,BT,BW,C andD compared to the results of a ﬁt including
perturbative and power law contributions, Eq. (34).
These constraints are strictly obeyed in the ﬁxed-order calculations but they are not valid for the resummed
expansion. The ﬁrst constraint can be imposed by replacing R(y) by R(y)− R(ymax) for the resummed
calculations. Alternatively, L can be replaced in the resummed term by L′ = ln(y−1 − y−1max + 1) in the
ln R matching scheme to fulﬁl both conditions. This possibility is referred to as the ‘modiﬁed ln R’
matching scheme.
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Fig. 30. The secondmoments of the ﬁve event-shape variables, 1−T , H,BT,BW andC compared to the results of a ﬁt including
perturbative and power law contributions, Eq. (39). The parameters 0 and s ﬁxed to the values obtained by the corresponding
ﬁt to the ﬁrst moment.
An important improvement of the new QCD calculations with respect to the second-order formulae is
their ability to describe also the low-y region. One should note that the sub-leading terms not included
beyond next-to-leading logarithmic order are expected to be relatively small at low y.
The calculations for the distributions of the ﬁve variables are given in the form of analytical functions
f pert(y; s, s(), ) . (50)
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Table 61
Results of ﬁts of the power correction ansatz to the second moments of event-shape variables
y A2 (GeV2) 2/d.o.f. A2/s2〈ypert〉cyFyP
1− T 5.47± 0.17 13.9/15 0.78
H −0.47± 0.09 6.0/15 −0.18
BT 15.44± 0.52 32.9/15 −0.56
BW −10.05± 0.33 25.2/15 −1.32
C 11.51± 0.35 20.2/15 0.51
Also shown is the ratio at √s =mZ of the O(1/s) term to the lowest-order power correction term.
Table 62
Schematic representation of the ﬁxed-order expansion versus the logarithmic expansion of theoretical predictions to the event-
shape variables
Leading log Next-to-leading log Subleading
First order sL2 sL s
Second order 2sL3 2sL2 2sL 2s








The ﬁxed-order calculations include quark masses, while the resummed calculations assume massless
partons. To compare the analytical calculations with the experimental distributions, the effect of hadro-
nisation and decays must be taken into account using Monte Carlo programs. We use the parton shower
programs JETSET, ARIADNE and HERWIG with the tuned parameter values of Section 4.4. The perturbative
calculations for a variable y are convoluted with the probability pnon-pert(y; y′) to obtain the value y, after
fragmentation and decays, for a parton level value y′:
f (y)=
∫
f pert(y′) · pnon-pert(y; y′) dy′ . (51)
The resulting differential cross section f (y) is compared to the measurements. The correction for hadro-
nisation and decays changes the perturbative prediction by less than 5% for the event-shape variables
over a large kinematic range. However, the corrections increase to as much as 20% in the extreme 2-jet
region.
To determine s at each energy point, themeasured distributions are ﬁtted in the ranges given inTable 63
to the analytical predictions, using the modiﬁed ln Rmatching scheme after corrections for hadronisation
effects. Fig. 31 shows the experimental data together with the result of the QCD ﬁts for the ﬁve variables
at 〈√s 〉=200.2GeV. Reasonable ﬁts are obtained at all these energy points; the 2 per degree of freedom
are given in Table 63.
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Table 63
The ﬁt range used to determine s from event-shape variables at different centre-of-mass energies
〈√s 〉 (GeV) 1− T H BT BW C
41.4 Fit range 0.025–0.290 0.015–0.252 0.040–0.250 0.030–0.220 0.10–0.64
2/d.o.f. 12.7/9 8.6/10 6.4/6 8.4/5 14.7/8
55.3 Fit range 0.025–0.250 0.015–0.252 0.040–0.250 0.030–0.220 0.10–0.64
2/d.o.f. 7.3/8 4.7/10 4.1/6 1.2/5 25.4/8
65.4 Fit range 0.025–0.250 0.015–0.252 0.040–0.250 0.030–0.220 0.10–0.64
2/d.o.f. 7.6/8 18.2/10 2.3/6 0.9/5 22.8/8
75.7 Fit range 0.025–0.250 0.015–0.252 0.040–0.250 0.030–0.220 0.10–0.64
2/d.o.f. 1.8/8 6.0/10 4.1/6 4.1/5 16.8/8
82.3 Fit range 0.025–0.250 0.015–0.252 0.040–0.250 0.030–0.220 0.10–0.64
2/d.o.f. 3.0/8 34.4/10 0.6/6 1.4/5 15.9/8
85.1 Fit range 0.025–0.250 0.015–0.252 0.040–0.250 0.030–0.220 0.10–0.64
2/d.o.f. 2.9/8 9.2/10 6.4/6 2.4/5 8.2/8
91.2 Fit range 0.025–0.290 0.015–0.216 0.070–0.250 0.050–0.175 0.10–0.52
2/d.o.f. 6.0/9 20.1/9 1.2/7 5.8/7 16.3/8
130.1 Fit range 0.000–0.275 0.000–0.150 0.020–0.260 0.015–0.210 0.05–0.50
2/d.o.f. 6.8/10 7.9/9 5.7/11 11.9/12 6.1/8
136.1 Fit range 0.000–0.250 0.000–0.210 0.020–0.260 0.015–0.210 0.05–0.50
2/d.o.f. 9.4/9 8.9/13 6.0/11 4.9/12 11.2/9
161.3 Fit range 0.000–0.250 0.000–0.210 0.020–0.260 0.015–0.210 0.05–0.50
2/d.o.f. 8.3/9 4.9/13 6.7/12 5.3/12 4.8/8
172.3 Fit range 0.000–0.250 0.000–0.210 0.000–0.260 0.000–0.210 0.05–0.50
2/d.o.f. 2.4/9 6.2/13 5.5/12 7.2/13 2.6/8
182.8 Fitrange 0.000–0.300 0.000–0.210 0.000–0.260 0.000–0.210 0.05–0.50
2/d.o.f. 2.6/11 4.6/13 8.1/12 3.9/13 4.2/8
188.6 Fit range 0.000–0.300 0.000–0.210 0.000–0.260 0.000–0.210 0.05–0.50
2/d.o.f. 6.3/11 7.9/13 19.3/12 11.7/13 7.5/8
194.4 Fit range 0.000–0.300 0.000–0.210 0.020–0.260 0.015–0.210 0.05–0.50
2/d.o.f. 3.1/11 10.1/13 20.2/11 9.7/12 3.8/8
200.2 Fit range 0.000–0.300 0.000–0.180 0.020–0.260 0.015–0.195 0.05–0.50
2/d.o.f. 8.1/11 6.8/11 9.6/11 10.3/11 2.9/8
206.2 Fit range 0.000–0.250 0.000–0.210 0.020–0.260 0.015–0.210 0.05–0.50
2/d.o.f. 7.5/9 7.7/13 5.9/11 7.8/12 3.4/8
The 2/d.o.f. of the ﬁt are also given. The ﬁt ranges are chosen to exclude regions where the statistics is too small.
The s measurements for the 16 energy points are summarised in Table 64 together with their experi-
mental and theoretical uncertainties. The former includes the statistical and the experimental systematic
uncertainties discussed above. The latter is obtained from estimates of the hadronisation uncertainty and
of the uncalculated higher orders in the QCD predictions.
The hadronisation uncertainty is obtained from the variation in the ﬁtted value of s due to hadronisation
corrections determined by comparing JETSET with HERWIG and ARIADNE and by changing the JETSET
fragmentation parameters, b, q and LLA within their uncertainties, listed in Table 3, as well as by
turning off Bose–Einstein correlations. By far the largest uncertainty is that of the fragmentation model,
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Fig. 31. Measured distributions, at 〈√s〉 = 200.2GeV, of thrust, T , scaled heavy jet mass, H, total, BT, and wide, BW, jet





Values of s measured at different centre-of-mass energies from ﬁts to the event-shape variables
√
s(GeV) s from
1− T H BT BW C
41.4 0.1500± 0.0062± 0.0124 0.1440± 0.0044± 0.0102 0.1401± 0.0063± 0.0119 0.1380± 0.0067± 0.0091 0.1371± 0.0070± 0.0102
55.3 0.1310± 0.0073± 0.0127 0.1280± 0.0066± 0.0064 0.1321± 0.0070± 0.0099 0.1191± 0.0072± 0.0088 0.1197± 0.0086± 0.0118
65.4 0.1458± 0.0062± 0.0104 0.1397± 0.0041± 0.0065 0.1354± 0.0067± 0.0106 0.1190± 0.0062± 0.0086 0.1258± 0.0039± 0.0108
75.7 0.1290± 0.0070± 0.0101 0.1226± 0.0045± 0.0062 0.1296± 0.0074± 0.0097 0.1068± 0.0060± 0.0084 0.1143± 0.0072± 0.0094
82.3 0.1224± 0.0062± 0.0094 0.1189± 0.0032± 0.0075 0.1270± 0.0079± 0.0095 0.1083± 0.0067± 0.0087 0.1153± 0.0060± 0.0091
85.1 0.1184± 0.0067± 0.0093 0.1114± 0.0062± 0.0059 0.1259± 0.0069± 0.0095 0.1092± 0.0080± 0.0091 0.1115± 0.0045± 0.0089
91.2 0.1233± 0.0025± 0.0076 0.1228± 0.0013± 0.0052 0.1222± 0.0020± 0.0080 0.1196± 0.0022± 0.0052 0.1170± 0.0016± 0.0076
130.1 0.1139± 0.0046± 0.0056 0.1134± 0.0045± 0.0038 0.1178± 0.0033± 0.0064 0.1089± 0.0031± 0.0088 0.1151± 0.0040± 0.0066
136.1 0.1166± 0.0053± 0.0060 0.1112± 0.0039± 0.0037 0.1166± 0.0035± 0.0064 0.1072± 0.0041± 0.0078 0.1089± 0.0047± 0.0076
161.3 0.1018± 0.0056± 0.0050 0.1012± 0.0056± 0.0034 0.1123± 0.0042± 0.0067 0.1058± 0.0059± 0.0068 0.1043± 0.0060± 0.0057
172.3 0.1109± 0.0061± 0.0064 0.1099± 0.0052± 0.0033 0.1092± 0.0062± 0.0061 0.1045± 0.0047± 0.0065 0.1121± 0.0068± 0.0057
182.8 0.1132± 0.0026± 0.0054 0.1075± 0.0025± 0.0038 0.1134± 0.0022± 0.0060 0.1063± 0.0016± 0.0071 0.1081± 0.0029± 0.0054
188.6 0.1168± 0.0018± 0.0057 0.1108± 0.0016± 0.0033 0.1137± 0.0018± 0.0067 0.1060± 0.0016± 0.0078 0.1118± 0.0023± 0.0055
194.4 0.1168± 0.0024± 0.0056 0.1096± 0.0022± 0.0039 0.1152± 0.0021± 0.0065 0.1071± 0.0021± 0.0062 0.1130± 0.0033± 0.0056
200.2 0.1178± 0.0033± 0.0059 0.1114± 0.0033± 0.0034 0.1164± 0.0023± 0.0062 0.1088± 0.0022± 0.0062 0.1147± 0.0029± 0.0057
206.2 0.1173± 0.0021± 0.0057 0.1119± 0.0019± 0.0034 0.1163± 0.0021± 0.0065 0.1077± 0.0019± 0.0062 0.1130± 0.0028± 0.0053
The ﬁrst uncertainty is statistical, the second systematic.
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Table 65
Combined s values from the ﬁve event-shape variables with their uncertainties
〈√s 〉 (GeV) s measurement from T, H, BT, BW, C
s Stat Syst Hadr. Hi. order
41.4 0.1418 ±0.0053 ±0.0030 ±0.0055 ±0.0085
55.3 0.1260 ±0.0047 ±0.0056 ±0.0066 ±0.0062
65.4 0.1331 ±0.0032 ±0.0042 ±0.0059 ±0.0064
75.7 0.1204 ±0.0024 ±0.0059 ±0.0060 ±0.0053
82.3 0.1184 ±0.0028 ±0.0053 ±0.0060 ±0.0051
85.1 0.1152 ±0.0037 ±0.0051 ±0.0060 ±0.0055
91.2 0.1210 ±0.0008 ±0.0017 ±0.0040 ±0.0052
130.1 0.1138 ±0.0033 ±0.0021 ±0.0031 ±0.0046
136.1 0.1121 ±0.0039 ±0.0019 ±0.0038 ±0.0045
161.3 0.1051 ±0.0048 ±0.0026 ±0.0026 ±0.0044
172.3 0.1099 ±0.0052 ±0.0026 ±0.0024 ±0.0048
182.8 0.1096 ±0.0022 ±0.0010 ±0.0023 ±0.0044
188.6 0.1122 ±0.0014 ±0.0012 ±0.0022 ±0.0045
194.4 0.1123 ±0.0018 ±0.0016 ±0.0020 ±0.0047
200.2 0.1138 ±0.0018 ±0.0021 ±0.0020 ±0.0046
206.2 0.1132 ±0.0014 ±0.0016 ±0.0019 ±0.0047
which is therefore taken as the estimate of the overall hadronisation uncertainty. It is evaluated as half of
the largest difference in s obtained with different models.
The uncertainty coming from uncalculated higher orders in the QCD predictions is estimated in two
independent ways: by varying the renormalisation scale, , and by changing the matching scheme. The
scale uncertainty is obtained by repeating the ﬁt for different values of the renormalisation scale in the
interval 0.5√s  2√s. Thematching scheme uncertainty is obtained from half of themaximum spread
given by the different matching schemes. The largest of these uncertainties is assigned as the theoretical
uncertainty due to uncalculated higher orders.
To obtain a combined value for the strong coupling constant, we take the unweighted average of the
ﬁve s values. The overall theoretical uncertainty is obtained from the average hadronisation uncertainty
added in quadrature to the average higher-order uncertainty. A cross-check of this theoretical uncertainty
is obtained from a comparison of s measurements from the various event-shape variables which are
expected to be differently affected by higher order corrections and hadronisation effects. Half of the
maximum spread in the ﬁve s values is found to be consistent with the estimated theoretical uncertainty.
The mean s values from the ﬁve event-shape distributions are given in Table 65 together with the
experimental and theoretical uncertainties. Fig. 32a compares the energy dependence of the measured s
values with the prediction from QCD. The theoretical uncertainties are strongly correlated between these
measurements. Hence, the energy dependence of s is investigated using only experimental uncertainties.
The experimental systematic uncertainties on s are partially correlated. The background uncertainties
are correlated between data points in the same energy range but not between the low-energy, Z pole
and high-energy data sets. The 16 measurements in Fig. 32a are shown with experimental uncertainties
only, together with a ﬁt to the QCD evolution equation [162] with s(mZ) as a free parameter, assuming
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Fig. 32. Values of s determined as a function of √s: (a) from event-shape distributions with experimental uncertainties only.
The solid and dashed lines are ﬁts with the energy dependence of s as expected from QCD and with constant s, respectively.
(b) from the measurement of the  branching fractions into leptons [174], the Z line shape [175], and event-shape distributions.
The dashed line is a ﬁt of the QCD evolution function to the measurements made from event-shape variables. The width of the
band corresponds to the evolved uncertainty on s(mZ).
5 active ﬂavours. The covariance matrix used in the ﬁt is obtained assuming that the experimental sys-
tematic uncertainties are uncorrelated between the three data sets and that they have a minimum overlap
correlation between different energies within the same data set. This deﬁnition consists of assigning to
the covariance matrix element the smallest of the two squared uncertainties, i.e., 2ij =min(2ii , 2jj ).
The ﬁt, having a 2 of 17.9 for 15 degrees of freedom corresponding to a conﬁdence level of 27%,
yields a value of s:
s(mZ)= 0.1227± 0.0012± 0.0058 .
The ﬁrst uncertainty is experimental and the second theoretical. The latter is obtained from the result of
a ﬁt which includes the theoretical uncertainties and their correlations. There are two types of theoretical
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uncertainties: those associated with the hadronisation corrections, and those due to uncalculated higher
order terms. For each type, the correlations are determined assumingminimumoverlap. The hadronisation
uncertainty is estimated by using different Monte Carlo programs. Its contribution to the total theoretical
uncertainty is ±0.0026. The uncertainty due to uncalculated higher order terms is estimated by varying
the renormalisation scale by a factor 2 and by using different matching schemes. This is the largest
uncertainty, ±0.0052. This value of s is consistent with the values measured by other experiments at
mZ using event shapes [163–173].
A ﬁt with constant s gives a 2 of 51.7 for 15 degrees of freedom, corresponding to a conﬁdence level
of 6× 10−6. These measurements support the energy evolution of the strong coupling constant predicted
by QCD.
The energy evolution of s depends on the number of active ﬂavours. A ﬁt with Nf , as well as s, as
free parameters yields:
Nf = 6.9± 1.3,
s(mZ)= 0.1219± 0.0013,
where the uncertainty is only experimental. This result agrees with the expected Nf = 5, and the s value
is compatible with that from the ﬁt with Nf ﬁxed to 5.
Fig. 32b summarises the s values determined by L3 from the measurement of the  branching fractions
into leptons [174], the Z line shape [175] and event-shape distributions at various energies, together with
the QCD prediction obtained from the ﬁt to the event-shape measurements only. The width of the band
corresponds to the evolved uncertainty on s(mZ). All the measurements are consistent with the energy
evolution of the strong coupling constant predicted by QCD. The uncertainties on these measurements
are dominated by the theoretical uncertainty coming from the unknown higher order contributions in the
calculations.An improved determination of s from these measurements thus awaits improved theoretical
calculations of these corrections.
6. Soft gluon coherence
The phenomenon of colour coherence in QCD implies destructive interference in soft gluon emis-
sion. With the assumption of Local Parton Hadron Duality (LPHD) [54,55], colour coherence can be
studied in charged particle distributions, in particular in the multiplicity distribution and in the charged
particle momentum spectrum of the variable  = ln(1/x), where x is the momentum scaled by the
beam energy.
To study these distributions, events are selected using cuts very similar to those of Section 3. Well
measured charged tracks are selected and the event is required to be in the barrel region of the detector
by demanding that the thrust axis calculated from calorimeter clusters be more than 42.3◦ from the beam
axis and that calculated from charged tracks more than 45.6◦.
6.1. Charged particle multiplicity
The dynamics of hadron production can be probed using the charged particle multiplicity distribution
which is found to be very sensitive to the parameters of the QCD models.
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The measured distributions are corrected for the remaining estimated background using Monte Carlo
on a bin-by-bin basis. The distributions are then corrected for resolution and acceptance, using a matrix
unfolding method. At the Z pole, the high statistics warrant a more reﬁned method, and the matrix
unfolding is iterated in a Bayesian procedure [176,177]. In this correction procedure, we assume all
particles with mean lifetime greater than 3.3× 10−10 s to be stable.
The systematic uncertainties are determined as for the global event-shape variables with one additional
contribution corresponding to a variation of the quality criteria for track selection.
The corrected distributions together with the mean charged particle multiplicities, 〈Nch〉, at the Z
pole and above are summarised in Tables 66–69. Figs. 33 and 34 show the measured charged particle
multiplicity distributions at centre-of-mass energies of 91.2, 136.1, 182.8, 194.4 and 206.2GeV compared
to the different Monte Carlo models tuned to the Z-pole data (cf. Section 4.4). At 91.2GeV, JETSET PS
agrees well with the data for all, b and udsc quarks. This is not the case for HERWIG, whose distributions
are too broad. At higher energies, this feature of HERWIG remains, while JETSET PS continues to provide
a good description. The matrix element version of JETSET produces too few particles at high energy.
Fig. 35a shows the evolutionofmean chargedparticlemultiplicitywith centre-of-mass energy compared
to several QCD models. The parameters of the models are the same at all energies. We ﬁnd that the
energy dependence predicted by the parton shower models JETSET, HERWIG and ARIADNE, which include
QCD coherence effects, are in agreement with themeasuredmeanmultiplicities. However, parton shower
modelswith noQCD coherence effects, such asCOJETS and JETSETME, do not explain the observed energy
dependence. COJETS predicts a faster energy evolution,while JETSETME,which has lowpartonmultiplicity
before fragmentation due to the O(2s ) calculation, would need retuning at each centre-of-mass energy.
The mean charged particle multiplicity in gluon jets has been calculated, in the framework of LPHD,
to next-to-next-to-next-to leading order (3NLO) [178]:
〈Nch(y)〉g =Ny−a1C2 exp[2C√y + g(y)] , (52)

















The leading order (LO) prediction is given by exp[2C√y]. The factor in front of this exponential arises in
NLO. The ﬁrst term in g(y) is the 2NLO contribution, and the second term that of 3NLO. The prediction





where r(y), the ratio of multiplicities of gluon and quark jets, is given by








All ﬂavours udsc ﬂavours b ﬂavour
2 0.000018± 0.000003± 0.000009 0.000021± 0.000004± 0.000002
4 0.000268± 0.000010± 0.000051 0.000331± 0.000014± 0.000027 0.000009± 0.000005± 0.000030
6 0.002054± 0.000028± 0.000104 0.002582± 0.000041± 0.000192 0.000227± 0.000028± 0.000084
8 0.009328± 0.000063± 0.000368 0.011335± 0.000087± 0.000725 0.001944± 0.000085± 0.000458
10 0.027621± 0.000108± 0.000755 0.032821± 0.000148± 0.001766 0.008961± 0.000188± 0.001311
12 0.058426± 0.000150± 0.001115 0.066995± 0.000199± 0.002907 0.026978± 0.000324± 0.002513
14 0.093836± 0.000173± 0.001263 0.104305± 0.000226± 0.003396 0.057434± 0.0004470± 0.003302
16 0.121719± 0.000176± 0.001274 0.130215± 0.000225± 0.002797 0.092830± 0.000508± 0.003038
18 0.133779± 0.000168± 0.000978 0.137874± 0.000213± 0.001607 0.121985± 0.000507± 0.002036
20 0.129539± 0.000158± 0.000883 0.128385± 0.000199± 0.000913 0.135052± 0.000471± 0.001561
22 0.113598± 0.000148± 0.000419 0.109303± 0.000187± 0.001652 0.130966± 0.000439± 0.001776
24 0.092586± 0.000138± 0.000639 0.086274± 0.000171± 0.001992 0.115071± 0.000421± 0.002153
26 0.070832± 0.000125± 0.000804 0.064172± 0.000152± 0.002125 0.093411± 0.000405± 0.002126
28 0.051225± 0.000109± 0.000998 0.045495± 0.000132± 0.001995 0.071269± 0.000377± 0.001965
30 0.035490± 0.000093± 0.000908 0.030750± 0.000110± 0.001792 0.051408± 0.000338± 0.001662
32 0.023541± 0.000076± 0.000822 0.019974± 0.000089± 0.001430 0.035160± 0.000289± 0.001356
34 0.014928± 0.000061± 0.000634 0.012434± 0.000070± 0.001128 0.023016± 0.000238± 0.001026
36 0.009190± 0.000047± 0.000461 0.007410± 0.000054± 0.000808 0.014572± 0.000192± 0.000731
38 0.005395± 0.000036± 0.000306 0.004343± 0.000041± 0.000551 0.008841± 0.000150± 0.000501
40 0.003119± 0.000027± 0.000221 0.002433± 0.000031± 0.000355 0.005114± 0.000114± 0.000357
42 0.001735± 0.000020± 0.000146 0.001284± 0.000021± 0.000237 0.002853± 0.000084± 0.000214
44 0.000903± 0.000014± 0.000090 0.000651± 0.000014± 0.000142 0.001503± 0.000058± 0.000120
46 0.000452± 0.000010± 0.000056 0.000330± 0.000011± 0.000086 0.000741± 0.000038± 0.000080
48 0.000228± 0.000007± 0.000035 0.000149± 0.000007± 0.000055 0.000378± 0.000026± 0.000060
50 0.000102± 0.000004± 0.000018 0.000072± 0.000006± 0.000031 0.000165± 0.000016± 0.000036
52 0.000051± 0.000003± 0.000013 0.000033± 0.000005± 0.000018 0.000066± 0.000008± 0.000020
54 0.000023± 0.000003± 0.000010 0.000014± 0.000003± 0.000023 0.000033± 0.000005± 0.000014
56 0.000013± 0.000003± 0.000007 0.000011± 0.000004± 0.000012 0.000010± 0.000003± 0.000005
First moment 20.46± 0.01± 0.11 19.88± 0.01± 0.21 22.45± 0.03± 0.19
Second moment 457.7± 0.3± 4.9 432.4± 0.4± 9.2 542.0± 1.2± 3.0
The ﬁrst uncertainty is statistical, the second systematic.
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Table 67
Charged particle multiplicity distribution at √s = 130.1, 136.1 and 161.3GeV
Nch PNch
At √s = 130.1GeV At √s = 136.1GeV At √s = 161.3GeV
10 0.009± 0.002± 0.002 0.011± 0.002± 0.002 0.006± 0.002± 0.001
12 0.026± 0.004± 0.004 0.032± 0.005± 0.004 0.018± 0.003± 0.001
14 0.054± 0.007± 0.004 0.056± 0.008± 0.001 0.038± 0.006± 0.003
16 0.085± 0.009± 0.003 0.086± 0.010± 0.001 0.061± 0.008± 0.002
18 0.109± 0.012± 0.004 0.099± 0.013± 0.001 0.076± 0.012± 0.005
20 0.120± 0.013± 0.002 0.099± 0.016± 0.002 0.093± 0.013± 0.005
22 0.116± 0.013± 0.001 0.096± 0.018± 0.002 0.107± 0.014± 0.002
24 0.107± 0.013± 0.002 0.094± 0.014± 0.002 0.112± 0.016± 0.005
26 0.098± 0.013± 0.003 0.090± 0.015± 0.002 0.108± 0.014± 0.005
28 0.079± 0.013± 0.002 0.081± 0.015± 0.002 0.096± 0.015± 0.002
30 0.063± 0.013± 0.004 0.071± 0.012± 0.004 0.076± 0.015± 0.001
32 0.043± 0.010± 0.001 0.050± 0.010± 0.002 0.058± 0.013± 0.001
34 0.033± 0.001± 0.003 0.041± 0.009± 0.002 0.044± 0.013± 0.001
36 0.019± 0.008± 0.003 0.034± 0.001± 0.005 0.033± 0.011± 0.001
38 0.016± 0.001± 0.002 0.024± 0.001± 0.002 0.024± 0.011± 0.001
40 0.009± 0.001± 0.001 0.010± 0.001± 0.001 0.017± 0.011± 0.002
42 0.006± 0.001± 0.001 0.007± 0.001± 0.002 0.011± 0.000± 0.001
44 0.003± 0.001± 0.001 0.005± 0.001± 0.001 0.007± 0.000± 0.001
46 0.001± 0.001± 0.001 0.005± 0.001± 0.001 0.006± 0.006± 0.001
48 0.001± 0.001± 0.001 0.001± 0.001± 0.001 0.003± 0.003± 0.001
50 0.000± 0.000± 0.000 0.001± 0.001± 0.001 0.002± 0.000± 0.006
52 0.000± 0.000± 0.001 0.000± 0.000± 0.000 0.001± 0.001± 0.001
First moment 23.28± 0.24± 0.10 24.13± 0.27± 0.10 25.40± 0.36± 0.13
Second moment 587.5± 11.8± 3.7 643.3± 14.3± 5.2 700.3± 20.8± 10.2
The ﬁrst uncertainty is statistical, the second systematic.





and r0 = Nc/CF = 4. The coefﬁcients ai and ri , i = 1, 2, 3 have been calculated in Ref. [179] and are
given in Table 70.
Fig. 35b shows the mean charged particle multiplicity as measured by this experiment together
with measurements of other e+e− experiments at lower [180–184] centre-of-mass energies. The pre-
diction of JETSET PS is also shown. Fits of LO through 3NLO with Nf = 3 or 5 are performed to
the data from TASSO, AMY and this experiment using  =√s. The result for 3NLO with Nf = 3 is
shown in Fig. 35b. The results of all of the ﬁts are given in Table 71 in terms of the value of s(mZ)
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Table 68
Charged particle multiplicity distribution at √s = 172.3, 182.8 and 188.6GeV
Nch PNch
At √s = 172.3GeV At √s = 182.8GeV At √s = 188.6GeV
10 0.005± 0.001± 0.001 0.004± 0.001± 0.001 0.004± 0.001± 0.001
12 0.013± 0.000± 0.001 0.013± 0.002± 0.001 0.013± 0.001± 0.001
14 0.028± 0.006± 0.001 0.029± 0.002± 0.001 0.028± 0.002± 0.002
16 0.048± 0.008± 0.002 0.051± 0.004± 0.003 0.048± 0.002± 0.003
18 0.072± 0.010± 0.001 0.075± 0.005± 0.002 0.072± 0.003± 0.002
20 0.091± 0.012± 0.004 0.089± 0.006± 0.001 0.087± 0.003± 0.001
22 0.100± 0.013± 0.003 0.097± 0.007± 0.002 0.097± 0.004± 0.001
24 0.097± 0.014± 0.002 0.097± 0.007± 0.003 0.101± 0.004± 0.001
26 0.091± 0.014± 0.001 0.094± 0.007± 0.004 0.097± 0.005± 0.002
28 0.088± 0.013± 0.001 0.085± 0.007± 0.003 0.088± 0.004± 0.001
30 0.079± 0.016± 0.001 0.077± 0.007± 0.002 0.079± 0.004± 0.002
32 0.064± 0.017± 0.001 0.065± 0.007± 0.002 0.069± 0.004± 0.002
34 0.055± 0.014± 0.002 0.056± 0.007± 0.002 0.057± 0.005± 0.002
36 0.041± 0.012± 0.002 0.047± 0.006± 0.002 0.045± 0.005± 0.002
38 0.034± 0.012± 0.002 0.034± 0.006± 0.002 0.034± 0.005± 0.002
40 0.026± 0.001± 0.002 0.025± 0.007± 0.001 0.026± 0.005± 0.002
42 0.018± 0.018± 0.001 0.020± 0.006± 0.002 0.018± 0.004± 0.001
44 0.019± 0.019± 0.001 0.013± 0.005± 0.001 0.013± 0.004± 0.001
46 0.016± 0.010± 0.005 0.008± 0.003± 0.001 0.009± 0.004± 0.001
48 0.007± 0.001± 0.001 0.007± 0.001± 0.002 0.005± 0.000± 0.001
50 0.005± 0.001± 0.002 0.005± 0.001± 0.004 0.004± 0.004± 0.001
52 0.004± 0.001± 0.001 0.003± 0.001± 0.001 0.002± 0.002± 0.001
First moment 27.00± 0.54± 0.24 26.84± 0.22± 0.26 26.84± 0.20± 0.25
Second moment 798.4± 33.9± 13.5 788.5± 13.2± 16.8 785.2± 13.4± 15.8









The description of Nch vs.√s is good in all cases, the resulting curves being nearly indistinguishable.
Also the choice of number of active ﬂavours makes little difference. However the value of s obtained in
the ﬁt increases steadily from LO to 3NLO, and the values of s from the 3NLO ﬁts are consistent with
that obtained from event shapes.
6.2. Inclusive particle spectrum
The suppression of low momentum hadron production as a consequence of colour coherence is studied
in terms of the variable . The observed distribution is corrected for the effect of background, detector
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Table 69
Charged particle multiplicity distribution at √s = 194.4, 200.2 and 206.2GeV
Nch PNch
At √s = 194.4GeV At √s = 200.2GeV At √s = 206.2GeV
10 0.004± 0.001± 0.001 0.003± 0.001± 0.001 0.003± 0.001± 0.001
12 0.013± 0.001± 0.002 0.011± 0.001± 0.001 0.010± 0.001± 0.001
14 0.028± 0.002± 0.003 0.024± 0.002± 0.002 0.022± 0.001± 0.002
16 0.048± 0.003± 0.004 0.045± 0.003± 0.002 0.040± 0.002± 0.003
18 0.069± 0.004± 0.004 0.066± 0.004± 0.002 0.062± 0.003± 0.002
20 0.086± 0.004± 0.003 0.083± 0.004± 0.002 0.083± 0.003± 0.001
22 0.096± 0.005± 0.002 0.095± 0.005± 0.002 0.093± 0.004± 0.001
24 0.098± 0.006± 0.002 0.098± 0.006± 0.003 0.097± 0.004± 0.001
26 0.095± 0.006± 0.002 0.097± 0.006± 0.003 0.094± 0.004± 0.002
28 0.087± 0.006± 0.002 0.089± 0.006± 0.002 0.088± 0.005± 0.002
30 0.076± 0.007± 0.001 0.076± 0.006± 0.002 0.077± 0.005± 0.001
32 0.066± 0.007± 0.002 0.065± 0.006± 0.002 0.068± 0.005± 0.002
34 0.056± 0.006± 0.002 0.054± 0.006± 0.002 0.058± 0.005± 0.001
36 0.045± 0.006± 0.001 0.045± 0.006± 0.002 0.047± 0.005± 0.002
38 0.037± 0.006± 0.002 0.035± 0.007± 0.002 0.038± 0.005± 0.002
40 0.022± 0.001± 0.003 0.028± 0.006± 0.002 0.031± 0.005± 0.002
42 0.021± 0.006± 0.002 0.023± 0.005± 0.001 0.024± 0.005± 0.002
44 0.018± 0.004± 0.004 0.019± 0.007± 0.002 0.018± 0.004± 0.001
46 0.012± 0.007± 0.004 0.014± 0.005± 0.001 0.014± 0.004± 0.001
48 0.012± 0.001± 0.004 0.015± 0.003± 0.002 0.012± 0.003± 0.001
50 0.006± 0.001± 0.001 0.006± 0.003± 0.001 0.008± 0.005± 0.001
52 0.002± 0.001± 0.001 0.003± 0.002± 0.002 0.006± 0.003± 0.001
First moment 27.14± 0.31± 0.29 27.73± 0.27± 0.39 28.09± 0.23± 0.24
Second moment 810.6± 19.7± 14.7 843.5± 17.9± 26.1 865.4± 16.1± 12.5
The ﬁrst uncertainty is statistical, the second systematic.
resolution and acceptance. At √s = 91.2GeV this is done using a matrix unfolding method as for the
charged particle multiplicity distribution. For the other energies it is done on a bin-by-bin basis using
Monte Carlo events.
The corrected spectra for all ﬂavours as well as for non-b and b quarks at √s = 91.2GeV are shown
in Fig. 36 and summarised in Table 72. JETSET overestimates the central region. This may be due to
its tuning, which only uses the charged-particle multiplicity distribution and global event-shape data.
The description provided by HERWIG is in general poorer, particularly for the b-ﬂavour events. The
corrected distributions at √s = 188.6 and 206.2GeV are shown in Fig. 37. The corrected distributions
at √s > 130GeV are summarised in Tables 73–75. The asymptotic shape of the  spectrum is predicted
to be Gaussian [50,185–187]. However, at ﬁnite energies the shape is affected by destructive interference
in soft gluon emission. With next-to-leading order corrections [188], one expects a skewed platykurtic
shape (often called a skewed Gaussian) for the  distribution. This implies a narrower -peak shifted
towards higher -values, skewed and ﬂattened towards lower -values, with the high- tail falling off
faster than Gaussian. The smooth lines in Fig. 37 are the results of ﬁts to the corrected distributions of
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Fig. 33. Charged particle multiplicity distributions, normalised to unity, at √s = 91.2GeV compared to (a, c, e, g) JETSET PS
and (b, d, f, h) HERWIG.
both a Gaussian and the Fong–Webber parametrisation of the skewed Gaussian [188], which reproduces
the expected MLLA shape around the peak value. The ﬁt range is restricted to values of  where the
distribution is within 60% of its maximum value. In the ﬁt, the systematic uncertainties are taken to be
fully correlated. Both parametrisations give a reasonable description of the data. The Fong–Webber curve
also provides a good description for large  where the Gaussian is systematically too high. However, at
small the Gaussian ﬁts better.
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Fig. 34. Charged particle multiplicity distributions, normalised to unity, at √s = 136.1, 182.8, 194.4 and 206.2GeV compared
to several QCD models.
The results of the ﬁts at √s=91.2GeV are shown in Table 76. The systematic uncertainty is estimated
by repeating the ﬁts changing (a) the quality cuts on track selection; (b) the hadronic selection criteria to
vary the backgrounds within one standard deviation; (c) the model, using HERWIG for detector corrections
instead of PYTHIA. Half of the maximum spread is assigned as the systematic uncertainty. As expected,
the values obtained from the Fong–Webber ﬁts are systematically higher than those obtained using
the Gaussian parametrisation. The difference is about 0.03, independent of ﬂavour. Thus the ﬂavour
dependence of  is independent of the choice of the ﬁt function.








































Fig. 35. The mean charged particle multiplicity, 〈Nch〉, as a function of the centre-of-mass energy, (a) compared to several QCD
models, (b) ﬁtted to the 3NLO prediction of QCD with local parton hadron duality, assuming three active ﬂavours.
Table 70
The perturbative correction coefﬁcients for various numbers of active ﬂavours from Ref. [179]
Nf a1 a2 a3 r1 r2 r3
3 0.280 −0.379 0.209 0.185 0.426 0.189
4 0.297 −0.339 0.162 0.191 0.468 0.080
5 0.314 −0.301 0.112 0.198 0.510 −0.041
Table 71




LO 3 0.0714± 0.0020 4.8/12
LO 5 0.0805± 0.0010 9.9/12
NLO 3 0.0937± 0.0040 4.7/12
NLO 5 0.1025± 0.0037 4.8/12
2NLO 3 0.1008± 0.0041 4.7/12
2NLO 5 0.1128± 0.0046 4.9/12
3NLO 3 0.1294± 0.0038 6.2/12
3NLO 5 0.1292± 0.0031 5.2/12


































































Fig. 36. Corrected  distributions at √s = 91.2GeV compared to (a) JETSET PS and (b) HERWIG and together with the results
of ﬁts to Gaussian and Fong–Webber parametrisations for the (c) all-ﬂavour, (d) udsc- and (e) b-quark samples.
We observe a ﬂavour dependence of the peak position, , more clearly shown by the ratios,
udsc/

all = 1.008± 0.003± 0.002 ,
b/

all = 0.975± 0.003± 0.008 ,
where theﬁrst uncertainty is statistical and the second systematic.The small size of the resulting systematic
uncertainty is due to the fact that most of the systematic uncertainty cancels when forming these ratios.
Moreover, these ratios are insensitive to the ﬁt parametrisation, the small difference being assigned as an
additional systematic uncertainty.
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Table 72
 distributions at √s = 91.2GeV
 1 · dd at
√
s = 91.2GeV
All ﬂavours udsc ﬂavours b ﬂavour
0.0–0.2 0.015± 0.001± 0.001 0.018± 0.001± 0.001 0.001± 0.001± 0.001
0.2–0.4 0.084± 0.001± 0.005 0.101± 0.001± 0.006 0.015± 0.002± 0.004
0.4–0.6 0.220± 0.002± 0.012 0.256± 0.002± 0.015 0.083± 0.003± 0.013
0.6–0.8 0.417± 0.002± 0.009 0.471± 0.003± 0.018 0.215± 0.005± 0.012
0.8–1.0 0.690± 0.003± 0.012 0.767± 0.004± 0.025 0.411± 0.007± 0.015
1.0–1.2 1.047± 0.004± 0.015 1.142± 0.005± 0.030 0.706± 0.009± 0.019
1.2–1.4 1.481± 0.005± 0.011 1.582± 0.005± 0.028 1.124± 0.011± 0.017
1.4–1.6 1.986± 0.005± 0.016 2.077± 0.006± 0.026 1.687± 0.014± 0.029
1.6–1.8 2.550± 0.006± 0.009 2.599± 0.007± 0.013 2.384± 0.016± 0.030
1.8–2.0 3.104± 0.007± 0.021 3.092± 0.008± 0.026 3.155± 0.019± 0.062
2.0–2.2 3.642± 0.007± 0.047 3.536± 0.008± 0.056 4.088± 0.022± 0.093
2.2–2.4 4.211± 0.008± 0.044 4.035± 0.009± 0.066 4.905± 0.024± 0.106
2.4–2.6 4.697± 0.008± 0.038 4.458± 0.009± 0.075 5.619± 0.026± 0.117
2.6–2.8 5.156± 0.008± 0.034 4.884± 0.010± 0.085 6.221± 0.027± 0.121
2.8–3.0 5.555± 0.009± 0.061 5.261± 0.010± 0.109 6.598± 0.028± 0.128
3.0–3.2 5.896± 0.009± 0.020 5.610± 0.010± 0.097 6.998± 0.029± 0.088
3.2–3.4 6.104± 0.009± 0.051 5.829± 0.011± 0.111 7.128± 0.030± 0.090
3.4–3.6 6.253± 0.009± 0.066 5.965± 0.011± 0.122 7.336± 0.031± 0.089
3.6–3.8 6.278± 0.010± 0.066 6.024± 0.011± 0.118 7.162± 0.030± 0.082
3.8–4.0 6.201± 0.010± 0.048 5.976± 0.011± 0.107 7.052± 0.031± 0.065
4.0–4.2 6.000± 0.009± 0.053 5.805± 0.011± 0.100 6.699± 0.030± 0.068
4.2–4.4 5.681± 0.009± 0.049 5.519± 0.011± 0.091 6.275± 0.030± 0.066
4.4–4.6 5.237± 0.009± 0.059 5.100± 0.010± 0.081 5.716± 0.029± 0.079
4.6–4.8 4.629± 0.009± 0.051 4.534± 0.010± 0.065 4.995± 0.028± 0.072
4.8–5.0 3.890± 0.008± 0.073 3.817± 0.009± 0.080 4.164± 0.026± 0.087
5.0–5.2 3.239± 0.008± 0.043 3.180± 0.009± 0.049 3.410± 0.025± 0.060
5.2–5.4 2.615± 0.008± 0.069 2.579± 0.009± 0.071 2.846± 0.025± 0.092
5.4–5.6 1.967± 0.007± 0.076 1.927± 0.009± 0.080 2.113± 0.025± 0.096
5.6–5.8 1.433± 0.011± 0.216 1.406± 0.013± 0.215 1.483± 0.039± 0.221
5.8–6.0 0.804± 0.059± 0.064 0.795± 0.072± 0.096 0.820± 0.190± 0.202
6.0–6.2 0.495± 0.058± 0.040 0.489± 0.069± 0.079 0.518± 0.248± 0.251
6.2–6.4 0.323± 0.045± 0.006 0.318± 0.055± 0.055 0.384± 0.190± 0.196
6.4–6.6 0.208± 0.043± 0.009 0.204± 0.051± 0.051 0.211± 0.133± 0.133
6.6–6.8 0.134± 0.043± 0.014 0.132± 0.051± 0.053 0.115± 0.117± 0.120
6.8–7.0 0.089± 0.042± 0.004 0.086± 0.050± 0.050 0.080± 0.115± 0.116
7.0–7.2 0.062± 0.035± 0.088 0.060± 0.040± 0.097 0.000± 0.000± 0.088
7.2–7.4 0.046± 0.026± 0.004 0.044± 0.038± 0.039 0.038± 0.056± 0.060
7.4–7.6 0.034± 0.020± 0.003 0.034± 0.021± 0.022 0.010± 0.021± 0.035
7.6–7.8 0.026± 0.022± 0.038 0.019± 0.028± 0.048 0.023± 0.047± 0.059
7.8–8.0 0.022± 0.001± 0.001 0.021± 0.001± 0.001 0.024± 0.001± 0.001
The ﬁrst uncertainty is statistical, the second systematic.
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Fig. 37. (a), (b) Corrected -spectra at √s= 188.6 and 206.2GeV together with the results of ﬁts to Gaussian and Fong–Webber
parametrisations.
The peak positions  of the  distribution as well as the 2/d.o.f. and the conﬁdence level of the ﬁts
obtained with the skewed Gaussian for all the energy points are summarised in Table 77. The systematic
uncertainty includes, in addition to those mentioned above, a contribution of half the difference between
the result using the Gaussian and the Fong–Webber parametrisations.
Fig. 38 shows the measured values of  together with earlier measurements [189–191] as a function












where y = ln(/) and C = a2/(16Nc0) with a =
[11Nc/3]+ [(2Nf)/(3N2c )]. We choose = √s/2.
The ﬁrst term is given by the double logarithm approximation (DLA), and the correction terms arise in the
next-to-leading order [50–52] (MLLA) QCD predictions. In the ﬁts, the systematic uncertainties among
the TASSO points are treated as fully correlated. The same is true of the L3 points with √s > 130GeV.
We ﬁnd that the data are in better agreement with QCD predictions computed to next-to leading orders.
The ﬁt of the L3 and TASSO data to the DLA parametrisation gives a 2 of 110 for 13 degrees of freedom
whereas the MLLA predictions give a ﬁt with 2 of 26 for 13 degrees of freedom, corresponding to a
conﬁdence level of 2%.
It should be recalled that the suppression of hadron production at very small momenta resulting in a
bell shape of the  distribution is expected on purely kinematical grounds due to ﬁnite hadronmasses. Soft
gluon coherence, however, increases this suppression and is manifested in the energy dependence of .
The change with energy would be approximately two times larger without any destructive interference.
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Table 73
 distributions at √s = 130.1, 136.1 and 161.3GeV
 1 · dd
At √s = 130.1GeV At √s = 136.1GeV At √s = 161.3GeV
0.0–0.2 0.040± 0.015± 0.013 0.067± 0.020± 0.007 0.028± 0.015± 0.006
0.2–0.4 0.055± 0.016± 0.031 0.084± 0.023± 0.052 0.099± 0.028± 0.025
0.4–0.6 0.147± 0.044± 0.088 0.170± 0.045± 0.067 0.144± 0.041± 0.056
0.6–0.8 0.349± 0.066± 0.084 0.475± 0.085± 0.078 0.350± 0.076± 0.099
0.8–1.0 0.638± 0.094± 0.049 0.713± 0.115± 0.068 0.502± 0.105± 0.104
1.0–1.2 0.823± 0.109± 0.059 1.075± 0.145± 0.108 1.074± 0.158± 0.090
1.2–1.4 1.289± 0.136± 0.102 1.244± 0.155± 0.102 1.614± 0.195± 0.107
1.4–1.6 2.148± 0.177± 0.126 1.849± 0.190± 0.136 1.737± 0.204± 0.040
1.6–1.8 2.689± 0.198± 0.157 2.433± 0.213± 0.179 2.379± 0.234± 0.121
1.8–2.0 2.662± 0.195± 0.140 2.448± 0.212± 0.230 2.619± 0.249± 0.081
2.0–2.2 3.691± 0.224± 0.164 3.101± 0.237± 0.208 4.119± 0.302± 0.212
2.2–2.4 4.462± 0.251± 0.296 4.007± 0.267± 0.197 4.337± 0.309± 0.192
2.4–2.6 4.581± 0.241± 0.175 4.365± 0.277± 0.254 5.176± 0.332± 0.265
2.6–2.8 5.299± 0.259± 0.189 4.945± 0.296± 0.259 5.944± 0.348± 0.210
2.8–3.0 5.924± 0.271± 0.265 5.538± 0.303± 0.312 5.877± 0.344± 0.357
3.0–3.2 5.874± 0.263± 0.256 6.075± 0.313± 0.271 7.071± 0.369± 0.304
3.2–3.4 6.764± 0.286± 0.178 6.337± 0.317± 0.303 6.333± 0.348± 0.425
3.4–3.6 6.605± 0.284± 0.243 7.308± 0.336± 0.393 6.696± 0.349± 0.235
3.6–3.8 6.918± 0.280± 0.171 6.575± 0.320± 0.234 7.279± 0.362± 0.330
3.8–4.0 6.903± 0.278± 0.174 6.911± 0.328± 0.231 7.349± 0.361± 0.297
4.0–4.2 6.746± 0.273± 0.224 6.970± 0.333± 0.336 7.448± 0.362± 0.344
4.2–4.4 6.118± 0.256± 0.228 6.855± 0.314± 0.390 7.142± 0.348± 0.173
4.4–4.6 6.588± 0.266± 0.319 6.623± 0.308± 0.343 6.789± 0.341± 0.305
4.6–4.8 5.756± 0.253± 0.280 6.541± 0.306± 0.371 6.323± 0.327± 0.460
4.8–5.0 5.416± 0.238± 0.321 4.831± 0.260± 0.142 6.167± 0.316± 0.282
5.0–5.2 4.484± 0.214± 0.175 5.002± 0.272± 0.173 5.288± 0.293± 0.246
5.2–5.4 3.799± 0.198± 0.220 3.817± 0.231± 0.244 5.347± 0.290± 0.212
5.4–5.6 2.942± 0.172± 0.104 3.182± 0.209± 0.142 4.147± 0.256± 0.243
5.6–5.8 2.409± 0.155± 0.150 2.574± 0.186± 0.106 2.904± 0.219± 0.120
5.8–6.0 1.783± 0.135± 0.109 1.804± 0.156± 0.066 2.431± 0.194± 0.158
6.0–6.2 1.179± 0.110± 0.060 1.189± 0.126± 0.081 1.529± 0.151± 0.077
6.2–6.4 0.785± 0.104± 0.094 1.055± 0.135± 0.116 1.312± 0.146± 0.048
6.4–6.6 0.181± 0.057± 0.032 0.429± 0.105± 0.051 0.880± 0.134± 0.078
6.6–6.8 0.000± 0.000± 0.000 0.000± 0.000± 0.000 0.248± 0.089± 0.058
The ﬁrst uncertainty is statistical, the second systematic.
7. Summary
Distributions of event-shape variables in hadronic events from e+e− annihilation at centre-of-mass
energies from 30 to 209GeV have been measured. These distributions as well as the energy dependence
of their ﬁrst moments are well described by parton shower models.
P. Achard et al. / Physics Reports 399 (2004) 71–174 167
Table 74
 distributions at √s = 172.3, 182.8 and 188.6GeV
 1 · dd
At √s = 172.3GeV At √s = 182.8GeV At √s = 188.6GeV
0.0–0.2 0.056± 0.023± 0.020 0.081± 0.013± 0.014 0.065± 0.007± 0.008
0.2–0.4 0.089± 0.028± 0.027 0.091± 0.013± 0.027 0.089± 0.008± 0.015
0.4–0.6 0.227± 0.055± 0.088 0.127± 0.019± 0.067 0.163± 0.013± 0.043
0.6–0.8 0.385± 0.094± 0.125 0.316± 0.038± 0.037 0.346± 0.025± 0.055
0.8–1.0 0.640± 0.134± 0.178 0.593± 0.058± 0.073 0.586± 0.036± 0.067
1.0–1.2 1.082± 0.188± 0.100 0.892± 0.075± 0.035 1.050± 0.049± 0.018
1.2–1.4 1.384± 0.204± 0.198 1.387± 0.094± 0.053 1.338± 0.056± 0.020
1.4–1.6 2.105± 0.258± 0.192 1.881± 0.110± 0.057 1.922± 0.065± 0.071
1.6–1.8 1.913± 0.252± 0.161 2.556± 0.128± 0.136 2.395± 0.075± 0.038
1.8–2.0 2.847± 0.303± 0.279 2.917± 0.136± 0.079 3.027± 0.082± 0.054
2.0–2.2 3.841± 0.337± 0.262 3.522± 0.149± 0.108 3.603± 0.093± 0.044
2.2–2.4 4.515± 0.363± 0.490 4.118± 0.158± 0.094 4.388± 0.098± 0.089
2.4–2.6 4.665± 0.372± 0.518 4.775± 0.169± 0.082 4.651± 0.100± 0.073
2.6–2.8 4.951± 0.378± 0.342 5.536± 0.180± 0.131 5.487± 0.109± 0.139
2.8–3.0 5.472± 0.390± 0.380 5.625± 0.181± 0.176 5.629± 0.107± 0.129
3.0–3.2 6.489± 0.419± 0.393 6.146± 0.187± 0.238 6.394± 0.115± 0.142
3.2–3.4 6.838± 0.427± 0.633 6.938± 0.197± 0.122 6.982± 0.118± 0.139
3.4–3.6 7.378± 0.434± 0.564 6.839± 0.194± 0.230 7.271± 0.119± 0.135
3.6–3.8 7.182± 0.418± 0.873 7.296± 0.198± 0.229 7.080± 0.116± 0.187
3.8–4.0 7.583± 0.428± 0.912 7.430± 0.199± 0.213 7.339± 0.119± 0.147
4.0–4.2 7.838± 0.427± 0.620 7.415± 0.197± 0.216 7.516± 0.118± 0.210
4.2–4.4 7.918± 0.433± 0.764 7.231± 0.192± 0.201 7.450± 0.118± 0.195
4.4–4.6 6.706± 0.395± 0.598 7.202± 0.191± 0.234 7.029± 0.114± 0.170
4.6–4.8 6.582± 0.387± 0.654 7.070± 0.187± 0.399 6.938± 0.111± 0.199
4.8–5.0 6.411± 0.381± 0.644 6.354± 0.179± 0.213 6.427± 0.110± 0.133
5.0–5.2 6.069± 0.365± 0.523 5.646± 0.167± 0.289 5.890± 0.107± 0.086
5.2–5.4 5.055± 0.340± 0.480 5.442± 0.162± 0.197 5.220± 0.096± 0.107
5.4–5.6 4.189± 0.302± 0.433 4.427± 0.146± 0.239 4.559± 0.090± 0.130
5.6–5.8 3.531± 0.273± 0.288 3.845± 0.136± 0.150 3.770± 0.081± 0.071
5.8–6.0 2.791± 0.242± 0.177 2.890± 0.117± 0.100 2.987± 0.073± 0.040
6.0–6.2 2.155± 0.214± 0.165 2.241± 0.100± 0.080 2.363± 0.064± 0.076
6.2–6.4 1.721± 0.190± 0.122 1.659± 0.087± 0.080 1.730± 0.054± 0.060
6.4–6.6 1.062± 0.160± 0.147 1.086± 0.074± 0.076 1.209± 0.047± 0.051
6.6–6.8 0.290± 0.108± 0.094 0.657± 0.070± 0.058 0.749± 0.042± 0.019
6.8–7.0 0.000± 0.000± 0.000 0.020± 0.013± 0.014 0.088± 0.016± 0.023
The ﬁrst uncertainty is statistical, the second systematic.
Jet fractions have been measured using the JADE, Durham and Cambridge algorithms as a function of
the jet resolution parameters. The parton shower models are in good agreement with the measured jet
fractions. The energy evolution of the 3-jet fraction at a ﬁxed jet resolution parameter is in agreement
with O(2s ) QCD calculations.
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Table 75
 distributions at √s = 194.4, 200.2 and 206.2GeV
 1 · dd
At √s = 194.4GeV At √s = 202.2GeV At √s = 206.2GeV
0.0–0.2 0.068± 0.010± 0.014 0.078± 0.010± 0.020 0.078± 0.008± 0.012
0.2–0.4 0.087± 0.011± 0.018 0.084± 0.015± 0.015 0.100± 0.009± 0.013
0.4–0.6 0.180± 0.018± 0.058 0.150± 0.017± 0.059 0.173± 0.015± 0.059
0.6–0.8 0.310± 0.034± 0.058 0.318± 0.033± 0.062 0.316± 0.024± 0.070
0.8–1.0 0.679± 0.051± 0.074 0.527± 0.045± 0.071 0.632± 0.038± 0.067
1.0–1.2 0.937± 0.061± 0.078 0.858± 0.060± 0.047 0.908± 0.050± 0.071
1.2–1.4 1.233± 0.073± 0.097 1.295± 0.075± 0.081 1.314± 0.067± 0.073
1.4–1.6 1.842± 0.090± 0.070 1.751± 0.097± 0.148 1.715± 0.068± 0.056
1.6–1.8 2.319± 0.100± 0.097 2.368± 0.119± 0.140 2.339± 0.080± 0.064
1.8–2.0 2.828± 0.109± 0.142 2.572± 0.155± 0.116 2.873± 0.088± 0.094
2.0–2.2 3.466± 0.121± 0.106 3.566± 0.145± 0.244 3.444± 0.096± 0.111
2.2–2.4 4.090± 0.128± 0.112 4.239± 0.143± 0.214 4.189± 0.106± 0.150
2.4–2.6 4.726± 0.140± 0.201 4.998± 0.205± 0.402 4.776± 0.113± 0.126
2.6–2.8 5.398± 0.147± 0.170 4.759± 0.146± 0.219 5.356± 0.117± 0.154
2.8–3.0 5.418± 0.147± 0.257 5.637± 0.149± 0.194 5.820± 0.118± 0.132
3.0–3.2 6.227± 0.156± 0.125 6.133± 0.155± 0.250 6.245± 0.125± 0.150
3.2–3.4 6.729± 0.167± 0.219 6.240± 0.153± 0.215 6.884± 0.132± 0.177
3.4–3.6 7.163± 0.166± 0.161 7.096± 0.162± 0.207 7.197± 0.131± 0.250
3.6–3.8 7.138± 0.160± 0.253 7.308± 0.163± 0.181 7.500± 0.130± 0.284
3.8–4.0 7.496± 0.168± 0.281 7.453± 0.161± 0.276 7.692± 0.133± 0.158
4.0–4.2 7.565± 0.173± 0.187 7.320± 0.164± 0.292 7.829± 0.135± 0.236
4.2–4.4 7.133± 0.162± 0.283 7.353± 0.161± 0.217 7.439± 0.130± 0.219
4.4–4.6 7.103± 0.156± 0.264 7.409± 0.159± 0.276 7.535± 0.125± 0.191
4.6–4.8 7.048± 0.158± 0.258 7.264± 0.176± 0.260 7.149± 0.129± 0.214
4.8–5.0 6.482± 0.149± 0.204 6.764± 0.153± 0.232 6.953± 0.123± 0.210
5.0–5.2 6.154± 0.143± 0.197 6.424± 0.149± 0.215 6.436± 0.117± 0.243
5.2–5.4 5.547± 0.137± 0.170 5.628± 0.167± 0.344 5.713± 0.116± 0.169
5.4–5.6 4.587± 0.155± 0.183 5.030± 0.133± 0.289 4.918± 0.097± 0.176
5.6–5.8 3.807± 0.111± 0.113 4.071± 0.114± 0.143 4.350± 0.096± 0.185
5.8–6.0 3.129± 0.101± 0.127 3.393± 0.103± 0.155 3.443± 0.081± 0.156
6.0–6.2 2.342± 0.085± 0.145 2.751± 0.091± 0.149 2.627± 0.081± 0.140
6.2–6.4 1.902± 0.081± 0.158 1.957± 0.080± 0.172 2.014± 0.060± 0.104
6.4–6.6 1.306± 0.067± 0.107 1.407± 0.068± 0.123 1.466± 0.060± 0.075
6.6–6.8 0.990± 0.068± 0.090 0.948± 0.061± 0.114 1.020± 0.048± 0.106
6.8–7.0 0.162± 0.029± 0.028 0.350± 0.052± 0.058 0.451± 0.040± 0.073
The ﬁrst uncertainty is statistical, the second systematic.
The energy dependence of the ﬁrst two moments has been compared to second order perturbative
QCD with power law corrections for the non-perturbative effects. The ﬁts to the six event-shape variables
give consistent values of s, which are somewhat lower than that obtained by the event-shape analysis.
However, the values of 0 are not consistent, differing by as much as 40% from their average. Further,
the contribution from a O(1
s
) term in describing the second moments of 1 − T and C is not small in
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Table 76
The peak position, , of the  distribution from the Gaussian and Fong–Webber ﬁts at √s = 91.2GeV
Sample Gaussian Fong–Webber
All 3.712± 0.008± 0.018 3.741± 0.007± 0.011
udsc 3.743± 0.009± 0.022 3.770± 0.008± 0.010
b 3.613± 0.007± 0.029 3.656± 0.007± 0.037
The ﬁrst uncertainty is statistical, the second systematic.
Table 77
The peak position, , of the  distribution from the Fong–Webber ﬁts at different centre-of-mass energies
〈√s〉 (GeV) 2/d.o.f. 
91.2 9.4/10 3.74± 0.01± 0.02
130.1 9.9/12 3.85± 0.03± 0.05
136.1 15.4/10 3.96± 0.05± 0.05
161.3 9.6/12 3.91± 0.05± 0.04
172.3 7.4/11 4.06± 0.05± 0.05
182.8 11.4/12 4.08± 0.02± 0.04
188.6 31.1/14 4.06± 0.01± 0.03
194.4 16.7/14 4.13± 0.02± 0.03
200.2 10.7/14 4.17± 0.02± 0.04
206.2 17.0/12 4.13± 0.01± 0.03














Fig. 38. Energy evolution of . The solid and dashed lines are ﬁts to the L3 and TASSO data with modiﬁed leading log
approximation (MLLA) and double log approximation (DLA) QCD.
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contradiction to expectations. This implies that the power law correction can at best be described as
semi-quantitative.
The event-shape distributions are compared to second order QCD calculations combined with re-
summed leading and next-to-leading logarithmic terms. The data are well described by these calculations
at all energies. The measurements demonstrate the running of s as expected in QCD with a value of
s(mZ)= 0.1227± 0.0012(exp)± 0.0058(th). The uncertainties on these measurements are dominated
by the theoretical uncertainty coming from unknown higher order contributions in the calculations. An
improved determination of s from these measurements thus awaits improved theoretical calculations.
The energy evolution of the charged particle multiplicity as well as the inclusive charged particle
momentum spectrum show evidence of soft gluon suppression. Energy evolution of the peak position
 of the inclusive  spectrum is described adequately by the next-to-leading order QCD calculation
including gluon interference effects.
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