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Résumé
Peu de travaux sur les problèmes CSP, Max-CSP
et CSP valués ont été réalisés dans le domaine de
l'Optimisation Combinatoire alors que e domaine ren-
ferme de nombreux outils algorithmiques qui peuvent
servir à la résolution de es problèmes. Dans e papier,
nous dérivons une tehnique d'inférene d'ensembles
de liques à partir du Max-CSP que nous exploitons
pour dénir une nouvelle modélisation en Programma-
tion Linéaire (PL) du Max-CSP. Nous montrons que
les estimations lassiques du nombre minimum de on-
traintes violées (bornes inférieures) basées sur la onsis-
tane d'ar telles que DAC[13℄, RDAC[8℄ et WAC[1℄ peu-
vent être traduites par des relaxations duales Lagrangien-
nes du PL. Nous tirons aussi prot de ette modélisation
pour développer de nouvelles bornes inférieures. Dans un
premier temps, an d'avoir une idée sur la qualité des
bornes inférieures obtenues à partir du PL, nous avons
évalué la valeur de la relaxation ontinue du PL à l'aide
du solveur CPLEX, puis nous avons développé une méth-
ode du type Branh and Bound intégrant une relaxation
Lagrangienne du PL. Les résultats obtenus sont très en-
ourageants et ouvrent de nouvelles perspetives à ex-
ploiter au mieux les outils de la programmation linéaire
pour ontribuer à la résolution de es problèmes.
Abstrat
Few works on problems CSP, Max-CSP and weighted
CSP was arried out in the eld of Combinatorial Op-
timization, whereas this eld ontains many algorithmi
tools whih an be used for the resolution of these prob-
lems. In this paper, we propose a new modeling in lin-
ear programming (LP) of the problem Max-CSP, then
we show that the traditional estimates of the minimum
number of violated onstraints (lower bounds) based
on the ar-onsisteny suh as DAC[13℄, RDAC[8℄ and
∗
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WAC[1℄ an be expressed by dual Lagrangean relaxations
of the LP. We benet as from this modeling to develop
new lower bounds. Initially, in order to have an idea on
the quality of the lower bounds obtained from the LP,
we evaluated the value of the ontinuous relaxation of
LP using CPLEX tool, then we developed a Branh and
Bound method integrating a Lagrangean relaxations of
the LP. The results obtained are very enouraging and
open new prospets to exploit the linear programming
tools as well as possible to ontribute to the resolution
of these problems.
1 Introdution
Le problème de satisfation de ontraintes (CSP pour
Constraint Satisfation Problem) est déni par un en-
semble de variables, ayant haune un domaine de
valeurs possibles, et par un ensemble de ontraintes.
Chaque ontrainte limite les ombinaisons de valeurs
que peuvent prendre les variables sur lesquelles elle
pèse. Une solution d'un CSP est une aetation sat-
isfaisant toutes les ontraintes.
Dans beauoup d'appliations, les ontraintes sont
antagonistes puisque la satisfation de ertaines
d'entre elles se fait au détriment d'autres. Il est don
impossible de satisfaire toutes les ontraintes. On peut
alors être intéressé par la reherhe d'une solution qui
minimise le nombre de ontraintes insatisfaites. Dans
la littérature CSP, e problème est référené Max-CSP,
problème de satisfation de ontraintes maximale.
Comme pour beauoup d'autres problèmes
d'Optimisation Combinatoire, l'algorithme le plus
utilisé pour la résolution exate de Max-CSP est
l'algorithme de séparation et évaluation (branh and
bound, B&B). L'eaité du B&B dépend grande-
ment de la qualité de la borne inférieure alulée en
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haque noeud de l'arbre de reherhe.
La plupart des méthodes eaes de alul de
bornes inférieures se basent sur la notion de onsis-
tane loale. La prinipale diulté à laquelle se heur-
tent es méthodes est la prise en ompte de manière
globale de toutes les ontraintes entre variables non
enore aetées.
Dans la ommunauté de la Reherhe Opéra-
tionnelle, d'autres bornes inférieures sont utilisées
omme les bornes obtenues par la relaxation ontinue
ou la relaxation Lagrangienne [6℄.
Dans le but de proposer de nouvelles bornes in-
férieures pour les Max-CSP binaires ou d'améliorer
la qualité de ertaines qui existent, e travail porte
sur l'étude de liens entre les tehniques de onsistane
loale et les tehniques de relaxations ontinue et La-
grangienne. On se base sur la notion de lique. Une
lique étant un graphe omplet, i.e, un graphe dont
les sommets sont tous deux à deux adjaents. Nous
nous intéressons aux liques binaires qui expriment
des inompatibilités entre les valeurs de deux variables
du Max-CSP. Nous proposons une formulation linéaire
pour toute lique binaire et montrons omment ette
formulation peut être utilisée pour proposer une nou-
velle formulation linaire équivalente au Max-CSP. Des
expérimentations ont été réalisées et ont montré que
la résolution par Programmation Linéaire en Nombre
Entiers du système linéaire obtenu onstitue une al-
ternative intéressante pour la résolution des Max-CSP
ave graphe de ontraintes à densité faible.
Nous montrons aussi que les bornes inférieures
obtenues par les tehniques de onsistanes loales
telles que DAC, RDAC et WAC peuvent être obtenues
par la résolution d'une relaxation Lagrangienne d'un
système linéaire ontenant un nombre réduit de
liques. Nous proposons par la suite un proessus
d'inférene de liques pour le alul d'une meilleure
borne inférieure notée CBB (CBB pour Cilque-Based
Bound). Cette borne est intégrée dans l'algorithme de
résolution PFC-MPRDAC [9℄ et l'algorithme obtenu
est labellisé PFC-MPRDAC+CBB. Les expérimenta-
tions réalisées ont montré que PFC-MPRDAC+CBB
permet d'obtenir des résultats très enourageants.
Le reste du papier est organisé omme suit : dans
la setion 2, on présentera quelques dénitions ainsi
qu'un état de l'art sur les méthodes de alul de
bornes inférieures pour les Max-CSP. Dans la setion
3 on donnera la formulation linéaire proposée pour les
liques binaires et on annonera le théorème qui nous
permettra de présenter diérentes manières de alul
de bornes inférieures. La setion 4 présente la nou-
velle formulation linéaire proposée pour les Max-CSP.
Dans la setion 5 on montre omment les bornes in-
férieures obtenues par les tehniques de onssistanes
loales telles que DAC, RDAC et WAC peuvent être
alulées par la résolution d'une simple relaxation La-
grangienne. La setion 6 est onsarée à la présen-
tation du proessus d'inférene de liques. Ensuite,
nous présentons les expérimentations réalisées dans la
setion 7. Enn, nous onlurons à la setion 8.
2 Préliminaires
Dans ette setion nous introduisons quelques déni-
tions néessaires pour la suite de l'artile ainsi qu'un
état de l'art sur les méthodes de alul de bornes in-
férieures pour les Max-CSP.
2.1 Dénitions
Dénition 1 (Le problème de satisfation de on-
traintes binaires). Un problème de satisfation de
ontraintes binaires est la donnée d'un quadruplet
(X,D,C,R) :
• X est un ensemble de variables {X1, X2, . . . , Xn};
• D est un ensemble de domaines {D1, D2, . . . , Dn}
où haque Di représente les di valeurs possibles
pour Xi (di ≤ d, où d est la taille du plus grand
domaine);
• C est un ensemble de e ontraintes où haque on-
trainte Cij porte sur deux variables Xi et Xj de
X;
• R est un ensemble de e relations où haque Rij
dénit l'ensemble des ombinaisons de valeurs
satisfaisant Cij : Rij est un sous-ensemble du pro-
duit artésien Di ×Dj .
Dénition 2 (Graphe de ontraintes). On appelle
graphe de ontraintes d'un CSP, le graphe dont les
sommets est l'ensemble des variables (X) et les arêtes
elui des ontraintes (C).
Dénition 3 (Graphe omplémentaire de la Mi-
ro-struture du graphe de ontraintes). On désignera
par Cµ le graphe omplémentaire de la miro-struture
du graphe de ontraintes. C'est le graphe dont les som-
mets représentent les valeurs des variables et les arêtes
les liens d'inompatibilité entre es valeurs.
Dénition 4 (Support). Une valeur vk d'une variable
Xi est dite support pour la valeur vl d'une autre vari-
able Xj si et seulement si on a Rij(vk, vl) ((vk, vl) ∈
Rij).
Dénition 5 (Clique). Dans le adre d'un CSP,
une union de sous-ensembles, Ei1 ⊆ Di1 , Ei2 ⊆
Di2 , ..., Eim ⊆ Dim : 1 ≤ i1 < i2 < ... < im ≤ n,
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forme une lique si et seulement si pour tout ouple
(j1, j2) ∈ {i1, i2, ..., im}2 tel que Ej1 6= ∅ et Ej2 6= ∅
on a Cj1j2 ∈ C et ¬Rj1j2(vk, vl) ∀(vk, vl) ∈ Ej1 ×Ej2 .
C'est un sous graphe omplet de Cµ. On dira qu'une
lique est binaire si elle est l'union de deux sous-
ensembles de deux variables du CSP.
Pour une introdution au problème de reherhe de
liques dans un graphe, le leteur peut se référer à [3℄.
2.2 Bornes inférieures pour les Max-CSP
On se plae dans la situation générale où on dis-
pose d'une instaniation partielle IP = (Xi1 =
vi1 , ..., Xim = v
im) et on introduit les notations suiv-
antes :
• P = {i1, i2, ..., im}, 0 ≤ m ≤ n : ensemble des
variables instaniées;
• F = X \ P : ensemble des variables futures;
• CP ⊆ C : ensemble des ontraintes portant sur
des variables de P ;
• CF ⊆ C : ensemble des ontraintes portant sur
des variables de F ;
• CPF = C \ (CP ∪CF ) : ensemble des ontraintes
portant sur une variable de P et une variable de
F ;
• distance(IP ) = |{Cij ∈ C
P : ¬Rij(v
i, vj)}| :
nombre de ontraintes de CP insatisfaites par
l'instaniation partielle IP ;
• icki = |{j : ¬Rij(vk, v
j), j ∈ P}| : nom-
bre de ontraintes de CPF qui seront violées si
on étend l'instaniation partielle par l'aetation
Xi = vk. Ce nombre est appelé le ompteur
d'inonsistanes (inonsisteny ount).
L'algorithme de résolution Partial Forward Chek-
ing [5℄ qui est un algorithme de séparation et
évaluation utilise un minorant simple à aluler :
distance(IP ) +
∑
i∈F
min
vk∈Di
icki . C'est le nombre de on-
traintes violées dans CP augmenté d'une évaluation
du nombre de ontraintes violées dans CPF . [13℄, pro-
pose d'améliorer la qualité de e minorant par l'ajout
d'une évaluation du nombre de ontraintes violées
dans CF . Il suppose un ordre xe des variables et
utilise des ompteurs notés dacki et appelés ompteurs
d'ar ohérene orientée (direted ar onsisteny
ounts ou DAC): dacki =
∑
j>i
min
vl∈Dj
(1 − Rij(vk, vl)).
Le ompteur dacki est le nombre de variables Xj ∈ F
situées après Xi dans l'ordre utilisé et telles que
¬Rij(vk, vl), ∀vl ∈ Dj . La nouvelle borne inférieure
est distance(IP ) +
∑
i∈F
min
vk∈Di
icki +
∑
i∈F
min
vk∈Di
dacki . Le
deuxième et troisième terme de l'expression préédente
peuvent être ombinés pour obtenir une meilleure
borne : distance(IP ) +
∑
i∈F
min
vk∈Di
(icki + dac
k
i ) [7℄. [1℄
propose une tehnique pour s'en passer de l'ordre des
variables. Elle onsiste à assoier à haque ontrainte
Cij ∈ CF deux poids λij et λji tels que λij + λji = 1.
Elle assoie aussi à haque valeur vk de haque vari-
able Xi ∈ F une ontribution wacki telle que wac
k
i =∑
j:Cij∈CF
min
vl∈Dj
λji(1 − Rij(vk, vl)). Les ontributions
wacki sont par la suite utilisées pour le alul de la
borne inférieure WAC (Weighted Ar Consisteny),
WAC = distance(IP ) +
∑
i∈F
min
vk∈Di
(icki + wac
k
i ). La
méthode proposée dans [8℄ se base sur l'orientation
des ontraintes de CF (Reversible Direted Ar
Consistensy, RDAC). Chaque ontrainte Cij ∈ CF
est orientée vers une de ses variables Xi ou Xj et les
éventuelles absenes de support sont omptabilisées
sur la variable indiquée par ette orientation. Cela est
équivalent à aeter (0,1) ou (1,0) au ouple (λij , λji).
[12℄ montre que le problème qui onsiste à trouver
une façon optimale d'orienter les ontraintes de CF
est NP-diile. Les algorithmes PFC-RDAC et PFC-
MRDAC [8℄ optimisent l'orientation des ontraintes
de CF en haque noeud du B&B par reherhe loale.
[9℄ propose une amélioration de la borne obtenue
par l'orientation des ontraintes de CF par l'ajout
de ontributions globales de sous-ensembles disjoints
de F (Partition-Based Lower Bound). Il existe
maintenant des tehniques de onsistanes loales
plus élégantes et plus puissante : AC∗ [11℄, FDAC∗
[10℄ et EDAC∗ [4℄. Dans e papier nous établissons
des liens entre l'inférene de liques et les bornes
inférieures lassiques DAC, RDAC et WAC. Nous
pensons que es liens peuvent être aussi établis pour
les tehniques AC∗, FDAC∗ et EDAC∗.
3 Modèles linéaires à base de liques
pour les Max-CSP
Cette setion montre omment la notion de lique
binaire peut être utilisée pour le alul de bornes
inférieures pour les Max-CSP. Nous donnons tout
d'abord une formulation linéaire pour les liques bi-
naires, puis nous annonçons un théorème qui nous per-
mettra de présenter diérentes manières de alul de
bornes inférieures.
Nous ommençons la formulation par l'introdution,
pour haque variable Xi, de di variables binaires x
k
i ,
k = 1, ..., di (di étant la taille du domaine Di), telles
que : xki = 1 si Xi = vk et x
k
i = 0 si Xi 6= vk.
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Nous introduisons aussi, pour haque ontrainte Cij ,
une variable binaire ηij qui prendra la valeur 1 ou 0
selon que la ontrainte est violée ou pas. Dans la suite
de e papier, nous noterons par x le veteur à om-
posantes xki , par η le veteur à omposantes ηij et par
S l'ensemble des solutions du Max-CSP :
x = (xki )
k=1,di
i=1,n
∈ S ⇔
{ ∑
vk∈Di
xki = 1 i = 1, n
xki ∈ {0, 1} i = 1, n, vk ∈ Di
Soit Γij = Ei ∪ Ej une lique binaire1. Elle peut
être formulée linéairement omme suit:
ψ(Ei, Ej) =
( ∑
vk∈Ei
xki
)
+

 ∑
vl∈Ej
xlj

 ≤ 1 + ηij (1)
Cette ontrainte est l'interprétation de la formule
logique : Xi = vk ∧ Xj = vl ⇒ ηij = 1, pour
(vk, vl) ∈ Ei × Ej . Elle signie que si les variables Xi
et Xj sont respetivement instaniées par des valeurs
vk ∈ Ei et vl ∈ Ej , alors la ontrainte Cij est vi-
olée. Ainsi, à tout ensemble de m liques binaires
(m ≥ 0), Γ = {Γ1i1j1 ,Γ
2
i2j2
, ...Γmimjm} tel que Γ
t
itjt
=
Etit ∪ E
t
jt
(1 ≤ t ≤ m), on peut assoier le système
linéaire d'optimisation suivant:
IP (Γ)


min η. l1 e
t.q : ψ(Etit , E
t
jt
) ≤ 1 + ηitjt t = 1,m
x ∈ S
où l1 e est un veteur de e 1, e étant le nombre de
ontraintes dans le Max-CSP.
Théorème 1. Toute borne inférieure du système
linéaire IP (Γ) est une borne inférieure du Max-CSP.
Démonstration. Il sut de montrer que la valeur op-
timale du système IP (Γ) est une borne inférieure du
Max-CSP. Soit I = (v1, v2, . . . , vn) une solution opti-
male du Max-CSP, V (I) son oût (le nombre de on-
traintes violées) et onsidérons le ouple de veteurs
(x¯, η¯) tel que:
• x¯ =
(
x¯ki
)k=1,di
i=1,n
: x¯v
i
i = 1 et x¯
k
i = 0, ∀vk ∈ Di −
{vi};
• η¯ = (η¯ij)cij∈C : η¯ij = 1 si Γ ontient au moins
une lique Γtij telle que v
i ∈ Eti et v
j ∈ Etj , 0
sinon.
Par onstrution, le ouple (x¯, η¯) est une solution
du système (IP ). Son oût V (x¯, η¯) est forément
1
Il est à noter que l'un des sous-ensembles Ei ou Ej peut
être vide, dans e as la lique est formée uniquement par les
valeurs du sous-ensemble non vide.
supérieur ou égal au oût V (IP (Γ)) de la meilleure so-
lution de IP (Γ). Comparons maintenant V (x¯, η¯) ave
le oût V (I) de la solution I du Max-CSP. On peut
vérier que si η¯ij vaut 1 alors la ontrainte Cij est vio-
lée par la solution I et que l'inverse est faux. En eet,
η¯ij ne prend un 1 que si Γ ontient au moins une lique
ontenant à la fois vi et vj . Cela n'est possible, par
dénition de lique, que si ¬Rij(v
i, vj). Par ontre, il
se peut bien qu'on ait ¬Rij(vi, vj) sans que Γ possède
une lique ontenant à la fois vi et vj . Cela dépend
du nombre et de la façon dont elles sont onstruites
les liques. Par onséquent, le nombre de variables ηij
mises à 1 est au plus égal au nombre de ontraintes
violées par la solution optimale I du Max-CSP, d'où
V (I) ≥ V (x¯, η¯) ≥ V (IP (Γ)).
Corollaire 1. Si pour toute ontrainte Cij ∈ C et
tout ouple de valeurs inompatibles (vk, vl) ∈ Di×Dj ,
l'ensemble Γ ontient au moins une lique ontenant
à la fois vk et vl alors le système IP (Γ) est équivalent
au Max-CSP.
Dans la suite, on dira qu'un ensemble Γ est omplet
si le système IP (Γ) est équivalent au Max-CSP. On
dira qu'il est inomplet ou partiel dans le as ontraire.
Un des intérêts majeurs d'assoier un système
linéaire IP (Γ) à un Max-CSP est de pouvoir pren-
dre en ompte de manière globale les ontraintes du
problème. Cependant, plusieurs questions peuvent se
poser. On peut les regrouper en deux questions suiv-
antes : (1) Comment hoisir l'ensemble Γ ? (2) Com-
ment exploiter le système linéaire IP (Γ) ? On tentera
de donner des éléments de réponses à es questions
dans les setions qui suivent.
4 Résolution de Max-CSP par Program-
mation Linéaire en Nombres Entiers
Un début de réponse possible aux questions posées à
la setion préédente est de dire qu'il sut de hoisir
un système IP (Γ) omplet et de le résoudre par la
Programmation Linéaire en Nombres Entiers (PLNE).
Il reste à dire quel ensemble Γ omplet hoisir.
Une façon lassique et simple de onstruire un en-
semble Γ omplet est d'assoier à haque ouple de
valeurs inompatibles (vk, vl) ∈ Di × Dj de haque
ontrainte Cij ∈ C une lique ontenant uniquement
les valeurs vk et vl. L'inonvénient de ette façon de
faire réside dans le fait que l'information apportée par
haque lique est pauvre. Dans e as, une lique nous
informe uniquement de l'inompatibilité d'un seul ou-
ple de valeurs. De plus, Γ ontiendra un grand nombre
de liques, autant qu'il y a de ouples de valeurs in-
ompatibles. On présente ii une meilleure façon de
onstruire un ensemble de liques Γ omplet.
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À toute ontrainte Cij ∈ C et tout sous-ensemble
Ei ∈ Di on peut assoier la lique Γij(Ei) inférée
omme suit :
1. φij(Ei) = {vl ∈ Dj : ¬Rij(vk, vl) ∀vk ∈ Ei} :
ensemble des valeurs de Xj inompatibles ave
toutes les valeurs de Ei;
2. φji(φij(Ei)) = {vk ∈ Di : ¬Rij(vk, vl) ∀vl ∈
φij(Ei)} : ensemble des valeurs de Xi inompati-
bles ave toutes les valeurs de φij(Ei);
3. Γij(Ei) = φji(φij(Ei)) ∪ φij(Ei) : lique binaire
maximale qui porte sur les variables Xi et Xj et
qui ontient le sous-ensemble Ei de Di. Elle est
maximale dans le sens où il n'existe pas une autre
lique binaire Γ′ij telle que Γ
′
ij ⊃ Γij(Ei).
Figure 1: Exemple de ontrainte
Exemple 1. La gure 1 présente un exemple de on-
trainte, les arêtes représentent les inompatibilités en-
tre valeurs. Pour ette ontrainte on peut onstruire
la lique Γ12({(1, 1)}) omme suit :
1. φ12({(1, 1)}) = {(2, 1), (2, 2)};
2. φ21(φ12({(1, 1)})) = φ21({(2, 1), (2, 2)}) =
{(1, 1), (1, 2)};
3. Γ12({(1, 1)}) = {(1, 1), (1, 2), (2, 1), (2, 2)}.
La formulation linéaire assoiée à la lique
Γ12({(1, 1)}) est : x11 + x
2
1 + x
1
2 + x
2
2 ≤ 1 + η12.
Remarque 1. La lique Γij({vk}) exprime au moins
les inompatibilités de la valeur vk de Xi ave toutes
les valeurs de Xj .
Théorème 2. L'ensemble Γc = {Γij({vk}),Γji({vl})
| Cij ∈ C, vk ∈ Di, vl ∈ Dj} est omplet.
Démonstration. La démonstration est évidente du fait
que haque relation Rij est doublement exprimée
par les ensembles de liques {Γij({vk}), vk ∈ Di} et
{Γji({vl}), vl ∈ Dj}.
Les expérimentations eetuées ont montré que la ré-
solution de IP (Γc) est une alternative intéressante
pour les Max-CSP ave graphe de ontraintes à den-
sité faible. Les résultats obtenus par la PLNE peuvent
être améliorés par la rédution du nombre de liques
dans Γc.
5 Inférene de liques pour l'expression
de l'ar onsistane
Dans ette setion nous montrons omment les bornes
inférieures telles que DAC, RDAC et WAC peuvent
être obtenues par le proédé d'inférene de liques.
Considérons l'ensemble Γ0 = {Γij(Di),Γji(Dj),
Cij ∈ C} au quel est assoié le système linéaire suivant
IP (Γ0)


min
∑
Cij∈C
ηij
tq : ψ(Di, φij(Di)) ≤ 1 + ηij ∀Cij ∈ C
ψ(φji(Dj), Dj) ≤ 1 + ηij ∀Cij ∈ C
x ∈ S
On rappelle que Γij(Di) est une lique maximale on-
tenant toutes les valeurs de Xi ainsi que les valeurs
de Xj qui n'ont pas de support sur Di. De même,
Γji(Dj) ontient toutes les valeurs de Xj ainsi que les
valeurs de Xi qui n'ont pas de support sur Dj .
Théorème 3. La valeur V (IP (Γ0)) du système
IP (Γ0) est au moins égale à la meilleure borne in-
férieure qu'on peut obtenir par DAC, RDAC et WAC.
Démonstration. Comme il a été montré dans [1, 2℄ que
DAC et RDAC sont des as partiuliers de WAC, il
sut de montrer que la meilleure borne qu'on peut
obtenir par WAC est un minorant de V (IP (Γ0)).
Soit λ = (λij , λji)cij∈C : λij+λji = 1, un veteur de
poids qu'on peut assoier aux ontraintes du Max-CSP
pour obtenir la meilleure borne inférieure qu'on peut
aluler par WAC. À la raine de l'arbre de reherhe
ette borne est donnée par
n∑
i=1
min
vk∈Di
wacki , où wac
k
i =∑
j:Cij∈C
min
vl∈Dj
λji(1 −Rij(vk, vl)).
Les éléments du veteur λ peuvent aussi être util-
isés omme multipliateurs de Lagrange pour aluler
une borne inférieure du système IP (Γ0) par relax-
ation Lagrangienne de toutes les ontraintes exep-
tées les ontraintes d'aetations x ∈ S. Les poids
λij , λji, (∀Cij ∈ C) seront assoiés aux ontraintes
linaires ψ(Di, φij(Di)) ≤ 1 + ηij et ψ(φji(Dj), Dj) ≤
1+ηij respetivement. La relaxation Lagrangienne de
IP (Γ0) qu'on obtient est la suivante : LR(λ,Γ0) =
min
x∈S
L(x, λ), où L(x, λ) est la fontion de Lagrange
obtenue omme suit :
L(x, λ) =
∑
Cij∈C
(1− λij − λji)ηij
+
∑
Cij∈C
λij
[ ∑
vk∈Di
xki +
∑
vl∈φij(Di)
xlj − 1
]
+
∑
Cij∈C
λji
[ ∑
vk∈φji(Dj)
xki +
∑
vl∈Dj
xlj − 1
]
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Après simpliation, la fontion de Lagrange peut
s'érire : L(x, λ) =
n∑
i=1
∑
vk∈Di
wacki .x
k
i . Le prob-
lème Lagrangien LR(λ,Γ0) est déomposable en sous-
problèmes indépendants, un par variable du Max-CSP.
La résolution du sous-problème relatif à une vari-
able Xi revient à aeter un 1 à la variable x
k
i qui
a la plus petite ontribution wacki . Par onséquent,
V (LR(λ,Γ0)) =
n∑
i=1
min
vk∈Di
wacki , don la meilleure
borne inférieure obtenue par WAC est aussi une borne
inférieure de IP (Γ0).
6 Inférene de liques pour le alul de
nouvelles bornes inférieures
Dans ette setion on montre omment on peut inférer
un système de liques de taille réduite pour aluler
en temps raisonnables des bornes inférieures de qual-
ité meilleure que elles obtenues par DAC, RDAC et
WAC.
La démarhe onsiste à inférer itérativement une
suite de p ensembles de liques Γ1,Γ2, ...,Γp. Cha-
un de es ensembles se ompose d'autant de liques
binaires qu'il y a de ontraintes portant sur des vari-
ables futures. Ils sont onstruits de telle façon que
V (LR( l1 ,Γ1)) < V (LR( l1 ,Γ2)) < V (LR( l1 ,Γ3)) <
... < V (LR( l1 ,Γp−1)) = V (LR( l1 ,Γp)), où
V (LR( l1 ,Γq)) (1 ≤ q ≤ p) est la valeur de la relax-
ation Lagrangienne qu'on obtient par la dualisation
de toutes les ontraintes de IP (Γq) ave des multipli-
ateurs de Lagrange tous égaux à 1.
Le proessus d'inférene ommene par le alul
d'un ensemble Γ1 assoiant à haque ontrainte Cij
une des deux liques Γij(Di) ou Γji(Dj). Pour ela,
le problème dual Lagrangien max
λ
V (LR(λ,Γ0)) intro-
duit à la setion préédente est résolu de manière
approhée par la même méthode de reherhe loale
(GreedyOpt) utilisée par l'algorithme MRDAC pour
diriger le graphe de ontraintes.
GreedyOpt
1. STOP ← false, ∀Cij ∈ C, λij = 1, λji = 0
2. WHILE(! STOP)
(a) STOP ← true
(b) ∀Cij ∈ C
i. λ′ ← λ, λ′ij ← λji, λ
′
ji ← λij
ii. if (min
x∈S
L(x, λ′) > min
x∈S
L(x, λ)) then
{λ← λ′, STOP ← false}
Le résultat de la proédure GreedyOpt est une af-
fetation de (1,0) ou (0,1) à haque ouple (λij , λji).
Γ1 est alors initialisé en assoiant à haque on-
trainte Cij la lique Γij(Di) si λij = 1 ou la lique
Γji(Dj) sinon. On vériera que la borne inférieure
qu'on obtient après l'exéution de GreedyOpt est
V (LR( l1 ,Γ1)) =
n∑
i=1
min
vk∈Di
ccki −e, où cc
k
i est le nombre
de liques dans Γ1 ontenant la valeur vk de la variable
Xi. À e niveau V (LR( l1 ,Γ
1)) orrespond exatement
à la borne inférieure alulée par RDAC. La suite du
proessus vise à améliorer la qualité de ette borne.
On appellera ccki le ompteur de liques assoié à la
valeur vk de la variable Xi.
Considérons les notations suivantes :
• Γq = {Γqij , Cij ∈ C} : ensemble de liques
générées à l'itération q du proessus;
• Γqij = E
q
ij ∪ E
q
ji : lique assoiée à la ontrainte
Cij à l'itération q du proessus. E
q
ij et E
q
ji sont
respetivement des sous ensembles de Di et Dj ;
• mini = min
vk∈Di
ccki : le minimum des ompteurs de
liques assoiés aux valeurs de Xi;
• rcki = cc
k
i −mini : oût réduit de la valeur vk de
Xi.
• MIN(Eqij) = {vk ∈ E
q
ij : rc
k
i = 0} : ensemble des
valeurs de E
q
ij ⊆ Di apparaissant un nombre de
fois minimum dans les liques de Γq.
• MIN(Eqji) = {vl ∈ E
q
ji : rc
l
j = 0} : ensemble des
valeurs de E
q
ji ⊆ Dj apparaissant un nombre de
fois minimum dans les liques de Γq.
Théorème 4. Soit Γq
′
l'ensemble de liques obtenu
en remplaçant dans Γq la lique Γqij = E
q
ij ∪E
q
ji par la
nouvelle lique Γq
′
ij = Γij(MIN(E
q
ij)) (resp. par Γ
q′
ij =
Γji(MIN(E
q
ji))). La valeur V (LR( l1 ,Γ
q′)) est au
moins égale à V (LR( l1 ,Γq)).
Démonstration. On donne la démonstration seule-
ment pour le as où Γqij = E
q
ij ∪ E
q
ji est remplaée
par Γq
′
ij = Γij(MIN(E
q
ij)) = φji(φij(MIN(E
q
ij))) ∪
φij(MIN(E
q
ij)), la démonstration de l'autre as se fait
de manière analogue.
Comme il y a seulement la lique assoiée à la on-
trainte Cij qui est remplaée par une nouvelle lique,
les ompteurs de liques assoiés aux valeurs des vari-
ables autres que Xi et Xj restent inhangées. Les on-
tributions de es variables dans le alul de la borne in-
férieure restent les mêmes. Comptons maintenant les
nouvelles ontributions de Xi et Xj . Parmi les valeurs
de Di, seules elles qui apparaissaient dans la lique
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Γqij (les valeurs de E
q
ij) et qui n'apparaissent pas dans
la lique Γq
′
ij peuvent voir leur ompteurs de liques
diminuer. Comme Γij(MIN(E
q
ij)) est une lique max-
imale qui ontient toutes les valeurs de l'ensemble
MIN(Eqij), auune valeur de MIN(Di) ne verra alors
son ompteur de liques diminuer. Par onséquent,
la ontribution de Xi reste inhangée. D'autre part,
toutes les valeurs de Dj qui apparaissaient dans la
lique Γqij (les valeurs de E
q
ji) apparaissent dans la
lique Γq
′
ij , ar les valeurs de MIN(E
q
ij) et de E
q
ji
sont toutes deux à deux inompatibles puisqu'elles
sont toutes ontenues dans la lique Γqij . En plus des
valeurs E
q
ji, la lique Γ
q′
ij ontient toutes les valeurs
de Xj qui ne sont pas dans E
q
ji et qui sont inom-
patibles ave les valeurs de MIN(Eqij). On peut
en déduire que le nombre de liques de Γq
′
où une
valeur vl ∈ Dj apparaît est supérieur ou égal au nom-
bre de liques de Γq où ette même valeur vl ap-
paraît. La nouvelle ontribution de la variable Xj
est don forément supérieure ou égale à l'anienne,
V (LR( l1 ,Γq
′
)) ≥ V (LR( l1 ,Γq)).
Il est lair d'après la démonstration du théorème
préédent qu'on peut annoner le orollaire suivant :
Corollaire 2. Si MIN(Eqji) = ∅ et
∀(vk, vl) ∈MIN(E
q
ij)×MIN(Dj) on a ¬Rij(vk, vl)
alors si on remplae dans Γq la lique Γqij par
Γij(MIN(E
q
ij)) on obtient un nouvel ensemble de
liques Γq
′
tel que V (LR( l1 ,Γq
′
)) = V (LR( l1 ,Γq))+1.
Le proessus ontinue par la génération des ensem-
bles Γ2,Γ3, ...,Γp. Chaque ensemble Γq, 2 ≤ q ≤ p
est obtenu à partir de Γq−1 par la proédure De-
sente. L'étape 2 de la proédure Desente onsiste
Desente
1. Γq ← Γq−1
2. ∀Cij ∈ C if (λij = 1 )
then Γq ← Γq \ Γqij ∪ Γij(MIN(E
q−1
ij ))
else Γq ← Γq \ Γqij ∪ Γji(MIN(E
q−1
ji ))
3. NewLB = V (LR( l1 ,Γq))
à remplaer itérativement dans Γq−1 haque lique
Γq−1ij par une des deux liques Γij(MIN(E
q−1
ij )) ou
Γji(MIN(E
q−1
ji )) selon que (λij , λji) = (1, 0) ou (0,1).
À haque remplaement, les ompteurs de liques de
deux variables peuvent être modiés. Ces modia-
tions peuvent donner lieu à l'augmentation de la borne
inférieure si on est dans le as favorable du orollaire
2. Le nombre de tels remplaements favorables est la
quantité par laquelle la borne inférieure est augmentée
après la n de l'exéution de la proédure Desente.
Si ette augmentation est positive, le proessus on-
tinue par un nouvel appel à la proédure Desente
pour générer l'ensemble Γq+1, sinon le proessus est
arrêté. Le paramètre p est alors égal au nombre de
fois que la proédure Desente est exéutée plus 1.
Remarque 2. La quantité par laquelle la borne in-
férieure est augmentée après la n du proessus dépend
de l'ordre dans lequel les ontraintes sont onsidérées
lors de haque appel à la proédure Desente. Nous
avons onstaté expérimentalement qu'il est préférable
de traiter en priorité les ontraintes favorables à
l'augmentation de la borne inférieure (voir orollaire
2). La proédure Desente est alors implémentée
de manière à e que, lors du premier appel, les on-
traintes favorables à l'augmentation de la borne in-
férieure soient traitées en priorité.
Figure 2: Exemple de Max-CSP
Exemple 2. La gure 2 présente un exemple de Max-
CSP ontenant 4 variables (X = {X1, X2, X3, X4})
et 5 ontraintes (C = {C12, C14, C23, C24, C34}). Les
ars sur la gure représentent les ouples de valeurs
inompatibles. En partant du système de liques Γ0
assoié et en résolvant par la proédure Greedy-
Opt le problème dual laganragien max
λ
V (LR(λ, x))
on obtient le veteur λ = (1, 0, 1, 0, 1, 0, 1, 0, 1, 0).
L'ensemble Γ1 est alors initialisé omme suit :
Γ1 = {Γ12(D1),Γ14(D1),Γ23(D2),Γ24(D2),Γ34(D3)}
= {{(1, 1), (2, 3)}, {(1, 1), (4, 2)}, {(2, 1), (2, 2), (2, 3)},
{(2, 1), (2, 2), (2, 3)}, {(3, 1), (3, 2)}}.
Le ompteur de liques assoié à haque valeur (i, k)
est le nombre de liques dans Γ1 où elle apparaît. Ces
ompteurs sont donnés par le tableau suivant :
i\k 1 2 3 mini i\k 1 2 3 mini
1 2 ♯ ♯ 2 3 1 1 ♯ 1
2 2 2 3 2 4 0 1 ♯ 0
La borne inférieure est don V (LR( l1 ,Γ1)) =
n∑
i=1
mini−e = 2 + 2 + 1 − 5 = 0. Le proessus
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ontinue d'abord par repérer les ontraintes favorables
à l'augmentation de la borne inférieure pour qu'elles
soient onsidérées les premières lors du premier
appel à Desente (voir remarque 4). Ii auune
ontrainte n'est favorable à l'augmentation de la
borne inférieure. Elles sont don onsidérées dans
l'ordre C12, C14, C23, C24, C34. L'ensemble Γ
2
qu'on
obtient après le premier passage de Desente est Γ2 =
{{(1, 1), (2, 3)}, {(1, 1), (4, 2)}, {(2, 1), (2, 2), (3, 2)}, {(2,
1), (2, 2), (2, 3)}, {(3, 1), (4, 1)}}. Seules les liques as-
soiées à C23 et C34 sont remplaées par de nouvelles
liques. Il y a d'abord Γ23(D2) qui est rem-
plaée par Γ23(MIN(E
1
23)) = Γ23({(1, 1), (1, 2)}) =
{(2, 1), (2, 2), (3, 2)}. Ce remplaement donne lieu
à la modiation des ompteurs de liques as-
soiés aux valeurs des variables X2 et X3, cc
3
2
diminue de 1 (cc32 = 2 ) et cc
2
3 augmente de 1
(cc23 = 2). À e niveau, MIN(E
1
34) = {(3, 1)}.
Suite à e premier remplaement, il y a le traite-
ment de la lique assoiée à C23 qui ne donne
auune modiation, puis Γ34(D3) est remplaée par
Γ34(MIN(E
1
34)) = Γ34({(3, 1)}) = {(3, 1), (4, 1)}.
Le nouveau tableau des ompteurs de liques qu'on
obtient après le premier passage de Desente est :
i\k 1 2 3 mini i\k 1 2 3 mini
1 2 ♯ ♯ 2 3 1 1 ♯ 1
2 2 2 2 2 4 1 1 ♯ 1
La nouvelle borne inférieure est V (LR( l1 ,Γ2)) =
n∑
i=1
mini−e = 2 + 2 + 1 + 1− 5 = 1.
À Γ2 orrespond le système suivant :
IP (Γ2)


min η12 + η14 + η23 + η24 + η34
t.q : x11 + x
3
2 ≤ 1 + η12
x11 + x
2
4 ≤ 1 + η14
x12 + x
2
2 + x
2
3 ≤ 1 + η23
x12 + x
2
2 + x
3
2 ≤ 1 + η24
x13 + x
1
4 ≤ 1 + η34
x ∈ S
Le premier appel à Desente a donné lieu à
l'augmentation de la borne inférieure d'une unité. Ce
sont les 5 liques onstruites qui ont ontribué ensem-
ble à ette augmentation. Le proessus ontinue par
un nouvel appel à Desente pour générer Γ3. Cette
fois la borne ne sera pas augmentée et le proessus est
alors arrêté. La borne inférieure alulée est 1.
Remarque 3. La omplexité temporelle du proes-
sus est en O((e.d)2): la méthode Desente est exé-
utée au plus e fois puisque la borne inférieure ini-
tiale est au plus augmentée par e. À haque exéution
les e ontraintes sont onsidérées et le traitement de
haque ontrainte oûte d2. En pratique, plus le nom-
bre d'exéution de la méthode Desente roît, plus
l'eaité du proessus augmente.
La omplexité spatiale du proessus est en O(e.d):
on a besoin d'une matrie de taille e × 2d pour
représenter les liques assoiées aux e ontraintes.
Le proessus d'inférene de liques est intégré
dans la méthode de résolution PFC-MPRDAC. On
dénote par PFC-MPRDAC+CBB l'algorithme résul-
tant (CBB pour Clique Based-Bound). En haque
noeud de l'arbre de reherhe PFC-MPRDAC eetue
tous le travail néessaire pour diriger le graphe de
ontraintes, don pour résoudre approximativement le
problème dual Lagrangien max
λ
V (LR(λ,Γ0)). Le ré-
sultat est réupéré pour initialisé Γ1. PFC-MPRDAC
proède aussi à la partition de l'ensemble des variables
futures en sous-ensembles disjoints. Chaque sous-
ensemble est omposé soit d'une ou de deux variables.
Les ontraintes qui portent sur les variables ontenues
dans des sous-ensembles de taille 2 orrespondent aux
ontraintes favorables à l'augmentation de la borne in-
férieure. Ce sont les ontraintes qui sont traitées les
premières lors du premier passage de Desente.
Le proessus d'inférene de liques est présenté
pour le as où auune variable n'est enore instaniée.
Aux noeuds internes de l'arbre de reherhe la borne
inférieure alulée par PFC-MPRDAC+CBB est
CBB = distance(IP )− |CF |+
∑
i∈F
min
vk∈Di
(icki + cc
k
i ),
où IP est une instaniation partielle, F est l'ensemble
des variables futures, CF est l'ensemble des on-
traintes portant sur des variables de F et icki est
le ompteur d'inonsistanes assoié (inonsistensy
ount) à la valeur de la variable Xi ∈ F .
Les quantités icki + cc
k
i sont exploitées par PFC-
MPRDAC+CBB dans le adre du ltrage. À haque
fois que les ompteurs de liques d'une variableXi sont
modiés, les oûts réduits rcki = ic
k
i +cc
k
i −mini ∀vk ∈
Di sont alulés. Si rc
k
i ≥ UB − CBB la valeur vk
est éliminée du domaine Di, UB étant la valeur de la
meilleure solution ourante.
7 Expérimentations
Cette setion présente les expérimentations réalisées.
Les tests ont été eetués sur trois lasses de Max-
CSP. Chaque lasse est représentée par un quadruplet
〈n, d, e, t〉 tel que n est le nombre de variables du
Max-CSP, d la taille des domaines et e le nombre de
ontraintes. Le paramètre t est variable. Il est égal au
nombre de ouples de valeurs interdits par haque on-
trainte (tightness). Les trois lasses en question sont
1.〈10, 10, 45, t〉 2.〈15, 10, 50, t〉 3.〈40, 5, 55, t〉.
Les graphes de ontraintes des Max-CSP appartenant
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aux lasses (1) sont omplets. La densité des Max-
CSP appartenant aux lasses (2) est moyenne, tandis
que elle des Max-CSP de la lasse (3) est faible.
Les premières expérimentations ont porté sur
l'évaluation des diérentes bornes inférieures suiv-
antes:
1. V (LP (Γc)) : valeur de la relaxation ontinue du
système omplet V (IP (Γc)) (voir setion 4);
2. V (IP (Γ0)) : valeur exate du système partiel
IP (Γ0) (voir setion 5);
3. V (LP (Γ0)) : valeur de la relaxation ontinue du
système partiel IP (Γ0) (voir setion 5);
4. CBB : borne inférieure alulée par PFC-
MPRDAC+CBB à la raine de l'arbre de
reherhe (voir setion 6).
Pour haque lasse et pour haque valeur de t 50 in-
stanes de Max-CSP ont été générées aléatoirement.
L'outil utilisé pour le alul des trois première bornes
est le solveur CPLEX. Les résultats de l'évaluation
des diérentes bornes inférieures sont donnés par la
gure 3. Les ourbes sur la première olonne de la
gure représentent les valeurs des diérentes bornes
inférieures. Les ourbes de la deuxième olonne
représentent le temps néessaire pour le alul de es
diérentes bornes.
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Figure 3: Comparaison des diérentes bornes in-
férieures
On remarque que V (LP (Γc)) est largement
supérieure aux autres bornes et que le temps nées-
saire pour le alul de V (LP (Γc)) est beauoup trop
élevé sauf pour la lasse 3. La valeur de la relaxation
ontinue V (LP (Γ0)) est de bonne qualité, elle oïn-
ide ave la valeur V (IP (Γ0)). La valeur de CBB est
meilleure que elle de V (IP (Γ0)) sauf lorsque la dureté
des ontraintes est prohe de 100 %. De plus CBB est
obtenue dans des temps beauoup moins élevés que
eux que néessite la alul de V (LP (Γ0)).
La résolution exate de IP (Γc)) est aussi évaluée.
La table 1 présente les résultats obtenus pour les prob-
lèmes diiles des trois lasses
2
(t est hoisi prohe
de la région diile, voir la gure 4). La deuxième
olonne de la table (GAP) représente l'éart entre
la valeur de la relaxation ontinue de IP (Γc) et sa
valeur exate. La troisième olonne donne le nom-
bre de noeuds explorés en moyenne pour résoudre les
problèmes générés et la quatrième olonne donne le
temps de résolution en seondes. Ces résultats mon-
Table 1: Résultats de CPLEX
〈n, d, e, t〉 GAP noeuds temps (s)
〈10, 10, 45, 87〉 9.66 2152.4 33.23
〈15, 10, 50, 85〉 9.42 5118.76 110.82
〈40, 5, 55, 20〉 0.32 0.04 0.025
trent que la PLNE est une alternative intéressante
pour la résolution de Max-CSP ave graphe de on-
traintes à densité faible. En eet, CPLEX arrive à
résoudre les problèmes de la lasse 〈40, 5, 55, 20〉 en
moins de 25 milliseondes en moyenne. Ces résultats
peuvent être expliqués par la qualité de la borne in-
férieure V (LP (Γc)) (l'éart entre la borne inférieure
V (LP (Γc)) et la valeur exate V (IP (Γc)) est pratique-
ment nul). Pour les Max-CSP des autres lasses, le
temps que néessite la résolution exate par CPLEX
est élevé par rapport au temps que néessite la méth-
ode de résolution PFC-MRDAC. CPLEX met plus de
30 seondes pour résoudre les problèmes des lasses
〈10, 10, 45, 87〉, 〈15, 10, 50, 85〉. Ces résultats peuvent
être expliqués par le fait que la résolution de la relax-
ation ontinue prend beauoup de temps (voir gure
3).
Les autres expérimentations ont porté sur
l'évaluation de PFC-MPRDAC+CBB. Les résul-
tats obtenus sont donnés par la gure 4. Les ourbes
sur la première olonne de la gure représentent le
nombre de noeuds explorés en moyenne par les trois
méthodes PFC-MRDAC, PFC-MPRDAC et PFC-
2
La résolution de 50 problèmes pour haque valeur de t et
pour haque lasse prend plusieurs jours.
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MPRDAC+CBB pour résoudre les problèmes générs.
Les ourbes de la deuxième olonne représentent
le temps de alul moyen qu'ont neessité les trois
algorithmes pour résoudre les problèmes générés.
On remarque que PFC-MPRDAC+CBB développe
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Figure 4: Comparaison de PFC-MRDAC, PFC-
MPRDAC et PFC-MPRDAC+CBB
beauoup moins de noeuds et met moins de temps
que les autres algorithmes pour résoudre les instanes
diiles de Max-CSP.
8 Conlusion
Dans e papier, nous avons montré que la notion de
lique peut être bien exploitée dans le adre des Max-
CSP. Nous avons proposé une formulation linéaire
pour les liques binaires et montré que ette formu-
lation peut être utilisée pour proposer des modèles
linéaires utiles pour le alul de bornes inférieures ou
la résolution exate des Max-CSP. Nous avons pro-
posé un algorithme d'inférene de liques permettant
d'obtenir un système linéaire faile à évaluer. Son
évaluation fournit de bonnes bornes inférieures. Le
système d'inférene est intégéré dans la méthode de
résolution PFC-MPRDAC et l'algorithme résultant a
été labellisé PFC-MPRDAC+CBB (CBB pour Clique-
Based Bound). Les expérimentations réalisées ont
montré que PFC-MPRDAC+CBB est plus performant
que PFC-MRDAC et PFC-MPRDAC.
La sophistiation de notre algorithme et son exten-
sion aux CSP valués sont nos perspetives.
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