We show how access to flexible optical potentials can be used to generate three-dimensional atomic bright matter-wave solitons using a painted potential technique. Our method is robust to atomic losses, avoiding the problems associated with Feshbach resonances.
I. INTRODUCTION
The toolbox of ultracold atomic physics provides opportunities to understand phenomena intrinsic to these systems -as well as the unprecedented ability to investigate effects associated with other physical models through ideas from quantum simulations. Ultracold atomic gases furthermore offer the flexibility to access novel physical effects and parameter regimes, due to their high experimental controllability. In particular, it is now feasible to engineer the dimensionality [1] , the strength of the particle interactions [2] and the potential landscape [3, 4] of these systems to an almost arbitrary degree.
Under typical experimental conditions trapped ultracold atomic gases with weak repulsive interactions are unconditionally stable, but in the case of attractive interactions, where this is not the case, bright solitary waves have also been generated. Early experimental work focused on generating single [5, 6] as well as trains [7] of bright solitons and more recently interest has focussed on using bright solitons as an experimental probe for potential barriers [8, 9] . Interpreting the observed stability of these states in terms of their relative phase [10, 11] , and also their scattering dynamics in the presence of disorder [12, 13] have also been topics of recent interest.
In the context of ultracold atomic gases, bright matterwave solitons have been shown to possess a number of unique features. In particular, regions of chaotic dynamics have been identified [14, 15] for trapped solitons. Bright solitons particle-like nature yielded particle models for the center-ofmass dynamics of these systems in harmonic [16] as well as periodic [17] potentials. Complementary to this, bright solitary matter waves have been suggested as strong candidates for atomic interferometry [18] [19] [20] which has led very recently to the first realization of a bright soliton based matter-wave interferometer with a cloud of 85 Rb atoms [21] . It was also suggested that bright solitons could be used for the generation of Bell states for quantum information processing [22] , as well as for quantum thermodynamics [23] applications. Proposals for controllably splitting matter-wave condensates to generate bright solitons with fixed relative phase also exist [24] , and the generation of so-called "breathers," excited states of an attractively interacting gas, has also been realized experimentally [25] . Attractive interactions can also facilitate the formation of molecule-like states comprised of several solitons [26] , while understanding the behaviour of bright soliton states in the non-integrable context has also led to the identification of novel dynamics [27] .
The experimental generation of bright soliton states typically relies on being able to tune the scattering length of the condensate using Feshbach resonances. The condensate is typically created on the repulsive side of the resonance, and a sudden switch into the attractive regime is then used to create the solitons. However, this non-adiabatic process leads to significant heating and losses of the atomic ensemble, and therefore allows only limited control over the final size and state of the soliton.
In this work we suggest one possible solution for this problem, and show how a ground state bright soliton can be created in a Bose-Einstein condensate through switching the scattering length, but with minimal heating and atom loss. Our proposal is related to the ideas discussed in the area of "shortcuts to adiabaticity," and in particular the so-called fast-forward theory, where dynamical processes are designed in such a way to ensure an adiabatic evolution in finite time [28, 29] . In fact, we suggest to choose the external potentials in such a way that the condensate state before and after the Feshbach switch is the same. On the attractive side the interaction and the kinetic energy terms act in opposition and compensate each other (no external potential is necessary), however on the repulsive side the kinetic and the interaction terms act together, which means an external potential is required to localise the condensate. Our central idea is to design this external potential in such a way that the relevant stationary states are the same in both cases.
To engineer the target state, we construct a so-called "painted" potential, a laser-generated spatially structured potential felt by the whole atomic cloud. These potentials can be generated by optical dipole potentials [30] , and very recently holographic potentials [31] [32] [33] generated by spatial light modulators [34] have been realized. Figure 1 shows the soliton engineering protocol schematically. Here, the painted potential, [see Eqs. (6) and (11)] is represented by the yellow isosurfaces of constant energy. The resulting ground state soliton is pictured in red.
The paper is organized as follows. In Section II we introduce our protocol using a simple pedagogical example to draw out the core features of our scheme. Following this, in Section III we explore the robustness of the scheme in three dimensions using numerical simulations, and interrogate various aspects of the fidelity of states generated using our method. In Section III B we investigate the effect of performing an interaction quench on a trapped bright soliton. in Section III C we study the role of fluctuations using the Truncated Wigner methodology. We then proceed to look at finite-time interaction changes in Section III D, before elucidating how one could realize our scheme using optical dipole potentials in Section III E. We summarize our finding in the conclusion, Section IV.
II. PEDAGOGICAL EXAMPLE
To clearly illustrate our process, we first consider an effective one-dimensional pedagogical model, where the radial dynamics of an atomic cloud are assumed to be frozen out. In this case the condensate is described by a time-independent, onedimensional Gross-Pitaevskii equation of the form
where µ defines the chemical potential, m is the atomic mass, N is the number of particles and g 1d = 2 ω ρ a s accounts for the interaction strength between the particles, with ω ρ the transverse harmonic trapping frequency and a s the s-wave scattering length. In writing the quasi-one-dimensional interaction parameter g 1d , we have dimensionally reduced the threedimensional Gross-Pitaevskii equation by assuming tight radial trapping such that the radial part of the wave function is
The external potential is described by U(x) and we assume that different potential shapes can be created using painting or SLM techniques. We aim to have a situation where, before and after the Feshbach switch from positive to negative scattering length, at the same magnitude, the condensate wavefunction, ψ(x), takes the form of a stationary bright soliton
with 0 = 2 /mg 1d N. Note that having the initial (positive) and final (negative) scattering lengths have the same magnitude is not an absolute requirement, however it is also not physically unreasonable and substantially simplifies the discussion. It will also be seen later on [see Secs. III and III B] that the soliton length scale can have a more complicated dependence on the interactions, however here our discussion focuses on one simple example. For the attractive regime this is automatically fulfilled if the trapping potential is switched off, U(x) = 0, as the state given by Eq. (2) is then an exact stationary state. However for the repulsive setting one needs to determine the external potential associated with a lowestenergy stationary state of this exact form. While it is not obvious for a general target state that such a potential even exists, in our case it can be straightforwardly calculated by realising that ψ S (x) is node-free, and then solving Eq. (1) as
Here the chemical potential of the bright soliton is given by
One can immediately see that this effectively just confirms the known result that the ground state wavefunction of a single one-dimensional particle in a sechsquared potential well is a sech function. Since the constant terms are are essentially aribtrary energy shifts, this means that, for some given interaction strength g 1d and particle number N, a trapping potential with the spatial dependency
will mean that the energy minimising stationary solution of
is also given by Eq. (2). Hence, if our initial state is taken as the ground state of a repulsive interacting quasi one-dimensional condensate of N particles, with interaction strength g 1d and trapping potential U S , then instantaneously changing g 1d → −g 1d and U S → 0 should not produce any dynamics in the density profile of the wavefunction. It is the purpose of the remainder of the work to realistically formalize this scheme for future ultracold atom experiments.
III. SOLITON ENGINEERING IN 3D
A. Determination of the 3D painted potential
To account for realistic settings we need to construct a fully three-dimensional potential landscape as a test of the validity of the proposed method. The derivation of such a potential can be accomplished by considering, for a given target state, what potential would generate this state within the framework of the three-dimensional Gross-Pitaevskii equation. Again, realising that the ground state wavefunction in three dimensions is nodeless, such a potential can be written as
Equation (6) introduces the target state ψ T (r) and g = 4π 2 |a s |/m where again m is the atomic mass, a s is the s-wave scattering length, and µ is the chemical potential of the atomic cloud. The choice of the target state is however not completely arbitrary. It must be a (locally) energy minimizing solution to the underlying Gross-Pitaevskii model (a consequence of attractive interactions is that there is in general no global energy minimum in the 3D Gross-Pitaevskii equation). As such, we use a variational wave function as the target state. Note that one could also use the full numerical solution to determine the target state. Using the variational solution proves to be advantageous, however, as the variational analysis provides an intuitive understanding of the underlying parameter space of the 3D problem. We consider the situation where the soliton is confined harmonically in both the radial and axial directions. Then, a good soliton variational state is described by [35] 
the parameters introduced by Eq.
which is a dimensionless ratio of the soliton and harmonic length scale, and κ = ω ρ /ω x which defines the ratio of the radial and axial harmonic trapping frequencies, while a x and a ρ give the axial and radial harmonic length scales of the three dimensional trap. The remaining parameters are S and k S , which define the axial and radial variational length and inverse lengths respectively. Then, inserting the state given by Eq. (7) into the energy functional associated with Eq. (6) and minimizing the resulting energy with respect to the variational parameters leads to a cubic equation for S . The only physically relevant solution is given by
where the soliton length scale 0 is defined per Section II, and
Meanwhile, the inverse radial variational length is obtained from
Values for k S and S are determined from Eq. (8) and Eq. (10) simultaneously, for which a straightforward numerical procedure exists [35] . Finally, inserting the target state given by Eq. (7) into Eq. (6) we arrive at the painted potential
To experimentally create the soliton given by Eq. (7), one would first produce a condensate with the potential defined by Eq. (11) in the presence of repulsive interactions. Then, a quench is applied to the system by switching off the painted potential, and subsequently changing the sign of the meanfield interactions from repulsive to attractive (maintaining the magnitude of a s ) and imposing the full radial and axial trapping potential given by
These precise conditions yield the required three-dimensional bright soliton state with minimal induced dynamics of the atomic cloud. Figure 2 shows an example of the ground state and real time dynamics obtained from the painted potential Eq. (11). The numerical procedure used to procure this solution for a given scattering length and trapping geometry involves using an iterative biconjugate gradient scheme to find the ground state solution on the repulsive (a s > 0) side. Imaginary time propagation is insufficient here as it fails to eliminate low lying positive momentum modes that are present in the axial part of the three dimensional wave function. The real time dynamics are then handled using the XMDS2 software [36] . The example shown in Fig. 2 is for the choice of parameters κ = 400 and γ = 0.1, which corresponds to k S 0 0.65 and S / 0 1.001. Panel (a) depicts isosurfaces of the three dimensional ground state density distribution, for |ψ(r)| 2 = 10 −4 , 10 −3 , 10 −2 , higher density regions have darker shading, and lower density ones have lighter shading. Then, panel (b) shows the standard deviation of the bright soliton in the axial x and radial ρ coordinate directions calculated during real-time evolution. The lower two panels, (c) and (d) depict comparisons of the one dimensional densities computed numerically from n 1d (x) = dy dz |ψ(x, y, z)| 2 to the analytical form of ψ S (r) [Eq. (7)]. The left panel (c) depicts the axial (soliton) density, while panel (d) depicts part of the radial form of the variational state.
The three-dimensional simulation of Eq. (11) demonstrates the insensitivity of the soliton radial dynamics, since ∆ρ(t) [solid blue, Fig. 2(b) ] is almost independent of time. Hence, in the sections that follow we work in a dimensionally reduced scenario to probe the axial dynamics of the painted bright soliton state.
B. Quasi-One-Dimensional Dynamics
It is interesting to compare the variational 1D solution, where the radial dynamics of the cloud are effectively frozen out, such that any dynamics of the cloud are well described by an effective quasi-one-dimensional description, to the pedagogical model discussed in Sec. II. In this case, the counterpart of Eq. (6) is given by
where g 1d = g/2πa 2 ρ is the scaled one-dimensional interaction parameter, and ψ T (x) denotes the target state. We consider the situation where there is a harmonic trap, where the units of frequency are given by ω x = /m 2 0 , which accompanies the mean-field interactions. Then, an energy-minimizing state in this case can be written
here the S appearing in Eq. (14) is the one-dimensional variational length scale that can be computed analytically for a given scattering length from
and χ(γ) = χ + (γ) + χ − (γ) is defined through Eq. (9), as stated previously. In the limit γ → 0 Eq. (15) reduces to S → 1, recovering the integrable limit. Then, the quasione-dimensional painted potential is computed by inserting Eq. (14) into Eq. (13) which, after dropping constant energy terms becomes To quantify how robust the proposed protocol is, we numerically solve for the ground state of Eq. (16) in the presence of repulsive mean-field interactions, then use this state as the initial condition for real-time propagation with attractive interactions and a harmonic trapping potential. A useful measure to investigate the fidelity of the states generated by Eq. (16) is the standard deviation ∆x(t) = x 2 (t) − x(t) 2 which we would in general like to be independent of time. Figure 3 shows example dynamics for three different values of γ. Each dataset has been scaled to its initial value for ease of comparison. For γ = 0 (black dashed line) the width of the state is independent of time, indicating that the protocol has generated the desired target state. For γ > 0 the width undergoes small amplitude oscillations, which can be attributed to the underlying approximate nature of the variational state. We observe that the amplitude of these oscillations decreases with increasing γ, but the effective oscillation frequency increases, when comparing γ = 0.1 (blue solid line) with γ = 2 (green solid line). The two lower panels in Fig. 3 show example dynamics in the form of |ψ(x, t)| 2 . Fig. 3(b) corresponds to γ = 0, while Fig. 3(c) corresponds to γ = 2. In this second example, the minimum of the painted potential was offset by 5 0 /2, demonstrating the stability of this state's center-of-mass motion in the harmonic trapping potential.
C. Sensitivity to fluctuations
So far, we have considered a protocol starting from the (numerically obtained) ground state of the painted potential. While it is feasible for experiments to reach low temperatures with very low thermal fraction, it is unavoidable that the initial state contains some fluctuations; although as T → 0 thermal fluctuations diminish, quantum fluctuations remain unavoidable. It is therefore useful to characterize the sensitivity of the protocol to these fluctuations. Working within the quasione-dimensional description, we adopt the truncated Wigner (TW) method [39] [40] [41] to characterize this. The TW method has previously been applied to bright solitons, for example in Refs. [18, 42, 43] , and we follow the approach of Ref. [18] to simulate fluctuations at T = 0. First we numerically solve for the ground state in the painted potential as defined in Eq. (16), and then we solve numerically for Bogoliubov-de Gennes modes u j (x), v j (x) orthogonal to this ground state [41] , assuming periodic boundary conditions over length 25.6 0 . For our stochastic initial conditions we seed M = 256 modes with on average half a particle of noise sampled according to the prescription
where the Gaussian complex random variables β i, j obey
We evolve N t = 200 stochastic initial conditions forward in time using the quasi-one-dimensional Gross-Pitaevskii equation, having instantaneously removed the painted potential and switched the sign of the interaction at time t = 0 according to the protocol. These stochastic trajectory simulations are performed in XMDS2 [36] using a Fourier basis. In each trajectory, indexed by i, we track the location of the soliton center of mass as x(t) i [18] . Note that here · i denotes an average over a single trajectory as in Sec. III B. In comparison to the pure Gross-Pitaevskii evolution described above, we find that the per-trajectory standard deviation ∆x i (t) = x 2 (t) i − x(t) i is not a particularly useful measure to characterize the fidelity of the evolution for the high density regions of interest close to the trap center; high values of the variance can be generated by very small density values far from the trap center. Instead, we least-squares fit each trajectory with a function of the form
in order to extract the effective width S , i (t). The quantity A i (t) appearing in Eq. (20) is a fitted, time-dependent amplitude.
Operating under the interpretation that one TW trajectory is in a sense comparable to one experimental realization [41] , this fitting procedure is in fact rather similar to likely procedures for extracting information about the dynamics from experimental measurements. We find that variations in the soliton center of mass between trajectories are very small compared to the width of the soliton 0 ( 5%). Figure 4 summarizes the results. Importantly, in Fig. 4(c) we show the width obtained by sech 2 profile fitting for both weak (γ = 0.1) and strong (γ = 2.0) axial confining potentials and for ground state atom numbers of N = 1000 and N = 5000. In all cases the width obtained by sech 2 profile fitting when averaged over all trajectories, S , i W , is close to the pure Gross-Pitaevskii result, although deviation from it it is more noticeable for N = 1000. Overall, the results show that initial fluctuations for cold initial conditions will not qualitatively affect the proposed protocol. Furthermore, they show that fitted soliton widths extracted from noisy data (theoretical or experimental) are in good quantitative agreement with the pure Gross-Pitaevskii result.
D. Quench Dynamics
We can interrogate the robustness of the painted potential method further by quantifying how switching the various interaction terms in finite time affects the fidelity of the final state. To do this, we perform a time-dependent scaling of the mean-field scattering length, harmonic trap frequency and painted potential amplitude by
where the time-dependent scaling parameters λ j (t) are defined as
here the time scale of the switch is denoted τ while t 0 is the effective "center" of the finite time switch. This simple protocol allows us to investigate the effect of going from a fast (τ 1) to a slow (τ 1) switching time scale. One would naively expect a rapid, violent change in the physical parameters to cause violent dynamics, while a slow quasi-adiabatic switch should allow the wave function time to evolve into a stable end state. We can quantify the switching from slow to fast by defining the fidelity in terms of the time-averaged width of the wavepacket, which is defined as 
E. Experimental Protocol
Given the flexibility of optical potentials, we propose a simple but realistic scheme using two lasers in order to realise the full three dimensional painted potentials described in this work. We consider two lasers, where the electric field profiles of each laser can be written as
where j is the associated width of each Gaussian beam, and E j is the corresponding amplitude of the electric field. The geometry of the problem means that we require 2 1 , in order to realise the quasi-one-dimensional structure of the bright soliton. We can model the interaction of the laser light with the condensate atoms using the electric dipole approximation, in which case the potential generated by the individual lasers felt by the atomic cloud can be written [37, 38] U dip (r) = 3πc 3 0
Here ω 0 is the resonance frequency of the atom, Γ is the spontaneous decay rate defined as
whered is the dipole operator and |g and |e are the ground and excited states of the atom connected by the transition with frequency ω 0 . The remaining quantity appearing in Eq. (25) is ∆ j = ω j − ω 0 , the detuning from atomic resonance. The total electric field is given by E = E 1 + E 2 . Then, the resulting potential felt by the atoms is given by
where E 12 = E 1 E * 2 + c.c. is the term arising from the interference of the two lasers. We can then apply some simple approximations to Eq. (27) . The first term can be identified as an overall harmonic trapping potential, if the first laser is red detuned from the atomic resonance ω 0 such that ∆ 1 < 0. Meanwhile the second and third terms appearing in Eq. (27) contribute to the spatial sructure of the painted potential, and we also require ∆ 12 < 0. This in turn means that the term arising from interference in Eq. (27) could be red detuned, since the effective frequency ∆ 12 appearing in the detuning will be the sum of ω 1 and ω 2 . This however would not be a problem as we have an additional experimental knob in the from of the angle ϕ between the two lasers, appearing as the dot product e z ·ê ρ = cos ϕ in Eq. (27) , which can be used to change the sign of this term if needed. Then, the effective potential can be written U dip (r) = − 3πc 
The effective trapping frequencies appearing in Eq. (28) are defined asω j = (12πc
1/2 where j = 1 and 2 corresponds to ω ρ and ω x respectively, constant energy terms have also been dropped from Eq. (27) , and, finally, we have set ϕ = π.
Comparing Eq. (28) with the exact form of the soliton painted potential [Eq. (11)] we can see that this simple scheme already comes very close to realising the painted potential of Eq. (28) . The biggest difference is that the axial structure of Eq. (28) is a Gaussian rather than the sech function that appears in the exact potential. As well as this, there is an axial trap, which could be removed if necessary by adjusting the experimental parameters.
IV. CONCLUSION
In this work we have proposed a novel method for engineering solitons with minimal atomic losses. This is based on using laser generated painted potentials to create suitable attractive potentials whose ground state yields the desired target soliton. We showed that in three dimensions this scheme can be used to generate a quasi one-dimensional soliton-like state with good fidelity. We have investigated the role of fluctuations via the Truncated Wigner approach, where we demonstrated that the dynamics of the cloud are not dramatically affected by the presence of noise. We also investigated how the rate at which the interactions are changed from repulsive to attractive affects the target state. We found the fidelity of the final state to be almost independent of the time scale of the switching, however we observed that rapid low amplitude oscillations of the width of the wave packet occur when the switching was most rapid, which could cause atomic losses in a real experiment. Hence, a slower, more adiabatic switch would be favorable to stable soliton dynamics.
This scheme is not limited to the particular example presented in this work. Indeed, in the future it would be interesting to investigate the generation of other ultracold atomic structures such as vortices and vortex lattices with this protocol, and also to generalise the methodology to systems comprising several components, such as higher spin models.
