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Povzetek
Naslov: Pregled in primerjava platform s CI/CD funkcionalnostmi
Avtor: Nejc Acˇkun
Testiranje programske opreme danes igra zelo pomembno vlogo med razvoj-
nim procesom. Ampak rocˇno testiranje je dokaj zamudno, zato postopek te-
stiranja avtomatiziramo. Avtomatiziramo lahko tudi dostavo novih razlicˇic
opreme k uporabnikom. To imenujemo neprekinjena integracija/postavitev
(CI/CD). Na voljo je veliko platform, ki omogocˇajo funkcionalnosti CI/CD.
Toda katero izbrati? V nalogi so predstavljene in med seboj primerjane tri
platforme - GitHub, Bitbucket in GitLab. Osredotocˇil sem se na njihove
CI/CD funkcionalnosti in izvedbo le teh, primerjal pa sem tudi monetizacijo
platform in funkcije, ki jih ponujajo. Ugotovil sem, da je izvedba CI/CD
funkcionalnosti zelo podobna na vseh izbranih platformah, ter da se vsaka
platforma s svojimi funkcijami osredotocˇa na drug del trga. Za konec sem
podal sˇe priporocˇila za razlicˇne vrste ekip in podjetji.
Kljucˇne besede: neprekinjena integracija, neprekinjena postavitev, plat-
forme, GitHub, Bitbucket, GitLab.

Abstract
Title: Review and comparison of platforms with CI/CD functionalities
Author: Nejc Acˇkun
Software testing plays a vital role in today’s software development. But
manual testing is often quite time intensive, so the testing procedure is auto-
mated. We can also automate the delivery process of new versions of our soft-
ware to the end customer. This is called continuous integration/deployment.
There is a wide variety of platforms that support CI/CD functionalities,
but which one to choose? In this document I have reviewed and compared
three different platforms - GitHub, Bitbucket and GitLab. I focused on the
execution of their CI/CD functionalities, while also comparing their moneti-
zation and other functions they offer. My analysis shows that the execution
of CI/CD functionality is very similar on all three compared platforms and
that each platform focuses on a different part of the market. In the final
chapter I also added some recommendations for different types of teams and
companies.
Keywords: continuous integration, continuous deployment, platforms, GitHub,
Bitbucket, GitLab.

Poglavje 1
Uvod
Programska oprema v danasˇnjem zˇivljenju igra nepogresˇljivo vlogo. Prakticˇno
na vsakem koraku nas spremlja neka vrsta programske opreme. Na mobil-
nem telefonu imamo aplikacije za komunikacijo, igre, sam operacijski sistem
itd. Na racˇunalniku uporabljamo urejevalnike teksta, brskalnik - tudi skoraj
vsaka spletna stran, ki jo obiˇscˇemo, je v ozadju neke vrste aplikacija.
Zˇe dolgo pa razvijanje programske opreme ni zakljucˇen proces. Lansi-
ranje nekega izdelka na trg sˇe zdalecˇ ne pomeni konec procesa razvoja te
programske opreme. Uporabniki danes pricˇakujejo redne popravke in nove
funkcije. Ampak kako razvijalci zagotovijo, da bodo vse funkcije programske
opreme delovale tudi po implementaciji popravkov? Nove funkcije imajo tudi
velik potencial za povzrocˇitev tezˇav pri drugih, zˇe obstojecˇih funkcijah. To
tezˇavo lahko resˇimo s testiranjem programske opreme.
Namen testiranja programske opreme je dokazati, da ta deluje tako, kot
je bilo nacˇrtovano. Testiranje prav tako opozori razvijalce na napake, ki
mogocˇe niso tako ocˇitne. A testiranje predstavlja velik napor pri razvija-
nju programske opreme. Vecˇji kot je obseg kode, daljˇse ter bolj zamudno
postaja testiranje. Problem nastane tudi pri vecˇjih razvojnih oddelkih, kjer
vecˇ razvijalcev razvija med seboj neodvisne spremembe. Ta problem resˇuje
avtomatizirano testiranje, in ostale prakse, ki jih dolocˇa CI oz. neprekinjena
integracija.
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Lahko pa avtomatiziramo tudi samo postavitev novih razlicˇic nasˇe pro-
gramske opreme in s tem dostavo novosti do koncˇnega uporabnika. Tako
nove razlicˇice, na katerih se uspesˇno izvedejo vsi testi, takoj nadaljujejo
pot proti uporabnikom. Temu postopku pravimo CD oz. neprekinjena do-
stava/postavitev.
Obstaja veliko platform, ki omogocˇajo uporabo funkcionalnosti CI/CD.
Toda katero izbrati?
V diplomski nalogi bom na kratko opisal testiranje programske opreme,
kaj sploh sta CI ter CD, kdaj se je pricˇela uporaba ter kaj ponujata ekipam,
ki funkcionalnosti CI/CD uporabljajo. Nato bom predstavil tri platforme, ki
omogocˇajo funkcionalnosti CI/CD: GitHub, Bitbucket ter GitLab. Na kratko
jih bom opisal, nato pa bom na vsako izmed njih nalozˇil enako aplikacijo in
postavil cevovod CI/CD. Postopke bom primerjal, na koncu pa bom plat-
forme kar se da objektivno ocenil in napisal priporocˇila za razlicˇne primere
uporabe (recimo priporocˇilo za majhno razvojno ekipo, za vecˇje podjetje
itd.).
Poglavje 2
Testiranje prog. opreme in
CI/CD
Ko govorimo o CI/CD skoraj da moramo omeniti tudi sam proces testi-
ranja programske opreme, saj velik del CI/CD predstavlja avtomatizacija
tega postopka. V tem poglavju bom najprej predstavil zgodovino testiranja
programske opreme, nato bom opisal testiranje nasploh (katere vrste/nivoje
testiranja poznamo, kaj so najvecˇje prednosti testiranja itd.), koncˇal pa bom
z opisom pojmov CI ter CD.
2.1 Zgodovina testiranja
V petdesetih letih prejˇsnjega stoletja je bilo testiranje znano enostavno kot
postopek, s katerim so programerji iskali napake v svojih programih. Defini-
ranih ni bilo nobenih posebnih postopkov ali metod za doseganje tega cilja.
Koncepti razhrosˇcˇevanja in testiranja sˇe niso bili jasno definirani in niso bili
jasno locˇeni. Alan Turing pa je v tem obdobju napisal cˇlanek, ki velja kot
prvi cˇlanek napisan na temo testiranja programov. Cˇlanek opisuje Turingov
test [59] - preizkus zmozˇnosti stroja oz. programa, da se obnasˇa inteligentno
oz. cˇlovesˇko. Cˇe to malce posplosˇimo, gre za dokazovanje, da program za-
dostuje nasˇim potrebam. S tem opisom danes (delno) definiramo funkcijsko
3
4 Nejc Acˇkun
testiranje [49].
V sˇestdesetih in sedemdesetih letih so se prvicˇ pojavili predlogi o izcˇrpnem
testiranju programske opreme [48, 54] - pregledu vseh mozˇnih vhodnih po-
datkov skozi vse mozˇne poti v programski opremi. Ugotovljeno je bilo, da
je zaradi ogromne kolicˇine razlicˇnih mozˇnosti taksˇno testiranje teoreticˇno
nemogocˇe [34, 53], prav tako pa bi se pojavile tezˇave pri ugotavljanju na-
pak pri sami specifikaciji. Ko je razvoj programske opreme napredoval skozi
sˇestdeseta in sedemdeseta leta, se je definicija testiranja programske opreme
spremenila v definicijo postopka, ki demonstrira pravilnost programa oz. da
sistem ali program dela to kar mora [48].
V zgodnjih sedemdesetih se je kratkorocˇno pojavila tehnika preverjanja
programske opreme med specifikacijo, nacˇrtovanjem in implementacijo sis-
tema s t.i. “dokazom pravilnosti” [40, 45, 42]. Za enostavne teste je bil
koncept primeren, saj je preveriti delovanje in dokazati teoreticˇno delovanje
dokaj enostavno. Ampak, ker vecˇji deli programa niso bili testirani je velik
del napak ostal neodkrit do postopka implementacije. Koncept je bil oznacˇen
kot neucˇinkovit [40].
V poznih sedemdesetih je bilo recˇeno, da je testiranje proces izvajanja
programske kode z namenom iskanja napak, ne pa dokazovanja da program-
ska oprema deluje [62, 52]. Ta nova definicija je poudarila, da je dober testni
primer tisti, ki ima najvecˇjo mozˇnost, da odkrije novo, doslej sˇe neodkrito
napako - uspesˇen test pa tisti, ki to stori. Ta definicija je bila popolno na-
sprotje tistim, ki so bile v veljavi prej [48] - dokazovanje da nekaj deluje
pravilno/dokazovanje da nekaj ne deluje pravilno.
V osemdesetih letih je bila definicija testiranja razsˇirjena sˇe na podrocˇje
preprecˇevanja napak [51]. Predlagano je bilo, da je potrebna metodologija
testiranja - predvsem, da mora biti testiranje prisotno cˇez celotno dobo raz-
vijanja in da mora biti testiranje kontroliran proces [39]. Poudarjena je
bila pomembnost testiranja ne samo programa, ampak tudi potreb/ciljev,
nacˇrtovanja, programske kode, in testov samih. Pojem “testiranje” se je v
tem obdobju najvecˇkrat navezoval na testiranje sistema, ko je bil delujocˇ
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program dostavljen narocˇniku. Danes taksˇnemu testiranju pravimo sistem-
sko testiranje [30].
V sredini osemdesetih let so se pojavila prva orodja za avtomatsko testi-
ranje [46], katerih cilj je bil izboljˇsava ucˇinkovitosti ter kvalitete koncˇnega
sistema oz. aplikacije. Pricˇakovano je bilo, da lahko racˇunalnik opravi veliko
vecˇ testov, bolj zanesljivo, kot cˇlovek. V zacˇetku so bila ta orodja dokaj
primitivna in brez mozˇnosti pisanja naprednih skript.
V zacˇetku devetdesetih je bila priznana pomembnost nacˇrtovanja testov
zˇe od samega zacˇetka razvoja. Definicija testiranja je bila spremenjena v
nacˇrtovanje, pisanje, vzdrzˇevanje in poganjanje testov ter testnih okolji [48].
V tem obdobju so se pojavila tudi bolj napredna orodja [32, 27, 6] za av-
tomatsko testiranje - programi za snemanje/replikacijo akcij z vgrajenimi
skriptnimi jeziki ter obsezˇnimi mozˇnostmi porocˇanja rezultatov. S poja-
vom in priljubljenostjo interneta v sredini devetdesetih pa se je programska
oprema pogosto razvijala brez definiranega modela testiranja, ker je zelo
otezˇilo testiranje.
V zacˇetku enaindvajsetega stoletja je podjetje Mercury Interactive (danes
v lasti podjetja Hewlett-Packard) predstavilo sˇe sˇirsˇo definicijo testiranja, ko
so predstavili koncept BTO oz. business technology optimization [48].
Danes pa je testiranje programske opreme sˇe bolj pomembno kot kadarkoli
prej. Z razvojem novih tehnologij in digitalizacijo skoraj vseh predelov nasˇega
zˇivljenja, so tolerance za sˇe tako majhne napake zelo nizke.
2.2 Testiranje programske opreme
Namen testiranja programske opreme je dokazovanje, da program oz. sistem
deluje pravilno in da odkrijemo napake preden sistem pride v uporabo. Pro-
gramsko opremo testiramo z umetnimi podatki, storiti pa zˇelimo dve stvari:
• Narocˇniku ali razvijalcu dokazati, da programska oprema izpolnjuje
zahteve. Cˇe govorimo o programski opremi, ki je narejena po meri
narocˇnika to ponavadi dosezˇemo z vsaj enim testom za vsako zahtevo, ki
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je definirana v seznamu oz. dokumentu zahtev. Cˇe gre pa za genericˇno
programsko opremo, pa dokaz dosezˇemo z vsaj enim testom za vsako
zahtevo, ki bo dosegla koncˇno razlicˇico sistema.
• Najti zˇelimo vhodne podatke oz. kombinacijo teh, kjer je obnasˇanje
programske opreme nepravilno in ne ustreza specifikaciji. S tem pre-
precˇimo sistemske zrusˇitve, nezazˇeleno interakcijo z drugimi sistemi
ipd.
Prvi tocˇki pravimo validacijsko testiranje, kjer pricˇakujemo pravilno obnasˇanje
sistema pri uporabi testnih scenarijev, ki simulirajo pricˇakovano uporabo sis-
tema. Drugi tocˇki pravimo pa testiranje za napake, kjer so testni scenariji
sestavljeni z namenom odkrivanja napak in ni potrebno, da so podobni realni
uporabi. Testiranje programske opreme pa ne more dokazati, da je program-
ska oprema brez napak, saj se vedno lahko najde scenarij, ki povzrocˇi napako
in na katerega med testiranjem nismo pomislili.
Tipicˇno bo komercialni sistemi testiran na treh nivojih [58]:
• Razvojno testiranje - testiranje sistema med procesom razvoja, z na-
menom odkrivanja hrosˇcˇev in napak. V ta proces so ponavadi vkljucˇeni
nacˇrtovalci sistema in programerji.
• Izdajno testiranje - locˇena testna ekipa testira koncˇno razlicˇico sis-
tema, preden je ta izdan uporabnikom. Glavni namen je preverjanje,
cˇe sistem odgovarja zahtevam narocˇnika.
• Uporabniˇsko testiranje - kjer uporabniki testirajo sistem v lastnem
okolju. V to kategorijo spadajo tudi testi sprejemljivosti, kjer se narocˇnik
odlocˇi, cˇe je sistem pripravljen za uporabo ali pa potrebuje nadaljnji
razvoj.
Testiranje je ponavadi mesˇanica rocˇnega in avtomatskega testiranja. Pri
rocˇnem testiranju tester program zaganja z umetnimi podatki in primerja
rezultate s pricˇakovanimi. Razlike in napake so nato posredovane razvijalcem.
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Pri avtomatskem testiranju pa se testi izvedejo kot del programa ali skripte,
ki se zazˇene vedno ko zˇelimo sistem v razvoju testirati. Taksˇno testiranje je
hitrejˇse od rocˇnega, sploh ko govorimo o regresijskem testiranju [35, 37, 36] -
ponovnem izvajanju prejˇsnjih testov, da se prepricˇamo da spremembe v kodi
ne povzrocˇajo novih napak.
Na zˇalost popolna avtomatizacija testiranja ni mogocˇa. Avtomatski testi
se nacˇeloma ne uporabljajo za testiranje celotnih graficˇnih vmesnikov, prav
tako pa ne morejo pokazati, da program nima nezazˇelenih stranskih ucˇinkov
[58].
2.2.1 Razvojno testiranje
Razvojno testiranje vkljucˇuje vse testne dejavnosti, ki jih izvaja ekipa, ki
program oz. sistem razvija. Ta tip testiranja razdelimo v tri stopnje:
• Testiranje enot - testiranje posameznih enot ali objektnih razredov.
Pri testiranju enot se osredotocˇimo na testiranje funkcionalnosti objek-
tov ali metod.
• Testiranje komponent - integriranje vecˇ posameznih enot v kompo-
nente. Pri testiranju komponent se osredotocˇamo na vmesnike kompo-
nent, ki omogocˇajo dostop do funkcij komponent.
• Sistemsko testiranje - nekaj komponent oz. vse komponente so in-
tegrirane v sistem in ta je testiran kot celota. Sistemsko testiranje se
osredotocˇa na testiranje interakcije med komponentami.
Razvojno testiranje je primarno testiranje za napake, kjer je nasˇ cilj od-
krivanje napak v programski opremi ali sistemu in se ponavadi prepleta s
procesom razhrosˇcˇevanja.
2.2.2 Izdajno testiranje
Izdajno testiranje je proces testiranja dolocˇene razlicˇice sistema, ki je na-
menjena uporabi zunaj razvojne ekipe oz. v testnem okolju. Ponavadi gre
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za razlicˇico namenjeno za narocˇnika, pri kompleksnih projektih pa gre lahko
za razlicˇico namenjeno drugi razvojni ekipi, ki razvija sorodni sistem. Med
izdajnim in sistemskim testiranjem obstajata dve pomembni razliki:
• Razvojna ekipa sistema naj ne bi bila odgovorna za izdajno testiranje.
• Izdajno testiranje je proces validacije, ki zagotavlja, da sistem odgo-
varja zahtevam in da je dovolj dober za uporabo pri narocˇniku. Sis-
temsko testiranje razvojne ekipe se osredotocˇa na odkrivanje napak v
sistemu.
2.2.3 Uporabniˇsko testiranje
Uporabniˇsko ali narocˇniˇsko testiranje je korak v procesu testiranja sistema,
kjer uporabniki ali stranke zagotovijo vhodne podatke in nasvete za sistem-
sko testiranje. To lahko vkljucˇuje formalno testiranje sistema, ki ga je narocˇil
zunanji dobavitelj. Lahko pa gre tudi za neformalen proces kjer uporabniki
eksperimentirajo z novim izdelkom da preverijo, cˇe jim ustreza in cˇe odgo-
varja njihovim potrebam. Uporabniˇsko testiranje je kljucˇno, tudi po izvedbi
celovitega sistemskega in izdajnega testiranja. Vplivi uporabniˇskih delovnih
okolij imajo lahko ucˇinek na zanesljivost, zmogljivost, uporabnost in robu-
stnost sistema.
Uporabniˇsko testiranje delimo v tri skupine:
• Alfa testiranje - izbrana skupina uporabnikov programske opreme
tesno sodeluje z razvojno ekipo pri testiranju zgodnjih izdaj programske
opreme oz. sistema.
• Beta testiranje - izdaja sistema je postane na voljo sˇirsˇi skupini upo-
rabnikov, kar jim omogocˇi eksperimentiranje in s tem prijavo napak, ki
jih najdejo, razvijalcem sistema.
• Testiranje sprejemljivosti - stranke testirajo sistem in podajo odlocˇitev
ali je sistem pripravljen za postavitev v okolje narocˇnika.
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2.3 Sodoben razvoj programske opreme
Danes vecˇina programske opreme zacˇne zˇivljenjski cikel kot prazen repozitorij
na eni izmed platform za upravljanje z izvorno kodo (angl. Source Code
Management - SCM) oz. upravljanje z razlicˇicami (angl. Version Control
System - VCS).
Uporaba repozitorija nam omogocˇa enostavni nadzor nad spremembami,
ki jih dodajamo v izvorno kodo z uporabo sistema uveljavitev (angl. com-
mits) - spremembe uveljavimo na repozitorij, kar repozitorij prenese iz sta-
rega stanja v novo, posodobljeno stanje. Za vsako datoteko se hrani celotna
zgodovina sprememb, kar nam olajˇsa primerjanje razlicˇic in iskanje napak v
izvorni kodi. V ekstremnih primerih, ko pride do kriticˇnih napak, nam re-
pozitorij ponuja tudi mozˇnost enostavne razveljavitve sprememb v projektu.
Prednosti tega sistema se pokazˇejo predvsem na projektih, kjer na izvorni
kodi dela vecˇ ljudi naenkrat.
Sˇe ena pomembna funkcija, ki jo omogocˇajo platforme je ustvarjanje ve-
jitev v repozitoriju. V repozitoriju lahko definiramo vecˇ razlicˇnih vej in tako
ustvarimo vecˇ neodvisnih razlicˇic projekta, brez tveganja, da bi spremembe v
eni veji povzrocˇile tezˇave v drugi veji. Ko z razvijanjem sprememb koncˇamo
lahko vejo enostavno zdruzˇimo nazaj v glavno vejo. V locˇenih vejah lahko
hranimo tudi projekt v razlicˇnih stanjih - recimo v glavni veji projekt z vsemi
spremembami, v drugi veji pa bolj stabilno razlicˇico sistema, primerno za te-
stiranje oz. za dostavo do uporabnikov.
Implementacija nove funkcije ali pisanje popravka za projekt se zacˇne z
lokalno kopijo trenutnega stanja glavne veje repozitorija, v katerem je shra-
njen nasˇ projekt. Medtem ko razvijamo nasˇe spremembe na lokalni kopiji
je zelo verjetno, da bodo drugi razvijalci uspesˇno koncˇali razvoj svojih spre-
memb, ter jih dodali v glavno vejo repozitorija. Tako, dlje kot mi razvijamo
nasˇe spremembe, bolj se bo nasˇa lokalna kopija razlikovala od tiste, ki je
trenutno aktualna na repozitoriju. To lahko predstavlja velik problem - nasˇe
spremembe lahko pokvarijo spremembe drugih in obratno. Za odpravo tega
tveganja skrbi neprekinjena integracija - CI, ki je opisna v poglavju 2.4.
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S podobnim problemom pa se srecˇamo tudi ko je potrebno nove funkcije
in posodobitve dostaviti do uporabnikov. Dlje cˇasa kot je minilo od zadnje
posodobitve, vecˇja je mozˇnost, da pride do napak in tezˇje bo odpravljanje teh,
saj bomo morali pregledati velik del kode. Ta problem odpravlja neprekinjena
postavitev - CD, ki je opisana v poglavju 2.6.
2.4 CI oz. Continuous Integration
Problemom s prejˇsnjega podpoglavja se izognemo tako, da na vecˇ tocˇkah
med razvojem lokalno izvedemo avtomatiziran postopek graditve ter testira-
nja projekta. Cˇe se projekt pravilno zgradi in se izvedejo vsi testi, je projekt
v dobrem stanju. Ko koncˇamo z razvojem nasˇih sprememb, lahko zacˇnemo
razmiˇsljati o zdruzˇitvi nasˇih sprememb v glavno vejo repozitorija. Zelo po-
membno je, da pred zdruzˇitvijo nasˇo lokalno kopijo posodobimo z vsemi
spremembami, ki so bile dodane odkar smo kopijo naredili, ter sˇe enkrat iz-
vedemo postopek graditve in testiranja. Tako se prepricˇamo, da ne prihaja
do konfliktov med nasˇimi spremembami in spremembami drugih. Cˇe se po-
javijo napake, te popravimo, in ponovno izvedemo graditev in testiranje. Ko
se nasˇa lokalna kopija uspesˇno zgradi in se uspesˇno izvedejo vsi testi, lahko
nasˇe spremembe dodamo v glavno vejo repozitorija. Strezˇnik nato sˇe enkrat
izvede graditev ter testiranje s svojo konfiguracijo, kar lahko prikazˇe napake,
do katerih pride zaradi razlik v konfiguraciji med nasˇim racˇunalnikom in
strezˇnikom ali pa zaradi napake pri posodabljanju repozitorija z nasˇimi lo-
kalnimi spremembami. Napake na vseh korakih razvoja so tako hitro odkrite
in jih lahko cˇimprej odpravimo [38].
V zgornjem odstavku so na primeru iz realnega zˇivljenja predstavljeni
problemi ter resˇitve, ki jih uporaba praks neprekinjene integracije prinasˇa.
Neprekinjena integracija (angl. Continuous Integration) je torej praksa
oz. skupek praks med razvojem projekta, kjer vsi cˇlani razvojne ekipe po-
gosto - ponavadi vecˇkrat dnevno - zdruzˇijo svoje delo na eno mesto - danes
je to ponavadi repozitorij projekta. Pred in po zdruzˇitvi se izvede postopek
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avtomatskega testiranja, kar poskrbi za minimizacijo konfilktov med delom
razlicˇnih razvijalcev. Pojem je prvicˇ omenil Gary Boock leta 1991 v svoji
knjigi [29], a ni omenjal zdruzˇevanja kode oz. integracije vecˇkrat dnevno.
2.4.1 Prakse neprekinjene integracije
Gledano s cˇisto teoreticˇnega vidika, so prakse Continuous Integration - CI
naslednje [38]:
• Vzdrzˇevanje repozitorija izvorne kode: projekti za delovanje po-
trebujejo veliko izvorne kode in ostalih datotek. Sledenje le tem lahko
zelo hitro postane naporno in uide izpod nadzora, sploh ko projekt
razvija vecˇ ljudi. Skozi leta se je uveljavilo vecˇ sistemov oz. platform
za upravljanje z izvorno kodo - najbolj poznana sistema sta verjetno
Git in Mercurial, najbolj poznana platforma pa GitHub. Te platforme
omogocˇajo organizacijo datotek projekta v repozitorije in tako poe-
nostavijo sledenje. V repozitoriju projekta morajo biti na voljo vse
datoteke, ki so potrebne za graditev projekta na novem racˇunalniku
z minimalno kolicˇino drugih potreb - izvorno kodo projekta naj bi z
enim ali dvema ukazoma v ukazni vrstici novega racˇunalnika posta-
vili v delujocˇe stanje. Sˇe ena funkcionalnost, ki jo platforme pona-
vadi omogocˇajo, je mozˇnost kreiranja razlicˇnih vej v repozitoriju. Tako
imamo lahko glavno vejo z aktualno izvorno kodo in recimo vejo za
testne funkcije. Mnenje strokovnjakov s tega podrocˇja je, da je ta
funkcionalnost ponavadi prevecˇ uporabljena in vodi v preveliko sˇtevilo
razlicˇnih vej, ki jih je potrebno vzdrzˇevati, tako da uporabo minimi-
ziramo [38]. V danasˇnjem svetu razvoja programske opreme ponavadi
vsak projekt zacˇne zˇivljenje kot prazen projekt na eni izmed platform
za upravljanje z izvorno kodo, tako da je ta praksa v uporabi skoraj
povsod.
• Avtomatizacija procesa graditve: pretvorba izvorne kode v de-
lujocˇ program ali sistem je ponavadi zapleten proces, ki vkljucˇuje vecˇ
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med seboj nepovezanih korakov - prevajanje kode, polnjenje podatkov-
nih baz s testnimi podatki, dodajanje drugih datotek itd. Vecˇino oz.
vse te korake pa ponavadi lahko avtomatiziramo. S tem minimiziramo
mozˇnost za nastanek uporabniˇskih napak pri postavitvi. Glavni cilj je,
da lahko celoten sistem zgradimo in postavimo v neko koncˇno, delujocˇe
stanje z vpisom enega ukaza v ukazno vrstico. Obstaja vecˇ orodji, ki
to omogocˇajo - izbira je ponavadi odvisna od tipa projekta, na kate-
rem delamo. Sˇe ena pomembna funkcionalnost teh orodji je analiza
sprememb ob vsaki posodobitvi. Proces graditve lahko traja kar nekaj
cˇasa, zato cˇe naredimo le nekaj manjˇsih sprememb v kodi, ponavadi ni
potrebno izvajanje celotnega postopka graditve. Ta orodja analizirajo
spremembe in poskusˇajo minimizirati cˇas, ki je potreben za graditev
posodobljene razlicˇice sistema.
• Zgrajeni sistem naj se samotestira: v primeru, da je graditev
sistem uspesˇna, potem naj se samodejno zazˇenejo sˇe avtomatski testi
za ta sistem. Za to moramo seveda imeti napisane avtomatske teste, ki
preverijo vecˇji del programske kode, cˇe se ta obnasˇa pravilno. Pogoj, da
je sistem samotestiran je, da v primeru nedelujocˇih testov to povzrocˇi
neuspesˇno graditev samega sistema. Seveda se na te teste ne smemo
zanasˇati, da nam pokazˇejo vse mogocˇe napake in hrosˇcˇe v nasˇi kodi.
• Vsi cˇlani ekipe nalozˇijo svoje spremembe v glavno vejo repozi-
torija vsaj enkrat dnevno: z rednim nalaganjem posodobitev na re-
pozitorij lahko zelo hitro ugotovimo, cˇe prihaja do konfliktov med spre-
membami razlicˇnih cˇlanov ekipe, kar nam omogocˇa tudi hitro resˇevanje
le teh. Cˇe se spremembe nalagajo vsakih nekaj ur, in v tem obdo-
bju pride do tezˇav, moramo pregledati relativno majhen del kode, da
najdemo napako. Edini pogoj, da lahko razvijalec nalozˇi svoje posodo-
bitve na repozitorij je, da se njegova razlicˇica uspesˇno zgradi in testira.
Nato mora lokalno kopijo posodobiti s spremembami, ki so bile dodane
v glavni repozitorij od izdelave njegove lokalne kopije in postopek gra-
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ditve ter testiranja sˇe enkrat ponoviti. Ta praksa pomaga razvijalcem
predvsem z razdelitvijo dela na manjˇse, bolj obvladljive segmente, kar
s seboj prinese tudi lazˇje sledenje napredkom na projektu.
• Vsaka posodobitev naj sprozˇi graditev glavne veje na inte-
gracijski napravi: tudi z rednim, lokalnim testiranjem posodobljenih
razlicˇic sistema sˇe vedno lahko pride do tega, da se razlicˇica s tezˇavami
pojavi na glavni veji repozitorija. Razlogov za to je lahko vecˇ. Gre
lahko seveda za napako s strani enega od razvijalcev, ki nalozˇi kodo,
ki se ne zgradi ali testira uspesˇno. Lahko pa se pojavijo tudi razlike
v okoljih med racˇunalniki razvijalcev, kar lahko napake prikrije. Zato
moramo redno preverjati, cˇe posodobljena razlicˇica sistema povzrocˇa
tezˇave tudi na integracijski napravi - naprava, ki je konfigurirana po-
dobno kot produkcijsko okolje. V primeru, da spremembe razvijalca
povzrocˇijo napake, mora biti ta posodobitev kode oznacˇena kot neve-
ljavna. Spremembe so ponavadi razveljavljene, razvijalec pa je zadolzˇen
za odpravo napak. Za taksˇno testiranje lahko skrbimo na dva glavna
nacˇina. Prvi nacˇin je rocˇna graditev projekta na integracijski napravi.
Razvijalec sam na integracijski napravi zgradi najnovejˇso razlicˇico sis-
tema, ki vkljucˇuje tudi njegove spremembe, in spremlja napredek. Cˇe
je z novo razlicˇico vse v redu, so njegove posodobitve veljavne. Drugi
nacˇin pa je uporaba strezˇnika za neprekinjeno integracijo. Ta spre-
mlja stanje repozitorija kode in ob vsaki spremembi samodejno nalozˇi
in zgradi kodo na integracijski napravi, ter obvesti cˇlana, ki je sprozˇil
postopek, o koncˇnem stanju graditve in testiranja.
• Graditev sistema naj ostaja hitra: z dodajanjem novih funkcij
in povecˇevanjem obsega programske kode se lahko postopek graditve
sistema obcˇutno podaljˇsa. Ena izmed glavnih prednosti neprekinjene
integracije je hitro pridobivanje povratnih informacij. V primeru, da
je postopek graditve dolg, potem to prednost izgubimo. Dober cilj je,
da naj bi graditev sistema trajala okoli 10 minut. Vsaka minuta pa je
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tukaj pomembna, saj vsaka posodobitev glavne veje repozitorija sprozˇi
tudi postopek graditve in testiranja. Razvijalec mora pocˇakati na re-
zultate tega postopka, kar pomeni da lahko tukaj prihranimo veliko
cˇasa, cˇe je ta postopek hiter. Veliko izboljˇsavo lahko prinese uvedba
t.i. postavitvenega cevovoda. Postavitveni cevovod zaporedno sprozˇi
vecˇ postopkov graditve sistema. Korake v cevovodu konfiguriramo sami
- prva graditev ponavadi izpusti vecˇino dolgotrajnih korakov in preveri
le, cˇe je trenutna koda dovolj dobra oz. stabilna da lahko na njej delajo
drugi razvijalci. Naslednji korak oz. koraki pa izvedejo celoten posto-
pek graditve in testiranja ter pokazˇejo napake, ki jih prejˇsnji koraki
niso zaznali. Cevovod lahko v kasnejˇsih korakih tudi paraleliziramo.
• Testiranje v klonu produkcijskega okolja: glavni razlog za testira-
nje sistema je, da preprecˇimo, da bi se napake pojavile v produkciji oz.
da bi napake dosegle koncˇnega uporabnika. Zelo pomemben del tega
je okolje, v katerem bo koncˇni sistem deloval. Cˇe postopek testira-
nja izvajamo v drugacˇnem okolju, prihaja do tveganja, da rezultati ne
bodo enaki kot v koncˇnem, produkcijskem okolju. Zato je pomembno,
da nasˇe testno okolje replicira produkcijsko okolje kar se da natancˇno.
Poudarek je tukaj na podatkovni bazi (cˇe je ta prisotna), operacijskem
sistemu, strojni opremi ipd. Pojavijo se seveda omejitve - lahko gre
za financˇne omejitve pri kloniranju ali pa za preveliko sˇtevilo razlicˇnih
produkcijskih okolij (predvsem pri razvoju namiznih aplikacij), da bi
preverili delovanje na vseh ipd. Na tem podrocˇju nam lahko pomaga
virtualizacija, ki v vecˇini primerov olajˇsa minimizacijo razlik.
• Pridobivanje najnovejˇse razlicˇice sistema naj bo enostavno:
narocˇniki oz. uporabniki sistema s tezˇavo pravilno napovejo in iz-
razijo zahteve sistema v postopku nacˇrtovanja. Skozi razvoj sistema
se ponavadi pojavijo dodatne zahteve in pripombe glede implemen-
tacije dolocˇenih funkciji. Te informacije zˇelimo pridobiti kakor hitro
je to mogocˇe, da lahko pripombe uposˇtevamo ter da lahko postopek
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razvoja prilagodimo novim zahtevam. To nam prihrani cˇas in mini-
mizira kolicˇino kode, ki jo moramo prilagajati. Pomembno je, da nasˇi
narocˇniki oz. skupina preizkusˇevalcev vedno ve, kje lahko pridobi naj-
novejˇso stabilno razlicˇico sistema, ki je zgrajena in je bila uspesˇno te-
stirana - z drugimi besedami, primerna za koncˇno uporabo. Ponudimo
lahko tudi vecˇ razlicˇic sistema - predvsem pri demonstracijah je bolj
pomembno, da oseba pozna funkcije sistema in zna z njim upravljati,
kot pa da sistem vkljucˇuje najnovejˇse funkcije in podpira vse nefunk-
cionalne zahteve.
• Rezultat zadnjega poskusa graditve vidijo vsi cˇlani ekipe: ko-
munikacija je ena izmed najpomembnejˇsih stvari pri neprekinjeni in-
tegraciji. Zagotoviti moramo, da lahko vsak preveri stanje trenutne
razlicˇice sistema oz. aplikacije. Ena izmed najbolj pomembnih infor-
macij je trenutno stanje glavne veje - cˇe pride do napak pri graditvi oz.
testiranju najnovejˇse razlicˇice mora informacija cˇim hitreje dosecˇi raz-
vijalce, da zacˇnejo z razvijanjem popravkov. Vecˇina sistemov oz. plat-
form za CI ponuja vmesnike za enostaven vpogled v stanje sistema - cˇe
trenutno poteka nov postopek graditve in testiranja, stanje zadnje gra-
ditve in testiranja itd. Ponavadi ponujajo tudi samodejno obvesˇcˇanje
razvijalcev v primeru neuspesˇne graditve ali testov - obvesˇcˇanje lahko
poteka neposredno preko graficˇnega vmesnika platforme, e-posˇte ali pa
preko integracij s platformami, kot so npr. Slack.
• Avtomatizacija postavitve: pri neprekinjeni integraciji med postop-
kom razvoja sistem premikamo in postavljamo v vecˇ razlicˇnih okoljih,
sploh cˇe postopek testiranja razdelimo v vecˇ korakov - osnovni testi se
izvedejo v enem okolju, ostali testi pa v enem ali vecˇ drugih okoljih.
Ker med temi okolji redno, lahko tudi vecˇkrat dnevno, premikamo nasˇ
sistem v razlicˇnih stanjih je smiselno postopek postavitve v teh okoljih
avtomatizirati. Lahko pa gremo sˇe korak dlje in avtomatiziramo tudi
prehod iz razvojnega okolja v produkcijsko okolje oz. dostavo novih
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razlicˇic sistema do uporabnikov. Z avtomatizacijo tega postopka pa
zacˇnemo govoriti o neprekinjeni postavitvi (angl. Continuous Deplo-
yment - CD), ki bo opisana v podpoglavju 2.6 CD oz. Continuous
Deployment.
2.4.2 Prednosti neprekinjene integracije
Neprekinjena integracija omogocˇa podjetjem doseganje krajˇsih in bolj pogo-
stih obdobji lansiranja, boljˇso kvaliteto programske opreme in boljˇso produk-
tivnost njihovih razvojnih ekip [56, 61]. Napake so hitro odkrite in zato je
potrebno pregledati obcˇutno manjˇse dele kode, da napako najdemo in popra-
vimo [38]. Prakse neprekinjene integracije so splosˇno sprejete med najbolj
popularnimi odprtokodnimi projekti, sˇtevilo projektov, ki prakse uporablja
pa se povecˇuje [41].
2.5 CD/CDE oz. Continuous Delivery
Uporabniki danes pricˇakujejo redne posodobitve aplikacij, ki jih uporabljajo
v vsakodnevnem zˇivljenju. Lansiranje nove razlicˇice aplikacije je za razvojno
ekipo tezˇko pricˇakovan dogodek, ki s seboj nosi kar nekaj tveganja in potre-
buje veliko priprav - kljub testiranju se sˇe vedno lahko pojavijo napake, o
novi razlicˇici je potrebno obvestiti uporabnike itd. Podobno kot pri tezˇavi
med razvojem - dlje kot razvijamo spremembe na lokalni kopiji repozitorija,
manj bo ta podobna aktualni razlicˇici - ki jo poskusˇa resˇiti neprekinjena inte-
gracija, tudi pri novih razlicˇicah velja, da vecˇ cˇasa kot je minilo od lansiranja
zadnje razlicˇice, tezˇje bo odpravljanje potencialnih tezˇav. Pogosto lansira-
nje in avtomatizacija tega postopka resˇujeta tezˇavo velikih sprememb med
razlicˇicami, kjer lahko iskanje napak traja dolgo cˇasa in odpravljata strah, ki
se pojavi ob lansiranju nove razlicˇice.
Continuous delivery oz. neprekinjena dostava, ki je vcˇasih namesto s CD
oznacˇena tudi s kratico CDE [56], je praksa med razvojem sistema, kjer ra-
zvoj poteka v kratkih, kontroliranih korakih. Vse spremembe izvorne kode
Diplomska naloga 17
avtomatsko sprozˇijo postopek graditve in testiranja, ter so nato tudi avto-
matsko postavljene v testnem produkcijskem okolju. Cˇe neprekinjeno dostavo
pravilno implementiramo potem zagotovimo, da je sistem vedno v stanju, ki
je uspesˇno prestal celotni postopek testiranja in je pripravljen za lansiranje
v produkcijsko okolje [1]. Pomembno je poudariti, da se postopek avto-
matskega lansiranja nove razlicˇice v koncˇno produkcijsko okolje ne sprozˇi
samodejno - to moramo storiti rocˇno, ko smo na to pripravljeni oz. na zˇeljo
narocˇnika. Glavni cilj neprekinjene dostave je sistem, ki je vedno pripravljen
na ta korak. Gre za razsˇiritev praks, ki jih uvaja neprekinjena integracija,
tako da je uporaba neprekinjene integracije pogoj za uporabo neprekinjene
dostave [56].
2.5.1 Prednosti neprekinjene dostave
Ena izmed glavnih prednosti, ki jih ponuja uporaba neprekinjene dostave je
izboljˇsava komunikacije in sodelovanja z uporabniki [44], ostale prednosti pa
so nizˇja tveganja ob lansiranju novih razlicˇic, hitrejˇse dostavljanje posodobi-
tev, viˇsja kvaliteta sistema in vecˇje zadovoljstvo ter produktivnost razvojnih
ekip [44, 31, 43, 1].
2.6 CD oz. Continuous Deployment
Lahko pa prakso neprekinjene dostave popeljemo sˇe korak dlje.
Continuous deployment oz. neprekinjena postavitve je praksa, ki avto-
matsko in neprekinjeno postavlja sistem v produkcijskem okolju. Nepreki-
njena postavitev ne vkljucˇuje nobenga koraka, ki ne bi bil avtomatiziran -
takoj ko razvijalec posodobi vejo repozitorija, ki je namenjena produkciji,
te spremembe vstopijo v t.i. postavitveni cevovod in dosezˇejo produkcijsko
okolje. Edini razlog za prekinitev postopka postavitve je nedelujocˇ test oz.
kaksˇna druga napaka, ki povzrocˇi neuspesˇno graditev sistema. Pomembno
se je zavedati, da je uporaba neprekinjene postavitve pogojena z uporabo
neprekinjene dostave, vendar obratno ne velja - neprekinjena postavitev je
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nadaljevanje neprekinjene dostave [56]. Cˇeprav je uporaba neprekinjene do-
stave primerna za vse vrste projektov, to ne velja vedno tudi za prakso nepre-
kinjene postavitve. Mozˇnost uporabe neprekinjene postavitve je zelo odvisna
od tipa sistema ter podjetja za njim [56].
2.6.1 Prednosti neprekinjene postavitve
Ena izmed glavnih prednosti uporabe neprekinjene postavitve je, da se lahko
odzivamo na povratne informacije uporabnikov v skoraj realnem cˇasu. Cˇe
uporabniki opazijo nepravilno delovanje sistema in o tem obvestijo razvojno
ekipo, lahko takoj zacˇnemo z razvijanjem popravkov. Ko tezˇave odpravimo
in nova koda uspesˇno preide skozi vse postopke testiranja popravki takoj
dosezˇejo uporabnike. Podoben postopek velja za implementacijo novih funk-
cij [4]. Uporaba praks neprekinjene integracije nam prav tako omogocˇa dra-
sticˇna vecˇanja razvojnih ekip in obsega kode brez vpliva na produktivnost
ali kvaliteto kode [55]. Ostale prednosti vkljucˇujejo boljˇso kvaliteto sistema,
boljˇso produktivnost in mozˇnost izboljˇsave zadovoljstva uporabnikov z bolj
pogostimi posodobitvami [47].
Poglavje 3
Platforme
V zadnjih letih se je pojavilo veliko razlicˇnih platform, ki omogocˇajo funk-
cionalnosti CI/CD. Ugotovil sem, da lahko platforme nacˇeloma razdelimo v
tri glavne kategorije:
• Platforme za upravljanje z izvorno kodo: glavni namen teh plat-
form je ponujanje storitve upravljanja z izvorno kodo - hranjenje iz-
vorne kode v repozitorijih, omogocˇanje vejitev itd. Dodatne funkcije
na teh platformah pa lahko omogocˇajo tudi uporabo CI/CD funkcio-
nalnosti. Primer taksˇne platforme je GitHub, ki od leta 2019 ponuja
funkcionalnosti CI/CD z GitHub Actions.
• Namenske platforme za projektno delo: te platforme so zelo po-
dobne platformam za upravljanje z izvorno kodo - ponavadi to tudi v
osnovi so. Razlika je, da so te platforme bolj osredotocˇene na ostale
funkcije, ki so potrebne za razvoj in vzdrzˇevanje sistema ter za upra-
vljanjem z vecˇjimi razvojnimi ekipami. Med te funkcije spada seveda
tudi CI/CD. Primera taksˇnih platform sta Bitbucket in GitLab.
• Namenske platforme za CI/CD: te platforme same ne ponujajo
sistema za upravljanje z izvorno kodo in skrbijo izkljucˇno samo za ne-
prekinjeno integracijo - CI ter nekatere tudi za neprekinjeno postavitev
- CD. Zanasˇajo se na zunanjo platformo za hranjenje izvorne kode, ob
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posodobitvah pa od repozitorija dobijo signal, se na njega povezˇejo in
pricˇnejo z izvajanjem funkcionalnosti CI/CD. Nekatere tudi ne ponu-
jajo lastnih strezˇnikov - tako moramo za postavitev in strezˇnik poskr-
beti sami. Primer taksˇne platforme je TravisCI in DroneCI - slednji ne
ponuja lastnih strezˇnikov.
Za primerjavo platform, ki omogocˇajo funkcionalnosti CI/CD, sem si v
okviru diplomskega dela izbral 3 platforme, na katere sem nalozˇil aplikacijo in
nato postavil cevovod CI/CD. V primerjavi sem se osredotocˇil na platformo
GitHub in na njeno izvedbo postopka CI/CD. Postopek sem primerjal sˇe na
platformi Bitbucket, ki je bolj osredotocˇena na projektno vodenje. Postopek
pa sem primerjal sˇe na platformi GitLab. V nadaljevanju so vse platforme
natancˇneje predstavljene.
3.1 GitHub
GitHub [8] je platforma za razvoj programske opreme, ki razvijalcem omogocˇa
hranjenje programske kode v repozitorijih z uporabo sistema Git [28, 57].
Prva koda se je na platformi pojavila oktobra 2007, avgusta 2019 pa je imela
platforma zˇe vecˇ kot 50 milijonov uporabnikov ter vecˇ kot 100 milijonov
razlicˇnih repozitorijev. Platformo uporablja kar nekaj znanih podjetji oz.
projketov npr.: Google, Spotify, Facebook, Nasa ter Node.js. Leta 2018
je platforma postala last podjetja Microsoft [16]. V zadnjih nekaj letih se
platforma vse bolj spreminja v platformo za upravljanje s projekti, vendar
platforma GitHub se sˇe vedno osredotocˇa predvsem na odprtokodne projekte
in v svetu razvoja programske opreme sˇe vedno ostaja prva izbira za hranjenje
novih, predvsem odprtokodnih, projektov. GitHub ponuja skoraj vse svoje
funkcije brez doplacˇila za samostojne razvijalce in ekipe, ki kodo hranijo v
javnih repozitorijih. Sˇtevilo javnih/privatnih repozitorijev je neomejeno in
neomejeno je tudi sˇtevilo ekipnih cˇlanov - od aprila 2020 tudi za privatne
repozitorije. Slika 3.1 prikazuje logotip platforme GitHub.
S funkcijo GitHub Actions, ki CI/CD podpira od novembra 2019 [9],
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Slika 3.1: Logotip platforme GitHub, c© 2020 GitHub, Inc. [10]
platforma omogocˇa izdelavo in izvajanje delovnih tokov in tako omogocˇa vse
funkcionalnosti CI/CD. Funkcija je na voljo tako javnim kot zasebnim repo-
zitorijem, s to razliko, da imajo javni repozitoriji neomejeno sˇtevilo minut
izvajanja. K izvajanju se sˇteje izvajanje akcij, ki jih definiramo v repozitoriju
- ko se akcije izvajajo porabljajo zakupljene minute izvajanja. Cˇe izvajamo
akcije na operacijskem sistemu Linux se minute porabljajo v razmerju 1:1, za
operacijski sistem Windows se vsaka minuta izvajanja sˇteje kot dve minuti,
za operacijski sistem macOS pa se eno minuta izvajanja sˇteje kot 10 minut
izvajanja.
3.1.1 Monetizacija platforme
GitHub uporabnikom ponuja 4 razlicˇne stopnje placˇljivih funkcij v razponu
od 0$ do 21$ na uporabnika na mesec s paketom Enterprise. Cˇe razvijamo
projekt v javnem repozitoriju imamo na voljo neomejeno sˇtevilo minut izva-
janja akcij v sklopu GitHub Actions, neomejeno prostora za shranjevanje pro-
gramskih paketov in vecˇino ostalih funkcionalnosti, ki jih platforma ponuja.
Cˇe zˇelimo imeti privatni repozitorij pa se sˇtevilo funkcij zmanjˇsa - na voljo
imamo 2000 minut izvajanja akcij na mesec in 500MB za shranjevanje pro-
gramskih paketov. Pri podpori pa nam je ne glede na tip repozitorija na voljo
le podpora skupnosti. Cˇe zˇelimo dokupiti dodatne minute lahko to storimo
po tarifi 0.008$ na minuto, prostor za shranjevanje pa lahko povecˇamo po
tarifi 5$ za 50GB prostora. Drazˇji paketi povecˇajo kolicˇino minut za izvaja-
nje akcij, ponujajo vecˇ prostora za shranjevanje paketov, omogocˇajo uporabo
vseh funkcij v privatnih repozitorijih ter nudijo boljˇso, hitrejˇso, podporo. Pa-
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ket Enterprise pa omogocˇa tudi integracijo s storitvama GitHub Enterprise
Cloud in Server in sˇe nekatere funkcije specializirane za podjetja, GitHub
One pa doda sˇe prednostno 24/7 podporo, neprekinjeno ucˇenje in sˇe nekaj
drugih, zelo specializiranih funkcij.
3.2 Bitbucket
Platforma Bitbucket [5] na prvi pogled ponuja podobne oz. enake funkcije
kot GitHub. Glavna funkcija platforme je enaka kot pri platformi GitHub -
ponujanje repozitorijev za hranjenje in upravljanje z izvorno kodo. Vendar
BitBucket svoje storitve zˇe od samega zacˇetka trzˇi profesionalnim razvijal-
cem in vecˇjim razvojnim ekipam. Platforma je pricˇela delovati leta 2008,
septembra leta 2010 pa je platformo kupilo podjetje Atlassian [2]. Trenutno
platformo uporablja vecˇ kot 1 milijon ekip in vecˇ kot 10 milijonov uporab-
nikov. Med najbolj znane uporabnike platforme sodijo Ford, Pandora in
WeWork. Platforma je nacˇeloma placˇljiva, vendar majhnim projektom, na
katerih sodeluje 5 ali manj ljudi, omogocˇa uporabo brez doplacˇila. Slika 3.2
prikazuje logotip platforme Bitbucket.
Slika 3.2: Logotip platforme BitBucket, c© 2020 Atlassian [3]
Glavni namen platforme je upravljanje z vecˇjimi projekti, tako da plat-
forma vkljucˇuje kar nekaj funkcij in orodji posebno namenjenih temu - recimo
enostavno integracijo z zelo popularnima orodjema za projektno delo Jira in
Trello. Ta orodja sta del zelo sˇirokega ekosistema, ki ga ponuja podjetje
Atlassian. Ta ekosistem je sˇe ena pomembna lastnost platforme Bitbucket
saj omogocˇa integracijo z vecˇino teh orodji oz. storitev. Za omogocˇanje
CI/CD funkcionalnosti skrbi funkcija Bitbucket Pipelines.
Za vkljucˇitev platforme v primerjavo sem se odlocˇil predvsem zaradi
njene popularnosti, sploh v profesionalnih krogih razvoja programske opreme.
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Platforma je pogosto omenjena v cˇlankih in blogih podjetij, tudi sam pa sem
se s platformo zˇe vecˇkrat srecˇal pri pocˇitniˇskem delu.
3.2.1 Monetizacija platforme
Bitbucket ponuja 3 razlicˇne pakete funkcij v razponu od 0$ do 6$ na upo-
rabnika na mesec. Platforma omogocˇa uporabo brez doplacˇila, vendar ta
paket je samo za majhne ekipe - ustvarimo lahko neomejeno javnih/zasebnih
repozitorijev, ampak na vsakem lahko skupaj dela do 5 cˇlanov. Za funkcijo
Bitbucket Pipelines imamo na voljo le 50 minut izvajalnega cˇasa, v funkciji
Git Large File Storage pa lahko hranimo do 1GB podatkov. Brez doplacˇila
imamo sˇe vedno dostop do integracij s storitvama Jira in Trello in dostop
do enake podpore, kot uporabniki placˇljivih paketov. Dodatni cˇas in pro-
stor lahko ekipe zakupijo dinamicˇno, cˇe ga potrebujejo - cena je 10$ za 1000
minut izvajalnega cˇasa in 10$ za 100GB prostora za Git Large File Storage.
Placˇljivi paketi omogocˇajo dodajanje neomejenega sˇtevila cˇlanov na vse re-
pozitorije, poviˇsajo kolicˇino izvajalnega cˇasa na 2500 minut za 3$ in 3500
minut za 6$ ter povecˇajo prostor za Git Large File Storage na 5GB za 3$ in
10GB za 6$. Najdrazˇji paket Premium pa ponuja ekipam sˇe nekaj dodatnih
funkcij, ki izboljˇsajo nadzor nad projekti. Bitbucket pa ponuja tudi mozˇnost
postavitve platforme na lastnih strezˇnikih in podatkovnih srediˇscˇih. Cena je
odvisna od sˇtevila uporabnikov. Licenca za lasten strezˇnik je enkratni nakup,
za podatkovna srediˇscˇa pa je licenca letna.
3.3 GitLab
Platforma GitLab [11] je zelo podobna platformi Bitbucket - osrednja funkcija
je sistem za upravljanje z repozitoriji izvorne kode, platforma pa se osredotocˇa
na podporo celotnega zˇivljenjskega cikla DevOps [33], torej podpira vse ko-
rake od procesa nacˇrtovanja projekta, do lansiranja na trg in vzdrzˇevanja ter
zagotavljanja varnosti. Za razliko od platforme Bitbucket, GitLab zastonj-
skim uporabnikom omogocˇa izdelavo projektov, na katerih lahko sodeluje
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neomejeno sˇtevilo ljudi. Platforma ima trenutno vecˇ kot 40 miljonov upo-
rabnikov in belezˇi zelo hitro rast v popularnosti [12]. GitLab uporabljajo
podjetja, kot so Goldman Sachs, Bayer, Sony, Lockheed Martin, Wish in
druga.
Eden izmed glavnih razlogov zakaj sem platformo vkljucˇil v primerjavo
je, da veliko uporabnikov oz. ekip svoje projekte seli na GitLab prav iz plat-
forme Bitbucket. Vecˇina jih kot glavne razloge za selitev navaja predvsem
integrirano funkcionalnost neprekinjene integracije ter njeno izvedbo, nava-
jajo pa tudi mozˇnost ustvarjanja skupin in podskupin uporabnikov ter boljˇso
podporo in funkcije za lastne, po meri konfigurirane “Runner”-je [19]. Odde-
lek za spletni razvoj v podjetju, kjer sem v sklopu fakultete opravljal prakso,
je nekaj cˇasa nazaj tudi preselil vse svoje projekte iz platforme Bitbucket na
GitLab. Platforma je tudi glavna konkurenca platformi Bitbucket. Slika 3.3
prikazuje logotip platforme GitLab.
Slika 3.3: Logotip platforme BitBucket, c© 2020 GitLab [14]
Tako kot Bitbucket lahko tudi GitLab sami gostimo na svojih strezˇnikih.
Ena izmed vecˇjih posebnosti platforme je, da je velik del (Community Edi-
tion) programske kode celotne platforme, ki jo lahko namestimo na lastnih
stezˇnikih, odprtokoden, podjetje pa posluje po nacˇelu odprtega jedra [13],
kar pomeni da delijo vecˇ informacij z javnostjo kot druga podjetja.
3.3.1 Monetizacija platforme
Platforma GitLab ponuja 4 razlicˇne plane za ekipe s cenami od 0$ do 99$ na
uporabnika na mesec. Zastonjskim uporabnikom platforma ponuja neome-
jeno sˇtevilo repozitorijev z neomejenim sˇtevilom cˇlanov. Platforma omogocˇa
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podporo vseh stopenj cikla DevOps, mozˇnost uporabe uporabnikom lastnih
“Runner”-jev - naprav za poganjanje cevovodov CI/CD in 2000 minut iz-
vajanja CI/CD na napravah, za katere skrbi GitLab itd. V drazˇjih planih
pridobimo dostop do vecˇ funkcij, ki nam omogocˇajo boljˇsi nadzor nad projek-
tom, boljˇso, hitrejˇso podporo in v najdrazˇjih paketih celo izvajanje CI/CD za
repozitorije na drugih platformah. GitLab ponuja tudi mozˇnost postavitve
platforme na lastnem strezˇniku, cˇe to zˇelimo - vecˇina kode, ki jo platforma
uporablja je javno dostopna. Najdrazˇji plan ponuja sˇe napredne varnostne
nastavitve za aplikacije, vpoglede za vodstveno raven, 50000 minut izvajanja
cevovodov CI/CD itd. Ta paket je namenjen izkljucˇno najvecˇjim podjetjem,
ki zˇelijo svoj celoten razvojni del prestaviti na platformo.
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Poglavje 4
Primerjava platform
4.1 Primerjava funkcij
Cˇe primerjamo glavne funkcije, ki jih platforme ponujajo, hitro opazimo, da
vecˇjih razlik prakticˇno ni. Eden izmed glavnih razlogov za to je, da so izbrane
platforme ena drugi najvecˇja konkurenca - predvsem platformi Bitbucket in
GitLab. Zaradi tega se platforme trudijo ostati konkurencˇne ena drugi z
repliciranjem funkcij, ki jih konkurenca ponuja.
Platforma GitHub ponuja prakticˇno vse svoje funkcije uporabnikom brez
dodatnega placˇila. Edina omejitev je, da so funkcije omogocˇene le v javnih
oz. odprtokodnih repozitorijih. GitHub s tem pospesˇuje rast odprtokodnih
projektov - podpora odprtokodnih projektov oz. koncepta odprtokodnosti je
eno izmed glavnih nacˇel platforme. Cˇe se odlocˇimo za placˇljiv paket Team,
nam je na voljo uradna podpora in omogocˇena je uporaba vseh funkciji, tudi v
privatnih repozitorijih. Uradna podpora omogocˇa neposredno komunikacijo
s podjetjem preko e-posˇte, kar je hitrejˇse in ponuja bolj zanesljive resˇitve kot
forumi in ostali skupnostni kanali, na katere smo omejeni brez tega paketa.
Paket Enterprise pa omogocˇi sˇe dostop do funkcij, namenjenih podjetjem.
Vendar, ker platforma nacˇeloma ni namenjena projektnemu vodenju, ponuja
malo specializiranih funkcij oz. orodji za delo na projektih in upravljanje z
njimi. Za funkcije projektnega vodenja in upravljanja s projekti se platforma
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zanasˇa na ekosistem uradnih in neuradnih integracij z zunanjimi orodji kot
so Jira in Trello. V tabeli 4.1 so bolj pregledno predstavljeni paketi platforme
GitHub in njihove glavne prednosti.
GitHub
Paket Cena (mesecˇno) Glavne prednosti
Free 0$
Neomejeno javnih/zasebnih repozitori-
jev, neomejeno cˇlanov v repozitorijih,
vecˇina funkcij na voljo javnih repozito-
rijih, uporabniˇski “Runner”-ji
Team 4$/uporabnika
Vecˇina funkcij v privatnih repozitorijih,
uradna podpora
Enterprise 21$/uporabnika
Integracija z GitHub Server in Cloud,
napredne varnostne funkcije, napredna
podpora, 50000 minut izvajanja CI/CD
One Posamezno Podpora s prednostjo
Tabela 4.1: Tabela prikazuje pakete, ki jih ponuja platforma GitHub
Opazimo lahko, da je platforma Bitbucket najbolj omejujocˇa pri funk-
cijah, ki jih ponuja uporabnikom brez doplacˇila. Usmerjena je predvsem v
ponujanje bolj specializiranih funkcij vecˇjim ekipam in podjetjem, tako da je
plan brez placˇila namenjen predvsem manjˇsim, samostojnim ekipam, ki lahko
platformo, tudi z omejitvami, uporabljajo brez vecˇjih tezˇav. Platforma za
potrebe projektnega dela ponuja tudi enostavno integracijo s priljubljenima
orodjema Trello in Jira. Orodji Trello in Jira sta del vecˇjega ekosistema sto-
ritev, ki jih ponuja podjetje Atlassian. V okviru ekosistema si podjetja lahko
poljubno izberejo paket storitev, ki jim najbolj ustreza. S paketom Standard
za 3$ na uporabnika na mesec platforma postane po funkcijah zelo konku-
rencˇna platformi GitHub z vkljucˇenim paketom Team, ki je za 1$ drazˇji.
Vendar, cˇe pri platformi GitHub zˇelimo enak nabor naprednih funkcij, kot
jih omogocˇa Bitbucket s paketom Premium za 6$ na uporabnika na mesec, se
moramo odlocˇiti za obcˇutno drazˇji paket Enterprise. V tem primeru postane
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Bitbucket obcˇutno cenejˇsa in nacˇeloma boljˇsa opcija za vecˇja podjetja. V ta-
beli 4.2 so bolj pregledno predstavljeni paketi platforme Bitbucket in njihove
glavne prednosti.
Bitbucket
Paket Cena (mesecˇno) Glavne prednosti
Free 0$
Neomejeno javnih/zasebnih repozitori-
jev (do 5 cˇlanov), uradna podpora
Standard 3$/uporabnika
Neomejeno cˇlanov v repozitorijih, 2500
minut izvajanja CI/CD
Premium 6$/uporabnika Napredne varnostne funkcije
Tabela 4.2: Tabela prikazuje pakete, ki jih ponuja platforma Bitbucket
Platforma GitLab pa poskusˇa biti dobra alternativa tako platformi Git-
Hub kot tudi Bitbucket. Zastonjskim uporabnikom ponuja primerljive funk-
cije kot platforma GitHub - ena izmed prednosti pa je neomejeno sˇtevilo
cˇlanov na javnih in privatnih repozitorijih. S paketom Bronze uspesˇno kon-
kurira GitHub-ovem paketu Team. Vecˇina naprednih funkciji za vodenje in
nadzor nad projekti je vkljucˇenih v drazˇji paket Silver, ki je dobra konku-
renca platformi Bitbucket. Paket Silver omogocˇa tudi povezavo z repozitoriji
na obeh izmed platform GitHub in Bitbucket ter izvajanje CI/CD nad njimi
preko platforme GitLab. Paket Silver ponuja tudi integracijo z orodjem Jira.
Paket Gold pa je osredotocˇen na vecˇja podjetja, ki zˇelijo celoten proces raz-
vijanja in projektnega vodenja opravljati preko enotne platforme. GitLab se
na vseh nivojih osredotocˇa na ponujanje lastnih orodji za vse potrebe - na
nizˇjih nivojih za razvoj, na viˇsjih pa za projektno vodenje, podjetne funk-
cije in upravljanje z ekipami. Tako se GitLab izogne odvisnosti od zunanjih
platform kot je npr. TravisCI in orodji kot so npr. Trello, Jira in Slack. V
tabeli 4.3 so bolj pregledno predstavljeni paketi platforme GitLab in njihove
glavne prednosti.
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GitLab
Paket Cena (mesecˇno) Glavne prednosti
Free 0$
Neomejeno javnih/zasebnih repozitori-
jev, podpora vseh stopenj cikla De-
vOps, uporabniˇski “Runner”-ji
Bronze 4$/uporabnika
Uradna podpora, osnovne skupinske
funkcije
Silver 19$/uporabnika
Napredne skupinske funkcije, napredne
varnostne funkcije, napredna podpora,
CI/CD za zunanje repozitorije
Gold 99$/uporabnika
Podpora s prednostjo, profesionalne
varnostne funkcije in analize
Tabela 4.3: Tabela prikazuje pakete, ki jih ponuja platforma GitLab
4.2 Postopek postavitve cevovoda CI/CD
4.2.1 Testna aplikacija
Za postopek postavitve cevovoda CI/CD sem potreboval enostavno aplika-
cijo, ki bi vkljucˇevala komponente, za katere bi lahko spisal enotske teste.
Odlocˇil sem se za enostaven strezˇnik v okolju Node.js [21]. Vsebuje dve da-
toteki JavaScript [7], v katerih se nahajata razreda Vector4f in Matrix4f,
ki omogocˇata ustvarjanje in nekaj enostavnih operacij nad vektorji in ma-
trikami. Datoteki skupaj vkljucˇujeta 15 razlicˇnih funkciji, za katere sem
lahko izdelal teste. Sprva sem nacˇrtoval, da bi aplikacija funkcije obeh ra-
zredov ponujala kar preko obrazcev na spletni strani, nato pa sem se zaradi
mozˇnosti izdelave dodatnih testov odlocˇil, da bom te funkcionalnosti ponujal
preko vmesnika (angl. API - Application Programming Interface) in da bodo
strani vkljucˇevale le navodila za uporabo.
Na vseh treh platformah sem zacˇel s praznim projektom, v katerem sem
inicializiral aplikacijo Node.js in namestil naslednje pakete:
Diplomska naloga 31
• express.js [50] - minimalno in fleksibilno ogrodje za gradnjo spletnih
aplikacij in vmesnikov,
• morgan [26] - vmesno programje/sistem za belezˇenje zahtev HTTP, ki
pridejo na nasˇ strezˇnik,
• nodemon [23] - pripomocˇek, ki spremlja stanje izvorne kode nasˇega
projekta in ob spremembah samodejno ponovno zazˇene strezˇnik
• Mocha [24] - fleksibilno testno ogrodje/knjizˇnica za jezik JavaScript,
• Chai [15] - knjizˇnica za preverjanje testnih trditev, ki jo lahko zdruzˇimo
z vsemi JavaScript testnimi ogrodji,
• SuperTest [18] - modul za testiranje pravilnosti zahtev HTTP.
• nyc [17] - orodje za enostavno preverjanje pokritosti kode s testi.
V projekt sem dodal datoteko JS z razredom Vector4f in za vse funkcije
v tem razredu napisal enotske teste. Nato sem dodal vstopno stran ter stran
z navodili za uporabo klicev vmesnika povezanih z vektorji. Za lazˇje obliko-
vanje strani sem uporabil resˇitev BootstrapCSS [20] in Bootstrap predlogo
Album [22]. Na tej tocˇki sem na platformah dodal CI del cevovoda.
Nato sem na strezˇnik dodal poti ter spisal funkcije za del vmesnika, ki
se navezuje na vektorje. Za novo funkcionalnost vmesnika sem dodal sˇe
teste, spisal pa sem tudi teste za strezˇenje zacˇetne strani in strani z navodili.
Dodal sem sˇe teste za obravnavanje napak na strezˇniku. Na tej tocˇki sem na
platformah dodal sˇe CD del cevovoda.
Isti postopek sem nato ponovil sˇe za datoteko z razredom Matrix4f -
datoteko sem dodal, za njo spisal teste, dodal stran za pomocˇ, dodal funkci-
onalnost vmesnika in dodal sˇe teste za vmesnik.
Koncˇna struktura testov je bila taksˇna:
• Matrix class tests - testi za razred Matrix4f (12 testov),
• Vector class tests - testi za razred Vector4f (19 testov),
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• Server error handling tests - testi za strezˇniˇsko obravnavanje napak (1
test),
• Server function tests - testi za strezˇenje strani (3 testi),
• Matrix API function tests - testi funkcij vmesnika za matrike (13 te-
stov),
• Vector API function tests - testi funkcij vmesnika za vektorje (27 te-
stov).
Skupno se torej izvede 75 testov. Orodje nyc sporocˇi, da je s testi pokritih
95.18% vseh poti v aplikaciji. Na sliki 4.1 je prikazano celotno tekstovno
porocˇilo orodja nyc.
Slika 4.1: Tekstovno porocˇilo orodja nyc
Za postavitev aplikacije sem se odlocˇil za platformo Heroku, ker ponuja
zastonjsko gostovanje za manjˇse, nekomercialne, osebne projekte in projekte,
ki so ustvarjeni kot “proof of concept”. Aplikacije zastonjskih uporabnikov se
po 30 minutah neaktivnosti samodejno ugasnejo. Vsaka aplikacija se kreira
s praznim repozitorijem Git, kar je eden izmed nacˇinov za nalaganje kode na
platformo. Projekt lahko posodabljamo sˇe z uradnim vmesnikom Heroku v
ukazni vrstici, s platformo GitHub pa obstaja tudi neposredna integracija,
kjer lahko z nekaj kliki povezˇemo platformo Heroku na nasˇ repozitorij in
Heroku sam posodablja kodo - nastavimo lahko tudi da pocˇaka izvajanje CI.
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Za ta nacˇin se nisem odlocˇil, saj ta integracija obstaja samo za platformo
GitHub in ne tudi za drugi dve platformi v moji primerjavi.
4.2.2 GitHub
Platforma GitHub omogocˇa funkcionalnosti CI/CD z uporabo funkcije Gi-
tHub Actions. GitHub Actions omogocˇa uporabnikom dodajanje delovnih
tokov v repozitorije v obliki datotek YAML - YAML [25] je standard oz.
jezik za serializacijo podatkov, ki se pogosto uporablja za pisanje konfigura-
cijskih datotek. Datoteke so shranjene v korenski mapi .github, podmapa
workflows. Sistem je dokaj robusten in omogocˇa izvajanje akcij za skoraj
vse programske jezike, izvajanje na razlicˇnih verzijah razlicˇnih operacijskih
sistemov, uporabo Docker vsebnikov [60], izdelavo obvestil in nalog na plat-
formah kot so Jira, Slack, Microsoft Teams itd. Platforma nam omogocˇa tudi
postavitev lastnih, osebnih naprav za izvajanje akcij. Trenutno je na voljo
okrog 40 uradnih predlog za izdelavo novih delovnih tokov ter vecˇ kot 4700
uradnih in neuradnih akcij - vnaprej pripravljene akcije oz. funkcije, ki jih
lahko uporabimo v nasˇem delovnem toku, da si olajˇsamo nekatere pogoste
postopke. GitHub Actions je na voljo za vse repozitorije in, v primeru da je
repozitorij odprtokoden, omogocˇa neomejeno sˇtevilo minut izvajanja delov-
nih tokov. Dokumentacija za GitHub Actions je dobra, obsezˇna in ponuja
obsezˇne opise funkcij ter sintakse za pisanje, s prakticˇnimi primeri v obliki
izsekov kode.
Postavitev CI/CD funkcionalnosti na platformi je preprosta, enostavna
in nedvoumna. Ko imamo v repozitoriju pripravljene prve teste, na glavni
strani repozitorija izberemo zavihek Actions. V primeru, da nimamo izde-
lanih sˇe nobenih akcij nas zavihek posˇlje na stran z uradnimi in neuradnimi
predlogami za izdelavo novih akcij. GitHub analizira projekt in ponudi ne-
kaj najbolj verjetnih mozˇnosti. V primeru, da predlogi niso v redu, ponudi
iskalnik. Cˇe zˇelimo akcijo spisati popolnoma sami, lahko izberemo mozˇnost
za prazno datoteko. V mojem primeru je platforma avtomatsko predlagala
predlogo za avtomatizacijo testiranja aplikacije Node.js. Slika 4.2 prikazuje
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predlagani predlogi, kjer vidimo predlagano predlogo za testiranje v okolju
Node.js.
Slika 4.2: Predlagane predloge
S klikom na predlogo se odpre spletni urejevalnik datoteke YAML, v ka-
teri bo shranjena nasˇa akcija. Spremenil sem ime akcije, dodal sem polje
paths-ignore in dodal ignoriranje sprememb v datoteki README.me. Na
koncu sem odstranil sˇe korak, ki poskusˇa zagnati ukaz npm build --if-present,
saj sem vedel da ta ukaz ni potreben - ukaz zazˇene postopek graditve, cˇe je
ta potreben za delovanje projekta oz. definiran v konfiguracijski datoteki.
Za moj projekt graditev ni potrebna, zato sem ukaz odstranil. Slika 4.3
prikazuje kodo datoteke YAML, ki bo izvedla avtomatsko testiranje.
Datoteko sem uveljavil v repozitorij in ob naslednjih spremembah se je
akcija uspesˇno sprozˇila in proces avtomatskega testiranja se je zacˇel izvajati.
Uporabniˇski vmesnik za pregled nad izvajanjem akcij je enostaven in funk-
cionalen. Na levi strani je prikazan seznam korakov in njihovo stanje, na
desni pa je prikazan izhod, ki se izpiˇse med izvajanjem korakov. Slika 4.4
prikazuje graficˇni uporabniˇski vmesnik za pregled izvajanja delovnega toka.
Edina stvar, ki jo pogresˇam, je pogled v obliki drevesa oz. nacˇin prikaza,
kjer lahko enostavno vidimo tudi odvisnosti med koraki (recimo cˇe je korak
postavitve je odvisen od korakov testiranja). Zanimivo je, da je graficˇni ure-
jevalnik delovnih tokov obstajal v prvih razlicˇicah GitHub Actions. Z izdajo
GitHub Actions V2 pa je bil urejevalnik odstranjen - nov urejevalnik naj bi
bil dodan v eni izmed naslednjih razlicˇic.
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Slika 4.3: Korak testiranja
Slika 4.4: Uporabniˇski vmesnik za pregled izvajanja akcij na platformi Git-
Hub
Testi se izvedejo v treh okoljih Node.js. Sprva sem mislil nastavitev spre-
meniti, potem pa sem se odlocˇil, da je testiranje v vecˇ razlicˇnih okoljih Node.js
pametno, cˇeprav za moj enostaven primer mogocˇe nepotrebno.
Ko sem pricˇel z ustvarjanjem akcije za postavitev na platformo Heroku
sem naletel na nekaj tezˇav. Zacˇel sem z dodajanjem kljucˇa Heroku API
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in imenom moje Heroku aplikacije med zasˇcˇitene spremenljivke v GitHub
repozitorij. Nova datoteka YAML je bila dokaj podobna tisti za avtomatsko
testiranje, tako da sem za osnovo vzel kar datoteko za CI. Zamenjal sem
ime in spremenil ime veje, ki akcijo sprozˇi. Na koncu sem dodal sˇe korak,
ki sprozˇi ukaz shell z dvema okoljskima spremenljivkama. Pri tem koraku
sem odstranil tudi izvajanje v vecˇ razlicˇnih verzijah okolja Node.js, saj zˇelim,
da se ta korak izvede le enkrat. Vrstica needs: test dolocˇi, da mora korak
postavitve pocˇakati z izvajanjem, dokler se prejˇsnji korak ne koncˇa uspesˇno.
Slika 4.5 prikazuje akcijo avtomatske postavitve.
Slika 4.5: Korak postavitve
Zaradi konsistentnosti v primerjavi platform sem se odlocˇil, da bom apli-
kacijo na Heroku posodabljal kar preko repozitorija Git aplikacije, tako da
korak shell zazˇene enostaven git push ukaz. Datoteko sem uveljavil na repo-
zitorij in v njem ustvaril novo vejo production. Na master vejo sem nalozˇil
nekaj posodobitev, nato pa sem spremembe zdruzˇil sˇe v vejo production.
Akcija se je uspesˇno zagnala, testi so se uspesˇno izvedli, ampak korak za po-
stavitev aplikacije na Heroku pa je javil napako. Slika 4.6 prikazuje sporocˇilo
napake.
Heroku je spremembe zavrnil s sporocˇilom, da je repozitorij, s katerega
se koda nalaga, t. i. plitek klon. Sam se s plitkimi kloni pri repozitorijih v
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Slika 4.6: Napaka pri postavitvi
preteklosti sˇe nikoli nisem srecˇal - mislil sem da sem nehote naredil kaksˇno
napako ob posodabljanju repozitorija. Poskusil sem veliko mozˇnih resˇitev:
pobrisal sem vejo production in jo poskusil ustvariti sˇe enkrat, poskusil sem
dodati opcijo --force na git push ukaz v datoteki YAML itd. Resˇevanje mi
je vzelo kar nekaj cˇasa, predvsem zato, ker na spletu ni veliko dokumentacije
glede uporabe GitHub Actions za avtomatsko postavitev na Heroku. Vecˇina
ljudi uporablja neposredno integracijo med platformama ali pa uporabi pre-
dlogo, ki uporablja neuradno akcijo - tega nisem hotel, saj to prikrije vse kar
se dogaja v ozadju. Nisem pa pomislil na eno malenkost - ko se izvede korak,
ta izvede uradno akcijo actions/checkout@v2, ki klonira kopijo repozitorija.
V primeru, da tej operaciji ne podamo argumenta fetch-depth: 0 bo klon,
ki ga akcija naredi, plitek, kar je povzrocˇalo mojo tezˇavo. Ko sem posodo-
bil datoteko YAML in v repozitorij dodal spremembe je bila akcija izvedena
uspesˇno in spremembe so se pojavile na aplikaciji.
4.2.3 Bitbucket
Na platformi Bitbucket lahko funkcionalnosti CI/CD omogocˇimo s funkcijo
Bitbucket Pipelines. Definicija cevovodov oz. delovnih tokov se shrani v
obliki datoteke YAML bitbucket-pipelines.yml v korenski mapi repozi-
torija. Ena izmed glavnih oz. najbolj opaznih razlik je, da za razliko od plat-
forme GitHub, kjer lahko akcije definiramo v vecˇ razlicˇnih datotekah, smo pri
platformi Bitbucket omejeni na samo eno datoteko, ki vsebuje celotno defini-
cijo delovnih tokov in cevovodov za repozitorij. Vecˇjih prednosti ali slabosti
38 Nejc Acˇkun
zaradi tega ni, predvidevam pa, da je lahko preglednost pri kompleksnih to-
kovih in obsezˇnih aplikacijah slabsˇa. Sˇe ena vecˇja razlika med platformama
je nacˇin izvajanja delovnih tokov - GitHub Actions akcije izvaja na virtual-
nem stroju z mozˇnostjo izvajanja v Docker vsebniku, Bitbucket pa cevovode
izvaja izkljucˇno v Docker vsebnikih. Dokumentacija za Bitbucket Pipelines
je dobra in obsezˇna, obstajajo tudi uradni vodicˇi in uradni repozitoriji, v
katerih je prikazana uporaba za nekatere najbolj pogoste funkcije.
Postavitev je tudi tukaj zelo hitra in enostavna. Zacˇel sem s postavitvijo
neprekinjene integracije. V repozitorij sem dodal prve datoteke in ko je bil ta
pripravljen za prvo testiranje sem na glavni strani repozitorija kliknil gumb
Pipelines. Bitbucket je zaznal, da repozitorij sˇe nima ustvarjene datoteke
bitbucket-pipelines.yml in me preusmeril na stran, ki na kratko pred-
stavi funkcijo Bitbucket Pipelines in vprasˇa uporabnika za kateri jezik zˇelijo
spisati delovni tok. Ko uporabnik izbere jezik se pokazˇe spletni urejevalnik
YAML in v njem se izpiˇse predloga za izbran jezik. V mojem primeru ta
predloga ni potrebovala skoraj nobenih sprememb - spremenil sem samo ime
in Docker vsebnik z razlicˇico Node.js, na kateri se bosta izvajala delovna to-
kova testiranja in postavitve. Slika 4.7 prikazuje spletni urejevalnik datotek
YAML, ki ga ponuja platforma Bitbucket.
Na desni strani urejevalnika nam Bitbucket ponuja uporabo funkcije Pipes
oz. cevi - vnaprej pripravljene funkcije oz. zaporedja ukazov za pogosto upo-
rabljene akcije, ki jih lahko izvedemo med izvajanjem korakov v cevovodu in
si tako olajˇsamo delo. Cˇe kliknemo na katerega izmed predlogov, se prikazˇe
okno z vsemi potrebnimi informacijami za uporabo - kaj je funkcija cevi,
katere argumente sprejme itd. Naletel pa sem na manjˇsi problem, in sicer
spletni urejevalnik se je med uporabo vecˇkrat sesul, kar je pomenilo, da sem
izgubil vse spremembe. Delovni tok sem tako dokoncˇno napisal lokalno. Ob
uveljavitev datoteke na repozitorij se je delovni tok zˇe avtomatsko zagnal.
Uporabniˇski vmesnik za pregled nad izvajanjem je zelo podoben tistemu
na platformi GitHub, ampak dodanih je nekaj kljucˇnih informacij. Na desni
je prikazan izhod, ki se izpiˇse med izvajanjem testov, na levi pa je prikazanih
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Slika 4.7: Spletni urejevalnik datotek YAML na platformi Bitbucket
nekaj podatkov o uveljavitvi, ki je izvajanje sprozˇila in osnovni podatki o
samem izvajanju (cˇas in datum izvajanja). Na levi so prikazani tudi koraki
v cevovodu - funkcija, ki ni bila prisotna na platformi GitHub. Slika 4.8
prikazuje graficˇni vmesnik za pregled nad izvajanjem cevovodov.
Slika 4.8: Uporabniˇski vmesnik za pregled nad izvajanjem cevovoda na plat-
formi Bitbucket
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V repozitorij sem nato dodal vse potrebne datoteke za postavitev aplika-
cije na platformo Heroku ter obe potrebni zasˇcˇiteni spremenljivki. Ko sem
zacˇel posodabljati datoteko bitbucket-pipelines.yml sem v dokumenta-
ciji opazil, da Bitbucket Pipelines omogocˇa dodajanje neke vrste kazalcev na
definicije razlicˇnih delovnih tokov. Slika 4.9 prikazuje uporabo kazalcev v
koncˇni datoteki YAML.
Slika 4.9: Prikaz uporabe kazalcev
To omogocˇa enostavno definiranje cevovodov za razlicˇne veje repozitorija.
Definiral sem dva delovna tokova - test, ki sprozˇi testiranje in deploy, ki
sprozˇi ukaz Git za nalaganje kode na Heroku. Tudi tokrat sem se odlocˇil
za neposredno nalaganje sprememb na repozitorij Git Heroku aplikacije, da
bo primerjava kar se da objektivna - na voljo je bila tudi cev za nalaganje
na Heroku, ampak se za uporabo nisem odlocˇil. Ko definiramo izvajanje
cevovodov se lahko sklicujemo kar na kazalce, ki smo jih definirali. Tako
nam ni potrebno pisati enake kode vecˇkrat cˇe recimo delovni tok uporabimo
vecˇkrat za razlicˇne veje repozitorija, kot velja v mojem primeru.
Spremembe v datoteki sem uveljavil na repozitorij in ustvari novo vejo
production. V njo sem zdruzˇil spremembe iz veje master, kar je sprozˇilo
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izvajanje cevovoda, ki se je uspesˇno izvedel in spremembe so bile takoj vidne
tudi na aplikaciji Heroku.
4.2.4 GitLab
CI/CD na platformi GitLab omogocˇimo enako kot na platformi Bitbucket - v
korensko mapo repozitorija dodamo datoteko YAML z imenom .gitlab-ci.yml,
ki hrani vse nasˇe delovne tokove in cevovode. GitLab, tako kot Bitbucket, de-
lovne tokove izvaja izkljucˇno v Docker vsebnikih, daje pa nam tudi mozˇnost
postavitve lastnih, osebnih “Runner”-jev - racˇunalnikov oz. strezˇnikov, na
katerih se nasˇi tokovi izvajajo. Cˇe se ne odlocˇimo za to mozˇnost nam Gi-
tLab ponuja svoje “Shared Runner”-je, ki delujejo na oblacˇni storitvi Google
Cloud Platform in uporabljajo izolirane virtualne stroje za vsak projekt, kar
zagotavlja varnost. Nad dokumentacijo za pisanje datoteke YAML sem bil
malce razocˇaran, saj ta ni tako dobra kot pri drugih dveh platformah - pri-
merov je malo in vecˇinoma so napisani za samo en primer uporabe, opisi
funkcij, ki jih lahko uporabimo v datoteki YAML so zelo osnovni in celotna
dokumentacija je tezˇje razumljiva kot pri drugih dveh platformah. Nacˇin de-
finiranja tokov v datoteki YAML je tukaj spet drugacˇen, torej datoteke niso
prenosljive, in osebno mi je ta nacˇin obcˇutno manj pregleden kot nacˇin defi-
niranja na platformi Bitbucket. Po robustnosti in fleksibilnosti pa je sistem
na isti ravni kot druge dve platformi.
Postavitev funkcionalnosti CI/CD na tej platformi je enostavna, a traja
dlje cˇasa kot pri drugih dveh platformah, predvsem zaradi slabsˇe dokumen-
tacije. Za postavitev CI funkcij sem v repozitorij najprej dodal vse potrebne
datoteke za izvajanje prvih testov, nato pa sem v levem meniju kliknil gumb
CI/CD. GitLab ne ponuja nobene vrste spletnega urejevalnika datotek YAML
- uporabnika posˇlje na stran v dokumentaciji, ki opiˇse postopek postavitve
cevovoda CI/CD. Platforma ponuja preverjevalnik za datoteke YAML in ne-
uraden graficˇni vmesnik za konceptualno nacˇrtovanje cevovodov - uradna
razlicˇica, ki bo omogocˇala graficˇno ustvarjanje dejanskih cevovodov je tre-
nutno v razvoju. Datoteko .gitlab-ci.yml sem ustvaril rocˇno v korenu
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repozitorija in dodal osnovni delovni tok za testiranje. Ta se je le minimalno
razlikoval od tistega na platformi Bitbucket, tako da mi ni delal pretiranih
tezˇav. Izvajanje cevovoda se je sprozˇilo takoj po uveljavitvi sprememb.
Uporabniˇski vmesnik za pregled nad izvajanjem se graficˇno razlikuje od
ostalih dveh platform, ampak ponuja enake funkcionalnosti kot platforma
Bitbucket. V zgornjem delu so prikazani podatki o samem cevovodu, stanju
cevovoda in podatki o uveljavitvi, ki je izvajanje sprozˇila. V spodnjem delu
pa so koraki v cevovodu prikazani kot objekti, ki so med seboj povezani
cˇe obstaja odvisnost. Ta vmesnik je enostaven za razumevanje in ponudi
hiter pregled nad zgradbo cevovoda. Cˇe izberemo katerega izmed objektov
se odpre prikaz izhoda, ki se izpiˇse med izvajanjem. Na sliki 4.10 je prikazan
graficˇni vmesnik za pregled nad izvajanjem cevovodov.
Slika 4.10: Uporabniˇski vmesnik za pregled nad izvajanjem cevovoda na
platformi GitLab
Dodal sem sˇe datoteke potrebne za postavitev CD in se lotil posodablja-
nja datoteke YAML. Postavitev CD pa mi je vzela kar nekaj cˇasa - predvsem
definiranje sprozˇilcev za razlicˇne veje. Cˇe sem dokumentacijo prav razumel,
GitLab-ova izvedba vedno sprozˇi vse korake v cevovodu, za omejevanje tega
pa se zanasˇa na pravila v slogu samo cˇe/only in razen cˇe/except, ki imajo v
ozadju skrito kar kompleksno plast medsebojne odvisnosti. Sˇe vecˇji problem
nastane ker enaka pravila uporabljamo tudi za definiranje datotek, katerih
spremembe naj ne sprozˇijo delovnega toka in sˇe nekaj drugih podobnih funk-
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cij. Obstaja tudi pravilo ko/when, ki pa se obnasˇa kot neke vrste if stavek.
Dokumentacijo sem bral kar nekaj cˇasa preden sem uspel napisati koncˇno
skripto. Slika 4.11 prikazuje koncˇno datoteko YAML.
Slika 4.11: Koncˇna datoteka YAML na platformi GitLab
Tokrat za nalaganje na Heroku nisem uporabil ukaza git push, ampak
Ruby ukaz dpl, ki aplikacijo samodejno nalozˇi na platformo Heroku. Zaradi
objektivnosti sem poskusil zadevo izvesti tako kot v drugih dveh primerih
z uporabo Git, ampak nisem nasˇel nobene dokumentacije na to temo - vsa
dokumentacija za Heroku je kodo posodabljala z ukazom dpl.
4.2.5 Povzetek
Cˇe povzamem trenutno poglavje - najboljˇso dokumentacijo ponujata plat-
formi GitHub in Bitbucket. Dokumentacija obeh platform je obsezˇna, ra-
zumljiva in ponuja prakticˇne primere za skoraj vse funkcije. GitLab-ova
dokumentacija pa je tezˇje razumljiva, prakticˇni primeri pa so pomanjkljivi.
Najboljˇso izvedbo funkcionalnosti CI/CD ima po mojih izkusˇnjah Git-
Hub, saj je postavitev zelo enostavna, zgradba in uporabljeni ukazi v dato-
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tekah YAML so najbolj logicˇni, mozˇnost uporabe vecˇ razlicˇnih datotek pa
pripomore pri berljivosti in razumljivosti delovnih tokov. Bitbucket se s svojo
izvedbo zelo priblizˇa platformi GitHub - postavitev je enako lahka in zgradba
datotek YAML je primerljivo logicˇna in jasna. Bitbucket omogocˇa uporabo
samo ene datoteke za shranjevanje delovnih tokov, ampak z uporabo kazal-
cev ta datoteka vseeno ostane enostavna za branje in razumevanje. GitLab
s svojo zgradbo datotek YAML in slabsˇo dokumentacijo ne ponuja enako
dobre izkusˇnje kot drugi dve platformi.
Graficˇni vmesnik pa je najbolje izveden na platformah Bitbucket in Gi-
tLab. Zelo dober - in mogocˇe graficˇno najbolj dodelan - je vmesnik platforme
Bitbucket, ki je po mojem mnenju najbolj pregleden in uporabniku prijazen.
Vmesnik platforme GitLab ponuja jasen in enostaven pregled nad stanjem
posameznih delovnih tokov v cevovodu. Vmesnik platforme GitHub pa je
zelo osnoven, ampak funkcionalen - razlog za to je verjetno to, da je funkcija
GitHub Actions na voljo kratek cˇas - prva razlicˇica je bila izdana novembra
2019.
Poglavje 5
Ugotovitve in priporocˇila
Ugotovil sem, da vse preucˇevane platforme uporabljajo zelo podobne izvedbe
CI/CD funkcionalnosti. Na vseh treh platformah so delovni tokovi in cevo-
vodi definirani z datotekami YAML, ki so shranjene v korenu repozitorija ali
pa v korenski mapi v primeru platforme GitHub. Nacˇin pisanja in kljucˇne
besede, ki se uporabljajo v datotekah se med platformami razlikujejo. Same
akcije se izvajajo neposredno v virtualnih strojih ali pa v Docker vsebni-
kih. GitHub in GitLab omogocˇata testiranje v treh razlicˇnih operacijskih
sistemih - Linux, MacOS in Windows, uporabnikom pa omogocˇata tudi po-
stavitev lastnih agentov za poganjanje delovnih tokov. GitHub, gledano s
cˇisto teoreticˇnega vidika, ne podpira cevovodov, vendar enake funkcionalno-
sti dosega z mozˇnostjo uporabe mnogih datotek za delovne tokove, za razliko
od platform Bitbucket in GitLab, kjer smo omejeni na eno samo datoteko.
Akcije so se najhitreje izvedle na platformi Bitbucket, kjer je testiranje tra-
jalo povprecˇno 12 sekund, postavitev pa 51 sekund. Naslednja najhitrejˇsa je
bila platforma GitHub, kjer je testiranje trajalo povprecˇno 32 sekund, posta-
vitev pa 64 sekund. Zadnja, najpocˇasnejˇsa, pa je bila platforma GitLab, kjer
je testiranje trajalo povprecˇno 54 sekund, postavitev pa 152 sekund. GitLab
in Bitbucket sta akcije izvajala v Docker vsebnikih, GitHub pa neposredno
v virtualnem stroju.
Iz primerjav v prejˇsnjem poglavju in prakticˇnega dela na platformah sem
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izpeljal naslednja priporocˇila za razlicˇne tipe projektov in ekip.
5.1 Samostojni razvijalci in manjˇse ekipe
Za samostojne razvijalce in manjˇse ekipe, ki razvijajo odprtokodno program-
sko opremo ali odprtokodne sisteme na kateremkoli nivoju je platforma Gi-
tHub verjetno najboljˇsa izbira. Platforma ne omejuje velikosti ekipe, brez
doplacˇila pa nam je omogocˇen dostop do prakticˇno vseh funkcij, ki jih plat-
forma ponuja. Je platforma z najvecˇjo skupnostjo in velja kot “go-to” plat-
forma za odprtokodne projekte in upravljanje z izvorno kodo. Vecˇja podjetja
ponavadi ob razgovorih za zaposlitve vprasˇajo kandidate po GitHub racˇunu,
ki sluzˇi kot portfelj kandidatovih del in prikaz njegovih izkusˇenj. Cˇe pa za
delo potrebujemo privatne repozitorije, pa je dobra izbira tudi GitLab, ki te
funkcionalnosti ne omejuje pri zastonjskih uporabnikih in doda sˇe osnovne
funkcije za projektno vodenje brez potrebe po zunanjih orodjih.
5.2 Samostojne ekipe in manjˇsa podjetja
Za samostojne ekipe ali podjetja, ki pri svojem delu zˇelijo boljˇsi pregled na
porabo cˇasa, lazˇje razporejanje dela cˇlanom ekipe itd. je najboljˇsa platforma
GitLab, ki zdruzˇuje vse potrebne funkcije za razvoj na enem mestu v paketu
Starter/Bronze. Bitbucket ponuja dober pregled in upravljanje z izvorno
kodo, vendar pa se za projektne funkcije zanasˇa na integraciji z orodjema
Trello in Jira, ki sta oba na voljo zastonj, a z omejenimi funkcijami. Cˇe ima
nasˇa ekipa manj kot 10 cˇlanov, je Bitbucket Standard and Premium tudi
zelo konkurencˇna izbira proti GitLab-u, cˇe pa je ekipa vecˇja pa je potrebna
narocˇnina sˇe na orodje Jira, da lahko izkoristimo vse funkcije obeh. Git-
Hub je s paketom Team sˇe vedno zelo dobra izbira z vidika upravljanja z
izvorno kodo, za projektne funkcije pa se platforma zanasˇa na svoj ekosistem
integracij z zunanjimi orodji, med drugim tudi z orodjema Jira in Trello.
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5.3 Rastocˇe organizacije in vecˇja podjetja
Za rastocˇe organizacije in podjetja z vecˇ locˇenimi razvojnimi ekipami pa
predlogi niso vecˇ tako enostavni. GitLab v paketu Silver/Premium ponuja
ogromno funkciji za podporo med-ekipnega dela in ostalih operacij, ki so
prisotne v ekipah s taksˇnim obsegom. Bitbucket pa s svojo izvedbo ponuja
ekipam modularno dodajanje orodji, ki odgovarjajo njihovim zahtevam. Ena
izmed glavnih prednosti platforme Bitbucket je ekosistem lastnih orodji, ki
jih ponuja podjetje Atlassian. Orodja so uveljavljena, poznana in zaupanja
vredna ter kvalitetna. GitHub prav tako ponuja paket Enterprise, ki je na-
menjen med-ekipnemu sodelovanju in ponuja funkcije, ki se osredotocˇajo na
varnost projektov, hitrejˇsi razvoj in boljˇso podporo.
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Poglavje 6
Zakljucˇek
V diplomski nalogi sem predstavil in primerjal tri platforme, ki so v svetu
razvoja programske opreme zelo uporabljene. Platforme, ki sem jih primerjal,
so tri “go-to” mozˇnosti pri modernem razvoju programske opreme in veljajo
za uveljavljene, stabilne in varne izbire ko se odlocˇamo za platformo. Obstaja
tudi veliko drugih platform - nekatere so sˇe v postopku razvoja, ki ponujajo
podobne oz. na nekaterih podrocˇjih tudi boljˇse funkcije, kot te, ki sem jih
primerjal. Pri izbiri platforme za funkcionalnosti CI/CD smo lahko torej zelo
striktni z zahtevami, saj bomo po vsej verjetnost nasˇli platformo, ki nasˇim
zahtevam odgovarja.
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