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Abstract
Discrete time dynamical systems generated by the iteration of nonlinear maps provide simple and
interesting examples of chaotic systems. But what is the physical principle behind the emergence of
these maps? In this note we present an approach to this problem by extremizing a Hamiltonian func-
tional defined on spaces of chaotic functions and their invariant measures. We derive a generalized
Euler–Lagrange equation that contains a new term involving inverse images of the extremizing map.
A number of examples are presented.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The classical theory of calculus of variations is concerned with finding a function y(x)
that extremizes a functional of the form
b∫
a
f (t, y, y ′) dt.
The variational method yields the Euler–Lagrange equation which is usually a nonlinear
differential equation with known boundary conditions. In this note we consider functionals
that depend not only on y and y ′ but also on y ◦ y , the composition of y with y , or with
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the dynamics are governed by chaotic maps. In order to present the problem we review
the chaotic system setting. Let y : [0,1] → [0,1] be a piecewise monotonic map, which
possesses an absolutely continuous invariant measure µ with probability density function
(pdf) fy(x) [1]. Then pdf fy(x) captures the long term statistical behavior of the nonlinear
dynamical system governed by y. Suppose we want to find the map y which extremizes
the functional
J [y,fy] =
1∫
0
(
y(t) − t)2fy(t) dt. (1)
Note the functional’s dependence on y and its pdf fy , which is usually a complicated
function of y. The pdf fy is the fixed point of the Frobenius–Perron operator, Py, [1] asso-
ciated with y . Py determines the effect on a pdf by the action of y. The resulting functional
equation Pyf = f is usually solvable only if y is piecewise linear and Markov [1]. Then
fy(t) is a step function on the Markov partition of [0,1] that defines y . If y is a piecewise
monotonic map on [0,1], with q pieces, then Pyf has the representation
Pyf (t) =
∑
v∈{y−1(t)}
f (v)
|y ′(v)| . (2)
For any point t , the set {y−1(t)} consists of at most q points. If v is one of these points, the
corresponding term f (v)/|y ′(v)| will appear in the right-hand side of (2). In the sequel we
develop a generalized Euler–Lagrange equation which involves the inverse images of the
extremizing function.
A number of attempts [2,3], under very special circumstances, have been made to find
the y that extremizes (1). In this note we attempt a more general treatment of the problem.
We consider maps y that are ergodic [1]. It follows that the fixed point fy associated with
y can be obtained as the limit [1]
fy = lim
n→∞
1
n
n−1∑
i=0
P iy1, (3)
where 1 is the constant function 1 on [0,1]. If we replace fy(t) in (1) by
1
m
m−1∑
i=0
P iy1,
we obtain the functional
J [y] = 1
m
m−1∑
i=0
1∫
0
(
y(t) − t)2P iy1 dt,
which, on using the adjoint property, [1, Proposition 4.2.6], becomes
J [y] = 1
m
m−1∑
i=0
1∫ (
y(i+1)(t) − y(i)(t))2 dt, (4)0
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the pdf in J. If m = 1,
J [y] = 1
2
1∫
0
[(
y(t) − t)2 + (y(2)(t) − y(t))2]dt.
In this note we develop a theory of calculus of variations that deals with functionals
that involve compositions such as (4). In Section 2 we derive generalized Euler–Lagrange
equations for functionals depending on 2 and 3 compositions and, in Section 3, we present
examples.
2. Variational equations for functionals depending on two and three compositions
In some region R of the space of the real variables t , y(t) and y ◦ y(t), we have
a real function F(t, y, z), which is continuous in its arguments. Consider the set of all
piecewise-smooth curves y(t) lying in R and joining the points (a, y(a), y(y(a))) and
(b, y(b), y(y(b))). Along each curve, the integral
J [y] =
b∫
a
F
(
t, y(t), z(t)
)
dt, (5)
has a well-defined value. The aim here is to find the curve or curves on which this functional
has an extremum, which could mean a maximum or minimum value.
The classical method for solving variational problems of this form resembles the ap-
proach used in ordinary calculus for solving elementary extremum problems. We attempt
this strategy here.
To obtain an Euler–Lagrange like equation, we consider functions of the form
y˜(t) = y(t) + λw(t), (6)
where y(t) gives the functional J a weak relative extremum. Suppose that w(t) vanishes
at a and b. The functional J [y˜] considered over the collection of functions defined by (6),
has an extremum for y˜ when λ = 0. However,
J [y + λw] = φ(λ), (7)
and so,
φ′(0) = 0. (8)
To calculate this, we replace y by the function y + λw, and define
φ(λ) = J [y + λw] =
b∫
a
F
(
t, y + λw, (y + λw) ◦ (y + λw)(t)) dt
=
b∫
F
(
t, y(t) + λw(t), y(y(t) + λw(t))+ λw(y(t) + λw(t)))dt.a
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φ′(λ) =
b∫
a
D2F
(
t, y + λw,y(y + λw) + λw(y + λw))w(t) dt
+
b∫
a
D3F
(
t, y + λw,y(y + λw) + λw(y + λw))
× [y ′(y + λw)w + w(y + λw) + λw′(y + λw)w] dt. (9)
In this equation, DjF denotes differentiation of F with respect to the j th argument. Eval-
uating the derivative φ′(λ) at the value λ = 0, we obtain
φ′(0) =
b∫
a
[
D2F
(
t, y(t), y
(
y(t)
))
w(t) + D3F
(
t, y(t), y
(
y(t)
))
× [y ′(y(t))w(t) + w(y(t))]]dt
=
b∫
a
[
D2F(t, y, z)w(t) + D3F(t, y, z)
[
y ′
(
y(t)
)
w(t) + w(y(t))]]dt.
It is required that this expression vanish at the extremum. To obtain the variational equa-
tion from this in a straightforward way, let us select a sequence of functions wn(t, x) that
approach the function δ(t − x) for any x in (a, b), which vanish at the endpoints t = a
and b. The integral can then be written in a form which simplifies to a single equation
D2F(x, y, z) + D3F(x, y, z) y ′
(
y(x)
)+ ∑
t=y−1(x)
D3F(t, y(t), y(y(t)))
|y ′(t)| = 0. (10)
This can be generalized to the case of the functional which contains a derivative
J [y] =
b∫
a
F
(
t, y(t), y ′(t), z
)
dt,
where z = y ◦ y . To calculate the variation of J [y], we replace y by the function y + λw
in J and define
φ(λ) = J [y + λw] =
b∫
a
F
(
t, y + λw,y ′ + λw′, y(y(t) + λw(t))
+ λw(y(t) + λw(t)))dt.
Repeating the procedure which led to Eq. (10), we obtain
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dx
D3F(x, y, y
′, z) + D4F(x, y, y ′, z)y ′
(
y(x)
)
+
∑
t=y−1(x)
D4F(t, y(t), y ′(t), y(y(t)))
|y ′(t)| = 0.
Let us also extend this to a functional which contains a composition with three iterations
of y . Consider a functional J which depends on y , z(t) = y ◦ y(t) and p(t) = y ◦ y ◦ y(t),
J [y] =
b∫
a
F (t, y, z,p) dt. (11)
In order to calculate the variation, we again replace y by the function y + λw and differ-
entiate this with respect to λ. Thus we can define
φ[λ] = J (y + λw)
=
b∫
a
F
(
t, y + λw, (y + λw) ◦ (y + λw), (y + λw) ◦ (y + λw) ◦ (y + λw)) dt.
Differentiating φ[λ] under the integral with respect to λ and setting λ = 0, we obtain
dφ
dλ
(0) =
b∫
a
[
D2F
(
t, y(t), y
(
y(t)
)
, y
(
y
(
y(t)
)))
w(t)
+ D3F
(
t, y(t), y
(
y(t)
)
, y
(
y
(
y(t)
)))[
y ′
(
y(t)
)
w + w(y)]
+ D4F
(
t, y(t), y
(
y(t)
)
, y
(
y
(
y(t)
)))
× [y ′(y(y(t)))[y ′(y(t))w + w(y) + w(y(y))]]]dt.
As in the previous derivations, we can take a sequence wn(t, x) that converges to δ(t − x)
for some x in [a, b], Therefore, the integral can then be written in a form that produces the
following variational equation:
D2F(x, y, z,p) + D3F(x, y, z,p)y ′
(
y(x)
)
+
∑
t=y−1(x)
D3F(t, y, z,p)
|y ′(t)| + D4F(x, y, z,p) y
′(y(y))y ′(y)
+
∑
t=y−1(x)
D4F(t, y, z,p)
|y ′(t)| y
′(y(y))+ ∑
t=y−2(x)
D4F(t, y, z,p)
|y(2)′(t)| y
′(y(y))= 0.
(12)
The two in the last term of (12) refers to the number of iterations.
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Let us consider the following example. Consider the functional whose integrand is linear
in the first n compositions of y(x), which is defined as follows:
J (y) =
1∫
0
F
(
t, y, y(2), . . . , y(n)
)
dt = 1
n + 1
1∫
0
(
t + y + y(2) + · · · + y(n))dt.
For the case in which there are two compositions in F , we can write
F(x, y, z) = 1
3
(x + y + z).
This has to be substituted into (10) and the required derivatives of F are given by
D2F(x, y, z) = 13 , D3F(x, y, z) =
1
3
. (13)
The variational equation which must be satisfied by y(x) is given by
D2F + D3F y ′
(
y(x)
)+ ∑
t=y−1(x)
D3F(t, y(t), y(y(t)))
|y ′(t)| = 0. (14)
Substituting (13) in (14), we find that y(x) is an extremum when it is a solution of the
equation
1 + y ′(y(x))+ ∑
t=y−1(x)
1
|y ′(t)| = 0. (15)
Let us now show that there exists a nontrivial solution of (15) which is not one-one and
maps [0,1] onto [0,1]. Consider the following function y(x) defined on [0,1]:
y1(x) = −1
a
x + 1, 0 x < a,
y2(x) = − 11 − a x +
1
1 − a , a  x  1. (16)
The derivative of this function is clearly constant on each of these subintervals. Substituting
this into (15), two equations are obtained, one relevant to each subinterval
1 − 1
a
+ a + 1 − a = 0, 1 − 1
1 − a + 1 − a + a = 0.
These two equations will be consistent provided that a = 1/2. Thus, the following function
is an extremum of our functional on [0,1]:
y1(x) = −2x + 1, 0 x < 12 , y2(x) = 2(−x + 1),
1
2
 x  1.
Thus, the y which has been calculated here maps [0,1] onto [0,1] and it is not one-one on
[0,1].
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the interval [0,1] into [0,1] defined by
y(x) = ax(1 − x), (17)
where the parameter a is in the interval [0,4].
This will be substituted into the functional
F(a) = Ja(y) =
1∫
0
[(
y(x) − x)2 + (y(2)(x) − y(x))2]dx, (18)
which is an unnormalized version of (4). Substituting (17) into (18), we obtain for F the
following expression:
F(a) = 1
630
(
a6 − 9a5 + 30a4 − 42a3 + 42a2 − 105a + 210).
The details of the proof are somewhat tedious, so we give the following. This function
F(a) clearly satisfies F(0) > 0 and by evaluating F ′(a), it is found to have a minimum at
a0
.= 2.15. Moreover, F increases monotonically for a > a0. Thus the maximum value of
F(a) on the interval [0,4] occurs at a = 4. This result persists when higher iterates of y
are included in Ja(y) as in (4) of the same form.
Now, we consider the same functional, but another class of maps
y(x) = −a
(
x − 1
2
)2
+ 1, (19)
which maps the interval [0,1] into [0,1] when a ∈ [0,4]. In this case we calculate F to be
F(a) = 1
2304
(
a6 − 72
7
a5 + 1152
35
a4 − 192
5
a3 + 528
5
a2 − 192a + 768
)
.
This function is strictly increasing for a > 1 and has a maximum value on [0,4] at the
point a = 4. Again, this is the endpoint of the interval. This holds if an additional term as
in (4) with three compositions is included. However, if a term with four compositions is
added on, the maximum value occurs to the left of a = 4 at a = 3.798.
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