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2
Introduction
In this paper, we obtain explicit formulas for extremals in a series of optimal control
problems with two-dimensional control lying in a flat compact convex set Ω ⊂ R2, 0 ∈
int Ω. Usually Pontryagin maximum principle dictates an optimal control to move along
the boundary 𝜕Ω. In the case, when Ω is the unit circle, this motion can be conveniently
described by the trigonometric functions cos and sin. In the case, when Ω has an arbitrary
form, we use new functions cosΩ and sinΩ (which were introduced in [1]) to describe this
motion. These new functions inherit a lot of convenient properties from the classical
functions cos and sin (we usually use the term “convex trigonometry” for this collection
of properties). This allows us to derive short explicit formulas for extremals in the above-
mentioned problems. For example, in the case, when Ω is a polygon, this approach allows
us to avoid a lot of painstaking considerations of control jumps from one vertex to another.
Sec. 1 contains a detailed explanation of convex trigonometry.
So the following problems are investigated in this paper.
1. In Sec. 2, we explicitly find Finsler geodesics on the Lobachevsky hyperbolic plane.
This problem is equivalent to a left-invariant Finsler problem on the group Aff(R)
of proper affine transformations of the real line R.
2. In Sec. 4, we find explicit formulas for extremals in left-invariant sub-Finsler prob-
lems on unimodular 3D Lie groups SL(2), SE(2), SH(2) and SU(2). We also pay
an additional attention to the cases of 𝑙𝑝 metrics, 𝑝 ∈ [1,∞].
3. In Sec. 5, we consider a sphere rolling on a plane with a Finsler metric and find
extremals generalizing Euler elasticae (arising in the classical case of Euclidean
geometry on the plane).
4. In Sec. 6, we consider a series of “yacht” problems generalizing Dubins car, Reeds-
Shepp problem, Euler elasticae and a new sub-Riemannian problem on SE(2).
5. In Sec. 7, we consider a system with drift that describes a controlled motion of a
massive point on a plane, where the maximum admissible acceleration depends on
the chosen direction.
1 Convex trigonometry
Let Ω ⊂ R2 be a convex compact set and let 0 ∈ int Ω. The following definition of the
functions cosΩ and sinΩ at first glance may cause a natural question “why so?”. Nonethe-
less exactly this particular definition appears to be very convenient in solving optimal
control problems with 2-dimensional control in Ω. First, these functions were introduced
in [1], where 5 sub-Finsler problems were solved. In this article we use these functions to
explicitly integrate all the optimal control problems mentioned in the introduction.
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Denote by S the area of the set Ω.
Figure 1: Definition of the generalized trigonometric functions cosΩ 𝜃 and sinΩ 𝜃 by the
set Ω.
Definition 1. Let 𝜃 ∈ R denote a generalized angle. If 0 ≤ 𝜃 < 2S, then we choose a
point 𝑃𝜃 on the boundary of Ω such that the area of the sector of Ω between the rays 𝑂𝑥
and 𝑂𝑃𝜃 is 12𝜃 (see Fig. 1). By definition cosΩ 𝜃 and sinΩ 𝜃 are the coordinates of 𝑃𝜃. If the
generalized angle 𝜃 does not belong to the interval
[︀
0; 2S
)︀
, then we define the functions
cosΩ and sinΩ as periodic with the period 2S; i.e., for 𝑘 ∈ Z such that 𝜃 + 2S𝑘 ∈
[︀
0; 2S
)︀
we put
cosΩ 𝜃 = cosΩ(𝜃 + 2S𝑘); sinΩ 𝜃 = sinΩ(𝜃 + 2S𝑘); 𝑃𝜃 = 𝑃𝜃+2S𝑘.
Note that all the properties of sinΩ and cosΩ listed below can be easily proved once
the appropriate definition is given. The purpose of the present paper is to show the
convenience of the new machinery in solving a series of optimal control problems with
two-dimensional control.
Obviously, sinΩ 0 = 0. If Ω is the unit circle centered at the origin, then the above
definition produces the classical trigonometric functions. If Ω differs from the unit circle,
then the functions cosΩ and sinΩ, of course, differ from the classical functions cos and
sin. Nonetheless they inherit a lot of properties from the classical case and can be usually
computed explicitly.
We will use the polar set Ω∘ together with the set Ω:
Ω∘ = {(𝑝, 𝑞) ∈ R2* : 𝑝𝑥+ 𝑞𝑦 ≤ 1 for all (𝑥, 𝑦) ∈ Ω} ⊂ R2*.
The polar set Ω∘ is (always) a convex and compact (as 0 ∈ int Ω) set and 0 ∈ int Ω∘ (as
Ω is bounded). To avoid confusion we will assume that the set Ω lies in the plane with
coordinates (𝑥, 𝑦) and the polar set Ω∘ lies in the plane with coordinates (𝑝, 𝑞).
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Note that Ω∘∘ = Ω by the bipolar theorem (see [2, Theorem 14.5]). We can apply
the above definition of the generalized trigonometric functions to the polar set Ω∘ and an
arbitrary angle 𝜓 ∈ R to construct cosΩ∘ 𝜓 and sinΩ∘ 𝜓, which are the coordinates of the
appropriate point 𝑄𝜓 ∈ 𝜕Ω∘. From the definition of the polar set it follows that
cosΩ 𝜃 cosΩ∘ 𝜓 + sinΩ 𝜃 sinΩ∘ 𝜓 ≤ 1.
Figure 2: Correspondence 𝜃 ↔ 𝜃∘.
Definition 2. We say that angles 𝜃 ∈ R and 𝜃∘ ∈ R correspond to each other and write
𝜃
Ω←→ 𝜃∘ if the supporting half-plane of Ω at 𝑃𝜃 is determined by the (co)vector 𝑄𝜃∘ (see
Fig. 2). When no confusing ensues we omit the symbol Ω over the arrow and write 𝜃 ↔ 𝜃∘.
As it was said properties of the classical functions cos and sin are inherited by two pairs
of functions for the sets Ω and Ω∘. We start with the Pythagorean identity cos2 𝜃+sin2 𝜃 =
1, which takes the following form:
Theorem 1 (see [1, Theorem 1]). The definition of the correspondence of 𝜃 and 𝜃∘ is
symmetric, i.e., 𝜃 Ω←→ 𝜃∘ is equivalent to 𝜃∘ Ω∘←→ 𝜃. Moreover, an analogue of the main
Pythagorean identity holds:
𝜃 ↔ 𝜃∘ ⇐⇒ cosΩ 𝜃 cosΩ∘ 𝜃∘ + sinΩ 𝜃 sinΩ∘ 𝜃∘ = 1. (1)
The correspondence 𝜃 ↔ 𝜃∘ is not one-to-one in general. If the boundary of Ω has a
corner at a point 𝑃𝜃, then the angle 𝜃 corresponds to the whole edge in Ω∘ and vice versa,
i.e., to any angle 𝜃 with 𝑃𝜃 on the same edge of Ω there corresponds one particular angle
𝜃∘ (up to 2S∘Z, where S∘ denotes the area of Ω∘), and the boundary of Ω∘ has a corner at
the point 𝑄𝜃∘. Nonetheless, it is natural to define a monotonic (multivalued and closed)
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function 𝜃∘(𝜃) that maps an angle 𝜃 to a maximal closed interval1 of angles 𝜃∘ such that
𝜃∘ ↔ 𝜃. This function is quasiperiodic, i.e.,
𝜃∘(𝜃 + 2S𝑘) = 𝜃∘(𝜃) + 2S∘𝑘 with 𝑘 ∈ Z.
If Ω is strictly convex, then the function 𝜃∘(𝜃) is strictly monotonic. If the boundary
of Ω is 𝐶1-smooth, then the function 𝜃∘(𝜃) is continuous.
Let us now compute derivatives of the functions cosΩ and sinΩ. In the classical case
cos 𝜃 and sin 𝜃 are smooth, cos′ 𝜃 = − sin 𝜃 and sin′ 𝜃 = cos 𝜃. In general case cosΩ 𝜃 and
sinΩ 𝜃 are Lipschitz continuous and their derivatives are − sinΩ∘ 𝜃∘ and cosΩ∘ 𝜃∘. Precisely
Theorem 2 (see [1, Theorem 2]). The functions cosΩ and sinΩ are Lipschitz continuous
and have the left and right derivatives for all 𝜃, which coincide for a.e. 𝜃. Let us denote
for short the whole interval between the left and right derivatives by the usual derivative
stroke sign (if this set contains only one element, we usually omit braces). Then for
a.e. 𝜃, we have
cos′Ω 𝜃 = − sinΩ∘ 𝜃∘ and sin′Ω 𝜃 = cosΩ∘ 𝜃∘,
where 𝜃 ↔ 𝜃∘. Moreover, for any 𝜃
cos′Ω 𝜃 = {− sinΩ∘ 𝜃∘ for all 𝜃∘ ↔ 𝜃},
sin′Ω 𝜃 = {cosΩ∘ 𝜃∘ for all 𝜃∘ ↔ 𝜃}.
The similar formulae hold for cos′Ω∘ 𝜃
∘ and sin′Ω∘ 𝜃∘.
The two types of formulae for derivatives stated in the previous theorem coincide if
for given 𝜃 there exists a unique 𝜃∘ ↔ 𝜃. If so, then the both functions cosΩ and sinΩ
have derivatives at 𝜃. Precisely, the function cosΩ has derivative at 𝜃 iff values of sinΩ∘ 𝜃∘
coincide for all 𝜃∘ ↔ 𝜃, and uniqueness of 𝜃∘ ↔ 𝜃 is an obvious sufficient condition for
this. The function sinΩ has a similar property.
Let us note that any Lipschitz continuous function is a.e. differentiable. So if no
confuse ensues we will write for short cos′Ω 𝜃 = − sinΩ∘ 𝜃∘ and sin′Ω 𝜃 = cosΩ∘ 𝜃∘ always
meaning the result obtained in Theorem 2.
It is easy to see that both functions cosΩ and sinΩ have one interval of increasing and
one interval of decreasing during their period. These two intervals can be separated by at
most two intervals of constancy, which appear if Ω has edges parallel to the axes. Intervals
of convexity and concavity can be also determined by the formulae of differentiation.
Corollary 1 (see [1, Corollary 1]). Each of the functions cosΩ and sinΩ is concave on
any interval with non-positive values and is convex on any interval with non-negative
values.
1Obviously, for any 𝜃 there exists an angle 𝜃∘ such that 𝜃∘ ↔ 𝜃. This can be easily proved by the hyperplane separation
theorem.
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We also need an analogue of the polar change of coordinates:{︃
𝑥 = 𝑟 cosΩ 𝜃;
𝑦 = 𝑟 sinΩ 𝜃.
(2)
Note that in the classical case the angles are defined up to a summand 2𝜋𝑘, 𝑘 ∈ Z. Here
we have a similar situation: generalized angles are defined up to a summand 2S𝑘, 𝑘 ∈ Z.
This change of variables is smooth in 𝑟 and Lipschitz continuous in 𝜃. Hence it has
a.e. partial derivative with respect to 𝜃. The Jacobian matrix has the following form:
𝐽 =
(︂
𝑥′𝑟 𝑥
′
𝜃
𝑦′𝑟 𝑦
′
𝜃
)︂
=
(︂
cosΩ 𝜃 −𝑟 sinΩ∘ 𝜃∘
sinΩ 𝜃 𝑟 cosΩ∘ 𝜃
∘
)︂
, where 𝜃∘ ↔ 𝜃.
Using the main Pythagorean identity we see that the Jacobian is equal to 𝑟:
det 𝐽 = 𝑟.
Let us find the inverse change of variables 𝑟(𝑥, 𝑦) and 𝜃(𝑥, 𝑦). The most convenient
way to do this is the following one:
Theorem 3. Let (𝑥(𝑡), 𝑦(𝑡)) be an absolutely continuous curve that does not pass through
the origin. Then the functions 𝑟(𝑡) and 𝜃(𝑡) from (2) are absolutely continuous2 and
satisfy
𝑟 = 𝑠Ω∘(𝑥, 𝑦) and 𝜃 =
𝑥?˙? − ?˙?𝑦
𝑟2
.
The first equation holds for all 𝑡, and the second one holds for a.e. 𝑡.
Proof. The radius can be easily found as follows:
0 ̸= 𝑠Ω∘(𝑥, 𝑦) = 𝑠Ω∘(𝑟 cosΩ 𝜃, 𝑟 sinΩ 𝜃) = 𝑟𝑠Ω∘(cosΩ 𝜃, sinΩ 𝜃) = 𝑟.
Now, let us find the equation on 𝜃. Consider the sector 𝐴 of Ω which is swept by the
vector of the point (𝑥(𝜏), 𝑦(𝜏))/𝑟(𝜏) ∈ 𝜕Ω while 𝜏 is moving from 0 to 𝑡. By definition
the oriented area of 𝐴 is equal to 12(𝜃 + 𝜃0), where 𝜃0 = 𝜃(0).
Let us calculate the area of 𝐴 by Green’s theorem. The boundary 𝜕𝐴 consists of 3
parts: two radial intervals connecting the origin with the points (𝑥(0), 𝑦(0))/𝑟(0) and
(𝑥(𝑡), 𝑦(𝑡))/𝑟(𝑡), and the absolutely continuous curve (𝑥(𝜏), 𝑦(𝜏))/𝑟(𝜏), 𝜏 ∈ [0; 𝑡]. The
1-form 𝑥 𝑑𝑦 − 𝑦 𝑑𝑥 vanishes on radial intervals, so
𝜃 = 𝜃0 +
∫︁ 𝑡
0
(︂
𝑥
𝑟
𝑑
𝑑𝑡
𝑦
𝑟
− 𝑦
𝑟
𝑑
𝑑𝑡
𝑥
𝑟
)︂
𝑑𝑡 = 𝜃0 +
∫︁ 𝑡
0
𝑥?˙? − ?˙?𝑦
𝑟2
𝑑𝑡.
Since 𝑥(𝑡), 𝑦(𝑡), and 𝑟(𝑡) are absolutely continuous functions and 𝑟(𝑡) ̸= 0, we have
𝜃 = (𝑥?˙? − ?˙?𝑦)/𝑟2 for a.e. 𝑡, q.e.d.
2The angle 𝜃 is defined up to 2SZ as always.
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In [1] using these formulae, the functions cosΩ and sinΩ were completely computed
for the case when Ω is an arbitrary polygon. Here we show some additional examples.
Example 1. Assume that the boundary of Ω is defined parametrically,
𝜕Ω = {(𝑥(𝑠), 𝑦(𝑠))∈ R2 | 𝑠 ∈ R}.
Let us compute cosΩ and sinΩ. For any 𝑠, there is defined a generalized angle 𝜃(𝑠) such
that 𝑃𝜃(𝑠) = (𝑥(𝑠), 𝑦(𝑠)). Obviously,
cosΩ 𝜃(𝑠) = 𝑥(𝑠) and sinΩ 𝜃(𝑠) = 𝑦(𝑠). (3)
So, the last thing remaining is to compute the function 𝜃(𝑠) and its inverse 𝑠(𝜃).
Using Theorem 3 we get
𝜃′𝑠 = 𝑥𝑦
′
𝑠 − 𝑥′𝑠𝑦 (4)
since 𝑟(𝑠) = 𝑠Ω∘(𝑥(𝑠), 𝑦(𝑠)) = 1. For some cases this equation can be solved explicitly, but
it is not possible in general. Nonetheless, often we are able to avoid explicit integration
here! The main reason is the following: any of the above mentioned optimal control
problems can be reduced (see below) to an equation of the form 𝜃 = 𝑓(cosΩ 𝜃, sinΩ 𝜃).
From (3) we have the following ODE:
?˙? = 𝜃/𝜃′𝑠 =
𝑓(𝑥(𝑠), 𝑦(𝑠))
𝑥(𝑠)𝑦′𝑠(𝑠)− 𝑥′𝑠(𝑠)𝑦(𝑠)
,
which does not contain new functions cosΩ and sinΩ! Consequently, any stated in the
introduction problem is reduced to classical calculus and can be solved by taking only 1
explicit integral
𝑡 =
∫︁
𝑥(𝑠)𝑦′𝑠(𝑠)− 𝑥′𝑠(𝑠)𝑦(𝑠)
𝑓(𝑥(𝑠), 𝑦(𝑠))
𝑑𝑠.
Example 1 also gives us a possibility to monitor smoothness of convex trigonometric
functions:
Proposition 1. The following statements are equivalent:
(𝑖) the boundary of Ω is a regular 𝐶𝑘-curve;
(𝑖𝑖) cosΩ and sinΩ are 𝐶𝑘 functions;
(𝑖𝑖𝑖) 𝑠Ω∘ is 𝐶𝑘 outside the origin.
Here 𝑘 ≥ 1 is integer, 𝑘 =∞, or 𝑘 = 𝜔.
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Proof. (𝑖) ⇒ (𝑖𝑖). Let the boundary 𝜕Ω be given as (𝑥(𝑠), 𝑦(𝑠)), where 𝑥, 𝑦 ∈ 𝐶𝑘, and
𝑥′𝑠
2 + 𝑦′𝑠
2 ̸= 0. Then 𝜃′𝑠(𝑠) ∈ 𝐶𝑘−1 by (4). So 𝜃(𝑠) ∈ 𝐶𝑘. Moreover, 𝜃′𝑠 ̸= 0, since
𝑥′𝑠
2 + 𝑦′𝑠
2 ̸= 0 and 0 ∈ int Ω. So the inverse function 𝑠(𝜃) has the same smoothness,
𝑠(𝜃) ∈ 𝐶𝑘 by the inverse function theorem. Thus cosΩ 𝜃 = 𝑥(𝑠(𝜃)) and sinΩ(𝜃) = 𝑦(𝑠(𝜃))
are 𝐶𝑘.
(𝑖𝑖)⇒ (𝑖). The functions cosΩ 𝜃 and sinΩ 𝜃 give 𝐶𝑘 parametrization of the boundary
𝜕Ω, and cos′Ω
2𝜃 + sin′Ω
2
𝜃 = cos2Ω∘ 𝜃
∘ + sin2Ω∘ 𝜃
∘ ̸= 0, since 0 ∈ int Ω∘.
(𝑖𝑖𝑖) ⇒ (𝑖). Consider the support function 𝑠Ω∘ in classical polar coordinates 𝑥 =
𝜌 cos𝜑, 𝑦 = 𝜌 sin𝜑. Since 𝑠Ω∘ is positively homogeneous, we have 𝑠Ω∘ = 𝜌𝑔(𝜑), where
𝑔(𝜑) > 0 as 0 ∈ int Ω. So 𝑠Ω∘ is 𝐶𝑘 iff 𝑔 is 𝐶𝑘. Since 𝑔 ̸= 0, this is equivalent to the
fact that 1/𝑔 is 𝐶𝑘. So if 𝑠Ω∘ is 𝐶𝑘, then 𝑥(𝜑) = cos𝜑/𝑔(𝜑), 𝑦(𝜑) = sin𝜑/𝑔(𝜑) is a
𝐶𝑘-parametrization of the boundary 𝜕Ω, and 𝑥′𝜑
2 + 𝑦′𝜑
2 = (𝑔2 + 𝑔′2)/𝑔4 > 0.
(𝑖) ⇒ (𝑖𝑖𝑖). Consider a 𝐶𝑘-parametrization (𝑥(𝑠), 𝑦(𝑠)) of 𝜕Ω, 𝑥′𝑠2 + 𝑦′𝑠2 ̸= 0. In
the (classical) polar coordinates (𝜌, 𝜑) we have the parametrization (𝜌(𝑠), 𝜑(𝑠)), which is
again 𝐶𝑘, since 0 ∈ int Ω. We know that 𝑠Ω∘(𝑥(𝑠), 𝑦(𝑠)) ≡ 1, so 𝑔(𝜑(𝑠)) ≡ 1/𝜌(𝑠). Since
𝜑′𝑠 = (𝑥𝑦
′
𝑠− 𝑥′𝑠𝑦)/(𝑥2+ 𝑦2), we have 𝜑′𝑠 ∈ 𝐶𝑘−1, 𝜑 ∈ 𝐶𝑘, and 𝜑′𝑠 ̸= 0 as 0 ∈ int Ω. So the
function 𝑔(𝜑) must be 𝐶𝑘 by the inverse function theorem.
Proposition 2. For any 1 ≤ 𝑝 ≤ ∞ and integer 𝑘 ≥ 1, the following statements are
equivalent:
(𝑖) the boundary of Ω is a regular 𝑊 𝑘𝑝 -curve3;
(𝑖𝑖) cosΩ and sinΩ are 𝑊 𝑘𝑝 functions (on R/2SZ);
(𝑖𝑖𝑖) 𝑠Ω∘(cos𝜑, sin𝜑) is 𝑊 𝑘𝑝 function (on R/2𝜋Z).
Proof. (𝑖)⇒ (𝑖𝑖). Let the boundary 𝜕Ω be given as (𝑥(𝑠), 𝑦(𝑠)), where 𝑥, 𝑦 ∈ 𝑊 𝑘𝑝 [𝑠0; 𝑠1],
and 𝑥′𝑠
2 + 𝑦′𝑠
2 ≥ 𝐶 > 0 for some constant 𝐶 > 0. Let us first consider the case 𝑘 = 1.
In this case, 𝑠′𝜃(𝜃) = 1/𝜃
′
𝑠(𝑠(𝜃)) ≤ 1/𝐶, so 𝑠′(𝜃) is a bounded function and 𝑠(𝜃) is
Lipschitz continuous. Moreover, 𝑠′ vanishes on a set of zero measure. Hence the derivative
cos′Ω 𝜃 = 𝑥
′
𝑠(𝑠(𝜃))𝑠
′(𝜃) is defined for a.e. 𝜃, since cosΩ 𝜃 = 𝑥(𝑠(𝜃)). Therefore, if 𝑝 < ∞
we have∫︁ 𝜃(𝑠1)
𝜃(𝑠0)
| cos′Ω 𝜃|𝑝 𝑑𝜃 =
∫︁ 𝜃(𝑠1)
𝜃(𝑠0)
|𝑥′𝑠(𝜃(𝑠))|(𝑠′(𝜃))𝑝 𝑑𝜃 ≤
≤ 1
𝐶𝑝−1
∫︁ 𝜃(𝑠1)
𝜃(𝑠0)
|𝑥′𝑠(𝜃(𝑠))|𝑠′(𝜃) 𝑑𝜃 =
1
𝐶𝑝−1
‖𝑥′𝑠‖𝑝.
3The term “regular𝑊 𝑘𝑝 -curve” means that there exists a𝑊 𝑘𝑝 parametrization (𝑥(𝑠), 𝑦(𝑠)) of the curve such that 𝑥′𝑠
2
+𝑦′𝑠
2
is separated from 0 for a.e. 𝑠.
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In the case 𝑝 =∞, we have
| cos′Ω 𝜃| = |𝑥′𝑠(𝜃(𝑠))|𝑠′(𝜃) ≤
1
𝐶
|𝑥′𝑠(𝜃(𝑠))|.
Hence, in the both cases, cosΩ ∈ 𝑊 1𝑝 [𝜃(𝑠0); 𝜃(𝑠1)]. Similarly, sinΩ ∈ 𝑊 1𝑝 [𝜃(𝑠0); 𝜃(𝑠1)].
Now, we consider the case 𝑘 ≥ 2. In this case, 𝜕Ω ∈ 𝐶𝑘−1. Therefore, 𝜃(𝑠) is a
𝐶𝑘−1 function and 𝑠(𝜃) is 𝐶𝑘−1 too. Moreover, 𝜃′𝑠 is a continuous function separated
from 0, so 𝑠(𝜃) is a bi-Lipschitzian function. Hence, 𝜃′𝑠(𝑠(𝜃)) is 𝑊 𝑘−1𝑝 , since 𝜃′𝑠(𝑠) is
𝑊 𝑘−1𝑝 . Moreover, 0 < 𝐶 ≤ 𝜃′𝑠 ≤ 𝐶 ′ for some constants 𝐶 ′ ≥ 𝐶 > 0, and the function
𝑎 ↦→ 1/𝑎 is smooth on [𝐶;𝐶 ′]. Hence, 𝑠′(𝜃) = 1/𝜃′(𝑠(𝜃)) ∈ 𝑊 𝑘−1𝑝 . Therefore, 𝑠(𝜃) is 𝑊 𝑘𝑝 .
It remains to compute
𝑑𝑘
𝑑𝜃𝑘
cosΩ 𝜃 = 𝑥
(𝑘)(𝑠(𝜃))(𝑠′(𝜃))𝑘 + 𝑥′𝑠(𝑠(𝜃))𝑠
(𝑘)(𝜃) +𝐺(𝜃)
where 𝐺 is a continuous function. So cosΩ ∈ 𝑊 𝑘𝑝 and similarly sinΩ ∈ 𝑊 𝑘𝑝 .
The other proofs (𝑖𝑖) ⇒ (𝑖), (𝑖) ⇒ (𝑖𝑖𝑖), and (𝑖𝑖𝑖) ⇒ (𝑖) are similar to the corre-
sponding proofs for Proposition 1.
Remark 1. Suppose that an open interval 𝑙 on 𝜕Ω has smoothness 𝑊 𝑘𝑝 (or 𝐶𝑘). Then
the functions cosΩ and sinΩ have the same smoothness while point 𝑃𝜃 moves along 𝑙.
We already know, that if 𝜕Ω is 𝐶1 then the function 𝜃∘(𝜃) is continuous. Let us
extend this property:
Corollary 2. If 𝜕Ω is a regular 𝐶𝑘 (or 𝑊 𝑘𝑝 ) curve for 𝑘 ≥ 2 and 1 ≤ 𝑝 ≤ +∞, then
the function 𝜃∘(𝜃) is 𝐶𝑘−1 (or 𝑊 𝑘−1𝑝 ) and
𝑑𝜃∘
𝑑𝜃
= cos′Ω 𝜃 sin
′′
Ω 𝜃 − sin′Ω 𝜃 cos′′Ω 𝜃.
The curvature 𝜅 of 𝜕Ω at the point (cosΩ 𝜃, sinΩ 𝜃) is given by the formula
𝜅(𝜃) = (cos2Ω∘ 𝜃
∘ + sin2Ω∘ 𝜃
∘)−3/2
𝑑𝜃∘
𝑑𝜃
.
Proof. The pair (cos′Ω 𝜃, sin
′
Ω 𝜃) is a 𝐶𝑘−1 (or𝑊 𝑘−1𝑝 ) parametrization of 𝜕Ω∘. Since 𝑘 ≥ 2,
we can use Theorem 3 to compute the derivative 𝜃∘′(𝜃). The result is the formula given
in the statement of the corollary. Using it, we see that 𝜃∘′(𝜃) is 𝐶𝑘−2 (or𝑊 𝑘−2𝑝 ) and 𝜃∘(𝜃)
is 𝐶𝑘−1 (or 𝑊 𝑘−1𝑝 ).
The curvature can be computed in a standard way: put 𝛾(𝜃) = (cosΩ 𝜃, sinΩ 𝜃), then
𝛾′ = (− sinΩ∘ 𝜃∘, cosΩ∘ 𝜃∘) and 𝛾′′ = −𝛾 𝑑𝜃∘/𝑑𝜃. It remains to compute 𝜅 = (𝛾′ ×
𝛾′′)/|𝛾′|3.
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Example 2. Consider the case, when Ω is an ellipse. Then 𝑥(𝑠) = 𝑎 cos 𝑠 + 𝑥0 and
𝑦(𝑠) = 𝑏 sin 𝑠+ 𝑦0 (where
𝑥20
𝑎2 +
𝑦20
𝑏2 < 1) give us the boundary of Ω. So
𝜃′𝑠 = 𝑥𝑦
′
𝑠 − 𝑥′𝑠𝑦 = 𝑎𝑏+ 𝑦0𝑎 sin 𝑠+ 𝑥0𝑏 cos 𝑠.
Thus,
𝜃 = 𝑎𝑏 𝑠− 𝑦0𝑎 cos 𝑠+ 𝑥0𝑏 sin 𝑠+ const.
We can not find 𝑠(𝜃) from this equation explicitly. But it is not needed for solving
equations of the form 𝜃 = 𝑓(cosΩ 𝜃, sinΩ 𝜃)! Indeed, 𝜃 = (𝑎𝑏+ 𝑦0𝑎 sin 𝑠+ 𝑥0𝑏 cos 𝑠)?˙?, and
the equation takes the form
?˙? =
𝑓(𝑎 cos 𝑠+ 𝑥0, 𝑏 sin 𝑠+ 𝑦0)
𝑎𝑏− 𝑦0𝑎 sin 𝑠+ 𝑥0𝑏 cos 𝑠 .
It can be solved by taking 1 integral. Moreover, it can be solved by elliptic functions in
all problems stated in the Introduction, since 𝑓(𝑥, 𝑦) is a square root of a polynomial of
degree 1 or 2 for these problems.
Example 3. Let us compute the functions cosΩ, sinΩ, cosΩ∘, and sinΩ∘ in a very im-
portant case, when the support function of the polar set is known. Equivalently we may
assume that Ω is given by an inequality on a non-negative positively homogeneous convex
function: Ω = {(𝑥, 𝑦) : 𝑠Ω∘(𝑥, 𝑦) ≤ 1}.
Let 𝜑 denote a classical angle. Let us parametrize the boundary 𝜕Ω by 𝜑, i.e.,
𝑥(𝜑) = cosΩ 𝜃(𝜑) =
cos𝜑
𝑠Ω∘(cos𝜑, sin𝜑)
and 𝑦(𝜑) = cosΩ 𝜃(𝜑) =
sin𝜑
𝑠Ω∘(cos𝜑, sin𝜑)
.
Denote by 𝑒i𝜑 the rotation matrix and put 𝑟(𝜑) = 𝑠Ω∘(cos𝜑, sin𝜑) for short. Then(︂
𝑥
𝑦
)︂
= 𝑒i𝜑
(︂
1
𝑟
0
)︂
.
Using Example 1 we get
𝜃′ = 𝑥𝑦′−𝑥′𝑦 =
[︂
𝑒i𝜑
(︂
1
𝑟
0
)︂]︂𝑇
𝑒−i
𝜋
2
[︂
𝑒i𝜑
(︂
1
𝑟
0
)︂]︂′
=
(︀
1
𝑟 0
)︀
𝑒−i𝜑𝑒−i
𝜋
2
[︂
𝑒i𝜑+i
𝜋
2
(︂
1
𝑟
0
)︂
− 𝑒i𝜑
(︂
𝑟′
𝑟2
0
)︂]︂
.
So
𝜃′ = 𝑟−2.
The values cosΩ 𝜃 and sinΩ 𝜃 are equal to 𝑟−1 cos𝜑 and 𝑟−1 sin𝜑 correspondingly. The
functions cosΩ∘, sinΩ∘ and the corresponding angle 𝜃∘ ↔ 𝜃 can be found explicitly by
Theorem 2:
cosΩ∘ 𝜃
∘ = (sinΩ 𝜃)′𝜃 = 𝑦
′
𝜑/𝜃
′
𝜑 = 𝑟
2𝑦′𝜑, ⇒ cosΩ∘ 𝜃∘ = 𝑟 cos𝜑− 𝑟′ sin𝜑;
sinΩ∘ 𝜃
∘ = −(cosΩ 𝜃)′𝜃 = −𝑥′𝜑/𝜃′𝜑 = −𝑟2𝑥′𝜑 ⇒ sinΩ∘ 𝜃∘ = 𝑟 sin𝜑+ 𝑟′ cos𝜑.
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So, the curve (︂
𝑝
𝑞
)︂
= 𝑒i𝜑
(︂
𝑟
𝑟′
)︂
describes the boundary of the polar set Ω∘. Using again Example 1 we get
𝜃∘′ =
[︂
𝑒i𝜑
(︂
𝑟
𝑟′
)︂]︂𝑇
𝑒−i
𝜋
2
[︂
𝑒i𝜑
(︂
𝑟
𝑟′
)︂]︂′
=
(︀
𝑟 𝑟′
)︀
𝑒−i𝜑𝑒−i
𝜋
2
[︂
𝑒i𝜑+i
𝜋
2
(︂
𝑟
𝑟′
)︂
+ 𝑒i𝜑
(︂
𝑟′
𝑟′′
)︂]︂
.
So
𝜃∘′ = 𝑟2 + 𝑟𝑟′′.
Using Corollary 2, for the curvatures 𝜅 of 𝜕Ω and 𝜅∘ of 𝜕Ω∘, we immediately obtain
𝜅 =
𝑟3
(𝑟2 + 𝑟′2)3/2
(𝑟 + 𝑟′′) and 𝜅∘ =
1
𝑟 + 𝑟′′
.
2 Finsler geometry on the Lobachevsky hyperbolic
plane
Consider the following control system on the upper half-plane 𝐿2 = {(𝑥, 𝑦), 𝑦 > 0}:{︃
?˙? = 𝑦𝑢1;
?˙? = 𝑦𝑢2;
(5)
where the 2-dimensional control 𝑢 = (𝑢1, 𝑢2) belongs to a convex compact set Ω with
0 ∈ int Ω. Solutions of the time minimizing problem 𝑇 → inf for this system are
Finsler geodesics on 𝐿2, where the length of a tangent vector (𝜉, 𝜂) ∈ 𝑇(𝑥,𝑦)𝐿2 is given by4
𝑦𝜇Ω(𝜉, 𝜂). Alternatively, we can consider this problem as a left-invariant Finsler geometry
on the Lie group Aff(R) of proper affine transformations of the line R. When Ω is a unit
circle, we have the classical hyperbolic plane with Lobachevskian geometry.
In this section we want to show an easy way of constructing Finsler geodesics on 𝐿2 by
convex trigonometry. Using Pontryagin maximum principle (PMP), we get the following
generalized Hamiltonian:
ℋ = 𝑝𝑦𝑢1 + 𝑞𝑦𝑢2,
where 𝑝 and 𝑞 are adjoint variables. Maximum of ℋ in 𝑢 ∈ Ω can be written very
conveniently in terms of the support function 𝑠Ω of the set Ω:
𝐻 = max
𝑢∈Ω
ℋ = 𝑠Ω(𝑝𝑦, 𝑞𝑦).
Denote for short the arguments of 𝑠Ω by ℎ1 = 𝑝𝑦 and ℎ2 = 𝑞𝑦. Obviously 𝑑𝑑𝑡𝐻 = 0
and 𝐻 = const. We claim that the case 𝐻 = 0 is not possible. Indeed, if 𝐻 = 0, then
4Here 𝜇Ω = 𝑠Ω∘ denotes the Minkowski function of Ω.
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ℎ1 = ℎ2 = 0. Since 𝑦 > 0, we get 𝑝 = 𝑞 = 0, which contradicts to the Pontryagin
maximum principle.
So 𝐻 > 0. Consequently the point (ℎ1, ℎ2) moves along the boundary of the polar
set Ω∘ stretched by 𝐻 times:
(ℎ1, ℎ2) ∈ 𝐻𝜕Ω∘.
Let us now find the “velocity” of the point (ℎ1, ℎ2). Substituting ?˙? = −ℋ′𝑥 = 0 and
𝑞 = −ℋ′𝑦 = −𝑝𝑢1 − 𝑞𝑢2, we get
ℎ˙1 = ℎ1𝑢2, ℎ˙2 = −ℎ1𝑢1,
and control can be found from Pontryagin maximum condition ℎ1𝑢2 + ℎ2𝑢2 → max𝑢∈Ω.
Equations on ℎ˙1 and ℎ˙2 do not depend on the shape of Ω, but solutions to Pontryagin
maximum condition highly depend on the shape of Ω.
Nonetheless, extremals can be found simultaneously for all Ω by machinery of convex
trigonometry. Let us use the generalized polar change of coordinates (see Theorem 3):
ℎ1 = 𝐻 cosΩ∘ 𝜃
∘ and ℎ2 = 𝐻 sinΩ∘ 𝜃∘,
since 𝐻 = 𝑠Ω(ℎ1, ℎ2). Moreover, if (𝑢1, 𝑢2) is an optimal control, then ℎ1𝑢1 + ℎ2𝑢2 = 𝐻
and 𝑢 ∈ 𝜕Ω. Hence, using the generalized Pythagorean identity (see Theorem 1), we get
𝑢1 = cosΩ 𝜃 and 𝑢2 = sinΩ 𝜃
for an angle 𝜃 ↔ 𝜃∘.
Let us emphasize that the optimal control 𝑢 = (cosΩ 𝜃, sinΩ 𝜃) can be easily recovered
from the angle 𝜃∘(𝑡) by the relation 𝜃 ↔ 𝜃∘. Alternatively, we may use Theorem 2:
𝜃∘𝑢1 = 𝜃∘ sin′Ω∘ 𝜃
∘ =
𝑑
𝑑𝑡
sinΩ∘ 𝜃
∘ and 𝜃∘𝑢2 = −𝜃∘ cos′Ω∘ 𝜃∘ = −
𝑑
𝑑𝑡
cosΩ∘ 𝜃
∘.
Thus we find 𝑢1 and 𝑢2 dividing by 𝜃∘.
So the last thing we need is to find 𝜃∘. Let us compute the derivative of 𝜃∘. According
to Theorem 3 for a.e. 𝑡 we have
𝜃∘ =
ℎ1ℎ˙2 − ℎ2ℎ˙1
𝑠2Ω(ℎ1, ℎ2)
= −𝐻
2 cos2Ω∘ 𝜃 cosΩ 𝜃 +𝐻
2 cosΩ∘ 𝜃
∘ sinΩ∘ 𝜃∘ sinΩ 𝜃
𝐻2
= − cosΩ∘ 𝜃∘.
First, consider the case 𝑝 ̸= 0. We have
𝑦 =
ℎ1
𝑝
=
𝐻
𝑝
cosΩ∘ 𝜃
∘.
Let us find 𝑥. Since 𝜃∘ = − cosΩ∘ 𝜃∘, the derivative 𝜃∘ is continuous. Hence 𝜃∘ ∈ 𝐶2.
Thus, the functions cosΩ∘ 𝜃∘(𝑡) and sinΩ∘ 𝜃∘(𝑡) are Lipschitz continuous (see Theorem 2),
and using (5) we get
?˙? = 𝑦𝑢1 =
𝐻
𝑝
cosΩ∘ 𝜃
∘ cosΩ 𝜃 = −𝐻
𝑝
cosΩ 𝜃𝜃∘ = −𝐻
𝑝
𝑑
𝑑𝑡
sinΩ∘ 𝜃
∘;
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since (cosΩ∘ 𝜃∘)′ = − sinΩ 𝜃 and (sinΩ∘ 𝜃∘)′ = cosΩ 𝜃 (see Theorem 2). Recall that 𝐻 =
const and 𝑝 = const, so
𝑥 = 𝑥0 − 𝐻
𝑝
sinΩ∘ 𝜃
∘.
Thus, for the case 𝑝 ̸= 0 we have proved that Finsler geodesics on the Lobachevsky
plane coincide with parts of boundary of the polar set Ω∘, which is stretched 𝐻|𝑝| times,
rotated ±90∘ (depending on the sign of 𝑝) and moved horizontally to the distance 𝑥0.
These geodesics are naturally called horizontal.
A natural parametrization of geodesics is given by solutions of the equation
𝜃∘ = − cosΩ∘ 𝜃∘. (6)
The topological structure of solutions of this equation is very simple. The point 𝑄𝜃∘ =
(cosΩ∘ 𝜃
∘, sinΩ∘ 𝜃∘) moves along 𝜕Ω∘. The intersection points of 𝜕Ω∘ with the vertical axis
are fixed points. In the right half-plane, 𝑄𝜃∘ moves clockwise, and in the left half-plane,
𝑄𝜃∘ moves counterclockwise (see Fig. 3). Note that if the set Ω is not symmetric w.r.t. the
origin, then the distance function on 𝐿2 is not symmetric too, dist(𝐴,𝐵) ̸= dist(𝐵,𝐴).
So, if 𝑝 ̸= 0, then geodesics going to the left and to the right are different. In the case,
when the set Ω is symmetric, 𝐿2 becomes a metric space and geodesics going to the left
and to the right are represented by the same curves.
Figure 3: Examples of the polar set Ω∘ and Finsler geodesics on 𝐿2.
Equation (6) can be explicitly integrated in many cases. For example, if Ω is a convex
polygon, then Ω∘ is a polygon too and the functions cosΩ∘ 𝜃∘ and sinΩ∘ 𝜃∘ are linear in 𝜃∘
while the point𝑄𝜃∘ moves along an edge of Ω∘. So in this case the equation 𝜃∘ = − cosΩ∘ 𝜃∘
on an edge takes the form 𝜃∘ = 𝑎𝜃∘ + 𝑏 and can be integrated easily. If Ω is an ellipse
(see Example 2), then equation (6) takes the form
?˙? =
−𝑎 cos 𝑠− 𝑥0
𝑎𝑏− 𝑦0𝑎 sin 𝑠+ 𝑥0𝑏 cos 𝑠,
which can be integrated explicitly by elementary functions.
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Now consider the last case 𝑝 = 0. We have ℎ1 ≡ 0 and ℎ2 = const ̸= 0. If ℎ2 > 0,
then the optimal control 𝑢 = (𝑢1, 𝑢2) ∈ 𝜕Ω has maximal second coordinate 𝑢2, and 𝑢
is the upper point of Ω (if it is unique) or moves arbitrarily along the upper edge of Ω.
The case ℎ2 < 0 is similar. It is easy to see that, in both cases, the described control is
optimal, since the coordinate 𝑦 takes maximal (or minimal) possible value at any given
time 𝑇 . These geodesics are naturally called vertical.
All vertical geodesics moving up from a given point (𝑥0, 𝑦0) ∈ 𝐿2 form a domain in 𝐿2
bounded by parts of two lines (𝑦− 𝑦0)/(𝑥−𝑥0) = 𝑢01/𝑢02, 𝑦 ≥ 𝑦0, which appear when the
control 𝑢 is constant, 𝑢(𝑡) = (𝑢01, 𝑢02), and sits at the left (or right) end of the upper edge
of Ω. The similar fact holds for vertical geodesics moving down.
Summarizing, we get the following full description of geodesics in the Finsler problem
on the Lobachevsky hyperbolic plane:
Theorem 4. There are two types of geodesics in the sub-Finsler problem on the
Lobachevsky hyperbolic plane (5):
(ℎ) Horizontal geodesics come from the polar set Ω∘. To obtain a horizontal geodesic
one should (𝑖) rotate Ω∘ by ±90∘, (𝑖𝑖) stretch it 𝜆 > 0 times, (𝑖𝑖𝑖) take the upper
part of the boundary, and (𝑖𝑣) move this part horizontally to any distance. If Ω∘
was rotated clockwise then the motion on the geodesic is counterclockwise and vice
versa (see Fig. 3).
(𝑣) To obtain a vertical geodesic moving up one should choose an arbitrary measurable
control 𝑢(𝑡) ∈ Ω having maximal possible 𝑢2-coordinate in Ω for a.e. 𝑡. Then the
corresponding vertical geodesic starting at (𝑥0, 𝑦0) has the following form:
𝑥(𝑡) = 𝑥0 + 𝑦0
∫︁ 𝑡
0
𝑒𝑢2𝑠𝑢1(𝑠) 𝑑𝑠; 𝑦(𝑡) = 𝑦0𝑒
𝑢2𝑡.
Vertical geodesics moving down are constructed in the same way by taking 𝑢(𝑡) ∈ Ω
having minimal possible 𝑢2-coordinate in Ω for all 𝑡.
3 Second order ODEs containing functions of convex
trigonometry
A lot of problems considered below can be reduced to solving a differential inclusion
containing functions cosΩ and sinΩ of the following form5:
𝜃∘(𝑡) ∈ −𝒰 ′(𝜃∘(𝑡)) for a.e. 𝑡, (7)
5Results similar to those obtained in the present section are also fulfilled for the inclusion 𝜃(𝑡) ∈ −𝒰 ′(𝜃(𝑡)) by the
bipolar theorem.
15
where 𝜃∘(𝑡) ∈ 𝑊 2∞ (i.e., 𝜃∘ is a Lipschitz continuous functions), 𝒰(𝜃∘) =
𝑓(cosΩ∘ 𝜃
∘, sinΩ∘ 𝜃∘), 𝑓(𝑝, 𝑞) is a sufficiently smooth function, and the symbol 𝒰 ′ denotes
𝒰 ′(𝜃∘) =
{︁
− 𝑓𝑝 sinΩ 𝜃 + 𝑓𝑞 cosΩ 𝜃 for all 𝜃 ↔ 𝜃∘
}︁
.
We use the previous notation, since 𝒰(𝜃∘) has derivative for a.e. 𝜃∘ which is equal to
−𝑓𝑝 sinΩ 𝜃+ 𝑓𝑞 sinΩ 𝜃 by Theorem 2. The derivative 𝒰 ′(𝜃∘) certainly exists if there exists
a unique 𝜃 ↔ 𝜃∘ (up to the period 2S∘ = 2S(Ω∘)). In the opposite case, 𝒰(𝜃∘) has left
and right derivatives, and the interval between them we denoted by 𝒰 ′(𝜃∘). In the last
case, the left and right derivatives coincide iff 𝑑𝑓(cosΩ∘ 𝜃∘, sinΩ∘ 𝜃∘) ⊥ (cosΩ∘ 𝜃∘, sinΩ∘ 𝜃∘).
Usually, if 𝒰 ′(𝜃∘) contains a unique element for some 𝜃∘, 𝒰 ′(𝜃∘) = {𝑎}, we will simply
write 𝒰 ′(𝜃∘) = 𝑎 for short.
Proposition 3. For any given initial data 𝜃∘0, 𝜃∘1 ∈ R, there exists a solution 𝜃∘(𝑡) to (7)
satisfying 𝜃∘(0) = 𝜃∘0 and
˙^
𝜃∘(0) = 𝜃∘1 and defined for all 𝑡 ∈ R.
Proof. The multivalued function 𝒰 ′ is upper semicontinuous at any point 𝜃∘ in the fol-
lowing sense: for any 𝜃∘ ∈ R and 𝜀 > 0 there exists 𝛿 > 0 such that 𝒰 ′(𝜃∘) belongs
to 𝜀-neighborhood of 𝒰 ′(𝜃∘) for any 𝜃∘ ∈ R in 𝛿-neighborhood of 𝜃∘ (this fact follows
immediately from Theorem 2). Moreover, the set 𝒰 ′(𝜃∘) is non empty convex compact
for any 𝜃∘. Hence, for any initial data 𝜃∘(0) = 𝜃∘0,
˙^
𝜃∘(0) = 𝜃∘1, there exists a solution
to (7) in a neighborhood of 𝑡 = 0 by Filippov’s theorem (see [24]). Moreover, any solution
can be extended to the whole line 𝑡 ∈ R, since the function 𝒰 ′ is bounded.
Nonetheless, uniqueness of solution to (7) (with given initial data) may fail. Despite
the fact that 𝒰(𝜃∘) has derivative w.r.t. 𝜃∘ for a.e. 𝜃∘, existence of the derivative of
function 𝒰(𝜃∘(𝑡)) w.r.t. 𝑡 needs additional verification.
In the present section we will prove some general facts about differential inclusion (7).
It appears that uniqueness may fail only at very specific situations. Moreover, these
situations correspond to singular extremals in optimal control problems considered below.
3.1 First integral of energy
Theorem 5. E = 12(𝜃
∘)2 + 𝒰(𝜃∘) is a first integral for (7), i.e., E is constant along any
solution 𝜃∘(𝑡) to (7). Moreover, if 𝜃∘(𝑡) is an arbitrary 𝐶1-function (on an interval),
˙˜𝜃∘(𝑡) ̸= 0 for all 𝑡, and E is constant along 𝜃∘, then 𝜃∘ belongs to 𝑊 2∞ on the interval
and it is a solution to (7).
Proof. We start with the first part of the theorem. Denote 𝑍 = {𝑡 : ˙^𝜃∘(𝑡) = 0}. For
a.e. 𝜃∘ there exists a unique 𝜃 ↔ 𝜃∘, since 𝜕Ω∘ has a countable number of corners at most.
Hence, for a.e. 𝑡 ̸∈ 𝑍 there exists a unique 𝜃(𝑡) ↔ 𝜃∘(𝑡) and the set 𝒰 ′(𝜃∘(𝑡)) contains
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a unique element, which must coincide with − ¨^𝜃∘. Therefore, the function 𝒰(𝜃∘(𝑡)) has
derivative for a.e. 𝑡 ̸∈ 𝑍, and
E˙ = ¨^𝜃∘(𝑡) ˙^𝜃∘(𝑡) + ˙^𝜃∘(𝑡)𝒰 ′(𝜃∘(𝑡)) = 0 for a.e. 𝑡 ̸∈ 𝑍.
It remains to consider the case 𝑡 ∈ 𝑍. Since 𝜃∘ ∈ 𝑊 2∞, there exists ¨^𝜃∘(𝑡) for a.e. 𝑡 ∈ 𝑍.
Moreover, for all 𝑡 ∈ 𝑍, 𝜃∘(𝑡 + 𝜏) − 𝜃∘(𝑡) = 𝑜(𝜏). Hence, 𝑑𝑑𝑡𝒰(𝜃∘(𝑡)) = 0 for all 𝑡 ∈ 𝑍,
since the functions cosΩ∘ and sinΩ∘ are Lipschitz continuous. Therefore, we have
E˙ = ¨^𝜃∘(𝑡) ˙^𝜃∘(𝑡) +
𝑑
𝑑𝜏
⃒⃒⃒
𝜏=0
𝒰(𝜃∘(𝑡+ 𝜏)) = 0 for a.e. 𝑡 ∈ 𝑍.
Let us prove the second part. Consider a 𝐶1-function 𝜃∘ such that ˙˜𝜃∘(𝑡) ̸= 0 for all 𝑡
on an interval. Assume that ˙˜𝜃∘(𝑡) > 0 for all 𝑡 (the case ˙˜𝜃∘(𝑡) < 0 for all 𝑡 is similar).
In this case, ˙˜𝜃∘ =
√
2(E − 𝒰(𝜃∘))1/2. Therefore, ˙˜𝜃∘ is locally Lipschitz continuous and
𝜃∘ ∈ 𝑊 2∞,loc. Hence 0 = E˙ = ˙˜𝜃∘ ¨˜𝜃∘ + 𝒰 ′(𝜃∘) ˙˜𝜃∘. So ¨˜𝜃∘ = −𝒰 ′(𝜃∘) for a.e. 𝑡, since ˙˜𝜃∘(𝑡) ̸= 0.
It remains to say that 𝒰 ′ is a bounded function, therefore 𝜃∘ ∈ 𝑊 2∞.
3.2 Uniqueness of solution
Let us now fix some initial data 𝜃∘0, 𝜃∘1 ∈ R:
𝜃∘(0) = 𝜃∘0; 𝜃
∘(0) = 𝜃∘1. (8)
If 𝜕Ω∘ is sufficiently smooth, then uniqueness of solution with the given initial data must
be present due to the classical Picard theorem.
Proposition 4. Let 𝑙 be an open segment on 𝜕Ω∘ and (cosΩ∘ 𝜃∘0, sinΩ∘ 𝜃∘0) ∈ 𝑙. If 𝑙 ∈ 𝑊 2∞,
then there exists a unique solution 𝜃∘(𝑡) to (7) in a neighborhood of 𝑡 = 0 satisfying initial
data (8).
Proof. Indeed, in this case, cosΩ∘ and sinΩ∘ are 𝑊 2∞-functions by Proposition 2 (see
Remark 1). Hence 𝒰 ∈ 𝑊 2∞ and 𝒰 ′ ∈ 𝑊 1∞, i.e., 𝒰 ′ is a (single-valued) Lipschitz continuous
function. Therefore there exists a unique solution by the Picard theorem.
Consequently, absence of uniqueness may be present only at points, where the bound-
ary 𝜕Ω∘ does not have𝑊 2∞-smoothness. For example, if Ω∘ is a polygon. Another example
is the following one. If 1 < 𝑝 < 2, then the boundary of the set {𝑥𝑝 + 𝑦𝑝 ≤ 1} ⊂ R2 is
𝑊 2𝑞 -smooth for 𝑞 < 1/(2− 𝑝), but is not 𝑊 2𝑞 -smooth for 𝑞 > 1/(2− 𝑝). So the previous
proposition does not work here, and we will show absence of uniqueness for solution of
Pontryagin maximum principle in these cases for all left-invariant sub-Finsler problems
on all unimodular 3D Lie groups in Section 4.
Let us now investigate the non-uniqueness phenomenon.
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Proposition 5. Suppose that 𝜃∘1 ̸= 0. Then, there exists a unique solution 𝜃∘(𝑡) to (7)
in a neighborhood of 𝑡 = 0 satisfying initial data (8). Moreover,
√
2𝑡 = sgn 𝜃∘1
∫︁ 𝜃∘(𝑡)
𝜃∘0
𝑑𝜃∘√︀
E− 𝒰(𝜃∘) (9)
where E = 12(𝜃
∘
1)
2 + 𝒰(𝜃∘0).
Proof. Obviously, | ˙^𝜃∘(𝑡)| = √2(E − 𝒰(𝜃∘(𝑡)))1/2 by Theorem 5. Since 𝒰(𝜃∘) < E for 𝜃∘
in a neighborhood of 𝜃∘0, we have
˙^
𝜃∘(𝑡)√︁
E− 𝒰(𝜃∘(𝑡))
= sgn 𝜃∘1
√
2
for 𝑡 in a neighborhood of 0. Hence, (9) must hold. By the inverse function theorem,
equation (9) has a unique solution, since derivative (w.r.t. 𝜃∘) of the right hand side is
equal to (E − 𝒰(𝜃∘))−1/2, which is continuous and does not vanish in a neighborhood
of 𝜃∘0.
Hence, uniqueness may fail only at points, where 𝜃∘ = 0. Moreover, even if 𝜃∘ = 0
this does not guarantee absence of uniqueness (as for example in the case 𝜕Ω∘ ∈ 𝑊 2∞).
Proposition 6. Let 𝜃∘0 ∈ R and 𝜃∘1 = 0. If 0 ̸∈ 𝒰 ′(𝜃∘0), then there exists a unique
solution 𝜃∘(𝑡) to (7) in a neighborhood of 𝑡 = 0 satisfying initial data (8). This solution
is even 𝜃∘(𝑡) = 𝜃∘(−𝑡) for 𝑡 lying in the neighborhood and satisfies
√
2|𝑡|sgn𝒰 ′(𝜃∘0) =
∫︁ 𝜃∘(𝑡)
𝜃∘0
𝑑𝜃∘√︀
E− 𝒰(𝜃∘) . (10)
Proof. Since 𝜃∘1 = 0, we have E = 𝒰(𝜃∘0). Let 𝒰 ′(𝜃∘0) < 0 (the case 𝒰 ′(𝜃∘0) > 0 is similar).
Then 𝒰 ′(𝜃∘) ⊂ [−𝑎;−𝑏] in a neighborhood of 𝜃∘0 for some 𝑎 > 𝑏 > 0. Hence, using (7),
we obtain ¨^𝜃∘(𝑡) > 0, ˙^𝜃∘(𝑡) > 0, and 𝜃∘(𝑡) > 𝜃∘ for small 𝑡 > 0. Thereby
√
2𝑡 =
∫︁ 𝜃∘(𝑡)
𝜃∘0
𝑑𝜃∘√︀
E− 𝒰(𝜃∘) for 𝑡 ≥ 0.
This integral has singularity at the left end, but it is finite, since E − 𝒰(𝜃∘) > 𝑏𝜃∘. Put
𝜃∘(𝑡) = 𝜃∘0 + 𝜙
2, 𝜙 ≥ 0:
√
2𝑡 =
∫︁ 𝜃∘0+𝜙2
𝜃∘0
𝑑𝜃∘√︀
E− 𝒰(𝜃∘)
def
= 𝐹 (𝜙).
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The function 𝐹 is absolutely continuous, 𝐹 (0) = 0, and
2√
𝑎
≤ 𝐹 ′(𝜙) = 2𝜙√︀
E− 𝒰(𝜃∘0 + 𝜙2)
≤ 2√
𝑏
.
Hence, 𝐹 is a strictly monotone increasing function, and there exists a unique solution
𝜙 = 𝜙(𝑡) ≥ 0 to the equation 𝐹 (𝜙) = √2𝑡 for small 𝑡 ≥ 0. Moreover, 𝜙(𝑡) is a
bi-Lipschitz continuous function, and 𝜃∘(𝑡) = 𝜃∘0 + 𝜙2(𝑡).
For 𝑡 ≤ 0, we have
−
√
2𝑡 =
∫︁ 𝜃∘(𝑡)
𝜃∘0
𝑑𝜃∘√︀
E− 𝒰(𝜃∘) for 𝑡 ≥ 0.
Hence 𝜃∘(−𝑡) = 𝜃∘(𝑡).
The condition 0 ̸∈ 𝒰 ′(𝜃∘0) is equivalent to the following one: the vec-
tor 𝑑𝑓(cosΩ∘ 𝜃∘0, sinΩ∘ 𝜃∘0) is not null and defines a non-supporting line to Ω∘ at
(cosΩ∘ 𝜃
∘
0, sinΩ∘ 𝜃
∘
0).
3.3 Absence of uniqueness
So uniqueness may fail only if 𝜃∘1 = 0 and 0 ∈ 𝒰 ′(𝜃∘0). Let us now investigate this
situation. Obviously, if 𝒰(𝜃∘) ≥ 𝒰(𝜃∘0) in a neighborhood of 𝜃∘0, then a unique solution
with 𝜃∘1 = 0 is 𝜃∘(𝑡) ≡ 𝜃∘0. Indeed, ( ˙^𝜃∘(𝑡))2 ≤ 0 by Theorem 5. It remains to describe
solutions for the cases, when 𝒰(𝜃∘) < 𝒰(𝜃∘0) in a left or in a right neighborhood6 of 𝜃∘0.
The following theorem describes behaviour of solutions only for 𝑡 ≥ 0. The case 𝑡 ≤ 0
is similar, since if 𝜃∘(𝑡) is a solution to (7), (8) and 𝜃∘1 = 0, then 𝜃∘(−𝑡) is a solution
to (7), (8) as well.
Theorem 6. Let 𝜃∘0 ∈ R, 𝜃∘1 = 0, and 0 ∈ 𝒰 ′(𝜃∘0). Put E = 𝒰(𝜃∘0). Suppose that
𝒰(𝜃∘) < E either (𝑟) in a right, or (𝑙) in a left, or (𝑏) in both left and right neighborhoods
of 𝜃∘0. Then there exists 𝜏 > 0 with the following properties.
1. Let 𝜃∘(𝑡) be a solution to (7), (8) for 𝑡 ≥ 0. Put
𝑡+ = sup{𝑡 ≥ 0 : 𝜃∘(𝑠) = 𝜃∘0 for all 𝑠 ∈ [0; 𝑡]}.
If there exists a solution 𝜃∘ with 𝑡+ < ∞, then ˙^𝜃∘(𝑡) for 𝑡 ∈ (𝑡+; 𝑡+ + 𝜏) is not
null7, and (E−𝒰(𝜃∘))−1/2 ∈ 𝐿1(𝜃∘0, 𝜃∘0 + 𝜀) for some 𝜀 ̸= 0, sgn 𝜀 = sgn ˙^𝜃∘(𝑡++0).
Moreover, for any solution 𝜃∘ with 𝑡+ <∞, we have
√
2(𝑡− 𝑡+)sgn ˙^𝜃∘(𝑡+ + 0) =
∫︁ 𝜃∘(𝑡)
𝜃∘0
𝑑𝜃∘√︀
E− 𝒰(𝜃∘) for 𝑡 ∈ (𝑡+; 𝑡+ + 𝜏 ]. (11)
6We omit here some rare cases, when 𝒰(𝜃∘) ≤ 0 in right (or left) neighborhood of 𝜃∘0 , but inequality 𝒰(𝜃∘) < 0 does
not hold in any left (of right) neighborhood of 𝜃∘0 .
7Hence, it must be positive in the case (𝑟) and negative in the case (𝑙).
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2. If (𝑟) (or (𝑏)) and (E − 𝒰(𝜃∘))−1/2 ∈ 𝐿1(𝜃∘0, 𝜃∘0 + 𝜀) for some 𝜀 > 0, then for any
𝑡+ ≥ 0 there exists a solution 𝜃∘(𝑡) to (7), (8) for 𝑡 ≥ 0 such that 𝜃∘(𝑡) = 𝜃∘0 for
𝑡 ∈ [0; 𝑡+], ˙^𝜃∘(𝑡) is positive for 𝑡 ∈ (𝑡+; 𝑡+ + 𝜏), and (11) holds. The left case ((𝑙)
or (𝑏)) is similar with 𝜀 < 0.
The geometric meaning of the case 0 ∈ 𝒰 ′(𝜃∘0) is the following. The constant 𝜃∘(𝑡) ≡ 𝜃∘0
is always a solution. But if, for example, 𝒰(𝜃∘) < 𝒰(𝜃∘0) in a right neighborhood of 𝜃∘0
and the following improper integral∫︁ 𝜃∘0+𝜀
𝜃∘0
𝑑𝜃∘√︀
E− 𝒰(𝜃∘)
is finite for some 𝜀 > 0, then uniqueness fails. A solution stays at 𝜃∘0 for an arbitrary time
𝑡+ ≥ 0 and then goes to the right for at least 𝜏 > 0 time. So, there is a 1-parameter family
(determined by the parameter 𝑡+ ≥ 0) of solutions for 𝑡 ≥ 0 defined on [0; 𝑡+ + 𝜏 ]. Each
solution can be then extended for 𝑡 ∈ [0; +∞) by Filippov’s theorem. If 𝒰(𝜃∘) < 𝒰(𝜃∘0)
in a left neighborhood of 𝜃∘0 and the improper integral is finite for some 𝜀 < 0, then a
solution can go also to the left (and there is another 1-parameter family of solutions for
𝑡 ∈ [0; 𝑡+ + 𝜏 ], 𝑡+ ≥ 0). Similar situation happens for 𝑡 ≤ 0.
Proof of Theorem 6. Denote Θ = {𝜃∘ ∈ R : 𝒰(𝜃∘) = E}. Obviously, if ˙^𝜃∘(𝑡) = 0, then
𝜃∘(𝑡) ∈ Θ by Theorem 5. Put
𝜃∘𝑟 = inf(Θ ∩ {𝜃∘ > 𝜃∘0}); 𝜃∘𝑙 = sup(Θ ∩ {𝜃∘ < 𝜃∘0}).
If (𝑟) or (𝑏), then 𝜃∘𝑟 > 𝜃∘0, and if (𝑙) or (𝑏), then 𝜃∘𝑙 < 𝜃
∘
0 by the hypothesis of the theorem.
Since | ˙^𝜃∘(𝑡)| = √2(E−𝒰(𝜃∘(𝑡)))1/2 for any solution 𝜃∘ and 𝒰 is a bounded function,
the derivative ˙^𝜃∘(𝑡) is bounded by the constant𝑀 =
√
2(E−min𝜃∘ 𝒰(𝜃∘))1/2, i.e., | ˙^𝜃∘(𝑡)| ≤
𝑀 for all 𝑡. Denote
𝜏𝑙 = (𝜃
∘
0 − 𝜃∘𝑙 )/𝑀, 𝜏𝑟 = (𝜃∘𝑟 − 𝜃∘0)/𝑀,
and put (𝑙) 𝜏 = 𝜏𝑙, (𝑟) 𝜏 = 𝜏𝑟, or (𝑏) 𝜏 = min{𝜏𝑙, 𝜏𝑟}. Obviously 𝜏 > 0.
The proof of item 1 is based on the following key property of 𝜏 : if 𝜃∘(𝑡1) = 𝜃∘(𝑡2) =
𝜃∘0 and |𝑡2 − 𝑡1| < 𝜏 , then 𝜃∘(𝑡) = 𝜃∘0 for all 𝑡 between 𝑡1 and 𝑡2. Let us prove this
property by contradiction. Let 𝑡1 < 𝑡2. Suppose that there exists 𝑠 ∈ (𝑡1, 𝑡2) such that
𝜃∘(𝑠) ̸= 𝜃∘0. Let for example 𝜃∘(𝑠) > 𝜃∘0 (this is possible only if (𝑟) or (𝑏) is fulfilled).
Put 𝑇 = argmax𝑡∈[𝑡1;𝑡2] 𝜃
∘(𝑡). Then 𝜃∘(𝑇 ) > 𝜃∘0,
˙^
𝜃∘(𝑇 ) = 0, and 𝜃∘(𝑇 ) ∈ Θ. Therefore,
𝜃∘(𝑇 ) ≥ 𝜃∘𝑟 and we have the following contradiction:
𝜃∘𝑟 − 𝜃∘0 ≤ 𝜃∘(𝑇 )− 𝜃∘(𝑡1) ≤𝑀(𝑇 − 𝑡1) < 𝑀𝜏 ≤ 𝜃∘𝑟 − 𝜃∘0.
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Now we are ready to prove item 1 of the theorem. Suppose that there exists a
solution 𝜃∘ with 𝑡+ <∞. By the definition of 𝑡+, there exists 𝑠 ∈ (𝑡+; 𝑡+ + 𝜏) such that
𝜃∘(𝑠) ̸= 𝜃∘0. We claim that if 𝜃∘(𝑠) > 𝜃∘0, then ˙^𝜃∘(𝑡) > 0 for all 𝑡 ∈ (𝑡+; 𝑡++𝜏). Let us prove
this claim again by contradiction. Since 𝜃∘(𝑠) > 𝜃∘0, (𝑟) or (𝑏) is fulfilled. Moreover, if the
claim does not hold, then there exists 𝑇 ∈ (𝑡+; 𝑡+ + 𝜏) such that ˙^𝜃∘(𝑇 ) = 0. Therefore,
𝜃∘(𝑇 ) ∈ Θ. Since 𝑇 − 𝑡+ < 𝜏 , we have 𝜃∘(𝑇 ) = 𝜃∘0. Hence, 𝜃∘(𝑡) = 𝜃∘0 for 𝑡 ∈ [𝑡+;𝑇 ] by
the key property of 𝜏 , and we obtain a contradiction with the definition of 𝑡+. The case
𝜃∘(𝑠) < 𝜃∘0 is similar.
So, ˙^𝜃∘(𝑡) ̸= 0 and it does not change sign for all 𝑡 ∈ (𝑡+; 𝑡+ + 𝜏). Let ˙^𝜃∘(𝑡) > 0
for all 𝑡 ∈ (𝑡+; 𝑡+ + 𝜏) (the opposite case is similar). Using Theorem 5, we obtain
˙^
𝜃∘(𝑡) =
√
2(E− 𝒰(𝜃∘(𝑡)))1/2 > 0 for 𝑡 ∈ (𝑡+; 𝑡+ + 𝜏). Hence
˙^
𝜃∘(𝑡)√︁
E− 𝒰(𝜃∘(𝑡))
=
√
2 for 𝑡 ∈ (𝑡+; 𝑡+ + 𝜏)
and ∫︁ 𝑡
𝑡+
˙^
𝜃∘(𝑠) 𝑑𝑠√︁
E− 𝒰(𝜃∘(𝑠))
=
√
2(𝑡− 𝑡+) for 𝑡 ∈ (𝑡+; 𝑡+ + 𝜏 ].
The change of variables 𝑑𝜃∘ = ˙^𝜃∘(𝑠) 𝑑𝑠, 𝜃∘ = 𝜃∘(𝑠) is admissible, since the function
𝜃∘ ∈ 𝑊 2∞ is strictly monotone increasing for 𝑡 ∈ [𝑡+; 𝑡+ + 𝜏 ]. This change proves both
(E−𝒰(𝜃∘))−1/2 ∈ 𝐿1(𝜃∘0, 𝜃∘0+𝜀) for some 𝜀 > 0 and (11) for any solution 𝜃∘ with 𝑡+ <∞.
Let us now prove item 2 of the theorem. Suppose that (E−𝒰(𝜃∘))−1/2 ∈ 𝐿1(𝜃∘0, 𝜃∘0+𝜀)
for some 𝜀 > 0 (the case 𝜀 < 0 is similar). Then (𝑟) or (𝑏) is fulfilled, and the function
𝐺(𝜃∘) def=
∫︁ 𝜃∘
𝜃∘0
𝑑𝜓√︀
E− 𝒰(𝜓)
is strictly increasing for 𝜃∘ ∈ [𝜃∘0; 𝜃∘𝑟 ]. Moreover, 𝐺(𝜃∘0) = 0 and 𝐺(𝜃∘𝑟) ≥
√
2𝜏 , since
E− 𝒰(𝜃∘) ≤ 12𝑀 2. Hence for any 𝑡 ∈ [0; 𝜏 ], there exists 𝜃∘(𝑡) such that 𝐺(𝜃∘(𝑡)) =
√
2𝑡.
Moreover, since 𝐺 ∈ 𝐶1(𝜃∘0, 𝜃∘𝑟) and 𝐺′(𝜃∘) ̸= 0 for 𝜃∘ ∈ (𝜃∘0, 𝜃∘𝑟), we obtain 𝜃∘ ∈ 𝐶1(0; 𝜏)
and ˙˜𝜃∘ =
√
2(E− 𝒰(𝜃∘))1/2 > 0 by the inverse function theorem. Hence, 𝜃∘ is a solution
to (7) by Theorem 5.
Since 𝜃∘(0) = 𝜃∘0 and
˙˜𝜃∘(0) = 0, it remains to put
𝜃∘(𝑡) =
{︂
𝜃∘0 for 𝑡 ∈ [0; 𝑡+];
𝜃(𝑡− 𝑡+) for 𝑡 ∈ (𝑡+; 𝑡+ + 𝜏 ].
Indeed, the function 𝜃 is 𝐶1 and its second derivative is 𝐿∞ and satisfies (7) for a.e. 𝑡.
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So, uniqueness may fail only if a solution passes with zero speed 𝜃∘1 = 0 through a
point 𝜃∘0 such that 0 ∈ 𝒰 ′(𝜃∘0). Moreover, if 𝜕Ω∘ is 𝑊 2∞ in a neighborhood of the point
(cosΩ∘ 𝜃
∘
0, sinΩ∘ 𝜃
∘
0) then uniqueness persists, since improper integral (11) is not finite (or
by Proposition 4). Let us develop some easy to check condition that guarantees absence
of uniqueness.
Proposition 7. If 𝒰 ′(𝜃∘0 + 0) < 0, then (E− 𝒰(𝜃∘))−1/2 ∈ 𝐿1(𝜃∘0, 𝜃∘0 + 𝜀) for E = 𝒰(𝜃∘0)
and some 𝜀 > 0. A similar result holds for the case 𝒰 ′(𝜃∘0 − 0) > 0.
Proof. Indeed, in this case, 𝒰(𝜃∘) ≤ E − 12𝛿(𝜃∘ − 𝜃∘0) for 𝜃∘ in a right neighborhood
of 𝜃∘0.
Let us give a geometric explanation of the pair of conditions 0 ∈ 𝒰 ′(𝜃∘0) and 𝒰 ′(𝜃∘0 +
0) < 0 (which together guarantee absence of uniqueness for solutions with 𝜃∘1 = 0).
Denote 𝑄 = (cosΩ∘ 𝜃∘, sinΩ∘ 𝜃∘) ∈ 𝜕Ω∘. Obviously, if 𝑑𝑓(𝑄) = 0, then 𝒰 ′(𝜃∘0) = {0}.
So we assume that 𝑑𝑓(𝑄) ̸= 0. In this case, 𝑑𝑓(𝑄) defines an (affine) hyperplane Π =
{(𝑝, 𝑞) ∈ R2* : ⟨(𝑝, 𝑞), 𝑑𝑓(𝑄)⟩ ≤ ⟨𝑄, 𝑑𝑓(𝑄)⟩}. The line 𝜕Π is tangent to 𝜕Ω∘ at 𝑄 iff
0 ∈ 𝒰 ′(𝜃∘0). The set of all 𝜃 ↔ 𝜃∘0 has the form [𝜃−; 𝜃+] + 2SZ, and the counterclockwise
tangent ray at 𝑄 to 𝜕Ω∘ is defined by 𝜃+: this ray is co-directed with (− sinΩ 𝜃+, cosΩ 𝜃+).
In these notations, 𝒰 ′(𝜃∘0 + 0) = ⟨𝑑𝑓(𝑄), (− sinΩ 𝜃+, cosΩ 𝜃+)⟩ < 0. Therefore, the ray
belongs to the interior of the supporting hyperplane Π at 𝑄 to Ω∘, defined by 𝑑𝑓(𝑄) ̸= 0.
3.4 Admissible controls
In what follows, solutions to (7) often determine a lift of extremals into the cotangent
bundle, and 𝜃(𝑡)↔ 𝜃∘(𝑡) determines control on extremals. So the last thing we want to
develop in this section is to find all functions 𝜃(𝑡) such that, for a.e. 𝑡, 𝜃(𝑡)↔ 𝜃∘(𝑡) and
¨^
𝜃∘ = 𝑑𝑓𝑝 sinΩ 𝜃(𝑡)− 𝑑𝑓𝑞 cosΩ 𝜃(𝑡)
(measurable functions 𝜃(𝑡) satisfying these two properties for a.e. 𝑡 will be called admis-
sible).
First, suppose that 𝜃∘1 ̸= 0. In this case, there exists a unique solution 𝜃∘(𝑡) to (7),
(8) for 𝑡 in a neighborhood of 𝑡 = 0 by Proposition 5. Then ˙^𝜃∘(𝑡) ̸= 0 in a neighborhood
of 𝑡 = 0. Since for a.e. 𝜃∘ there exists a unique 𝜃 ↔ 𝜃∘, we obtain that there exists a
unique 𝜃(𝑡) ↔ 𝜃∘(𝑡) for a.e. 𝑡 in a neighborhood of 𝑡 = 0. Hence there exists a unique
(up to a set of zero measure) admissible 𝜃(𝑡).
Now suppose that 𝜃∘1 = 0. In this case, we want to examine, whether 𝜃∘(𝑡) ≡ 𝜃∘0 is a
solution, and if it is, we want to find an admissible 𝜃(𝑡). Obviously,
−𝑑𝑓𝑝(𝑄0) sinΩ 𝜃(𝑡) + 𝑑𝑓𝑞(𝑄0) cosΩ 𝜃(𝑡) = − ¨^𝜃∘(𝑡) = 0,
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where we denote 𝑄0 = (cosΩ∘ 𝜃∘0, sinΩ∘ 𝜃∘0) for short. Since 𝜃(𝑡)↔ 𝜃∘0,
cosΩ∘ 𝜃
∘
0 cosΩ 𝜃(𝑡) + sinΩ∘ 𝜃
∘
0 sinΩ 𝜃(𝑡) = 1.
Hence, 𝑥 = cosΩ 𝜃(𝑡) and 𝑦 = sinΩ 𝜃(𝑡) satisfy the following system of two linear
equations: {︂
𝑥 cosΩ∘ 𝜃
∘ + 𝑦 sinΩ∘ 𝜃∘ = 1;
𝑥𝑓𝑞(𝑄(𝑡))− 𝑦𝑓𝑝(𝑄(𝑡)) = 0.
1. If 𝑑𝑓(𝑄0) ̸⊥ 𝑄0, then the system has a unique solution (𝑥0, 𝑦0). Moreover, the point
(𝑥0, 𝑦0) belongs to the supporting line to Ω determined by the first equation of the
system. So, if 𝑑𝑓(𝑄0) ̸⊥ 𝑄0, then there are two possibilities:
(a) (𝑥0, 𝑦0) ∈ 𝜕Ω iff 0 ∈ 𝒰 ′(𝜃∘0). In this case, 𝜃∘(𝑡) ≡ 𝜃∘0 is a solution to (7).
Moreover, there exists a unique (up to a set of zero measure) admissible 𝜃(𝑡) ≡
𝜃0 where 𝑥0 = cosΩ 𝜃0 and 𝑦0 = sinΩ 𝜃0. This case usually corresponds to
singular extremals.
(b) (𝑥0, 𝑦0) ̸∈ 𝜕Ω iff 0 ̸∈ 𝒰 ′(𝜃∘0). In this case, 𝜃∘(𝑡) ≡ 𝜃∘0 is not a solution to (7).
By Proposition 6 there exists a unique solution 𝜃∘(𝑡) to (7), (8), and ˙^𝜃∘(𝑡) ̸= 0
in a punctured neighborhood of 𝑡 = 0. Hence the admissible function 𝜃(𝑡) is
unique (again up to a zero measure) in this neighborhood.
2. If 𝑑𝑓(𝑄0) ⊥ 𝑄0, then 𝒰 ′(𝜃∘0) is a singleton.
(a) If 𝑑𝑓(𝑄0) ̸= 0, then 𝒰 ′(𝜃∘0) ̸= 0 and 𝜃∘(𝑡) ≡ 𝜃∘0 is not a solution to (7).
(b) If 𝑑𝑓(𝑄0) = 0, then 𝒰 ′(𝜃∘0) = 0 and 𝜃∘(𝑡) ≡ 𝜃∘0 is a solution to (7). In this
case, any measurable function 𝜃(𝑡) satisfying 𝜃(𝑡) ↔ 𝜃∘0 is admissible. If Ω∘
has a corner at 𝑄0, then 𝜃(𝑡) is not unique and vise versa. This case also
corresponds to singular extremals.
To distinguish cases (1a) and (2b) we use the following terms. In case (1a), we say
that 𝜃(𝑡) is general singular ; and in case (2b), we say that 𝜃(𝑡) is special singular.
4 Left-invariant sub-Finsler problems
on 3D unimodular Lie groups
4.1 Problem statement and normalization
Let 𝐺 be a 3-dimensional unimodular Lie group, and 𝐿 = 𝑇Id𝐺 its Lie algebra, where
Id is the identity element of 𝐺. Thus the following cases are possible [10]:
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∙ 𝐿 = h3 is the Heisenberg algebra,
∙ 𝐿 = su2 is the Lie algebra of the group of 2× 2 unitary matrices,
∙ 𝐿 = sl2 is the Lie algebra of the group of 2× 2 real unimodular matrices,
∙ 𝐿 = se2 (𝐿 = sh2) is the Lie algebra of the group of Euclidean (resp. hyperbolic)
motions of the 2-dimensional plane.
Let Δ ⊂ 𝐿 be a 2-dimensional subspace that is not a subalgebra, and let 𝑈 ⊂ Δ
be a convex compact set such that 0 ∈ intΔ 𝑈 . We consider the following left-invariant
time-optimal problem:
𝑞 ∈ 𝑞𝑈, 𝑞 ∈ 𝐺, (12)
𝑞(0) = 𝑞0, 𝑞(𝑇 ) = 𝑞1, (13)
𝑇 → min . (14)
Remark 2. If 𝑈 is an ellipse centered at the origin, then problem (12)–(14) is sub-
Riemannian. Some cases of this problem were studied in papers [15–23].
Remark 3. Problem (12)–(14) defines a distance function on the group in a classical
way. If 𝑈 = −𝑈 , then the distance is symmetric. In this case problem (12)–(14) is
usually called sub-Finsler in literature. If 𝑈 ̸= −𝑈 then the distance is not symmetric,
but it defines a regular Hausdorff topology on the group. So we will call such a problem
as well sub-Finsler for short.
Since problem (12)–(14) is left-invariant, we can assume that 𝑞0 = Id.
By the theorem of Agrachev-Barilari [11] on classification of contact left-invariant
sub-Riemannian structures on 3D unimodular Lie groups, there exists a basis 𝐿 =
span(𝑋1, 𝑋2, 𝑋3) such that
Δ = span(𝑋1, 𝑋2),
[𝑋1, 𝑋2] = 𝑋3, [𝑋3, 𝑋1] = (𝜒+ 𝜅)𝑋2, [𝑋3, 𝑋2] = (𝜒− 𝜅)𝑋1, (15)
𝜒 = 𝜅 = 0 or (𝜒2 + 𝜅2 = 1, 𝜒 ≥ 0).
The case 𝜒 = 𝜅 = 0 corresponds to the Heisenberg algebra 𝐿 = h3, and the case
when 𝐺 is the Heisenberg group was first studied in [12], where curves having closed
projection on the plane (𝑥1, 𝑥2) were found without using Pontryagin maximum principle.
A full description of all geodesics in this problems was obtained in [25] with the help of
Pontryagin maximum principle, and in [1] with the help of convex trigonometry. Thus
we assume in the sequel that 𝜒2 + 𝜅2 = 1, 𝜒 ≥ 0.
The two-parameter group of transformations
(𝑋1, 𝑋2, 𝑋3) ↦→ (𝛼𝑋1, 𝛽𝑋2, 𝛼𝛽𝑋3), 𝛼, 𝛽 > 0,
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reduces product table (15) to the following one:
[𝑋1, 𝑋2] = 𝑋3, [𝑋3, 𝑋1] = 𝑎𝑋2, [𝑋3, 𝑋2] = 𝑏𝑋1, (16)
𝑎, 𝑏 ∈ {±1, 0}, 𝑎+ 𝑏 ≥ 0, (𝑎, 𝑏) ̸= (0, 0), (17)
where 𝑎 = sgn(𝜒 + 𝜅), 𝑏 = sgn(𝜒 − 𝜅). So we get the following table of reduction from
parameters (𝜒, 𝜅) to parameters (𝑎, 𝑏):
1. 𝜒+ 𝜅 < 0, 𝜒− 𝜅 > 0 (𝐿 = sl2) ⇒ 𝑎 = −1, 𝑏 = 1,
2. 𝜒+ 𝜅 = 0, 𝜒− 𝜅 > 0 (𝐿 = sh2) ⇒ 𝑎 = 0, 𝑏 = 1,
3. 𝜒+ 𝜅 > 0, 𝜒− 𝜅 > 0 (𝐿 = sl2) ⇒ 𝑎 = 1, 𝑏 = 1,
4. 𝜒+ 𝜅 > 0, 𝜒− 𝜅 = 0 (𝐿 = se2) ⇒ 𝑎 = 1, 𝑏 = 0,
5. 𝜒+ 𝜅 > 0, 𝜒− 𝜅 < 0 (𝐿 = su2) ⇒ 𝑎 = 1, 𝑏 = −1.
Parametrize the set 𝑈 ⊂ Δ by a control parameter 𝑢 = (𝑢1, 𝑢2) ∈ Ω ⊂ R2:
𝑈 = {𝑢1𝑋1 + 𝑢2𝑋2 | 𝑢 = (𝑢1, 𝑢2) ∈ Ω}.
Then problem (12)–(14) reads as follows:
𝑞 = 𝑢1𝑋1(𝑞) + 𝑢2𝑋2(𝑞), 𝑞 ∈ 𝐺, 𝑢 = (𝑢1, 𝑢2) ∈ Ω, (18)
𝑞(0) = 𝑞0 = Id, 𝑞(𝑇 ) = 𝑞1, (19)
𝑇 → min, (20)
where left-invariant vector fields 𝑋1, 𝑋2 on the Lie group 𝐺 satisfy conditions (16), (17).
4.2 Pontryagin maximum principle
We describe extremals of problem (18)–(20). Notice that optimal controls in prob-
lem (18)–(20) exist by the Rashevsky-Chow and Filippov theorems [14].
Denote the cotangent bundle of the Lie group 𝐺 as 𝑇 *𝐺, and its points as 𝜆 ∈ 𝑇 *𝐺.
Introduce linear on fibers of 𝑇 *𝐺 Hamiltonians corresponding to the basis vector fields:
ℎ𝑖(𝜆) = ⟨𝜆,𝑋𝑖(𝑞)⟩, 𝑞 = 𝜋(𝜆), 𝑖 = 1, 2, 3,
where 𝜋 : 𝑇 *𝐺→ 𝐺 is the canonical projection.
Apply the Pontryagin maximum principle [13, 14] to problem (18)–(20). The Hamil-
tonian function of PMP is ℋ(𝑢, 𝜆) = 𝑢1ℎ1(𝜆) + 𝑢2ℎ2(𝜆). The Pontryagin maximum
principle states that if a curve 𝑞(𝑡) and a control 𝑢(𝑡), 𝑡 ∈ [0, 𝑇 ], are optimal, then there
exists a Lipschitzian curve 𝜆𝑡 ∈ 𝑇 *𝑞(𝑡)𝐺, 𝜆𝑡 ̸= 0, 𝑡 ∈ [0, 𝑇 ], that satisfies the following
conditions:
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∙ the maximality condition
𝑢1ℎ1 + 𝑢2ℎ2 = max
𝑤∈Ω
(𝑤1ℎ1 + 𝑤2ℎ2) = 𝑠Ω(ℎ1, ℎ2) =: 𝐻, (21)
∙ the Hamiltonian system ⎧⎪⎪⎪⎨⎪⎪⎪⎩
ℎ˙1 = −𝑢2ℎ3,
ℎ˙2 = 𝑢1ℎ3,
ℎ˙3 = −𝑎𝑢1ℎ2 − 𝑏𝑢2ℎ1,
𝑞 = 𝑢1𝑋1 + 𝑢2𝑋2,
(22)
∙ and the identity 𝐻 ≡ const ≥ 0 along any trajectory.
Abnormal case. Let 𝐻 ≡ 0. Then ℎ1 = ℎ2 ≡ 0, and since 𝜆𝑡 ̸= 0 then ℎ3 ̸= 0. Then
the first two equations of system (22) yield 𝑢2ℎ3 = 𝑢1ℎ3 ≡ 0, thus 𝑢1 = 𝑢2 ≡ 0. So
abnormal trajectories are constant, 𝑞 ≡ const.
Cauchy nonuniqueness of extremals. Extremals are trajectories of a nonau-
tonomous ODE — the Hamiltonian system of PMP (22). So there can be two different
extremals 𝜆1𝑡 ̸≡ 𝜆2𝑡 that intersect one another: 𝜆1𝑡0 = 𝜆2𝑡0. We call such phenomenon
Cauchy nonuniqueness of extremals.
There can be two reasons for Cauchy nonuniqueness:
1. Cauchy nonuniqueness of extremals due to different controls: the point 𝜆𝑡0 of an
extremal 𝜆𝑡 determines a nonunique control 𝑢(𝑡0) via the maximality condition of
PMP (21). Then we have different controls 𝑢1(𝑡) ̸≡ 𝑢2(𝑡) and the corresponding
different extremals 𝜆1𝑡 ̸≡ 𝜆2𝑡 with 𝜆1𝑡0 = 𝜆2𝑡0 = 𝜆𝑡0.
2. Cauchy nonuniqueness due to nonsmoothness: the Hamiltonian vector field ?⃗? cor-
responding to maximized Hamiltonian 𝐻 of PMP is not 𝐶1-smooth. Then, even if
maximality condition (21) of PMP defines uniquely control as a function of covector
𝜆 ↦→ 𝑢(𝜆), the resulting vector field ?⃗?(𝜆) may have different trajectories with the
same initial point (like the ODE ?˙? = 𝑥1/3).
In order to distinguish different reasons for Cauchy nonuniqueness of extremals, in-
troduce the following sets:
S𝑘 = {(ℎ1, ℎ2) ∈ R2 | 𝐻 /∈ 𝐶𝑘(ℎ1, ℎ2)}, 𝑘 = 1, 2.
It is obvious that {0} ⊂ S1 ⊂ S2 and that S1 consists of a finite or countable set of
rays beginning at the origin. Moreover, the set of points where 𝜕Ω∘ is not 𝐶2 has zero
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measure by Alexandrov theorem [4]. Hence the set S2 consists of rays beginning at the
origin, and intersection of S2 with the unit circle has zero measure on it.
If (ℎ1, ℎ2) ∈ S1, then maximality condition (21) determines a nonunique control,
and we may have classical singular trajectories. Moreover, bang-bang extremals can
join singular extremals, so mixed extremals (concatenations of bang-bang and singular
extremals) may appear because of Cauchy nonuniqueness due to different controls.
If (ℎ1, ℎ2) ∈ S2 ∖S1, then 𝐻 ∈ 𝐶1 and maximality condition (21) determines a
unique control 𝑢 = ∇𝐻. Although, the Hamiltonian vector field ?⃗? ∈ 𝐶0 ∖ 𝐶1, thus we
may have Cauchy nonuniqueness of extremals due to nonsmoothness, and this case needs
additional accuracy.
Finally, if (ℎ1, ℎ2) ∈ R2 ∖ S2, then 𝐻 ∈ 𝐶2, thus ?⃗? ∈ 𝐶1, and there is no Cauchy
nonuniqueness of extremals.
Normal case. Let𝐻 > 0. The maximized Hamiltonian𝐻(ℎ1, ℎ2) is a convex positively
homogeneous of order one function in the plane R2ℎ1,ℎ2.
Maximality condition (21) yields 𝑢 = (𝑢1, 𝑢2) ∈ 𝜕Ω, thus
𝑢1 = cosΩ 𝜃, 𝑢2 = sinΩ 𝜃 (23)
for an angle 𝜃 ∈ R/2SZ. Moreover, condition (21) yields (ℎ1, ℎ2) ∈ 𝐻𝜕Ω∘, thus
ℎ1 = 𝐻 cosΩ∘ 𝜃
∘, ℎ2 = 𝐻 sinΩ∘ 𝜃∘ (24)
for an angle 𝜃∘ ∈ R/2S∘Z, S∘ = S(Ω∘). Since
cosΩ 𝜃 cosΩ∘ 𝜃
∘ + sinΩ 𝜃 sinΩ∘ 𝜃∘ =
𝑢1ℎ1 + 𝑢2ℎ2
𝐻
= 1,
then 𝜃 ↔ 𝜃∘ for a.e. 𝑡.
Further, we have
𝜃∘ =
ℎ1ℎ˙2 − ℎ2ℎ˙1
𝐻
= (𝐻 cosΩ∘ 𝜃
∘ cosΩ 𝜃ℎ3 +𝐻 sinΩ∘ 𝜃∘ sinΩ 𝜃ℎ3)/𝐻2 = ℎ3/𝐻.
So the vertical subsystem of Hamiltonian system (22) reduces to the system{︃
𝜃∘ = ℎ3/𝐻,
ℎ˙3 = −𝐻(𝑎 cosΩ 𝜃 sinΩ∘ 𝜃∘ + 𝑏 sinΩ 𝜃 cosΩ∘ 𝜃∘).
(25)
Using Theorem 5, we see that 12𝜃
∘2 + 12(𝑎 sin
2
Ω∘ 𝜃
∘ − 𝑏 cos2Ω∘ 𝜃∘) is a first integral of
the system. This fact can also be obtained via the left-invariant structure of the system.
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Indeed, the function 𝒞 = 12(ℎ23− 𝑏ℎ21+ 𝑎ℎ22) is a Casimir on the Lie coalgebra 𝐿* for Lie–
Poisson bracket, thus the ratio E = 𝒞/𝐻 is a first integral of system (25). Decompose
E =
1
2𝐻
ℎ23 + 𝒰(𝜃∘),
𝒰(𝜃∘) = 1
2𝐻
(𝑎ℎ22 − 𝑏ℎ21) =
𝐻
2
(𝑎 sin2Ω∘ 𝜃
∘ − 𝑏 cos2Ω∘ 𝜃∘).
We call 12𝐻ℎ
2
3 the kinetic energy, 𝒰(𝜃∘) the potential energy, and E the full energy of
system (25). This system turns out to be a Hamiltonian system with the Hamiltonian E:{︃
𝜃∘ = ℎ3/𝐻, 𝜃∘ ∈ R/(2S∘Z),
ℎ˙3 ∈ −𝒰 ′(𝜃∘), ℎ3 ∈ R.
(26)
If Ω∘ has 𝐶2-smooth boundary, then cosΩ∘ 𝜃∘ and sinΩ∘ 𝜃∘ are 𝐶2-smooth functions
by Proposition 1. In this case we have a classical smooth Hamiltonian system. If 𝜕Ω∘
has corners then 𝒰 ′(𝜃∘) is an interval between left and right derivatives at a corner 𝜃∘.
In this case we read Hamiltonian system (26) in the Filippov sense [24], and it may have
multiple solutions with the same initial data.
Remark 4. The function 𝒰(𝜃∘) is Lipschitzian in general, since 𝜕Ω∘ is Lipschitzian, and
system (26) may have non-unique solution. But if an open interval on 𝜕Ω∘ is 𝐶2, then
𝒰 ∈ 𝐶2 for corresponding angles 𝜃∘, and system (26) has a unique solution for any given
initial data. In other words, uniqueness may fail only on the set S2.
The phase portrait of system (26) is completely determined by the potential en-
ergy 𝒰(𝜃∘).
We call an extremal arc 𝜆𝑡, 𝑡 ∈ [𝛼, 𝛽], 𝛼 < 𝛽:
∙ a bang arc if (ℎ1, ℎ2)(𝜆𝑡) /∈ S2 for all 𝑡 ∈ (𝛼, 𝛽),
∙ a bang-bang arc if (ℎ1, ℎ2)(𝜆𝑡) /∈ S2 for a.e. 𝑡 ∈ (𝛼, 𝛽),
∙ a singular arc if (ℎ1, ℎ2)(𝜆𝑡) ∈ S2 for all 𝑡 ∈ [𝛼, 𝛽],
∙ mixed if it is a concatenation of a finite number of bang-bang and singular arcs.
Remark 5. Usually, the term “singular extremal” is used for extremals where PMP
defines a non-unique control. On these extremals uniqueness of solutions to PMP is lost.
Moreover, singular extremals were studied mostly for problems with one-dimensional
control, where analogues of the sets S1 and S2 coincide one with another. We believe
that the term “non-singular extremals” must be applied to extremals where everything is
regular, i.e., PMP has property of uniqueness of solutions. Therefore we decided to use
term “singular” in this paper for extremals in S2.
In examples considered below we prove that Fuller’s phenomenon is not present here,
i.e., along any extremal arc duration of all maximal bang arcs is separated from zero,
thus any extremal arc is either bang-bang, singular, or mixed.
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4.3 Bang-bang extremals
System (26) has fixed points (𝜃∘, ℎ3) = (𝜃∘*, 0), where 𝒰 ′(𝜃∘*) ∋ 0.
If 𝒰(𝜃∘) has a local minimum at 𝜃∘*, decreases at an interval (𝜃∘* − 𝜀, 𝜃∘*] and increases
at an interval [𝜃∘*, 𝜃∘* + 𝜀), then the phase portrait of system (26) has a fixed point
(𝜃∘, ℎ3) = (𝜃∘*, 0) of the center type.
If 𝒰(𝜃∘) has a local maximum at 𝜃∘*, increases at an interval (𝜃∘*− 𝜀, 𝜃∘*] and decreases
at an interval [𝜃∘*, 𝜃∘* + 𝜀), then the phase portrait of system (26) has a fixed point
(𝜃∘, ℎ3) = (𝜃∘*, 0) of the saddle type. The separatrix entering the fixed point (𝜃∘*, 0) in the
strip 𝜃∘ ∈ (𝜃∘* − 𝜀, 𝜃∘*) comes to the fixed point for the time evaluated by the improper
integral (see Section 3.3)
𝐼 = 𝐻
∫︁ 𝜃∘*
𝜃∘*−𝜀
𝑑𝜃∘√︀
2(E− 𝒰(𝜃∘)) . (27)
This time is finite or infinite depending on whether the integral 𝐼 converges or not.
Similarly for the separatrix in the strip 𝜃∘ ∈ (𝜃∘*, 𝜃∘* + 𝜀). So, unlike the classic case,
separatrix can enter the fixed point of saddle type in finite time. In this case, we have
Cauchy nonuniqueness of extremals.
4.4 Singular extremals
Since the singular set S2 of Hamiltonian 𝐻 consists of rays starting at the origin
forming set of zero measure, and 𝑠Ω(ℎ1, ℎ2) = 𝐻 = const, any singular arc 𝜆𝑡 satisfies
the identities
ℎ1(𝜆𝑡) ≡ const, ℎ2(𝜆𝑡) ≡ const. (28)
If the corresponding extremal trajectory 𝑞(𝑡) is not constant, then the Hamiltonian sys-
tem (22) implies additionally that
ℎ3(𝜆𝑡) ≡ 0, (29)
𝑎𝑢1(𝑡)ℎ2(𝜆𝑡) + 𝑏𝑢2(𝑡)ℎ1(𝜆𝑡) ≡ 0. (30)
Taking into account (23), (24) and the maximality condition (21), we conclude that a
singular extremal satisfies the following conditions:
𝜃∘ ≡ const, (31)
ℎ3 ≡ 0, (32)
𝑎 sinΩ∘ 𝜃
∘ cosΩ 𝜃 + 𝑏 cosΩ∘ 𝜃∘ sinΩ 𝜃 ≡ 0, (33)
cosΩ∘ 𝜃
∘ cosΩ 𝜃 + sinΩ∘ 𝜃∘ sinΩ 𝜃 ≡ 1, (34)
(ℎ1(𝜆𝑡), ℎ2(𝜆𝑡)) ∈ S2 . (35)
Conversely, any arc 𝜆𝑡 and control 𝑢(𝑡) that satisfy conditions (31)–(35) are singular.
Hence 𝜃∘ = const is a clue parameter determining the singular extremal.
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Let us investigate solutions of system (31)–(35) (the investigation is similar to Sec-
tion 3.4). We start with equations (33), (34). They may be written in the following
form:
𝐴
(︂
𝑢1
𝑢2
)︂
=
(︂
1
0
)︂
, (36)
where 𝑢 = (𝑢1, 𝑢2) = (cosΩ 𝜃, sinΩ 𝜃) and
𝐴 =
(︂
cosΩ∘ 𝜃
∘ sinΩ∘ 𝜃∘
𝑎 sinΩ∘ 𝜃
∘ 𝑏 cosΩ∘ 𝜃∘
)︂
.
Any solution to linear system (36) must belong to the support line of Ω defined by the
first equation
cosΩ∘ 𝜃
∘𝑢1 + sinΩ∘ 𝜃∘𝑢2 = 1,
but it may happen that there exist solutions to linear system (36) that do not belong
to 𝜕Ω.
Let 𝑢𝑠(𝑡) ∈ 𝜕Ω for 𝑡 ∈ [𝑡1, 𝑡2] be a measurable function such that 𝐴𝑢𝑠(𝑡) = (1 0)𝑇
for a.e. 𝑡 ∈ [𝑡1, 𝑡2]. Then for the initial point 𝑞0 = Id there exists a unique corresponding
singular extremal of the form ℎ1 = cosΩ∘ 𝜃∘ = const, ℎ2 = sinΩ∘ 𝜃∘ = const, ℎ3 = 0
and 𝑢(𝑡) = 𝑢𝑠(𝑡), where 𝑞(𝑡) is found as a unique solution to (15) with 𝑢(𝑡) = 𝑢𝑠(𝑡).
Moreover, any singular extremal with given 𝜃∘ = const has the described form. Hence,
solutions of linear system (36) play a key role in investigating singular extremals.
Let us now investigate linear system (36). Obviously, rk𝐴 ≥ 1, since
(cosΩ∘ 𝜃
∘, sinΩ∘ 𝜃∘) ̸= 0. If rk𝐴 = 2, then linear system (36) has a unique solution 𝑢𝑠.
If 𝑢𝑠 ̸∈ 𝜕Ω then there are no singular extremals with given 𝜃∘. If 𝑢𝑠 ∈ 𝜕Ω, then for the
initial point 𝑞0 = Id, there exists a unique corresponding singular extremal with given 𝜃∘,
and it has the constant singular control 𝑢(𝑡) = 𝑢𝑠 = const.
Let us now consider the special case rk𝐴 = 1. In this case, system (36) has a solution
iff the second row of 𝐴 is (0 0), i.e.,
𝑎 sinΩ∘ 𝜃
∘ = 𝑏 cosΩ∘ 𝜃∘ = 0.
1. If 𝑎2+𝑏2 = 2 (cases sl2 and su2), then there are no singular extremals in the special
case.
2. If 𝑎 = 0 and 𝑏 = 1 (case 𝐿 = sh2), then there are singular extremals in the special
case if cosΩ∘ 𝜃∘ = 0 and (0, sinΩ∘ 𝜃∘) ∈ S2. Indeed, if the last two conditions are
fulfilled, then linear system (36) has infinite number of solutions, which form a
horizontal supporting line to Ω. Intersection of this line with 𝜕Ω is a segment
[𝑢𝑠𝑙 , 𝑢
𝑠
𝑟] (or a point 𝑢𝑠𝑙 = 𝑢
𝑠
𝑟 if (ℎ1, ℎ2) ∈ S2 ∖ S1). Hence, for any measurable
function 𝑢𝑠(𝑡) ∈ [𝑢𝑠𝑙 , 𝑢𝑠𝑟] for a.e. 𝑡 ∈ [𝑡1, 𝑡2] (i.e., 𝑢𝑠(𝑡) = (cosΩ 𝜃(𝑡), sinΩ 𝜃(𝑡)) where
𝜃(𝑡)↔ 𝜃∘ for a.e. 𝑡 ∈ [𝑡1, 𝑡2]), there exists a unique corresponding singular extremal
with ℎ1 = 𝐻 cosΩ∘ 𝜃∘ = const, ℎ2 = 𝐻 sinΩ∘ 𝜃∘ = const, and ℎ3 = 0.
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3. If 𝑎 = 1 and 𝑏 = 0 (case 𝐿 = se2), then there are singular extremals in the special
case if sinΩ∘ 𝜃∘ = 0 and (cosΩ∘ 𝜃∘, 0) ∈ S2. If so, then the situation is similar to the
previous one, but for vertical supporting lines to Ω.
4. If 𝑎 = 𝑏 = 0 (case 𝐿 = h3), then there are singular extremals in special case for
arbitrary 𝜃∘ if (cosΩ∘ 𝜃∘, sinΩ∘ 𝜃∘) ∈ S2 (see [1]). The corresponding singular control
has the form 𝑢𝑠(𝑡) = (cosΩ 𝜃(𝑡), sinΩ 𝜃(𝑡)) where 𝜃(𝑡)↔ 𝜃∘ for a.e. 𝑡 ∈ [𝑡1, 𝑡2].
In the sequel, we distinguish two cases of singular extremals described above:
∙ general singular extremals in the case rk𝐴 = 2,
∙ special singular extremals in the case rk𝐴 = 1.
4.5 Mixed extremals
A mixed extremal appears when a bang arc (𝜃∘(𝑡), ℎ3(𝑡)) enters for a finite time a
point (𝜃∘*, 0) that corresponds to a singular extremal.
4.6 Special case: Ω a polygon
Let Ω ⊂ R2 be a convex polygon containing the origin in its interior. The polar set
to Ω is a convex polygon Ω∘ = conv(𝜔∘1, . . . , 𝜔∘𝑘) ⊂ R2 with the origin in its interior. The
generalized trigonometric functions cosΩ∘ 𝜃∘ and sinΩ∘ 𝜃∘ are piecewise linear on R/(2S∘Z)
with possible corner points 𝜃∘1, . . . , 𝜃∘𝑘, where (cosΩ∘ 𝜃
∘
𝑖 , sinΩ∘ 𝜃
∘
𝑖 ) = 𝜔
∘
𝑖 , 𝑖 = 1, . . . , 𝑘. The
potential energy 𝒰(𝜃∘) = 12(𝑎 sin2Ω∘ 𝜃∘ − 𝑏 cos2Ω∘ 𝜃∘) is piecewise quadratic, thus 𝒰 ′(𝜃∘) is
piecewise linear with the same possible corner points. So at each segment 𝜃∘ ∈ (𝜃∘𝑖 , 𝜃∘𝑖+1),
𝑖 = 1, . . . , 𝑘, 𝜃∘𝑘+1 = 𝜃
∘
1, system (26) takes the form(︂
𝜃∘
ℎ˙3
)︂
=
(︂
0 1
𝛼𝑖 0
)︂(︂
𝜃∘
ℎ3
)︂
+
(︂
0
𝛽𝑖
)︂
, 𝛼𝑖, 𝛽𝑖 ∈ R,
where 𝛼𝑖 = 𝑎 cos2Ω 𝜃𝑖 + 𝑏 sin
2
Ω 𝜃𝑖. This system in the strip (𝜃∘𝑖 , 𝜃∘𝑖+1)×R has the following
phase portraits (we mention in parentheses the elementary functions in which the system
is integrated):
𝛼𝑖 > 0: hyperbolic (hyperbolic functions),
𝛼𝑖 < 0: elliptic (trigonometric functions),
𝛼𝑖 = 0: parabolic (quadratic functions).
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The phase portrait of system (26) in the whole cylinder (R/(2S∘Z)) × R is glued from
the phase portraits in the strips R× (𝜃∘𝑖 , 𝜃∘𝑖+1). Let us examine behaviour of system (26)
on lines 𝜃∘ = 𝜃∘𝑖 . If 𝜃∘(𝑡0) = 𝜃∘𝑖 and 𝜃∘(𝑡0) ̸= 0 on a trajectory, then it intersects the
line 𝜃∘ = 𝜃∘𝑖 at an isolated point 𝑡 = 𝑡0 and has a corner type singularity at it. But if
𝜃∘(𝑡0) = 𝜃∘𝑖 and 𝜃∘(𝑡0) = 0, then a singular arc 𝜃∘(𝑡) ≡ 𝜃∘𝑖 with Cauchy nonuniqueness
may appear.
Singular arcs are curves 𝜆𝑡 ∈ 𝑇 *𝑀 that satisfy conditions (31)–(35).
Switching times correspond to motion of Hamiltonian system (26) between successive
vertices of the polygon Ω∘. Note that condition of Theorem 6 is automatically fulfilled for
each corner 𝜃∘0 with 0 ∈ 𝒰 ′(𝜃∘0), since the function 𝑓 is analytic. So, using Propositions 4,
6 and Theorem 6, we obtain
Theorem 7. If Ω is a convex polygon containing the origin in its interior, then all
extremals in problem (18)–(20) are bang-bang, singular or mixed. Hence, if an extremal
does not contain special singular control, then the control is piecewise constant and the
extremal is piecewise smooth.
In Subsections 4.8 and 4.9 we consider in full detail the cases of the squares Ω = {𝑢 ∈
R2 | ‖𝑢‖∞ ≤ 1} and Ω = {𝑢 ∈ R2 | ‖𝑢‖1 ≤ 1}.
4.7 Special case: Ω strictly convex
Let Ω ⊂ R2 be a strictly convex compact set containing the origin in its interior.
Then the support function 𝐻 is 𝐶1 out of the origin, i.e., S1 = {0}. If in addition
𝜕Ω∘ is 𝐶2-smooth, then ?⃗? ∈ 𝐶1 and there are neither singular nor mixed trajectories.
Moreover, if 𝜕Ω∘ is 𝑊 2∞, then the solution is unique by Proposition 4. So the following
theorem holds.
Theorem 8. If Ω is a strictly convex compact set containing the origin in its interior
and 𝜕Ω∘ is 𝐶𝑘-smooth, 𝑘 ≥ 2, then all extremals in problem (18)–(20) are bang and
𝐶𝑘-smooth. Moreover, there is no Cauchy nonuniqueness of extremals.
Proof. Indeed, cosΩ∘ and sinΩ∘ are 𝐶𝑘 function by Proposition 2. Hence, 𝒰 is 𝐶𝑘, and
𝜃∘(𝑡) is 𝐶𝑘+1. Moreover 𝜃(𝜃∘) is 𝐶𝑘−1 by Corollary 2. Thus 𝑢1(𝑡) = cosΩ 𝜃(𝜃∘(𝑡)) and
𝑢2(𝑡) = sinΩ 𝜃(𝜃
∘(𝑡)) are 𝐶𝑘−1. Hence extremals are 𝐶𝑘 by (18).
We consider the case Ω = {𝑢 ∈ R2 | ‖𝑢‖𝑝 ≤ 1}, 1 < 𝑝 <∞, in Subsec. 4.10.
4.8 Example: Ω = {‖𝑢‖∞ ≤ 1}
Let Ω = {(𝑢1, 𝑢2) ∈ R2 | |𝑢1|, |𝑢2| ≤ 1}. Then Ω∘ = {(ℎ1, ℎ2) ∈ R2 | |ℎ1|+ |ℎ2| ≤ 1}
and S∘ = 2. The functions sinΩ∘ 𝜃∘ and cosΩ∘ 𝜃∘ are piecewise linear and 4-periodic, they
are plotted at Figs. 4 and 5 (these plots were first given in [1]).
We have sin2Ω∘ 𝜃∘ = (1 − |(𝜃∘ mod 2) − 1|)2, see Fig. 6, and cos2Ω∘ 𝜃∘ = (1 −
(𝜃∘ mod 2))2, see Fig. 7.
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Figure 4: Plot of sinΩ∘ 𝜃∘: ℓ∞ Figure 5: Plot of cosΩ∘ 𝜃∘: ℓ∞
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Figure 6: Plot of sin2Ω∘ 𝜃∘: ℓ∞ Figure 7: Plot of cos2Ω∘ 𝜃
∘: ℓ∞
Case 1: 𝑎 = −1, 𝑏 = 1. We have 𝒰(𝜃∘+𝑘) = −(2(𝜃∘)2 − 2𝜃∘ + 1)/2 for 𝜃∘ ∈ [0; 1],
𝑘 ∈ Z, see Fig. 8. In the strip (0, 1)× R system (26) has the form
𝜃∘ = ℎ3, ℎ˙3 = 2𝜃∘ − 1,
it has the saddle phase portrait (see Fig. 9) and the bang trajectories
𝜃∘ = 𝐶1 cosh(
√
2𝑡) + 𝐶2 sinh(
√
2𝑡) + 1/2,
ℎ3 = 𝐶1
√
2 sinh(
√
2𝑡) + 𝐶2
√
2 cosh(
√
2𝑡),
𝐶1 = 𝜃
∘
0 − 1/2, 𝐶2 = ℎ03/
√
2.
General singular extremals are (𝜃∘, ℎ3) = (𝑛, 0), 𝑛 ∈ Z. There are neither mixed nor
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Figure 8: Plot of 𝒰(𝜃∘): ℓ∞, Case 1 Figure 9: Phase portrait of (26)
special singular extremals.
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Case 2: 𝑎 = 0, 𝑏 = 1. We have 𝒰(𝜃∘+2𝑘) = −(𝜃∘ − 1)2/2 for 𝜃∘ ∈ [0; 2], 𝑘 ∈ Z, see
Fig. 10. In the strip (0, 2)× R system (26) has the form
𝜃∘ = ℎ3, ℎ˙3 = 𝜃∘ − 1,
it has the saddle phase portrait (see Fig. 11) and the bang trajectories
𝜃∘ = 𝐶1 cosh 𝑡+ 𝐶2 sinh 𝑡+ 1,
ℎ3 = 𝐶1 sinh 𝑡+ 𝐶2 sinh 𝑡,
𝐶1 = 𝜃
∘
0 − 1, 𝐶2 = ℎ03.
General singular extremals are (𝜃∘, ℎ3) = (2𝑛, 0), 𝑛 ∈ Z, and special singular extremals
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Figure 10: Plot of 𝒰(𝜃∘): ℓ∞, Case 2 Figure 11: Phase portrait of (26)
are (𝜃∘, ℎ3) = (2𝑛+ 1, 0), 𝑛 ∈ Z. There are no mixed extremals.
Case 3: 𝑎 = 1, 𝑏 = 1. We have 𝒰(𝜃∘+2𝑘) = 1/2 − |𝜃∘ − 1| for 𝜃∘ ∈ [0; 2], 𝑘 ∈ Z, see
Fig. 12. In the strip (0, 1)× R system (26) has the form
𝜃∘ = ℎ3, ℎ˙3 = −1,
it has the parabolic phase portrait (see Fig. 13) and the bang trajectories
𝜃∘ = 𝜃∘0 + ℎ
0
3𝑡− 𝑡2/2,
ℎ3 = ℎ
0
3 − 𝑡.
General singular extremals are (𝜃∘, ℎ3) = (𝑛, 0), 𝑛 ∈ Z. There are no special singular
extremals. The parabolas enter the points (𝜃∘, ℎ3) = (1, 0) and (3, 0) for finite time. Thus
at these points bang extremals join singular extremals, there appear mixed extremals.
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Figure 12: Plot of 𝒰(𝜃∘): ℓ∞, Case 3 Figure 13: Phase portrait of (26)
Case 4: 𝑎 = 1, 𝑏 = 0. We have 𝒰(𝜃∘+2𝑘) = (1 − |𝜃∘ − 1|)2/2 for 𝜃∘ ∈ [0; 2], 𝑘 ∈ Z,
see Fig. 14. In the strip (0, 1)× R system (26) has the form
𝜃∘ = ℎ3, ℎ˙3 = −𝜃∘,
it has the center phase portrait (see Fig. 15) and the bang trajectories — arcs of circles
𝜃∘ = 𝐶1 cos 𝑡+ 𝐶2 sin 𝑡,
ℎ3 = −𝐶1 sin 𝑡+ 𝐶2 cos 𝑡,
𝐶1 = 𝜃
∘
0, 𝐶2 = ℎ
0
3.
General singular extremals are (𝜃∘, ℎ3) = (2𝑛 + 1, 0), 𝑛 ∈ Z, and special singular
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Figure 14: Plot of 𝒰(𝜃∘): ℓ∞, Case 4 Figure 15: Phase portrait of (26)
extremals are (𝜃∘, ℎ3) = (2𝑛, 0), 𝑛 ∈ Z. The circles enter the points (𝜃∘, ℎ3) = (1, 0)
and (3, 0) for finite time. Thus at these points bang extremals join (general) singular
extremals, there appear mixed extremals.
Case 5: 𝑎 = 1, 𝑏 = −1. We have 𝒰(𝜃∘+𝑘) = (𝜃∘)2 − 𝜃∘ + 1/2 for 𝜃∘ ∈ [0; 1], 𝑘 ∈ Z,
see Fig. 16. In the strip (0, 1)× R system (26) has the form
𝜃∘ = ℎ3, ℎ˙3 = 1− 2𝜃∘,
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it has the center phase portrait (see Fig. 17) and the bang trajectories — arcs of ellipses
𝜃∘ = 𝐶1 cos(
√
2𝑡) + 𝐶2 sin(
√
2𝑡) + 1/2,
ℎ3 = −𝐶1
√
2 sin(
√
2𝑡) + 𝐶2
√
2 cos(
√
2𝑡),
𝐶1 = 𝜃
∘
0 − 1/2, 𝐶2 = ℎ03/
√
2.
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Figure 16: Plot of 𝒰(𝜃∘): ℓ∞, Case 5 Figure 17: Phase portrait of (26)
General singular extremals are (𝜃∘, ℎ3) = (𝑛, 0), 𝑛 ∈ Z. There are no special singular
extremals. The ellipses enter the equilibria (𝜃∘, ℎ3) = (𝑛, 0) for finite time. Thus at these
points bang extremals join singular extremals, there appear mixed extremals.
4.9 Example: Ω = {‖𝑢‖1 ≤ 1}
Let Ω = {(𝑢1, 𝑢2) ∈ R2 | |𝑢1|+ |𝑢2| ≤ 1}. Then Ω∘ = {(ℎ1, ℎ2) ∈ R2 | |ℎ1|, |ℎ2| ≤ 1}
and S(Ω∘) = 4. The functions sinΩ∘ 𝜃∘ and cosΩ∘ 𝜃∘ are piecewise linear and 8-periodic,
they are plotted at Figs. 18 and 19 (these plots were first given in [1]).
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Figure 18: Plot of sinΩ∘ 𝜃∘: ℓ1 Figure 19: Plot of cosΩ∘ 𝜃∘: ℓ1
The functions sin2Ω∘ 𝜃∘, cos2Ω∘ 𝜃
∘ are 4-periodic, even with respect to 𝜃∘ = 2, with
sin2Ω∘ 𝜃
∘ =
{︃
(𝜃∘)2, 𝜃∘ ∈ [0, 1],
1, 𝜃∘ ∈ [1, 2], cos
2
Ω∘ 𝜃
∘ =
{︃
1, 𝜃∘ ∈ [0, 1],
(𝜃∘ − 2)2, 𝜃∘ ∈ [1, 2],
see Fig. 20 and Fig. 21.
Since set Ω has neither horizontal nor vertical edges, all singular extremals are of
general type (see Sec. 4.4).
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Figure 20: Plot of sin2Ω∘ 𝜃∘: ℓ1 Figure 21: Plot of cos2Ω∘ 𝜃
∘: ℓ1
Case 1: 𝑎 = −1, 𝑏 = 1. The function 𝒰(𝜃∘) is 2-periodic and even, with 𝒰(𝜃∘) =
−(1 + (𝜃∘)2)/2 for 𝜃∘ ∈ [−1, 1], see Fig. 22. In the strip (0, 1) × R system (26) has the
form
𝜃∘ = ℎ3, ℎ˙3 = 𝜃∘,
it has the saddle phase portrait (see Fig. 23) and the bang trajectories
𝜃∘ = 𝐶1 cosh 𝑡+ 𝐶2 sinh 𝑡,
ℎ3 = 𝐶1 sinh 𝑡+ 𝐶2 cosh 𝑡,
𝐶1 = 𝜃
∘
0, 𝐶2 = ℎ
0
3.
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Figure 22: Plot of 𝒰(𝜃∘): ℓ1, Case 1 Figure 23: Phase portrait of (26)
General singular extremals are (𝜃∘, ℎ3) = (2𝑛 + 1, 0), 𝑛 ∈ Z. There are no mixed
extremals.
Case 2: 𝑎 = 0, 𝑏 = 1. The function 𝒰(𝜃∘) is 4-periodic and even, with
𝒰(𝜃∘) =
{︃
−1/2, 𝜃∘ ∈ [0, 1],
−(𝜃∘ − 2)2/2, 𝜃∘ ∈ [1, 2],
see Fig. 24. In the strip (0, 1) × R the phase portrait of system (26) consists of bang
trajectories — horizontal segments
𝜃∘ = 𝜃∘0 + ℎ
0
3𝑡, ℎ3 ≡ ℎ03 ̸= 0
and equilibria
𝜃∘ ≡ const ∈ (0, 1), ℎ3 = 0.
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In the strip (1, 2)× R system (26) has the form
𝜃∘ = ℎ3, ℎ˙3 = 𝜃∘ − 2,
it has the saddle phase portrait (see Fig. 25) and the bang trajectories
𝜃∘ = 𝐶1 cosh 𝑡+ 𝐶2 sinh 𝑡+ 2,
ℎ3 = 𝐶1 sinh 𝑡+ 𝐶2 cosh 𝑡,
𝐶1 = 𝜃
∘
0 − 2, 𝐶2 = ℎ03.
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Figure 24: Plot of 𝒰(𝜃∘): ℓ1, Case 2 Figure 25: Phase portrait of (26)
General singular extremals are (𝜃∘, ℎ3) = (2𝑛 + 1, 0), 𝑛 ∈ Z. There are no mixed
extremals.
Case 3: 𝑎 = 1, 𝑏 = 1. The function 𝒰(𝜃∘) is 4-periodic, even and odd w.r.t. 𝜃∘ = 1,
with 𝒰(𝜃∘) = ((𝜃∘)2− 1)/2 for 𝜃∘ ∈ [0, 1]. see Fig. 26. In the strip (0, 1)×R system (26)
has the form
𝜃∘ = ℎ3, ℎ˙3 = −𝜃∘,
it has the center phase portrait and the bang trajectories — arcs of circles
𝜃∘ = 𝐶1 cos 𝑡+ 𝐶2 sin 𝑡,
ℎ3 = −𝐶1 sin 𝑡+ 𝐶2 cos 𝑡,
𝐶1 = 𝜃
∘
0, 𝐶2 = ℎ
0
3.
The circles enter the point (𝜃∘, ℎ3) = (1, 0) for finite time. In the strip (1, 2) × R
system (26) has the form
𝜃∘ = ℎ3, ℎ˙3 = 𝜃∘ − 2,
it has the saddle phase portrait and the bang trajectories
𝜃∘ = 𝐶1 cosh 𝑡+ 𝐶2 sinh 𝑡+ 2,
ℎ3 = 𝐶1 sinh 𝑡+ 𝐶2 cosh 𝑡,
𝐶1 = 𝜃
∘
0 − 2, 𝐶2 = ℎ03,
(see Fig. 27).
There are neither singular nor mixed extremals.
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Figure 26: Plot of 𝒰(𝜃∘): ℓ1, Case 3 Figure 27: Phase portrait of (26)
Case 4: 𝑎 = 1, 𝑏 = 0. The function 𝒰(𝜃∘) is 4-periodic and even, with
𝒰(𝜃∘) =
{︃
(𝜃∘)2/2, 𝜃∘ ∈ [0, 1],
1/2, 𝜃∘ ∈ [1, 2],
see Fig. 28. In the strip (0, 1)× R system (26) has the form
𝜃∘ = ℎ3, ℎ˙3 = −𝜃∘,
it has the center phase portrait and the bang trajectories — arcs of circles
𝜃∘ = 𝐶1 cos 𝑡+ 𝐶2 sin 𝑡,
ℎ3 = −𝐶1 sin 𝑡+ 𝐶2 cos 𝑡,
𝐶1 = 𝜃
∘
0, 𝐶2 = ℎ
0
3.
In the strip (1, 2)× R the phase portrait of system (26) consists of horizontal segments
𝜃∘ = 𝜃∘0 + ℎ
0
3𝑡, ℎ3 ≡ ℎ03 ̸= 0
and equilibria
𝜃∘ = const ∈ (1, 2), ℎ3 ≡ 0,
(see Fig. 29).
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Figure 28: Plot of 𝒰(𝜃∘): ℓ1, Case 4 Figure 29: Phase portrait of (26)
General singular extremals are (𝜃∘, ℎ3) = (2𝑛 + 1, 0), 𝑛 ∈ Z. The circles enter the
points (𝜃∘, ℎ3) = (2𝑛 + 1, 0) for finite time. Thus at these points bang extremals join
singular extremals, there appear mixed extremals.
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Case 5: 𝑎 = 1, 𝑏 = −1. The function 𝒰(𝜃∘) is 2-periodic and even, with 𝒰(𝜃∘) =
(1 + (𝜃∘)2)/2 for 𝜃∘ ∈ [0, 1], see Fig. 30. In the strip (0, 1)×R system (26) has the form
𝜃∘ = ℎ3, ℎ˙3 = 𝜃∘,
it has the center phase portrait (see Fig. 31) and the bang trajectories — arcs of circles
𝜃∘ = 𝐶1 cos 𝑡+ 𝐶2 sin 𝑡,
ℎ3 = −𝐶1 sin 𝑡+ 𝐶2 cos 𝑡,
𝐶1 = 𝜃
∘
0, 𝐶2 = ℎ
0
3.
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Figure 30: Plot of 𝒰(𝜃∘): ℓ1, Case 5 Figure 31: Phase portrait of (26)
General singular extremals are (𝜃∘, ℎ3) = (2𝑛 + 1, 0), 𝑛 ∈ Z. The circles enter the
points (𝜃∘, ℎ3) = (2𝑛 + 1, 0) for finite time. Thus at these points bang extremals join
singular extremals, there appear mixed extremals.
4.10 Example: Ω = {‖𝑢‖𝑝 ≤ 1}, 1 < 𝑝 <∞
Let Ω = {(𝑢1, 𝑢2) ∈ R2 | |𝑢1|𝑝 + |𝑢2|𝑝 ≤ 1}, and let 1 < 𝑝 < ∞, then Ω is a strictly
convex domain. Then Ω∘ = {(ℎ1, ℎ2) ∈ R2 | |ℎ1|𝑞 + |ℎ2|𝑞 ≤ 1}, 𝑞 = 𝑝/(1− 𝑝) ∈ (1,∞),
and S∘ = S(Ω∘) = 4Γ2(1+ 1/𝑞)/Γ(1+2/𝑞). The function sinΩ∘ 𝜃∘ has period 2S∘, is odd
w.r.t. 𝜃∘ = S∘ and even w.r.t. 𝜃∘ = S∘/2. The function cosΩ∘ 𝜃∘ has period 2S∘, is even
w.r.t. 𝜃∘ = S∘ and odd w.r.t. 𝜃∘ = S∘/2. If 1 < 𝑞 < 2, then sinΩ∘(S∘/2) < 1/
√
2 and
cosΩ∘(S∘/2) < 1/
√
2. If 2 < 𝑞 <∞, then sinΩ∘(S∘/2) > 1/
√
2 and cosΩ∘(S∘/2) > 1/
√
2.
The functions sinΩ∘ 𝜃∘ and cosΩ∘ 𝜃∘ are plotted for 𝑞 = 5/4 at Figs. 32 and 33, and for
𝑞 = 4 at Figs. 34 and 35.
In the ℓ𝑝 case the functions sinΩ∘ 𝜃∘ and cosΩ∘ 𝜃∘ are parametrized by hypergeometric
functions and system (26) seems hard to be explicitly integrable8; although, the qualita-
tive structure of the phase portrait is easily constructed below. The sub-Riemannian case
Ω = {‖𝑢‖2 ≤ 1} leads to the pendulum equation and is integrable in elliptic functions.
The functions sin2Ω∘ 𝜃∘, cos2Ω∘ 𝜃
∘ have period S∘ and are even. The functions sin2Ω∘ 𝜃∘
and cos2Ω∘ 𝜃
∘ are plotted for 𝑞 = 5/4 at Figs. 36 and 37, and for 𝑞 = 4 at Figs. 38 and 39.
8Nonetheless it is Liouville integrable as we have shown.
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Figure 32: Plot of sinΩ∘ 𝜃∘: ℓ𝑝, 𝑞 < 2 Figure 33: Plot of cosΩ∘ 𝜃∘: ℓ𝑝, 𝑞 < 2
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Figure 34: Plot of sinΩ∘ 𝜃∘: ℓ𝑝, 𝑞 > 2 Figure 35: Plot of cosΩ∘ 𝜃∘: ℓ𝑝, 𝑞 > 2
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Figure 36: Plot of sin2Ω∘ 𝜃∘: ℓ𝑝, 𝑞 < 2 Figure 37: Plot of cos2Ω∘ 𝜃
∘: ℓ𝑝, 𝑞 < 2
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Figure 38: Plot of sin2Ω∘ 𝜃∘: ℓ𝑝, 𝑞 > 2 Figure 39: Plot of cos2Ω∘ 𝜃
∘: ℓ𝑝, 𝑞 > 2
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In the case 𝑞 ≥ 2 the boundary 𝜕Ω∘ and the Hamiltonian𝐻 are 𝐶2-smooth. By Th. 8,
all extremals are bang and smooth. There is no Cauchy nonuniqueness of extremals.
In the case 𝑞 ∈ (1, 2) the boundary 𝜕Ω∘ and the Hamiltonian 𝐻 are 𝐶2-smooth if
ℎ1ℎ2 ̸= 0, and belong to 𝐶1 ∖𝐶2 if ℎ1ℎ2 = 0, ℎ21 + ℎ22 ̸= 0. In this case there are singular
and mixed extremals. Cauchy nonuniqueness due to nonsmoothness appears in some
cases, see Th. 9 below.
Case 1: 𝑎 = −1, 𝑏 = 1. The function 𝒰(𝜃∘) = −(sin2Ω∘ 𝜃∘ + cos2Ω∘ 𝜃∘)/2 has period
S∘/2 and is even with respect to 𝜃∘ = S∘/4.
Let 1 < 𝑞 < 2, then 𝒰(𝜃∘) has minima at 𝜃∘ = 0 and S∘/2 (which are singular
extremals, since 𝒰(𝜃∘) is not twice differentiable for 𝜃∘ = 0,S∘/2), and maximum at
𝜃∘ = S∘/4 (this follows from the mutual disposition of the sphere Ω∘ and the circles
ℎ21 + ℎ
2
2 = const), see Fig. 40. Thus system (26) has center equilibria at (𝜃∘, ℎ3) = (0, 0)
and (𝜃∘, ℎ3) = (S∘/2, 0), and saddle equilibrium at (𝜃∘, ℎ3) = (S∘/4, 0), see Fig. 41. The
function 𝒰(𝜃∘) is 𝐶2-smooth when 𝜃∘ ̸= S∘𝑛/2, thus the integral 𝐼 (27) diverges, and
there is no Cauchy nonuniqueness of extremals. Hence, there are no mixed extremals.
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Figure 40: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 < 2, Case 1 Figure 41: Phase portrait of (26)
Let 2 ≤ 𝑞 < ∞, then 𝒰(𝜃∘) has maxima at 𝜃∘ = 0 and S∘/2, and minimum at
𝜃∘ = S∘/4, see 42. Thus system (26) has saddle equilibria at (𝜃∘, ℎ3) = (0, 0) and
(𝜃∘, ℎ3) = (S∘/2, 0), and center equilibrium at (𝜃∘, ℎ3) = (S∘/4, 0), see Fig. 43.
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Figure 42: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 > 2, Case 1 Figure 43: Phase portrait of (26)
Case 2: 𝑎 = 0, 𝑏 = 1. The function 𝒰(𝜃∘) has period S∘ and is even with respect to
𝜃∘ = S∘/2. It has minima at 𝜃∘ = 0 and S∘, and maximum at 𝜃∘ = S∘/2, see Figs. 44,
42
46. Thus system (26) has center equilibria at (𝜃∘, ℎ3) = (0, 0) and (𝜃∘, ℎ3) = (S∘, 0), and
saddle equilibrium at (𝜃∘, ℎ3) = (S∘/2, 0), see Figs. 45, 47.
In the case 1 < 𝑞 < 2 the function 𝒰(𝜃∘) is 𝐶1 ∖ 𝐶2 at 𝜃∘ = S∘/2 (which is a general
singular extremal). There is no special singular extremals.. Since
cosΩ∘(𝜃
∘) ∼ S∘/2− 𝜃∘, 𝜃∘ → S∘/2, (37)
then the integral 𝐼 (27) diverges, and there is no Cauchy nonuniqueness of extremals.
Hence there are no mixed extremals.
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Figure 44: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 < 2, Case 2 Figure 45: Phase portrait of (26)
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Figure 46: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 > 2, Case 2 Figure 47: Phase portrait of (26)
Case 3: 𝑎 = 1, 𝑏 = 1. The function 𝒰(𝜃∘) = (sin2Ω∘ 𝜃∘ − cos2Ω∘ 𝜃∘)/2 has period S∘ and
is even with respect to 𝜃∘ = S∘/2. It has minima at 𝜃∘ = 0 and S∘, and maximum at
𝜃∘ = S∘/2, see Figs. 48, 50. Thus system (26) has center equilibria at (𝜃∘, ℎ3) = (0, 0)
and (𝜃∘, ℎ3) = (S∘, 0), and saddle equilibrium at (𝜃∘, ℎ3) = (S∘/2, 0) (which are singular
extremals), see Figs. 49, 51.
In the case 1 < 𝑞 < 2, the function 𝒰(𝜃∘) is 𝐶1∖𝐶2 at 𝜃∘ = S∘/2. The asymptotics (37)
and
sinΩ∘(𝜃
∘) = 1− 1
𝑞
(S∘/2− 𝜃∘)𝑞 +𝑂(S∘/2− 𝜃∘)2𝑞, 𝜃∘ → S∘/2,
imply that the integral 𝐼 (27) converges, and there is Cauchy nonuniqueness of extremals
due to nonsmoothness. Hence there are mixed extremals.
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Figure 48: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 < 2, Case 3 Figure 49: Phase portrait of (26)
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Figure 50: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 > 2, Case 3 Figure 51: Phase portrait of (26)
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Figure 52: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 < 2, Case 4 Figure 53: Phase portrait of (26)
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Figure 54: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 > 2, Case 4 Figure 55: Phase portrait of (26)
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Case 4: 𝑎 = 1, 𝑏 = 0. The function 𝒰(𝜃∘) = sin2Ω∘ 𝜃∘/2 has period S∘ and is even with
respect to 𝜃∘ = S∘/2. It has minima at 𝜃∘ = 0 and S∘, and maximum at 𝜃∘ = S∘/2, see
Figs. 52, 54 . Thus system (26) has center equilibria at (𝜃∘, ℎ3) = (0, 0) and (𝜃∘, ℎ3) =
(S∘, 0), and saddle equilibrium at (𝜃∘, ℎ3) = (S∘/2, 0), see Figs. 53, 55.
Similarly to Case 3, if 1 < 𝑞 < 2, there are singular extremals, Cauchy nonuniqueness,
and hence mixed extremals.
Case 5: 𝑎 = 1, 𝑏 = −1. The function 𝒰(𝜃∘) = (sin2Ω∘ 𝜃∘ + cos2Ω∘ 𝜃∘)/2 has period S∘/2
and is even with respect to 𝜃∘ = S∘/4.
Let 1 < 𝑞 < 2, then 𝒰(𝜃∘) has maxima at 𝜃∘ = 0 and S∘/2 (which are singular
extremals), and minimum at 𝜃∘ = S∘/4, see 56. Thus system (26) has saddle equilibria at
(𝜃∘, ℎ3) = (0, 0) and (𝜃∘, ℎ3) = (S∘/2, 0), and center equilibrium at (𝜃∘, ℎ3) = (S∘/4, 0),
see Fig. 57.
Similarly to Case 3, if 1 < 𝑞 < 2, there are Cauchy nonuniqueness, and hence mixed
extremals.
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Figure 56: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 < 2, Case 5 Figure 57: Phase portrait of (26)
Let 2 < 𝑞 < ∞, then 𝒰(𝜃∘) has minima at 𝜃∘ = 0 and S∘/2, and maximum at
𝜃∘ = S∘/4, see 58. Thus system (26) has center equilibria at (𝜃∘, ℎ3) = (0, 0) and
(𝜃∘, ℎ3) = (S∘/2, 0), and saddle equilibrium at (𝜃∘, ℎ3) = (S∘/4, 0), see Fig. 59.
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Figure 58: Plot of 𝒰(𝜃∘): ℓ𝑝, 𝑞 > 2, Case 5 Figure 59: Phase portrait of (26)
Summing up, we proved the following statement.
Theorem 9. Let Ω = {𝑢 ∈ R2 | ‖𝑢‖𝑝 = 1}, 𝑝 ∈ (1,+∞). If 1 < 𝑝 < 2, then all
extremals in problem (18)–(20) are bang. If 𝑝 > 2, there are singular extremals. There
are Cauchy nonuniqueness and mixed extremals iff ( 2 < 𝑝 <∞ and 𝑎 = 1 ).
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5 Rolling of a ball on a plane
Another classic problem is about optimal control of a 3D ball, which rolls on a horizon-
tal plane without slipping or twisting. Let us introduce a convenient coordinate system
to describe this motion. Denote by (𝑥, 𝑦) ∈ R2 coordinates of the contact point on the
plane. We will use quaternion
𝑧 = 𝑧0 + 𝑧1i+ 𝑧2j+ 𝑧3k ∈ H ∼= R4, |𝑧| = 1,
to describe rotation of the ball with respect to its initial orientation. The ball is controlled
by velocity of its upper point. So we have the following motion equation:
?˙? =
1
2
𝑧(?˙?i− ?˙?j).
We assume that the control (𝑢1, 𝑢2) = (?˙?, ?˙?) belongs to a compact convex set Ω ⊂ R2
and 0 ∈ int Ω as usual. So we have the following time-minimizing problem:
𝑇 → min,
?˙? = 𝑢1, ?˙? = 𝑢2, ?˙? =
1
2𝑧(𝑢2i− 𝑢1j), 𝑢 = (𝑢1, 𝑢2) ∈ Ω
(38)
with some given end points (for example 𝑥(0) = 𝑦(0) = 0, 𝑧(0) = 1 and 𝑥(𝑇 ) = 𝑥𝑓 ,
𝑦(𝑇 ) = 𝑦𝑓 , 𝑧(𝑇 ) = 𝑧𝑓). Thus we are searching for a motion such that the ball moves from
the initial position (0, 0) to the final one (𝑥𝑓 , 𝑦𝑓), rotates by 𝑧𝑓 , the velocity of contact
point on the plane belongs to −Ω, and this motion takes minimal possible time. The
contact point during this motion draws on the plane a curve 𝛾. The motion time is equal
to length of 𝛾 in this Finsler quasimetric on the plane with −Ω as a unit ball. So our
time-minimizing problem is equivalent to the problem of length minimization of 𝛾. The
case when Ω is a unit Euclidean disc (i.e., we have Euclidean metric on the plane) was
integrated for the first time in [3].
Let us write down the Pontryagin maximum principle. From the Hamiltonian point of
view the situation is very simple. We have a left-invariant Hamiltonian system on group
G = R2 × 𝑆𝑂(3), dimG = 5. The vertical subsystem is a Hamiltonian system on Lie
coalgebra g* = R2*×𝑠𝑜(3)* under the corresponding Lie-Poisson bracket. Since the group
R2 is commutative, the rank of the Lie-Poisson bracket on g* at a general point is 2. So
we have 3 independent Casimirs on g*, general symplectic leaves are 2-dimensional, and
any Hamiltonian system on g* is integrable in Liouville sense. On the whole cotangent
bundle 𝑇 *G we have non-degenerate left- and right-invariant symplectic structure. Any
left-invariant Hamiltonian system is again integrable in Liouville sense, since it always has
5 independent first integrals: the left-invariant Hamiltonian 𝐻 itself, left (which coincide
with right) translations of 3 Casimirs, and right-invariant Hamiltonian 𝐻𝑅 that is right
translation of 𝐻|g*.
Despite the written above ideas, we need to write formulas of explicit integration that
are simple and convenient to work with. This is also very important, since the Hamil-
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tonian of Pontryagin maximum principle is not smooth, and there can appear singular
extremals and Cauchy non-uniqueness phenomenon.
Denote by (𝑝, 𝑞) ∈ R2 the conjugate variables to (𝑥, 𝑦) and by 𝑟 ∈ H the conjugate
variable to 𝑧. The dot product of 𝑧 and 𝑟 is ℜ(𝑧𝑟), so
ℋ = 𝑝𝑢1 + 𝑞𝑢2 − 1
2
ℜ(𝑧j𝑟)𝑢1 + 1
2
ℜ(𝑧i𝑟)𝑢2 =
(︀
𝑝− 1
2
ℜ(𝑧j𝑟))︀𝑢1 + (︀𝑞 + 1
2
ℜ(𝑧i𝑟))︀𝑢2.
The procedure of integration stays the same as in the previous sections. To find
explicit formulas for solutions we write maximum of ℋ in 𝑢 ∈ Ω in terms of the support
function 𝑠Ω of the set Ω as usual:
𝐻 = max
𝑢∈Ω
ℋ = 𝑠Ω(𝑝− 1
2
ℜ(𝑧j𝑟), 𝑞 + 1
2
ℜ(𝑧i𝑟)).
We denote the arguments of 𝑠Ω by ℎ1 = 𝑝 − 12ℜ(𝑧j𝑟) and ℎ2 = 𝑞 + 12ℜ(𝑧i𝑟). Direct
substitution of ?˙? = −ℋ𝑥 = 0, 𝑞 = −ℋ𝑦 = 0 and ?˙? = −ℋ𝑧 = 12𝑟(i𝑢2 − j𝑢1) gives
ℎ˙1 = −ℎ3𝑢2, ℎ˙2 = ℎ3𝑢1
where ℎ3 = −12ℜ(𝑧k𝑟). Second differentiation gives
ℎ˙3 = −1
2
ℜ(i𝑧𝑟)𝑢1 − 1
2
ℜ(j𝑧𝑟)𝑢2.
The right-hand side here is equal to (𝑞−ℎ2)𝑢1+(ℎ1− 𝑝)𝑢2. Consequently, equations
on ℎ1, ℎ2 and ℎ3 do not depend on the other variables and form (together with ?˙? = 𝑞 = 0)
the vertical subsystem: ⎧⎪⎨⎪⎩
ℎ˙1 = −ℎ3𝑢2,
ℎ˙2 = ℎ3𝑢1,
ℎ˙3 = (𝑞 − ℎ2)𝑢1 + (ℎ1 − 𝑝)𝑢2.
(39)
The case 𝐻 = 0 leads to abnormal extremals
ℎ1 = ℎ2 ≡ 0 ⇒ ℎ3 ≡ 0 ⇒ (𝑢1, 𝑢2) ‖ (𝑝, 𝑞) and (𝑢1, 𝑢2) ∈ 𝜕Ω,
which are straight lines in the plane (𝑥, 𝑦) independently on Ω.
Let us integrate system (39) and find explicit formulas for solutions for the case𝐻 > 0
by using convex trigonometry. Again, since 𝐻 = 𝑠Ω(ℎ1, ℎ2) = const, the point (ℎ1, ℎ2)
moves along the boundary of the polar set Ω∘ stretched by 𝐻 times:
(ℎ1, ℎ2) ∈ 𝐻𝜕Ω∘.
Put
ℎ1 = 𝐻 cosΩ∘ 𝜃
∘ and ℎ2 = 𝐻 sinΩ∘ 𝜃∘.
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If (𝑢1, 𝑢2) is an optimal control, then ℎ1𝑢1 + ℎ2𝑢2 = 𝐻 and 𝑢 ∈ 𝜕Ω. So again by the
generalized Pythagorean identity (see Theorem 1) we get
𝑢1 = cosΩ 𝜃 and 𝑢2 = sinΩ 𝜃
for an angle 𝜃 ↔ 𝜃∘. According to Theorem 3 for a.e. 𝑡 we have
𝜃∘ =
ℎ1ℎ˙2 − ℎ2ℎ˙1
𝐻2
=
ℎ3(ℎ1𝑢1 + ℎ2𝑢2)
𝐻2
=
ℎ3
𝐻
. (40)
Also from (39) we know that
ℎ˙3 = (𝑞 −𝐻 sinΩ∘ 𝜃∘) cosΩ 𝜃 + (𝐻 cosΩ∘ 𝜃∘ − 𝑝) sinΩ 𝜃. (41)
It is easy to find a first integral for the last two equations using Theorem 5. Let us
show the direct way to do it (which leads to the same result). If we multiply the second
equation by 𝜃∘, then, using formula for derivatives of cosΩ and sinΩ (see Theorem 2), we
get
𝐻𝜃∘𝜃∘ = ℎ˙3𝜃∘ =
𝑑
𝑑𝑡
[︁
𝑝 cosΩ∘ 𝜃
∘ + 𝑞 sinΩ∘ 𝜃∘ − 1
2
𝐻(cos2Ω∘ 𝜃
∘ + sin2Ω∘ 𝜃
∘)
]︁
so the first integral has the following form (remind that 𝑝, 𝑞, and 𝐻 are constants):
E =
1
2
𝐻
(︀
𝜃∘
2
+ cos2Ω∘ 𝜃
∘ + sin2Ω∘ 𝜃
∘)︀− 𝑝 cosΩ∘ 𝜃∘ − 𝑞 sinΩ∘ 𝜃∘ = 1
2𝐻
ℎ23 +𝐻𝒰(𝜃∘). (42)
Let us again emphasize that the control 𝑢 = (𝑢1, 𝑢2) can easily be found from 𝜃∘ by
the relation 𝜃 ↔ 𝜃∘. Another way to find 𝑢 is the following:
𝜃∘𝑢1 = 𝜃∘ sin′Ω∘ 𝜃
∘ =
𝑑
𝑑𝑡
sinΩ∘ 𝜃
∘ and 𝜃∘𝑢2 = −𝜃∘ cos′Ω∘ 𝜃∘ = −
𝑑
𝑑𝑡
cosΩ∘ 𝜃
∘.
Thus we find 𝑢1 and 𝑢2 dividing by 𝜃∘.
If Ω is the unit disc, then equation (42) becomes the classical pendulum equation.
In general case, equation (42) can be written in terms of kinetic and potential energy
E/𝐻 = 12𝜃∘
2
+ 𝒰(𝜃∘), where 𝒰 coincides up to the constant 𝑝2+𝑞2𝐻2 with the squared
distance from the point ( 𝑝𝐻 ,
𝑞
𝐻 ) to the point (cosΩ∘ 𝜃
∘, sinΩ∘ 𝜃∘) on the boundary 𝜕Ω∘. So
the topological structure of the phase portrait of equation (42) is determined by minima
and maxima points on 𝜕Ω∘ of the distance to the point ( 𝑝𝐻 ,
𝑞
𝐻 ). At any local minimum
we have a fixed point of the center type, and at any local maximum we have a fixed point
of the saddle type.
Theorem 10. If problem (38) is sub-Riemannian (i.e., the set Ω is an ellipse centered
at the origin), then the vertical subsystem (39) for normal case 𝐻 > 0 is integrated in
elliptic functions.
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Proof. Let 𝑎 and 𝑏 be semi-axes of Ω. The polar set Ω∘ is an ellipse too: 𝜕Ω∘ =
{(1𝑎 cos 𝑠, 1𝑏 sin 𝑠)}. Using Example 2 we get 𝑠 = 𝑎𝑏 𝜃∘, cosΩ∘ 𝜃∘ = 1𝑎 cos 𝑠 and sinΩ∘ 𝜃∘ =
1
𝑏 sin 𝑠. Hence, equation (42) leads to the following ODE on the parameter 𝑠:
?˙? = 𝑎2𝑏2𝜃∘ = ±
√︁
E˜− 𝑏2(cos 𝑠− 𝑝)2 − 𝑎2(sin 𝑠− 𝑞)2.
Here E˜ = 𝑎2𝑏2𝐻 (2E𝐻 + 𝑝
2+ 𝑞2), 𝑝 = 𝑎𝑝𝐻 , and 𝑞 =
𝑏𝑞
𝐻 are some constants. This equation can
be integrated explicitly by elliptic functions in a standard way (the explicit form is of no
importance here).
Moreover, in the sub-Riemannian case, we immediately find
𝑢1 = cosΩ 𝜃 =
𝑑
𝑑𝜃∘
sinΩ∘ 𝜃
∘ =
𝑑𝑠
𝑑𝜃∘
𝑑
𝑑𝑠
(︀1
𝑏
sin 𝑠
)︀
= 𝑎 cos 𝑠;
𝑢2 = sinΩ 𝜃 = − 𝑑
𝑑𝜃∘
cosΩ∘ 𝜃
∘ = − 𝑑𝑠
𝑑𝜃∘
𝑑
𝑑𝑠
(︀1
𝑎
cos 𝑠
)︀
= 𝑏 sin 𝑠.
If Ω∘ has 𝑊 2∞ boundary (in this case Ω is necessarily strictly convex), then there is a
solution uniqueness by Proposition 4.
Let us now consider the case when Ω is a polygon.
Theorem 11. Suppose that Ω is a polygon. Then there are two types of normal extremals:
1. If a control ?^? moves arbitrarily along one fixed edge 𝑒 in Ω, then the obtained
extremal is optimal. In this case, the point ( 𝑝𝐻 ,
𝑞
𝐻 ) coincides with the vertex of Ω
∘
corresponding to the edge 𝑒.
2. In another case, the control ?^? is bang-bang (i.e., piecewise constant). The set of its
possible values is finite9: a control ?^? = (cosΩ 𝜃, sinΩ 𝜃) is either a vertex of Ω or a
point on an edge 𝑒 of Ω, given by the condition
(cosΩ 𝜃, sinΩ 𝜃) ‖ (cosΩ∘ 𝜃∘0 −
𝑝
𝐻
, sinΩ∘ 𝜃
∘
0 −
𝑞
𝐻
) (43)
where 𝜃∘0 determines the vertex of Ω∘ corresponding to edge 𝑒. The last case is
allowed by PMP if and only if E = 𝐻 𝒰(𝜃∘0).
Proof. The first part is easy to prove. Indeed, if ?^?(𝑡) belongs to a fixed edge 𝑒 of Ω for
a.e. 𝑡, then (𝑥(𝑇 ), 𝑦(𝑇 )) belongs to the boundary of reachable set (in time 𝑇 ) for the
system (?˙?, ?˙?) ∈ Ω. So there is no way to reach this point faster, and hence the trajectory
is optimal.
The second part follows from Propositions 4, 6 and Theorem 6. Indeed, if an extremal
has no singular parts, then the control is piecewise constant. Singular parts are described
9Only values on a set of positive measure are considered.
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in Section 3.4. General singular parts are described in item (1a) in Section 3.4, where it is
proved that, in this case, solution must stay at a corner, and singular control is uniquely
determined by the condition 𝑑𝑓 ‖ (cosΩ 𝜃, sinΩ 𝜃) where 𝑓 = 12(𝑥 − 𝑝𝐻 )2 + 12(𝑦 − 𝑞𝐻 )2
for our problem. Special singular controls are described in item (2b) in Section 3.4 and
may appear only if 𝑑𝑓 = 0 at a corner of Ω∘ (see Section 3.4). The function 𝑓 has null
derivative 𝑑𝑓(𝑥, 𝑦) = 0 only at its global minimum (𝑥, 𝑦) = ( 𝑝𝐻 ,
𝑞
𝐻 ). Thus if 𝜃
∘(0) = 0, the
point 𝑄 = (cosΩ∘ 𝜃∘(0), sinΩ∘ 𝜃∘(0)) is a corner of Ω∘, and 𝑄 = ( 𝑝𝐻 ,
𝑞
𝐻 ), then there exists
a unique solution 𝜃∘(𝑡) ≡ const, which determines special singular extremals described
in the first part.
Definition 3. A control ?^? = (cosΩ 𝜃, sinΩ 𝜃) ∈ 𝑒 satisfying (43) is called a general singular
control on the edge 𝑒.
Remark 6. On any interval with constant control, the functions 𝑥(𝑡) and 𝑦(𝑡) are linear.
Moreover, if Ω is a polygon, then it is easy to determine the length of constancy interval.
If control is singular, then the length is arbitrary. In the other case, point 𝑄𝜃∘ moves
along an edge of Ω∘. Since the function 𝒰 is quadratic on any edge, the equation E/𝐻 =
1
2𝜃
∘2 + 𝒰(𝜃∘) has the form
𝜃∘ = ±
√︀
𝑎𝜃∘2 + 𝑏𝜃∘ + 𝑐
where 𝑎, 𝑏, and 𝑐 are some constants. Moreover, 𝑎 = −(cos2Ω 𝜃 + sin2Ω 𝜃) < 0 for 𝜃 ↔ 𝜃∘,
𝜃 = const. Consequently, this equation can be easily solved in classical trigonometric
functions. Hence, the sequence of control jumps can be easily derived from the phase
portrait of the equation (42), which can be constructed similarly to Sec. 4.
6 Yachts
Definition 4. Consider an optimal control problem whose differential system is defined
by the trigonometric functions cos, sin. An Ω-modification of the optimal control problem
is the same problem with cos changed to cosΩ and sin to sinΩ, where a convex compact
set Ω with 0 ∈ int Ω defines the modification of the differential system.
Let us state the following control system:
𝑞 = 𝑢1𝑋1 + 𝑢2𝑋2, 𝑞 = (𝑥, 𝑦, 𝜃) ∈ 𝐺 = R2𝑥,𝑦 ×
(︀
R𝜃/(2SZ)
)︀
, (44)
with modified vector fields
𝑋1 = (cosΩ 𝜃, sinΩ 𝜃, 0), 𝑋2 = (0, 0, 1), (45)
we fix boundary conditions
𝑞(0) = 𝑞0, 𝑞(𝑇 ) = 𝑞1, (46)
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and integral cost functional in general form
𝐽 =
∫︁ 𝑇
0
𝑓(𝑢1, 𝑢2)𝑑𝑡→ min . (47)
Also, we assume a possible restriction on the control
(𝑢1, 𝑢2) ∈ 𝑈 ⊂ R2. (48)
Remark 7. One may consider non-factorized domain for the angle parameter 𝜃 ∈ R𝜃
which does not change extremal controls. However, in the corresponding problem, opti-
mality question can be investigated easier than in the original for some cases. Below, we
will refer to such a problem as «non-factorized problem» while concerning optimality of
obtained extremal controls.
Ω-modifications of the following four classical optimal control problems appear as
specifications of the problem (44)–(48):
1. Euler’s elastic problem [5] with
𝑈 = 𝑈𝐸 = {(𝑢1, 𝑢2) ∈ R2 | 𝑢1 = 1}, 𝑓 = 𝑓𝐸 = 𝑢
2
2
2
. (49)
2. Markov-Dubins car [6, 7] with
𝑈 = 𝑈𝑀𝐷 = {(𝑢1, 𝑢2) ∈ R2 | 𝑢1 = 1, |𝑢2| ≤ 1}, 𝑓 = 1. (50)
3. Reeds-Shepp car [8] with
𝑈 = 𝑈𝑅𝑆 = {(𝑢1, 𝑢2) ∈ R2 | |𝑢1| ≤ 1, |𝑢2| ≤ 1}, 𝑓 = 1. (51)
Notice, that originally Reeds and Shepp used condition |𝑢1| = 1 instead of |𝑢1| ≤ 1,
but the corresponding problems are equivalent in the sense of convexity of the set
of possible velocities [14].
4. sub-Riemannian problem on the group of Euclidean motions of 2-dimensional
plane [9] with
𝑈 = R2, 𝑓 = 𝑓𝑆𝑅 =
𝑢21 + 𝑢
2
2
2
(52)
or equivalently with
𝑈 = 𝑈𝑆𝑅 = {(𝑢1, 𝑢2) ∈ R2 | 𝑢21 + 𝑢22 ≤ 1}, 𝑓 = 1. (53)
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All four classical problems express control models for a car-like robot moving on a
horizontal plane. Ω-modifications of those problems can be understood as control models
for a yacht in a sea (or car moving on a non-horizontal plane). For the first and the
second models with 𝑢1 = 1 a domain Ω gives a description of velocity vector at (𝑥, 𝑦)
as (cosΩ 𝜃, sinΩ 𝜃). Explicit form of Ω can be obtained from external disturbances such
as wind or water stream (or angle of inclined plane), so Ω is a circle for no external
disturbances. For the third and the forth models we should assume that Ω is symmet-
ric, i.e., Ω = −Ω and yacht can move forward and backward with the same speed. For
non-symmetric case with Ω ̸= −Ω in the third and the forth problems, the physical inter-
pretation fails, however, the mathematical problem follows the same solution presented
below.
Remark 8. It is possible to set 𝑞0 = (0, 0, 0) for all four classical problems. However,
in our Ω-modification case we assume 𝑞0 = (0, 0, 𝜃0) with 𝜃0 ∈ R𝜃/(2SZ) (even for «non-
factorized problem») to emphasize the importance of initial direction 𝜃0 (one may fix
it vanishing through rotating of the domain Ω by the corresponding angle 𝜃−1Ω (𝜃0), see
Proposition 8).
Let us apply PMP to the general problem (44)–(48) and then proceed with each of
its specifications separately.
We have the following Hamiltonian function of PMP:
ℋ = 𝜓0𝑓(𝑢1, 𝑢2) + (𝜓1 cosΩ 𝜃 + 𝜓2 sinΩ 𝜃)𝑢1 + 𝜓3𝑢2,
where 𝜓 = (𝜓0, 𝜓1, 𝜓2, 𝜓3) is a vector of adjoint variables, here 𝜓0 ≤ 0 is a constant.
The vertical subsystem of the Hamiltonian system takes the form:{︃
?˙?1 = ?˙?2 = 0,
?˙?3 = (𝜓1 sinΩ∘ 𝜃
∘ − 𝜓2 cosΩ∘ 𝜃∘)𝑢1.
(54)
The maximality condition depends on the domain 𝑈 and the function 𝑓(𝑢1, 𝑢2) which
defines minimization criterion (47). The case 𝜓21 +𝜓22 = 0 is considered for each problem
separately further in the subsections. Suppose 𝜓21 + 𝜓22 ̸= 0. We assume 𝜓21 + 𝜓22 = 1
without loss of generality.
Proposition 8 (see [1]). Let 𝑒𝑖𝛼 denote the clockwise rotation of R2 by the angle 𝛼 ∈ 𝑆1
around the origin. Then
cosΩ 𝜃 cos𝛼 + sinΩ 𝜃 sin𝛼 = cos𝑒𝑖𝛼Ω(𝜃 − 𝜃Ω(𝛼)),
sinΩ 𝜃 cos𝛼− cosΩ 𝜃 sin𝛼 = sin𝑒𝑖𝛼Ω(𝜃 − 𝜃Ω(𝛼)),
where the function 𝜃Ω : 𝑆1 → R/(2SZ) sets the correspondence between the classical and
generalized angles.
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Define an angle 𝛼 = const ∈ 𝑆1 satisfying 𝜓1 = cos𝛼, 𝜓2 = sin𝛼. Using Proposition 8
we rewrite vertical subsystem (54) as follows:
?˙?3 = (cos𝛼 sinΩ∘ 𝜃
∘ − sin𝛼 cosΩ∘ 𝜃∘)𝑢1 = sin𝑒𝑖𝛼Ω∘(𝜃∘ − 𝜃Ω∘(𝛼))𝑢1. (55)
With ?˜?∘ = 𝜃Ω∘(𝛼), Ω˜∘ = 𝑒𝑖𝛼Ω∘, 𝜃∘ = 𝜃∘ − ?˜?∘ we have
?˙?3 = 𝑢1 sinΩ˜∘ 𝜃
∘. (56)
Moreover, with ?˜? = 𝜃Ω(𝛼), Ω˜ = 𝑒𝑖𝛼Ω, 𝜃 = 𝜃 − ?˜?, the Hamiltonian function of PMP
takes the following form:
ℋ = 𝜓0𝑓(𝑢1, 𝑢2) + 𝑢1 cosΩ˜ 𝜃 + 𝑢2𝜓3. (57)
For the time minimization problems with 𝑓 = 1 we will use the short form of the Hamil-
tonian function
ℋ = 𝑢1 cosΩ˜ 𝜃 + 𝑢2𝜓3. (58)
Now we proceed with each specification for 𝑈 and 𝑓 separately.
6.1 Euler’s elastic problem
We start with an Ω-modification of one of the oldest optimal control problem defined
by (44)–(48) with (49). We have 𝑢1 ≡ 1 and we should find 𝑢2.
Consider the abnormal case 𝜓0 = 0. From the maximality condition for ℋ we have
𝜓3 ≡ 0, therefore 𝜓21 +𝜓22 ̸= 0 and ?˙?3 ≡ 0 yields sinΩ˜∘ 𝜃∘ ≡ 0 (see (56)). Let us interpret
this condition geometrically. Since Ω˜ is compact, there are the minimal value and the
maximal value of cosΩ˜ 𝜃 denoted by 𝑚1 < 0 and 𝑚2 > 0. Notice that sinΩ˜∘ 𝜃
∘ ≡ 0 iff
cosΩ˜ 𝜃 ≡ 𝑚1 or cosΩ˜ 𝜃 ≡ 𝑚2. Therefore, if 𝜕Ω contains no edges, then 𝑢2 ≡ 0,∀𝛼 ∈ 𝑆1
with 𝑥(𝑡) = 𝑡 cosΩ 𝜃0, 𝑦(𝑡) = 𝑡 sinΩ 𝜃0, 𝜃(𝑡) = 𝜃0. Otherwise, for every edge of Ω
with 𝜃(𝑡) ∈ [𝜃−, 𝜃+], we have arbitrary 𝑢2(𝑡) for 𝜃(𝑡) ∈ (𝜃−, 𝜃+) and ∓𝑢2(𝑡) ≥ 0 when
corresponding 𝜃(𝑡) = 𝜃±.
Normal case: 𝜓0 = −1. From the maximality condition for ℋ = −𝑢
2
2
2 + cosΩ˜ 𝜃+ 𝑢2𝜓3
we have 𝑢2 = 𝜓3.
Suppose 𝜓1 = 𝜓2 = 0. Then ?˙?3 ≡ 0, so 𝑢2 = 𝜓3 = 𝑐 ≡ const, i.e., 𝜃 = 𝑐𝑡 + 𝜃0.
Explicit formulas for 𝑥, 𝑦 can be obtained via integration
𝑥(𝑡) =
1
𝑐
∫︁ 𝑐𝑡+𝜃0
𝜃0
cosΩ 𝜃𝑑𝜃, 𝑦(𝑡) =
1
𝑐
∫︁ 𝑐𝑡+𝜃0
𝜃0
sinΩ 𝜃𝑑𝜃. (59)
If 𝜓21 + 𝜓22 ̸= 0, then we get (56) with the maximized Hamiltonian 𝐻 = 12 ˙˜𝜃2 + cosΩ˜ 𝜃,
which determines the phase portrait of the system (see Fig. 61 assuming 𝜓3 =
˙˜𝜃). Since
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Figure 60: An example of Ω˜ with the corresponding functions cosΩ˜, sinΩ˜
Ω˜ is compact, there are the minimal value and the maximal value of cosΩ˜ 𝜃 denoted by
𝑚1 < 0 and 𝑚2 > 0 (see Fig. 60).
The following cases are possible:
1. 𝐻 < 𝑚1 — no solutions.
2. 𝐻 = 𝑚1 ⇒ 𝑢2 = 𝜃 ≡ 0, cosΩ˜ 𝜃 ≡ 𝑚1. The corresponding points are 𝜃 ∈ cos−1Ω˜ 𝑚1 ≡
[𝜃1, 𝜃2]( mod 2S), see Fig. 60 at the center. Such points with condition 𝜃 = 𝑢2 =
𝜓3 = 0 set stable equilibria (see Fig. 61) and on (𝑥, 𝑦) we have straight lines with
𝜃(𝑡) ≡ 𝜃0 ∈ [𝜃1 + ?˜?, 𝜃2 + ?˜?].
3. 𝐻 ∈ (𝑚1,𝑚2) ⇒ 𝜃 ̸≡ 0, cosΩ˜ 𝜃 ≤ 𝐻. There exist two points 𝜃−𝐻 ̸≡ 𝜃+𝐻( mod 2S),
s.t. cosΩ˜ 𝜃
−
𝐻 = cosΩ˜ 𝜃
+
𝐻 = 𝐻 and cosΩ˜ 𝜃 < 𝐻 for 𝜃 ∈ (𝜃−𝐻 , 𝜃+𝐻). Here we have
periodic behaviour of 𝜃 and quasiperiodic of 𝑥 and 𝑦, the corresponding trajectory
is called inflectional with inflection points at 𝜃(𝑡) = 𝜃−𝐻 + ?˜? and 𝜃(𝑡) = 𝜃
+
𝐻 + ?˜?
satisfying 𝜃(𝑡) = 0.
4. 𝐻 = 𝑚2. Denote [𝜃3, 𝜃4] ≡ cos−1Ω˜ 𝑚2( mod 2S). If 𝜓3 ≡ 0, then 𝑢2 = 𝜃 ≡ 0 and
points 𝜃 ∈ (𝜃3, 𝜃4) are equilibria, however points 𝜃 ∈ {𝜃3, 𝜃4}, 𝜓3 = 0 may be not
fixed a priori. If 𝜓3 ̸= 0, then the corresponding solutions are two separatrices,
which can have two types of approaching to points 𝜃 ∈ {𝜃3, 𝜃4} with 𝜓3 = 0. If
Ω˜ is 𝐶2 in the neighborhood of the approaching point with 𝜃 = 𝜃3 or 𝜃 = 𝜃4 then
the separatrix is approaching for infinite time to the point, if there is a corner
at the corresponding point of Ω˜ then the separatrix approaches for a finite time
(similar to Sec. 4). This case provides the main difference for behaviour of the
same system (56) in problems 6.1 and 6.2, see further. This case corresponds to
the critical (one loop) elastica for classical formulation of the problem, however,
Ω-modification of the problem admits for the corresponding trajectory to have
an arbitrary number of separatrices with straight segments (of arbitrary length)
inbetween when Ω˜ is not 𝐶2. Detailed analysis of such a situation can be found in
Sec. 3 (up to change 𝜃 to 𝜃∘, 𝐻 to E and cosΩ˜ 𝜃 to 𝒰(𝜃∘)).
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5. 𝐻 ∈ (𝑚2,+∞)⇒ 𝜓3 ̸= 0, this case provides so-called non-inflectional (sgn 𝜃 ≡ ±1)
solutions with periodic 𝜃 and quasiperiodic 𝑥 and 𝑦.
Figure 61: Phase portrait for Ω-modifications of Euler elastica problem in the cylinder
(𝜃, ˙˜𝜃) for Ω˜ presented in Fig. 60
6.2 Markov-Dubins problem
An Ω-modification of Markov-Dubins problem is defined by (44)–(46) with (50), the
problem is to find control 𝑢2 ∈ [−1, 1].
Suppose 𝜓1 = 𝜓2 = 0. Then 𝜓3 ≡ const ̸= 0 and from the maximum condition for
ℋ = 𝑢2𝜓3 we have 𝐻 = |𝜓3| and 𝑢2 = sgn𝜓3 ≡ ±1. The corresponding trajectories on
(𝑥, 𝑦) depend on the shape of Ω and can be obtained via integration as (59), an example
for Ω = Ω˜ presented on Fig. 60 is given on Fig. 62. Those two trajectories always meet
at 𝑡 = 2S after making one loop for any shape of Ω, an example is given on Fig. 62 at
the right.
Let 𝜓21 + 𝜓22 ̸= 0. We assume 𝜓21 + 𝜓22 = 1 without loss of generality.
From maximality condition for ℋ (58) we have
𝐻 = cosΩ˜ 𝜃 + |𝜓3|, 𝑢2 = sgn𝜓3 =
⎧⎪⎨⎪⎩
−1, 𝜓3 < 0,
[−1, 1], 𝜓3 = 0,
1, 𝜓3 > 0.
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Figure 62: Integrated functions 𝑥(𝑡), 𝑦(𝑡) for 𝑢2 ≡ 1 and trajectories on (𝑥, 𝑦) for 𝑢2 ≡ ±1
with Ω = Ω˜ given on Fig. 60
The phase portrait of (56) on the cylinder (𝜃, 𝜓3) is defined by the maximized Hamil-
tonian 𝐻 (see Fig. 63) and is similar to the one in Euler’s elastic problem. Since Ω˜ is
compact, there is a minimal and maximal value of cosΩ˜ 𝜃 denoted by 𝑚1 < 0, 𝑚2 > 0.
The following cases are possible:
1. 𝐻 < 𝑚1 — no solutions.
2. 𝐻 = 𝑚1 ⇒ 𝜓3 ≡ 0, cosΩ˜ 𝜃 = 𝑚1. If cos−1Ω˜ 𝑚1 is unique up to periodicity, then there
is a unique solution defined by 𝜃 ≡ cos−1
Ω˜
𝑚1, 𝑢2 = 0; otherwise there is a family
of solutions 𝜃(𝑡) ∈ cos−1
Ω˜
𝑚1 = [𝜃1, 𝜃2] satisfying |𝑢2(𝑡)| ≤ 1 for 𝜃(𝑡) ∈ [𝜃1, 𝜃2] with
𝑢2(𝑡) ≥ 0 at 𝜃(𝑡) = 𝜃1 and 𝑢2(𝑡) ≤ 0 at 𝜃(𝑡) = 𝜃2 (see Fig. 63).
3. 𝐻 ∈ (𝑚1,𝑚2), cosΩ˜ 𝜃 ≤ 𝐻 ⇒ 𝜓3 ̸≡ 0, since for cosΩ˜ 𝜃 = 𝐻 there holds sinΩ˜∘ 𝜃∘ ̸= 0.
Moreover cos−1
Ω˜
𝐻 ≡ {𝜃−𝐻 , 𝜃+𝐻}( mod 2S), where 𝜃−𝐻 < 𝜃1 ≤ 𝜃2 < 𝜃+𝐻 (see Fig. 63).
Therefore control 𝑢2 is switching between 1 and −1 at points 𝜃 ∈ {𝜃−𝐻 , 𝜃+𝐻}, the
corresponding time intervals are 𝑇𝑏, 𝑇1, . . . , 𝑇1, 𝑇𝑒, where 𝑇1 = 𝜃+𝐻 − 𝜃−𝐻 < 2S with
𝑇𝑏 ≤ 𝑇1, 𝑇𝑒 ≤ 𝑇1.
4. 𝐻 = 𝑚2. When 𝜓3 = 0 we have cosΩ˜ 𝜃 = 𝑚2 for 𝜃 ∈ [𝜃3, 𝜃4]( mod 2S) (see
Fig. 60). In this subcase when 𝜃 ∈ [𝜃3, 𝜃4]( mod 2S) we have arbitrary |𝑢2(𝑡)| ≤ 1
(below, we refer to such a control as uncertain control), it is possible to switch
to certain control 𝑢2 = −1 at 𝜃 = 𝜃3 and to certain control 𝑢2 = 1 at 𝜃 = 𝜃4.
After passing through the switching points 𝜃3, 𝜃4 we have 𝜓3 ̸= 0 and control
𝑢2 = sgn𝜓3 ≡ ±1 for time 𝑇1 ≡ (𝜃3 − 𝜃4)( mod 2S).
5. 𝐻 ∈ (𝑚2,+∞), 𝜓3 ̸= 0, control 𝑢2 ∈ {−1, 1} is constant for arbitrary time similarly
to the case 𝜓1 = 𝜓2 = 0.
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Figure 63: Phase portrait for Ω-modifications of Markov-Dubins problem in the cylinder
(𝜃, 𝜓3) for Ω˜ presented in Fig. 60
Theorem 12. When Ω is strictly convex, then for any rotated Ω˜ we have 𝜃1 ≡ 𝜃2(
mod 2S) and 𝜃3 ≡ 𝜃4( mod 2S). Optimal control 𝑢2 is a piecewise constant function
with values 𝑢12, 𝑢22, . . . , 𝑢𝑛2 ; corresponding time intervals 𝑇 1, 𝑇 2, . . . , 𝑇 𝑛 and is one of two
types:
∙ 𝑢2𝑘2 = 0, 𝑢2𝑘+12 ∈ {−1, 1}, 𝑘 ∈ N; 𝑇 2𝑘, 𝑘 ∈ N are arbitrary and 𝑇 1 ≤ 2S, 𝑇 𝑛 ≤
2S, 𝑇 2𝑘+1 = 2S for 𝑘 ̸= 0, 2𝑘 + 1 ̸= 𝑛.
∙ 𝑢2𝑘2 = ±1, 𝑢2𝑘+12 = ∓1, 𝑘 ∈ N; 𝑇 2 = 𝑇 3 = · · · = 𝑇 𝑛−1 = 𝑇 ≤ 2S, 𝑇 1 ≤ 𝑇 , 𝑇 𝑛 ≤ 𝑇 .
Theorem 13. When Ω is not strictly convex, then Ω˜ for some angle 𝛼 has a vertical side
at the right or at the left, as a consequence 𝜃3 ̸≡ 𝜃4( mod 2S) or 𝜃1 ̸≡ 𝜃2( mod 2S).
This case admits not only optimal piecewise constant control described in Theorem 12,
but also admits optimal control with uncertain pieces corresponding to the edge 𝜃(𝑡) ∈
[𝜃3 + ?˜?, 𝜃4 + ?˜?] or to the edge 𝜃(𝑡) ∈ [𝜃1 + ?˜?, 𝜃2 + ?˜?], which are described in case 4 or in
case 2 correspondingly.
In such situation case 2 defines strictly singular trajectories. Meanwhile, case 4 pro-
vides mixed (combination of singular and nonsingular) trajectories.
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6.3 Reeds-Shepp problem
An Ω-modification of Reeds-Shepp problem is defined by (44)–(46) with (51).
Suppose 𝜓1 = 𝜓2 = 0. Then 𝜓3 ≡ const ̸= 0 and from the maximum condition for
ℋ = 𝑢2𝜓3 we have 𝐻 = |𝜓3| with 𝑢2 ≡ sgn𝜓3. For any choice of 𝑢1 ≡ ±1, we get an
optimal trajectory since it is not possible to turn on such an angle faster (up to infinity
for «non-factorized problem»), explicit formulas for (𝑥, 𝑦) can be obtained via integration
as in (59) with 𝑐 = 1 for 𝑢1 ≡ 1 and inverse for 𝑢1 ≡ −1.
Let 𝜓21 + 𝜓22 ̸= 0. We assume 𝜓21 + 𝜓22 = 1 without loss of generality.
From the maximality condition for ℋ we have
𝐻 = | cosΩ˜ 𝜃|+ |𝜓3|, 𝑢1 = sgn cosΩ˜ 𝜃, 𝑢2 = sgn𝜓3 =
⎧⎪⎨⎪⎩
−1, 𝜓3 < 0,
[−1, 1], 𝜓3 = 0,
1, 𝜓3 > 0.
The phase portrait of (56) on the cylinder (𝜃, 𝜓3) is defined by the maximized Hamil-
tonian 𝐻. There are only two points 𝜃5 = 𝜃Ω˜(𝜋/2) and 𝜃6 = 𝜃Ω˜(3𝜋/2) satisfying the
condition cosΩ˜ 𝜃 = 0 on Ω˜ (see Fig. 60). Since Ω˜ is compact, there is a minimal and
maximal value of cosΩ˜ 𝜃 denoted by 𝑚1 < 0, 𝑚2 > 0. We assume |𝑚1| ≤ 𝑚2 without loss
of generality. Suppose cos−1
Ω˜
𝑚1 = [𝜃1, 𝜃2] and cos−1Ω˜ 𝑚2 = [𝜃3, 𝜃4].
The following cases are possible for 𝐻 ≥ 0:
1. 𝐻 = 0, then 𝜃 = 𝜓3 ≡ 0 and 𝜃 ∈ {𝜃5, 𝜃6}. We have two fixed points with
𝑢1 = ±1, 𝑢2 = 0, the corresponding trajectory on (𝑥, 𝑦) is a straight line.
2. 𝐻 ∈ (0, |𝑚1|). From convexity of Ω˜ we have cos−1Ω˜ 𝐻 = {𝜃++𝐻 , 𝜃−+𝐻}
and cos−1
Ω˜
(−𝐻) = {𝜃+−𝐻 , 𝜃−−𝐻}. This subcase gives us two families of tra-
jectories with 𝜃 ∈ [𝜃++𝐻 , 𝜃+−𝐻 ] and 𝜃 ∈ [𝜃−−𝐻 , 𝜃−+𝐻 ]. Consider the first
one without loss of generality. The control (𝑢1, 𝑢2) is switching as fol-
lows: . . . , (1, 1), (−1, 1), (−1,−1), (1,−1), . . . . The corresponding time intervals
𝑇(1,1), 𝑇(−1,1), 𝑇(−1,−1), 𝑇(1,−1) satisfy 𝑇(1,1) = 𝑇(1,−1) = 𝜃5− 𝜃++𝐻 , 𝑇(−1,1) = 𝑇(−1,−1) =
𝜃+−𝐻 − 𝜃5 (see Fig. 64). The first and the last control can be one of the four types
with shortened time intervals 𝑇𝑏, 𝑇𝑒.
3. 𝐻 = |𝑚1|. If 𝜃 ∈ [𝜃1, 𝜃2]( mod 2S) we have 𝑢1(𝑡) = −1 and arbitrary |𝑢2(𝑡)| ≤ 1
(an uncertain control), it is possible to switch to certain control 𝑢2 = −1 while
passing through 𝜃 = 𝜃1 and to certain control 𝑢2 = 1 while passing through 𝜃 = 𝜃2,
the time intervals corresponding to these certain controls are equal to 𝜃1 − 𝜃5 and
𝜃6 − 𝜃2, then we have 3 more switchings to a certain controls according to Fig. 64
similarly to case 2. After making full loop we go back to the points 𝜃1, 𝜃2, where we
can switch to uncertain control again staying in [𝜃1, 𝜃2] or go for another full loop
with certain controls.
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Figure 64: Phase portrait for Ω-modifications of Reeds-Shepp problem in the cylinder
(𝜃, 𝜓3) for Ω˜ presented in Fig. 60
4. 𝐻 ∈ (|𝑚1|,𝑚2), this case can be treated in the same way as
case 2. The control (𝑢1, 𝑢2) is switching in a sequence as follows:
. . . , (1, 1), (−1, 1), (1, 1), (1,−1), (−1,−1), (1,−1), . . . (further repeating with
the same pattern). The corresponding time intervals in the pattern are
. . . , 𝑇1, 𝑇2, 𝑇3, 𝑇3, 𝑇2, 𝑇1, . . . , where 𝑇3 = 𝜃6 − 𝜃5 and values of 𝑇1, 𝑇2 depend on
points cos−1
Ω˜
𝐻.
5. 𝐻 = 𝑚2, this case can be treated in the same way as case 3. Here we have
an uncertain control 𝑢2(𝑡) ∈ [−1, 1] for interval 𝜃(𝑡) ∈ [𝜃3, 𝜃4] with 𝑢1(𝑡) = 1.
Passing through the point 𝜃3 the control 𝑢 is switching according to certain pattern
(1,−1), (−1,−1), (1,−1) with the corresponding time intervals 𝑇1 = 𝜃3−𝜃6, 𝑇3 =
𝜃6 − 𝜃5, 𝑇2 = 𝜃5 − 𝜃4( mod 2S). Passing through the point 𝜃4 the control 𝑢 is
switching to certain pattern (1, 1), (−1, 1), (1, 1) with the time intervals 𝑇2, 𝑇3, 𝑇1.
6. 𝐻 ∈ (𝑚2,+∞) with 𝜓3 ̸= 0 we have 𝑢2 ≡ ±1, the other control 𝑢1 is switching
between 1 and−1 with the corresponding time intervals 𝑇+ = 𝜃6−𝜃5, 𝑇− = 2S−𝑇+.
Remark 9. When |𝑚1| = 𝑚2 we are missing case 4 and cases 3, 5 join in
the one. It provides two uncertain intervals 𝜃 ∈ [𝜃1, 𝜃2] ∪ [𝜃3, 𝜃4] with 𝜓3 =
0. It is possible to switch to certain controls at points 𝜃1; 𝜃2; 𝜃3; 𝜃4 as it is de-
scribed in cases 3, 5, however, after passing two certain intervals with controls
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(−1,−1), (1,−1); (−1, 1), (1, 1); (1,−1), (−1,−1); (1, 1), (−1, 1) correspondingly, we ap-
proach to the corresponding points 𝜃4; 𝜃3; 𝜃2; 𝜃1, where we have can switch to uncertain
control or continue with certain control according to the same pattern.
6.4 Sub-Riemannian problem on SE(2)
An Ω-modification of the sub-Riemannian problem on SE(2) is defined by (44)–(46)
with (52).
The abnormal case 𝜓0 = 0 is possible only as a trivial solution 𝑢1 = 𝑢2 = 0.
Normal case: 𝜓0 = −1. From the maximality condition for ℋ we have
𝑢1 = 𝜓1 cosΩ 𝜃 + 𝜓2 sinΩ 𝜃, 𝑢2 = 𝜓3.
Suppose 𝜓1 = 𝜓2 = 0, then 𝑢1 ≡ 0 and ?˙?3 ≡ 0, therefore 𝑢2 ≡ const, moreover we
can assume w.l.o.g. 𝑢2 ≡ ±1. The corresponding trajectory is optimal up to infinity for
«non-factorized problem».
If 𝜓21 + 𝜓22 ̸= 0, then we assume 𝜓21 + 𝜓22 = 1 without loss of generality.
Using the same notation as in (56) we get
?˙?3 = cosΩ˜ 𝜃 sinΩ˜∘ 𝜃
∘ (60)
with the maximized Hamiltonian𝐻 = 12(cos
2
Ω˜
𝜃+ ˙˜𝜃2), which determines the phase portrait
of system (60) (see Fig. 65 assuming 𝜓3 =
˙˜𝜃). This Hamiltonian system (up to change
𝜃 for 𝜃∘ and Ω˜ for Ω∘) was considered in details in Sec. 4 and at the same time it is
similar to the one considered in the previous Subsection 6.3, further we remark the main
difference between them.
Since Ω˜ is compact, we denote the minimal and maximal values of cosΩ˜ 𝜃 by 𝑚1 and
𝑚2 and assume 𝑚21 ≤ 𝑚22 without loss of generality. The following cases are possible for
𝐻 ≥ 0:
1. 𝐻 = 0, then we have only a trivial solution 𝑢1 = 𝑢2 = 0.
2. 𝐻 ∈ (0,𝑚21), using similar to case 2 (see Subsec. 6.3) notation cos−1Ω˜ 𝐻 =
{𝜃++𝐻 , 𝜃−+𝐻}, cos−1Ω˜ (−𝐻) = {𝜃+−𝐻 , 𝜃−−𝐻} we get inflectional solutions with small
amplitudes for the angle parameter 𝜃 ∈ [𝜃++𝐻 , 𝜃+−𝐻 ] and 𝜃 ∈ [𝜃−−𝐻 , 𝜃−+𝐻 ].
3. 𝐻 = 𝑚21. If 𝜓3 = 0, then we have fixed points for 𝜃 ∈ (𝜃1, 𝜃2), points 𝜃 ∈ {𝜃1, 𝜃2}
are also fixed when Ω is 𝐶2 in the neighborhood. If 𝜓3 ̸= 0, then we have two small
separatrices approaching to points 𝜃 ∈ {𝜃1, 𝜃2} (for infinite time when Ω is 𝐶2 in
the neighborhood of the approaching points).
4. 𝐻 ∈ (𝑚21,𝑚22), this case corresponds to inflectional solutions with big amplitude
for angle 𝜃.
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Figure 65: Phase portrait for Ω-modifications of Reeds-Shepp problem in the cylinder
(𝜃, ˙˜𝜃) for Ω˜ presented in Fig. 60
5. 𝐻 = 𝑚22, similarly to case 3 we have fixed points at 𝜃 ∈ (𝜃3, 𝜃4), two big separatrices
for 𝜃 ∈ (𝜃4, 𝜃3)( mod 2S), which approach to points 𝜃 ∈ {𝜃3, 𝜃4} for infinite time
when Ω is 𝐶2 in the neighborhood.
6. 𝐻 ∈ (𝑚22,+∞); corresponding trajectories on (𝑥, 𝑦) are non-inflectional ones, since
𝜃 = 𝜓3 ̸= 0.
Detailed analysis for cases 𝐻 = 𝑚21 and 𝐻 = 𝑚22 can be found in Sec. 3 (up to change 𝜃
to 𝜃∘, 𝐻 to E and cos2
Ω˜
𝜃 to 𝒰(𝜃∘)).
7 Plane dynamic motion
In this section, we obtain exact formulae for extremals in the following problem with
drift:
𝑇 → min,
?¨? = 𝑢 ∈ Ω,
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with some given initial conditions. Here 𝑥 = (𝑥1, 𝑥2), 𝑢 = (𝑢1, 𝑢2), and Ω ⊂ R2 is a
compact convex set with 0 ∈ int Ω. Put ?˙? = 𝑦. The Pontryagin maximum principle gives
ℋ = 𝑝1𝑦1 + 𝑝2𝑦2 + 𝑞1𝑢1 + 𝑞2𝑢2,
where 𝑝 and 𝑞 are conjugate variables to 𝑥 and 𝑦 correspondingly. Since ?˙? = −ℋ𝑥 and
𝑞 = −ℋ𝑦, we have 𝑝 = 𝑝0 = const and 𝑞 = −𝑝0𝑡+ 𝑞0. Hence, for a.e. 𝑡, the control 𝑢(𝑡)
moves along 𝜕Ω and the supporting half-plane to Ω at 𝑢(𝑡) is determined by 𝑞(𝑡). The
main difficulty here is to describe this motion conveniently.
From the integrability point of view, we have a Hamiltonian system with 4 degrees
of freedom, and it is easy to find 4 independent first integrals: 𝑝1, 𝑝2, 𝐸 = [𝑝 × 𝑞] =
𝑝1𝑞2 − 𝑝2𝑞1, and the following nonsmooth Hamiltonian:
𝐻 = max
𝑢∈Ω
ℋ = 𝑝1𝑦2 + 𝑝2𝑦2 + 𝑠Ω(𝑞1, 𝑞2).
Obviously, the first integrals 𝑝1, 𝑝2, and 𝐸 are in involution. So, if 𝐻 is a smooth
function outside 𝑞1 = 𝑞2 = 0, then the system is integrable by Liouville-Arnold theorem.
Unfortunately, 𝐻 is nonsmooth outside 𝑞1 = 𝑞2 = 0 if Ω is not strongly convex. Moreover,
to construct angle-momentum coordinates one should compute some explicit integration
along basic loops on common level surfaces of the listed first integrals, which is not very
simple procedure. Nonetheless, we are able to compute convenient formulae for extremals
in terms of convex trigonometry. Put
𝑞1 = 𝑅 cosΩ∘ 𝜃
∘ and 𝑞2 = 𝑅 sinΩ∘ 𝜃∘,
where 𝑅 = 𝑠Ω(𝑞1, 𝑞2) = 𝐻 − 𝑝1𝑦1 − 𝑝2𝑦2 ≥ 0 is not constant along an extremal (in con-
trary to all previously considered problems). Nonetheless, the angle 𝜃∘ depends (locally)
Lipschitz continuously on 𝑡 while 𝑅 ̸= 0. Using Pythagorean identity (see Theorem 1),
we obtain
𝑢1 = cosΩ 𝜃 and 𝑢2 = sinΩ 𝜃
for some 𝜃 ↔ 𝜃∘ if 𝑅 ̸= 0, since 𝑞1𝑢1 + 𝑞2𝑢2 = 𝑅. So we need to compute 𝜃∘(𝑡) to find
the control 𝑢. Obviously,
𝐸 = [𝑝× 𝑞] = 𝑅(𝑝1 sinΩ∘ 𝜃∘ − 𝑝2 cosΩ∘ 𝜃∘).
We start with the simplest case 𝐸 = 0, i.e., when 𝑝 ‖ 𝑞. If 𝑝 = 0, then 𝑞 = const and
𝜃∘ = const. Suppose 𝑝 ̸= 0. Then there exists a unique instant 𝑡0, such that 𝑞(𝑡0) = 0.
Hence, 𝜃∘(𝑡) takes only two possible values – one for 𝑡 < 𝑡0 and another for 𝑡 > 𝑡0. Both
are solutions of the equation 𝑝2 cosΩ∘ 𝜃∘ − 𝑝1 sinΩ∘ 𝜃∘ = 0.
Now suppose that 𝐸 ̸= 0. In this case, let us express 𝑅 in 𝜃∘ by computing 𝜃∘. The
angle derivative formula in polar change of coordinates is the same in convex and classical
trigonometries (see Theorem 2). Hence,
𝜃∘ =
𝑞1𝑞2 − 𝑞1𝑞2
𝑅2
=
𝐸
𝑅2
,
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and we obtain the following form of first integral 𝐸 for the Pontryagin system:
𝐸𝜃∘ = (𝑝2 cosΩ∘ 𝜃∘ − 𝑝1 sinΩ∘ 𝜃∘)2. (61)
Hence, if Ω∘ has 𝐶𝑘 boundary, then 𝜃∘(𝑡) ∈ 𝐶𝑘+1 by Proposition 1. Integrating equa-
tion (61), we obtain
𝑡/𝐸 =
∫︁
𝑑𝜃∘
(𝑝2 cosΩ∘ 𝜃∘ − 𝑝1 sinΩ∘ 𝜃∘)2 .
Let us consider in detail two important shapes of Ω∘. If Ω∘ is an ellipse (see Example
2), then cosΩ∘ 𝜃∘ = 𝑎 cos 𝑠 + 𝑥01 and sinΩ∘ 𝜃∘ = 𝑏 sin 𝑠 + 𝑥02 where 𝜃∘
′
𝑠 = 𝑎𝑏 + 𝑎𝑥
0
2 sin 𝑠 +
𝑏𝑥01 cos 𝑠. Thus,
𝑡/𝐸 =
∫︁
𝑎𝑏+ 𝑎𝑦0 sin 𝑠+ 𝑏𝑥0 cos 𝑠(︀
𝑎𝑝2 cos 𝑠− 𝑏𝑝1 sin 𝑠+ 𝑝2𝑥01 − 𝑝1𝑥02
)︀2𝑑𝑠.
The last integral can be easily taken in elementary functions. Moreover,
𝑢1 = cosΩ 𝜃 =
𝑑 sinΩ∘ 𝜃
∘
𝑑𝜃∘
=
𝑑(𝑏 sin 𝑠+ 𝑥02)
𝑑𝑠
𝑑𝑠
𝑑𝜃∘
=
𝑏 cos 𝑠
𝑎𝑏+ 𝑎𝑥02 sin 𝑠+ 𝑏𝑥
0
1 cos 𝑠
,
𝑢2 = sinΩ 𝜃 =
−𝑑 cosΩ∘ 𝜃∘
𝑑𝜃∘
=
𝑑(−𝑎 cos 𝑠− 𝑥01)
𝑑𝑠
𝑑𝑠
𝑑𝜃∘
=
𝑎 sin 𝑠
𝑎𝑏+ 𝑎𝑥02 sin 𝑠+ 𝑏𝑥
0
1 cos 𝑠
.
If Ω∘ is a polygon, then cosΩ∘ 𝜃∘ and sinΩ∘ 𝜃∘ depend piecewise linearly on 𝜃∘, so
equation (61) can be easily integrated in elementary functions as well.
Conclusion
We believe that results of this paper might be interesting from two points of view.
First, we tried to demonstrate the efficiency of the convex trigonometry approach
to integration of a series of nontrivial optimal control problems with two-dimensional
control. We expect that this approach might be fruitful for many other problems of this
class. We choose for our study primarily some classical problems and their straightforward
generalizations. But many other interesting problems of such kind should be tractable
via convex trigonometry.
Second, we have just started to study the problems presented in this paper. Further
questions related to optimality are much harder to deal with, and they are still waiting
to be considered.
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