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1.は じめに
現在の情報化社会において,我 々は 「情報」に対 し多大なる期待を抱いてお り,そ の結果 と
して情報 の獲得 ・整理 ・分析 ・活用にコンピュータおよびそのネットワークが活躍することと
なった。我々にとって 「情報」が魅力的な存在であるがゆえに,こ れを常に明確(ク リスプ)
な存在であるかのように考 える傾向がある。
しかし,人 間や組織が取 り扱 う情報 には多 くの場合 「あいまいさ」が介在する。上記のよう
な期待が このあいまいさを排除 しようとす るが,完 全に排除することは不可能である。 そのた
めに,我 々はどのような行動をとるべきかについて迷いが生 じる。
人間が意思決定を行い何 らかの行動 をとる際に,環 境が どのような状態にあ り,そ れ に対 し
て行動が どの ような影響 を与えるものかが不確実であ り(偶然性),ま たそれがどのような意味
を持つのかがあいまいである(漠 然性)た め,迷 いが生 じる[1]。 もし,環 境およびそれ に対す
る行動の影響が確定的であ り,行 動の意味が明確ならば人間はどのような行動 をとるかについ
て迷わないはずである。
このような情報管理における 「あいまいさ」に注 目すると,そ こには2つ のタイプのあいま
いさが存在す ると考えられている[1],[2]。 その1つ は 「確率」によって表現 され る 「偶然性」
(ランダムネス)で あり,も う1つ はファジィ集合に対す る 「メンバーシップ値」によって表
現される「漠然性」(フ ァジィネス)で ある。一般に,我 々が受 け取る情報 にはランダムネスと
ファジィネスが介在 してお り,こ れはファジィ ・メッセー ジと呼ばれる。 したがって,我 々が
「情報」 と呼ぶもののほとん どが ファジィ ・メッセージであ り,フ ァジィ ・メ.ッセージをいか
に管理するかが 「情報管理」の中心に位置づけられる。そして,こ のあいまいさの二面性が人
間の情報処理過程 のあいまいさを特徴づけてお り,こ れ らをいかにして捉えるか,ま た,い か
にして定式化するかが重要な課題 となる。
偶然性 に関するあいまいさについては,こ れを捉 える際に 「エン トロピー」が用いられるこ
とが多い。例 えば,与 えられた証拠のみでは結論が得られないような拡大推論 における一般原
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理を確率論的に展開した ものとして,「最大エ ントロピー原理」がある[3]。 この原理は,我 々
が不十分な証拠か ら確率分布 を推定 しようとする場合,証 拠が不十分であることを完全に認識
す るために,そ の証拠 にしたがったすべての確率分布の中か ら最大の不確実さを持つ分布 を選
択 しようとするものである。具体的 には,与 えられた証拠(例 えば,確 率変数の平均)を 制約
としてエ ントロピーを最大化する確率分布 を推定することにな り,人 間の情報処理過程の 「偶
然性」・を捉 えたモデル として位置づけられる。
これに対 して,最 近,人 間の情報処理過程 における意味面でのあいまいさ(漠 然性)を ファ
ジィ理論によって捉えようとする試みが数多 くなされてお り(例えば[2]～[5〕等),筆 者 らも過
去 に,フ ァジィ事象の確率,フ ァジィ条件つき確率,フ ァジィ・エン トロピーを用いた研究([6]
～[21]等)を 行ってきた。
本研究ではこれ ら筆者の一連の研究を整理し,総 合的に報告するものである。具体的には,
例 えば 「今年は景気が低迷 しそうだ」 といったファジィ ・メッセージに関して,そ の特性値を
ファジィ集合(景 気の悪い年の集合)に 対するメンバーシップ値によって捉えることにし,フ
ァジィ事象における偶然性 と漠然性 についての総合的なあいまいさを表すファジィ ・エントロ
ピーを用いた3つ の情報管理モデルを提示する。
そこで,ま ず,企 業環境の変化が激 しさを増 している今 日,情 報のあいまいさに対する穫極
的アプローチが情報管理の課題 となっている状況を概説 し,人 間の情報処理過程におけるあい 一
まいさの二面性(偶 然性 と漠然性)に ついて検討する。そして,情 報 のあいまいさを特徴づけ
るファジィ事象の偶然性 と漠然性を表現するための指標について述べる。上記の例でいえば「景
気が低迷す るのかしないのか」が偶然性 についてのあいまいさ(ラ ンダムネス)を,ま た 「景
気が低迷する年の集合(フ ァジィ集合)に 属するのか属 さないのか」が漠然性 についてのあい
まいさ(フ ァジィネス)を 意味する。そして,こ れ らの両面を持つファジィ事象に関 して,偶
然性についてのあいまいさを表現するための指標(通 常のエ ントロピー;確 率 まわ りのエ ント
ロピー),漠 然性 についてのあいまいさを表現する指標(メ ンバーシップ値 まわ りのエ ントロピ
ー),そ れ らを合成 した総合的なあいまいさの指標(フ ァジィ・エン トロピー,フ ァジィ事象の
確率まわ りのエン トロピー)を 概説する。
次に,フ ァジィ事象を特徴づける 「ファジィ・メッセージ」(上 記の例でいえば 「今年は景気
が低迷 しそうだ」 とい うメッセージ)の 定義お よびその特性の検討を行ってい く。従来,フ ァ
ジィ ・メッセージは明確な定義がなされていなかった[21]た めにクリスプ ・メッセー ジとの関
係が不明確であったが,こ こでの定義および特性の検討により,ク リスプ ・メッセージがファ
ジ ィ・メッセージの特別な場合 として位置づけられ ることを示す。
その上で,フ ァジィ事象における偶然性 と漠然性の総合的なあいまいさを表すファジィ ・エ
ン トロピーを用いた3つ の情報管理モデル(山 下 ら[8],[1],[7])に ついて述べ る。 これらは,
与 えられた条件(制 約)の もとでファジィ ・エントロピーを最大化する選択確率を推定するモ
デルであり,本 研究で取 り扱 う条件 ・(制約)と しては,
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1)確 率変 数の平均 が一定
2)確 率変 数の平均 の最小化
3)メ ンバ ー シップ値 まわ りのエ ン トロピーが一定
の3つ を考 えることにする。そして,そ れぞれの場合 について,通 常の(シ ャノンの)エ ント
ロピーを最大化するモデル と比較 し,フ ァジィ ・エントロピーを最大化するモデルの解が通常
のモデルの解の拡張形 として導かれることを示す。
2.企 業環境の変化と情報管理におけるあいまいさへの対応
企業環境 は刻一刻 と変化 しており,し か もその変化はしだいに激 しさを増 している。 そこで,
より確実な情報を得 るために,企 業では多大なる努力を払っている。 インターネ ットをはじめ
とするコンピュータ ・ネ ットワークの発展は,こ のようなニーズに支 えられているものと考 え
られる。 しかし,上 記のように確実な情報は少な く,ほ とんどの場合何らかのあいまいさが介
在する。
企業では,あ いまいな情報で手配を行 うと後で変更 になって混乱を引き起 こすことが多いた
め,そ のようなことにならないためにも確定 した情報が得 られるまで待 とうとする傾向がある。
これは,あ いまいな情報(フ ァジィ ・メッセージ)を 基に行動 した場合,後 でその解釈が違っ
ていた り,変 更 になって混乱するといった問題が しばしば起 こるためである。
しかし,確 実な情報が得 られるまで待っていたのでは間に合わない,あ るいは手遅れになる
ことも多い。 また,全 くあいまいさがな く完全に明確な情報はほとんど考えられない。 どのよ
うな情報にで も何 らかのあいまいさが存在する。正式な契約書や注文書になれば,ほ ぼ確実な
情報 といって良いのだが,そ れで も付随する条件等については不明確な点 も残 る。このように
考 えると,我 々が受 け取 るほとんどの情報 には何 らかのあいまいさが存在する。 したがって,
情報のあいまいさが どの程度のものなのか,そ の重要性はどの程度なのか,ほ ぼ確実な情報が
いつごろ得 られるのか,納 期はいつなのか,納 期 までにかかるリー ドタイムはどれ くらいの長
さなのかによって,ケ ース ・バイ ・ケースで行動に移すか否かを決めざるを得ない。 あいまい
な情報で動 くときもあるし,確 実な情報を入手するまで待つ こともある。
しかし,企 業環境 の変化が激 しく,製 品のライフサイクルが短 くなり,新 製品の競争が激化
し,消 費者のあいまいな感性 にうったえることが必要になった今 日,確 実な情報を入手するま
で待つことは許 されなくな りつつある。意思決定 ・行動にスピー ドが要求されるわけである。
環境 の変化や トラブルに柔軟かつ迅速 に対応 しうる柔 らかい組織,水 平的コーディネーション,
同時並行的に業務を進めるコンカレント・エ ンジニア リングが志向 される理由はここにある。
すなわち,あ いまいさを避けるのではな く,積 極的にアプローチしてい くことが要求される。
今後 は,あ いまいな情報をいかに有効に活用するか,そ れに基づきいかに迅速に行動 に結びつ
けるか,そ の際にいかに混乱を最小限に抑 えるかが企業 にとっての重要な課題 となる。
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次節以降では,こ のような問題意識 に基づき,情 報の 「あいまいさ」 を捉える際の視点 と,
それに対 して積極的にアプローチするためのモデルについて述べていく。
3.人 間の情報処理過程における偶然性と漠然性
人間の情報処理過程には,常 にあいまいさが介在 している。例 えば,我 々は今 日の天候や天
気予報の情報を基に 「明 日は天気が くすれそうだ」 というようなことを話す。その際,本 当・に
天気が 「くずれる」のか 「くずれないのか」については 「あいまい」である。 これは天気が く
ずれる確率が高 いが,絶 対 にくずれないわけではない(確 率が0で ない)こ とを意味する。こ
のようにある確率に支配 されていることは,上 記の情報に 「偶然性」に関するあいまいさが介
在 していることを表 している。
さらに,「 天気が くずれ る」とは雨なのか曇 りなのか,は たまた雪なのか嵐なのかについて も
「あいまい」である。 これは,「 天気が くずれる」の意味があいまいなことを示 しており,そ の
意味が漠然 としているとい う点で,「 漠然性」に関するあいまいさが介在していることを表して
いる。 この ように,我 々の思考 ・判断 ・ことばには,偶 然性 と漠然性の両面においてあいまい
さが介在 しているものと考えられる。
.そ れでは,上 記の漠然性(フ ァジィネス)と 偶然性(ラ ンダムネス)の あいまいさの両面を
持 った人間の情報処理過程を捉えるには,ど のような方法があるのであろうかa
このような情報処理過程を,西 川 ら[2]は 入力情報uを 出力情報Zに 変換する 「フィルター機
構」として位置づけている。ここで,入 力情報 を刺激(stimulus),出 力情報 を反応(response)と
考えれば,図1の ように人間の情報処理過程 は,伝 統的な刺激一反応モデル(S-Rモ デル)
のブラック ・ボックスの問題 に帰着する。S-Rモ デルは,測 定可能な刺激 と反応に注目して
両者の関係 を捉 えようとするものであり,両 者の間の情報処理過程はブラック ・ボックスとし
て位置づけられ る。
入力情報 ・ 出力情報フ
ィルター機構
(刺激)(反 応)
uブ ラックボックス2
図1.人 間の情報処理過程
人間の思考 ・行動を考 える上で,こ のブラック ・ボックスの役割は大きいが,そ の把握 はき
わめてむずかしい。それは,ブ ラック ・ボックスでの複雑な情報処理 における偶然性 としての
「ランダムネス」 と漠然性 としての 「ファジィネス」 とに起因す る面が大 きいもの と考 えられ
る[1]。
したがって,人 間の情報処理過程 を捉える上で,そ のあいま.いさを構成するランダムネスと
ファジィネスへのアプローチが重要な課題 となる。この課題に対 して,西 川ら[2]は,フ ァジィ
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ネス をフ ァジィ理論 にお ける メンバ ー シ ップ値μに よって,ま た ラ ンダム ネスを生起 確 率P1に
よって捉 え,両 者 が複 合 した出力情報v亘 のあ い まい さを 「行動 エ ン トロピー」 と呼 び,フ ァジ
ィ ・エ ン トロピーFに よ り以 下の よ うに定式化 してい る。 そ して,こ の行 動エ ン トロピーを人
間 の情 報処理 過程 にお ける総 合的 なあい まい さを表現 する指標 として位置 づ けてい る。
　
F-1n[一P・ ・μ1・1・g(P・ ・μ1)一P・(1一 μ ・)㎏{P,(1一 μ ・)}](1)
i=1
　
た だ し,P:選 択確率 ΣP1=1
i=1
μ:メ ンバ ー シップ値(o≦ μ且≦1),i:サ ンプル
ここで,同 一の サ ンプル について考 える場合 は,1/nは 定 数 とな るの で除去 して考 えるこ と
が で き,こ れ を,P,と μ1に ついて整理 す る と,(2)式 の よ うに変換 され る。
　 ロ
F一 一 ΣP、 ・1・gP、+ΣP、 ・H,(2)
i=1i=1
ただ し,
HF一 μ且・Jogμ一(1一 μi)log(1一 μ1)(3)
(2)式の右辺の第1項 は,偶 然性(ラ ンダムネス)に 関す るエン トロピー,右 辺の第2項 は漠
然性(フ ァジィネス)に 関す るエン トロピーを表 している。第1項 の偶然性に関するエントロ
ピーは,「 どのサンプルを選択するかP」 についてのあいまいさを表現 しており,シ ャノンの情
報理論 における通常のエン トロピー(=平 均情報量)に 相当する。 したがって,ど のサンプル
を選択 したか を知 ったときに得 られる情報量の平均を意味する。
また,第2項 の漠然性(フ ァジィネス)に 関するエ ントロピーは,「 サンブルiが,フ ァジィ
集合に属するのか属さないのかP」 についてのサンプル別iの エ ントロピーHIを 選択確率PI
で重みづけしたものであ り,漠 然性 に関するエン トロピーの平均 として解釈することができる。
このように人間の情報処理過程 には,偶 然性 と漠然性 に関するあいまいさが介在 しており,
ファジィ ・エ ントロピーはこれ らの両面を総合的に捉 える際の有力な指標 となる。
4.偶 然 性 と漠 然 性 に 関 す る あ い まい さの 表 現 方 法
ここでは,人 間の情報処理過程 において,あ いまいさを構成する偶然性(ラ ンダムネス)と
漠然性(フ ァジィネス)の 両面を捉えるための5つ の指標について,筆 者の従来の研究[10]に
基づ き概説する。
4.1確 率 まわ りのエ ン トロ ピー1(通 常のエ ン トロピー)
これ は,コ イ ンを投 げて表が 出 るか もしれ ない し,裏 が 出 るか もしれ ない とい うよ うな 「何
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が起 こ るのかP」,「 どれ を選択 す るのかP」 についての あい まい さの測度 であ り,偶 然性 に関
す るあい まいさの指標 として位置 づ け られ る。 した が って,こ のあい まい さは確率P且 に よって
(4)式 の よ うに定義 され,シ ャノ ンの情 報理論 にお ける通 常のエ ン トロ ピー(=平 均情 報量)に
相 当す る。　
1=一 ΣP1・1・gPI'(4)
i=1
(4)式 は,す べ ての確 率P,が1/nで 等 しい ときに最 大 とな り,そ の場合,ど のiが 起 こるのか
が全 くわ か らない状 態 を表 して い る。
4.2サ ンプル別のメンバーシップ値 まわ りのエン トロピーHi
このエ ントロピーHIは,サ ンブルiが ファジィ集合Aに 属するのか属 さないのか といった意
味面でのあいまいさを表すものである。例 えば1前 述の例で今年が 「景気の悪い年の集合」に
属するか否かのあいまいさがこれに相当する。すなわち,意 味の漠然性に関するあい まいさの
指標であり,サ ンブルiが ファジィ集合Aに 属する度合(メ ンバーシップ値k)と,そ の補集
合Aに 属す る度合(1一 μ量)の間のあいまいさとして前述の(3)式 のように定式化 され る。
(3)式 は,メ ンバーシップ値 μ1が1/2の ときに最大 となり,そ の場合,サ ンブルiが ファジィ
集合Aに 属 しているのか否かが全 く不明確な状態を表 している。
4.3サ ンプル全体のメンバーシップ値 まわ りのエ ン トロピーH
4.2の サンブルiご とに定式化 された漠然性に関するエ ントロピーを,(5)式 のようにサ ンブ
ルiの 選択確率Plで 重みづけすれば,サ ンプル全体 としての漠然性 に関するあいまいさの平均
を考 えることができる。(5)式 は,フ ァジィ集合Aに 属するか否かについてのあいまいさが,サ
ンプル全体 としてどの程度であるかを示 してお り,サ ンプル全体の漠然性 についてのあいまい
さの指標 として位置づけられる。
　 　
H一 ΣP、 ・H、 一 ΣP,{一 μ11・'gH一(1一 μ 、)log(1-u)}(5)
i=1i=1
(5)式 は,メ ンバー シ ップ 値kニ1/2と な るサ ンブルiの 生起 確率P,の 和 が1の ときに最大
となる。
4.4フ ァジ ィ ・エ ン トロピーF(行 動 エ ン トロピー)
4.1～4.3で は,偶 然性 と漠然性 それぞれ のあい まいさの指標 につい て考 えて きたが,こ れ ら
の あい まいさの両面 を考慮 した総合 的な あい まいさの指標 が フ ァジ ィ ・エ ン トロ ピー(行 動 エ
ン トロ ピー)で ある。 これ は確 率 まわ りのエ ン トロ ピー1と メンバ ー シ ップ値 まわ りのエ ン ト
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ロ ピーの平均Hの 和 として,前 述 の(2)式 の ように表 され る。
(2)式 は,す べて の確 率Plが1/nで 等 しく,か つすべて のメ ンバー シップ値kが1/2の ときに
最大 とな り,そ の場合,ど のiが 起 こるのかが全 くわか らな く,ま たすべ てのiが フ ァジ ィ集
合Aに 属 してい るの か否 かが全 く不 明確 な状 態 を表 して いる。
4.5フ ァジィ事象の確率 まわりのエン トロピーE
ファジィ理論において,漠 然性を内包した確率 としてのファジィ事象Bの 確率P(B)は,(6)
式によって定義 されている。例えば,サ イコロを振った ときに 「大きい目の出る確率」のよう
に,確 率 自体の偶然性に関するあいまいさと「大きい目か どうか」の意味面でのあいまいさ(漠
然性)が 複合 した確率である。
　
P(B)一 Σ μ 、・P、 ・(6)
i=1
偶然性 と漠然性 のあ いまい さを総合 的 に表 す指標 として,フ ァジィ ・エ ン トロ ピー とは別 に,
フ ァジ ィ事 象の確 率 まわ りの エ ン トロ ピーEを 考 え る こ とが で き,フ ァジ ィ事 象Bの 確 率
P(B)と その補事 象 の確 率P(B)(=1-F(B))を用 いて(7)式 の よ うに定 式化 され る。
E=一P(B)logP(B)一P(B)logP(B)(7)
(7)式 は,フ ァジィ事象 の確率P(B)が1/2の ときに最大 とな り,こ の場 合,フ ァジ ィ事象B
が起 こるの か否 かが全 くわか らない状態 を表 してい る。
5.フ ァジ ィ ・メ ッセー ジの定義 および特性 の検 討
5.1フ ァジィ条件つき確率
偶然性 と漠然性oあ いまいさの両面を持ったファジィ事象において,あ るメッセージを受け
取る前の(事 前)確 率 とそれを受け取 った後の(事 後)確 率の関係について考 えてみる。例え
ば,サ イコロで 「大きい目が出た」 というメッセージを受け取 る前に,目Xiが 出る確率(事 前
確率PDは,1/6で あ り,こ れを受け取 った後の確率(事 後確率qi)はXl=6や5に ついて
1/6よ り大 きく,XF1や2に ついてはこれ より小さい値 になることが予想 される。
ファジィ理論では,こ の事後確率 をファジィ ・メッセージを受 け取った もとでの 「ファジィ
条件 つき確率」 と呼んでおり,下 式のように定義 される。
q、一 μ1'P・ ,
至 急.Pk、(8)
k=1
ここで,メ ッセ ージが フ ァジィ・メ ッセ ージで あるのは,「 奇 数 の 目が出た」,「4以 上.の目が
出た」 とい うような明確 なメ ッセー ジ(こ れ を本研究 で は 「ク リスプ ・メ ッセー ジ」 と呼ぶ こ
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とにす る)と は異 な り,「 大 きい目 とは何 か ～」につ いて意味面 での あい まい さが 存在 するた め
で あ る。
5.2フ ァジ ィ ・メ ッセー ジの定 義
従来,フ ァジ ィ・メ ッセ ージはその数学 的定義 は必 ず し も明確で はなか ったた め,ク リス プ・
メ ッセ ージ との関係が不明 確で あ った[21]。 上 の例 でい えば,「 大 きい 目が出た」とい うメ ッセ
ー ジ はそれぞ れの 目Xiが 大 きい 目の集 合(フ ァジィ集合)に 属 す る度合(メ ンバ ー シ ップ値 μ1)
に よって特 徴 づ け られ てい る。
そ こで,こ のメ ンバ ー シップ値μ1～μ,に よって構 成 され るベ ク トル
μ ニ(μ1,μ2,・ ・。,μn)
を メ ンバ ー シ ップ ・ベ ク トル と呼ぶ ことに し,こ れ と集合X={Xl,x2,…,x。}を 用 い
て,下 記 の よ うにファ ジィ ・メ ッセー ジMを 定義す る。
M={X:μ}(9)
ただ し,0≧k≧1
す なわち,フ ァジィ ・メ ッセー ジMは,メ ッセー ジの対象 となる集合Xと それ を特徴 づ ける
写像 μに よって構成 され る。
こ こで,フ ァジ ィ ・メ ッセージの特別 な場合 として,す べて のメ ンバ ーシ ップ値 が0ま た は
1の 場 合 を考 える。すなわ ち,Xiが フ ァジィ・メッセ ージの意味 を完全 に満 足す るとき1,完 全
に満足 しない とき0で,す べ てのXlが その どちらか とな る場合 で ある。 この とき,フ ァジ ィ・
メ ッセー ジに は意 味面 での あい まいさが全 くな く,明 確 なメ ッセー ジ(ク リス プ・メ ッセー ジ)
とな る。例 え ば,「 奇数 の 目が 出た」 とい うメ ッセ ー ジで は,
μ1=μ3ニ μ5=1〔μ2=μ4=μ6ニ0
とな る。 この ときのメ ンバ ー シ ップ値 を特別 にtl,そ のベ ク トル をtで 表 せ ば,ク リスプ・メ ッ
セ ー ジCは,下 記 の ように定 義・され る。
C={X;1} 、`(10)
ただ し,t;(t1,t.2,…,tn),tl=Oor1
これ よ り,フ ァジィ ・メ ッセー ジ(0≧ μi≧1)は ク リスプ ・メ ッセー ジ(tlニOor1)を
包含 してお り,ク リス プ ・メ ッセ ー ジを拡 張 して一 般化 した もので ある こ とが わか る。 そ こで,
これ らの相違 を明確に するた めに,ク リスプ ・メッセージ を含 まな いフ ァジィ ・メ ッセージ を
考 え,こ れ を 「真 ファジ ィ・メ ッセ ージ」M"(0〈 μi<1)と 呼ぶ ことにす る。
ここで注意 すべ きこ とは,ク リス プ ・メ ッセ ージには意味面 での あい まいさは存在 しないが,
確 率面 での あい まいさは存 在 しうる とい うこ とであ る。 例 えば,上 の奇 数の 目でい えば,奇 数
の 目 とは何か(意 味面)に つ いての あい まいさは存在 しな いが,1が 出 るのか,3が 出 るの か,
5が 出 るの か につ いての(確 率面 で の)あ い まいさ は残 ってい る。 これ は,ク リス プ ・メッセ
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一 ジにおいて漠然性 は存在 しないが,偶 然性 は存 在 す るこ とを意味す る。 『
5.3フ ァジィ条件つき確率と通常の条件つき確率
クリスプ・メッセージを受け取 った もとでのファジィ条件つき確率(事 後確率)rlは,(8)式
のμ亘をt1に 置 き換 えて,(11)式 のように表される。
tlPir置=
n
・、Pk(11)
k=1
ここで,(11)式 のt且 はOor1で あ り,t,=1の ものだ けを取 り上 げれ ば事後確 率r1は 事前確
率P,の 比 にのみ依存 す る。例 えば,サ イ コロで 「奇 数の 目が 出た」 とい うク リス プ ・メ ッセ ー
ジで は,
tl;t3=t5;1〔t2=t4=t6=0
で あ り,Plは すべて1/6で あ るた め,
r1一 ・・一 ・・一
、1x6xsx,→(12)
となる。「奇数の目が出た」ということは,1,3,5の 目のいずれかが出たことを意味するた
め,r,ニ1/3は 現実に即 した結果である。 これよ り,ク リスプ ・メッセージを受け取 ったも
とでのファジィ条件つき確率(事 後確率)は,通 常の条件つき確率 とな り,事 実上,事 前確率
のみに依存することがわかる。 このことは,フ ァジィ条件つき確率が通常の条件つき確率を包
含 し,通 常の条件つ き確率を拡張 して一般化 した ものであることを意味する。
5.4フ ァ.ジィ ・エ ン トロ ピー と通常の エ ン トロピー
前述 の(2)式 の ように,フ ァジィ・エ ン トロ ピー は偶 然性 に関す るエ ン トロ ピー(通 常 のエ ン
トロ ピー,シ ャ ノンのエ ン トロ ピー,情 報量)と 漠然性 に関す るエ ン トロピーの和 として表 現
され る。
こ こで,ク リスプ ・メ ッセ ージ を受 け取 った もとでの フ ァジィ ・エ ン トロピー につ いて考 え
る と,(2)式 のP1をr1に 置 き換 えて(13)式 の ように表 され る。
　 　
F=一 Σ ・、1・g・、+Σ ・,H,・`(13)
i=1i=1
上 式 の第1項 は偶然性 に関す るエ ン トロピーで あ り,事 後確 率が通常 の条件 つ き確率 であ る
ことか ら通常 のエ ン トロ ピー に一致 す る。第2項 は,漠 然性 に関す るエ ン トロピーであ り,(3)
式 の μiをt1に 置 き換 えれば,
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一11091=0 ,一 〇logO=0(14)
で あ るた め,0と な る。 したが って,ク リス プ ・メ ッセー ジを受 け取 った も とでの フ ァジ ィ ・
エ ン トロ ピー は,通 常 の エ ン トロピー に一致 す る。
この こ とは,現 実 に即 した特性 であ り,フ ァジィ ・エ ン トロ ピー について も通常 のエ ン トロ
ピーを包含 し,通 常 のエ ン トロピー を拡 張 して一般化 した もの であ る ことがわ か る。
5.5フ ァジ ィ事象 の確率 と通常 の確 率
4.5で 述 べた よ うに,漠 然性 を内包 した確 率 としての フ ァジィ事象Bの 確率P(B)は(6)式 に
よって定義 され てい る。例 えば,サ イ コロをふ った ときに 「大 きい 目が 出 る確 率」 が これ に相
当す る。
ク リス プ ・メ ッセー ジを受 け取 った もとでの ファジ ィ事象Dの 確率P(D)は,(6)式 のP,を
r1に,μ1をt,に 置 き換 えて(15)式 の ように表 され る。
　
P(D)一 Σt、r,(15) .
i;1
ここで,上 式 のtiはOor1で あ り,t,=1の もの だけ を取 り上 げれ ば,フ ァジ ィ事象 の確 率
はriの 和 とな る。
例 えば,サ イ コロで 「奇数 の 目が 出た」 といラク リスプ ・メ ッセー ジで は,
t1=t3=t5=1
〔,,一 、、一 、,』 。(・6)
であ り,r、=r2;r3=]/3であるた めx、,x3,x5の み を取 り上 げて,
・(D)一 ・ ・13+1・13+・ ・13-1・(・7)
とな る。 「奇数 の 目が 出た」 とい うク リス プ・メ ッセ ージ を受 け取 った もとで奇数 の 目が 出 る確
率 が1と な る ことを表現 して いる。 さ らに,ク リスプ ・メ ッセー ジを受 け取 る前(事 前)の フ
ァジ ィ事 象 の確 率(奇 数 の 目が 出 る確 率)P(E)は,(15)式 にお けるrlをP,に 置 き換 えて,
・(・)一(1・16+・ ・1s)・ ・一音(18)
となる。事前情報 を全 く知 らないもとで,サ イコロの奇数の目が出 る確率は明 らかに1/2で あ
り,上 の結果はこれを満足 している。また,こ の確率は,1,3,5の 目の出る確率の和 とな
ってお り,ク リスプ ・メッセージを受け取 る前のファジィ事象の確率は通常の確率における排
反事象(1か3◆ か5の 目が出る)の 和の法則が成立することがわかる。
以 上 よ り,フ ァジィ ・メ ッセージ はク リス プ ・メ ッセー ジ を拡 張 して一般化 した・もの として
定義 で き,ま た これ に よ り,通 常 の確率論 に基 づ く条件つ き確率,エ ン トロピー,事 象 の生起
確 率が,そ れ ぞれ ファジ ィ条件 つ き確率,フ ァジィ ・エ ン トロ ピー,フ ァジ ィ事 象の確率 の特
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別な場合 として位置づけられることがわかる。
6.確 率 変 数 の 平 均 を制 約 と した フ ァ ジ ィ ・エ ン トロ ピー 最 大 化 基 準 に よ る
選 択 確 率 推 定 モ デ ル
6,7,8節 では,人 間の情報処理過程におけるあいまいさの二面性(偶 然性 と漠然性)を 前
提 とした情報管理モデルの例 として,そ れ らのあいまいさを総合的に表す 「ファジィ ・エン ト
ロピーの最大化」を基準 とした筆者 らの3つ のモデル[8],[11],[17]に ついて述べることにす
る。
6.1通 常の 「最大エントロピー原理」に基づ く選択確率推定モデル
ファジィ ・エントロピーFを 最大化するモデルについて述べ る前に,そ の基礎 となる通常の
「最大エン トロピー原理」に基づ く選択確率推定モデル[3]に ついて簡単に触れておく。 このモ
デルは,確 率変数の平均Lが 証拠 として与えられている場合に,こ れを制約条件 としてエント
ロピーを最大化す る選択確率PIを 推定す るモデルである。すなわち,人 間の行動のあいまいさ
をエン トロピーによって考慮 したモデルであり,我 々が不十分な証拠か ら選択確率を推定しよ
うとする場合,証 拠が不十分であるということを完全に認識するためにその証拠にしたがった
すべての確率分布の中から最大の不確実 さ(エ ントロピー)を 持つ分布 を選択 しようとするも
のである。その際に用いられる確率変数Xlは,価 格,時 間等の明確(ク リスプ)な 情報で あ
る。
具体的には,前 述の 「最大エントロピー原理」にしたがい,確 率変数の平均Lを 制約条件 と
したもとでのエン トロピーEの 最大化問題 として,ラ グランジュ乗数λ,りを用いて(19)式 のよ
うに定式化 される。
　 ロ 　
R一 一ΣP、logF一 λ(Σx,PrL)一・(Σpr1)→m・x(19)
i=1i=1i=1
た だ し,i:サ ンプル,x:確 率変 数
(19)式 を最大化 す るPlは(20)式 で表 され,(20)式 のwは(22)式 を満足 す る解 として与 えられ
る。
　
P、 一wXl/ΣwXk・(20)
k=1 　え
た だ し,W=E(21)　
Σ(XrL)w(x「LLO(22)'
i=1
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6.2フ ァジィ ・エン トロピーを用いたモデル
通常の 「最大エントロピー原理」 に基づ くモデル(以 下,こ れを通常のモデルと呼ぶ ことに
する)に おける確率変数は,価 格,時 間に代表される明確(ク リスプ)な 情報 として与えられ
ていたが,人 間のあい まいな行動を考える際には確率変数 もあいまいな情報であることも多い。
そこで筆者[11]は,こ の確率変数Xlを,フ ァジィ集合 に対するメンバーシップ値 μ且に 置 き
換えた場合のモデル(以 下,こ れをファジィ ・モデルと呼ぶ ことにする)を 提案 している。例
えば 「なるべ くおもしろい本 を選択 したい」といった人間の欲求 に対 して,「 お もしろい本」を
その境界があいまいなファジィ集合(お もしろい本の集合)に 対す るメンバーシップ値μiによ
って捉えている。
具体的には,ま ず通常のモデルにおける確率変数x1を μ1に置 き換 える。この ことにより,確
率変数の平均はファジィ事象の確率P(B)と しての意味を持つことになる。すなわち 「おもし
ろさの平均」であると同時に 「おもしろい本である確率」を意味 している。
次に,通 常のモデルにおけるエ ントロピーについて考えてみると,「どの代替案(サ ンブルi)
を選択するかP」 といった偶然性(ラ ンダムネス)に ついてのあいまいさを表 している。 これ
に対 して,フ ァジィ・モデルで扱 う確率変数はファジィ集合に対するメンバーシップ値である
ため,偶 然性についてのあい まいさのみならず,「 どれ くらいお もしろいのかP」 といった意味
面でのあい まいさを持っている。 この意味面でのあいまいさは漠然性(フ ァジィネス)に つい
てのあいまいさとして捉えることがで き,偶 然性 との対比においてあいまいさの二面性を形成
している。そこで,通 常のモデルの偶然性 に関するエン トロピーに漠然性を加味すると,(2)式
のファジィ・エ ントロピーとな り,確 率変数の平均M(フ ァジィ事象の確率)を 制約 としてファ
ジィ・エ ントロピーを最大化する選択確率P,を 推定するために,ラ グランジュ乗数λ,レを用い
て(23)式 のように定式化する。
　 　
R-F一 λ(Σ μ,・PrM)一L(Σpr1)→max(23)
i=11=1
こ こ で,(23)式 をPlで 偏 微 分 し て0と お く。
SR
SP、 一 一i・・P一1+H一 ・・一v一 ・(24)
(24)式 を変換 すれば,
Pl=⑳[一1十Hl一 λμi一 レ](25)
とな る。(25)式 の方程式 は全部 でn本 得 られ るので,こ れ らの総和 で それ ぞれの式 を割れ ば,
選択確 率P1は
ε勾ク[H且 一λμ且]P
i=
n(26)
Σ 吻[H、 一λμ、]
k=1
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として表 され,W=の ト λ]と 置 くと,け
P1-He・Wμ1/Σ ・H・ ・Wμ ・(27)
k=1
とな る。 さ らに,右 辺 の分 母 を左辺 の分子 に移項 し,両 辺 に μ旦をか けてiに つ いてた し込 む こ
とによ り,(28)式 が得 られ る。
nnn
Σ μ1・P、Σ ・H・・W魚 一Σ μ、・・H・・Wμ ・(28)
i=1k=1i=1
　
左 辺 のΣ μ、・P、一Mな ので,(28)式 は(29)式 の ように変換 され る。
i;1
　
Σ(μrM)・He・W(μrM)一 〇(29)
i=1
(29)式 を満たすWの 値 を数値的に求め,そ の値 を(27)式 に代入することにより,確 率変数の
平均(フ ァジィ事象の確率)を 一定の値Mに 保った もとで,フ ァジィ ・エ ントロピーFを 最大
化する選択確率P,を 推定することができる。
(27)式 を(21)式 と比較すると,フ ァジィ ・モデルか ら得 られる選択確率は,通 常のモデルの
選択確率に対 してeの 漠然性に関するエン トロピーHi乗 で重みづけした ものになってお り,通
常のモデルの自然な拡張形 となっていることがわかる。
7.フ ァジ ィ ・エ ン トロ ピー を 用 い た一 因 子 情 報 路 モ デ ル
通常の一因子情報路モデルで用い られる特性値は,価 格,時 間に代表 される明確(ク リスプ)
な情報 として与 えられ,
エン トロピー1/平 均特性値U(30)
を最大化する選択確率を推定するモデルであるが,6.2の 場合 と同様 に,こ の特性値が「おもし
ろい本」の ようにあいまいな情報 として与えられることも多いもの と思われる。 この場合,偶
然性のみならず漠然性に関するあいまいさを加味すれば,(30)式 を(31)式 に置 き換 えることに
なる。
ファジィ ・エン トロピーF/平 均特性値U(31)
本節では,ま ず,手 ン トロピー最大化問題 として定式化されている通常の一因子情報路モデ
ル(以 下,こ れを通常のモデル と呼ぶことにする)を 概説 し,次 にファジィ ・エントロピー最
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大化 問題 に拡 張 したモデル[8](以 下,こ れ をファジ ィ・モデル と呼 ぶ こ とにす る)に つい て述
べ て い く。
7.1通 常の一因子情報路モデル
ー因子情報路モデルに限らず,エ ン トロピー ・モデルは消費者行動の分析に主眼を置いたモ
デルであ り,消 費者の銘柄選択の際の自由勝手な選択行動に注目したモデルとして位置づける
ことができる。 そして,一 因子情報路モデルでは,「 自由勝手な選択行動」と「各銘柄 を特徴づ
ける特性(例 えば,価 格)に 関する満足感」の両面 を考慮することにより,下 記の2つ の仮説
[21]を 設定 している。
1)大 衆は銘柄を選択するに当た り,で きるだけ自己の金銭的支出を小 さくしたい
(一般的には,あ る要因に関してその特性値Xlを なるべ く小 さくしたい)
2)大 衆 は銘柄を選択するに当た り,何 の制約 もな く各自の自由意思によって,で きるだけ自
由勝手な選択 をしたい。
この仮説 にしたがって,前 者の仮説を(32)式 の平均特性値Lで,後 者 を(33)式 のエ ントロピ
ー1で それぞれ捉えている。
　
L一 Σx,・P、 ・(32)
i=1
　
1一 一 ΣP、 ・1・gP,(33)
i=1
た だ し,i:銘 柄,x:特 性 値,
　
P:『:選択確 率 ΣP、 ニ1
i=1
そ して両者 を考慮 して,平 均特 性値Lを 小 さ く,エ ン トロ ピー1を 大 き くす るた めに,ラ グ
ラ ンジュ乗 数 を用 いて,(34)式 の ように定式化 してい る。　
R-E/L一 一λ(ΣPr1)→ 血ax(34)
i=1
そ こで,(34)・ 式 をP且 で偏微 分 して0と お くこ とに より,
P且=w-x11(35)
が得 られ る。 さらに,選 択 確率 の和が1で あ ることを利 用 して,
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Σw-Xl-1(36)
i=1
を満 たすwを 求 め,(35)式 に代入 する こ とに より(34)式 を満足 する選択確率P,を 求め ることが
で きる。
7.2フ ァジィ ・エン トロピーを用いたモデル
通常の一因子情報路モデルの対象 となる要因は,価 格 に代表 される明確 な特性値 として与え
られるものであるが,筆 者は従来の研究[8]に おいて,こ れを 「てま」,「むずかしさ」等のあい
まいな特性値に拡張 している。 その際,「 てまがかかるものの集合」,「むずかしいものの集合」
といったあいまいでその境界がぼやけている集合(フ ァジィ集合)に 対するメンバーシップ値
によって捉 え,6.2と 同様にファジィ・エン トロピー最大化問題 として,(37)式 の ように定式化
している。
　
R-F/L一 λ(ΣP,一1)→max(37)
i=1
そ こで,(37)式 をPiで 偏微 分 して0と お く。
諮1一 一(一L2)L-1.F一 ・一 ・(・ ・)
(38)式 の方程式 は,そ れぞれ のiに 関 して合わせ てn本 得 られ る。それ ぞれ の方程式 に,P,
をか けてた し込 む ことによ り,(39)式 が得 られ る。
　 　
一 ≧ ・ ・(1・…+1-H・)L-FΣ ・・μ ・
n
1=1
L、1=1λ ΣP、
i=1
=(F-1)/L-F/L一 λ=一1/L一 λ=0(39)
∴ λ=一1/L(40)
さ らに,こ のλを(26)式 に代入 すれ ば,
一(logP+1-H ,i2)レ ・●F+L一 ・(41)・
とな り,こ れ を整 理すれ ば,
logP=H一 μ1・F/L(42)
が得 られ る。 したが って,選 択確 率Plは,
Pi=ε:ゆ[H一 μ1・F/L](43)
を満 たす。 ここで,W=⑳[F/L]と お け ば,(43)式 を簡 単 な形 に変換 す る こ とが で きる。
Pi=吻[H1]・W『 μ1(44)
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したが って,(45)式 を満 たすWを 求 め て,そ れ を(44)式 に代入 すれ ば,選 択確 率Piの 推定値
を得 る こ とがで きる。　
Σ ⑳[H、]・W一 μi-1(45)
i二1
(44)式 を(35)式 と比較すると,フ ァジィ ・モデルか ら得 られる選択確率が,通 常のモデルの
選択確率に対 してeの漠然性に関するエン トロピーHi乗 で重みづけしたものであり,6.2の 場合
と同様 に自然な拡張形 となっていることがわかる。
8.メ ンバ ー シ ップ値 まわ りの エ ン トロピ ー の 平 均 を制 約 と した フ ァ ジ ィ ・
エ ン トロ ピー最 大 化 モ デ ル
8.1通 常のエ ン トロピーを最大化するモデル
ファジィ ・エ ントロピーを最大化するモデルについて述べる前に,6節,7節 と同様 に,ま
ず通常のエン トロピーを最大化する選択確率の解を導 くことを考 える。 この場合,メ ンバーシ
ップ値 まわ りのエントロピーの平均Hを 一定の値Zに 保った もとでの通常のエン トロピーの最
大化問題 となり,ラ グランジュ乗数λ,レ を用いて筆者[17]は(46)式 のように定式化 している。
　 　 　
R一 一ΣP、 ㎏P、 一λ(ΣplHrZ)一L(Σpr1)→m・x(46)
i=1i=1i=1
そ こで,(46)式 をPIで 偏微 分 して0と お く。
器 一 一log・ 一 ・一・H「v=・(47)
(47)式 を変換 すれ ば,
Pl=ε 膨)[一1一 λH一 レ](48)
とな る。(48)式 の方程式 は全部 でn本 得 られ るので,こ れ らの総 和で それ ぞれの式 を割 れ ば,
選択 確率Plは 　
P、一⑳ 卜 λHI]/Σ ⑳[一 λH、](49)
k=1
と し て 表 さ れ,w=ε 切[一 λ]と 置 く と,　
HP,=w/ΣwH・(50)
k=1
となる。さ らに,右 辺の分母 を左辺 の分子 に移項 し,両 辺 にHiを かけてiに つい てた し込 む こ
とに よ り,(51)式 が得 られ る。
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ΣP,・H、 ΣwH・ 一ΣH,・wH,(51)
i=1k=1i二1
　
左辺のp・H、 一Zな ので,(51)式 は(52)式 のように変換 される。
i;1
　
Σ(H,一Z)wHI-0(52)
i;1
(52)式 を満たすwの 値 を数値 的 に求 め,そ の値 を(50)式 に代入 す る ことによ り,メ ンバ ーシ
ップ値 まわ りのエ ン トロピーの平均H(サ ンプル全体 としての漠然性 に関 す るエ ン トロピー)
を一 定め値Zに 保 った もとで,通 常 の(確 率 まわ りの)エ ン トロ ピーEを 最大 化 する選 択確率
P,を 推定 す る ことがで きる。
8.2フ ァジ ィ・エ ン トロピー を最 大化す るモデル
上記 の通常 のエ ン トロ ピー の最 大化モ デル を基礎 に して,フ ァジィ ・エ ン トロピー の最大 化
モ デル を考 える。 この場合,メ ンバ ーシ ップ値 まわ りのエ ン トロ ピー の平 均Hを 一定 の値Zに
保 った も とで の ファジィ ・エ ン トロピーの最大化問題 とな り,ラ グラ ンジュ乗数 λ,レ を用いて
(53)式 の ように定式 化 され る。
　 け
R-F一 λ(ΣP、 ・HrZ)一 ・(ΣP、 一1)
i=1i=1
　 　
一1+H-a(ΣP、 ・HrZ)一 ・(ΣP一1)→m・x(53)
i=1i=1
そ こ で,,(53)式 をP1で 偏 微 分 し て0と お く。
器 一 一log・ ・一 ・+H一 ・ ・H一 ・一 ・(・ ・)
(54)式 を変 換すれ ば,
PI=ε 彫)[一1一(λ 一1)H一 り](55)
とな る。(55)式 の方程式 は全部 でn本 得 られ るので,こ れ らの総和 でそれ ぞれの式 を割 れば,
選択 確率PIは
θ惣)[一(λ 一1)H,]Pl=
n
。xp[一(・ 一 ・)H、](56)
k=1
として表 され,W=⑳[一(λ 一1)]と 置 き,式 を整理 す る と,通 常 のエ ン トロピーの 最大化
モ デルにお ける(50)式 と全 く同 じ,
252『 明大商学論叢』第81巻 第1・2号(252)　
P、一wH・/ΣwH・(57)
k;1
となる。
これ は,フ ァジ ィ ・エ ン トロ ピーFが 通常 のエ ン トロ ピー1と メ ンバ ー シップ値 まわ りのエ
ン トロ ピーの平均Hに 分解 で き,こ のHを 一 定の値Zに 固定 してい るため,結 果 としてフ ァジ
ィ ・エ ン トロピーの最大化 は通 常 のエ ン トロ ピーの最大化 に置 き換 え られ る ことを示 してい る。
これ よ り,メ ンバ ーシ ップ値 まわ りのエ ン トロピー の平均Hを 一 定の値Zに 固定 した もとで は,
フ ァジ ィ ・エ ン トロピーの最 大化問題 は通常 のエ ン トロ ピー の最 大化 問題 に帰着 す る ことが示
され た。
9.情 報管理 モデ ル にお ける ファジ ィ ・エ ン トロ ピーの有効性
ここまで述べてきたように,情 報管理において 「情報の持つあいまいさ」に目を向けること
は避 けられない。 それは,我 々が受 け取る情報のほ とんどが何 らかのあいまいさを有 してお り,
5.2で 定義 したファジィ・メッセージとして位置づけられるためである。そして,こ のあいまい
さには偶然性(ラ ンダムネス)と 漠然性(フ ァジィネス)の 両面があることを認識する必要が
ある。
従来の情報管理モデルでは,情 報の持つあいまい さを偶然性 によって捉えてきた。 この典型
的なアプローチがシャノンの情報理論であ り,さ らに 「最大エントロピー原理」 による情報管
理モデルが これに相当する。しかし,そ こには情報の持つ漠然性 は反映していなかった。
これ に対 して,フ ァジィ ・エ ントロピーは偶然性 と漠然性の両面を総合的に表現した指標で
あ り,し か も(2)式 からわかるように,フ ァジィ事象の確率 まわ りのエ ントロピーとは異なり,
偶然性 と漠然性 に関す るあいまいさを分解して把握することができる。そして,最 大エントロ
ピー原理のエントロピーをファジィ ・エン トロピー に置き換 えることによって,偶 然性のみに
注 目した情報管理モデルを偶然性 と漠然性の両面を考慮した情報管理モデルへと拡張すること
が可能 となる。,
この拡張モデル として,本 研究では筆者の3つ のモデル を紹介したが,6節 と7節 のモデル
では,偶 然性のみを捉 えた通常のモデルの解に対 して漠然性 に関するエン トロピー乗で重みづ
けした解が導かれることを確認 した。 したがって,フ ナジィ ・モデルは通常のモデルの拡張形
として位置づけられ,通 常のモデルはファジィ・モデルの特別 な場合(漠 然性 に関するエン ト
ロピーが0の 場合)に 相当する。また,8節 のモデルではファジィ ・エ ントロピーを最大化す
る解が通常のモデルの解に一致することを確認 した。これ ら3っ のモデルはそれぞれ,偶 然性
に関するあいまいさのみを取 り扱った通常のモデルを包含 しており,よ り一般的なモデル とし
て位置づけることができる。
このように,フ ァジィ ・エントロピーを用いることにより,情 報管理モデルにおいて偶然性
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に関するあいまいさのみな らず漠然性に関するあいまいさを考慮 することができると同時に,
最大エン トロピー原理 をあいまいさの二面性 に関 して一般化 したモデルの作成が可能 となる。
また,筆 者の従来の研究[8],[11],[13]に おいて,こ れ らのファジィ・モデルの実証分析を行な
い,従 来のモデルに比較 して現実に適合 した結果が得られている。
以上 より,人 間の情報処理過程や組織の情報管理 におけるあい まいさを捉える際,ま たそれ
をモデル化する際,フ ァジィ ・エン トロピーは理論 と実用の両面から有効性を発揮 しうるもの
と考 えられる。
10.お わ りに
本研究では,企 業環境の変化が激 しさを増す今 日の情報管理 において重要な課題 となる 「情
報のあいまいさ」への対応に注 目し,ま ず,こ のあいまいさを特徴づけるファジィ事象の偶然
性 と漠然性を表現するための5つ の指標の位置づけについて検討 した。 これにより,偶 然性に
注 目した場合のあいまいさ,漠 然性 に注 目した場合のあいまいさ,両 者の総合的なあいまいさ
のそれぞれを表現するための指標 を明 らかにした。次に,ク リスプ ・メッセージと対比 させな
が ら,フ ァジィ事象を特徴づけるファジィ ・メッセージの定義および特性 の検討 を行った。
その上で,通 常のエントロピー最大化モデルにおいて明確(ク リスプ)な 情報 として与えら
れている確率変数が,あ いまい(フ ァジィ)な 情報に置き替わった場合の3つ の情報管理モデ
ルを紹介した。 これ らのモデルは,あ いまいな情報をファジィ集合に対するメンバーシップ値
によって捉え,偶 然性のみならず漠然性 も加味 した総合的なあいまいさ(フ ァジィ・エン トロ
ピー)を 最大化する選択確率の推定 を行なうものである。そして,導 かれる解が通常のエン ト
ロピーを最大化するモデルの解を包含し,通 常のモデルの拡張形 として位置づけられることを
示 した。
以上の検討をふまえて,人 間の情報処理過程や組織の情報管理 におけるあいまいさを捉える
際,ま たそれをモデル化する際,フ ァジィ・エン トロピーは有効性を発揮 しうることを示した。
ファジィ ・エ ントロピーは情報管理モデルにおける 「情報のあいまいさ」へのアプローチに適
した指標であるにもかかわらず,通 常のエ ントロピーに比べてあまり研究が活発でなかったが,
本研究で示 したような有効性 により,今 後その理論的および実証的研究が進展 してい くことが
期待される。
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