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Abstract
A notion of band-limited functions is introduced in terms of a Hamiltonian on a quantum graph Γ . It is shown that a band-
limited function is uniquely determined and can be reconstructed in a stable way from a countable set of “measurements” {Φi(f )},
i ∈ N, where {Φi} is a sequence of compactly supported measures whose supports are “small” and “densely” distributed over the
graph. In particular, {Φi}, i ∈ N, can be a sequence of Dirac measures δxi , xi ∈ Γ . A reconstruction method in terms of frames
is given which is a generalization of the classical result of Duffin–Schaeffer about exponential frames on intervals. The second
reconstruction algorithm is based on an appropriate generalization of average variational splines to the case of quantum graphs. To
obtain all these results we establish some analogs of Poincaré and Plancherel–Polya inequalities on quantum graphs.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Quantum graphs found numerous applications in physics, chemistry, engineering and quantum computing. They
serve as models in many situations when one deals with waves that propagate in “thin” media. Basic notions and many
references on this subject can be found in [8,11,12,14,24,25].
The mathematical theory of reconstruction of band-limited functions from discrete sets of samples which is known
as the sampling theory was used by Shannon [23] to lay down one of the theoretical foundation of the signal analysis
and information theory.
It seems interesting and useful to develop similar sampling and approximation theories on quantum graphs. Such
theories could lay foundation for a new information theory since as we will see later signals on quantum graphs can
have “variable band-width.” A model in which signals propagate along graphs rather than in a continuous media can
be more adequate especially if one assumes discreetness of space.
From other hand a sampling and approximation theories can help to develop a numerical analysis methods for
differential equations on graphs. The theory of differential equations on quantum graphs already proved to be very
useful to model various physical processes. Note that approximation by piecewise constant functions (≡splines of
order zero) on metric trees with applications to embedding theorems was considered by Solomyak in [25].
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method was given which is a generalization of the so-called Voronoi method.
Note that various approaches to the sampling and approximation problems on Riemannian manifolds where devel-
oped by author in [16–19], and in the joint papers with Feichtinger [9,10].
The classical sampling theorem says, that if the Fourier transform of a function f ∈ L2(R1) has support in [−ω,ω]
then f is completely determined by its values at points nΩ , where Ω = π/ω and in L2-sense
f (t) =
∑
f (nΩ)
sin(ω(t − nΩ))
ω(t − nΩ) . (1.1)
Band-limited functions are also uniquely determined and can be recovered from their values on some irregular sets
of points xj . As was shown by Paley and Wiener [15] it is enough to assume that functions exp ixj t, j ∈ Z form a
Riesz basis for L2([−π,π]). The sampling problem for entire functions attracted attention of many mathematicians
[3,4,6,7,13].
In the present article notion of band-limited signals is introduced on a quantum graph. The main results of the paper
are a uniqueness theorem and a reconstruction algorithm of such functions from a countable set of “measurements.”
It is known that the classical approach to the signal analysis by using the language of band-limited functions has
serious drawbacks. By the Paley–Wiener theorem every band-limited function is an entire function of exponential type
and for this reason cannot have “too many” zeros. In particular it means that a non-zero band-limited signal cannot
terminate in time. As a consequence of this there is another problem: it is impossible to “separate” frequencies by
saying that a band-limited function has one band-width during one interval of time and different band-width during
another time interval. Both of these problems can also be viewed as consequences of the uncertainty principle. At the
same time it is highly desirable to keep the concept of band-limitedness because it provides (through the sampling
theorem) an important connection between the continuous nature of signals and discrete nature of measurements.
In the present article we introduce band-limited functions on quantum connected graphs. We show that on some
graphs among band-limited functions there are such functions which are identical to zero on some of subgraphs. As
a result linear combinations of such functions will represent band-limited functions of “variable” band-width in the
sense that they will have one band-width as functions on one subgraph and a different band-width as functions on
other subgraphs.
It turns out that in the case of quantum graphs it is very difficult to define such notion as “optimal sampling.” As
simple examples show this notion depends on the geometrical properties such as length of edges, existence of loops,
degrees of vertices. We hope we will be able to clarify this notion in the future. In the present article we consider
a very simple way of sampling in which we construct independent sampling for every edge. In particular we do not
include vertices in our sampling sets. This method definitely leads to an oversampling and it does not reflect much of
geometry but it allows to avoid many complications. A different framework in which all vertices were considered as
sampling points was presented by author in [20].
A quantum graph is a pair (Γ,), where Γ is a metric graph and  is a Hamiltonian on Γ , which acts on each
edge as the (negative) second derivative and the description of the domain of  involves the Kirchhoff (Neumann)
compatibility conditions. It is a selfadjoint positive definite operator in the corresponding space L2(Γ ) and we say
that a function is band-limited if its image in the spectral representation of  has compact support.
We do give some equivalent descriptions of such band-limited functions which show in particular that our definition
is independent of the choice of the spectral representation of the operator . It is also shown that our band-limited
functions enjoy some of the main properties of the classical band-limited function. For example it is shown that they
are analytic vectors for the selfadjoint operator  and can be identified with entire vector-valued functions which have
exponential type and which are bounded on the real line.
We develop sufficient conditions on a set of compactly supported distributions {Φj } of order zero for which the
following inequalities hold true for all functions from the space Eω(Γ ) of all ω-band-limited functions:
c
(∑
j
∣∣Φj(f )∣∣2
)1/2
 ‖f ‖L2(Γ )  C
(∑
j
∣∣Φj(f )∣∣2
)1/2
, (1.2)
where c and C are independent on f .
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is known as the Plancherel–Polya inequality [2,6,21,22]. Note that these inequalities with distributions more general
than δxj are new even in the case of a straight line.
This double inequality has consequences which are crucial for the sampling theory. Namely, they imply that a
band-limited function f is uniquely determined by some sets of “samples” {Φj(f )} and can be reconstructed from
such sets in a stable way.
There is a remarkable result of Duffin and Schaeffer [7], that in the case of the straight line the inequalities (1.2),
where distributions {Φj } are delta measures, imply existence of a dual frame {θj } which consists of band-limited
functions of the same band-width such that any band-limited function of the corresponding band-width can be recon-
structed according to the following formula:
f (x) =
∑
j∈Z
f (xj )θj (x), (1.3)
which is a generalization of the formula (1.1).
The first reconstruction method which is considered in the present paper in Section 4 is a generalization of this
result of Duffin and Schaeffer.
The second reconstruction algorithm is introduced in Section 5. To describe this method we construct average
variational splines on quantum graphs. It is shown that they are just piecewise polynomials on Γ . We show that a
band-limited function on Γ is a uniform limit of appropriate average polynomial splines.
Theorem 5.4 states, that if a sequence of compactly supported distributions {Φj } is “dense” enough, then every
function f from the space Eω(Γ ) is uniquely determined by the sequence of numbers {Φj(f )} and can be recon-
structed as a limit of “interpolating” average splines sk(f ) when smoothness k goes to infinity. The convergence takes
place in Sobolev and uniform norms.
The properties of a quantum graph (Γ,) enter our construction in many ways. The spectral properties of  are
involved in the very definition of band-limited functions. Any sampling method reflects geometry of Γ . Both the
analytical properties of  and the geometry of Γ determine properties of variational splines, which are used as a main
tool for reconstruction of band-limited functions.
We would like to emphasize that our main result is essentially new even in the case of band-limited functions on a
line.
2. Quantum graphs and band-limited functions
A quantum graph is a pair of a metric graph Γ and a selfadjoint operator  on it.
Recall, that a metric graph is a set of vertices V = {vi} and edges E = {ei} each of length |ei | ∈ (0,∞]. We
identify every edge e with a segment [0, |e|] of R1 and use coordinate xe along it. If the graph Γ is infinite the
common assumption is that the length of all edges is bounded from below
|e| a > 0, e ∈ E. (2.1)
Graph Γ can be equipped with a natural metric and the Lebesgue measure dx. The space L2(Γ ) is defined as the
direct sum of spaces L2(e), e ∈ E with the scalar product
〈f,g〉 =
∑
e∈E
∫
e
f g dx, f, g ∈ L2(Γ ) (2.2)
and the norm
‖f ‖L2(Γ ) =
(∑
e∈E
∫
e
|f |2 dx
)1/2
.
The Sobolev space H 1(Γ ) consists of all continuous functions on Γ that belong to H 1(e) on every edge and we
will always use the following norms:
‖f ‖H 1(e) =
(∫ (
|f |2 +
∣∣∣∣dfdx
∣∣∣∣
2)
dx
)1/2
, (2.3)
e
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‖f ‖H 1(Γ ) =
(∑
e∈E
∫
e
(
|f |2 +
∣∣∣∣dfdx
∣∣∣∣
2)
dx
)1/2
. (2.4)
The continuity assumption implies that for every vertex v and any two edges e1, e2 containing v the following
boundary condition holds true:
lim
x→v, x∈e1
f (x) = lim
x→v, x∈e2
f (x) = f (v). (2.5)
There are many ways to introduce a selfadjoint operator on Γ which is called a Hamiltonian. In this paper we will
deal with the operator which acts along each edge as the negative second derivative
− d
2
dx2
(2.6)
and at every vertex v satisfies the so called Neumann (Kirchhoff) conditions∑
e∈Ev
df
dx
(v) = 0, (2.7)
where Ev is the set of all edges containing v as a vertex and the derivatives are taken in the directions away from the
vertex.
Definition 1. The Hamiltonian  is defined by the formula (2.5) on each edge e ∈ E and its domain D() consists of
all functions from L2(Γ ) that satisfy boundary conditions (2.4) and (2.6). The domain D() is treated as the Sobolev
space H 2(Γ ) equipped with the graph norm
‖f ‖H 2(Γ ) =
(∑
e∈E
∫
e
(
|f |2 +
∣∣∣∣d2fdx2
∣∣∣∣
2)
dx
)1/2
. (2.8)
We allow the existence of infinite edges and we do not restrict a number of such edges.
Lemma 2.1. If the assumption (2.1) is satisfied then the space H 2(Γ ) is continuously embedded into the space H 1(Γ )
i.e. there exists a constant C = C(a) such that
‖f ‖H 1(Γ )  C(a)‖f ‖H 2(Γ ), f ∈ H 2(Γ ). (2.9)
Proof. Since we have the assumption (2.1) every edge of finite length can be considered as a union of subintervals ej
of length between a/2 and a and apply the interpolation inequality for finite intervals [1]
‖f ′‖2L2(ej )  k|ej |2‖f ′′‖2L2(ej ) + k|ej |−2‖f ‖2L2(ej ), f ∈ H 2(e), k = 81/2, (2.10)
and then we obtain that for every f ∈ H 2(Γ )
‖f ‖2
H 1(Γ ) =
∑
e∈Ec
‖f ‖2
H 1(e)  c(a)
(∑
e∈Ec
(‖f ′′‖2L2(e) + ‖f ‖2L2(e))
)
, (2.11)
where Ec is a set of all edges of finite length. If an edge e is infinite then the following interpolation inequality for
infinite intervals holds for any ε > 0:
‖f ‖2
H 1(e)  k
(
ε‖f ′′‖2L2(e) + ε−1‖f ‖2L2(e)
)
, f ∈ H 2(e), k = 81/2, (2.12)
which gives for ε = 1
‖f ‖2
H 1(e)  (k + 1)
(‖f ′′‖2L2(e) + ‖f ‖2L2(e)), f ∈ H 2(e), k = 81/2. (2.13)
Inequalities (2.11) and (2.12) imply the lemma. 
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the graph norm
‖f ‖H 2k(Γ ) =
{∑
e∈E
∫
e
(
|f |2 +
∣∣∣∣ d2kdx2k f
∣∣∣∣
2)
dx
}1/2
. (2.14)
Since operator  is selfadjoint and positive definite in L2(Γ ) its spectrum σ() belongs to [0,∞]. If Pt is the
associated spectral resolution of the identity [5], then
f =
∫
σ()
t dPtf, f ∈ L2(Γ ).
We say that a function f ∈ L2(Γ ) is band-limited with band-width ω or ω-band-limited if the corresponding
measure dPtf has support in [0,ω]. The set of all ω band-limited functions will be denoted by Eω(Γ ).
It is possible to describe band-limited functions by using another form of the spectral theorem.
According to the spectral theory [5] for a selfadjoint positive definite operator  in a Hilbert space L2(Γ ) there
exist a direct integral of Hilbert spaces X = ∫ X(λ)dm(λ) and a unitary operator F from L2(Γ ) onto X, which
transforms domain of μ, μ 0, onto Xμ = {x ∈ X | λμx ∈ X} with norm
∥∥x(λ)∥∥
Xμ
=
( ∞∫
0
λ2μ
∥∥x(λ)∥∥2
X(λ)
dm(λ)
)1/2
besides F(μf ) = λμ(Ff ), if f belongs to the domain of μ. As known, X is the set of all m-measurable functions
λ → x(λ) ∈ X(λ), for which the norm
‖x‖X =
( ∞∫
0
∥∥x(λ)∥∥2
X(λ)
dm(λ)
)1/2
is finite.
We will say that a function f from L2(Γ ) is ω-band-limited if its “Fourier transform” Ff has support in [0,ω].
The Eω(Γ ) will denote the set of all ω-band-limited vectors.
The next two theorems for an abstract selfadjoint operator in a Hilbert space can be found in [16,17].
Theorem 2.2. Let the D(k), k ∈ N, be the domain of the operator k and D∞ =⋂k∈ND(k). The following holds
true:
(a) the set ⋃ω>0 Eω(Γ ) ⊂D∞ is dense in L2(Γ );
(b) the set Eω(Γ ) is a linear closed subspace in L2(Γ ).
Using the spectral resolution of identity we define the unitary group of operators by the formula
eitf =
∞∫
0
eitt dPtf, f ∈ L2(Γ ).
The next theorem can be considered as a form of the Paley–Wiener theorem.
Theorem 2.3. The following conditions are equivalent:
(1) f ∈ Eω(Γ );
(2) for all s  0 the following Bernstein inequality holds true:∥∥sf ∥∥ ωs‖f ‖; (2.15)
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eitf,g
〉=∑
e∈E
∫
e
eitf g dx
is bounded on the real line and has an extension to the complex plain as an entire function of the exponential
type ω;
(4) the abstract-valued function eitf is bounded on the real line and has an extension to the complex plain as an
entire function of the exponential type ω.
In the case of a finite graph Γ the spectrum of the Hamiltonian operator is discrete, non-negative and goes to
infinity. In this case the space Eω(Γ ) consists of all linear combinations of eigenfunctions whose eigenvalues are not
greater ω.
It is clear that functions from Eω(Γ ) are real analytic functions on any open edge.
Now we are going to demonstrate that on certain graphs the spaces of band-limited functions Eω(Γ ) contain func-
tions whose sets of zeros have positive measure. As a consequence some of band-limited function can be represented
as linear combinations of functions which can be “localized” in frequency space as well as in “time” space. The first
example is well known to people working on quantum graphs.
Example 1. Suppose that there is a path v0, v1, . . . , vk = v0 (a loop) from a vertex v0 to v0 and the length of the edges
(vj , vj+1) are mutually commensurable. We identify this path with a circle and consider an eigenfunction ψ of the
second derivative which has zeros at the points v0, v1, . . . , vl = v0. Then the new function ϕ which is an extension
of this ψ by zero to the rest of the graph does belong to the domain of any natural power of the Hamiltonian .
Moreover, if the eigenfunction ψ corresponds to the eigenvalue ω then∥∥kϕ∥∥
L2(Γ )
 ωk‖ϕ‖L2(Γ ).
Example 2. Suppose that a graph Γ contains several loops l1, l2, . . . , lN . Let ψj , j = 1,2, . . . ,N be an eigenfunction
of the second derivative
−d
2ψj
dx2
= λjψj
on the loop lj , j = 1,2, . . . ,N , which has zeros at all vertices of the loop lj , j = 1,2, . . . ,N . Then a func-
tion ϕ which coincides with ψj on each lj and is zero everywhere else belongs to the space Eω(Γ ), where
ω = max(λ1, λ2, . . . , λN).
Example 3. As another example let us consider X-axis and Y -axis as infinite edges of a metric graph Γ whose only
the “finite” vertex is the origin. Take a function ψ1, which is the inverse Fourier transform of an odd function ψˆ1 on
an interval [−ω1,ω1] and a function ψ2, which is the inverse Fourier transform of an odd function ψˆ2 on an interval
[−ω2,ω2].
Introduce a function ϕ1 which is ψ1 on the X-axis and equal zero on the Y -axis. It is a function which belong to
the domain of any power k ∈ N of  and∥∥kϕ1∥∥L2(Γ )  ω2k1 ‖ϕ1‖L2(Γ ).
Thus, ϕ1 ∈ Eω1(Γ ) and is zero on the Y -axis.
In a similar way we can introduce the function ϕ2 ∈ Eω2(Γ ) which has support on the Y -axis, i.e. it is ψ2 on the
Y -axis and zero on the X-axis.
It is easy to verify that any linear combination of ϕ1 and ϕ2 belongs to the domain of every power k , k ∈ Z, and
since they are orthogonal any their linear combination ϑ will satisfy∥∥kϑ∥∥
L2(Γ )
 ω2k‖ϑ‖L2(Γ ), (2.16)
where ω = max(ω1,ω2).
Note that all these examples can be combined in different ways.
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In the rest of the paper we will use reserve the notation I (ρ) = {Ij } for so-called admissible covers of Γ that
satisfies the following definition.
Definition 2. We say that a set I (ρ) = {Ij } of open and pairwise disjoint intervals Ij is an admissible cover of Γ if it
has with the following properties:
(1) the union of all open intervals Ij does not contain vertices of Γ ;
(2) the union of closures of all intervals Ij is a cover of Γ ;
(3) there exists a positive ρ
|Ij | ρ  inf
e∈E |e|.
Now we fix an admissible cover I (ρ) = {Ij } and consider a family of measures Φ = {Φj }, where each Φj is of the
form
Φj(f ) = 1|Kj |
∫
Kj
f dμj , (3.1)
where Kj ⊆ Ij is a compact set, μj is a measure on Kj and
|Kj | =
∫
Kj
dμj .
We use the notation U for the union of all compact sets Kj and all vertices of the graph Γ . Since every member of
the set U is a compact set the distance
dist(M1,M2), M1,M2 ∈ U,
is well defined. Here dist is the natural metric on Γ .
We will make the following assumptions: there exists a positive constant CΦ such that
|Kj |CΦ (3.2)
for all j and there exists a constant cΦ > 0 such that
|Kj | cΦ (3.3)
for all j .
Some examples of such distributions which are of particular interest to us are the following:
(1) Delta functionals. In this case Kj = {xj }, xj ∈ Ij , measure dμ is any non-zero number μj and Φj(f ) =
μjδxj (f ) = μjf (xj ).
(2) Finite or infinite sequences of delta functions δxi,j , xi,j ∈ Ij , with corresponding weights μi,j . In this case Kj ={xi,j } and
Φj(f ) =
∑
i
μi,j δxi,j (f ),
where we assume the following:
0 < |Kj | =
∑
i
|μi,j | < ∞, Kj = {xi,j }.
(3) Kj is a subinterval in Ij and dμj is a weighted Lebesgue measure on Kj .
The following lemma is a some sort of the Poincaré inequality.
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following inequality holds true:∥∥f −Φj(f )∥∥L2(Ij )  ρ
∥∥∥∥dfdx
∥∥∥∥
L2(Ij )
, (3.4)
where f ∈ H 1(Γ ).
Proof. For any f ∈ C∞(Γ ), every x, y ∈ Ij we have the following:
f (x) = f (y)+
x∫
y
f ′(t)dt. (3.5)
We multiply each term by a C∞-function with support in Ij and apply Φj in the variable y, i.e. integrate each term
over compact K ⊂ Ij against dμj (y), where dμj is the measure on Kj . It gives
f (x)−Φj(f ) = |Kj |−1
∫
Kj
( x∫
y
f ′(t)dt
)
dμj (y),
and then∣∣f (x)−Φj(f )∣∣ |Kj |−1
∫
Kj
∫
Ij
∣∣f ′(t)∣∣dt dμj (y) =
∫
Ij
∣∣f ′(t)∣∣dt.
By the Schwartz inequality∣∣f (x)−Φj(f )∣∣ ρ1/2‖f ′‖L2(Ij ).
Thus, we obtain∥∥f −Φj(f )∥∥L2(Ij )  ρ‖f ′‖L2(Ij ). (3.6)
The lemma is proved. 
Lemma 3.2. For any I (ρ) = {Ij }, any family of measures of the type (3.1) Φ = {Φj }, suppΦj ⊆ Ij , that satisfy
(3.2)–(3.3) and for any f ∈ H 1(Γ ), the following inequality holds:(∑
j
∣∣Φj(f )∣∣2
)1/2
 2Cφc−1Φ ρ−1/2‖f ‖H 1(Γ ). (3.7)
Proof. For every f ∈ H 1(Γ ) and every interval Ij we have for x, y ∈ Ij
f (y) = f (x)+
y∫
x
f ′(t)dt.
By the Schwartz inequality
∣∣f (y)∣∣ ∣∣f (x)∣∣+
∣∣∣∣∣
y∫
x
f ′(t)dt
∣∣∣∣∣ ∣∣f (x)∣∣+ ρ1/2‖f ′‖L2(Ij ),
and then∣∣f (y)∣∣2  22(∣∣f (x)∣∣2 + ρ‖f ′‖2L2(Ij )), x, y ∈ Ij .
Integration over Ij against dx gives∣∣f (y)∣∣2ρ  22(‖f ‖2 + ρ2‖f ′‖2 ), y ∈ Ij ,L2(Ij ) L2(Ij )
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This estimate and the definition of Φj give∣∣Φj(f )∣∣ CΦ sup
y∈Ij
∣∣f (y)∣∣ 2CΦc−1Φ ρ−1/2‖f ‖H 1(Ij ),
and then the summation over all j gives the inequality(∑
j
∣∣Φj(f )∣∣2
)1/2
 2CΦc−1Φ ρ−1/2‖f ‖H 1(Γ ),
from which the lemma follows. 
The inequality which is proved in the next theorem can be called the global Poincaré inequality on Γ .
Lemma 3.3. For any admissible cover I (ρ), any family of distributions of the type (3.1) Φ = {Φj } such that suppΦj ⊆
Ij , the following inequality holds true:
‖f ‖L2(Γ )  23/2c−1Φ
{
ρ1/2
(∑
j
∣∣Φj(f )∣∣2
)1/2
+ ρ‖f ′‖L2(Γ )
}
(3.8)
for all f ∈ H 1(Γ ).
Proof. Since intervals Ij form a disjoint cover of Γ Theorem 3.1 implies the inequality(∑
j
∥∥f −Φj(f )∥∥2L2(Ij )
)1/2

√
2ρ‖f ′‖L2(Γ ). (3.9)
We have
‖f ‖2L2(Γ ) =
∑
j
‖f ‖2L2(Ij )  22
∑
j
∥∥f −Φj(f )∥∥2L2(Ij ) + 22ρ∑
j
∣∣Φj(f )∣∣2,
and then
‖f ‖L2(Γ )  23/2c−1Φ
{
ρ1/2
(∑
j
∣∣Φj(f )∣∣2
)1/2
+ √2ρ‖f ′‖L2(Γ )
}
.
The lemma is proved. 
We will need the following lemma from [16,17].
Lemma 3.4. If S is a selfadjoint operator in a Hilbert space and for some f from the domain of S
‖f ‖A+B‖Sf ‖, B > 0,
then for all m = 2l , l = 0,1,2, . . . ,
‖f ‖mA+ 8m−1Bm∥∥Smf ∥∥
as long as f belongs to the domain of Sm.
Theorem 3.5. For any given CΦ > 0, cΦ > 0, there exist positive constants ρΓ > 0, CΓ > 0, such that for every
admissible cover I (ρ) = {Ij } with
0 < ρ < ρΓ ,
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equalities hold true:
‖f ‖L2(Γ )  CΓ ρ1/2m
(∑
j
∣∣Φj(f )∣∣2
)1/2
+ 8m−1(CΓ ρ)m
∥∥mf ∥∥
L2(Γ )
(3.10)
for every m = 2l , l ∈ N. In particular, the norm of the Sobolev space H 2m(Γ ), is equivalent to the norm{∥∥mf ∥∥2
L2(Γ )
+ ρ1/2
∑
j
∣∣Φj(f )∣∣2
}1/2
. (3.11)
Proof. From Lemma 3.3 and the interpolation inequality
‖f ′‖2L2(Γ )  c
(∑
e∈Ec
(‖f ′′‖2L2(e) + ‖f ‖2L2(e))
)
 c‖f ′′‖2L2(Γ ) + c‖f ‖2L2(Γ ),
we obtain that
‖f ‖2L2(Γ )  C1c−1Φ ρ
∑
j
∣∣Φj(f )∣∣2 +C2ρ2‖f ′′‖H 2(Γ ) +C2ρ2‖f ‖2L2(Γ ),
for some constants C1 = C1(Γ ), C2 = C1(Γ ). Next, if C2ρ2 < 1 then there exists a constant CΓ > 0 for which we
will have
‖f ‖L2(Γ )  CΓ
(
ρ1/2
(∑
j
∣∣Φj(f )∣∣2
)1/2
+ ρ‖f ‖L2(Γ )
)
, (3.12)
where f ∈ H 2(Γ ). An application of Lemma 3.4 gives that for any m = 2l , l = 0,1, . . . , the following inequality
holds true:
‖f ‖L2(Γ )  CΓ ρ1/2m
(∑
j
∣∣Φj(f )∣∣2
)1/2
+ 8m−1(CΓ ρ)m
∥∥mf ∥∥
L2(Γ )
.
If we will add the term ‖mf ‖L2(Γ ) to each side of the last inequality we will have
‖f ‖H 2m(Γ )  C
{
ρ1/2
(∑
j
∣∣Φj(f )∣∣2
)1/2
+ ∥∥mf ∥∥
L2(Γ )
}
, (3.13)
where C = (8m−1CmΓ ρm + 1). This inequality and Lemma 3.2 imply the statement about equivalence of the norms.
The theorem is proved. 
Using the Bernstein inequality (2.15) and Theorem 3.5 we obtain the so called Plancherel–Polya-type inequality.
Theorem 3.6. For any given ω > 0, CΦ > 0, cΦ > 0, there exist positive constants c > 0, C > 0, CΓ > 0, such that
for every admissible cover I (ρ) = {Ij } with
0 < ρ  (CΓ ω)−1,
every family of distributions {Φj } of the form (3.1) that satisfy (3.2), (3.3) and every f ∈ Eω(Γ ) the following in-
equalities hold true:
c
(∑
j
∣∣Φj(f )∣∣2
)1/2
 ρ−1/2‖f ‖L2(Γ )  C
(∑
j
∣∣Φj(f )∣∣2
)1/2
. (3.14)
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This double inequality imply that a band-limited function f is uniquely determined by some sets of “samples”
{Φj(f )} and can be reconstructed from such sets in a stable way. Let us be more precise.
For a set of distributions Φ = {Φj } which is defined in (3.1)–(3.3) and an ω > 0 the notation lω2 (Φ) will be used
for a linear subspace of all sequences {uj } in l2 for which there exists a function f in Eω(Γ ) such that{
Φj(f )
}= uj , j ∈ N.
In general lω2 (Φ) = l2.
Definition 3. A linear reconstruction method R from a set of distributions Φ is a linear operator
R : lω2 (Φ) → Eω(Γ )
such that
R :
{
Φj(f )
}→ f.
The reconstruction method is said to be stable, if it is continuous in topologies induced respectively by l2 and
L2(Γ ).
Theorem 4.1. For any given ω > 0, CΦ > 0, cΦ > 0, there exists a positive constant CΓ > 0, such that for every
admissible cover I (ρ) = {Ij } with
0 < ρ  (CΓ ω)−1,
every family of distributions {Φj } of the form (3.1) that satisfy (3.2), (3.3) and every f ∈ Eω(Γ ) the following state-
ments hold true:
(1) every function f from Eω(Γ ), is uniquely determined by the set of samples {Φj(f )};
(2) the reconstruction method R from a such set of samples {Φj(f )}
R :
{
Φj(f )
}→ f
is stable.
Proof. Indeed, if there are two functions f,g from Eω(Γ ) for which
Φj(f ) = Φj(g),
then by the right-hand side of the inequality (3.14)
‖f − g‖L2(Γ )  C4
(∑
j
∣∣Φj(f − g)∣∣2
)1/2
= 0,
that proves the first part of the theorem. The second part is a consequence of the same inequality. 
Next, using an idea of Duffin and Schaeffer [7] we are going to describe a stable method of reconstruction of a
function f ∈ Eω(Γ ) from the samples {Φj(f )} ∈ l2.
Theorem 4.2. For the given CΦ > 0, cΦ > 0, there exists a constant CΓ > 0 such that for any ω > 0, any ρ <
(CΓ ω)
−1
, any admissible cover I (ρ), and any family of distributions Φ = {Φj } of the type (3.1) that satisfy (3.2)
and (3.3) with the given CΦ,cΦ , the following statement holds true: there exists a frame {Θj } in the space Eω(Γ )
such that every ω-band-limited function f ∈ Eω(Γ ) can be reconstructed from a set of samples {Φj(f )} ∈ l2 by the
formula
f =
∑
j
Φj (f )Θj . (4.1)
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f → Φj(f ),
defined on the space Eω(Γ ) we will use the notation Φj . The definition of the functionals Φj and the Bernstein
inequality for functions from the space Eω(Γ ) imply that every such functional is continuous on Eω(Γ ). By the
Riesz theorem there are functions φ(n)j ∈ Eω(Γ ) such, that for every f ∈ Eω(Γ )
Φj (f ) = 〈φj ,f 〉.
The next goal is to show that the so-called frame operator
Ff =
∑
j
〈φj ,f 〉φj , f ∈ Eω(Γ ), (4.2)
is an automorphism of the space Eω(Γ ) onto itself and
‖F‖ C, ∥∥F−1∥∥ c−1,
where c, C are from (3.14). Let us introduce the operator
FJ :E
ω(Γ ) → Eω(Γ ),
which is given by the formula
FJf =
∑
jJ
〈f,φj 〉φj , f ∈ Eω(Γ ).
By the frame inequalities (3.14) and the Holder inequality we have
‖FJ1f − FJ2f ‖2 = sup‖h‖=1
∣∣∣∣∣
∑
J1<jJ2
〈f,φj 〉〈φj ,h〉
∣∣∣∣∣
2
C
∑
J1<jJ2
∣∣〈f,φj 〉∣∣2.
By the same frame inequality the right side goes to zero when J1, J2 go to infinity. Thus the limit
lim
J→∞FJf = Ff, f ∈ E
ω(Γ ),
does exists. Next,
‖Ff ‖2 = sup
‖h‖=1
∣∣∣∣∣
∑
j
〈f,φj 〉〈φj ,h〉
∣∣∣∣∣
2
 sup
‖h‖=1
C2‖f ‖2‖h‖2 = C2‖f ‖2,
which shows that the operator F is continuous.
Now, the frame inequalities (3.14) imply that
cI  F  CI,
where I is the identity operator. Thus, we have
C−1F  I, C−1F−1  cC−1I,
and then
0 I −C−1F  I − cC−1I = (C − c)C−1I.
It implies∥∥I −C−1F∥∥ ∥∥(C − c)C−1I∥∥ (C − c)C−1 < 1.
Thus, it shows that the operator (C−1F)−1 and consequently the operator F−1 are well defined bounded operators
and because
F−1 = C−1(C−1F )−1 = C−1 ∞∑(I −C−1F )m,
m=0
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We obtain
f = F−1Ff = F−1 lim
J→∞
∑
jJ
〈f,φj 〉φj =
∑
j
〈f,φj 〉Θj ,
where
Θj = F−1φj ,
gives a dual frame Θj in the space Eω(Γ ).
The theorem is proved. 
5. A reconstruction method using variational average splines
We assume that Φ = {Φj } is a family of distributions (3.1)–(3.3). Given a sequence of complex numbers u =
{uj } ∈ l2, we consider the following variational problem.
Variational Problem. Find a function w from the space H 2k(Γ ), k ∈ N, which has the following properties:
(1) Φj(w) = uj ,
(2) w minimizes functional
w → ∥∥kw∥∥. (5.1)
It is clear that for a fixed sequence u = {uj } ∈ l2 the minimum of the functional (5.1) is the same as the minimum
of the functional
w →
(∑
j
|uj |2
)1/2
+ ∥∥kw∥∥
and according to our result Theorem 3.5 this last expression is equivalent to the Sobolev norm of w.
We show that this Variational Problem does have a unique solution.
Theorem 5.1. If a family of functionals Φ = Φj , satisfies (3.1)–(3.3) then the Variational Problem does have a unique
solution for any l2 sequence of values u = {uj } and any k ∈ N.
Proof. By Theorem 3.5 the graph norm on the Sobolev space H 2k(Γ ) is equivalent to the norm(∥∥kf ∥∥2
L2(Γ )
+ ρ1/2
∑
j
∣∣Φj(f )∣∣2
)1/2
. (5.2)
Consider the set U02k(Φ) ⊂ H 2k(Γ ), k ∈ N, of all functions from H 2k(Γ ) such that Φj(f ) = 0 for every j and for
the given sequence u = {uj } ∈ l2 introduce a linear manifold
U2k(Φ,u), k ∈ N,
of all functions f from H 2k(Γ ) such that Φj(f ) = uj .
It is clear that on this manifold the minimum of the functional (5.1) is the same as the minimum of the func-
tional (5.2) which is equivalent to the norm. It gives the following solution to the Variational Problem. Take a function
g in U2k(Φ,u) and let the function h be its orthogonal projection on the space U02k(Φ) with respect to the inner
product〈
kf,kg
〉
L2(Γ )
+
∑
j
Φj (f )Φj (g). (5.3)
Then the function w = g − h is the unique solution to the Variational Problem. 
We also proved the following:
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respect to the inner product (5.3) to the subspace U02k(Φ) and Φj(w) = uj .
This result has important consequences. Assume for simplicity that every functional Φj is a Dirac measure at a
point xj ∈ Ij , where intervals Ij form an admissible cover of Γ (see Definition 2). Let us use the notation
Γ0 = Γ \ V,
where V is the set of vertices of Γ . It is clear that the set Γ0 \⋃j {xj } is a union of open disjoint intervals Jj :
Γ0
∖⋃
j
{xj } =
⋃
j
Jj . (5.4)
The following corollary is obvious.
Corollary 5.1. If every functional Φj is a Dirac measure at a point xj ∈ Ij then every solution to the Variational
Problem is a polynomial of degree <4k on every open interval Jj from (5.4).
Another consequence of the theorem is the fact that the set of all solutions of the Variational Problem is linear. In
particular, every solution w of (1)–(2) can be written as a linear combination
w =
∑
j
ujΛ
j
2k, (5.5)
where Λj2k is so-called Lagrangian spline that defined by conditions Φj(Λ
i
2k) = δij .
Our next goal is to prove an Approximation Theorem. For a given function f ∈ H 2k(Γ ) the corresponding inter-
polating spline is
s2k(f ) =
∑
j
Φj (f )Λ
j
2k,
where Λi2k is a Lagrangian spline. The function s2k(f ) interpolates f in the sense that for all j
Φj (f ) = Φj
(
s2k(f )
)
.
By the inequality (3.10) for m = 1 and a large k we have∥∥f − s2k(f )∥∥Cρ∥∥(f − s2k(f ))∥∥.
An application of the last Lemma 3.4 gives∥∥(f − s2k(f ))∥∥ (Cρ)m∥∥m(f − s2k(f ))∥∥,
where f ∈ H 2m(Γ ), k  2m.
If k = m, then the minimization property of splines we obtain∥∥f − s2m(f )∥∥ (Cρ)m∥∥mf ∥∥.
Thus, we proved the following approximation result.
Theorem 5.3. For any f ∈ H 2l (Γ ) the following inequality holds true:∥∥f − s2l (f )∥∥ (Cρ)2l∥∥2l f ∥∥, l ∈ N.
Next, since for f ∈ Eω(Γ ) we have the inequality∥∥2l f ∥∥ ω2l‖f ‖,
it gives∥∥f − s2l (f )∥∥ (Cρω)2l‖f ‖.
Our main result can be formulated in the following form.
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(CΓ ω)
−1
, any admissible cover I (ρ), and any family of distributions Φ = {Φj } of the type (3.1) that satisfy (3.2) and
(3.3) with the given CΦ,cΦ , the following statement holds true:
(1) every function f ∈ Eω(Γ ) is uniquely determined by the set of numbers {Φj(f )};
(2) every such function f can be reconstructed in a stable way as a limit when l → ∞ of the interpolating spline
functions s2l (f )∥∥f − s2l (f )∥∥ γ 2l‖f ‖, l ∈ N,
where γ = CΓ ρω < 1.
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