Abstract-There have been various claims made in the marketing community about the benefits of 1-to-1 marketing versus traditional customer segmentation approaches and how much they can improve understanding of customer behavior. However, few rigorous studies exist that systematically compare these approaches. In this paper, we conducted such a study and compared the predictive performance of aggregate, segmentation, and 1-to-1 marketing approaches across a broad range of experimental settings, such as multiple segmentation levels, multiple real-world marketing data sets, multiple dependent variables, different types of classifiers, different segmentation techniques, and different predictive measures. Our experiments show that both 1-to-1 and segmentation approaches significantly outperform aggregate modeling. Reaffirming anecdotal evidence of the benefits of 1-to-1 marketing, our experiments show that the 1-to-1 approach also dominates the segmentation approach for the frequently transacting customers. However, our experiments also show that segmentation models taken at the best granularity levels dominate 1-to-1 models when modeling customers with little transactional data using effective clustering methods. In addition, the peak performance of segmentation models are reached at the finest granularity levels, skewed towards the 1-to-1 case. This finding adds support for the microsegmentation approach and suggests that 1-to-1 marketing may not always be the best solution.
INTRODUCTION
C USTOMER segmentation, such as customer grouping by the level of family income, education, or any other demographic variable, has been considered as one of the standard techniques used by marketers for a long time [20] . Its popularity comes from the fact that segmented models usually outperform aggregated models of customer behavior [3] , [6] . More recently, there has been much interest in the marketing and data mining communities in learning individual models of customer behavior within the context of 1-to-1 marketing [28] and personalization [2] , [7] , when models of customer behavior are learned from the data pertaining only to a particular customer. Although there have been many claims made about the benefits of 1-to-1 marketing [28] , including that 1-to-1 helps to retain your customers forever [29] , there have been few scientific studies systematically comparing individual and segmented models of customer behavior in the marketing and the personalization literature. We review this related work in Section 2.
It is a nontrivial problem to do these types of comparisons because of the trade-off between the sparsity of data for individual customer models and customer heterogeneity in aggregate models: Individual models may suffer from sparse data resulting in high variance of performance measures of predictive models [14] , while aggregate models suffer from high levels of customer heterogeneity, resulting in high prediction biases [14] . Depending on which effect dominates the other, it is possible that models of individual customers dominate the segmented or aggregated models, and vice versa.
In this paper, we address this issue and provide a systematic empirical study across a broad spectrum of experimental settings in which we compare the performance of individual, aggregate, and segmented models of customer behavior, where customer models are learned from the transactional data pertaining to individual customers, the whole customer base, and customer segments, respectively. Our experiments show that individuallevel models statistically outperform aggregate models of customer behavior, even for sparse data having only a few transactions per customer. Our experiments also show that for the highly transacting customers or poor segmentation techniques, individual-level customer models outperform segmentation models of customer behavior. These two results reaffirm the anecdotal evidence about the advantages of personalization and the 1-to-1 marketing stipulated in the popular press [4] , [28] . However, our experiments also show that segmentation models, taken at the best granularity level(s) and generated under effective clustering methods, dominate individual-level customer models when modeling customers with little transactional data. Moreover, this best granularity level is significantly skewed towards the 1-to-1 case and is usually achieved at the finest segmentation levels. This finding provides additional support for the case of microsegmentation [20] , [24] -when customer segmentation is done at a very "fine-grained" level, such as grouping all the undergraduate computer science majors living in the university dorms. The virtues of microsegmentation have been known to marketers and CRM practitioners [24] , such as Capital One Bank, that practices precision marketing campaigns targeted at ever finer customer segments [31] . In this paper, we support this anecdotal evidence with a systematic study across multiple data sets, methods, and experimental conditions. Finally, we show that some of the popular clustering techniques could lead to poor performance results for the predictive models built on the generated segments and that these performance results are comparable to that of the random clustering. This finding stresses the importance of selecting good segmentation methods for producing better predictive models of customer behavior. Consequently, we examine why these popular clustering methods produce poor segmentation results, and present modifications to these algorithms that improve their performance in the context of our segmentation problem.
PROBLEM FORMULATION
We model customer behavior by building predictive data mining models either at the individual, segment, or aggregate level; each model tries to predict different aspects of customer behavior, such as the total price of purchase or the time of the day of the purchase. These predictive models are learned from the data sets tracking transactional histories of individual customers, such as online or in-store groceries purchasing transactions, over time. This type of crosssectional time series data is termed panelist data within the marketing and economic research community [20] .
More formally, let C be the customer base consisting of N customers, each customer C i is defined by the set of m demographic attributes A ¼ fA 1 ; A 2 ; . . . ; A m g, k i transactions T ransðC i Þ ¼ fT R i1 ; T R i2 ; . . . ; T R iki g performed by customer C i , where transaction T R ij is defined by its schema T ¼ fT 1 ; T 2 ; . . . T p g; and, the set of transaction values ft ij 1 ; t ij 2 ; . . . t ij p g, each value t ij q corresponding to attribute T q of schema T . Moreover, we have h summary statistics S i ¼ fS i1 ; S i2 ; . . . ; S ihi g for customer C i , each S ij , defined as a statistics [25] on some of the attributes in T across the transactions T ransðC i Þ. For example, a customer C i can be defined by attributes A ¼fName; Age; Income; and other demographic attributesg;
by the set of purchasing transactions T ransðC i Þ she made at a Web site, each transaction defined by such transactional attributes T as an item being purchased, when it was purchased, and the price of an item. Finally, summary statistics S i can be computed for all of customer C i 's purchasing sessions and can include such statistics as the average amount of purchase, the average number of items bought, and the average time spent per purchase session. Given this data, we learn predictive models of customer behavior of the form
where X 1 ; X 2 ; . . . ; X p are some of the demographic attributes from A and some of the transactional attributes from T . Functionf is a predictive model learned via different types of machine learning classifiers from the transactional and demographic data described above, as will be explained below. Various models of customer behavior can be built at different levels of analysis as customers can be grouped into different segments based on some of their demographic and behavioral characteristics. Moreover, we can have different levels of analysis depending on how finely we want to partition the customer base into various segments. In this paper, we consider the following three levels of analysis:
. Aggregate level-when the unit of analysis is the whole customer base, and only one predictive model of customer behavior (1) is built for the whole customer base. This model is learned from all the transactional and demographics data of all the customers contained in the data set. . Segmentation level-when "similar" customers are grouped into segments, and the model(s) of customer behavior are built for each segment based on the transactions and the demographic data of that particular grouping of customers. In this case, we still use the model of (1) but learn it from the data pertaining only to the selected segment of customers and do this for each customer segment. We group customers into segments using different clustering methods to be described below. . Individual (or 1-to-1) level-when the unit of analysis is an individual customer, the model of customer behavior is built based only on the purchase transactions of that particular customer. In other words, we build a model of type (1) for each customer C i in the customer base C using the transactional history T ransðC i Þ of that customer. Such customer-specific models capture idiosyncrasies of the purchase behavior of individual customers. As we refine models from the aggregate to the segmented and then to the individual models of customer behavior, as described above, we would create increasingly more "homogeneous" customer groups for which predictive models have a reduced bias and therefore should be more accurate. However, as we consider progressively more refined segments containing fewer customers, we decrease the sample space of individual transactions resulting in an increased variance of the estimation of functionf in (1) . This trade-off between the specificity of the model resulting in reduced bias versus the sparsity of the data resulting in higher variance leads to the following general research problem: determine which level of analysis would provide better prediction of customer behavior, as defined by some measure of predictive performance of models of type (1) . To solve this problem, we can compare predictive models across the three levels of customer partitioning and address the questions of which of the following modeling approaches is better:
1. aggregate versus segmentation modeling, 2. segmentation versus individual modeling, and 3. aggregate versus individual modeling. Question 1 has been extensively studied by marketers who show that segmentation models that account for customer heterogeneity usually outperform aggregated models [3] , [6] . In particular, the traditional segmentation modeling approach used by marketers is a fixed-effects approach that estimates individual customer level parameters without regard to particular probability distributions of heterogeneity [9] , [37] . Marketers have also studied various individual and segmentation mixture models such as the random-effects models which stochastically pool data across customers so that individual customer level parameters can be estimated from a mixed distribution of all customer data [15] . These segmentation approaches allow marketers to differentiate product offerings for different market segments and identify niche segments and target appropriate products for them. While the individual level model can be viewed as a specialized case of the segmented level modeling, where the group of customers in each segment is just an individual customer, past marketing research has not focused on the individual level modeling, where each model is learned from the data pertaining only to this particular customer. This is the case because of the sparseness of individual-level data, the computational expense of evaluating exact posterior distribution of individual effects [3] , and because existing segmentation methods, such as fixed-effects approaches, break for the 1-to-1 case since they only yield aggregate summaries of heterogeneity [3] , hence calling for new analysis methods.
Although comparison questions 2 and 3 have not been extensively studied before, certain prior work is related to these questions, including the work of some of the marketing researchers. In particular, most of the marketing literature compares segmentation and individual modeling approaches in terms of the discrete and continuous mixture distribution methods of modeling customer heterogeneity, where continuous distributions estimate individual parameters of customer models [3] , [34] , [35] . Usually, these individual parameters are estimated using Hierarchical Bayes (HB) and Markov Chain Monte Carlo (MCMC) simulation methods [34] . Moreover, it was shown that these continuous distributions computed using HB and MCMC methods tend to outperform the mixture model approaches [3] , [22] , thus providing some evidence of the advantages of individual customer modeling. However, despite all this progress, [35] points out that "we need more simulation-and more empirical studies-to fully understand the strengths and weaknesses of the several methods for estimating individual-level parameters." Moreover, such empirical studies can be applied not only to the mixture models and the HB method estimating individuallevel parameters but also to a broad range of other statistical and data mining methods of modeling customer behavior, such as decision trees, Naive Bayesian methods and Support Vector Machines [14] , with the purpose of comparing segmented and individual models of customers. Such empirical studies are even more crucial for these data mining models since it is even more difficult to compare segmentation and individual approaches analytically because of the nonlinearity of these models and the complexity of the performance measures. Finally, although the HB approach estimates individual parameters of customer models, it pools transactional data across different customers to estimate these parameters, which is different from the 1-to-1 method that utilizes only the customer data when building an individual model.
The problem of building individual and segmented models of customer behavior is also related to the work on user modeling and customer profiling in data mining. In particular, customer profiles can be built in terms of simple factual information represented as a vector or as a set of attributes. For example, in [27] , a user profile is defined as a vector of weights for a set of certain keywords. Customer profiles can be defined not only as sets of attributes but also as sets of rules defining behavior of the customer [1] , sets of sequences such as sequences of Web browsing activities [14] , [26] , [33] and signatures, used to capture the evolving behavior learned from data streams of transactions [11] . There has also been some work done on modeling personalized customer behavior by building appropriate probabilistic models of customers. For example, [8] builds customer profiles using finite mixture models and [23] uses maximum entropy and Markov mixture models for generating probabilistic models of customer behavior. However, all these approaches focus on the task of building good profiles and models of customers and do not compare the performance of individual versus segmented and versus aggregate models of customer behavior.
Questions 2 and 3 are also related to the work on clustering that partitions the customer base and their transactional histories into homogeneous clusters of customers [38] . In this paper, we use the clustering method for the very same purpose, but we also go beyond this partitioning and compare the performance of aggregated versus segmented and versus individual models of customer behavior. Also, in his keynote address at the KDD 2000 conference, Papadimitriou reviewed mass customization and remarked that, although the field has certain advantages, it may be worse off than segmentation if uncertainty is above a certain threshold. In this paper, we systematically study this general remark made by Papadimitriou. Last, the problem of building local versus global models in data mining and statistics [5] , [12] , [14] is also related to questions 2 and 3. Rather than building one global aggregated model of customer behavior, it is often better to build several local models that would produce better performance results. Furthermore, this method can be carried to the extreme when a local model is built for each customer, resulting in 1-to-1 customer modeling. In this paper, we follow this local approach and compare the performance of aggregate, segmented, and individual models of customer behavior.
In summary, although some of the prior work on personalization and 1-to-1 marketing reviewed in this section is related to questions 2 and 3, little prior work directly addressed these two questions and provided definitive answers to them. In this paper, we address questions 2 and 3 by conducting empirical studies that are described below.
EXPERIMENTAL SETUP
To answer questions 2 and 3 stated in Section 2, we build individual, segment-based, and aggregate predictive models of type (1) across the experimental settings (dimensions) of:
1. types of data sets, 2. types of customers (high versus low-volume), 3. types of predictive models (classifiers), 4. dependent variables, 5. performance measures, and 6. segmentation techniques (clustering algorithms). We explain each of these dimensions below:
Types of Data Sets
In our study, we worked with the following data sets:
. Two popular real-world marketing data sets containing panel data 1 of online browsing and purchasing activities of Web site visitors and panel data on beverage purchasing activities of "brick-and-mortar" stores. The specific characteristics of each data set are provided below:
-
The first data set contains ComScore data from Media Metrix on Internet browsing and buying behaviors of 100,000 users across the United States for a period of six months (available via Wharton Research Data Services at http:// wrds.wharton.upenn.edu/).
The second data set contains Nielsen panelist data on the beverage shopping behavior of 1,566 families for the years 1992 and 1993. The ComScore and Nielsen marketing data sets are very different in terms of the type of purchase transactions (Internet versus physical purchases), variety of product purchases, number of individual families covered, and the variety of demographics. Compared to Nielsen's beverage purchases in local supermarkets, the ComScore data set covers a much wider range of products and demographics and is more representative of today's large marketing data sets. . Two synthetic data sets representing two types of customers defined in item 2 below: high-volume customers (Syn-High) having many transactions and low-volume customers (Syn-Low) having few transactions. Within each data set, customer differences are defined by generating a different customer summary statistic vector S i for each customer i. All subsequent customer purchase data can then be generated from the set of summary statistic vectors S i . The Syn-Low and Syn-High data sets were generated as follows: First, we generated 2,048 unique summary statistics vectors of length 12, f 1 ; 1 ; skew 1 ; 2 ; 2 ; skew 2 ; . . . ; 4 ; 4 ; skew 4 g; representing four sets of three summary statistics measures (mean, standard deviation, and skewness) on four transactional variables,
The mean and skewness parameters were generated from a Gaussian distribution with values ranging from -1 to 1, and the variance parameters were generated from a Gaussian distribution with values ranging from 0 to 1. Each synthetic customer, C i , has one summary statistics vector, S i , which is used to generate customer C i 's purchase data, T ransðC i Þ. The transaction generation process works as follows: For each transaction in T ransðC i Þ, the values of the four element tuple, ftr 1 ; tr 2 ; tr 3 ; tr 4 g, are generated from a Gaussian distribution function with its corresponding mean, standard deviation, and skewness parameters specified in S i . Another set of 2,048 unique demographic vectors of length 11, fA 1 ; A 2 ; . . . ; A 11 g, was generated and appended to each customer's generated transactional tuples. Each customer in the Syn-High data set has 100 purchase transactions and each customer in the Syn-Low data set has 10 purchase transactions. . Two pseudosynthetic data sets representing highvolume customers (PSyn-High) and low-volume customers (PSyn-Low), respectively, where, unlike the previous two sets of synthetic data sets, 2,048 unique customer summary statistics were generated by sampling from ComScore customer summary statistics distributions, which is then used to generate the purchase transactions with four transactional variables. The number of transactions per customer is also determined from ComScore customer transaction distributions. This data set is used to better simulate real-world transactional data sets.
Types of Customers
In order to study the effect of data sparsity, we partitioned our ComScore and Nielsen data sets into high and lowvolume customers, where "volume" is defined by the frequency of transactions performed by a customer. Ideally, we would like to experiment across the entire customer population for both ComScore and Nielsen data sets, but the sheer size of the ComScore data set and our computational requirements across all dimensions of analysis make this task impossible to accomplish. Thus, we sorted all the customers from the ComScore and Nielsen data sets by their transactional volumes and selected the top and bottom 5 percent of the customers from the ComScore data set and the top and bottom 10 percent of the customers from the Nielsen data set for our experiments. In order to perform 10-fold crossvalidations of our various predictive models, we restricted our low-volume customers to have at least 10 transactions. We note that this minimum amount of transactions per customer does reduce the variance of individual level models and may impact our findings when comparing individual level models against aggregate and best segment models for low-volume customers. However, as we argue in Sections 4.2 and 5.2, this restriction does not affect most of our findings. Moreover, few customers in ComScore and Nielsen data sets have fewer than 10 transactions. Therefore, this restriction does not significantly affect our samples of customers. This observation can also be generalized to several other high-frequency applications, such as some of the banking, credit card, and other financial services applications.
In summary, we created nine data sets in total: high and low-volume customers for ComScore; high, low, and allvolume customers for Nielsen; and high and low-volume synthetic and pseudosynthetic data sets. Table 1 shows the key characteristics of the nine data sets used in our studies, including all the independent variables used in each data set. Note that the average transaction frequencies are different among the low-volume customers of different data sets; this will play a role in our results below.
Types of Predictive Models
We use four different types of classifiers for building predictive models: C4.5 decision tree [30] , Naïve Bayes [18] , rule-based RIPPER [10] , and nearest neighbor-based NNge [32] . The four classifiers are chosen because they represent different and popular approaches to predictive model building, and they are fast to generate. We generated a total of 2,170,344 unique predictive models across all dimensions of analysis in this study, and the amount of computational effort to build a classifier is a practical concern. Computational time constraint is also a critical factor behind our decision to not use other high-performance classifiers, such as support vector machines and neural networks. Since our goal in this research is to compare the relative performance of individual, segmentation-based, and aggregate models of customer behavior, it is crucial to do this comparison under the same set of experimental settings. Hence, it is less important to select the best possible classifiers for the study since their performance comparisons are done not with each other, but across individual, segmentation-based, and aggregate models.
Dependent Variables
We selected different dependent variables from the transaction variables when building predictive models in order to avoid variable-specific effects when comparing the discussed approaches across different experimental settings. In particular, as dependent variables in our models we used: 1) eight ComScore transactional attributes: Internet purchase session duration, number of Web page viewed, time of the day, day of the week, category of the Web site, product category, product price, and basket total price; 2) five Nielsen transactional attributes: category of drinks bought, primary shopper's gender, day of the week, quantity of drinks bought, and total price; and 3) four dependent variables for the synthetic and pseudosynthetic data sets that were generated from synthetic customer summary statistic vectors.
The independent variables used in these models include customer demographic (as listed in Table 1 ) and all other transactional variables besides the one selected as the dependent variable.
Performance Measures
We used Weka 3.4, from the University of Waikato [36] , for all predictive modeling tasks. Each classifier generates a model via 10-fold cross validation. The predictive power of the model is then evaluated via three performance measures: percentage of correctly classified instances, root mean squared error, and relative absolute error which are defined as [36] :
where
p i is the predicted value, a i is the actual value, and n is the total number of observations in a customer segment. 
where a is the average value of predicted class.
Segmentation Techniques
We segment the customer base using hierarchical clustering techniques. 2 In particular, we generate progressively smaller groupings of customers via five levels of segment/subsegment hierarchy. With the exception of random clustering, all clustering algorithms try to find similarity among customers from customer summary statistics variables S and demographics variables A. To split jth customers group g lj in subsegment level l, we input into a clustering algorithm the set of summary statistics and demographic information XC lj for all customers C i in group g lj :
where denotes the select operator and ffl the join operator. For example, XC 32 defines a set of customer summary statistics vectors along with their respective demographic vectors for customer group 2 in level 3 of the segment hierarchy. For each customer i in group 2, we would have C i 's summary statistic vector, S i , such as mean, standard deviation, and distribution skewness of purchase price and C i 's demographic vector, A i , such as education level, household income, number of children, etc. To generate the fourth level of subsegments for customers within group 2, we would then use a clustering algorithm to further split data points contained within XC 32 . Random clustering, where the customer base gets segmented into random groups regardless of customer "similarity," is used as the control group. Predictive models of customer behavior based on random clustering of customers are used as a benchmark to measure the effectiveness of a particular clustering technique. A segmentation technique is considered "poorly behaved" if the resultant performance measures are statistically equivalent to or worse than those of random clustering of customers. On the other hand, a segmentation technique is considered "well-behaved" if the resultant performance measures are statistically better than those of random clustering of customers. For each new level l þ 1 in the segment/subsegment relationship in a hierarchical clustering, we created k new customer groups at level l þ 1 from a single customer group g lj at level l of the hierarchy. The branching factor k is used to control the granularity of clusters. If k is set too high, we would approach near individual level clustering, as we create increasingly smaller customer groupings at subsequent subsegment levels. Due to different data set sizes, we used branching factors of k ¼ 3 for ComScore and synthetic data sets, and k ¼ 2 for Nielsen data sets.
We used the following clustering methods to create different segmentations of the customer base (methods 2, 4, and 5 below are supported by Weka and are described in [36] ):
1. Random Clustering (Random)-To create k new groups on subsegment level l þ 1 from a set of customers in group j on subsegment level l, the probability of customer C i belonging to a new group g j out of possible k new groups in subsegment level l þ 1 is 1=k and is the same for all g j s. 2. SimpleKMeans (SMean)-k local minimum cluster centers in the XC instance space are chosen via a random start iterative approximation strategy. Completely different clusters centers can be returned due to the initial random cluster center selections [36] . 3. SMean_Mod-Modified version of SMean in that we rerun the SMean algorithm multiple times with random starting seeds to generate more balanced clusters in terms of customer group sizes. This method is used as a smoothing mechanism in order to avoid highly skewed cluster sizes as described in Section 5.2. 4. FarthestFirst (FFirst) [16] -A greedy k-center algorithm that is guaranteed to produce clustering results within a constant factor of two of the optimum.
Expectation Maximization (EM)-An iterative ap-
proach to approximate the cluster probabilities and distribution parameters that converges to a local maximum. 6. EM_Mod-Similar to SMean_Mod, this is a modified version of EM in that we rerun the EM algorithm multiple times with random starting seeds to generate more balanced clusters in terms of customer group sizes. In summary, we have described six dimensions of our experimental settings in this section: different types of data sets, customers, predictive models, dependent variables, performance measures, and segmentation techniques. In the rest of this paper, we describe how predictive models of customer behavior vary across these six dimensions and report our findings.
COMPARING INDIVIDUAL VERSUS AGGREGATE LEVELS OF CUSTOMER MODELING
In this section, we compare individual versus aggregate levels of customer modeling. More specifically, we compare the predictive accuracy of function (1) estimated from the transactional data T RANSðC i Þ for all the individual customer models and compare its performance with the performance of function (1) estimated from the transactional data for the whole customer base. In particular, we explore the aforementioned trade-off between the heterogeneity of the customer base affecting model bias and the sparsity of data affecting model variance.
Experimental Setup
As a first step, we discretized Nielsen, ComScore, and the two different types of synthetic data in order to build predictive models with the four types of classifiers described in Section 3.3. We discretized the continuous-valued dependent attributes, such as price and Internet browsing durations, based on entropy measures via our implementation of Fayyad's recursive minimal entropy partitioning algorithm [13] , resulting in roughly equal representation in sample data to avoid overly optimistic classification due to highly skewed class priors.
To determine whether individual modeling performs statistically better than aggregate level modeling, we use a variant of the nonparametric Mann-Whitney rank test [25] to test whether the accuracy score of the one aggregate model is statistically different from a random variable with a distribution generated from individual accuracy results of the individual level models. The null hypothesis for each of the performance measures of CCI, RME, and RAE is then: Example. Consider the aggregate NaiveBayes model for predicting the day of the week of a purchasing transaction for the set of 156 Nielsen low-volume families (customers), learned from all their demographic and purchasing data via 10-fold crossvalidation. When doing 10-fold crossvalidation generating model , we use three performance measures for : CCI , RME , and RAE . To compare the performance of the aggregated model against individual level models, we generate 156 separate NaiveBayes models i for each of the 156 lowvolume families predicting the day of the week family C i would do shopping. Let ¼ f 1 ; 2 ; . . . ; 156 g be the set of these models. As explained before, for each model i in , we compute three performance measures CCI i , RME i , and RAE i .
Let CCI , RME , and RAE be three random variables having distributions corresponding to the sets fCCI i g i¼1;...;156 , fRME i g i¼1;...;156 , and fRAE i g i¼1;...;156 , respectively. Then, to test for H 0 (I) for the performance measure CCI, we would compare CCI against CCI and determine whether CCI is statistically different from CCI using a variant of the MannWhitney rank test mentioned earlier.
The above scenario is repeated for all customer type data sets listed in Table 1 , across eight ComScore transactional variables, five Nielsen transactional variables, four generated synthetic and pseudosynthetic transactional variables, respectively, listed in Section 2, four different classifiers, and three different performance measures. Table 2 lists the number of statistical tests that rejects the null hypothesis (I) at 95 percent significance level for all customer type data sets. 3 From Table 2 , we can conclude that:
Results
. None of the statistical tests accepts H 1 þ , which means that the performance measures at the aggregate level is never greater than that of the individual level for all the tests. . The number of significant results drops as we go from the high-volume customer data set to the lowvolume data set: from 42 to 7 for ComScore, 7 to 3 for Nielsen, 26 to 5 for the synthetic data, and 23 to 4 for the pseudosynthetic data. . ComScore data, which has 10 times more families in each customer type data set as compared to Nielsen data, has the highest number of significant results in the high-volume data set and the greatest discrepancies between the high and low-volume data sets; there are also significant discrepancies between the high and low-volume synthetic and pseudosynthetic data. We can conclude from the analysis summarized in Table 2 that for high-volume customers, modeling customer behavior at the individual level yields significantly better results than for the aggregate case. Moreover, we can also conclude that modeling low-volume customers at the individual level will not be worse off than for the aggregate case. However, we note that as the minimum number of customer specific transactions decreases from k ¼ 10 transactions per customer to a significantly smaller number, it is entirely possible for the aggregate model to outperform individual level To get a sense of the magnitude of the dominance that individual level models have over aggregate models, we computed the difference of each performance measure between aggregate models and the medians of each performance measure distribution across the individual level models for a particular combination of data set, dependent variable, classifier, and performance measure. We repeated this process for all the 564 comparisons across the nine data sets, 47 total dependent variables, four classifiers, and three performance measures, and plotted out the histograms of the median differences for the CCI, RME, and RAE measures in Fig. 1 , respectively.
The negative values for the CCI measure and positive values for the RME and RAE measures in Fig. 1 show that individual models significantly outperform the aggregate model across most of the experimental conditions, thus providing additional visual evidence and the quantitative extent of the dominance of individual models over aggregate models that was already statistically demonstrated with the Mann-Whitney tests.
COMPARING INDIVIDUAL VERSUS SEGMENTATION VERSUS AGGREGATE LEVELS OF CUSTOMER MODELING
In this section, we compare individual versus segmentation and aggregate versus segmentation levels of customer modeling. More specifically, we compare the predictive accuracy of (1) estimated from the transactional data T RANSðC i Þ for the segmentation level models with the performance results for individual models obtained in Section 4. As explained in Section 3, we generate progressively finer customer subsegment levels using different hierarchical clustering techniques. In our studies, we generated five levels of subsegments for the six hierarchical clustering methods across different experimental settings, where the number of customer groups in each subsegment level is determined by a branching factor k.
As was also explained in Section 3, the factors that influence the prediction accuracies of different subsegment levels include the quality of segmentation, the levels of refinements, data sparsity (i.e., model variance), and customer heterogeneity (i.e., model bias). We examine these factors now.
Segmenting Customer Base Using Clustering Methods
Once we determined the new groupings of our customers within each of the five subsegment levels, we generate predictive models for each of the groups as described in Section 3.
To compare the clustering algorithms against aggregate and individual level models along each of the three performance measures, we first determine the best performing segmentation level for a clustering algorithm among the five segmentation sublevels described in Section 5. In particular, where these best segment levels are determined from pairwise Mann-Whitney rank test comparisons of corresponding performance measure distributions generated from predictive models of various customer groupings across all five levels for a specific combination of dependent variable, classifier, data set, customer type, and clustering algorithm. Then, for each of the three performance measures, we compare aggregate model to this best segment level determined by (2) , (3), and (4) in the same manner as we compared aggregate versus individual models in Section 4 (by comparing the individual performance measures from the aggregate model against the distribution of performance measures of individual segments). The null hypothesis for comparing the best clustering level for each clustering algorithm against the aggregate model becomes:
Best
The aggregate level performance measure is not different from the set of best segment level performance measures. performance measure is different from that of the best segment level model in the negative direction. Hypotheses II and III do performance comparisons for each clustering algorithm. However, it is also useful to do these comparisons only for the "good" clustering algorithms. One measure of such goodness, adopted in this paper, is whether a clustering algorithm outperforms Random clustering. Therefore, we need to compare performance of our clustering algorithms SMean, FFirst, EM, SMean_Mod, and EM_Mod against Random clustering across various experimental settings. The null hypothesis for comparing best segment level for each clustering algorithm against random clustering is:
Hypothesis IV
. H 0 : The distribution of the performance measure from the best segment level generated under Random clustering is not different from the best segment level generated under the clustering algorithm. . H1þ: The distribution of the performance measure from the best segment level generated under Random clustering is different from the best segment level generated under the clustering algorithm in the positive direction. . H1À: The distribution of the performance measure from the best segment level generated under Random clustering is different from the best segment level generated under the clustering algorithm in the negative direction. Table 3 , we can draw the following conclusions, consistent with prior marketing results [3] , [6] :
Results
. Best Segment Level significantly dominates aggregate level models across all customer types. . There is a small number of instances where the aggregate level models performed better than best segment level models across the Nielsen data sets. We will see below that this occurred because some of the clustering algorithms resulted in relatively poor performance. Similar to Fig. 1 , we plotted in Fig. 2 the performance differences of aggregate models against the median of performance measure distributions of the Best Segment Level models across all three different performance measures. As in the case of Fig. 1 , the median difference for the CCI measure is skewed to the left and for the RME and RAE measures to the right from 0. As in the case of aggregate versus individual models, this skewness in Fig. 2 clearly demonstrates that the Best Segment Level models dominate the aggregate models.
When comparing individual versus best segment approaches, Table 4 lists the number of statistical tests that reject the null hypothesis (III) described in Section 5.1. From Table 4 , we see that individual level models significantly dominate best segment level models across all data sets. This is somewhat surprising since we expected that the effects of data sparsity (i.e., model variance) to dominate the effect of customer heterogeneity (i.e., model bias) for the individual models of low-volume customers. This expectation is based on that there may not be enough transactions per customer to build adequate customer models. However, our results for ComScore, synthetic, and pseudosynthetic data show that the discrepancy in significance counts between the individual level models and best segment models decreases from high to low-volume customers (e.g., 394 and 57 for row 1 versus 235 and 134 for row 2 in Table 4 ). We will see later that this is indeed due to the data sparsity effect (i.e., model variance) among the low-volume customer data sets.
The above result reaffirms one of the main tenets of the 1-to-1 marketing approach-that it pays to treat each customer individually-popularized in various popular press publications, including [28] . However, this is not always true: In some cases, such as when the number of individual transactions is low, as argued in Section 4.2, it pays to build segmented models of customers, as we will show below.
The above analysis was done across different clustering algorithms. As explained earlier, we then study "good" clustering methods that outperform Random clustering by testing Hypothesis (IV) described in Section 5.1. In particular, we compare performance measure distributions for the best segment levels taken from each clustering algorithm, data set, customer type (high versus low), classifier, and predictive variable. Table 5 lists the number of statistical tests that reject the null hypothesis (IV) at 95 percent significance level for various data sets, customer types and clustering algorithms. These tests are made across different classifiers, predictive variables, and performance measures. For example, the first row in Table 5 lists 96 tests, where the number 96 represents the number of statistic comparisons made between EM and Random clusterings' Best Segment Level CCI , Best Segment Level RME , a n d Best Segment Level RAE distributions across four classifiers and eight dependence variables for ComScore high-volume data set. As discussed in Section 5.1, each of the Best_Segment_Level is independently determined for each performance measure, classifier, and dependent variable combination.
We can draw the following conclusions from these tests:
. Random clustering dominates clustering algorithms SMean and EM across most of the experimental settings. . FFirst, SMean_Mod, and EM_Mod performed better than Random clustering for the high-volume customer data sets. . FFirst, SMean_Mod, and EM_Mod clustering algorithm performed the best among all unsupervised distance-based clustering algorithms used in our study. The surprising result that such well-known clustering algorithms as SMean and EM do not outperform Random clustering in our experiments can be explained as follows: As will be discussed in Sections 5.3 and 5.4, the peak performance of all the clustering algorithms is usually achieved at the customer segmentation levels of high granularity (representing microsegments-see Fig. 5 ). Due to the splitting process, Random clustering achieves even grouping of customers at these high levels of granularity, with customer group sizes varying from 2 to 17 customers for Nielsen, Table 5 . Random versus other clustering algorithms (CA) for Hypothesis Test (IV) (numbers in columns H 1 þ and H 1 -indicate the number of statistical tests that reject hypothesis H 0 ) ComScore and the two types of synthetic data sets at the end of the splitting process. This means that at the finest segment level, Random clustering becomes a close approximation of the individual (1-to-1) modeling approach, which explains the good performance of Random clustering. In contrast to Random clustering, SMean and EM fail to generate balanced customer groups at the finest granularity levels because of the random start and unsupervised nature of SMean and EM algorithms. In particular, SMean and EM often find large clusters in the early splitting stages of the hierarchical segmentation process and subsequently fail to split these large clusters when going from one segmentation level to the next. This results in customer groups with wildly different sizes at the finest granularity level of subsegmentation under SMean and EM clustering algorithms. As demonstrated through the cluster size distribution diagrams for ComScore lowvolume customers in Fig. 3 , at the finest segment level, Random clustering achieves the smallest cluster groups while SMean and EM clustering result in highly skewed cluster distributions. Note that these distributions are typical for the four clustering methods.
Because we have found earlier that individual models generally dominate segmentation models, it becomes no surprise that the best segment level under Random clustering generally dominates the best segment levels for the SMean and EM clustering algorithms as the Random clustering method approximates individual models at the finest granularity levels. In contrast to SMean and EM, the FFirst algorithm makes good splits in the early stages of the hierarchical segmentation process and, hence, produces customer groups of more uniformly distributed sizes, as shown in Fig. 3c . We note that SMean_Mod and EM_Mod also performed well against that of Random clustering as both methods use multiple random seeds to generate more balanced customer groupings during every split decision. This results in better performance of FFirst, SMean_Mod, and EM_Mod over that of SMean and EM methods and in generally better results than Random clustering, especially for high-volume customer data sets, as shown in Table 5 .
Because FFirst, SMean_Mod, and EM_Mod algorithms usually outperform the other three clustering algorithms, including Random clustering, we selected these three as the best hierarchical clustering algorithms for comparing individual versus best segmentation methods for null hypothesis (III). Table 6 presents the results of this comparison across all data sets under the FFirst, SMean_ Mod, and EM_Mod clustering schemes only. Here, we note a clear reversal of performances for low-volume ComScore and synthetic customers in comparison to the results presented in Table 4 taken across all four clustering methods. In summary, the results from Table 6 state that, while individual level models dominate the best segment level models for the high-volume customers, the best segment level models clearly outperform individual level for the low-volume customers, which is in line with the earlier discussion on the trade-off between customer heterogeneity and data sparsity when building customer segmentation models.
We would also like to point out that this reversal of performance dominance among low-volume customers, as shown in Table 6 , was not evident with the Nielsen data sets. This is the case because customer types within the Nielsen data sets are not as distinctive as those in ComScore and synthetic data sets: As shown in Table 1 , low-volume customers in the Nielsen data set conducted an average of 32 transactions per customer versus 11 and 10 transactions per low-volume ComScore and synthetic customer, respectively. Thus, the fact that we do not see a similar reversal of relative performance for Nielsen low-volume customers is attributed to the fact that the Nielsen low-volume customer data set is not really that sparse, and, therefore, individual level models would still outperform segmentation level models, as is the case of high-volume customers (see Tables 4 and 6 ). We note that this finding of segmentation level models outperform individual models for low-volume customers is generalizable to data sets where individual customer transactions are much lower than our experimental limit of 10 minimal transactions per customer. Therefore, for truly sparse data sets, where we have a very high level of variance among the individual level models, segmentation models will clearly dominate.
In summary, our results show that, while individual level modeling is appropriate for most customer transaction data sets, there are still situations where customer behavior could be better modeled at the best segment levels-the socalled "microsegments" [20] , using a good segmentation approach. 
Performance Curves
In Sections 4 and 5, we compared performance of aggregate, segmented, and individual models of customers across different experimental conditions and drew several conclusions from these studies. In this section, we will gain additional insights into these comparisons by studying the performance curves plotting performance measures across different segmentation levels, as shown in Fig. 4 . An important question is how would the shapes of the curves change under different experimental conditions, e.g., would the performance grow monotonically when the customer segments are refined, or would the performance curves have a set of alternative shapes in different experimental settings?
We generated many such curves for different types of parameters. For example, Fig. 4 shows the performance curve predicting primary product category, based on the CCI measure, for high-volume ComScore data under SMean clustering. The X-axis denotes the level of segmentation, which runs from the aggregate level near the origin, through the five segmentation levels, to the individual family level on the far right. The Y-axis specifies the CCI (average CCI) measure. The four different curves represent the performance of the four classifiers across all the levels of predictive models.
We plotted such performance curves for all nine types of customer data sets, across six clustering schemes and a total of 47 transactional dependent attributes. From the 1,128 performance curves of CCI, we observed three dominating patterns. For high-volume customers and "well-behaved" clustering algorithms (as defined in Section 3), we see a monotonically increasing curve as represented by Fig. 4a . This is the dominant shape observed across all data sets, as the individual level approach dominates both the aggregated and segmentation approaches in our experimental settings. This occurs primarily for high-volume customer data sets because with sufficient data, we can build models of idiosyncratic customer behavior all the way to the individual level without running into the problem of data sparsity. Fig. 4b shows the second general pattern, that of convex performance curves. This observation is especially true for low-volume customer data sets and "well-behaved" clustering algorithms. This pattern shows that for low-volume customers, we will eventually run into the problem of data sparsity while trying to build progressively finer segmentation models of customer behavior. Our discussion of FFirst, SMean_Mod, and EM_Mod clustering algorithms for lowvolume ComScore and synthetic customers presented in Section 5.2 fits well into this category. Fig. 4c shows the third general pattern, that of concave performance curves. This pattern is observed mainly with "poorly behaved" clustering algorithms. This "concave" pattern occurs because heterogeneous customers are grouped into the same segments by noneffective clustering algorithms.
Significant Comparison Trends
As shown in Section 5.3, in cases of convex curves where segmentation level models dominate, we observe that the maximum performance is usually reached at Level 5 in Fig. 4b for all the four classifiers. We further studied the question at which segmentation level the predictive performance reaches its peak. In particular, we plotted the statistically significant comparison counts listed in Table 6 , where we only examine comparisons done with the "wellbehaved" FFirst, SMean_Mod, and EM_Mod clustering algorithms, across the aggregate, best performing segmentation, and individual levels. The results, presented in Fig. 5a , show that the majority of the peak performance is reached at the finest segmentation level for low-volume customers, whereas the peak performance is reached at the individual level for high-volume customers, which is consistent with the results from Section 5.2. The performance peak at the finest granularity level provides additional support for the case of microsegmentation [20] .
We extend this investigation to comparisons made across all clustering methods, including Random clustering, for all data sets and plotted the statistically significant comparison counts in Fig. 5b . We note that the reverse performance trends of low-volume customers peaking at level 5 and high-volume customers peaking at the individual level is still evident, although the effect is less pronounced than in Fig. 5a . This confirms our hypothesis that, while individual level models dominate for high-volume customers, segmented models outperform individual level models for low-volume customers.
CONCLUSIONS
In this paper, we compared aggregate, segmentation, and individual-level modeling to determine which of these three levels of analysis would provide better predictions of customer behavior. This question translates into the following types of comparisons between the modeling approaches: 1) aggregate versus segmentation, 2) segmentation versus individual, and 3) aggregate versus individual modeling.
Since marketers answered the first question by showing that segmentation models usually outperform the aggregate models, we focused on the remaining two questions. We conducted a comparative study of the three types of customer modeling across multiple dimensions of analysis, such as different types of data sets, customers, predictive models, dependent variables, performance measures, and segmentation techniques and identified the following factors significantly influencing outcomes of customer behavior models: customer heterogeneity, data sparsity, quality of segmentation techniques, and levels of segmentation. We studied how these factors affect the performance of customer models.
Our experiments show that individual-level models statistically outperform aggregate models of customer behavior, even for sparse data having only a few transactions per customer. Our experiments also show that for the high-transaction customers or poor clustering techniques, individual-level customer models statistically outperform segmented models at all the segmentation levels, as demonstrated by the performance curve presented in Fig. 4a . This shows that for the high-volume customers, we can improve performance of our applications by refining customer segments all the way to the individual level without running into the data sparsity problem. These two results reaffirm many informal claims made by the popular press about the benefits of the 1-to-1 marketing approach. However, our experiments also show that for low-volume transaction customers and good clustering techniques, there is an optimal segmentation level that outperforms the individual-level customer models, as demonstrated by the performance curve presented in Fig. 4b . This means that the effect of data sparsity tends to dominate customer heterogeneity, as customer segments become too fine-grained and reach the limit of 1. Moreover, this optimal segmentation level is significantly skewed towards the 1-to-1 case and is usually achieved at the finest segmentation levels, as Figs. 4b, 5a, and 5b demonstrate this. This result, together with previous observations about the advantages of individual modeling makes a strong case for microsegmentation of customer bases. Finally, we showed that some of the popular clustering techniques could lead to poor performance results comparable to the random segmentation method, as demonstrated by the performance curve in Fig. 4c . This result stresses the importance of selecting good segmentation methods for producing better predictive models of customer behavior.
The results stated above can be explained in terms of the bias-variance trade-off. When the customer base is initially split into few coarse segments using effective clustering methods, this initial partitioning reduces customer heterogeneity and, therefore, bias of the resulting predictive models, while each segment has plenty of data for good predictive purposes, thus minimally affecting variance. Once we continue splitting customers into progressively smaller segments, we get diminishing returns in terms of bias reduction, while the variance is increasing because of the lack of data to fit against the model. Once the effect of variance increase dominates the effect of bias decrease, the performance of customer models begins to diminish. For the data considered in our experiments, this effect happens only at the finest levels of customer segmentation or even in the 1-to-1 limit depending on whether these are high or low-volume transaction customers, thus providing a strong support for microsegmentation.
Our results have significant implications for the fields of CRM and personalization for the following reasons: First, they provide insights into how to grow and refine customer segments and when and where to stop in this process. Second, they reaffirm prior anecdotal evidence of the superiority of the 1-to-1 marketing approach advocated in the popular press [4] , but only under certain conditions described in the paper. Third, our results stress the importance of good segmentation methods that effectively partition customer bases into high-performing segments.
As an extension to our research, we plan to explore the formulation of automated segmentation algorithms that operate as a mixture of 1-to-1 and segmentation models. The goal is to reduce the variance by a form of smoothing, from 1-to-1 models towards segmented models. Another direction of future research could also leverage research on Naive-Bayes Trees [19] and recent advances in semisupervised clustering algorithms [21] in developing methodology that automatically selects an appropriate mixture of segmentation and 1-to-1 modeling for any sample customer population.
Finally, our results are based on the empirical studies conducted on several data sets. To be able to generalize our conclusions, it is important to perform a theoretical analysis of the observed phenomena using the bias-variance tradeoff models applicable to customer segmentation problems. We believe that this analysis is quite complicated in the realistic industrial settings where few simplifying assumptions can be made about the nature of these models. Nevertheless, it is important to do this analysis, and we hope that some researchers will be able to pursue this work in the future.
