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The PDE ∇u = uV can be treated as its ODE equivalent u′ = au if the vec-
tor ﬁeld V satisﬁes the integrability condition curl V = 0. In this case there exist
solutions v of the equation ∇v = V and solutions of the original equation have
the form u = cev (c ∈ ). However, in devising meaningful solution concepts, the
equation displays some surprising features related to local and global integrability
of its solutions. In the course of the investigation technical tools like a lifting the-
orem with respect to the exponential map and Poincare´ type theorems are proved
for distributions and functions of Beppo Levi type. © 2001 Academic Press
1. INTRODUCTION
In this note we study some properties of the simple PDE
∇ux = uxV x x ∈ n ∗n
(n > 1) where V  n → n is a given (complex-valued) vector ﬁeld. The
equation is of some interest of its own, as it is a PDE analogue of the ODE
d
dx
ux = uxax x ∈  ∗1
which is familiar to every ﬁrst-year student of mathematics. But the author’s
interest in it comes from a study of a family of nonlinear and singular
Schro¨dinger equations proposed by H.-D. Doebner and G. Goldin [2–4]
as a model for nonlinear quantum mechanics (Doebner–Goldin equations).
The role that Eq. ∗n plays in solving these equations can be illustrated by
looking at the equation
i∂tu+ 12u = iD
(
u+ ∇u
2
u2 u
)
DGE
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(D ∈ ) which is a comparatively simple member of the family. (For
details, see 9 13 14.) On the right hand side of (DGE) the singular
term ∇u2/u2 appears which is not well-deﬁned if the unknown func-
tion u has zeros. However, such zeros can be excluded by looking for
solutions of the form u = ev only; it turns out that solutions of this form
actually exist. Notice that ∇u2/u2 = ∇v2. A second strategy consists in
considering solutions u of the system
i∂tu+ 12u = iDu+ V 2u ∇u = uV DGS
as solutions of the original problem. Here no singularity appears; solutions
u with zeros are not excluded as they are by the ansatz ev; and solutions
to (DGE) constructed by means of this ansatz are obviously solutions to
(DGS).1 Hence the new solution concept is more general than the ﬁrst
one, but the question arises as to whether it is “strictly more general,” i.e.,
whether there are solutions to (DGS) which are not exponentials of certain
functions v. In the case that V is the gradient of some function v the
answer to this question is negative. Indeed, for every non-trivial solution u
of the equation ∇u = u∇v there is a constant c ∈ ∗ such that u = cev,
which can be shown as in the one-dimensional case by differentiating the
function ue−v. So what it comes down to is the question of whether there
are nontrivial solutions of ∗n if V is not the gradient of some function
v. One aim of this paper is to show that the answer to this question is
negative.
Of course, the last statement is meaningless as long as no deﬁnition of
“solution” has been given; such a deﬁnition, in turn, depends heavily on the
regularity of the vector ﬁeld V . The ﬁrst task of this paper will therefore be
to devise a solution concept that is as general w.r.t. the class of admissible
vector ﬁelds as possible. For instance, since ∗1 can be solved uniquely
if the function a is locally integrable, it seems natural to include locally
integrable vector ﬁelds in the general theory as well.2
We now describe brieﬂy the situation when V is continuous and classical
analysis can be applied. This will illustrate two ideas which, after adjusting
them to the “non-classical” situation of this paper, will be used later on.
Theorem 1.1. Let V be continuous and u a non-trivial (classically differ-
entiable) solution of ∗n. Then there exists a unique C1-function v such that
∇v = V and v0 = 0, and u is given by u = u0ev.
1This follows from the obvious fact that the function u = ev is a solution of the equation
∇u = u∇v. Thus a solution u to (DGE) that can be written as u = ev solves (DGS) with
V = ∇v.
2Actually, the condition V ∈ Lnlocn would be equally natural. It will be considered in
connection with the weak solution concept below.
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In the one-dimensional case we have the explicit expression vx =∫ x
0 aydy; in the general case the existence of v is a consequence of the
well-known lifting theorem of classical analysis, cf., e.g., [11, Sect. III.6].3
One ﬁrst shows that u has no zeros. Then the lifting theorem implies that,
for every z ∈ exp−11, there exists a unique continuously differentiable4
function v  n →  such that u = ev and v0 = z. Evidently, every
such “C1-lift” (or “logarithm”) v of u solves the equation ∇v = V . The
proof of the fact that u has no zeros can be reduced to a one-dimensional
problem: The function y   → , t → utx, is a solution of the ODE
y ′t = yt V tx  x  = ytat. Hence yt = u0e
∫ t
0 asds. Since u is
not identically zero, we may w.l.o.g. assume that u0 = 0, which implies
ux = y1 = u0e
∫ 1
0 asds = 0. To sum up, the main ingredients of the
proof are the reduction to the one-dimensional case and the application of
the lifting theorem (existence of logarithms).
Let us mention that another proof can be given if V is differentiable. As
before, one ﬁrst shows that ux = 0 for all x ∈ n. But now, in order to
show that V is the gradient of of some function v, one simply veriﬁes the
integrability condition curl V = ∂jVk − ∂kVjj k=1n = 0
0 = curl∇ujk
∗n= curl uV jk = ∂juVk − ∂kuVj + ucurl V jk
∗n= uVjVk − VkVj + ucurl V jk = ucurl V jk
and applies Poincare´’s lemma.
The paper is organized as follows. Our solution concept for ∗n is based
on the function class ACn, which is introduced in Section 2. In three
respects this class seems to be a natural choice: First, it accommodates
locally integrable vector ﬁelds; second, it generalizes the intuitive concept
of weak solutions (see Deﬁnition 4.1) in the sense that weakly differen-
tiable functions (see Deﬁnition 2.2) belong to ACn (Lemma 2.1) and
weak solutions are in particular AC-solutions; and ﬁnally, by its very deﬁ-
nition, which involves restricting of functions to parallels to the coordinate
axes (see Deﬁnition 2.1), it incorporates the idea of going back two a one-
dimensional situation. In Section 2 the technical properties ofAC-functions
needed later are proved, most importantly a lifting theorem, analogous to
the one of classical analysis (Theorem 2.1). In Section 3 the class  of
admissible vector ﬁelds (which contains the class of locally integrable vec-
tor ﬁelds) is introduced and AC-solutions are deﬁned. The main result of
3Of course, n is simply connected. In fact, in the whole paper n can be replaced by an
arbitrary simply connected subdomain of n.
4Notice that, since the function uV is continuous, the solution u is in fact continuously
differentiable.
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this section (Theorem 3.1) states that the assertions of Theorem 1.1 are
valid for non-trivial AC-solutions u as well if the vector ﬁeld V belongs
to the class  . In Section 4 we discuss the weak solution concept. Simple
examples show that there are in general no non-trivial weak solutions ∗n
if the vector ﬁeld V is only assumed to be locally integrable. However, a
satisfactory existence and uniqueness theory can be established under the
assumption V ∈ Lnlocn, which provides another natural generalization of
the condition a ∈ L1loc of the one-dimensional case. Under this assump-
tion on V we give an independent proof of the analogue of Theorem 1.1
(Theorem 4.1), mimicking the proof for the case of differentiable vector
ﬁelds given above. Since the argument makes use of the Poincare´ lemma,
we need to prove a distributional version of it. This is done in Section 5
(Proposition 5.2) where the equation ∇v = V is studied. For the sake of
completeness, we interpret this equation not only in the framework of dis-
tribution theory but also in the realm of AC-functions (Proposition 5.1).
In the last section we discuss an aspect of Eq. ∗n which is more closely
related to its role in the solution procedure of the Doebner–Goldin equa-
tions, namely the existence of non-trivial solutions under additional inte-
grability conditions. Due to the quantum mechanical background of these
equations, one has to insist that the solutions are square integrable. More-
over, the vector ﬁeld V is constructed by solving a certain nonlinear evo-
lution system. In order to make this evolution system tractable, one wants
the vector ﬁeld V to belong to Lpn for some p ∈  1∞. It turns out
that no non-trivial L2-solutions exist if p ≤ n (Propositions 6.1 and 6.2). To
prove this some harmonic analysis is employed.
2. THE CLASS ACN
Deﬁnition 2.1. Let j ∈ 1     n. The set ACj = ACjn consists of
all functions u˜  n →  that can be restricted to “almost every” parallel to
the jth coordinate axis such that the restriction is an absolutely continuous
(a.c.) function → .5 Here “almost every” is understood in the sense of
the n− 1-dimensional Lebesgue measure. More precisely, u˜ ∈ ACj iff( ∃N̂⊂n−1 nullset ∀x1     xj−1 xj+1     xn ∈ n−1\N̂
t → u˜x1     xj−1 t xj+1     xn absolutely continuous → 
)

We deﬁne
AC = ACn = u  n →   ∀j ∈ 1     n∃u˜j ∈ ACj u
µn= u˜j
5A function f  →  is called absolutely continuous if it is absolutely continuous on every
compact subinterval of .
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where
µn= denotes equality up to nullsets w.r.t. the n-dimensional Lebesgue
measure µn.
Notation. Subsequently the following abbreviation will be conve-
nient. Let j k ∈ 1     n, j < k, and x1     xn ∈ n. Then
components of x1     xn marked with hats are to be left out and
xˆj ∈ n−1, xˆj k ∈ n−2 are deﬁned by xˆj = x1     xˆj     xn and
xˆj k = x1     xˆj     xˆk     xn.
Remark 2.1. (a) It is well known that a function f   →  is abso-
lutely continuous iff it is differentiable almost everywhere in  and its
derivative is locally integrable. Thus, for an ACj-function u˜, the jth partial
derivative ∂ju˜ is deﬁned a.e. in n by
∂ju˜x1     xj−1 t xj+1     xn
= d
ds
t u˜x1     xj−1 s xj+1     xn
for all x1     xˆj     xn ∈ n−1\N̂ and almost every t ∈ . Hence, for
AC-functions u, all partial derivatives ∂ju (j = 1     n) can be deﬁned by
∂ju = ∂ju˜j . (It is obvious that ∂ju is well-deﬁned up to µn-nullsets.)
(b) Evidently the product and chain rules are valid for these partial
derivatives.
Deﬁnition 2.2. A function u is called weakly differentiable if it is locally
integrable and all its partial derivatives in the sense of distributions are
locally integrable as well.
For the class of weakly differentiable functions the following properties
are well known (cf. [8, 5.2]).
Lemma 2.1. (i) Every weakly differentiable function belongs toAC n.
(ii) A function u ∈ ACn, which is locally integrable, is weakly differ-
entiable.
Moreover, the partial derivatives in the sense of distributions and in the sense
of the space ACn coincide almost everywhere.
Remark 2.2. A special version of Fubini’s Theorem. Many of the argu-
ments given below can be dubbed “avoiding malign nullsets.” For those
arguments the following observation is indispensable. Let N ⊂ n be a
nullset and j ∈ 1     n − 1. Then there exists a nullset M ⊂ j such
that
∀x ∈ j\M µn−j
(y ∈ n−j  x y ∈ N) = 0
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Remark 2.3. Restriction to hyperplanes. Since many of the following
proofs involve induction over the space dimension, we convince our-
selves once and for all that AC-functions can safely be restricted to
lower-dimensional subspaces; for our purposes it will in fact be sufﬁcient
to consider subspaces with codimensions one and two. Let u ∈ ACn.
We are going to show that there is a nullset M ⊂ n such that for
every a ∈ n\M , the functions uk  n−1 →  and u#m  n−2 → ,
given by ukxˆk = ux1     ak     xn and u#mxˆ#m = ux1    
a#     am     xn, are well deﬁned (up to µn−1-nullsets and µn−2-nullsets,
respectively) and belong to ACn−1 and ACn−2, respectively. To this
end let u˜j ∈ ACjn (j ∈ 1     n) be a family of functions defining u
and N ⊂ n, N̂ ⊂ n−1 nullsets such that u˜jn\N = un\N and(
t → u˜jx1     xj−1 t xj+1     xn
)
is absolutely continuous
for every j ∈ 1     n and x1     xˆj     xn ∈ n−1\N̂ . For a =
a1     an ∈ n we deﬁne the sets Nak ⊂ n−1, Na# am ⊂ n−2,
N̂ak ⊂ n−2 and N̂a# am ⊂ n−3 by
Nak = xˆk  x1     ak     xn ∈ N
Na# am = xˆ#m  x1     a#     am     xn ∈ N
N̂i ak = xˆi k  x1     xˆi     ak     xn ∈ N̂
N̂j a# am = xˆj #m  x1     xˆj     a#     am     xn ∈ N̂
N̂ak =
⋃
i∈1  n\k
N̂i ak N̂a# am =
⋃
j∈1  n\#m
N̂j ak a#
respectively. Then there exist nullsets Ik ⊂  and I#m ⊂ 2 such that
∀ak ∈ \Ik a# am ∈ 2\I#m µn−1Nak = µn−2Na# am = 0
µn−2N̂ak = µn−3N̂a# am = 0
(by utilizing Remark 2.2 and taking ﬁnite unions of nullsets where neces-
sary). Finally, deﬁne Nk and Nk # ⊂ n by
Nk = x1     xk−1 t xk+1     xn  t ∈ Ik xˆk ∈ n−1
Nk # = x1     xk−1 s xk+1     x#−1 t x#+1     xn 
s t ∈ Ik # xˆk # ∈ n−2
respectively; these sets are obviously nullsets. Now set
M = ⋃
1≤k≤n
Nk ∪
⋃
1≤#<m≤n
N#m
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and let a ∈ n\M , k lm ∈ 1     n, # < m. Notice that all the sets Nak ,
Na# am, N̂ak , N̂a# am are nullsets. Now, for every xˆk ∈ n−1\Nak and
yˆ#m ∈ n−2\Na# am, we have
x1     ak     xn y1     a#     am     yn ∈ n\N
Hence u˜ki xˆk = u˜ix1     ak     xn = ukxˆk and u˜#mj yˆ#m =
u˜jy1     a#     am     yn = u#myˆ#m for all i j ∈ 1     n, i =
k, j = #m. Likewise, given xˆi k ∈ n−2\N̂ak and yˆj #m ∈ n−3\N̂a# am,
we get
x1     xˆi     ak     xn
y1     yˆj     a#     am     yn ∈ n−1\N̂
which implies that the functions t → u˜ki x1     t     xˆk     xn and
t → u˜#mj y1     t     yˆ#     yˆm     yn are absolutely continuous.
Thus uk ∈ ACn−1 and u#m ∈ ACn−2.
In this sense the given AC-function u can be restricted to all the hyper-
planes x1     ak     xn  xˆk ∈ n−1 and     a#     am    
xˆ#m ∈ n−2 provided a avoids the µn-nullset M . Moreover, these
restrictions and differentiation “commute”; i.e., ∂iuk
µn−1= ∂iuk and
∂ju
#m µn−2= ∂ju#m, which is now obvious from the deﬁnition of the
partial derivatives of AC-functions.
Lemma 2.2. Let u ∈ AC be a function with ∇u µn= 0. Then there exists a
constant c ∈  such that u µn= c.
Proof. Induction over the space dimension n. n = 1 is clear.
n− 1 → n. Let u˜n ∈ ACnn and N ⊂ n, N̂ ⊂ n−1 be nullsets such
that un\N = u˜nn\N and y = t → u˜nx1     xn−1 t is absolutely
continuous for every x1     xn−1 ∈ n−1\N̂ . Choose an ∈  such
that u can be restricted (in the sense of Remark 2.3) to the hyperplane
x1     xn−1 an  x1     xn−1 ∈ n−1 (in particular µn−1Nan = 0).
From Remark 2.3 we know that ∇ˆnun µn−1= 0, where ∇ˆn = ∂1    ∂n−1.
Hence, according to the assumption of the induction, there is a constant
c ∈  and a nullset M̂ ⊂ n−1 such that unn−1\M̂ = c. From y ′
µ1= 0 it
follows that
u˜nx1     xn−1 t = u˜nx1     xn−1 an = ux1     xn−1 an
= unx1     xn−1 = c
for all x1     xn−1 ∈ n−1\N̂ ∪ M̂ ∪Nan and t ∈ .
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Proposition 2.1. (Lifting of AC-Functions). Let u ∈ AC and assume
that there are functions u˜j ∈ ACj (j ∈ 1     n) and nullsets N ⊂ n
and N̂ ⊂ n−1 such that un\N = u˜jn\N ,
y = t → u˜jx1     xj−1 t xj+1     xn ac
and ∀t ∈  yt = 0
for every j ∈ 1     n and x1     xˆj     xn ∈ n−1\N̂ . Then there exists
an “AC-lift” of u, i.e., a function v ∈ AC such that u = ev. Moreover, for
any two AC-lifts v1 v2 ∈ AC of u, there exists a unique c ∈ 2πi such that
v1 − v2
µn= c.
Proof. Uniqueness. Let v1 v2 ∈ AC be two AC-lifts of u. Then the chain
rule gives 0 = ∇u−u = ∇ev1 − ev2 = u∇v1− v2, which implies ∇v1−
v2 = 0 and therefore (cf. Lemma 2.2) v1 − v2
µn= c.
Existence. Induction over the space dimension n. The assumption of this
induction reads,
For every u ∈ ACn satisfying the assumption of the
proposition there exist nullsets Mn ⊂ n and M̂n ⊂ n−1
as well as functions v˜1 ∈ AC1n     v˜n ∈ ACnn
such that u˜iGn = ev˜i Gn and v˜iGn\Mn = v˜jGn\Mn
for all i j ∈ 1     n i < j Here Gn denotes the
M̂n-dependent set Gn = x1     xn 
∀j ∈ 1     n xˆj /∈ M̂n
An
In the case n = 1 the well-known lifting theorem of classical analysis (men-
tioned in the Introduction) can be applied directly.
Preliminary Remark Regarding the Proof of the Case n = 2. Here the lift-
ing theorem is used in the following way: (1) The functions u˜j (j = 1 2)
restricted to parallels to the jth coordinate axis deﬁne a.c. curves which can
be lifted uniquely to a.c. curves if the initial values are prescribed. These
lifted curves patched together deﬁne the functions v˜j . (The “correct” initial
data are given by the curves d2 and d1 below.)
(2) To show that the functions v˜1 and v˜2 actually coincide a.e., the
uniqueness part of the lifting theorem is evoked: Let c˜1 c˜2   0 1  → ∗
be continuous curves satisfying c˜10 = c˜20 and c˜11 = c˜21 and d˜1 d˜2 
 0 1  →  continuous lifts. Then d˜10 = d˜20 implies d˜11 = d˜21.
on the equation ∇u = uV 109
Proof of the Case n = 2. We choose M2 and M̂2 to be N
and N̂ , respectively. Let a = a1 a2 ∈ G2\N and z ∈ exp−1ua. Let
d1  →  be the unique absolutely continuous lift of u˜21 = t → u˜1t a2
such that d1a1 = z and d2   →  be the unique a.c. lift of
u˜12 = t → u˜2a1 t s.t. d2a2 = z. Deﬁne v˜1 v˜2  G2 →  by
∀
x2 ∈ \N̂
(
t → v˜1t x2
) = ( unique a.c. lift of t → u˜1t x2s.t. v˜1a1 x2 = d2x2
)
and
∀
x1 ∈ \N̂
(
t → v˜2x1 t
) = ( unique a.c. lift of t → u˜2x1 ts.t. v˜2x1 a2 = d1x1
)

it is easy to see that v˜j ∈ ACj2 (j = 1 2. Therefore the proof of the
assertion
v˜1G2\N = v˜2G2\N (1)
will complete the proof of the case n = 2. We start with some notation:
given two curves cj  αj βj  → 2 (j = 1 2) we deﬁne their “concatena-
tion” c1 ∗ c2   0 1  → 2 by
c1 ∗ c2t =
{
c12β1 − α1t + α1 t ∈  0 12 ]
c22β2 − α2t + 2α2 − β2 t ∈  12  1 .
The curve c1 ∗ c2 is obviously continuous if c1 and c2 are continu-
ous and c1β1 = c2α2. Let x1 x2 ∈ G2\N; for convenience we
assume x1 ≥ a1 and x2 ≥ a2 (otherwise certain curves simply have to
be made to run “backwards”). Consider the continuous curves c˜j d˜j 
 0 1  → , deﬁned by c˜1 = u˜1 a2 a1x1  ∗ u˜2x1  a2x2 , d˜1 =d1 a1x1  ∗ v˜2x1  a2x2 , c˜2 = u˜2a1  a2x2  ∗ u˜1 x2 a1x1 ,
and d˜2 = d2 a2x2  ∗ v˜1 x2 a1x1 . Evidently, d˜1 and d˜2 are continu-
ous lifts of c˜1 and c˜2, respectively, which satisfy d˜10 = z = d˜20. Now
the classical lifting theorem implies, because of c˜10 = ez = c˜20 and
c˜11 = u˜2x1 x2 = u˜1x1 x2 = c˜21,
v˜2x1 x2 = d˜11 = d˜21 = v˜1x1 x2
Hence, (1).
Since the proof of “An−1 ⇒ An” requires no new ideas but rather
some additional notation, it will be omitted here.
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3. SOLVING ∗N WITHIN THE CLASS AC
Deﬁnition 3.1. (i) The set  =  n is deﬁned as the set of all
vector ﬁelds V  n → n such that( ∃
N̂ ⊂ n−1 nullset ∀j ∈ 1     n x1     xˆj     xn ∈ n−1\N̂
t → V x1     xj−1 t xj+1     xn locally integrable
)

(ii) Let V ∈  . Then a function u  n →  is called a solution of
∗n if it belongs to the set AC and fulﬁlls ∗n almost everywhere in n.
(It is obvious that the pointwise deﬁned product of an AC- and a  -
function belongs to  .)
Theorem 3.1. Let V  n → n be a vector ﬁeld which belongs to  and
u  n →  a non-trivial solution of ∗n. Then there exists an (up to additive
constants ∈ 2πi unique) AC-function v such that ∇v = V and u = ev.
Proof. It is obvious that it sufﬁces to show that u possesses an AC-lift v.
To this end we ﬁrst prove that
ux = 0 for almost every x ∈ n (2)
Proof of 2 by Induction over the Space Dimension n. (A) The case
n = 1 was mentioned in the Introduction. (B) n − 1 → n. Deﬁne the
functions ut  n−1 →  and V̂ t  n−1 → n−1 by utxˆ = uxˆ t and
V̂ txˆ = V1xˆ t     Vn−1xˆ t, respectively. From Remark 2.3 it fol-
lows (after changing the notation slightly) that there is a µ1-nullset I0 ⊂ 
such that, for every t ∈ \I0, the function ut is a solution of ∗n−1 with
V replaced by V̂ t ; i.e., ut ∈ ACn−1, V̂ t ∈  n−1, and ∇̂ut µn−1= utV̂ t ,
where ∇̂ = ∂1     ∂n−1. Since utxˆ cannot be zero for almost every
xˆ ∈ n−1 and t ∈  (as this would imply ux = 0 for almost every
x ∈ n), there is a t ∈ \I for every given nullset I ⊂  such that ut is
non-trivial (in the sense of the n − 1-dimensional Lebesgue measure).
Hence, according to the assumption of the induction, utxˆ = 0 for almost
every xˆ ∈ n−1. Thus, there exist in particular t0 ∈ \I0 and N̂0 ⊂ n−1
with µn−1N0 = 0 such that
∀
xˆ ∈ n−1\N̂0 u
t0xˆ = 0 (3)
Choose a function u˜n ∈ ACn and nullsets N ⊂ n, N̂ ⊂ n−1 such
that un\N = u˜nn\N , ∂nu˜nn\N = u˜nV n\N and that, for every
xˆ ∈ n−1\N̂ , the set Ixˆ = t ∈   xˆ t ∈ N ⊂  is a µ1-nullset and the
functions y = t → u˜nxˆ t and a = t → V xˆ t are a.c. and locally
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integrable (l.i.), respectively. Let xˆ ∈ n−1\N̂ . Then the a.c. function y is
differentiable outside a certain µ1-nullset Jxˆ ⊂ . Thus, we have
∀t ∈ \Ixˆ ∪ Jxˆ y ′t = ∂nu˜nxˆ t = u˜nxˆ tVnxˆ t = ytat
From (A) we get that either yt = 0 for all t ∈ , or yt = 0 for all t ∈ .
Hence, thanks to (3), u˜nxˆ t = 0 for all xˆ t ∈ n−1\N̂ ∪ N̂0×. This
completes the proof of (2). The fact that Proposition 2.1 can be applied to
show the existence of an AC-lift v of u follows from the subsequent
Lemma. Let u ∈ AC be a solution of ∗n and u˜j ∈ ACj (j ∈ 1     n)
a family of functions which deﬁnes u. Then there exist nullsets N ⊂ n
and N̂ ⊂ n−1 such the triple u˜jj∈1nN N̂ fulﬁlls the assumption
of Proposition 2.1.
Proof of the Lemma. Nullsets N and N̂ can be found such that u˜jx =
ux = 0 and ∂ju˜jx = u˜jVjx for all x ∈ n\N and(
µ1
(t ∈   x1     xj−1 t xj+1     xn ∈ N) = 0
y = t → u˜j    t    a.c., a = t → Vj    t    l.i.
)
for all xˆj ∈ n−1\N̂ . As in the proof of (2), the a.c. function y solves
the ODE y ′
µ1= a · y; therefore, u˜jx1     t     xn = yt = 0 for every
xˆj ∈ n−1\N̂ and t ∈ .
4. OTHER SOLUTION CONCEPTS
Probably the most natural solution is that of a weak solution.
Deﬁnition 4.1. Let V be a locally integrable vector ﬁeld. A locally inte-
grable function u is called a weak solution of ∗n if
(1) the (pointwise) product uV of u and V is a locally integrable
function
(2) equation ∗n is fulﬁlled in the sense of distributions; i.e.,
∀ϕ ∈ n j ∈ 1     n −
∫
u ∂jϕ−
∫
uVj ϕ = 0
where n denotes the Fre´chet space of all C∞-functions with compact
support.
(Of course the deﬁnition implies that every weak solution is actually weakly
differentiable, thus u ∈ W 11loc n ↪→ Ln/n−1loc n.)
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Lemma 4.1. (i) Every weak solution is a solution in the sense of Deﬁnition
2.1. (ii) A solution u ∈ AC (in the sense of Deﬁnition 2.1) is a weak solution
if uV ∈ L1loc .
The trouble with this solution concept is that the existence of solutions
cannot be guaranteed, i.e., vector ﬁelds V ∈ Lplocn\Lnlocn can be
found such that ∗n has no non-trivial weak solution. More precisely, for
the non-trivial AC-solutions u (which exist as we know from the previous
section) the product uV is in general not locally integrable. However, the
condition V ∈ Lnlocn is sufﬁcient to guarantee the existence of non-trivial
weak solutions.
Lemma 4.2. Let V ∈ LnlocRn and v ∈ L1locn such that ∇v = V . Then
ev V ∈ L1locn.
Proof. From [16, Theorem 2.9.1], we get ev ∈ Ln/n−1loc n, which
implies the assertion by the Ho¨lder inequality.
Theorem 4.1. Let V ∈ Lnlocn and u ∈ L1locn be a non-trivial weak
solution of ∗n. Then there exists a (up to additive constants ∈ 2πi unique)
weakly differentiable function v such that ∇v = V and u = ev .
Proof. We know from (2) that u = 0 almost everywhere. Set E = uu
(almost everywhere in n well-deﬁned), R = ReV , S = ImV . Then it
is easy to see that the functions u and E are weakly differentiable and
satisfy
∇u − uR = 0 and ∇E − iES = 0 (4)
The crucial point is to show that
curl V = 0 (5)
Once this has been done, the assertion follows from the distributional
Poincare´ lemma 5.2.
Proof of (5). Let ϕ ∈ n and     denote the pairing of n
and ′n. Then
−∂jRk  ϕ  =
∫ ∂ku
u ∂jϕ = limε→0
∫ ∂ku + ε
u + ε ∂jϕ
= lim
ε→0
∫
∂k lnu + ε∂jϕ = − lim
ε→0
∫
lnu + ε ∂k∂jϕ
= − lim
ε→0
∫
lnu + ε ∂j∂kϕ = − lim
ε→0
∫ ∂ju + ε
u + ε ∂kϕ
= −∂kRj  ϕ 
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Let Eε = E ∗ ηεε>0 ⊂ C∞n be a regularization of E; i.e.,
Eε
L1loc−→ E and ∇Eε = ∇E ∗ ηε = iES ∗ ηε
L2loc−→ iES ε→ 0
(because ES ∈ L2loc). Then
−i curl Sjk  ϕ  =
∫ (
∂jE
E
∂kϕ− ∂kEE ∂jϕ
)
= − lim
ε→0
∫
1
E
∂jEε∂kϕ− ∂kEε∂jϕ
= lim
ε→0
{ ∫
− 1
E2
∂kE∂jEε − ∂jE∂kEεϕ+ · · ·
· · · +
∫
1
E
∂k∂jEε − ∂j∂kEεϕ
}
= lim
ε→0
∫
− i
E
Sk∂jEε − Sj∂kEεϕ
=
∫
SkSj − SjSkϕ = 0
This proves (5).
Distributional Solutions. In devising other—for instance, distribu-
tional—solution concepts one has to make sure that the product uV is
well deﬁned, which is in general not the case if one of the factors is not
a function. In two cases the product can be deﬁned within the realm of
distributions, namely if one of the factors is a smooth function.
(1) V ∈ C∞. In this case it can be shown along the lines of [7, Sect.
4.4], that every distributional solution u ∈ ′n can be represented by a
smooth function.
(2) One might be inclined to believe that the requirement u ∈ C∞
implies V ∈ C∞. That this is in fact not so can already be seen in the one-
dimensional case. The C∞-function u = 12 x2 is a distributional solution
of ∗1, where v is given by the “proper” (non-regular) distribution p.v. 1x .
It would be interesting to study Eq. ∗n in the realm of generalized func-
tions (Colombeau algebras). A step in this direction can be found in [10].
5. TWO POINCARE´ LEMMAS
In this section we investigate the condition for solving ∗n, namely the
existence of a function v such that ∇v = V . (One may say that this is the
simplest PDE, cf. [5 2.4], and ∗n the “second simplest.”) We reiterate the
remark made in footnote 3 that in all the statements the domain n could
be replaced by an arbitrary simply connected subdomain 3 ⊂ n.
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Proposition 5.1 (AC Poincare´ Lemma). Let V ∈ ACnn be a vec-
tor ﬁeld with curl V = 0 (this condition is to be understood in the sense of the
proof below). Then there is a v ∈ ACn which solves the equation ∇v = V
and any two solutions of this equation differ by a constant. Moreover, v is
locally integrable if V is locally integrable.
Proof. Let V˜j k ∈ ACkn (k ∈ 1     n) be a family of functions
deﬁning Vj ∈ ACn (j ∈ 1     n) and N ⊂ n, N̂ ⊂ n−1 nullsets such
that V˜j kn\N = V˜j #n\N , ∂jV˜k jn\N = ∂kV˜j kn\N and(
µ1
(
t ∈   x1     xk−1 t xk+1     xn ∈ N
)
= 0
t → V˜j kx1     xk−1 t xk+1     xn a.c.
)
for all j k ∈ 1     n, xˆk ∈ n−1\N̂ . Choose an element a ∈ n and a
nullset M ⊂ n such that a1     aj−1 xj+1     xn /∈ N̂ , a1     ak−1
xk     xn /∈ N and µ1
(t  a1     aj−1 t xj+1     xˆk     xn ∈ N̂) =
0, µ1
(t  a1     aj−1 t xj+1     xn ∈ N) = 0 for all x ∈ n\M , j k ∈
1     n, j < k. The existence of an element a (in fact, almost every
a ∈ n is suitable) and a nullset M with this property can be proved by
a repeated application of Remark 2.2. Working out the details requires a
fair amount of diligence and perseverance and is left to the intrepid reader.
Now we are ready to deﬁne v˜k by
v˜kx =
k∑
j=1
∫ xj
aj
V˜j ka1     aj−1 t xj+1     xndt + · · ·
+
n∑
j=k+1
∫ xj
aj
V˜j ja1     aj−1 t xj+1     xndt
It is a matter of simple calculations to show that v˜k and v˜# coincide almost
everywhere and that ∂kv˜k
µn= V˜k 1.
Proposition 5.2 (Distributional Poincare´ Lemma). Let V be a distribu-
tional vector ﬁeld with curl V = 0. Then there is a distribution v ∈ ′n
which solves the equation ∇v = V and any two solutions of this equation
differ by a constant. Moreover, v is a weakly differentiable function if V is a
regular distribution.
It should be mentioned that in [1] a complete theory of differential forms
whose coefﬁcients are distributions, called “currents,” is developed which
could be applied here. However, our objective is to give an elementary
proof of the result.
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Proof. The proof is an adaption of the proof given in [5, Theorem 2.4.1],
for the one-dimensional case. Let ϕj ∈  with
∫
 ϕj = 1 and deﬁne the
operators
νjϕ =
(∫
j
ϕxj xj+1dxj
)
ϕ1x1 · · ·ϕjxj ν0ϕ = ϕ
Ijϕ =
∫ xj
−∞
{
ϕxj−1 t xj+1 −
(∫
 ϕxj−1 τ xj+1dτ
)
ϕjt
}
dt
µjϕ = Ijνj−1ϕ =
∫ xj
−∞
νj−1ϕ− νjϕxj−1 t xj+1dt
where x# = x1     x# and xm = xm     xn denote the ﬁrst # and
last n−m components of x = x1     xn, respectively. The operators ν,
I are obviously continuous n → n and we have
∀j k ∈ 1     n, j < k µk∂jϕ = Ikνk−1∂jϕ = 0
(it is obvious from the deﬁnition of the operator νk−1 that νk−1∂jϕ = 0
for every j ≤ k− 1 )
∀j k ∈ 1     n, j > k µk∂jϕ = Ikνk−1∂jϕ = Ik∂jνk−1ϕ
= ∂jIkνk−1ϕ = ∂jµkϕ
µj∂jϕ = Ijνj−1∂jϕ = Ij∂jνj−1ϕ = νj−1ϕ
∂jµjϕ = νj−1ϕ−
(∫
νj−1ϕxj−1 τ xj+1dτ
)
ϕjxj = νj−1ϕ− νjϕ
Now we deﬁne v ∈ ′n by −v  ϕ  =∑nk=1 Vk µkϕ  and calculate
v  ∂jϕ  =
j−1∑
k=1
Vk µk∂jϕ︸ ︷︷ ︸
∂jµkϕ
 + Vj  µj∂jϕ︸ ︷︷ ︸
=νj−1ϕ
 +
n∑
k=j+1
Vk µk∂jϕ︸ ︷︷ ︸
=0

=
j−1∑
k=1
Vj  ∂kµkϕ︸ ︷︷ ︸
=νk−1ϕ−νkϕ
 + νj−1ϕ = Vj  ν0ϕ 
The second part of the assertion follows from the next lemma.
Lemma 5.1 (Little Regularity Lemma). Let v be a distribution with ∂jv ∈
L1loc for all j ∈ 1     n. Then v ∈ L1loc .
Remark 5.1 If V ∈ Lploc with p > 1 we can use [7, Theorem 4.5.8], and
get v ∈ Lqloc , where 1q = 1p − 1n if p < n, q ∈ p∞ if p = n, and q = ∞
if p > n.
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Proof. Let Vj be the locally integrable function associated with the (reg-
ular) distribution ∂jv; i.e., ∂jv  ϕ  =
∫
Vjϕ. Deﬁne V
#
j = η# ∗ Vj; hence,
curl V # = 0 and V #j
L1loc−→ Vj #→∞
According to the distributional Poincare´ lemma, the distribution v˜#  ϕ  =∑n
k=1 V #k  µkϕ  is a solution of the equation ∇v = V #; obviously the
C∞-function η# ∗ v is another one. Since any two solutions differ by a
constant, v˜# is in fact a C∞-function. Now,∫
v˜#1 − v˜#2ϕ ≤
n∑
k=1
∫
V #1k − V #2k µkϕ −→ 0 #1 #2 →∞
Hence, v˜##∈ is a Cauchy sequence in L1locn; denote its limit by v˜ ∈
L1locn. Again, v and v˜ are distributional solutions of the equation ∇v =
V ; thus, they differ only by a constant, which implies that v coincides with
a locally integrable function.
6. SQUARE INTEGRABLE SOLUTIONS
For reasons explained in the Introduction, we now consider Eq. ∗n
under the additional conditions u ∈ L2n and V ∈ Lpn for some
p ∈  1∞. To avoid special cases we assume n ≥ 3. The spaces Lp∞ =
Lp∞n are the well-known weak Lp-spaces.
Lemma 6.1. The class u ∈ Lp∞  ∃v ∈ Lq∞ u = ev is empty for every
p q ∈  1∞ ×  1∞ (L∞∞ = L∞).
Proof. Assume that there are u ∈ Lp∞ and v ∈ Lq∞ such that u =
ev = er+is. Then6
∀τ > 0 Cτ−p ≥ muτ = µnu > τ ⇒ µnu ≤ τ = ∞ (6)
and
∀τ > 0 ru≤τ = lnuu≤τ ≤ lnτ (7)
If q < ∞, τ = 12 and 0 < t < − ln 12 , this implies mvt ≥ µnrx >
t ≥ µnu ≤ 12 = ∞, which is absurd, as v ∈ Lq∞.
If q = ∞ there is a nullset N ⊂ n and a constant K > 0 such that
rx ≤ K for all x ∈ n\N . Choose τ > 0 such that lnτ ≤ −K. Then
according to (7), rx ≥ − ln τ ≥ K for all x ∈ u ≤ τ, which conﬂicts
with our choice of K, since u ≤ τ is obviously not a nullset (see (6)).
6We write u > τ for x ∈ n  ux > τ; likewise u ≤ τ = .
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Proposition 6.1. Let p ∈  1 n  and V ∈ Lp. Then Eq. ∗n has no
non-trivial solution u ∈ L2.
Proof. Let u ∈ L2 be a solution of ∗n. If u is non-trivial, there exists a
AC-lift v ∈ AC of u which satisﬁes ∇v = V ∈ Lp. This implies, according
[7, Theorem 4.5.9], the existence of a constant c, s.t. v − c ∈ Lq, where
1/q = 1/p − 1/n. Hence, e−cu ∈ u˜ ∈ L2  ∃v˜ ∈ Lq u˜ = ev˜ which is
impossible in view of the previous lemma.
Lemma 6.2. There is a constant σn > 0 such that Eq. ∗n has no non-
trivial solution u ∈ L2 if V ∈ Ln∞ and #V #Ln∞ < σn.
Proof. Let u ∈ L2 and V ∈ Ln∞ functions that satisfy ∗n, Rj (j =
1     n) the Riesz transformations, and I1 the Riesz potential. From a
generalized Ho¨lder inequality (cf. [15]) we get ∇u = uV ∈ Lq2, where
1/q = 1/2 + 1/n. It is well known that f = I1
∑n
j=1Rj∂jf  (cf. [12, S. 125
(17)]). Hence,
u = I1
n∑
j=1
Rj∂ju
∗n= I1
n∑
j=1
RjuVj
Since the Riesz transformations and the Riesz potentials are bounded maps
Lq 2 → Lq 2 and Lq 2 → L2, respectively, we get
#u#L2 ≤ C#uV #Lq 2 ≤ C#u#L2#V #Ln∞ 
Thus #V #Ln∞ < 1/C = σn implies u = 0.
Proposition 6.2. Equation ∗n has no non-trivial solution u ∈ L2 if V
belongs to Ln.
Proof. Let u ∈ L2 be a non-trivial solution and v ∈ AC an AC-lift of u;
hence, ∇v = V ∈ Ln ↪→ Ln∞. From (4) we get that the function u ∈ L2 is
a weak solution of the equation ∇u − uR = 0, where R = ReV  ∈ Ln.
Now, for every ε > 0, we consider the function uε, deﬁned by
uεx =
{ ux ux ≤ ε
ε ux > ε
Thus uε = u − ε− + ε and therefore (cf. [6, Lemma 7.6.])
∇uεx =
{ ∇ux ux ≤ ε
0 ux > ε 
Set Rε = χu≤εR ∈ Ln, where u ≤ ε = x ∈ n  ux ≤ ε. Then∇uε − uεRε = 0. We shall show below that
Rε
Ln−→ 0 ε→ 0 (8)
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Therefore there exists an ε > 0 such that #Rε#Ln < σn, where σn denotes
the constant appearing in the previous lemma. From this lemma and
#Rε#Ln∞ ≤ #Rε#Ln < σn we get uε = 0, which is obviously absurd.
To show (8) set Uε = u ≤ ε. Evidently, Uε1 ⊂ Uε2 for all 0 < ε1 < ε2.
Since u has no zeros outside a certain nullset N ⊂ n, the set ∩ε>0Uε ⊂ N
is a nullset. Therefore, for a.e. x0 ∈ n there exists a ε0 > 0 such that
x0 /∈ Uε0 . Hence,
∀ε ≤ ε0 Rεx0 = χu≤ε x0Rx0 = 0
This shows that the sequence Rεε>0 converges a.e. to zero, as ε → 0.
Now (8) follows from the trivial estimate Rε ≤ R ∈ Ln by Lebesgue’s
theorem.
Remark 6.1. The set u ∈ L2  ∃V ∈ Lp∞ ∇u− uV = 0 can be shown to
be a dense subset of L2 for every p ∈ n∞; cf. [13].
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