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Abstract
A weakly interacting massive particle (WIMP) is a leading candidate of the dark matter.
The WIMP dark matter abundance is determined by the freeze-out mechanism. Once we
know the property of the WIMP particle such as the mass and interaction, we can predict
the dark matter abundance. There are, however, several uncertainties in the estimation of the
WIMP dark matter abundance. In this work, we focus on the effect from Standard Model
thermodynamics. We revisit the estimation of the WIMP dark matter abundance and its
uncertainty due to the equation of state (EOS) in the Standard Model. We adopt the up-to-
date estimate of the EOS of the Standard Model in the early Universe and find nearly 10%
difference in the 1-1000 GeV dark matter abundance, compared to the conventional estimate
of the EOS.
∗Current affiliation.
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1 Introduction
The thermodynamics in the Standard Model (SM) plays a crucial role in the evolution of the Uni-
verse. Any cosmological objects generated in the early Universe, such as baryon, dark matter (DM),
radiation, and gravitational wave, are either directly or indirectly affected by the the SM thermo-
dynamics and evolved to the present time. Now, the cosmological parameters are very precisely
measured [1]. When we test a theory with the observed cosmological parameters, we need to care
about the SM thermodynamics to get precise theory prediction.
In this paper, we revisit the impact of the SM thermodynamics on the abundance of a weakly
interacting massive particle (WIMP) DM. The WIMP with a mass between O(1) MeV [2–9] –
O(100) TeV [10–17] is the most promising candidate of the DM and its cosmic abundance is de-
termined by the freeze-out mechanism [18, 19]. Many popular extensions of the Standard Model
predict such a WIMP candidate.
In the freeze-out mechanism, the DM abundance is mainly determined by the DM annihilation
cross section in the early Universe. An important feature of the freeze-out mechanism is that the DM
abundance can be estimated with the low-energy feature of the WIMP and independent of the initial
condition of the Universe. Therefore if we can measure the particle property of the WIMP, such as
the mass and interaction strength, we can reconstruct the WIMP DM abundance. The collider and
(in)direct DM detection experiments can measure these properties and a successful reconstruction
of the DM abundance is a crucial test of the WIMP paradigm.
For instance, in the case of electroweakly interacting fermion DMs [20–23], such as a Higgsino
and wino, the WIMP relic density depends only on the DM mass, and future lepton colliders can
measure the DM mass with accuracy of O(1)% [24–26]. This fact might imply that one can predict
the DM abundance with O(1)% accuracy, in principle. For other DM candidates, there are studies
for determination of the DM property at colliders [27–31].
However, even if the low-energy DM parameters are well measured, there still remain several
theoretical uncertainties in the DM abundance estimation. An important uncertainty is the DM an-
nihilation rate in the early Universe. In particular, the DM with long range forces, non-perturbative
effects, such as Sommerfeld enhancement [32, 33] and bound state formation [34–36] have significant
impacts on the DM annihilation and introduce sizable theoretical uncertainties. An improvement of
these calculations is necessary for more precise estimation of the DM abundance, and these effects
are intensively studied [37–41].
Another uncertainty comes from the SM thermodynamics. The equation of state (EOS) of the
SM plasma plays an important role in the expansion of the Universe and affects the DM abundance
estimation. In the SM sector, there are several non-trivial ingredients such as the QCD crossover
and electoweak crossover, which lead to relatively large uncertainty in the EOS estimation.
In this paper, we revisit the estimation of the WIMP relic abundance in light of the thermo-
dynamics in the SM. Recently, we studied the thermodynamics of the SM in the context of the
1
gravitational wave spectrum computation, by adopting the results of up-to-date lattice and per-
turbative calculations [42]. We apply this estimate to the DM freeze-out scenario and discuss the
uncertainty of the DM abundance estimation originated from the SM thermodynamics.
2 Effective Degrees of Freedom in the Standard Model
In cosmology, we often use the effective relativistic degrees of freedom to estimate the abundance of
various relics. These quantities are defined as follows:
gρ(T ) ≡ ρ(T )[pi2T 4
30
] , gs(T ) ≡ s(T )[2pi2T 3
45
] , (1)
where ρ(T ) and s(T ) are the energy density and entropy density of the SM plasma at temperature
T . Using thermodynamic equations,
ρ(T ) = T
dp
dT
(T )− p(T ), s(T ) = ρ(T ) + p(T )
T
, (2)
we can rewrite Eq. (1) in terms of the pressure p(T ) and its derivative with respect to T :
gρ(T ) =
30
pi2
[
∆(T ) +
3p(T )
T 4
]
, gs(T ) =
45
2pi2
[
∆(T ) +
4p(T )
T 4
]
, (3)
where
∆(T ) ≡ ρ(T )− 3p(T )
T 4
= T
d
dT
{
p(T )
T 4
}
(4)
is called the trace anomaly. This quantity can be related to the EOS of the SM plasma,
w(T ) ≡ p(T )
ρ(T )
=
1
3
− ∆(T )[
pi2gρ(T )
10
] . (5)
Note that the EOS parameter becomes exactly w = 1/3 if ∆(T ) = 0. On the other hand, if ∆(T )
becomes nonzero we expect that the value of the EOS parameter deviates from 1/3 and that there
are some changes in gρ(T ) and gs(T ). Such a deviation is caused not only by the change in the
relativistic degrees of freedom but also by the effect of particle interactions.
In order to estimate the effective degrees of freedom precisely, it is important to analyze the
thermodynamic quantities including the effect of interactions of elementary particles. Recently,
there have been a lot of developments in the calculation of thermodynamic quantities in the SM
including the analysis of the neutrino decoupling, QCD crossover, and electroweak crossover. Such
results were collected and combined to estimate the effective degrees of freedom in the SM and their
uncertainty at arbitrary temperatures in Ref. [42]. In the following, we briefly review these previous
findings.
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At temperatures below a few MeV, the effective degrees of freedom can be evaluated quite
accurately thanks to the detailed calculations of the neutrino decoupling in Refs. [43–45]. The only
concern is the effect of muons, which were neglected in those references. In Ref. [42], we found that
the asymptotic value of gs at low temperatures is affected by at most 0.1% when muons are included.
Regarding this fact, we assign the uncertainty of 0.1% to gρ(T ) and gs(T ) at temperatures below
10 MeV.
In Ref. [42], it was also pointed out that the value of gs after the neutrino decoupling becomes
gs,0 ' 3.931± 0.004, (6)
which is slightly larger than the canonical value, gs,0 = 3.91 [e.g. Ref. [46]]. This modification
is due to the fact that we take account of the residual interaction of neutrinos with electrons and
positrons in the cosmic plasma, and that we include leading order quantum electrodynamics (QED)
corrections on the thermodynamic quantities of the electromagnetic plasma. Note that the value of
gs,0 affects the estimate of the DM abundance [see Eq. (10)]. Therefore, there can be about 0.5 %
change of the DM abundance according to the precise estimate of gs,0.
At temperatures across T ∼ O(100) MeV, we must take account of the effect of the QCD
crossover. The contribution of strongly interacting particles to thermodynamic quantities across
the QCD crossover can be evaluated by considering three regimes: the hadronic regime (T .
O(100) MeV), non-perturbative QCD regime (T & O(100) MeV), and perturbative QCD regime
(T  O(100) MeV). In the low temperature hadronic regime, the system might be approximated
by free hadrons and resonances (hadron resonance gas model), which can be compared with the
results of lattice QCD simulations at the non-perturbative regime [47]. The state-of-the-art results
of 2 + 1 + 1 flavor lattice QCD were presented in Ref. [48], which are consistent with the estimate
based on the hadron resonance gas model at T . 100 MeV within the range of uncertainty. The
uncertainty of the lattice data at T ∼ 100 MeV amounts to . 13% errors in gρ(T ) and gs(T ) at that
temperature [42].
At sufficiently high temperatures, we can use the perturbative method to estimate the thermody-
namic quantities for QCD. In the literature, the pressure for QCD was calculated up to O(g6) of weak
coupling expansion [49], but the perturbative results show a poor convergence at T . O(10) GeV.
Hence it is necessary to perform an interpolation between the lattice QCD results at low tempera-
tures and perturbative results at high temperatures. It turned out that the final result is sensitive
to the interpolation procedure, and this amounts to at most 9% uncertainty in gρ(T ) and gs(T ) at
T = O(1–10) GeV [42].
In addition to the contribution from QCD, we also have to take account of the effect of the
electroweak crossover. Again this can be addressed by considering three different steps. First, at
temperatures lower than the critical temperature of the electroweak crossover, the thermodynamic
quantities can be evaluated by using the one-loop [50] or two-loop [51–54] Coleman-Weinberg poten-
tial. Second, at sufficiently high temperatures, we rely on the perturbative results evaluated up to
3
O(g5) [55, 56]. Finally, at the intermediate temperatures including the critical temperature of the
electroweak crossover, we can use the results of lattice simulations [57]. In Ref. [42], we observed
that the uncertainty induced by the interpolation of these results is less significant compared to that
arising from the QCD sector.
The full results of the effective degrees of freedom gρ(T ) and gs(T ) and their uncertainty at
arbitrary temperatures became available as tabulated data [42], which we use in the next section to
calculate the relic DM abundance. Here we emphasize that the errors in gρ(T ) and gs(T ) shown in
those data are not statistical, but rather correspond to a typical range obtained by various possible
computational methods or interpolation procedures. As the dominant source of these uncertainties
is the estimation of the thermodynamic quantities in QCD at T = O(1–10) GeV, the resolution of
them would require some further non-perturbative analysis at high temperatures.
In Fig. 1, we show the result of gs(T ) obtained in Ref. [42] and g
1/2
∗ (T ), which is often used for
the WIMP relic abundance estimation and defined as
g1/2∗ (T ) ≡
gs(T )
g
1/2
ρ (T )
(
1 +
T
3gs(T )
dgs(T )
dT
)
, (7)
and compare them to previous results. The data of the effective degrees of freedom used in
micrOMEGAs [58] by default are based on Refs. [19, 59], where the contribution of strongly inter-
acting particles is included by considering the gas of free hadrons at low temperatures and that
of free quarks and gluons at high temperatures, and by interpolating them at T = 150 MeV via a
smooth function. This interpolation function was introduced just to make the transition smooth
and not based on dynamical considerations. Hindmarsh and Philipsen (2005) [60] introduced the
lattice results from Ref. [61] to describe the effective degrees of freedom around the QCD transition.
In Fig. 1, we plot the “EOS B” model in their paper. In this model there is an artificial sharp switch
from the hadronic gas to the lattice data at T = 154 MeV, which leads to a sharp peak in the plot of
g
1/2
∗ . Drees et al. (2015) [62] used the results of 2 + 1 flavor lattice QCD from Ref. [63]. While the
estimation of the QCD contribution was improved in their approach, Higgs and electroweak gauge
bosons were treated as free massive particles without including the effect of their interactions. The
corrections due to electroweak and Yukawa interactions in the SM were introduced by Laine and
Meyer (2015) [56], but their result is based on the lattice data [64] which do not include dynamical
quarks. Borsanyi et al. (2016) [48] introduced the state-of-the-art results of 2 + 1 + 1 flavor lattice
QCD and also included the electroweak corrections obtained in Ref. [56]. Note that, depending on
the treatment of the lattice data and perturbative calculation, the estimated effective degrees of
freedom can vary by about 10% as seen in Fig. 1.
Our previous result [42] is basically consistent with Borsanyi et al. (2016) as we used the same
lattice data and took a similar approach to describe the electroweak corrections, but we assigned
a more conservative estimate for the uncertainty of the effective degrees of freedom as described in
this section and shown as the red shaded region in Fig. 1.
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Figure 1: Temperature dependence of the effective degrees of freedom for the entropy density gs
(left panel) and g
1/2
∗ defined in Eq. (7) (right panel). The red shaded region in the left panel shows
the uncertainty from the thermodynamics of the Standard Model obtained in Ref. [42]. Results of
several previous papers are also shown. In the right panel, the temperature derivative for the data
from Ref. [42] is computed by using their median.
3 Dark Matter Abundance
In this section, we discuss the impact of the EOS reviewed in the previous section on the WIMP
relic density. The evolution of the DM number density nDM is given by the following Boltzmann
equation:
dnDM
dt
+ 3HnDM = −〈σv〉(n2DM − n2DM,eq), (8)
where H is the Hubble parameter, 〈σv〉 thermal average of the annihilation cross section times
relative velocity between the two annihilating DM, nDM,eq is the DM number density in thermal
equilibrium.1 Equivalently, it is often convenient to use the following form of the Boltzmann equation
in terms of the DM yield YDM ≡ nDM/s and mass to temperature ratio x ≡ mDM/T :
dYDM
dx
= −
(
45
8pi2
)−1/2
g
1/2
∗ mDMMP
x2
〈σv〉(Y 2DM − Y 2DM,eq), (9)
where MP = 2.4353× 1018 GeV is the reduced Planck mass and g1/2∗ is given in Eq. (7).
The DM abundance is approximately given by:
ΩDMh
2 ∼ s0h
2
ρc
(
45
8pi2gρ(TFO)
)1/2
mDM
TFOMP〈σv〉 , (10)
1If mDM . 10 MeV, the DM annihilation after the neutrino decoupling modifies the temperatures of the neutrinos
and photons. This leads to the shift of the effective neutrino number ∆Neff and affects the DM abundance estimation
[5–7, 9]. In this work, we neglect this effect for simplicity.
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where h is the renormalized Hubble parameter, H0 = 100h km sec
−1Mpc−1, s0 is the entropy density
after the neutrino decoupling, ρc is the critical density at the present time, and TFO is the freeze-out
temperature and approximately given as [46]
mDM
TFO
∼ log(0.2MPgDMg−1/2ρ mDM〈σv〉) ∼ 10− 30. (11)
Here gDM is the internal degrees of freedom of the WIMP particle. From the rough estimate of the
abundance (10), we see that the DM abundance is approximately proportional to (gρ(mDM/20))
−1/2.
s- and p-wave annihilating DM
The annihilation cross section 〈σv〉 depends on the details of DM models. Here let us discuss
simplified DM annihilation cases. In the following, we assume the DM is always in kinetic equilibrium
with the SM or photon, for simplicity. In the non-relativistic limit v  1, the cross section may be
expanded as
σv ' as + bpv2 + · · · . (12)
By taking the thermal average of the annihilation rate, we have
〈σv〉 ' as + bp 6T
mDM
+ · · · . (13)
To see the impact of the EOS, we consider s-wave (as > 0 and others zero) and p-wave (bp > 0
and others zero) annihilating WIMP. We solve the Boltzmann equation (8) with s- and p-wave
annihilation cross section up to the cosmic microwave background (CMB) era T = 1 eV and obtain
ΩDMh
2. Here we assume the DM is a Majorana fermion, gDM = 2.
In Figs. 2 and 3, we show the predicted cross section to realize the current observation ΩDMh
2 =
0.120±0.001 [1] for s- and p-wave annihilating Majorana fermion DM, respectively. The red shaded
region shows the uncertainty from the thermodynamics of the SM, and the blue shows uncertainty
of the DM abundance measurement. We also show the predicted cross section based on other EOS
estimates. In the bottom panel, we show the relative difference between the present EOS and other
EOS estimates.
For the s-wave annihilating DM case, we also show the result by Steigman et al. [65] for a
comparison. Our estimate is about 10% smaller than that of Ref. [65]. The most important difference
comes from the DM abundance measured by the observation of CMB. In our analysis, we adopt the
latest Planck result ΩDMh
2 = 0.120 [1], while Ref. [65] adopted ΩDMh
2 = 0.11 based on WMAP-
7 [66]. Another important difference is the treatment of the EOS. Reference [65] approximated
gs = gρ and used the estimate of gρ by Laine and Schro¨der (2006) [50], which leads to about 10%
difference between our result and that of Ref. [65]. In Ref. [65], the integration of the Boltzmann
equation (9) ends at x = 1000, whereas we integrate up to T = 1 eV. This also affects the result by
6
a few percent. Moreover, the difference in gs,0 modifies the result with sub-percent level. When we
adopt the setup of Ref. [65], our numerical estimate agrees with the result of Ref. [65].
In Figs. 2 and 3, we consider a Majorana fermion DM. We can straightforwardly apply this
analysis to other types of DM, such as a real scalar DM (gDM = 1) and Dirac fermion DM (gDM = 4).
For the larger gDM, we need slightly larger 〈σv〉 to reproduce the correct DM abundance. The data
are available at https://member.ipmu.jp/satoshi.shirai/DM2020/.
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Figure 2: The annihilation cross section times velocity to realize ΩDMh
2 = 0.120 ± 0.001 [1] for
s-wave annihilating Majorana fermion DM. The red shaded region shows the uncertainty from the
thermodynamics of the SM, and the blue shows uncertainty of the DM abundance measurement.
4 Conclusion and discussion
In this paper, we have estimated the WIMP DM abundance based on the latest result of the SM
thermodynamics. We have found that the present result can differ from the conventional estimates
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Figure 3: Same as Fig. 2 but for p-wave annihilating Majorana fermion DM The definition of bp is
given in Eq. (12).
by about 5-10% for mDM > 1 GeV. We have also observed that the systematic uncertainty of the
DM abundance coming from the estimation of the EOS in the SM is a few percent.
The largest uncertainty comes from the QCD sector. For the temperature around O(0.1 − 1)
GeV, the error of the EOS comes from the lattice QCD. For the temperature greater than O(1)
GeV, the lattice data is no longer available and we have to use the perturbative results. However,
the perturbative expansion is poorly convergent and we need to match the perturbative estimates
to the lattice result at the low temperature. Taking account of the uncertainty from the lattice
data and that from the matching procedure, we expect that the EOS error is ∆gρ/gρ ' 10% for
T = 0.1 − 100 GeV. Therefore the uncertainty of the DM abundance for mDM = 1 − 1000 GeV is
around 5%, as the DM abundance is approximately proportional to gρ(TFO)
−1/2.
Improving this uncertainty is important for the establishment of the WIMP paradigm based on
the (in)direct detection and collider experiments. In particular, future colliders can measure the DM
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property very well [24–31], which enables us to compute 〈σv〉 precisely, predict the DM abundance
and compare it with the observed abundance. The consistent reconstruction of the DM abundance
is the most striking test of the WIMP model. For this procedure, the proper treatment of the EOS
and its uncertainty are important, as the EOS uncertainty may modify the abundance estimation
by 5%-10% as discussed in this work, and this uncertainty is significantly larger than the expected
accuracy of 〈σv〉 estimation at future colliders.
We distribute the data of the WIMP cross section and EOS obtained in this paper at https:
//member.ipmu.jp/satoshi.shirai/DM2020/. One can use the present EOS data in micrOMEGAs
v5 [58], by putting loadHeffGeff("eos2020.dat"); in the main source code. Note that micrOMEGAs
v5 seems to adopt gs,0 = 3.906 when converting YDM to ΩDMh
2, while in our estimation we have
used gs,0 = 3.931. Therefore, multiplying the factor 3.931/3.906 ' 1.006 by the micrOMEGAs v5
output with eos2020.dat reproduces our result quite accurately. In the online distribution, we also
provide the data of 〈σv〉 estimated for the cases of the non-fermion WIMP DM.
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