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raised with  regards  to optical networks architectures at  the beginning of  the Thesis, 
were right and in line with the ICT sector evolution. The Thesis research challenge was 
based  on  how  to  define  new  architectures  which  could  virtualize  the  optical 
infrastructure  in  order  to  provide  coordinated,  on‐demand  and  dynamic  services 
between the application and the network  infrastructure  layers, and so, create service 
oriented networks as enablers for the new generation of cloud network infrastructures 



























change  the  business  game.  Google  Inc.  is  opening  up  their  infrastructures  to  third 
parties.  This  could  be  considered  the  latest  trend  on  networking  and  IT/Cloud 
technologies  research  so, empowering  the user and  third parties on developing and 
deploying  new  services  that  facilitate  the  deployment  of  customized,  dynamic  and 














provide  flexibility  by  means  of  dynamic  configuration/provisioning  and  automatic 
recovery services for optical network infrastructures. These technologies provided new 
control  planes  to  interact  with  the  IP  layer,  and  so  provide  traffic  engineering 













Moreover,  the  telecom  sector  and  the  IT  sector  were  also  totally  decoupled. 
Decoupled in terms of service provisioning, operation and management procedures and 





This  simple  fact  shows us  the  fast evolution  lived within  this period. By  the  time of 
starting  the  research activities  there were no open  source  frameworks which would 
allow  the development of such a capabilities. However, part of  the work behind  the 
thesis  was  already  on  that  direction.  Basically,  the  services,  architectures  and 
technologies that we use today were not available nor thought ten years ago. During the 
last ten years there has been a vast change in terms of technology, user behavior and 





but  also  the  people  barriers.  Barriers  among  those  dealing  with  different  topics, 









technology  evolution  and  its  usage have been  so  fast  that none  could  foresee how 
important Internet would be for daily lives of people, for the business development and 
for  the  industry  itself, and so, how critic would be  the evolution of  the  internet and 










As  already  exposed,  this  Thesis  aimed  at  defining  a  new  architecture  for  the 
management  and provisioning of  virtual optical  infrastructures,  and  its  convergence 
with IT infrastructures. Thus, the state of the art presented along chapter three reviews 
the evolution of optical networks and  the  surrounding  technologies by  the  time  the 
















the  door  to  new  research  topics  and  ideas.  This  research work  contributed  to  the 




technology and  later  the Cloud)  to become an active actor  for  the provisioning and 
management of new optical virtual infrastructure. Somehow, the research done brought 
back the key principle of  internet, which based  its growth on empowering  its borders 
(the users). 
Summing  up,  the  work  done  during  the  research  period  was  focused  on  the 
provisioning of  virtual  infrastructures  from  the architectural point of  view of optical 
networks and IT infrastructures, together with the design and definition of novel service 
layers.  It  means,  architectures  that  enabled  the  creation  of  virtual  infrastructures 
composed of optical networks and  IT resources,  isolated and provisioned on‐demand 
and  in  advance.  With  infrastructure  re‐planning  functionalities,  and  a  new  set  of 
interfaces to open up those services to applications or third parties. 
Nevertheless, the research achievements presented have also been successful due 
to  the effort of many  researchers and engineers working on  the projects where  this 
research took part. Their contribution, and work on the implementation and validations 
of the results, was key for achieving great impact along the optical networks evolution. 
2. Doctoral thesis roadmap 
The PhD project  research Roadmap’s evolution  (Figure 2) aims at presenting  the 
technology  evolution  that  took place  along  the  research  activities developed  in  this 















on  the  evolution  of  management  architectures,  which  moved  from  being  purely 
managed in a centralized way to a distributed one. Although some of nowadays trends 
are centralizing again  the control decisions  (i.e. openflow or some SDN approaches), 
they  can  also  be  deployed  in  distributed  architectures  under  different  types  of 
approaches. 
The research roadmap evolution picture (figure 2) is divided into two phases. These 
phases  represent different  time periods. Phase  I  represents  the  technology available 
when the Thesis started. The Thesis research started when network virtualisation was 





Thesis. At  that  time, GMPLS/ASON architectures,  together with  the advances of new 
optical technology (WSS, colourless ROADMS...), were emerging as key technologies to 










provide  virtualisation  to  optical  networks  with  new  interfaces  for  dynamic  service 
provisioning. Research started with the study of Customer Empowered Networks (CEN) 
and  so,  the  development  of  new  architectures  and  services  for  optical  network 





business model either.  It evolved  into  Infrastructure as a Service  (IaaS) down  to  the 
optical  infrastructure.  Actually, UCLP was  one  of  the  first,  if  not  the  first  approach 
offering  IaaS  to  optical  network  infrastructures.  Later  on  it  evolved  into  novel  and 
 18 
 
emerging  SON  architectures  and  the  integration with GMPLS  and/or UCLP  together 
providing  new  capabilities  to  deliver  services  over  virtualized  optical  network 
infrastructures. During this second phase the research evolved from the proposed SON 
architecture  to  new  architectures  that  consolidated  the  virtualisation  work  while 
enhancing  the  capabilities  to  upper  layers,  so  fully  integrating  the  optical  network 
infrastructure into the cloud environment, and so providing an architecture that enabled 
cloud  services  by  means  of  integrating  the  request  of  optical  network  and  IT 
infrastructure services together at the same level. It set up a new trend into the research 
community. This technology was a game changer and so, from that point of view, most 
research started  to consider  this  type of conception when providing new services.  It 
evolved  in  many  different  ways  until  the  technology  that  we  use  today  based  on 
Software Defined Networking (SDN) and Network Functions Virtualisation (NFV).  
During the last period of the research work, the author became co‐chair, together 
with  the Prof. Dimitra  Simeonidou  from UK  (University Of Bristol), of  the Cluster of 





























outcomes,  is  the different  roles  the author had on  these  research projects  from  the 
phase 2 of the Roadmap. These roles are described below, together with a high  level 
description  and  categorization  of  the  project  to  identify  whether  the  project  was 
International (I) or European funded (EC FP6, FP7). It is important to mention that almost 





















































































3. State of the art  
This section gives an overview of the evolution of Optical Networks architectures, 
and the trends towards optical infrastructure virtualisation and IT convergence. It also 









research  activities  developed  in  the  thesis  started  (corresponding  to  the  research 
activities the author participated before starting the PhD research) will give an overview 
of  the  evolution  of  optical  networks  before  the  emergence  of  Service  Oriented 
Architectures. While section II will highlight the state of the art during the first years of 
this Thesis, which corresponds to the Phase 2 of the Thesis roadmap. This is the period 



















operations  and  maintenance  functionality,  as  well  as  types  of  network  elements 
required, network architectures that vendors could implement, and the functionalities 
that each node should carry out. These networks were optimized for voice, providing 
fixed  bandwidth  and  circuit  allocation,  and  they  had  a  versatile  layer  on  top  of 
SONET/SDH  to  support  a  better  flexible  allocation  of  bandwidth  as  well  as  the 
integration of data and voice services. This technology was called ATM (Asynchronous 
Transfer Mode) and was promoted by standardisation bodies back to 1980.  
During  this  period  optical  network  architectures were  evolving  to  adapt  to  new 
traffic  patterns,  and  to  the  introduction  of  new  types  of  IP‐based  services  and 
broadband applications  to  cope with  the growing demand of  internet. The  common 
architecture was based on a layer stack composed by IP over ATM over SONET/SDH over 
WDM. However, this network architecture was not optimal in terms of operational and 
capital expenditures nor enough  flexible  to provide  the  requirements  to support  the 
emergence of new services. The advent of new data  intensive applications with strict 
requirement in terms of bandwidth and QoS forced the research community to find new 
architectures capable  to map with  these  foreseen demands coming  from upper/user 
layers  (e.g.  IP). Thus,  the  research on network architectures design became a crucial 
topic. 
Although the research trend was clearly towards a full stack network architecture 
with  a  client  layer  (e.g  IP)  on  top  of  the  transport  networks  (IPoWDM),  Telecom 
operators  still  used  circuit‐oriented  infrastructure,  based  primarily  in  time  division 





3.1.2. IP over ATM over SONET/SDH over WDM 
This was the most common architecture for the time being. An IP layer on top was 
the  choice,  due  to  its  flexibility,  computability  and  end  user  usage.  In  fact,  most 















SDH Digital Cross‐Connects  (DXC) and add/Drop Multiplexers  (ADMs). WDM  systems 
were used  to  increase  fibre capacity by means of using different wavelengths  in  the 




 Bandwidth  inefficiency  due  to  overhead. Different  studies  on  Internet  traffic 
identified that almost 50% of IP packets were between 40 and 44 bytes long. IP 






 Scalability  problems.  The  hardware  needed  to  fragment  IP  packets  into  cells 
became very complex and expensive as the transmission rate increased. In fact, 











Concatenation  (VCATS)  and  Link  Capacity  Adjustment  Scheme  (LCAS)  for  dynamic 
bandwidth  allocation.  VCAT  enabled  the  transport  of  variable  bit  data  streams  by 




of  the  VCAT  containers  on  demand  and  to  remove  failed  members  of  a  Virtual 
Concatenation  Group  (VCG)  maintaining  the  connection  active  to  avoid  excessive 
protection bandwidth allocation. However, this solution was not scalable either. 
3.1.3. IP over SONET/SDH over WDM 
Another  proposed  architecture  supported  by  a  large  number  of  data  service 
providers, and which avoided the use of ATM technology, was based  in a three‐layer 
architecture. It was called Packet over SONET/SDH (PoS). Packet over Sonet technology 








increments.  If  an  STM‐1  (155Mbps)  connection  was  not  enough  for  an 
institution, the next step was an STM‐4 (622 Mbps), which could be too much. 
This  caused  bandwidth  inefficiency,  which  made  SONET/SDH  circuits  more 
expensive. 
 Dynamic  bandwidth:  If  the  bandwidth  of  a  SONET/SDH  circuit wanted  to  be 
changed, it could take up to weeks for the network operator to make the changes 
due to the complexity of SONET networks. 
3.1.4. Next generation optical networks 
This new concept came due  to  the need of evolution  required by  the  traditional 
communications services revenue models, motly based on  legacy technology without 
scalability  features.  Thus,  the  main  goal  was  on  finding  new  models  with  shorter 
equipment  life‐cycles as well as customer demand  for newer and more customizable 
services.  The  main  source  of  inefficiency  of  the  IP/ATM/SONET/WDM  and  the 
IP/SONET/WDM architectures was due to the fact that the optical layer was too simple, 












To perform  all  these  functions more  intelligence had  to be  added  to  the optical 
transport  network  and  to  the  upper  layers,  but  without  using  the  current  well 
established technology of these times. The trend was clear, technology needed to evolve 
















SONET/SDH  layer were moved  to  the  IP  layer. MPLS became  in charge of  the Traffic 
Engineering  functionalities  performed  by  the  ATM  technology,  while  the  transport 
capabilities of SONET/SDH (e.g. protection and bandwidth management) were absorbed 
by  the optical  layer  thanks  to  the evolution  and  technology  advances of  the optical 
systems technology. 













traditional  forwarding), scalability  (large number of  IP addresses could be associated 
with few  labels), resource consumption, route control, traffic engineering (support of 
Traffic Engineering to links and nodes according to the traffic considerations).   
Besides  these  technological  advances  however,  there  was  the  clear  need  of 
enhancing the optical network capabilities and evolve towards a two layers architecture 
based on  IPoWDM. These enhancements meant more  intelligent  functions to quickly 
respond  to  changes  in  the network  topology  and  service distribution.  Functions  like 
wavelength  configuration,  automatic  power  balance,  optical‐layer  performance 
monitoring  that would  help  on  reducing  the  operational  expenditure  costs.  At  that 
moment in time, the ITU‐T supported the concept of Optical Transport Networks (OTN) 
to extend the capabilities of optical networks [11]. ITU‐T/OTN defined the network as a 
set  of  optical  network  elements  connected  by  optical  fibres  able  to  provide 
functionalities  of  transport,  multiplexing,  switching,  management,  supervision  and 
survivability of optical channels carrying client  signals. OTN was designed  to provide 
support for optical networking using wavelength‐division multiplexing (WDM) unlike its 




The main  problem  however, was  on  deciding  how  to  divide  functions  and  tasks 
between  the optical  layer and  the  IP  layer, and how  to coordinate  them  in order  to 




resource  planning  phase. Optical  network  configurations  changes were  needed  and 
should occur during the planning phase due to either traffic change (usually an increase) 
or  link/node  failures.  It  is  during  this  period were  the  introduction  of  new  optical 
systems: reconfigurable optical add/drop multiplexing (ROADM), wavelength selective 
switching (WSS) technologies and new tunable filters and tunable lasers among others, 
together  with  new  network  control  planes,  generated  an  increase  of  expectation 
towards offering ‘lambdas on demand’ within the scope of next generation networks. 
Together with the control plane they would enable an additional degree of freedom to 
















3.1.4.1. Automatically Switched Optical Networks (ASON) 




NMS  based  connection  management)  [6].  The  optical  element  that  facilitated  this 
evolution  was  the  optical  cross  connect  (OADM)  that  evolved  into  Reconfigurable 
OADMs (ROADM). This element allowed to move from a traditional SONET/SDH ring to 
a full mesh network. This type of mesh network added extra complexity that required 








restoration, b) New  transport  services  such  as bandwidth on demand,  rapid  service 
restoration for disaster recovery, switched connections within a Private Network, etc. 
and c) support for a wide range of narrowband and broadband clients signals such as: 









































(NCP).    ASON  control  planes  are  still  running  on many  operators  infrastructures  of 





















computation,  signalling,  connection  establishment,  and  resource  management, 
implemented in terms of control protocols executed between communicating entities.  
The  NCP  could  be  based  on  three  different models,  depending  on  the  type  of 
information exchanged between the nodes from the optical transport networks (ASON) 
and the client networks (IP/MPLS). These models were: 
 Overlay Model:  Under  the  overlay model,  the  IP  layer  routing,  topology 
distribution,  and  signalling  protocols  were  independent  of  the  routing, 
topology distribution, and signalling protocols within the optical domain, so 






o Advantages: no visibility of  the optical  topology  to  the client  layer, 








the  optical  transport  network  control  plane.  This  implied  that  a  single 
instance of the control plane was deployed over the IP and optical domains 
avoiding  unnecessary  duplications  of  functionality  and  simplifying 
communications among layers. Thus, a router could compute an end‐to‐end 
path  across  an  optical  infrastructure,  just  because  the  IP  routers  could 
request an optical connection with other IP routers [19].   
o Advantages: better interoperability and more efficient survivability. 









 Augmented  Model:  Under  the  augmented  model  there  were  separate 































interconnecting  routers  was  defined  by  the  collection  of  lightpaths,  which  were 
assumed  to  be  bidirectional  [28]  and  should  support  some  advanced  features.  The 
following mechanisms were required to support automated provisioning of lightpaths: 
 
 Neighbour  discovery:  It  was  the  first  step  towards  network  wide  link  state 
determination. Each optical cross‐connect (OXC) had to determine the status of 
each optical link (up/down) , the bandwidth and other parameters of the link, as 
well as  the  identity of  the  remote end of  the  link. The determination of  these 










 Protection  and  restoration  models:  There  could  be  local  and  end‐to‐end 















optical  network  was  a  constraint‐based  routing  problem.  The  constraint  was 













 A  standard  scheme  for  uniquely  identifying  lightpath  end‐points  in  different 
networks was needed. 
 A protocol was required for determining reachability of end‐points across networks. 
 A  standard  signalling  protocol  was  required  for  provisioning  lightpaths  across 
networks. 
 A standard procedure was required for the restoration of lightpaths across networks.  
 Support  for policies that affected the  flow of control  information across networks 
would be required.  





GMPLS  [23[24]  technology, MPLS was generalized and extended  to cover  the circuit‐
oriented optical switching technologies.  
With GMPLS, the introduction of ‘intelligence’ also in the optical layer opened the 





easy,  basically  because  telecom  operators  wanted  to  leverage  previous  existent 
technologies, and because the cost of equipment and knowledge migration was quite 
significant. However, and after a  few years, and when  the  technology become more 
mature  and  consolidated, many  investments where  done  and  different NCP GMPLS 
based made  into  operational  environments.  Then,  interoperability  between  GMPLS 
implementations  become  a  key  topic  too.  Basically  because  different  proprietary 





Generalized  MPLS  (GMPLS)  differed  from  traditional  MPLS  in  that  it  supported 
multiple  types of  switching,  i.e.,  the addition of  support  for TDM,  lambda, and  fibre 
(port)  switching.   The  support  for  the additional  types of  switching drove GMPLS  to 
extend  certain  base  functions  of  traditional MPLS  and,  in  some  cases,  to  add  new 
functionalities.   These changes and additions  impacted basic LSP properties (e.g. how 
labels were requested and communicated, the unidirectional nature of LSPs, how errors 
were propagated, and  information provided  for synchronizing  the  ingress and egress 
LSRs). GMPLS not only provided new protocols,  it also changed  some of  the already 
existing  network  protocols mostly  used  in MPLS  networks. As  an  example,  the  Link 




the  transport  plane, maintained  the  reliability  and  the  integrity  of  the  network  by 
protecting signalling messages, correlated the link information on the adjacent nodes, 
helped with  link‐fault  localization and reduced the probability of error  in provisioning 
services. GMPLS also brought important and significant changes into Open Shortest Path 
First (OSPF) [27] for routing and Resource signalling Protocol (RSVP) [26] for signalling, 
both  with  Traffic  Engineering  extension.  They  were  the  most  widely  used  GMPLS 
protocols. GMPLS key  topics were  focused on how  to  facilitate  rapid  fault detection, 
fault isolation, and switchover to alternate channels, minimizing network downtime. 
GMPLS  introduced  new  functionalities  in  the  transport  layer  such  as  resource 
discovery,  Constraint  Based  Routing  (CBR)  and  connection  management.  The 




•  Point‐to‐Point  connection  provisioning:  Operators  only  needed  to  signal  the 
ingress node with all the parameters required for establishing a connection, while this 














































During  many  years,  many  researchers  put  lots  of  effort  in  the  research  of 
ASON/GMPLS, and even though it is largely deployed, it has not evolved as the unique 
key  technology  for  the  provisioning  of  the  new  and  advanced  services  we  have 
nowadays.  ASON/GMPLS  control  plane  followed  the  basic  principles  of  transport 
networks and had large business impact expectations. It supported on‐demand services 
over  intelligent  optical  networks  and  enabled  cost‐effective  transport  of  high‐speed 
data. It was the preferred standard based solution for seamless interworking in complex 
environments,  comprising multi‐vendor  network  elements, multi‐domain  and multi‐
layer. Another concept within this type of ASON architectures was the administrative 












3.1.5. Peer models Vs. new peer-to-peer models 
Economic models of optical networks were moving to more dynamic architectures, 




based  on  dynamic  provisioned  wavelengths  or  ligthpath  (unidirectional  path  in  an 
optical network with guaranteed resources). However, an analog wavelength was fix in 
bandwidth and could not be multiplexed, merged or otherwise modified between two 
points  in  the  network  [35].  In  parallel  to  the  emergence  of GMPLS,  and within  the 
research  academic  network  environment  (NREN  –  National  research  Educational 
Networks), there were some discussions about the advantages of peer‐to‐peer models 
applied  to  optical  networks  architectures.  The  architecture  of  peer‐to‐peer  optical 







Thus, most  important differences between  the peer‐to‐peer architecture and  the 
peer  model  based  client‐server  network  architecture  needed  to  be  clarified  [36]. 
Compared to the client‐server architecture, the peer‐to‐peer architecture had two key 
features.  Firstly,  each  domain  could  not  only  receive  transport  services  from  other 

















server  relationship between  the  IP and  the optical worlds. This  limited access  to  the 
optical infrastructure resulted in some lightpath management limitations: 
 
 It was  not  possible  to  cross‐connect  virtual  private  networks  (VPNs)  inside  a 
domain,  which  could  make  the  VPN  topology  less  optimal  from  the  client 
viewpoint. 



























On  the  other  hand  there  was  the  peer‐to‐peer  (p2p)  model  approach.  In  such 






Each  domain  received  transport  services  from  other  participants,  and  also 




other  domains.  This  feature  added  flexibility  as well  as  complexity  to  the  resource 
discovery and the  inter‐domain routing protocols which had to be aware of who, and 








models  based  in  open‐access  policies.  Instead  of  paying  the  carrier  for  a  transport 
service, some kind of optical transport services exchange could be expected; in which 
participants would make their network accessible to other domains to let them access 










Peer‐to‐peer model  offered  a more  flexible,  scalable  and  open  approach, which 
would lead to a more competitive optical Internet, with many optical networks service 
providers  cooperating  to  offer  to  the  client  less  expensive  and  better  services. 




networking, domains would dynamically  join  in or withdraw  from  a  group of 
domains; a domain would choose to contribute part of its network resources for 
p2p  optical  networking while  reserving  the  rest  of  its  network  resources  for 









o Secondly,  a  mechanism  would  be  required  to  inject  intra‐domain  routing 
information into inter‐domain routing protocols. 
 Symmetric  inter‐domain  signalling  mechanism:  A  signalling mechanism  that 
establishes, terminates or maintains connections would be required in peer‐to‐
peer  optical  networking,  basically  because  it  operated  in  a  circuit‐switched 
mode. Since under p2p optical networking all the domains could operate both, 
as clients and as service providers, a new symmetric signalling mechanism would 





which  the  first domain would be  the  client. When  the  second domain would 













that would go through this  link should back off  their usage on this  link, after 
proper notification. 
o Every domain should audit and  log network operations from  its  local point of 
view. If any significant misbehaviour would happen, a central committee could 
issue appropriate punishments. 
 Data  plane  or  physical  layer  internetworking:  All  peer  domains  should  be 
considered equals, but they might not share the same capability in the data plane 
or  physical  layer.  Therefore  the  control  information  carried  in  either  inter‐
domain routing protocols or inter‐domain signalling protocols or both should be 
enhanced. 
3.1.6. Conclusions and next evolution 
During  the  expansion  moment  of  GMPLS,  and  after  considering  some  of  its 
advantages at the architectural and service level, new types of architectures started to 
be  addressed.  They  were  based  on  application‐to‐network  interaction  for  the 






network.  This  SP  facilitated  the  decoupling  of  network  technologies  from  future 
evolution of  the network  services,  so  that,  the NCP was  freed  from  service oriented 
functionalities  and  could  focus on  the provisioning of  connectivity  services  (e.g.  LSP 
creation). The emergence of the so called Service Planes allowed a new generation of 
applications such as Grid and Storage on‐Demand  to move  from ad‐hoc scenarios  to 












At  present,  Infrastructure  virtualisation  techniques  for  SON  and  network 
orchestrators, together with the advent of SDN and NVF, are the main research trend of 
the world class research community. 
3.2. Section 2: Service Oriented Networks and Customer 
Empowered Networks  
As shown along section 1 of chapter 3, there were several approaches to implement 
different  architectures  and  protocols  for  the  management  and  control  of  optical 








network  environments,  a  new  type  of  wide  area  network  architecture  emerged 
following  the  SON  trend.  It  was  called  Customer  Empowered  Networks  (CEN)  or 
Customer  Controlled  and Managed  Networks.  This  approached,  based  on  the  SON 
premises,  and  were  the  network  could  be  integrated  with  other  web  service 
applications,  aimed  at  bringing  network  virtualization  down  to  the  optical  layer.  It 
started  to become of  interest  among  large  enterprise networks, university  research 
networks, and government departments. Customer‐controlled and ‐managed networks 
concepts were radically different  from  the  traditional centrally managed networks  in 











the  research  activities  of  the  CANARIE  Inc.  research  organization  (CANARIE  is  the 
Canadian Network and Research Educational Network). 
The  following sections will give an overview of  the SON and CEN state of  the art 






In  fact,  some  of  the main  research  contributions  from  the  Thesis  are  based  on 
architectural designs that are a merge of both concepts (SON and CEN), providing a new 







3.2.1. Sliceable research networks  





evolution  of  future  internet.  In  one  side  there  was  a  strong  position  towards  a 
revolutionary approach  (clean slate), while on  the other side  the position was on an 
evolutionary  approach  (incremental).  Both  of  them  promoted  different  types  of 











design,  network  virtualization,  routing  and  traffic  engineering,  dynamic  switching  of 
optical circuits, decoupling of control and data, service discovery and composition, as 
well as management. While in Europe, the European Commission launched the Future 
Internet  Research  and  Experimentation  (FIRE)  [41]  initiative  in  its  7th  Framework 




controlled  by  the  network  researchers.  It  allowed  researchers  to  deploy,  test  and 
validate new  Internet architectures and protocols  in their slice without  impacting the 
experiments carried out in other slices. Actually, some of this Thesis research activities 
leveraged  this  research  project  too,  by  enhancing  previous  work  on  optical 
virtualization. It will be explained along Part II. 
In  parallel,  other  initiatives  dealt with  techniques  for  virtualization  in  computer 
science. PlanetLab  [43], was created as a global research network that supported the 
development of planetary‐scale network services. It emerged from an IT community that 
set  up  a  testbed  in  2002  using  virtualization  as  main  principle.  The  GENI  concept 
addressed  these  shortcomings  of  PlanetLab  and  extended  the  aforementioned 
virtualization principle to the whole infrastructure with the notions of substrate, slicing 
and federation. The research challenges behind these topics were based on slicing up 
















sever  applications had  requirements based on  specific  constrains: determinism  (e.g. 
guaranteed QoS), shared data spaces, large transfer of data, and latency requirements 
that  are  often  achievable  only  through  dedicated  optical  bandwidth  (lambdas).  The 




Thus,  this  rapid  usage  and  deployment  of  Internet  directly  impacted  network 
architectures. Service Oriented Networks [44] become a real need. As said, these were 
networks  that  offered  applications  direct  access  to  IT  resources  with  storage  and 
computations capabilities located locally or distributed across the network. Being one 
of  the  main  requirements  bandwidth  capacity  and  on  demand  provisioning  of  the 






Highly‐dynamic, data  intensive  and  e‐science  applications  required  access  to  the 
following to maximize scientific discovery: 
 Application‐level middleware providing  the execution environment of generic 
high  demanding  applications  including  all  necessary  service  abstractions 
exposing advanced Grid‐like functionalities combined with network services. 
 A new generation of management and  control planes with  strong  interaction 
with near‐real‐time resource (compute and network) scheduling, allocation and 
reservation.  
The  fact  of  provisioning  on‐demand  network  resources  across  multiple 
administrative and network  technology domains became a key enabler  for emerging 




to‐multipoint  or  multipoint‐to‐multipoint  connection  services  needs  of  Grid 
applications. Actually, asymmetry or bi‐directionality became key too.  
During  the  Thesis  evolution  there were  a  tremendous  research  effort  and  new 
development  in the Grid community  in terms of Grid services  infrastructure and Grid 
application development. However, there was very little work done in the area of using 

















in  a  grid  environment.  Grid  technology  allowed  the  secure  and  reliable  sharing  of 
distributed  resources  (typically  computing  power,  memory,  and  storage)  in  a 
heterogeneous  environment  divided  into  multiple  administrative  domains.  Grid 
applications  often  requested  a  number  of  resources  to  the  Grid,  which  used  a 
metascheduler  to  find a suitable set of resources  that would match  the application’s 
requirements, and  so  reserve  them  in advance. At  the  time  that a  requested  set of 
resources were available, the application was executed in a distributed fashion (using all 
the computing nodes that the application would have previously requested). 
Grid  technologies allowed  the division of huge  tasks  into  smaller  jobs  to process 
them separately in remote locations and then reassemble them to obtain the resulting 
information.  This  idea  was  applied  in  general  to  any  IT  resource  such  as  storage, 







between  storage  and  computing  resources,  therefore  they  required high bandwidth 
connectivity  between  the  sites  contributing  resources  to  the  Grid.  To  let  the  Grid 
efficiently manage  the network  resources  (i.e. only  setup  the connections  that were 
required  by  the  applications  that was  currently  being  executed),  network  resource 





3.2.3. Customer empowered networks 
As previously commented, with customer‐controlled and  ‐managed networks  the 
organisations not only were able to manage and control its own internal local area or 






















CA*net 4, which purchased point‐to‐point wavelengths  from  three  separate carriers. 
The wavelengths terminated on CANARIE‐ owned and –operated optical add–drop and 
cross‐connect  equipment  at  various  nodes  across  Canada.  Thus,  members  of 
condominiums  wanted  to  independently  manage  their  own  optical  add–drop 
multiplexing (OADM), optical cross‐connect (OXC) to other clients, and offer optical VPN 
services to third parties. This was the main motivation behind the development of the 















and  could  see  all  the  network  elements,  besides  GMPLS  and  ASTN/ASON, 




rather  a  customer  at  the  edge  negotiating  directly  with  the  separate 
independently managed networks 
 These type of networks require common equipment for the optical links across 
the  network,  and  it  was  not  either  practical  nor  cost  effective  to  have 
independent optical repeaters, ROADM’s and OXC for each separated customer 
owned wavelength, so new  tools and services need  to be provided  to allow 






own  networks  was  very  similar  to  the  challenge  of  independently  managed  High 
Performance Computers  (HPC)  [55] or network storage systems who wished to share 
their  resources with a  community of  interest of users. The  concept of  ‘grid’  system, 
where  these  services  could  be  advertised,  discovered  and  consumed  by  users  in  a 




domains and  the different  implications, or understandings,  it could have  into optical 
network.  The  premises UCLP  had  behind  the  administrative  domain  capability were 
based on the fact of applying virtualisation and partitioning functionalities at the optical 





capacities  to  set‐up  its  own  lightpath  along  a  network  and  through  different 




UCLP  (user ControllerLightPaths) provisioning  system was  the name given  to  the 
system implementing the CEN approach. The UCLPv1 Research Program was put in place 
through  an  RFP  (Request  For  Proposals)  by  CANARIE  (a  non‐for‐profit  organization 
founded  by  the  Canadian  government  to  promote  the  development  of  advanced 





The  UCLP  Software  allowed  a  physical  network  to  be  partitioned  in  several 






own discipline or application  specific  IP network. For  instance, a  community of high 
energy physicists could take a subset of the resources of several optical networks and 





control  of  optical  networks  and  specifically  the  setup  of  multi‐domain  end  to  end 
lightpaths. 
The  motivation  behind  this  new  approach  came  due  to  the  fact  that  many 




of  data  to  be  transferred  and  certain  degree  of  network  control  by  the  user  (i.e. 
universities, schools, research centers and governmental or local institutions). 






to  the  Internet ones, were  IP Networks were optimized  for  thousands of users with 
relatively small traffic flows. Thus, worldwide scientific distributed communities at large 
needed  to  exchange  high  volumes  of  data  (grid  applications,  e‐science  community, 
sensor  networks).  These  communities  were  not  able  to  use  the  public  Internet  to 
conduct their experiments; they required dedicated IP Networks where the routers or 
the computers where the applications were executed had end to end dedicated links. 
These  dedicated  links  needed  to  cross  the  networks  of  different  providers without 
experimenting quality of service (QoS) degradation, which was possible using network 
protocols  designed  for  a  single  administrative  domain.  An  example  of  these 
communities using application with high bandwidth requirements was the US/Canada 
NEPTUNE [57] project (an undersea sensor network). 
Thus,  another  key  topic  would  deal  with  the  QoS,  by  assuring  a  guaranteed 
bandwidth for large data file transfer across different administrative domains. And so, 




cloud,  support  the  setup of  inter‐domain optical  services and    support peer  to peer 
management and control as is done in the internet. Although client server with GMPLS 
and O‐UNI protocols fitted well in models where there were thousands of connections 













development  of  new  drivers  to  the  management  and  control  software  and 
implementing  it  in  a  real  optical  network.  With  the  peer‐to‐peer  architecture  the 
telecoms  operators’  model  was  somehow  transformed.  They  could  also  act  as 
infrastructure providers. Thus, the user would decide to which service provider connect 
in order to establish a peering connection. In peer‐to‐peer optical networking, multiple 
optical  network  domains  equally  controlled  the  links  among  them,  and  mutually 








Another challenge of  the UCLP model was  the use of new extension  for  the BGP 
protocol. Inter‐domain network architectures of internet were well represented by the 
applications of the inter‐domain routing [59] protocol Border Gateway Protocol (BGP). 








optical  lightpaths  between  many  different  autonomous  domains.  OBGP  allowed 
customers  at  the  edge  to  control  a  subset  of  lightpaths  within  another  network’s 
wavelength cloud so  that  they could manage  their own  lightpath  routing within  that 
cloud.  
Therefore,  UCLP  allowed  the  creation  of  new  BGP  paths  between  two  routers 
through the establishment of a dedicated optical direct links. This way large institutions 









The  first  implementation  of  UCLP,  called  UCLPv1, was  a  software  solution  that 
allowed  the  users  to  control  and  manage  their  own  optical  network  elements  to 
establish  end‐to‐end  connections  through  optical  networks  belonging  to  different 
administrative  domains.  The  software was  based  on  a  service  oriented  architecture 
(SOA) implemented with Grid (Globus Toolkit 3) and Jini technologies [61]. 
This  approach  provided  a  new  set  of  optical  network  management  tools  and 
protocols.  These  tools  and  protocols,  based  on  the Open Grid  Service  Architecture 
(OGSA) and other space based distributed protocols such as Jini and Javaspaces, allowed 










was  an  independent management  domain with  its  own  set  of UCLP  services. UCLP 
virtualized the optical network elements, in the sense that it abstracted all the optical 
network resources (interfaces and links) as software objects. This architecture faced a 
number  of  technical  challenges  in  order  to manage  networks with  resources  from 
different  sources  and  co‐ordinate  the  protection  and  restoration  involving multiple 
providers. 
The  use  of  grid  technology,  together with web  services,  allowed  non‐traditional 
telecommunications  organizations,  who  had  acquired  their  own  dark  fiber  or 
wavelengths  (i.e. universities,  regional networks and  large enterprises),  to advertise, 
discover or  interconnect  lightpaths as a  service between  themselves. Those  services 
could be signaled over a multi‐domain network through the use of web services. Web 













application  interaction.  Therefore,  another main  features  of  using Web  Services  for 
Customer controlled networks was the cross‐connection associated with lightpaths, and 




or OADM  (ROADMs were on  its  initial phase).  This model was based on  the design 
proposed in the Figure 13. Control plane partition to manage an OXC (named by CA*net 
4  a  Mini‐IX)Figure  13,  where  each  partition  would  be  managed  and  controlled  by 
individual users willing to connect and link their lightpaths. So, it would allow the users 
to  operate  its  own  grooming,  routing  and  discovery  protocols  independent  of  the 
routing and discovery protocols operated by the other network connected to the switch 
(OXC or OADM). In that model, all the services such as grooming, alarms signalling and 














domain.  Then,  Javaspaces  provided  a  distributed  data  store  for  java.  This  solution 
provided more functionalities for storing Lightpath objects in a distributed fashion, and 
was more powerful and mature than XML (web services) while used RMI to pass java 




































4. Introduction  
This  second  part  of  the  Thesis  will  cover  and  present  the  research  activities 
developed  along  the  whole  research  period,  together  with  its  associated  research 
outcomes.  These  outcomes  have  already  been  published  in  different  journals  and 
conference papers, which validates the  impact of the work done. The Thesis research 
activities  started with  the emergence of CEN and SON around 2005‐2006. Thus,  the 
following  chapters will  allow  the  reader  to  understand  how  the  research  activities 









principles, which  allowed  the  virtualization  of  the  optical  networks  devices  and  the 







networks  become  cloud  enablers,  with  the  provisioning  of  virtual  infrastructures 









5. Thesis challenges and research contributions 
5.1. challenges 
The objectives  and  challenges of  this Thesis were  to  investigate  and design new 


















5.2. Research contributions 













































6. Articulated Private Networks 
Due to the evolution of technology and the increasing demands of Internet and grid 
applications, the aforementioned UCLPv1 evolved towards a more robust and flexible 































The  functional  requirements  of  traditional  network  management  were  already 
summarized by the well‐known term fault, configuration, accounting, performance, and 
security  (FCAPS). However, during  the  thesis period,  the  importance of configuration 









That was clearly  illustrated by  the evolution of  the Simple Network Management 
Protocol (SNMP) for Internet Protocol (IP) networks. As an early effort in 1992, SNMPv2 






and  could  accommodate management  functions  directly  on  the  device.  This  design 
trend led to new management approaches based on Extensible Markup Language (XML) 
and Web  services, as well as  some vendor‐specific  solutions. These  trends were not 
called revolutionary because they had been around for several years and did not really 
change the network administrators’ way of thinking. Since XML could be efficiently used 






clear.  Such  low‐cost  infrastructure with proven  scalability  and  security  features was 
developed by the Distributed Management Task Force (DMTF) and called Web‐Based 
Enterprise Management (WBEM). The ideas behind JUNOScript and WBEM formed the 
basis  of  the  Internet  Engineering  Task  Force’s  (IETF’s)  standardization  effort  on  the 
Network Configuration (NetConf) protocol [63]. Like SNMP, the WBEM and NetConf also 
followed the agent‐manager paradigm, albeit with important differences regarding the 
capabilities  of  the  management  protocol  and  the  associated  information  model. 
NetConf was qualitatively different from all the other approaches, given that it followed 
a  document‐based  concept  as  opposed  to  an  individual  managed  object  access 
approach. 
6.2. Challenges in virtualized network management 
It was clear, management strategies had to deal with virtualized resources. Some 
work was already done  in UCLP and other research projects  like MANTICORE [66]. An 
important  aspect  of  virtualization  were  the  design  requirements  of  isolation  and 
federation. Isolation meant that resources from one slice, which means a set of virtual 
resources  logically  interconnected,  and  physically  connected  (Figure  17  shows  an 
example of the procedures to create an slice) and allocated to a specific user had to act 
independent of the resources allocated to another user when both were sharing the 







The  idea was  that  the users did not need  to purchase physical hardware, but  could 
instead pay the hardware owner for the usage of the resources as a service. So, during 













A particularly  important challenge was  the capability  to  federate different virtual 
infrastructures. In that sense, infrastructure integrators could integrate resources from 
different management  domains  into  a  single management  domain,  thus  federating 
disparate resources into a single infrastructure. Particularly, there were some ongoing 






From  there and on  Internet would develop according  to  two basic  requirements: 
interconnecting  a  constantly  growing  number  of  elements  and  offering  ubiquitous 
permanent  connectivity  to  the majority  of  its  users.  The  possibility  for  any  user  to 
connect to any other user was also considered fundamental to allow access to all kinds 











support  in  the  hardware  and  development  of  new  standards  for  virtual  resource 
representations. In particular, the need was for a richer information system capable to 
track the relationships between the entities in each domain. 
6.3. Overview of UCLPv2 
The UCLPv2 SOA architecture is depicted in  
Figure  18.  Each  box  represented  a  different  service.  According  to  this  new 
architecture,  the  resource management  services, or network element Web  services, 
were  a  group  of  services  that managed  and  controlled  the  resources  on  a  physical 
device;  and  each  single  Web  service  dealt  with  a  different  technology.  Resource 
virtualization services provided a  layer of virtualization, so that the technology of the 























that performed  independent  routing  tasks  (each  logical  instance had  its own  routing 
table and protocols). 
• MPLS Web  services  (MPLS‐WS): Enabled UCLPv2  to  control multiprotocol  label 
switching (MPLS)‐based devices. 
•  INStrument  Web  services  (INS‐WS):  Presented  a  simple  interface  to  control 
instruments such as sensors, data sinks/sources, and storage devices.  
•  GMPLS  Web  services  (GMPLS‐WS):  Enabled  UCLPv2  to  trigger  switched 
generalized‐MPLS connections using the optical user to network interface (O‐UNI). 








protocols,  commands,  and  responses).  This  XML  file  acted  as  a  driver  for  new 
equipment, so the ultimate goal would be for equipment manufacturers to create their 
XML files to UCLP‐enable their equipment. In UCLPv2 each user could decide to use one 




















6.3.2. Lightpath and interface web services 
The fundamental building blocks in the system were the lightpath Web services (LP‐
WS)  and  the  interface  Web  services  (ITF‐WS).  These  services  provided  a  layer  of 
abstraction between higher  level or user‐defined services and the NE‐WS, thus hiding 














•  Query:  Provided  data  about  the  LP‐WS  properties  (bandwidth,  end  points, 
expiration date, etc.) and status (in use, available, faulted). 
•  Partition: If possible, the LPWS was divided into N LP‐WSs with smaller bandwidth.  
•  Bond:  If  possible,  a  group  of  LP‐WSs with  the  same  network  end  points was 






the  LP‐WS  except  createSuper  Lightpaths.  Lightpath  and  interface  Web  services 
provided  a  virtualized  view  of  the  network  segments;  users  did  not  see  network 
elements  anymore,  but  saw  a  set  of  network  links  (lightpaths)  and  end  points 
(interfaces) with highlevel parameters, like bandwidth, delay, jitter, or start/end time. 
Therefore,  they  could  be  seen  as  a  kind  of  “network  lego  blocks”  that  could  be 
manipulated  and  integrated  into  applications or used  to  create higher‐level  services 
(such as bandwidth on demand or reservation services), with the advantage that these 
new  services  would  be  technology  independent.  The  LP‐WS  would  validate  the 








Another  benefit  of  using  LP‐WS  and  ITF‐WS was  that  resources  (lightpaths  and 
interfaces) could be assigned to different owners, enabling resource trading between 
different organizations. This way an organization could acquire  resources  from other 



















6.4. Management of Optical Virtual Articulated Private 
Networks 
Virtual Private Network  (VPN) enabled  the coexistence of multiple user networks 
over  a  common  infrastructure.  Thus,  Layer  1  VPN  (L1VPN)  would  offer  virtually 
dedicated transmissions between groups of users over a common transport network. 
The  L1VPN  extended  layer  2/3  packet‐switching  VPN  concepts  to  circuits  witching 
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networks  [72][73]  e.g.,  Wavelength  Division  Multiplexing  (WDM),  Time  Division 
Multiplexing (TDM) networks, etc. 
With the L1VPN technology, the management of physical network  infrastructures, 
L1VPN  services, and application  specific  L1VPN  reconfigurations  could be  separated, 
enabling a new network operation and business innovation model. It directly followed 
the  trend of offering  increased  flexibility, extend and provide management  functions 
closer to the end users, while maintaining proper resource access right controls [74][75]. 




bond  resources,  create  or  delete  end‐to‐end  connections,  and  create  complex 
topologies of interconnected L1VPNs [76]. 
This separation allowed L1VPN end users to configure an L1VPN topology, and add 
or  remove  bandwidth.  In  that  sense,  it  reduced  time‐consuming  service  orders  to 
network,  since  it  increased  L1VPN end users’  capability  to manage  their own  leased 
resources. So that, an L1VPN end user could be a human operator, or an application 




as UCLPv2  service,  emphasizing  the  end  users’  capability  of  configuring  application‐
specific L1VPNs.  
6.4.1. Roles of network providers, service providers and end users 
The  success  of  delivering  L1VPN  management  to  end  users  relied  on  seamless 
coordination  of  three  management  systems.  The  interaction  of  their  management 
systems could be conceptually represented as shown in Figure 21, assuming the network 
provider  used  the  Automatic  Switched  Transport Network  (ASTN)  architecture.  The 
service  plane  consisted  of  service management  systems  that  belonged  to  different 








partitioning and bonding  resources,  leasing and  trading with other service providers. 






The  L1VPN management  functions were  implemented  as WS.  And  so,  a  service 
provider imported resource lists to compose L1VPNs, while creating new L1VPN‐WS to 
manage  the  composed  L1VPN.  The  service  provider  could  also  create  super  LPs  by 













6.4.2. APN life cycle  
The  definition  of  the  APN  lifecycle  will  help  to  the  APN  understanding.  At  the 
beginning, users were given a set of lightpath and interface Web services that they used 













• QueryStatus(userID):  Returns  the  status  of  the APN  (i.e.,  provides  information 
about the scenario being executed). 
• Stop(userID): Destroys the process instance of the APN. 
An example of  the  interaction of  the APNWS with  the other  services  is  shown  in 
Figure 23. This example involved different services plus the APN‐WS. After the APN had 
been created, the user (if a human, through the GUI; or if an application, directly) could 








This  approach  of  APN  to  provide  VPN  was  very  useful  for  supporting  Grid 
applications. A Grid user would be able to change the topology of his switched VPNs, so 
that  he  could  control  the  connectivity  between  different  sites  in  his  Grid,  to  trial 
different Grid application scenarios. Similarly, in a routed VPN, a Grid user would be able 
to control routing tables and policies, and achieve desired traffic engineering effects.  












services  from  the  underlying  infrastructure.  The  benefit  of  these  techniques  was 
demonstrated in terms of network operation, emerging services, and industry impacts. 
In fact, the main rationale behind optical network virtualization was the capability to 
offer  infrastructure  services  to  end  users  by  exposing  to  them  the  control  of  the 
infrastructure, allowing themselves to assemble networks. Moreover, these techniques 
validated how  the “infrastructure as a service”  (IaaS) concept brought a new  role  to 
infrastructure providers  as  it  allowed  the deployment of dynamic  services  in optical 
networks and the federation of their underlying infrastructures. Research on this area 
provided  a solution for the next‐generation Internet that would satisfy the needs of (a) 
users  that  required network and computing  resources  simultaneously;  (b) users  that 
required dedicated optical network services due to its capacity, deterministic behaviour, 
quality  of  service  (QoS),  and  low  latency;  (c)  users  that  required management  and 
control capabilities over the physical infrastructure; (d) service providers that needed a 
dedicated  infrastructure  to offer  services on  top of  it; and  (e)  service providers  that 
wanted to federate resources obtained from various service or infrastructure providers. 
With regard to optical networks technology, the mentioned services put in evidence 





New  management  paradigms  were  needed  because  service  and  infrastructure 
providers had  to ensure operational  simplicity  in planning, engineering, deployment, 
and  operation  of  services  and  networks  in  order  to  reduce  associated  operations 
expenses  while  improving  network  performance.  Thus,  addressing  all  of  these 









with minimum manual  intervention,  hardware  deployment,  or  complex  engineering 
processes.  Therefore,  taking  into  account  these  considerations,  a  solution  was  the 
development of a middleware  layer, together with the application of virtualization to 
optical networks. 
Within  the  scope  of  next  generation  networks  [81],  it  was  crucial  to  have  a 
middleware that could provide infrastructure as a service (IaaS) solutions and control, 

















6.5.1. Infrastructure as a Service paradigm and Virtualisation 
While  optical  transport  network  architectures  provided  capabilities  to  transport, 
multiplex, route, manage, and supervise the network, also ensuring its survivability, this 
was  not  the  case  for  the  networking  domain.  In  wide‐area  networks, 
networks/infrastructure/service  providers  needed  to  negotiate  between  them  to  be 
able to provide end‐to‐end services to users, and it became difficult to have adequate 
prices and control over  the whole  infrastructure used  to provide  those services. The 





approach was  that  these  users wanted  to  do  their  own  configuration  schemas  and 








requirements  to bring virtualisation  to  the network  infrastructure. Virtualization and 
Segmentation techniques allowed users to feel as if they had a dedicated infrastructure 
and  full  control  over  the  resources  their  own.  Segmentation  allowed  hardware 




Virtualization  was  currently  a  key  research  topic;  and  a  lot  of  research  on 
virtualization‐related topics was being performed. However, virtualization had different 
meanings  based  on  the  underlying  devices  being  virtualised. Network  virtualization 
consisted of different types of virtualization techniques: (a) device virtualization was a 




isolated  data  path  across  the  network.  Although  a  variety  of  techniques  existed  to 
provide such virtualization based on the layer (Layer 2, Layer 3) approaches, L1VPNs [82] 
were classified as data‐path virtualization and offered either dedicated  time division 















There  were  many  advantages  to  the  IaaS  concept  and  relevant  network 
virtualization.  It mainly brought new business models and a potential optimization of 






each  one  of  the  partitions  would  had  its  administrative  domain,  the  virtualization 
creator would keep the ownership and responsibility for the whole physical device, but 
not its services management or configuration.  
Actually,  since  this  approach  allocated  several  administrative  domains  under  a 






just  because  they  had  to  be  under  different  administrative  domains. Hence,  it was 
expected  that  some  operators would  no  longer  be  only  service  providers,  but  also 
infrastructure providers as already envisaged while presenting the state of the art. As a 
primary  conclusion,  network  virtualization  and  abstraction  of  the  network  physical 
devices as software objects allowed applications to easily deploy new services on top of 
virtualized  infrastructures.  Some  of  these  new  services  could  also  be  deployed  on 









businesses were acquiring  their own  fiber networks. The problem was  that acquiring 
fiber in the long haul was very expensive to light and obtain. So, the current approach 




application  could  be  manipulated.  With  an  IaaS  network,  providers  selected  what 
resources  the users were able  to  control, and  the users  themselves did most of  the 









The  condominium  (resource  sharing)  concept  could  be  applied  to  communications 





main  advantage  however, was  that  virtualization  could  decouple  the  infrastructure 
ownership from the service offering. This way new business models could appear where 
specialized  infrastructure owners could build, deploy, and maintain  (just  the physical 
network)  communication  networks  that  would  be  operated  by  specialized  service 
providers that control partitions of the provider’s networks for a period of time. This 

























connected  directly  to  external  service‐oriented  architecture  (SOA)  applications.  SOA 
helped  to  eliminate  the  network  of  layers  and  allowed  network  components  and 
















and  organizations  who  bought  equipment  would  be  able  to  rent  out  existing 
infrastructure  (and  its  control  rights)  and  have  the  same  level  of  control  of  their 
resources. 
By the year 2009, most network operators still had a vertical business model where 
the  infrastructure  provider was  also  the  service  provider. However,  in  some  places 
(mostly in Europe), the law started to change with the functional separate regulation. It 













business on  infrastructure  services. Hence,  the  infrastructure would be considered a 
service. Virtualization helped infrastructure providers to rent out their resources, either 
with  peer  agreements  or  marketplaces  for  infrastructure  resources.  Actually, 
virtualization  became  critical  for  providing  resource  or  virtual  network  isolation, 
configuring rights control, and service manageability among other functions, to different 
service providers while sharing  the same  infrastructure. Consequently  its  impact was 
reflected as follows.  




possible,  for network operators,  to differentiate  among  themselves only by offering 
special application services. Therefore, as network operators had operated in vertically 
integrated environments,  they were not well positioned  to compete with more agile 
companies  that  had  typically  developed  in  highly  competitive  software  businesses, 
especially big agile companies like Google or Amazon. 
On  the other hand,  they were  in an excellent position  to provide  the high‐speed 
pipes and connectivity facilities to enable these applications.  
6.5.2.2. Infrastructure Providers 
Demand for capacity fluctuated wildly, the equipment became outdated quickly, and 
expertise  in maintaining high‐availability  systems was hard  to maintain.  These were 
reasons that  justified the ability to rent out the  infrastructure on an as‐needed basis. 
Users (third parties) did most of the network operation and control, thus reducing the 
operational  costs  of  that  shared  infrastructure.  Meanwhile,  traditionally  providers 
stopped offering their  infrastructure to turn to higher services  in the value chain. So, 
with that fragmented value chain network operators had to go back at providing their 
infrastructure  to  allow  quick  allocation  and  user  empowerment  of  infrastructure 
resources. 
6.5.3. IaaS Framework  
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The  IaaS Framework  [83] was a generalized approach  to  the outcome of years of 
research under the aforementioned UCLP research programs funded by CANARIE. As a 
reminder, UCLP goal was to provide end‐to‐end paths across domains; while UCLPv2's 




licensed  under  the  Apache  Software  License  version  2  that  enabled  developers  to 






speed up  the development of drivers  to communicate with  the physical devices,  like 
protocol  parsers  (TL1,  NetConf),  transport  handlers  (TCP,  SSL,  SSH),  and  a  driver 
architecture called the IaaS Engine. Figure 26 shows an overview of the components of 
the IaaS Framework and the framework based products and research projects. Device 
Controller  Services  were  a  group  of  services  that  acted  both  as  physical  device 
controllers, i.e. they communicated with the physical device using the required protocol, 
and as virtualization/partition factories; they provided the ``virtualize'' operation that 




These  services  represented  a  part  of  a  physical  device:  Ethernet  Port  Resources 
represented  Ethernet  interfaces,  TDM  Timeslot  Resources  represented  groups  of 















Resource  Lists  Services  provided  the  means  of  exchanging  resources  between 
organizations. When  organization A wanted  to  give  permission  to  organization B  to 
access  some  of  organization  A's  resources,  organization  A  created  a  resource  list 



































software  architecture,  depicted  in  Figure  28,  was  based  on  the  IaaS  Framework 
software. Argia was the beta‐commercial  implementation for optical networks (TDM, 









many  functionalities  and  WSRF,  WS‐N,  and  WS‐Security  implementations,  its 
programming model was too tightly coupled with WSRF, so it was impossible to separate 
the business logic from the web service code. Which was an important issue considering 
the  importance of building new  innovative business models  that would make use of 
virtualisation,  since  it  prevented  the  developers  from  exposing  hardware  resources 
using different  remote  technologies  (like plain HTTP, REST‐Style  [86] Web service, or 
others) and business logic is polluted with WSRF variables and statements. 
Therefore,  the  new  IaaS  framework  was  built  on  Spring  Framework  (a  Java 
Framework to create enterprise applications) and OSGi [87]. 
Argia (Figure 28) was the IaaS‐Framework‐based system to create IaaS solutions for 
optical  networks.  The main  goal  of  Argia was  to  enable  infrastructure  providers  to 
partition  their  physical  networks–infrastructure  and  to  give  the  control  of  the 
partitioned  infrastructure  to  third  parties  (infrastructure  integrators  or  APN 
administrators) during a period of time. These third parties would use the partitioned 









The Optical  Switch WS  interface  provided  a  series  of  high  level  operations  that 
encapsulated  the  physical  device  functionality.  For  instance,  using  the  “invoke” 
operation and passing the appropriated operation identifier and parameters, an Optical 

















































6.5.5. New Argia services 
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This  section  introduces  two  of  the main  services  for  optical  networks  that were 























brokering  system  implemented at  the  service  layer.  It provided advance  reservation 
features  for network resources  in a heterogeneous environment and across different 
administrative domains. Moreover, Harmony had a service interface that communicates 




In  order  to  integrate  the  UCLP/Argia‐ARS  as  a  Harmony  service,  a web  service 
interface was designed. This interface contained some functionalities that allowed the 




services were  composed by one or more  connections. While  connections were of  a 
topological nature, services added time constraints  to a group of connections. When 
these  functionalities were  called,  the  service processed  the  requests,  computed  the 
results, and then returned the response to the requester. 
Generally,  two  types of  resource  reservations  could be distinguished:  immediate 




[88];  or  in  grid  computing,  where  typical  computations  on  the  distributed  parallel 
systems  resulted  in  large  amounts  of  data  that  also  had  to  be  transmitted  in  time 
between different specified machines. As commented above, this advance reservation 
service brought  to users  the  capability  to  request  the  future  availability of network 
resources needed to build the optical paths between two specified nodes. In order to 
allocate  the  resources  that would create  the optimal path  through  the network,  the 
routing strategies of the ARS were based on Dijkstra’s shortest path (DSP) algorithm.  
From the reservation point of view, this service allowed users to create, delete, and 















In ARS,  a  connection was defined by  a unique  identifier of  the  service,  a  source 
endpoint and one or more destination endpoints, some bandwidth‐delay constraints 
(minimum and maximum bandwidth, which may be equal, the actual bandwidth, and 
the maximum  latency), the amount of data to be transferred  in megabytes  (required 




















 The  type of  reservation, which  could be  fixed  (the  starting  time  and  the 
duration were both  fixed), deferrable  (a deferrable reservation also has a 
fixed duration, but a variable starting time) or malleable (reservation that 






































6.5.5.2. Dynamic Optical Multicast Service 





























demonstrated  the  functionality of  streaming multiple high‐performance, high‐quality 




particular  the  Nortel  Optical Multiservice  Edge  6500  (Nortel  OME6500)  and  Nortel 
Optical Cross Connect HDXx  (Nortel HDXc)  1 platforms. Both platforms provided  the 











manager  center  of  Argia  was  enhanced.  It  initially  supported  only  point‐to‐point 






















s and  t1 and  the  resources used  in  route n2 between s and  t2. Further  levels of  the 
solution tree (if they would exist) would be computed the same way. 
The optimal solution was the leaf of the last level that has fewer resources stored. 
An example of  the  solution  tree of a multicast connection with one  source and  two 




resources stored  in the current  leaf of the branch would be  less than the number of 
resources of a temporary solution (the temporary solution is the minimum number of 










not  cut  any  branch.  Because  the  number  of  possible  multicast  trees  could  be 
overwhelming,  the  user  interface  displayed  only  a  limited  number  of  solutions 
(configurable by the user). This way the user could use the multicast service in a more 






















as  DOMS.  DOMS  and  ARS  were  both  deployed  along  the  HPDMnet  initiative.  This 
initiative was  a major  advance  beyond  such  legacy  services, which were  based  on 
architecture and technologies that had been in use for many years. 
6.5.6. Converged optical network and infrastructure to address GHG emissions 
In general, ICT technologies produced more Green House Gas (GHG) emissions than 
the airline  industry, at around 2%–3%  [90] of global emissions primarily  through  the 





























public sector  institutions and  the UK  required carbon accounting on all  responses  to 
Requests for Proposals from the UK government [99]. These mandated carbon neutrality 










take years,  if not decades to upgrade the electrical  line transmission  infrastructure to 
deliver the renewable power that was needed by the ICT and other industry sectors. 





of  access  to  renewable  power  because  of  poor  transmission  line  infrastructure, 




catastrophes  and  high  cost  of  coal  fired  power  it  seemed  logical  to  build  an  ICT 
infrastructure  that was  independent of  today’s  fossil  fuel  systems and  that could be 
deployed  using  entirely  renewable  energy  sources.  But  given  that most  renewable 
energy  sources  were  at  relatively  remote  locations  with  poor  transmission  line 




some  of  its  infrastructure  located  at  these  renewable  energy  sites  as  long  as  these 
facilities were  connected  to  high  speed  optical  networks. Many  large  data  centers 
deployed  by  Google  and  others  had  already  adopted  this  strategy  [93].  An  ICT 
infrastructure deployed at renewable energy sites had a number of advantages in that 
there was now a completely  independent redundant power  infrastructure for the  ICT 
industry made  up  of  the  traditional  one  provided  by  electrical  utilities  in  cities  and 
another  based  on  independent  renewable  power  sources  located  largely  outside  of 
cities  but  interconnected  through  optical  networks.  More  importantly,  by  locating 
network  nodes  at  renewable  power  sites  network  providers would  have  a  greater 
certainty of price, as they would not be competing with other industry sectors for that 
same power. 
Although  parts  of  Canada  and Norway  had  abundant  and  reliable  hydro‐electric 
power, experts believed that most future sources of renewable power  in Canada and 
elsewhere around the world would come from solar or wind powered facilities[102]. 









because  of  lack  of  sun  or wind? How  do  different  businesses  independently would 
manage  their  own  network  and  computational  resources  located  in  a  remote  data 
center thousands of kilometers away? How do users re‐configure and manage multiple 
resources  at  different  locations  depending  on  the  local  availability  and  price  of 
renewable power? 
Grid architectures [103] from the very beginning had been designed to address many 
of  these  questions with  the  concept  that  computation  resources were  likely  to  be 
distributed  globally,  across  independent  managed  domains  and  the  availability  of 
resources at any given site would vary depending on  local demand, suitability of  the 
resource, contractual relationship, etc. In terms of using renewable energy sources, all 
we were  doing was  adding  another  variable  to  the mix  that would  determine  the 
availability of resources at a given site. This concept of using, managing and aggregating 









the  infrastructure  and  handle  all  previously  identified  challenges  of  identifying, 
managing and re‐configuring resources as required. 
A  range  of  traffic  grooming  techniques  using  IaaS  allowed  for  the  optimum 
placement  of  routers,  add‐drop  multiplexers  and  cyber‐infrastructure  computation 
nodes  at  renewable energy  sites.  It would  also enable  a  range of different network 
topologies and traffic grooming strategies to meet demands of high end applications 
given the availability of nodes with sustained and plentiful renewable power. 
Optical  networks  using  Wavelength  Division  Multiplexing  (WDM)  provided  high 
bandwidth and low processing loads and had significantly less power consumption than 
traditional electronic networks. Moreover modern optical networks had much  great 





resources  to  a  number  of  network  operators  and  institutions.  The  platform  might 
support  a  host  of  virtual  or  logical  routers  and  optical  cross  connects,  each 
independently connected  to  separate  international or enterprise networks. Similarly, 
computation Grid platforms supporting a number of Virtual Machines, each running a 
different application for different users would be possible. 
Infrastructure  integrators  could  already  integrate  resources  from  different 
management domains into a single virtual management domain; thus federating despair 




IasS  virtualization  capabilities  allowed  the  optimization  of  the  whole  network 
resources, from L1 to L3 and allowed the composition of specific networks for a given 
application or  service. So  the usage of needed  resources  from each  service provider 
brought optimization of resource usage and reduction of costs, since service providers 
only used resources needed for certain period of time.  
Another  feature  that  the  IaaS  Framework brought  to  this  topic was  that  service 
providers could also be able to exchange resources among them when not used, and 
therefore not having active resources that are not used. By exposing internal processes 








sought  to  share  these  hardware  resources  between  users.  This  drove  new market 
opportunities with  the  IaaS  business model  and  had  a  definite  impact  on  the way 
networks were  operated  and managed  today. However,  at  this  period  in  time,  the 
separation that existed between the underlying hardware and software services, was 





The  work  done  provided  for  the  first  time  an  architecture  solution  capable  to 
virtualise  the optical network and offer  it under an  Infrastructure as a Service  (IaaS) 
model. It also provided a first level of optical isolation in terms of management, although 
not for the physical non‐linear characteristics of the fiber. These developments and the 






The  work  done  on  the  IaaS  Framework  opened  the  door  to  new  services  and 
technology  solutions.  After  years  of  activity  behind  the  IaaS  Framework,  it  evolved 
towards  an  open  source  framework  capable  to  deliver  similar  services  to  what 
Openstack offers  to  the  IT  sector on  IT  services provisioning, but based on network 
services. Thus, a new framework architecture emerged which allowed the virtualisation 
of  the  network  (independently  of  the  technology)  and  so  extending  the  concept  of 
optical IaaS to the IP layer by providing IP Networks as a Service. It was called OpenNaaS 
and offered a new way  to easily deploy  IP networks across different  IP domains.    IP 
Network  as  a  Service  (IP Network  Service) ended up being  a  key enabler  for  future 
flexible  and  stable  e‐Infrastructures.  It  extended  the myriad of  tool prototypes  that 
provided point‐to‐point links to researchers. The tools and/or frameworks available at 
that time, while providing high bandwidth pipes to researchers, only addressed one side 
of  the  problem.  Those  researchers  that wanted  to  create  a  virtual  communities  to 
address scientific problems were still connected to each institution’s networks, and so, 
it was complex to directly connect them with high bandwidth pipes. It caused a number 
of  issues  such  as  security  or  routing  integrity.  Thus,  IPNaaS  solved  it  by  creating  a 
logically  separated  IP  network  (on  top  of  the  high  bandwidth  pipes  and  optical 

















energy consumption would  reconsider and  impact  the  research  in  ICT. The  threat of 
Climate Change was very real and serious. Although the ICT sector’s footprint was still 








7. Service plane for resource virtualisation and provisioning 
As  described  in  the  previous  chapters,  the  demand  for  dynamic,  user‐controlled 
networks led in the past to the development of several Network Resource Provisioning 
Systems  (NRPSs). While  these  systems  served  their purpose well  in  a  single‐domain 













Two well‐known examples  among  the whole  set of  related NRPS  systems of  the 
period and besides the aforementioned ARGIA, were: on the one hand, the Nortel proof‐
of‐concept  middleware  called  Dynamic  Resource  Allocation  Controller  (DRAC)  –not 
available anymore‐ that allowed for an application‐initiated configuration of transport 
network  resources on  an  end‐to‐end basis. While on  the other hand  there was  the 
Allocation and Reservation of Grid‐enabled Optical Networks (ARGON) [105] system that 
enabled  the  integration  of  metro  and  wide  area  network  resources  into  a  Grid 
environment  for both,  the  intra‐ and  inter‐domain provisioning of packet and circuit 
switched  network  resources.  DRAGON  used  a  peer  inter‐domain model  supporting 




project,  the  Auto‐mated  Bandwidth  Allocation  across  Heterogeneous  Networks 






As  an  achievement  of  the  DANTE‐Internet2‐CANARIE‐ESnet  (DICE)  collaboration 




web service  interface between Grid  resource management systems and  the network 
resource management systems that also supported advance reservations. 
In US  the EnLIGHTened Computing  [109] project  focused on dynamic optical  light 
paths  between  supercomputing  sites  that were  created  upon  application  needs.  A 
domain manager allocated network resources by setting up circuits using GMPLS.  
Although  the  previous  citations  represented  a  set  of  projects  aiming  at  similar 
challenges,  in real environments network resources would often be heterogeneous  in 
type  and  independently  controlled  and  administrated. Moreover,  the  integration  of 










networking  would  soon  provide  the  capacity  to  carry  large  amounts  of  data,  but 
software tools and frameworks addressing end‐to‐end user and application‐level access 
as  well  as  provisioning‐on‐demand  of  such  bandwidth  needed  to  be  developed  in 
coordination with other resources, such as CPU and storage. 





•  A new generation of management and  control planes with  strong  interaction 
with  near‐real‐time  resource  (compute  and  network)  scheduling,  allocation  and 
reservation. 








and  a middleware  that enabled  authorized  end‐to‐end dynamic  service provisioning 
across  the European and worldwide heterogeneous network  infrastructure, and with 
the ability to treat the underlying network as first class Grid resource. And so, enhance 
the  level  of  integration  between  application  middleware  and  the  optical  transport 
networks  by  advanced  interworking  between  heterogeneous  network  domains  and 
their  applications  environments.  To  do  so,  interfacing  solutions  that  could  facilitate 





So  far  there was a  tremendous amount of research and development  in  the Grid 
community in terms of Grid services infrastructure and Grid application development. 
However, there had been very little work done in the area of using network as a first‐
class  Grid  resource.  Up  to  that  period,  there  was  no  existing  implementation  nor 
architecture that could demonstrate the power of exploiting the optical network as a 
first‐class Grid resource, with the challenges that would arise the fact of provisioning 
end‐to‐end  light‐paths  across  different management  and  control  plane  technologies 
spanning multiple  administrative domains. To do  so,  research  should be  focused on 
providing a unified network/Grid infrastructure that could flexibly adapt to the demands 





the  network  (lightpath)  and  Grid  (computational,  storage)  resources  could  be 
provisioned in a single‐step: network and Grid‐specific resources controlled and set‐up 





7.1. A SON architecture to use optical networks as a first-
class grid resource 
The  architecture  presented  in  Figure  33  and  developed within  the  scope  of  the 
Phosphorus research project put the optical networks as a first‐class grid resource.  It 
addressed some of the key technical challenges that enabled on‐demand end‐to‐end 
network  services  across  multiple  domains.  This  architecture  [110]  allowed  the 
applications to be aware of their complete Grid resources environment ‐computational 
and networking‐ and  its  capabilities.  It enabled and  validated dynamic adaptive and 
optimised use of  the heterogeneous network  infrastructures  interconnecting various 
high‐end  resources. With  full  support  to  on‐demand  service  delivery  across  access‐
independent multi‐domain/multi‐vendor networks. To do so, the architecture enhanced 
solutions  that  facilitated  vertical  and  horizontal  communication  among  applications 
middleware and the network resources across different domains. These domains were 
managed  by  already  existing  Network  Resource  Provisioning  Systems  (NRPS),  or 
domains that integrated a new Grid‐GMPLS (G2MPLS) Control Plane, both under a new 
AAA  architecture  that  supported  policy  based  on‐demand  network  resource 
provisioning. This G2MPLS extended ASON/GMPLS provided part of the functionalities 
related  to  the  selection,  co‐allocation  and  maintenance  of  both  Grid  and  network 







Many  of  Grid  applications  had  requirements  such  as  determinism,  shared  data 
spaces  and  large  data  transfers,  often  achievable  only  through  dedicated  optical 






































This  architecture  allowed  a  serial  of  Grid  applications  to  request  by  means  of 
middleware a set of resources with its needed bandwidth and delay, depending on the 





the main  focus  in  the NSP  and  the NRPS  layer.  The NRPS  systems  to  Integrate  and 
manage within this architecture, were systems that had already been validated in other 
scenarios and provided by  third parties.  In  fact,  few  changes were needed on  those 
specific NRPS  systems  to make  them  operation within  this  framework  architecture. 
These NRPS used were the following ones: 
 












The  Dynamic  Resource  Allocation  Controller  system  was  developed  by 
NORTEL  and  it  is  a  commercial‐grade  network  abstraction  and  mediation 
middleware platform, acting as an agent for network clients (users, applications, 




UCLP The  User  Controlled  LightPaths  system  was  developed  by  CRC,  Inocybe, 
i2CAT and UofO under the CANARIE support. It provides a network virtualization 
framework upon which  communities of users  can build  their own  services or 








7.2. Harmony: An Interdomain Broker  
The Harmony2 system came as a consolidated architecture for the provisioning of 





point‐to‐point  connections  using  network  resources  from  several  domains  in  a 
transparent way. It was a path provisioning architecture/system where both Users and 
Grid  applications  could  book  in  advance  paths  and  network  resources  over 
heterogeneous domains.  It was defined and developed within  the  framework of  the 
Phosphorus research project which demonstrated solutions that facilitated vertical and 






environment  for  the  scientific  personnel  at  the  end  points.  The  domains  should  be 
considered  as  a  set  of  independent  administrative  transport  domains  controlled  by 
different NRPSs within a heterogeneous environment. Also,  they should or shouldn’t 
accept  the  same policies when provisioning paths. Secondly,  there were privacy and 
confidentiality  reasons  that  forced  not  to  share  the  internal  topology  to  the  other 
providers or  to  the public, also  to  avoid business disadvantages.  Finally,  considering 
again  heterogeneity  of  the  different  involved NRPSs,  there was  the  requirement  of 
making signalling  interoperable  in or‐der to provide on‐demand, multi‐domain circuit 
provisioning,  given  that  each  one  of  the  NRPSs  offered  a  different  communication 
interface. Thus, the key features were: 
• A multi‐domain path computing and provisioning system where users and Grid 
applications  could book  in advance end‐to‐end paths and network  resources 























a GMPLS  control  plane.  A  common Network  Service  Plane  (NSP)  for  signalling was 
defined and hence,  interoperability between NRPSs (DRAC, UCLP/Argia, and ARGON), 
the  GMPLS  control  plane  and  the  Grid  applications/middleware  was  seamlessly 
achieved. The  validity of  the definition, design  and  implementation of  the Harmony 





network  as  a  manageable  resource  in  the  Grid  by  means  of  the  Harmony  Service 
























MPLS  Control  Plane  (GMPLS‐CP)  –  not  considered  an  NRPS  itself–  and  performed 
signalling operations and path management functions.  
Figure 35 shows a simple Harmony set up with one  IDB at the NSP and one NRPS 







































7.2.1. The NSP and the HAL 
7.2.1.1. The Network Service Plane 




network  resources  offered  by  its  underlying  administrative  domains.  Thus,  one  IDB 
could control one or more Network Resource Provisioning Systems, also called simply 
domains  in Harmony. As domains were  represented only by  their endpoints and  the 
intra‐domain topology was hidden, the path computer of the NSP could not calculate 
intra‐domain paths. Rather,  it generated a  list of endpoints defining an  inter‐domain 
path and received, from the NRPS, the following results when an intra‐domain path was 
requested: 0‐path  available,  1‐source occupied,  2‐detination occupied,  3‐source  and 
destination occupied, 4‐no path between  source and destination. The namespace of 
endpoints was chosen in such a way that the corresponding domain could be identified 




Multilayer  and multi‐region  issues were  topics  for  further work. Regarding  the path 
computation, it only took into account the interdomain links defined in the NSP by an 
automatic  process.  So,  the  calculated  end‐to‐end  path  was  split  up  into  several 















Actually,  an  efficient  resource  co‐allocation  required  the  possibility  to  query  the 
availability of resources (as stated before) without making a (hard) reservation. In order 






Regarding  the  authorization  and  accounting mechanisms,  the NSP  itself  did  not 
provide  complex  authorization  or  accounting  mechanisms.  Rather  it  forwarded 
attributes that were contained  in the  incoming message  from the middleware to the 
involved NRPS adapters and vice versa. The authorization process was in the scope of 
each NRPS and the middleware authorization tickets were transparently communicated 





co‐allocation  of  Grid  and  network  resources  managed  by  different  administrative 
entities. A MSS did not distinguish between Grid and network resources. It treated the 
network  in the same way as a grid resource, whose availability could be queried and 




a global broker  responsible  for  creating  the end‐to‐end  service  connections  through 
different NRPS systems. The NSP was responsible for dealing with the NRPSs in order to 
provide end‐to‐end paths, manage AAA issues, and keep track of the resource utilization 





•  Its  ability  to  create  point  to  point,  or  point  to  multipoint  connections  using 
resources  from  several  domains  in  a  transparent way.  The  proposed  solution 












The  interoperability  performed  by  IDBs,  in  conjunction with  the  new  interfaces 
developed, was understood as the capability to create advance reservations. An advance 
reservation was already defined (as commented on chapter 3.3.5.1) as a reservation of 
network  resources  for  a  future  time.  This  allowed  users  (Grid  applications)  to 
programme/request connections  in  the  future  that would be set up automatically as 
scheduled.  These  reservations were  between  two  end  points  and  could  be  located 
within the same or in a different domain at the network level, and were also defined by 
a specific bandwidth and a minimum delay time. 
The  consideration of a  centralised approach  in  the NSP positively  contributed  to 
enabling multi‐domain reservations as  far as: 1) an abstracted  image of the different 
domains and the inter‐domain links/connection points among them was stored in only 
one  entity  in  the  NSP;  and  2)  the  NSP  kept  track  of  the  occupation  and  resource 
reservations  of  the  different  domains  and  their  inter‐connections.  Additionally,  this 
central entity allowed requests from the Grid middleware, completing in a simple way 
















7.2.1.2. NSP services 
 








the bandwidth  along with  the  reservation  start  and end  times. A  fixed  advance 
reservation request for a single connection was depicted on the left side in Figure 








request had a degree of  freedom  in  the  time domain.  In particular,  time‐related 
parameters defined  a  range of possible  values  to establish  the  reservation.  The 
lifecycle of a deferrable reservation was given on the right side in Figure 38 and was 
defined  as  tuple  (trelease,  tdeadline,  ∆t,  s,  d,  C)  where  trelease  +  ∆t  <  tdeadline.    The 
reservation could start at trelease and had to end before tdeadline. The usage phase was 





be  useful.  This  reservation  provided  a  lot  of  flexibility  to  find  a  slot  to  serve 
reservations at a constant bit rate between the minimum and the maximum allowed 
throughput. A specification of the exact transmission rate could be omitted when a 
fixed  amount  of  data  had  to  be  transmitted.  By  joining  the  time  and  resource 
constraints,  the reservation system could  find  the most efficient solution  for  the 











7.2.1.2.2. Multidomain Path Computer 
The Network Service Plane in Harmony provided multi‐domain path computing over 
the abstracted topology based in border points (or endpoints) of the network domains 












in use by  another  service  that  is  at  least partly overlapping  in  time) was  taken  into 
account. All paths belonging to a specific service were calculated at the same time but 
could be selectively read from the Path Computer one by one. Each path was returned 
as  a  list of  tuples of  Endpoints.  Each  tuple  consisted of  two  Endpoints of  the  same 
















































































contained  a  common  communication  part  for  all  the  NRPSs  that  consisted  of  the 
required Web Services  to  receive  the calls  to  the operations at  the NRPS  level. Each 
adapter translated the incoming calls to the invocations implemented by the NRPS, and 
redirected them to the underlying system. The NRPS Adapter was located at the top of 
each  NRPS.  It  implemented  all  the  required  operations  to  invoke  the  reservation 
functions of the NRPSs. The Adapter had a common part for all the NRPSs and another 
specific one for each kind of NRPS (ARGON, DRAC and UCLP). The common part mainly 






through Web  Services.  The NRPS  Adapter  implemented  an  interface  based  in Web 
Services that was accessible by the NSP. The NSP, in turn, implemented the Web Service 
to allow the notifications. The NSP knew detailed information about all the controlled 












physical  resources.  The  Adapter  could  get  the  Endpoints  registered  in  the  NRPS 





translation  of  existing  operational  features.  It  contained  the  same  operations  and 
communication  functionalities, but  it was  implemented  from  the NSP point of  view. 
Furthermore, some extended features were supported only by a subset of the systems. 
The supported features of a system could be queried using the “getFeatures” operation 
of  the Reservation Web Service. The NRPS adapters  interacted with  the NSP  (IDB)  in 
order to enable interoperability among IDB. 
7.2.1.3.1. Thin NRPS 
The thin NRPS was not depicted in the architecture of the Harmony system, but it 
allowed Harmony  to  interoperate with  standard GMPLS‐CP. A  specific  interface was 













The Thin NRPS was a network  resources provisioning  system  for domains with a 
GMPLS control plane. Since this interface had to deal with a standard GMPLS CP without 
advance reservation functionalities; this functionality was already provided by the Thin 





















of bandwidth on  the  internal  links  could be performed. Therefore  the 
Thin NRPS would only check, if endpoints were available and if there were 




 To  register  its domain at  the NSP domain manager,  retrieve user and border 








fixed  reservations were supported, because no  topology  information about  links and 
 122 
 





provides  a  notification  receiver  interface, which  enabled  the GMPLS  driver  to  send 
update  information about endpoints and paths. Moreover,  it acted as a client to the 
topology  manager  web  service  of  the  NSP  (e.g.  it  will  add  a  domain  and  provide 
information  about  endpoints)  and  as  a  client  to  the  GMPLS  driver web  service  for 





Path creation service  Creates a point-to-point path between two endpoints specified by TNA addresses. 
Path termination service  Tears down a point-to-point path which has been set up by an NRPS.  
Path monitoring service  Provides status information about the specified path.  
Path discovery service  Retrieves any established point-to-point connection in the controlled network. It 
is needed to refresh the NRPS view on the network in case of losses or reboots.  
Endpoint discovery Service  Retrieves information about any endpoint in the controlled network. It is needed 
to deliver the available endpoints to the NRPS during system initialization and to 
refresh the NRPS view on the available endpoints in case of memory losses 
through system failures or reboots.  
Registration service  Registers the NRPS to receive messages from the web service in case of path 
status changes or endpoint changes.  
Path delete notification  Informs all registered and authenticated systems, if a path is no longer available. 
Endpoint update notification  Informs all registered and authenticated systems when endpoints have been 







which was  only  accessed  by  the  core  component  of  the GMPLS  driver.  It  could  be 
administered  through  any  database  front‐end  like  phpMyAdmin. GMPLS  operations 
were initiated and controlled by vendor specific modules.  





7.2.2.1. The HSI interface 




were  also  being  considered  for  standardization  purposes  within  the  NSI  (Network 
Service Interface) working group of the OGF. The HSI was responsible for offering to the 
Grid resource: co‐allocation, scheduling and network topology related services. Thus, 













































resources were not yet  reserved,  instead a  response  indicating 
whether the reservation would be feasible or not was sent. 
reservation request 
Reserved  network  resources  for  one  or  more  services.  The 




























These  methods  allowed  the  system  to  add  a  domain 
controlled by an NRPS, delete it, update the domain or get all 
















manually editing  the  information  stored  in an  Inter‐domain 
Broker, this operation was used for the automated topology 
exchange.  It was used by sub‐domains  to register with their 












the end‐to‐end and  the multi‐domain path provisioning. Thus, and  in order  to make 
Harmony  interoperable  with  other  research  activities  from  third  parties,  it  was 
necessary to build a gateway. It was composed of the Harmony service interface on the 
one hand and the interface of the other system on the other hand. The principle behind 
the  integration was  a  translation principle;  this meant  that  the  gateway maped  the 














The  Topology  Client  allowed  the  user  to  create,  query,  modify  and  delete  any 
topological  information  of  the  network  (add,  modify,  query  and  delete  domains, 
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7.2.2.1.1. Topology modification 
 The  natural  way  to  add  the  domains  and  endpoints  was  not  through  the  GUI 

























that  was  also  used  for  CreateReservation  requests.  This  routine  queried  the 
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If  the  requested  resources  were  not  available  in  one  or  more  of  the  involved 
domains, they were pruned from the PathComputer  instance (section 7.2.1.3).  In this 
case,  the domains replied with alternative start time offsets,  the  latest of which was 
recorded for later use if no suitable path could be found. Then, the PathComputer was 
queried again for an alternative path. 











first  returns  the  two  intradomain  connections  A.U‐A.B2  and  B.B1‐B.U.  According 
IsAvailable messages are then forwarded to domains A and B. A replies that A.U‐A.B2 is 








yield  three  intradomain  connections  A.U‐A.B1,  Y.B1‐Y.B2,  and  B.B2‐B.U  in  the  next 
iteration. All three corresponding  IsAvailable requests to the domains A, B, and Y are 
answered  positively.  Thus,  also  the  NSP’s  reply  to  the  IsAvailable  request  for  the 
interdomain path A.U‐B.U is positive. 
7.2.2.1.3. Network resource reservation 
The  reservation  of  network  resources  was  internally  handled  similar  to  the 
availability query described in the previous section. Before sending CreateReservation 
messages to the NRPSs, the availability of the requested resources was checked. This 











the  intradomain  paths  A.U‐A.B1,  Y.B1‐Y.B2,  and  B.B2‐B.U  would  be  sent  to  the 
corresponding domains. 
7.2.2.1.4. Reservation status query 
A  GetStatus  was  mapped  to  a  set  of  single‐domain  GetStatus  queries  in  a 
straightforward way. From the reservation ID that was part of this message, the domains 
and  the  reservation  IDs  used  for  this  reservation  inside  each  of  the  domains were 
retrieved  from  the  database,  and  a  set  of  corresponding GetStatus messages were 
constructed  and  passed  to  the  NRPSManager.  Practical  considerations  during  first 
testing of the code led to a slight modification of the GetStatusResponse messages. In 
addition to an overall status code for each connection that was generated from the set 
of  status  codes  for  this  connection  received  from  the  participating  NRPSs,  the 
GetStatusResponseType optionally  contained DomainStatus elements, each of which 













made  for  the  input  reservation  and  sent  a  CancelReservation  message  with  the 
corresponding ID to each of the domains. 
7.2.3. Harmony Performance and Scalability Analysis 
Harmony evolved from a centralized, to a hierarchical and distributed architecture. 
Therefore,  and  in  order  to  validate  Harmony  capabilities,  a  set  of  analyses  were 
performed  that  demonstrated  the  performance  improvement  of  moving  from  a 
centralized  to  a  distributed  architecture.  They  measured  its  success  reservations 
percentage. The performance study showed  the successful  responses  to  incremental 
and poison requests for the Harmony system.  
7.2.3.1. Architecture, Assumptions and Limitations  
As commented, Harmony was a multi‐domain path provisioning system where users 
and Grid (grid‐jobs) [114] applications could book in advance end‐to‐end paths. Harmony 
allowed  heterogeneous  domain  interoperability  by  performing  an  inter‐domain 
resource brokering over well‐known network resource provisioning systems (NRPS). The 











7.2.3.2. Request Arrival and Distribution 
On one hand, in a real situation, users belonging to a given population had data plane 
connections  to  transport networks controlled by  their associated  IDB and,  therefore, 
generated  requests uniquely  to  the NSP entity. Consequently, when an  IDB  received 
requests  from  its population which did not  involve any  resource under  its control,  it 
performed forwarding of the request towards the correct IDB in the NSP. This effect was 
modelled by  the  forwarding probability  (݌௙௪) which characterized a population. As a 
result, a request had a probability of 1‐݌௙௪	of being served by the IDB attached to the 
population.  Otherwise,  the  IDB would  forward  it  to  the  IDB  controlling  the  source 
domain of the reservation, which in Harmony was the one in charge of computing the 
whole  inter‐domain  path. Values  considered  for ݌௙௪	were  0.01,  0.1  and  0.5. Higher 








per  second, where  the highest  threshold  corresponded  to  busy periods  in  real Grid 
environments  such as Kallisto  site  in HellasGrid  (Patras, Greece) or BEGrid  in Belnet 
(Ghent, Belgium).  
On its turn, Poisson IAT distribution allowed us to introduce more realistic behaviour 
in  the  request  arrival,  as  it  was  the  basis  for  complex  distributions  like  Pareto‐
exponential or Markov‐Modulated Poisson Processes, proven too closely model IAT in 
the sites mentioned above [115]. 
7.2.3.3. Harmony Service Plane Scalability and Load analysis 
 To  evaluate  the  scalability  of  the  current  service  plane  implementation,  both 
centralized  and  distributed,  the  request  response  time was  a  function  of  the  load 
measured   







samples  per  step.  It  shows  that  the  system was  stable  up  to  50req/sec.  To  obtain 







its  corresponding emulated NRPS adapter was  specified. Results  (Figure 44)  confirm 
that,  as  the  probability  of  forwarding  the  request  in  one  IDB  increased,  the  time 
response of the whole service plane was affected by decreasing its performance.  
Above, a forwarding probabilityሺ݌௙௪) was introduced and discussed to describe the 
involved  IDBs  in  a  reservation  process.  The  decision  of  which  systems  came  into 





















Different  request  and  response  types  needed  specific  bandwidths.  Based  on 
measurements done in the Phosphorus test‐bed, Table 13 shows the average size of the 
four most used requests. Given these values, it was stated that a complete reservation 












Figure  46  showed  that  the  system  was  stable  up  to  28  requests  per  second  in  a 

















out  10ms  communication  and  processing  overhead  for  each  request  while  time 
response of the adapters did not exceed of 500 ms (average).  As seen in  
Figure  47.b,  each  additional  hierarchical  level  increased  the  total  response  time 









Thus, under  the  given  assumptions  a Poisson distribution  improved  the  request‐
response time when Harmony performed the forwarding in a distributed architecture. 
We  tested  it  in a  realistic scenario under  the Phosphorus emulated  testbed, and  the 
result  were  that  even  with  a  very  limited  knowledge  of  topology  information  and 
without an homogeneous  control plane  for  the different domains,  the  service plane 
implemented  by  Harmony  scaled  according  to  the  model  deployed,  centralised  or 
















7.2.3.4.1. Analysis conclusion 
Harmony was a system able to accept multiple simultaneous provisioning requests 
directly  from  the Grid middleware under a  centralized or a distributed architecture. 
Considering  the  results presented, a distributed approach was  the most  suitable  for 
Harmony, since it improved the responsiveness behaviour by keeping down the number 
of  involved  IDB  layers  and  by  preventing  an  overload  of  single  entities, making  the 
system more efficient and scalable. 
We also had to take into account that when the probability of forwarding the request 
in one  IDB  increased,  the  time  response of  the whole service plane was affected. As 
distributed systems  increased the  load traffic  in the service plane due to signalling,  it 







enabled  GMPLS  (G2MPLS)  Network  Control  Plane,  as  an  enhancement  of  the 
ASON/GMPLS Control Plane architecture that implemented the concept of Grid Network 
Services  (GNS).  In  the PHOSPHORUS  framework, GNS was a service  that allowed  the 
provisioning of network and Grid resources in a single‐step, through a set of seamlessly 
integrated procedures.  
G2MPLS  resulted  in  a  more  powerful  Control  Plane  solution  than  the  standard 







The main  rationale  behind  this  new G2MPLS  architecture was made  of  different 






Grid  and network  resources, by exposing upgraded  interfaces  at  the UNI  and E‐NNI 
network reference points (i.e. G.OUNI and G.E‐NNI). 
The  G2MPLS  Network  Control  Plane  brought  an  innovation  to  the  field  of  co‐
allocation of Grid and network  resources, because of  its  faster dynamics  for  service 
setup, adoption of well‐established procedures  for  traffic engineering,  resiliency and 
crank  back  and  uniform  interfaces  for  the  Grid  user  to  trigger  Grid  &  network 
transactions. 
7.3. Conclusions 
The  development  of  a  new  service  plane  capable  to  provision  on  demand 
connectivity  services  from  the  application  API,  and  in  a  multi‐domain  and  multi‐
technology scenario based on a virtual network infrastructure, composed of resources 
from  different  infrastructure  providers,  brought  a  new  type  of  services  planes  that 
facilitated  the  deployment  of  applications  consuming  large  amounts  of  data  under 







strict  requirements and demands  imposed by  scientific users with  large dataset grid 
applications. In fact, it was the first on‐demand provisioning system that at lower levels 




composed  by  the  border  nodes  of  these  individual  domains  (NRENs), with  a  set  of 
systems  capable  to  provide  inter‐domain  connectivity  services,  allowed  the  Grid 




e2e provisioning,  allowing  the operators not  to  exchanging or  exposing  confidential 













and  operational  foundation  (a  layered  architecture  and  an  agreed‐upon  a  set  of 
protocols  for the sharing and transmission of data over practically any medium). The 
Internet’s  infrastructure was essentially an  interconnection of several heterogeneous 
networks  called  Autonomous  Systems,  which  were  interconnected  with  network 
equipment called gateways or routers. At the same time, routers were interconnected 
together  through  links, which  in  the  core‐network  segment were mostly  based  on 
optical transmission technology, but also in the access segments a gradual migration to 
optical technologies occurred. The current Internet became an ubiquitous commodity 
to  provide  communication  services  to  the  ultimate  consumers:  enterprises  or 
home/residential users. The Internet’s architecture assumed that routers were stateless 











to be achieved. Analysts predicted  that  in 2020, more  than 80 % of  the  IT would be 
outsourced within the Cloud [122]. With the increase in bandwidth‐hungry applications, 
it was just a matter of time before the Internet’s architecture would reach its limits.  
The  new  Internet’s  architecture  should  propose  solutions  for  QoS  provisioning, 
management and control, enabling a highly flexible usage of the Internet resources to 
meet bursty demands. Thus, Internet’s architecture needed to be redesigned, otherwise 





At  this  period  in  time,  best  practices  in  optical  network  and  IT  infrastructure 
management  were  characterized  by  global  services  and  delivery  over  generic 
infrastructures,  driven  by  the  ubiquitous  presence  of  the  Internet.  As  the  scale  of 
information processing was increasing, from Petabyes of Internet data to the projected 
Exabytes in networked storage at the end of this decade, Future Networks were required 
to  provide  new  answers  to  support  the  Future  of  Internet  and  its  new  emerging 
applications[123][124]. This was becoming even more important considering the current 
development  and  technical  enhancement  of  photonic  networks,  dynamic  control 
planes, multi core processing, cloud computing, data repositories, and energy efficiency, 
which were driving profound transformations of optical networks and users capabilities. 
These  technological  advances were driving  the emergence of ever more demanding 
applications  such  as  UHD  IPTV,  3D  games,  virtual  worlds,  and  photorealistic 
telepresence in media. These were high‐performance and high‐capacity network based 
applications with strict IT (e.g. computing and data repositories) resource requirements, 
which  the  current  Best  Effort  Internet  intrinsically  could  not  deliver.  However,  and 
besides these potential constrains and limitations, it was impossible to throw away what 












to serve  the new generation of applications  in  the commercial and scientific sectors, 
telecom  operators  already  considered  methods  for  dynamic  provisioning  of  high‐
capacity network‐connectivity services tightly bundled with IT resources. To realize this 
kind of networked‐IT  infrastructure service, envisioned to facilitate Future  Internet, a 
next  generation  network  architecture  was  needed.  This  new  generation  network 
architecture had to seamlessly integrate optical network technologies and IT resources, 
and provide customized  infrastructure provisioning services to  facilitate the seamless 










network  and  IT  resources  could be  exposed  to  the  research  community  to perform 
disruptive  network  research.  Important  example  were  the  FEDERICA[130]  EU  FP7 
project,  or  the  GENI[131]  project  in  the  US  with  the  iGENI[132]  initiative.  iGENI 
infrastructure would integrate with GENI resources, and operate them in order them to 
be used by GENI researchers conducting experiments involving multiple aggregates (at 
multiple  sites).  In  addition,  the  iGENI  consortium  planned  to  integrate  its  global 
infrastructure  with  the  Open  Resource  Control  Architecture  (ORCA)  [133]  control 
framework, developed by GENI at RENCI (Renaissance Computing  Institute) and Duke 
University,  to  enable GENI  researchers  to dynamically  control  international network 
services, associated transport resources, and GENI aggregates.  
All these approaches were considerate together with a set of related initiatives that 
















• 4WARD  Project[135]:  EU‐FP7  4WARD’s  goal  was  to  make  the  development  of 
networks  and  networked  applications  faster  and  easier,  leading  to  both  more 
advanced  and  more  affordable  communication  services.  According  to  4WARD 
outcomes, network virtualisation was not only an enabler  for  the  coexistence of 
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multiple architectures, but also provided a path  for  the migration  towards more 




4WARD,  the goal was  to develop a  systematic and general approach  to network 
virtualisation. The problem space was divided into three main areas: virtualisation 
of  network  resources,  provisioning  of  virtual  networks  and  virtualisation 
management. The 4WARD roles model were used as state of the art  for the new 
architecture design presented in this thesis.  
• RESERVOIR  Project:  The  FP7  RESERVOIR[136]  project’s  goals were  defined  as  to 
enable massive scale deployment and management of complex  IT services across 
different  administrative  domains,  IT  platforms  and  geographies.  The  project 
considered  virtualisation  technologies  to  transparently  provision  distributed 
resources and services on‐demand with the specified QoS based on Service Level 
Agreement (SLA). RESERVOIR was limited to server virtualisation, regardless of the 




Besides  the  different  activities  developed  worldwide,  there  was  not  yet  an 
architecture capable of seamless and coordinated provisioning of optical network and 
IT  resources,  and  end‐to‐end  service  delivery  with  flexible,  adaptive  and  dynamic 
association  as well  as  integration  of  heterogeneous  network  infrastructures  and  IT 
resources. 





1.  Enable  ubiquitous  access  to  huge  bandwidth:  As  of  the  period,  the 
users/applications that required bandwidth beyond 1 Gbps were rather common, with 
a  growing  tendency  towards  applications  requiring  a  10  Gbps  or  even  100  Gbps 
connectivity. Examples included networked data storage, high‐definition (HD) and ultra‐





all  protocol,  had  reached  its  limits  in  controlling—alone—the  bandwidth,  other 






a challenge  in today’s best‐effort  Internet.  Indeed,  IT resources were processing data 
that should be transferred from the user’s premises or from the data repository to the 
computing resources. When the Cloud become largely adopted and the data deluge fall 
in  it,  the communication model offered by  the current  Internet of  the period would 
break  the  hope  for  fully‐transparent  remote  access  and  outsourcing.  The 
interconnection  of  IT  resources  over  networks  would  require  well‐managed, 




of video applications over  the  Internet  caused  the  traffic  to be unpredictable  in  the 








that  time  responsible  for about 4 % of  the worldwide energy consumption, and  this 
percentage was expected to rapidly grow over the next few years following the growth 
of the Internet. Therefore, as a significant contributor to the overall energy consumption 















6.  Develop  a  sustainable  and  strategic  business  model:  the  business  models 
deployed by  telecom operators were only  focused on selling services on  top of  their 
infrastructures. In addition, operators could not offer dynamic and smooth integration 
of diversified resources and services (both  IT and network) at the provisioning phase. 
Network‐infrastructure  resources were not understood as a  service within  the value 
chain of IT service providers. Thus, a novel business model was necessary, which could 
fully integrate the network substrate with the IT resources into a single infrastructure. 
In addition,  such business model would  let operators offer  their  infrastructures as a 
service to third‐party entities. 
8.3. Architecture and infrastructure technical challenges 
This  section describes  the  specific  technical  challenges  that  the new architecture 
proposed  along  the  chapter  had  to  overcome.  The  achievement  of  these  technical 
challenges  provided  solutions  to  the  main/global  research  challenges  discussed  on 
section 8.2. 
The architecture had to be based on an end‐to‐end principle, based on extending 
















the  design  of  this  new  architecture.  An  architecture  that  would  change  the  way 
operators  would  deal  with  the  optical  infrastructures  and  the  services  they  could 
provide. And so, define new business models. Figure 49 shows the first draft discussion 





for  optical  an  IT  infrastructure  was  needed.  This  architecture  would  allow  the 
deployment  of  different  virtual  infrastructures,  each  one  controlled  by  a  different 
control plane. While these control planes would be serving different cloud applications, 













to  compose  and  offer  part  of  their  infrastructures  (possibly  combined  with  IT 
infrastructures) as logical infrastructure to network operators, which would act as virtual 
network  operators.  So,  network  operators  would  operate  the  hired  logical 
infrastructures with advanced Control Plane (ASON/GMPLS and PCE) technologies and 





as  physical  infrastructure  provider  and/or  (overlay/customized)  virtual  network 
operators. Actually, telecom operators could also make profits from their infrastructure 
by carefully/better planning  resource allocation  to  limit unused cycles or bandwidth, 
and improving the energy efficiency by optimizing their resource usage. The flexibility of 
a logical infrastructure composition mechanism would allow network operators to lease 
and  operate  multiple  instances  of  application‐specific  networks  towards  service 
providers, each with its own specific IT and network requirements [139].  
This  architecture  would  overcome  some  of  the  limitations  existing  in  current 
infrastructure services: 
 
 New  emerging  applications  with  highly  demanding  network  IT  resource 
requirements, but  still unable  to exploit  the potentials of  the  current optical 
network technologies. 
•  The  optical  Network  layer  was  unaware  of  applications’  dynamic 
requirements. 












•  Customized  virtual  networks  supporting  dynamic  Optical  Network  +  IT 
provisioning services. 
8.3.1. Infrastructure Challenges 
There were many challenges as driving  forces  to  redefine  the architecture of  the 
Network of the Future and the services  it would provide. The ones  listed below were 
addressed  by  the  architecture  proposed  on  this  chapter  as  the  fundamental  future 
challenges where current networks would reach its limits. It would: 
• Define and develop a novel dynamic wavelength service provisioning mechanism 
that  would  enable  network  operators  to  efficiently  manage  their  capacity  and 
infrastructure. 
• Define and  implement a new mechanism  for network operators to request and 







automatically  and  efficiently  bundle  suitable  IT  resources with  the  required  optical 
network connectivity services in a single step. 
•  Define  and  develop  a  novel mechanism where  infrastructure  providers  could 
partition their infrastructure resources (optical networks and/or IT) to compose logical 










The  concept  behind  this  architecture  would  result  in  a  new  role  for  telecom 
operators  that  owned  their  infrastructure  by  enabling  them  to  offer  their  optical 
network  integrated with  IT  infrastructures  (either  owned by  them  or  by  third  party 
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providers),  as  a  service  to  network/service  operators.  This  would  enable  business 
models where complex services  (e.g. Cloud computing) with complex attributes  (e.g. 







infrastructure.  And  so,  enable  applications  and  users  to  deploy  different  styles  of 
networks operations (in terms of, for example, granularity and dynamicity of transport 
bandwidth) on this infrastructure.  
8.3.2.  Technical approach/challenge  
This infrastructure challenge would be achieved through two new technical layering 
approaches  capable  to  map  SLA  from  the  application  down  to  the  network/IT 
infrastructure. The first technical approach would be based on defining and designing a 
new  Logical  Infrastructure  Composition  Layer  (LICL)  as  a  new  powerful  tool  for 
infrastructure providers. It would provide a semantic framework for composition of the 




operators,  with  backward‐compatible  superset  of  the  ASON/GMPLS  and  PCE 
architectures, thus enhanced capabilities, still preserving the legacy and standard ones 
from ASON/GMPLS and PCE.  
This  NCP  would  implement  an  advance  provisioning  functionality  (i.e.  dynamic 
and/or  scheduled)  of  end‐to‐end  optical  network  (i.e.  connections),  for  advanced 
Bandwidth on Demand (BoD) services over a partitioned physical infrastructure and at 
the user‐network  interface  (thus extending  the ASON/OIF UNI  reference point). This 
would take into consideration the experience acquired on the development of IT‐aware 
GMPLS control plane for grid resources from the Phosphorus [140] EU FP6 IP.  
Thus,  the  combination of  the  LICL  and  the enhanced NCP would  introduce  a  re‐
planning capability (triggered by the NCP) in the network Traffic Engineering procedures, 





operations or business requirements. GMPLS+/PCE+ would be  the  tool  to  implement 
these  dynamics.  Moreover,  energy‐awareness,  for  an  energy‐efficient  routing  and 
provisioning of transport network connection services would be an outcome of these 
technical challenges. 
8.3.3. Business model impact 
The aforementioned  challenges and  services would  introduce a new architecture 
with a set of key business differentiating factors that would re‐qualify the interworking 
of  legacy planes by means of a  logical  infrastructure representation  layer for network 
and  IT  resources.  This  would  enable  a  new  business  model  where  Infrastructure 
providers’ resources would be partitioned and offered on demand to network operators 
as a Service. 
This  research  innovation aimed at establishing a breakthrough  in  the design and 
implementation of the Future Networks. It provided an evolved Network Control Plane 
that  would  enable  European  network  operators  to  provide  end‐to‐end  services  by 
seamlessly  controlling  optical  network  and  IT  resources,  with  dynamic  wavelength 
allocation  functionalities  and  capabilities  to  (re)plan  infrastructure  resources  on 
demand. Thus, it would lead to an optimized cost‐efficient use of infrastructures.  
The  Infrastructure  as  a  Service  (IaaS)  approach  would  allow  this  model.    The 
resources  partitioning,  and  the  dynamic  and  on‐demand  capability,  would  allow 











on  the network side and how DC’s could be  interconnected  for service and resource 
sharing.  Since  cloud  would  be  the  type  of  application  driving  the  research  at  the 
 150 
 
infrastructure  level,  it  is  important  to understand  the main characteristics  that cloud 
technology and its systems had on this period (Figure 50): 














would  span  their  common  boundaries  and  independently  deal with  network  and  IT 
resources. “Internet‐scale” was misleading, as the sufficiency of the existing best‐effort 
Internet as the infrastructure and engine that enabled these applications. 
Thus,  optimization  of  interactions  between  resource  consumers,  operators  and 
providers (IT and Telecom) was a must. It meant that optimization could be achieved by 
































































a. Platform  effect  (at  that  time  these  openness was  not  yet  solved, 









































All  these  principle  and  movements  of  the  industry  directly  impacted  the 
evolution of DCs, which rapidly found the need to evolve towards: 
• Very high throughput transport planes  
o All‐optical  TP  for  ultra‐low  latency  and  jitter  (huge  uncompressed 
data to move, min queuing/OEO) 
















planes  by means  of  a  virtual  infrastructure  representation  layer  for  network  and  IT 
resources and an advanced resource provisioning mechanism. It offered an innovative 
structure  by  adopting  the  concepts  of  Infrastructure  as  a  Service  (IaaS)  and  service 




On  the  one  hand,  the  service‐oriented  paradigm  and  IaaS  framework  enabled 
flexibility  of  infrastructure  provisioning  in  terms  of  configuration,  accessibility  and 
availability  for  the user. While, on  the other hand,  the  layer‐based  structure of  the 
architecture enabled separation of functional aspects of each of the entities involved in 




way. And  an  enhanced  network  control  plane  capable  of  seamlessly  controlling  the 
virtualized  network  and  IT  resources  by means  of  provisioning  dynamic  end‐to‐end 
services on top of these virtual infrastructures. 




(NCP),  and  the  novel  Logical  Infrastructure  Composition  Layer  (LICL).  The  Service 
Middleware Layer (SML) represented existing solutions for service management and at 












 Scalability:  Applications  designed  for  cloud  computing  needed  to  scale  with 
workload  demands  so  that  performance  and  compliance  with  service  levels 
remained on target. Moreover, the elasticity concept had to be ported to transport 
networks, in order to allow combined IT and network scalability. 








 Serviceability:  Once  a  virtual  infrastructure  was  deployed,  it  needed  to  be 
maintained. Proper synchronisation mechanisms were inherent to the infrastructure 
provisioning service, based on mixed synchronous‐asynchronous models.  
 Efficiency:  In  terms  of  energy  or  resource  utilisation,  several  techniques  for 
achieving efficient resource and service operation at different layers, ranging from 
physical infrastructure up to the control plane were implemented [141]. 
8.4.1. Architecture roles 
The  layered architecture enabled new service models associated with the way on 
which  different  actors  (operators,  service  providers,  etc.)  would  interact  with  the 
infrastructure resources. In particular, the term ‘role’ was defined as the behavior of an 
entity participating in a specific workflow in a particular context. The detailed definition 















resources belonging  to different Physical  Infrastructure Providers. As a  result, 
single VIs with coordinated control & management functionalities were offered. 
 Virtual  Infrastructure Operator  (VIO):  it was  the entity  in charge of operating 





















































System externally on a Cloud  rented  from a Software‐as‐a‐Service  (SaaS) provider.  It 
relies on the resources provided by one or more IT and network infrastructure providers. 
It  also  connects  heterogeneous  data  resources  in  an  isolated  virtual  infrastructure. 
Furthermore, it supports scaling (up and down) of services and load. It provides means 
to  continuously  monitor  what  the  effect  of  scaling  will  be  on  response  time, 
performance, quality of data,  security, cost aspect,  feasibility, etc. So,  the presented 
architecture  would  result  in  a  new  role  for  telecom  operators  that  own  their 
infrastructure  to offer  their optical network  integrated with  IT  infrastructures  (either 
owned by them or by third party providers) as a service to network operators. This, on 
the other hand, will enable application developers, service providers and infrastructure 




8.4.2. Architecture interfaces 
The communication between the abovementioned four main layers (SML, NCP, LICL, 
and  PI)  was  done  through  interfaces  (Figure  59)  between  layers  (mainly  vertical 
interfaces), with different types of functionalities in each interface [143]. This interfaces 
were totally implemented in terms of functionalities, messages, key fields, workflows, 









network  and  IT  resources.  The NIPS UNI was  defined  between  a NIPS  client 
located  in  the  SML  and  a  NIPS  server  located  in  the  NCP+.  The  main 
functionalities offered by the NIPS UNI were: NIPS service discovery, IT resource 




 LICL  to  PHY  interface  (LPI)  was  responsible  for  the  discovery  of  physical 
resources  and  their  characteristics,  the  provisioning  and  configuration  of 
resources,  the monitoring  and  the  decommissioning  of  resources.  The main 
functionalities  offered  by  the  LPI  were:  Synchronization,  Provisioning, 
Monitoring and Release. 
 Management  to  LICL  Interface  (MLI)  provided  all  the  management 
functionalities  over  a Virtual  Infrastructure  in  its  lifecycle,  that was,  from  its 
request to its decommissioning. The functionalities that had to be supported by 
the  MLI  were:  VI  Requesting,  VI  Instantiation,  VI  Decommissioning,  VI  Re‐
planning. 










8.4.3. Physical infrastructure 
The physical infrastructure layer was composed of optical network and IT resources 
[146].  These  were  resources  that  belonged  to  one  or  more  physical  infrastructure 
providers and so could be virtualized by the LICL. The term infrastructure referred to all 
the  physical  network  resources  (optical  devices/physical  links)  used  to  provide 




point  of  view  the  architecture  was  designed  to  be  based  on  L1  optical  network 
infrastructure. But with the aim to be generic enough to cover most of the technologies 
used  in existing optical backbone  infrastructures and  those offered by  infrastructure 





operation  and  management,  including  support  for  virtualization  (when  available), 
configuration and monitoring. Depending on  the virtualization capabilities of current 
physical  infrastructure,  physical  infrastructure  providers  implemented  different 
mechanisms  for  the  creation of  a  virtual  infrastructure.  In  terms of optical network 
virtualization,  it considered optical node and optical  link virtualization. Moreover, the 
virtualization  methods  included  partitioning  and  aggregation.  Following  there  is  a 
clarification of the meaning for partitioning and aggregation (Figure 60). 
 
 Optical  node  partitioning:  It  entailed  dividing  an  optical  node  into  several 
independent  virtual  nodes with  independent  control  interfaces  by means  of 
Software and Node OS guaranteeing isolation and stability. 
 Optical node aggregation:  It entailed presenting an optical domain or  several 
interconnected optical nodes  (and  the associated optical  links) as one unified 
virtual optical switching node with a single/unified control interface by means of 




Optical  fibres  could  be  divided  into wavelengths  and wavelengths  into  sub‐
wavelength bandwidth portions  that could be performed e.g. using advanced 























a  solid  resource  description  framework,  which  allowed  applying  a  common  set  of 
procedures and signals to both network and IT resources, so that, it was responsible for 
the  creation  and maintenance of  virtual  resources  as well  as  virtual  infrastructures. 
Infrastructure virtualisation was  the creation of a virtual representation of a physical 
resource (e.g., optical network node or computing device), based on an abstract model 
that was  often  achieved  by  partitioning  or  aggregating. A  virtual  infrastructure was 
defined as a set of virtual resources interconnected together which shared a common 





planning  and  re‐planning  actions  to  be  invoked  over  the  virtual  infrastructure  in  a 










innovation  at  the  infrastructure  level  by  partitioning  the  optical  and  IT  resources 







As  depicted  in  Figure  62,  and  in  order  to  facilitate  the  virtual  infrastructure 
provisioning, the physical resources that were to be abstracted and partitioned had to 
be  exposed  in  order  to  enable  the  subsequent  processes.  Thereafter,  the  Physical 
resource  abstraction  and  partitioning  functionality  in  LICL  were  responsible  for 
abstracting  the physical  infrastructures and  representing  them as a set of attributes, 






optical  and  IT  infrastructures.  The  Semantic  resource  description  and  resource 
information modelling was  based  on  semantic  techniques  for  resource  description. 
Moreover, it included the energy efficiency properties to enable the novel energy aware 









manage  the  virtual  infrastructure,  which  was  referred  to  as  the  Virtual  resource 
composition and management in Figure 62. This component enabled VIPs to compose 
and  manage  the  virtual  infrastructures  already  provisioned  for  the  different  VIOs. 
Convergence of IT and optical network resources functionality allowed the LICL to build 
virtual  infrastructures  composed  of  both  optical  network  and  IT  resources.  This 
functionality facilitated later the NIPS service provisioning process. 
Finally, the Virtual Infrastructure Isolation functionality guaranteed that there was 
no  overlapping  between  different  virtual  infrastructures  that  could  cause 
inconsistencies at  the physical  layer. Moreover,  it allowed different VIOs  to operate 
different virtual infrastructures keeping privacy between them. All the resources had to 
be handled in a secure manner, due to the multi‐infrastructure provider nature of the 
LICL,  where  virtual  infrastructures  were  composed  by  means  of  virtualisation  of 
resources  belonging  to  different  domains.  Security  handling  was  considered  a 
transversal functionality, which was dimensioned over the whole LICL  layer,  including 
access  control  to  resources  and  virtual  infrastructures,  data  protection  and  policy 
enforcement. The functionalities provided by the LICL solved needs from both PIPs and 
VIPs; which led to a division of the LICL in two sub‐layers: the lower LICL and the upper 
LICL  (Figure  63).  Each  one  of  these  two  components  comprised  the  functionalities 
related to one of the architecture roles. The lower element was the one related with the 
PIP, and its main task was to provide an abstraction from the physical infrastructure to 











an  information Model was  needed.  As  such,  the  information model was mostly  an 
internal model for the LICL, although some LICL interfaces and other system components 
could also use it. A number of requirements for the LICL information model were also 
described  [149].  These  requirements  were  described  in  terms  of  the  types  of 
information,  and what  the  information Model  described:  physical  resources  (IT  and 







to  implement  isolation  in  an  efficient manner.  It  also worked  as  a middleware  that 
forwarded requests and operations from the NCP to the physical infrastructure native 
controllers. This was achieved by using a Virtual  Infrastructure Management System 
(VIMS).  The  VIM was  composed  by  a  set  of  tools  and mechanisms  for  control  and 












8.4.4.1. Resource virtualisation 
In  the  context  of  network  and  computing  infrastructure,  virtualisation  was  the 
creation of a virtual version of a physical resource (e.g. network, router, switch, optical 




categorized  into  four  paradigms:  aggregation,  partitioning,  abstraction  and 
transformation, as shown in Figure 65 it contemplated these four paradigms and how 









8.4.4.1.1. IT Resource virtualisation  




using  common virtualisation  technologies,  such were Xen  [152], KVM  [153], VMware 
[154], VServer  [155], etc., where each partition was represented as a virtual machine 
(VM) with computing and storage resources. These technologies used different types of 

















IP  routing  world  (e.g.[156]),  where  routers  were  sliced  into  virtual  routers  and 
interconnected by virtual  links such as VLANs. However, virtualising optical networks 
had major differences to such technologies. Optical networking traditionally relied on a 
strong  involvement  of  manual  planning,  engineering  and  operation,  due  to  the 
fundamental  impact  of  physical  impairments  in  network  creation  and  service 
















depended on  the virtualisation capabilities of  the device  itself. Regarding optical  link 










8.4.5. Network + IT Control Plane (NCP+) 













  The  combined  Network  and  IT  Provisioning  Service  (NIPS)  required  the 
cooperation between SML and NCP+ during  the entire  lifecycle of an  IT service. This 





and  IT  resources.  The  NCP+  assisted  the  SML  in  the  selection  of  the  IT  resources 




NCP+ was  also  able  to  localize  several  candidate  IT  resources  based  on  the  service 
description provided by  the  SML, and  computed  the most efficient end‐to‐end path 
including the selection of the IT end‐points at the edges (full anycast connections). This 
was a key point for the optimization of the overall infrastructure utilization, also in terms 




computation  algorithms  designed  to  support  the  NIPS  and,  on  the  other  hand,  to 
optimize the energy efficiency for the global service provisioning. Particularly the NCP 
layer  implemented  mechanisms  for  advertisement  of  the  energy  consumption  of 
network and IT elements as well as computation algorithms which were able to combine 
both network and  IT parameters with energy consumption  information  to  select  the 
most  suitable  resources  and  find  an end‐to‐end path  consuming  the minimum  total 
energy. Figure 66 shows a high‐level representation of the NCP+: the routing algorithms 
at  the  PCE  operated  over  a  topological  graph  created  combining  network  and  IT 
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side.  In case of  inefficiency of  the underlying  infrastructure,  the NCP+  requested  the 
upgrade or downgrade of the virtual resources  in order to automatically optimize the 











capability  to  a  specific  customer  or  a  market  segment.  This  architecture  primarily 
focused on the Infrastructure as a Service (IaaS) concept when referring to services that 
supported specific applications.  






















the  complexity  of  network  and  IT  provisioning  was  transparent  to  them.  Business 
objectives  [162]  for  a  specific  application  scenario  were  declared  to  the  SML  and 
translated  into provisioning requests understood by a Virtual  IT Manager (VITM). The 
VITM was in charge of the end‐to‐end IT service management and the virtual IT resource 












8.5. Architecture services 
The  architecture  presented  provided  two  main  services;  namely,  the  virtual 
infrastructure service and the on‐demand provisioning service. The former comprises 
the process of requesting and creating a VI, whilst the latter deals with the provisioning 
of  the  connectivity  required between  the different  virtual  IT elements  involved  in  a 








 Virtual  Infrastructure  Service:  The  virtual  infrastructure  service  provided  virtual 






service  enabled  the  information  exchange  between  the  PIP(s)  and  the  VIP,  and 
allowed the VIP to receive information from the different PIPs about the resource 
kinds they hold, the minimum granularity in which those could be partitioned, and 












 Enhanced  Network  Connectivity  Service:  The  enhanced  network  connectivity 
service involved the VIO‐IT, acting as consumer, and the VIO‐N, acting as provider. It 
offered the on‐demand provisioning of optical network connectivity between IT end‐
points  attached  to  the  virtual  network  infrastructure.  The  enhanced  network 
connectivity service was characterized by the features defined in the architecture in 
support  of  the Unified  IT  + Net  Service  (e.g.  provisioning  of  network  quotation, 
automatic  selection  of  the  IT  resource  at  the  NCP+,  support  for  advance 
reservations…). 
 
 Unified  IT  + Net  Service:  The  unified  IT  + Net  service  provided  the  on‐demand 
reservation of IT resources and connectivity services in order to interconnect them 
in a seamless way. The global set of resources were selected taking into account the 





8.5.1. Service delivery and VI life cycle 

























a VIP based on  the  requirements  received  from  the  service  request  and  SLA 
negotiation phase. These requirements were in form of SLAs that were expected 
to be  fulfilled  for  the service provisioning. These SLAs were decomposed  into 
more technical constraints in the SML in a semi‐automated fashion. The SML was 
a  rule‐based expert system which could also support a human  interaction  for 
planning. Fully automated planning schemes were also considered  in the SML 
architecture. 
 Virtual  resources  selection  and  composition:  In  this  sub‐phase,  the  VIP 
searched/negotiated  the  virtual  resources  offered  by  one  or  multiple  PIPs. 
Dynamic  Algorithms  were  used  compose  IT  and  network  resources  and  to 
produce as a result, a blueprint of the virtual network was available, and ready 
to be included in a contract between the VIO and the VIP. 
 Virtual  resource  reservation:  In  this  sub‐phase, each  selected virtual  resource 
was associated with a common  reservation  ID  (to be hereafter  referred  to as 




Once  the  Planning/Design  phase  was  finished,  the  process  entered  into  the 





 NCP and  IT  controller’s  instantiation and deployment:  in  this  sub‐phase,  the VIO 




 Configuration  of  the  NCP  and  IT  controllers:  The  network  controllers  and  PCE 
modules  deployed  in  the  NCP  were  configured  with  the  network  topology 
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 Instant Network+IT  service/infrastructure  registration  and  initialisation:  this  sub‐
phase allowed a new service to be registered in the VIO and put into operation. It 
also  allowed  binding  security  and  provisioning  sessions with  the  service  ID  and 
(underlying/implementing)  platform  runtime  environment.  The  importance  of 




and  had  deployed  its  control  plane  over  the  virtual  infrastructure.  The  virtual 
infrastructure was up and running. At this point  is when the service entered  into the 
Operation  and  Monitoring  phase.  This  phase  included  all  the  processes  for  the 
provisioning of network + IT services (NIPS) to users. During the operation phase, the 
VIO ran its own virtual infrastructure provisioning service that was targeted to deliver 
the  necessary  infrastructure  resources  (both  network  and  IT)  to  users,  project  or 
applications. It was intended that this provisioning process was automated and allowed 
using  the  same  business model  as  traditional  physical  operators  although  behaving 
under different roles, depending on the model role. The on‐demand service provisioning 
happened in this phase. 




section.  A  recovery  phase/process  took  place when  the  running  virtual/provisioned 




triggered whenever a virtual  infrastructure was no  longer  in operation and had to be 
terminated.  This  usually  happened when  the  leasing  contract  between VIP  and VIO 
















virtual  instances of  the physical  resources  (by partitioning or aggregation). Once  the 


















requirement  for  VI  re‐planning  could  be  triggered  at  any  time  once  the  virtual 
infrastructure had been instantiated.  
Within  this  scope of  the  research done,  the VI  re‐planning  (Figure 68) procedure 
could  involve  a  modification  of  a  network  infrastructure,  IT  infrastructure  or  both 
network and IT infrastructures. When the procedure described modifications applied to 
the network infrastructures, it was referred to as VI network re‐planning. Analogously, 










It  is  important to take  into account how the whole process of modification of the 
existing  virtual  infrastructure  was  performed.  It  had  been  identified  as  a  key 
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functionality  for  the  VI  re‐planning  to  be  performed  in  short  timescales  and  be 
supported by a dynamic procedure  for  the  implementation of changes  in  the virtual 
infrastructure.  This  procedure was  named  automatic  VI  re‐planning.  The  automatic 
procedure  allowed  applying  the  required  changes  immediately,  with  a  limited  or 
preferably no human  intervention with supporting  tools. When  the process of VI  re‐
planning  took  place  in  long  timescales,  there  was  no  need  from  an  infrastructure 
operator point of view to have full automation of the whole VI re‐planning procedure. 
This procedure was named manual VI re‐planning. 
The manual VI  re‐planning workflow  is shown  in Figure 72. The whole procedure 
involved  the  three  roles: VIO, VIP and PIP. Once  the VIO  issued a  request  for VI  re‐
planning,  the  VIP  checked  the  consistency  of  the  request.  Once  the  request  was 
positively validated, the VIP sent a confirmation (VI Re‐planning response) back to the 
VIO.  In  the  following  step  the VIP  initiated  the procedure of  implementation of  the 
request in the VI to identify a list of virtual resources (VRs) capable of satisfying the VIO 















the  functional  module  within  the  VIO  responsible  for  the  manual  re‐planning  was 
located at the SML. 
8.5.2.1. VI re-planning requests 
Following the initial VI planning request, the VI re‐planning requests could vary with 
regards to the amount of specific information that was provided as part of the request 
itself.  In  this  context,  VI  planning  requests  could  be  generated  by  the  VIO  and 
communicated to the PIP through the VIP. It was important to note that to perform VI 







services,  as  well  as  other  service  related  information  as  determined  by  the 
associated SLAs, including availability etc.  




 Specific VI  request:  They  included  specific  information  regarding  the  IT  resource 
requirements  and  processing  capability  in  addition  to  the  usual  service  specific 












8.5.3. Re-planning and service procedure performance 
The performance of the re‐planning procedures [164] was evaluated in terms of the 
time  required  to  perform  the  different  steps  of  the  workflow.  Assuming  that 
performance on a re‐planning analysis would validate the function of the architecture, 


































8.6. Energy-efficient Network + IT provisioning  
The new generation of carrier‐class network equipment available on the market just 
provided CPUs and electronics that stabilized the required energy budget. They used a 
reduced  and  fixed  amount  of  energy,  e.g.  regardless whether  they  are  forwarding 





An  energy  efficient  networking  approach  was  emerging  in  which  the  energy 
optimization objective was sought also during the dynamic operation of the (mostly IT) 
infrastructure.  A  few  research  projects  around  the world  already  started  designing 
architectures  and  procedures  for  the  minimization  of  energy  consumptions.  For 
example,  the NSF GreenLight  [165] projects used  the automation of  the  selection of 
compute and RAM power based on  the measure of  relevant parameters  (e.g. power 
consumption, temperatures, etc.).  
Analogous  initiatives  in  the pure network  infrastructure were  still missing.  Some 
attempts to “energy efficiency” could be found in the network planning phase, during 




cards, or  identifying  and moving data process  across data  centres  fed with  renewal 
energies.  
The architecture presented on this Thesis  leveraged on  its unique positioning of a 
network‐centric end‐to‐end  control of both  IT and network  resources  to add a  third 
orthogonal control dimension: the energy efficiency. Thus, the  information on power 
consumption was modelled for the different resources (IT servers, network equipments, 















However,  this new  architecture  significantly  contributed  to  the energy efficiency 
dimension with the augmented information about “green” (i.e. energy related) metrics 
circulating  throughout  the routing plane of each domain  (by means of  the enhanced 
OSPF)  and  being  used  by  the  PCE+  to  add  energy‐aware  constraints  to  the  path 
computation  procedures. Nevertheless,  the  dynamic  procedures  for  re‐planning  the 
network operator Infrastructure between the NCP and the LICL also contributed to the 
Green  objective,  by  optimizing  the  release/acquisition  of  IT  and  network  resources 
based also on energy consumption performance markers monitored along with end‐
users’ SLA fulfilment. 



































them.  Infrastructure  services  allowed  the  possibility  of  leasing  physical  resources, 




had been  considered.  Thus,  there was  a  strong need of  a unified management  and 
provisioning procedures  for  infrastructure services across  the whole set of  resources 
involved  in  a  cloud  computing  scenario.  This  means  the  usage  of  core  and  metro 
cognitive, flexible, elastic and adaptive technologies for optical networks, with dynamic 
control  plane  functionalities,  and  software  defined  networks  (SDN)  for  the  whole 





disjoint  evolution  has  ended  up  with  totally  decoupled  solutions  for  each  type  of 
resource  and  infrastructures,  those  under  the  network  operator  domain  and  those 
under  the  datacenter  administrator  domain.  Therefore,  there  is  a  key  technical 
challenge  towards  this  ICT  convergence  and  hence,  be  able  to  optimize  the  (i) 
infrastructure sharing for lowering OpEx/CaPex costs, and (ii) the (dynamic) services and 
applications  deployed  on  top  of  these  hybrid  infrastructures with  energy  efficiency 




as  a  must  for  future‐proof,  and  internet‐scale  enterprise  applications.  Distributed 
applications, consuming resources spread all over the world, require datacentres and 
network core/metro convergence in order to optimize the service workflow and overall 
performance  for  cloud  computing  applications. Dynamic provisioning of one  type of 






















To  sum  up,  the work  done  on  this  architecture  demonstrated  the  feasibility  of 
supporting dynamic  infrastructure e2e  services and unified network and  IT  resource 
provisioning based on the virtualisation of infrastructure resources. The dynamicity and 
flexibility  of  the  proposed  architecture  allowed  the  provision  of  specific  virtual 
infrastructures on demand while promoting the emergence of new business roles such 








chapters. This  section will consider  the personal conclusions of  the author, and  so a 
personal opinion of the work done, which have evolved under a strategic approach from 
a Network Resources Provisioning System, a Networks Service Plane to end up with the 
definition  of  a  whole  generalized  architecture.  Thus,  starting  from  the  basic  and 
indivisible piece, to a holistic approach. 
I personally  think  that  the evolution of  this Thesis has  followed  the evolution of 








define  the SLA policies  to be applied at  the  infrastructure  level. Thus, providing and 
infrastructure which was virtualised and so offered in an abstracted way, as a generic 
purpose HW, to be re‐configured and controlled by means of software. 
I  personally  feel  proud  of  the  contribution  brought  to  the  community,  since  I 
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