Irregularly observed time series and their analysis are fundamental for any application in which data are collected in a distributed or asynchronous manor. We propose a theoretical framework for analyzing both stationary and non-stationary irregularly spaced time series. Our models can be viewed as extensions of the well known autoregression (AR) model. We provide experiments suggesting that, in practice, the proposed approach performs well in computing the basic statistics and doing prediction. We also develop a resampling strategy that uses the proposed models to reduce irregular time series to regular time series. This enables us to take advantage of the vast number of approaches developed for analyzing regular time series.
Introduction
Unevenly sampled time series are common in many real-life applications when measurements are constrained by practical conditions. The irregularity of observations can have several fundamental reasons. First, any event-driven collection process (in which observations are recorded only when some event occurs) is inherently irregular. Second, in such applications as sensor networks, or any distributed monitoring infrastructure, data collection is distributed, and collection agents cannot easily synchronize with one another. In addition, their sampling intervals and policies may be different. Finally, in many applications, measurements cannot be made regularly or have to be interrupted due to some events (either foreseen or not).
Time series analysis has a long history. The vast majority of methods, however, can only handle regular time series and do not easily extend to unevenly sampled data. Continuous time series models can be directly applied for the problem (e.g., [5] ), but they tend to be complicated (mostly due to the difficulty of estimating and evaluating them * Columbia University, New York, NY, ee168@columbia.edu † IBM T. J. Watson Research Center, Hawthorne, NY, {shengma,beygel,rish}@us.ibm.com from discretely sampled data) and do not provide a satisfying solution in practice.
In data analysis practice, irregularity is a recognized data characteristic, and practitioners dealt with it heuristically. It is a common practice to ignore the times and treat the data as if it were regular. This can clearly introduce a significant bias leading to incorrect predictions. Consider, for example, the return of a slowly, but consistently changing stock, recorded first very frequently and then significantly less frequently. If we ignore the times, it would appear as if the stock became more rapidly changing, thus riskier, while in fact the statistical properties of the stock did not change.
Many basic questions that are well understood for regular time series, are not dealt with for unequally spaced time series. The goal of this paper is to provide such a theoretical foundation. At the very least, we would like to be able to compute the basic statistics of a given time series (e.g., its mean, variance, autocorrelation), and predict its future values.
Our contributions can be summarized as follows:
• We propose two statistical models for handling irregularly sampled time series. The first model assumes stationarity, and can be viewed as a natural extension of the classical AR(1) model for regular time seres. The second model relaxes the stationarity assumption by allowing a more general dependence on the current time, time difference, and the state of the process at a given time.
• We show how to efficiently estimate the parameters of both models using the maximum likelihood method.
• We propose and give solutions for two strategies based on the proposed models. The first strategy is to compute the basic statistics (e.g., autocorrelation function) and do prediction directly from the models. This approach does not easily extend to non-linear time series and multiple irregular time series. The second strategy avoids these problems by using the model to convert irregular time series to regular time series by resampling. The reduction reduces the problem to a problem that has already been thoroughly analyzed and for which many approaches are available. The resampling approach can be found in the full version of the paper [4] .
Related work A vast amount of techniques were developed for analyzing regularly sampled time series. Unfortunately, most of these techniques do not take into account sampling times, and cannot be easily generalized to irregularly sampled time series.
As a simple heuristic, we can ignore the times and treat the values as regularly sampled. Obviously, if there is enough structure and irregularity in sampling times, we lose a lot of information about the dynamics of the system.
Many techniques have been proposed to handle time series with missing data, which in the limit can be viewed as irregularly sampled [8] . One approach is to interpolate the data to equally spaced sampling times. A survey of such interpolation techniques can be found in [1] . While this is a reasonable heuristic for dealing with missing values, the interpolation process typically results in a significant bias (e.g., smooths the data) changing the dynamics of the process, thus these models can not be applied if the data is truly unequally spaced. Another problem is that there is little understanding of which which interpolation method does best on a given dataset.
A number of authors suggested to use continuous time diffusion processes for the problem. Jones [6] proposed a state-space representation,and showed that for Gaussian inputs and errors, the likelihood of data can be calculated exactly using Kalman filters. A nonlinear (non-convex) optimization can then be used to obtain maximum likelihood estimates of the parameters. Brockwell [2] improved on this model and suggested a continuous time ARMA process driven by the Lévy process. His models, however, assume stationarity, and parameter estimation is done via non-convex optimization using Kalman filtering limiting the practical use of these models.
Background: Basic Definitions
A time series X(t) is an ordered sequence of observations of a variable X sampled at different points t over time.
Let the sampling times be t 0 , t 1 , · · · , t n satisfying 0 ≤ t 0 < t 1 < . . . < t n . If the time points are equally spaced (i.e., t i+1 − t i = ∆ for all i = 0, ..., n − 1, where ∆ > 0 is some constant), we call the time series regularly sampled. Otherwise, the sequence of pairs {X(t i ), t i } is called an irregularly sampled time series. Definition 1. (Autocovariance [3] ) For a process {X(t), t ∈ T } with var(X(t)) < ∞ for each t ∈ T , the auto-covariance function cov X (X(t), X(s)), for t, s ∈ T , is given by
Definition 2. (Stationarity [3] ) A time series {X(t), t ∈ T } is said to be stationary if
In other words, a stationary process is a process whose statistical properties do not vary with time.
Definition 3. (AR(1) process [3] ) A regularly sampled process {X(t), t = 0, 1, 2, . . .} is said to be an AR(1) process if {X(t)} is stationary and if for every t,
where { t } is a series of random variables with E( t ) = 0, var( t ) = 1, and cov( t , s ) = 0 for every t = s. Notice that by recursive substitution, we can write X(t + h) for any positive integer h in terms of X(t) as
The process { t } is also called "white noise". We will assume that t ∼ N (0, 1) for all t.
Overview of our Approach
Suppose that our irregularly sampled time series Y (t) can be decomposed as
where a(t) is a slowly changing deterministic function called the "trend component" and X(t) is the "random noise component". In general, one can observe only the values Y (t). Therefore, our first goal is to estimate the deterministic part a(t), and extract the random noise component X(t) = Y (t) − a(t). Our second goal is to find a satisfactory probabilistic model for the process X(t), analyze its properties, and use it together with a(t) to predict Y (t).
Let {y(t i ), t i }, i = 0, 1, . . . , n be a sample of Y (t). We assume that a(t) is a polynomial of degree p in t,
where p is a nonnegative integer and ρ = [ρ 0 ; ρ 1 ; ...; ρ p ] is a vector of coefficients. A more general structure can also be used. The vector ρ can be estimated using the least squares method, by choosing the vector minimizing
2 . This is straightforward, and we will turn to developing a statistical model for X(t).
We propose two parametric statistical models for analyzing X(t). The first model, described in the next section, is a direct extension of the classical AR(1) model given in Definition 3 and assumes that X(t) is stationary. The second model, presented in Section 5, relaxes the stationarity assumption and allows a more general dependence of X(t + ∆) on t, ∆, and X(t).
A Statistical Model for Stationary X(t)
Suppose that X(t) obtained from Y (t) after removing the trend component a p (t) is a stationary process. We define an irregularly sampled stationary AR(1) process as follows. 
where t ∼ N (0, 1) and cov( t , s ) = 0 for every t = s and σ 
Parameter estimation
In this section, we show how to estimate parameters θ and σ, given a set of observations {x(t 0 ), x(t 1 ), . . . , x(t n )} of X(t).
Define ∆ i = t i+1 − t i for all i = 0, . . . , n − 1. We can assume that all ∆ i ≥ 1; otherwise, we can rescale each ∆ i by min i {∆ i }.
Since E[ t ] = 0 and cov( t , s ) = 0 for all t = s, we can estimate θ by the least squares method. We need to find θ ∈ (−1, 1) minimizing
Since ∆ i ≥ 1 for all i, this sum is a convex function of θ that can be efficiently minimized using convex optimization.
To estimate σ, we set
. We can thus estimate σ by maximizing the Gaussian likelihood of the residuals z(t 0 ), . . . , z(t n−1 ) at times t 0 , t 1 , . . . , t n−1 . The maximum likelihood estimator of σ is given by
where ρ i = (
The derivation is omitted due to page limit (see [4] ).
Prediction using the IS-AR(1) model
We first establish conditions for X(t 0 ) under which X(t) is a stationary process. Then assuming the stationarity of X(t), we derive equations for one-step prediction and the auto-covariance function. We can assume without loss of generality that t 0 = 0.
Using Equation 4.3, independence of t and X(0), and the fact that E[ t ] = 0 for all t, we can express E[X(t)], var[X(t)], and cov[X(t), X(t + ∆)] in terms of X(0) as follows.
Since cov[X(t), X(t+∆)] does not depend on t, X(t) is stationary.
A one-step predictor of X(t + ∆) given X(t) for any ∆ > 0 is given by the conditional expectation of X(t + ∆) (using Equation 4.5):
Analyzing Y (t) with a Stationary Component X(t):
The following procedure can be used for estimating the auto-covariance function cov Y (∆) of irregularly sampled time series Y (t) and for predicting Y (t + ∆) given Y (t). First, we fit a polynomial a p (t) to Y (t) as described before, and set X(t) = Y (t) − a p (t). We then estimate θ as θ = arg min θ n−1 i=0 (X(t i+1 ) − θ ∆i X(t i )) 2 , and σ using σ in Equation (4.4) . Since a p (t) is deterministic, set
= a p (t + ∆) + θ ∆ X(t).
A model for non-stationary X(t)
The model introduced in the previous section assumes that X(t) is stationary. Mean and variance of a stationary process are time independent, and the covariance between any two observations depends only on their time difference. This allowed us to derive a simple expression for the auto-covariance function. In practice, however, one may not have stationarity -statistical properties of X(t) may vary with time. Thus it is natural to focus on estimating these properties in the near future instead of trying to obtain some global, time-independent values. To achieve this goal, we model X(t + ∆) as a function of t, ∆, and X(t), plus a random noise whose variance also depends on t, ∆, and X(t). As before, after fitting a polynomial of degree p to Y (t) we get X(t) = Y (t) − a p (t).
General IN-AR(1) Process
Let θ ∈ R m be an m-dimensional drift parameter vector and σ ∈ R be a scalar variance parameter. Let α(∆, t, X(t)) : [0, ∞)×[0, ∞)×R → R m and β(∆, t, X(t)) : [0, ∞)× [0, ∞) × R → R be functions of ∆, t, and X(t). (1) process is defined as
where t+∆ ∼ N (0, 1), cov( t , s ) = 0 for all t = s, θ is the vector of drift parameters, α(∆, t, X(t)) is the drift function, σ is the variance parameter, and β(∆, t, X(t)) is the variance function. In addition, if ∆ = 0 then the functions α and β satisfy α(0, t, X(t)) = 0 and β(0, t, X(t)) = 0.
Since the above condition is the only assumption on the structure of α and β, the model covers a wide range of irregularly sampled time series.
Parameter Estimation
Since t and s are independent for all t = s, the distribution of
Therefore, θ and σ can be estimated by maximizing the Gaussian likelihood of observations x(t 1 ), . . . , x(t n ) at times t 1 , ..., t n .
Proposition 5.1. The maximum likelihood estimators of θ and σ are given by
Proof. See the full version of the paper [4] .
The functions α(∆, t, X(t)) and β(∆, t, X(t)) can be chosen by first selecting a set of candidate functions (which can be based on data generation process, some preliminary analysis, or interaction with domain experts). Proposition 5.1 can then be used to estimate the parameters for each pair of candidate functions, choosing the pair that gives the best fit to the data. One can also use various greedy search-based methods in more general families of candidate functions.
Prediction using the general IN-AR(1)
model Since a p (t) is deterministic, we only need to predict X(t + ∆). We have
Since we did not assume that X(t) is stationary, we might not have a time independent expression for the mean, variance, and the auto-covariance function.
Using Definition 5, the independence of t+∆ and X(t), and the assumption that E[ t ] = 0 for all t, we can write the conditional expectation of X(t + ∆) given X(t) and conditional variance as
It can be further simplified using the structure of α. The expressions inside the expectation operators are functions of t+∆1 , and thus are independent of X(t), so the operators can be removed. Finally,
] is a function of α, β, θ, σ and X(t). Since X(t) is given, if we replace θ and σ by their estimators θ and σ, we can estimate
A one-step predictor of X(t + ∆) given X(t) for any ∆ > 0 is given by:
5.4 Analyzing Y (t) with a non-stationary X(t): To predict Y (t + δ) given Y (t), we first fit a polynomial a p (t) to Y (t) as in Section 4.3, and estimate θ and σ using Proposition 5.1. Then a predictor Y (t + δ) is given by
Similarly, we can estimate the variance and autocovariance functions of Y (t) for given δ 1 and δ 2 :
.
Computational Experiments
We tested prediction abilities of our IN-AR(1) model on several real datasets. Figure 1 shows a dataset containing a historical isotopic temperature record from the Vostok ice core (about 1K irregularly sampled points), due to Petit et al. [7] . Figure 1(a) overlays the dataset with a 10-point prediction given by the model trained on 100 points. For comparison, we did a similar prediction using a vanilla algorithm that always predicts the last value it sees (Figure 1(b) ).
The vanilla algorithm produces a step function with a good overall fit to the data, but with no attempt to give accurate short-term predictions. The curve produced by the IN-AR(1) model provides a smoother, much more accurate fit to the data. See the full version of the paper for more experiments [4] . 
Conclusion
We proposed two AR(1)-type models for analyzing irregularly sampled time series. The first model is based on the assumption of stationarity, the second model relaxes this assumption. Both models are extremely simple and can be efficiently fit to the data. The presented approach can be extended to higher order auto-regression processes AR(p), moving average MA(q) and autoregressive moving average processes ARMA(p,q). An interesting research question is to develop a model for analyzing irregularly sampled time series with a non-Gaussian noise.
