This paper presents heavily grad-div and pressure jump stabilised, equal-and mixed-order discontinuous Galerkin finite element methods for non-isothermal incompressible flows based on the Oberbeck-Boussinesq approximation. In this framework, the enthalpy-porosity model for multiphase flow in melting and solidification problems can be employed. By considering the differentially heated cavity and the melting of pure gallium in a rectangular enclosure, it is shown that both boundary layers and sharp moving interior layers can be handled naturally by the proposed class of non-conforming methods. Due to the stabilising effect of the grad-div term and the robustness of discontinuous Galerkin methods, it is possible to solve the underlying problems accurately on coarse, non-adapted meshes. The interaction of heavy grad-div stabilisation and discontinuous Galerkin methods significantly improves the mass conservation properties and the overall accuracy of the numerical scheme which is observed for the first time. Hence, it is inferred that stabilised discontinuous Galerkin methods are highly robust as well as computationally efficient numerical methods to deal with natural convection problems arising in incompressible computational thermo-fluid dynamics.
Introduction
In this paper, we propose a new class of stabilised dG-FEM for the numerical solution of the important category of incompressible computational thermo-fluid dynamic problems where the motion in the particular fluid is induced by natural convection phenomena due to local temperature differences. More precisely we are dealing with weakly non-isothermal flows following the Oberbeck-Boussinesq approximation [Tri88, KC93] :
This well-known mathematical model describes buoyancy-driven flows which, for example, occur in indoor airflow simulations [LKR + 08] . In this context, local mass conservation is very important for energy balance considerations. For a more general discussion of the Oberbeck-Boussinesq model we refer the reader to [Zey03] .
It is well-known that for this kind of fluid flows, the poor mass conservation properties of standard conforming FEM may lead to a loss of accuracy in the approximated solution [GLRW12, JLM + 16, LM16]. Even though there are many conceivable remedies for this problem as, for example, the use of exactly divergence-free schemes [CELR11, CKS07, WWY09] , or more generally the concept of pressure-robust methods [Lin14, LMT16] , we decided to take a different and original approach here. Namely, based on the idea of improving the fulfilment of the divergence constraint by means of grad-div stabilisation [OLHL09, JJLR14] , we equip standard symmetric interior penalty dG-FEM [dPE12, Riv08, RST08] with an additional grad-div term which can be implemented easily in any existing incompressible CFD code. Especially the natural treatment of convection-dominated problems, the inherent local mass conservation properties due to discontinuous pressures and the computational efficiency make dG-FEM appealing for the simulation of incompressible flows. In this context we consider both equal-order and mixed-order interpolation for velocity and pressure and therefore additionally introduce a pressure jump stabilisation term which is necessary for ensuring stability for the equal-order, but only optional for the mixed-order method [SST03, CKS09] .
This class of dG-FEM is applied to solve the following two different thermo-fluid flows:
• Differentially heated cavity. We consider Rayleigh numbers ranging from 10 4 to 10 8 and therefore have to deal with both velocity and thermal boundary layers of different thickness. Our solutions are analysed and compared to high-accuracy reference solutions, standard conforming FEM and an exactly divergence-free H (div; Ω)-conforming method. This analysis can be considered as the main part of this work.
• Melting of pure gallium. Due to the occurring phase transition in this problem we have to deal with a solid/liquid phase interface which embodies a moving interior layer. A mesh sensitivity analysis and a parametric study for different sharpnesses of the interior layer is provided.
Both problems are solved on non-adapted, uniform fixed meshes which represents an additional numerical difficulty. In this work, however, we show that stabilised dG-FEM can be used successfully on non-adapted meshes-a suitable local mesh adaption would only improve our results. Due to the robustness of the proposed fully non-conforming schemes in combination with the enhanced discrete mass conservation properties, both boundary layer and moving interface problems can be handled easily. To the authors' knowledge, this work constitutes the first publication which combines dG-FEM with (heavy) grad-div stabilisation.
This paper is organised as follows. The mathematical modelling of one-and two-phase natural convection flows is given in Section 2 where the enthalpy-porosity method is explained. The model for the heated cavity follows directly as a particular simplification. In order to obtain approximate solutions, the numerical treatment via stabilised dG-FEM is introduced in Section 3. Applying this class of dG-FEM, in Section 4, we consider the differentially heated square cavity, and the melting of pure gallium is considered in Section 5. Finally, we summarise the results and conclude this work in Section 6.
2 One-and two-phase Oberbeck-Boussinesq model
It turns out that the Oberbeck-Boussinesq model (1) can be seen as a one-phase variant of the twophase enthalpy-porosity model, applicable for fluid flows with solid/liquid phase transition phenomena [BVR88, VBP89, Nik11, BKF12] . The development of numerical methods for such melting and solidification problems is numerically demanding due to the presence of a moving solid/liquid phase interface which embodies a sharp interior layer within the considered domain.
From a theoretical point of view, the main advantage of the enthalpy-porosity method is that the position of the moving solid/liquid interface is computed implicitly, solely depending on the local temperature. Thereby, conservation of mass, momentum and energy across the interface is ensured automatically. From a computational point of view the fixed-grid enthalpy-porosity method circumvents the need of developing more complicated numerical schemes which, for example, capture the phase boundary explicitly by means of adaptive mesh refinement. Comprehensive reviews, also of different approaches for modelling solid/liquid phase change problems, can be found, for example, in [SVIC93, HA96, Vol96] . In particular, we refer the reader to [BFC04, DMHM14] for the use of adaptive meshes, to [JRD07] for the employment of moving grids and to [CSB02] for an extended FEM in the context of the numerical solution of melting and solidification problems. For the treatment of the general case of free-surface and free-boundary flows, we recommend the reviews [Cab05, ES16] .
Typical for the enthalpy-porosity method is the introduction of a (smooth) phase change variable φ : R → [0, 1], which depends on the local temperature and indicates solid and liquid phase: φ = 0, in the solid phase 1, in the liquid phase (2)
Supposing that we can distinguish sharply between both phases, φ is discontinuous at the temperature of fusion which corresponds to a so-called 'isothermal phase change' and physically means that during the melting process, the enthalpy increases by the latent heat without causing an increase in temperature. Typically, an isothermal phase change takes place for the melting and solidification of pure substances which have a precisely accurate and sharp melting temperature. For any other substances though, instead we have a certain non-zero temperature bandwidth, the so-called 'mushy region', over which phase change occurs-these are so-called 'non-isothermal phase change' processes.
As pointed out in [JRD07] , with regard to the validity of the enthalpy-porosity model, we want to emphasise that it is particularly powerful and straightforward for non-isothermal phase change processes. However, when there is need to obtain a phase change interface with zero thickness, the enthalpy-porosity method reaches its limit mainly because it is usually employed with a non-adapted mesh. To illustrate this problem, Figure 1 shows the moving phase boundary, represented by certain contours of the phase change indicator φ, which typically intersect the mesh elements of a non-adapted mesh in an arbitrarily complex fashion.
Supposing that the liquid phase of the considered material behaves like a Newtonian fluid subject to incompressible, laminar flow with a constant kinematic viscosity ν, the Navier-Stokes equations and the continuity equation are to be solved for obtaining the velocity u and kinematic pressure p. Neglecting viscous dissipation, thermal radiation and both adiabatic compression and expansion, the standard energy equation with an additional source/sink term is used for obtaining the temperature T in the material which is supposed to have a constant thermal conductivity κ. When the density ρ and specific heat capacity at constant pressure c p are constant and equal in both the liquid and solid phase of the material, we thus obtain a constant thermal diffusivity given by
A straightforward extension of the enthalpy-porosity method that allows different thermodynamical properties between the two phases by using an effective volumetric heat capacity and thermal conductivity is proposed in [BKF12] . Lastly, denote by T f the temperature of fusion of the material and let ∆T f be the temperature range representing the width of the corresponding mushy region. In order to ensure differentiability, we define the above explained phase change indicator φ by the smooth hyperbolic tangent [CHP14] which is supposed to equal unity in the liquid phase and vanish in the solid phase.
Let Ω ⊂ R d be a bounded domain for d ∈ {2, 3} with Lipschitz boundary ∂Ω and t end > 0 the final time considered in the particular problem. The strongly coupled nonlinear set of PDEs representing the enthalpyporosity model for solid/liquid phase change problems reads as follows [BVR88, VBP89, VCM87, VP87]:
(5b) (5c)
We assume that the Oberbeck-Boussinesq approximation for weakly non-isothermal incompressible flows is valid [GG76] , thereby yielding the general volumetric source term
in the Navier-Stokes equations which induces buoyancy effects due to the presence of gravitational forces. Here, β denotes the coefficient of thermal expansion, T ref a reference temperature and g the vector representing the gravitational acceleration. The interface source term responsible for the absorption/release of energy during melting/solidification of a non-isothermal solid/liquid phase change process is given by [BVR88, BKF12]
where we note that this term only acts in the mushy region. Here, L f denotes the latent heat of fusion. Lastly, the term which achieves that the solid material has zero velocity is chosen as
where C 0 > 0 denotes a large parameter responsible for the attenuation both in the mushy region and the solid phase and b > 0 is a security parameter preventing division by zero whenever φ ≡ 0. This term is inspired by the Carman-Kozeny equations [VBP89, VP87, Car97] . We notice that the original one-phase Oberbeck-Boussinesq model (1) is a special case of the two-phase enthalpy-porosity model (5) with φ ≡ 1.
To close system (5), initial and boundary values are required. Therefore, we assume that the boundary ∂Ω can be decomposed into two pairwise disjoint sets Γ D and Γ N for which ∂Ω = Γ D ∪ Γ N holds true. On the Dirichlet part Γ D we prescribe the temperature T as a known, possibly time-dependent, function g
On the other hand, a prescribed heat flux g T N across the boundary is specified for the Neumann part Γ N , i.e.
As usual, n denotes the outward unit normal vector to ∂Ω. With respect to the velocity field the no-slip condition u = 0 is assumed to hold true on ∂Ω, and for the pressure we impose the zero-mean condition. Initially, the temperature in the whole domain Ω is known and defined by the function T 0 for which compatibility with the boundary conditions has to be ensured. In all subsequent problems, the fluid is initially at rest, hence u ≡ 0 and p ≡ 0 at t = 0.
Stabilised dG-FEM
In order to find approximate solutions to (5) this section proposes differently stabilised dG-FEM based on both mixed-and equal-order interpolation for the velocity and pressure. Therefore, basic notations for the treatment of dG-FEM are introduced which enable the statement of the variational formulation of the generic problem. In this formulation, several numerical parameters occur which are clarified afterwards. For more details concerning standard dG-FEM we refer the reader to [dPE12, Riv08, RST08], on which the numerical part of this work is loosely based. The following explanations are, for the sake of simplicity, restricted to the spatially two-dimensional case. Nonetheless, an extension to the three-dimensional case is straightforward.
Preliminaries
Suppose that the polygonal domain Ω ⊂ R 2 is partitioned into an admissible and quasi-uniform decomposition consisting of quadrilateral mesh elements T h = {K 1 , . . . , K M } such that Ω = ∪ K∈T h K. The subscript h refers to the refinement of the mesh and is defined by
where h F denotes the diameter of the edge F . For any element K ∈ T h its outward unit normal vector is given by n K . Moreover, let F h denote the set of all edges corresponding to T h and
h ⊂ F h be the subset of all interior edges and F b h ⊂ F h denote the subset of all boundary edges. To any edge F ∈ F h we assign a unit normal vector n F where for edges F ∈ F b h this is the usual outward unit normal vector n. If F ∈ F i h , there are two elements K F 1 and K F 2 sharing the edge F and n F is supposed to point in an arbitrary, but fixed, direction. On the interface between two neighbouring elements, the average and jump operators are defined for any piecewise continuous function v:
For boundary edges F ∈ F b h we set v F = v F = v F . Furthermore, when dealing with vector-valued functions both the average and jump operator are supposed to act componentwise. When no confusion can arise the subscript indicating the edge is omitted and we simply write · and · .
For k 1 we define the discontinuous finite element space
where Q k denotes the space of tensor product polynomials of degree k. We also refer to this space as Q −k and denote by Q k its continuous counterpart. Additionally, define the following discontinuous FE spaces:
Note that for k = k − 1 we obtain a mixed-order Taylor-Hood type method whereas k = k yields a method with equal-order interpolation for velocity and pressure. The spaces V k h , U k h and P k h are used to state the variational formulation arising from a dG-FEM in search for approximate solutions T h , u h = (u 1h , u 2h ) † and p h for the temperature T , velocity field u and pressure p, respectively.
Variational formulation
In this work we concentrate on the spatial semi-discretisation of the enthalpy-porosity model (5) by using differently stabilised dG-FEM. As usual, (·, ·) denotes the L 2 -inner product on the whole domain Ω. The semi-discrete variational formulation of this problem reads as follows:
Here, (14b) represents the Navier-Stokes equations solving for the discrete velocity u h , (14c) the continuity equation solving for the discrete kinematic pressure p h and (14d) the energy equation solving for the discrete temperature T h . We specify the linear, bilinear and trilinear forms occurring in problem (14) below. All numerical schemes in this work were implemented into the finite element package COMSOL Multiphysics 5.1 by the first author. For the time stepping in (14), the fully implicit, second-order, variable-time-step BDF(2) method IDA from the SUNDIALS suite is employed [HBG + 05, BHP94]. All occurring nonlinearities are treated by a Newton method with tolerance 10 −10 where the corresponding linear systems are solved directly by the PARDISO solver which uses efficient parallel sparse LU factorisation [SGF00, Sch00, SG04] . The number of Newton iterations per time step is restricted to 6 and the Jacobian is updated only once per time step. Since our BDF(2) method is adaptive in time, only a maximum time step can be imposed, which is chosen as ∆t max = 1 for the differentially heated cavity and ∆t max = 0.05 for the melting of pure gallium. Therefore, the particular time step size depends on the fulfilment of the tolerance criterion. In order to give an impression for this, on average, for the heated cavity our simulations need ≈ 1000 total time steps to finish whilst for the gallium problem ≈ 2500 time steps are necessary.
Discrete Laplacian and source terms
In order to account for the Laplace operators in (5a) and (5c) we use a symmetric interior penalty (SIP) formulation of the dG-FEM [dPE12, BdP11] . The consistent, symmetric and parameter-dependent SIP bilinear form a
where the generic diffusion parameter ε > 0 stands for either the thermal conductivity κ or the kinematic viscosity ν. Note that the operator ∇ h denotes the broken gradient which is defined for any piecewise continuous function v by
It is well-known that the SIP bilinear form is bounded and enjoys discrete coercivity whenever the discontinuity penalisation parameter η > 0 is sufficiently large [dPE12, Riv08] . The particular choice of this parameter is discussed in Section 3.3.
Both homogeneous and non-homogeneous Dirichlet boundary conditions are enforced weakly following Nitsche's method [Arn82] . Therefore, for approximating the temperature in (14d), the likewise parameterdependent linear form sip h : V k h → R accounts for the corresponding source term and non-homogeneous boundary conditions for the temperature [dPE12, Riv08] 
Here, g For approximating the velocity field in (14b) the SIP bilinear form is employed, as well. Supposing that
h → R applies the SIP bilinear form componentwise to the components of the velocity as follows [BdP11, dPE10] :
Since the no-slip condition is imposed, there is no need to account for non-homogeneous boundary conditions, thereby simplifying the corresponding form h :
Note that both the velocity attenuation reaction term and the Oberbeck-Boussinesq source term are condensed in this form.
Discrete convective forms
Inherent to computational thermo-fluid dynamics is the presence of convective heat and mass transfer. Whereas in the Navier-Stokes equations (5a) this is represented by the nonlinear inertia term (u · ∇) u, the energy equation (5c) comprises the convective term u · ∇T . In order to account for the latter, the following upwind bilinear form a
In doing so, the negative part v = 1 2 (|v| − v) of a function v is used. For non-homogeneous Dirichlet boundary conditions for the temperature, the upwind bilinear a upw h (·, ·) form cooperates with the linear form
The inertia term in the Navier-Stokes equations is treated by the following trilinear form
Here, ∇ h · denotes the broken divergence which acts elementwise. This trilinear form is not locally mass conservative but contains a term proportional to the broken divergence of the discrete velocity. In order to improve the mass conservation properties of the proposed method the following subsection introduces grad-div stabilisation.
We briefly want to comment on our choice of convective fluxes. Surprisingly, based on our experience with the considered weakly non-isothermal flows in the laminar regime, it is not necessary to include any form of upwind stabilisation for the velocity approximation in (22). For the temperature approximation, however, we included a standard upwinding term in (20) which, especially on coarse meshes, clearly improves the discrete solution.
Discrete velocity-pressure coupling and stabilisation
The pressure-velocity coupling, also called the discrete divergence, is realised with the bilinear form
In order to ensure the stability of the method with equal-order (Q −2 /Q −2 ) interpolation for velocity and pressure the bilinear form s h : 
For Taylor-Hood type (Q −2 /Q −1 ) dG-FEM pressure jump stabilisation is not necessary to ensure stability [Riv08] . Nevertheless, originating from local discontinuous Galerkin (LDG) methods [CKS05a] , such a term can also be included successfully in the mixed-order formulation [SST03] . Therefore, basically three different methods can be obtained which we want to compare in the following:
Lastly, the mass conservation properties of all considered methods are to be improved. It is well-known that for coupled flow problems poor mass conservation, especially in conjunction with large and complex pressures, results in a loss of accuracy of the approximated solution [GLRW12, Lin09] . One simple to implement possible remedy constitutes the grad-div stabilisation which stems from adding the consistent term −γ∇ (∇ · u) with γ 0 to the left-hand side of the Navier-Stokes equations [OLHL09, CELR11] .
In the corresponding variational formulation the bilinear form j h :
It is our aim to show that it is possible to devise dG-FEM where heavy grad-div stabilisation, γ 1, does not reduce the accuracy of the approximated solution. Furthermore, we will see that in such a way essentially pointwise divergence-free velocity fields can be obtained easily and thus, the mass conservation of the proposed method is significantly improved. Note that the idea of using heavy grad-div stabilisation is not novel; cf. [GLRW12, JJLR14] in the context of conforming FEM. For dG-FEM, however, to our knowledge this work is the first reported result which shows that a benefit can be obtained also for non-conforming methods.
Discontinuity penalisation parameter
In stating the variational formulation (14) there is one parameter which is not yet defined properly. In order to account for second-order spatial derivatives, corresponding to diffusion phenomena, the discontinuity penalisation parameter η has been introduced. We note that due to this term, interior penalty methods aim at approximate continuity of the considered variables. For the vector-valued velocity this means that the penalty suppresses singularities of discrete gradient and divergence on the inter-element boundaries.
If η is chosen too small, discrete coercivity of the formulation cannot be guaranteed [dPE12] . As pointed out in [dPE12, Riv08] there exists a minimum penalty parameter η * , dependent on the maximum number N ∂ of neighbours an element K of the decomposition T h can have and the constant C tr,k in the discrete trace inequality
This minimum penalty parameter is then given by [dPE12]
where for interior elements N ∂ = 4 since, in this work, T h consists of quadrilateral elements and hanging nodes are prohibited. For elements in contact with the boundary, we thus obtain N ∂ = 3. In [Hil13] a sharp bound for C tr,k is developed and proven for quadrilateral mesh elements in two space dimensions:
Here, A (F ) and V (K) denote length and area for F and K, respectively. In the following, only quadratic decompositions are considered for which
K holds true for all F ∈ F K and therefore
Furthermore, for PDEs involving diffusion phenomena, we restrict ourselves to exclusively using biquadratic, k = 2, interpolation yielding C 2 tr,k = 9. The resulting minimum penalisation parameter is thus given by η * = 36 for interior edges and η * = 27 for boundary edges. For all subsequent simulations in this work, as the jump penalisation parameter we use η = η * for the velocity and η = 72 > η * for the temperature.
4 Boundary layers: One-phase flow in a differentially heated cavity
The differentially heated cavity (DHC) with adiabatic top and bottom walls is a classical problem considered in the literature on heat transfer processes with fluid flow [Dav83, Qué91, BMA94, XQ06] . Therefore, there is a wide variety of solutions available which makes this problem a very well-suited test case for assessing the quality of the proposed stabilised dG-FEM. The model of the DHC problem is given by the coupled system (1) which is equivalent to the enthalpy-porosity system (5) without phase change, i.e. φ ≡ 1. Typically, we want to consider a dimensionless formulation of the problem and use the dimensionless numbers
and Ra = Gr Pr,
where we restrict ourselves to a square cavity with height and width L ref = 1 and ∆T ref > 0 denotes the difference in temperature of the two vertical walls. In this work as well as in all the above given references, the Prandtl number is fixed at Pr = 0.71,
corresponding to a cavity filled with air. Note that for Prandtl numbers below unity, velocity boundary layers are generally sharper than the corresponding thermal boundary layers [Tri88, Dur08] . For ease of notation, we do not introduce new symbols for the dimensionless quantities corresponding to the velocity, pressure, temperature, time and space domain. However, we keep in mind that all expressions in this section concerning the DHC problem do not have a physical unit. Following the formulation in [Qué91] , the dimensionless governing equations in primitive, dimensionless variables, supposing that the dimensionless domain is given by the unit square Ω = (0, 1) 2 , are provided by (5) with
Note that the problem is formulated as a time-dependent system of PDEs but in fact, we are only interested in the steady-state solution, which is the solution for the time-dependent problem as t end → ∞. Note that such a steady-state solution, in two space dimensions, is known to become unstable for Ra 2 × 10
The following closing initial conditions (ICs) and boundary conditions (BCs) are imposed: In order to ensure compatibility between initial and boundary conditions for the temperature, the temperature BC at x 1 = 0 is ramped up smoothly during the first ten time units of computation. Our simulations are computed for Ra ∈ 10 4 , 10 6 , 10 8 on quadratic non-adapted meshes without any refinement towards the boundary. We will see that, even though especially for high Rayleigh numbers strong thermal and velocity boundary layers are forming, all proposed stabilised dG-FEM easily cope with under-resolved meshes. Figure 2 shows the streamlines of the velocity field obtained by the grad-div and pressure stabilised TaylorHood type (Q −2 /Q −1 ) ∧ Q −2 dG-FEM on 64 × 64 meshes for different values of Ra. First of all, we note that although we use a coarser mesh, the results are in excellent agreement with the above mentioned literature for the whole range of Rayleigh numbers considered. Analysing the flow, one can see that at the hot wall the fluid is rising whilst at the cold wall the fluid is dropping down, where converging streamlines indicate higher velocities. The behaviour of the flow in the middle of the cavity is strongly dependent on the particular Rayleigh number. For Ra = 10 4 the flow field shows a central vortex with a slight tendency of becoming elliptic. As Ra increases to Ra = 10 6 the vortex disassembles into two vortices which move to the vertical walls, thereby making room for a third small vortex in the centre. For Ra = 10 8 the central vortex vanishes again and the two vortices move to the upper left and lower right corner, respectively. Apart from the vertical walls a stratified flow field is forming. Moreover, we note that the minimum end of time t end for the simulation which yields a stable stationary solution increases with Ra.
(a) Ra = 10 4 ; t end = 100 (b) Ra = 10 6 ; t end = 300 (c) Ra = 10 8 ; t end = 750 In Figure 3 the temperature fields and isotherms obtained by the same dG-FEM for different Rayleigh numbers are shown. Again, excellent agreement of our simulations with the reference solutions can be observed. As Ra increases the dominant mode for the heat transfer process changes from heat diffusion to heat convection. For Ra = 10 4 the isotherms are more vertical than horizontal; especially near the vertical walls. For Ra = 10 8 , however, the isotherms form a strong thermal boundary layer at the vertical walls whilst being nearly horizontal in the rest of the domain. During the transition from diffusion-dominated to convection-dominated heat transfer, the isotherms for Ra = 10 6 exhibit features of both modes. It is again important to note that although we used a coarse fixed-mesh without refinement, the sharp thermal and velocity boundary layers at the left and right walls are properly resolved by the proposed method.
Benchmark quantities and comparative numerical schemes
In addition to verifying qualitatively that our numerical solution is in agreement with previous research we also want to regard the Nusselt number, representing heat flux across the cavity, as a quantity measuring the quality of the approximate temperature. It is important for the reliable application of numerical methods to consider such benchmark values and we note that in the context of conforming FEM [GLRW12, JJLR14] , the advantage of heavy grad-div stabilisation has only been demonstrated qualitatively without any quantitative analyses.
Therefore, consider the following Nusselt numbers, averaged over the mid-vertical line x 1 = 0.5 and averaged over the whole domain, which coincide for the true solution of the DHC problem [GWP06] :
Note that, for the sake of notation, we agree to consider the Nusselt numbers only for the time-independent solution and thereby omit an explicit dependence on t. Moreover, in order to obtain a measure for the quality of the approximation of the velocity field, we also compute the stream function ψ from [Qué91]
in Ω,
where the occurring velocities are again considered to be the stationary solutions of the DHC computations. Problem (34) is always solved by a standard conforming, fifth-order FEM on the same mesh as the corresponding DHC simulation. In particular, we analyse the maximum absolute value over the whole cavity of the stream function and the absolute value measured exactly in the middle, i.e. 
We remark that, on the discrete level, |ψ| mid does not necessarily have to coincide with the maximum value of the stream function |ψ| max . Lastly, we want to measure how good and in which sense the discrete velocity u h satisfies the divergence constraint (5b) and thus assess the mass conservation properties of the particular method. First of all, we note that due to the only approximate continuity across inter-element boundaries in the discrete velocity space U k h , the considered dG-FEM methods are non-conforming w.r.t. the space
since the jump of the normal component across interfaces of the discrete velocity generally does not vanish [BR03] . Thus, the resulting discrete velocity from a classical dG-FEM does not have a well-defined divergence in the whole space L 2 (Ω) but only locally on each K ∈ T h and we can only consider the broken L 2 -norm
This quantity will be used as a measure for the conservation of mass for all methods which are only approximately H (div; Ω)-conforming.
In order to put the results from our proposed stabilised dG-FEM into perspective, we want to compare them with solutions obtained by different finite element schemes. The easiest comparison is to compute an approximate solution with a standard H 1 (Ω)-conforming FEM. To this end we use a classical Taylor-Hood method with globally continuous (Q 2 /Q 1 ) ∧ Q 2 elements with strongly imposed boundary conditions. Note that such a method naturally is also H (div; Ω)-conforming and thus the divergence of the resulting discrete velocity field belongs to L 2 (Ω) globally. A well-known major drawback is that this method suffers from poor mass conservation since the divergence constraint is fulfilled only in a weak sense [GLRW12, Lin09] .
Furthermore, we want to consider a method which, from the discrete function spaces used, can be described as being located between a conforming FEM and the proposed fully non-conforming dG-FEM of Section 3. Originating in the work about LDG methods in [CKS05b] we consider the possibility of constructing an exactly divergence-free, inf-sup stable and H (div; Ω)-conforming dG-FEM as described in [CKS07, WWY09] . A simple way to achieve this within our previously defined framework is to consider the semi-discrete variational formulation (14) with k = k and without grad-div and pressure stabilisation (λ = γ = 0) and to adapt the corresponding approximation space for the velocity. Therefore, we use the Raviart-Thomas space RT [k] on quadrilateral elements [BBF13] and define the following discrete space for the velocity:
In such a way we guarantee perfect mass conservation since ∇ · U k RT ⊆ P k h . Note that the strong incorporation of the no-penetration boundary condition v h · n = 0 in the velocity space U k RT is necessary for obtaining an exactly divergence-free solution [CKS07] . However, the tangential component of the velocity on the boundary is still only imposed in the weak sense as described in Section 3. We refer to this method as RT [k] /Q −k ∧ Q −k . Lastly, we want to emphasise that due to the exact fulfilment of the divergence constraint the velocity error for this method does not depend on the pressure error and thereby yields a pressure-robust method in the sense of [JLM + 16, Lin14, LMT16].
Assessment of differently stabilised dG-FEM
Unfortunately, a typical situation encountered in applications is that the underlying computational mesh is not sufficiently resolved in critical flow areas. Our aim is to present results for such sub-optimal cases. Therefore, three different equidistant meshes with 16 × 16, 32 × 32 and 64 × 64 quadratic elements will be used for the dG-FEM simulations of the DHC problem. In regard to the solutions in Figures 2 and 3 for higher Rayleigh numbers we clearly observe, and fully intend, that the occurring velocity and thermal boundary layers are locally under-resolved. We believe that in such a situation the advantages of the proposed stabilised dG-FEM are surfacing more clearly.
Regarding Table 1 we see all the above introduced benchmark quantities for the DHC problem with Ra = 10 8 computed for different numerical schemes. Here, the bold numbers correspond to the particular values which are closest to the reference values given in [Qué91, GWP06] . Thereby, for each mesh, they indicate the method which performs best in terms of mass conservation, Nusselt numbers and stream function maxima, respectively. The reason for beginning with the highest Rayleigh number is motivated by this being the computationally most demanding situation. Considering the first block in Table 1 , Taylor-Hood (TH) and equal-order (EO) type dG-FEM with and without pressure jump and grad-div stabilisation are compared on a 32 × 32 mesh. First of all, we observe that even on such a coarse mesh all solutions are quite acceptable for all considered dG-FEM. Furthermore, in terms of mass conservation, the same comparatively high amount of grad-div stabilisation (γ = 10 5 ) improves the TH type methods more efficiently than the EO type method. The L 2 -norm of the broken divergence of the former is reduced about one order of magnitude more, even though without grad-div stabilisation they are on a comparable level. Note that for the heavily pressure stabilised (λ = 10
3 ) TH type dG-FEM, computations with γ = 0 did not converge at all-an observation for which we do not have an explanation. Now, we regard the second block of Table 1 where different dG-FEM are compared on a finer 64 × 64 mesh. Again, all methods perform well for the considered problem and the benchmark quantities are close to the reference values. Moreover, it can be observed that the EO order methods generally seem to yield better results for the temperature but worse for the velocity discretisation. In view of the Nusselt numbers it is remarkable that heavy grad-div stabilisation improves the accuracy for the temperature approximation for all considered methods. For the velocity approximation, however, we see that for the TH method without pressure stabilisation and the EO method, a high γ 1 seems to introduce too much dissipation, thereby decreasing the accuracy of the stream function values. By contrast, the pressure stabilised TH dG-FEM has the nice behaviour that a high grad-div stabilisation simultaneously improves both the mass conservation properties and the overall accuracy in terms of the benchmark quantities. For all methods results for a different maximum amount of grad-div stabilisation are shown, corresponding to the experimentally obtained maximum value for which simulations converged. Thus, the pressure stabilised TH type dG-FEM turns out to be the most robust method w.r.t. heavy grad-div stabilisation. However, we note that beyond a certain value, increasing the grad-div parameter only yields a smaller broken divergence but the other benchmark quantities basically remain the same. For example, this value is γ = 10 2 for the EO type dG-FEM. Regarding the FEM without grad-div stabilisation and the H (div; Ω)-conforming method in the last block of Table 1 , we first note that using (Q 2 /Q 1 ) ∧ Q 2 elements on a 100 × 100 mesh and RT [2] /Q −2 ∧ Q −2 elements on a 60 × 60 mesh yields a comparable number of degrees of freedom (DOF) as the considered dG-FEM on a 64 × 64 mesh. Furthermore, we directly observe that on such a fine mesh the standard FEM yields a slightly better temperature approximation as our proposed dG-FEM but both the L 2 -norm of the divergence and the stream function values from the velocity approximation are considerably worse. In the next subsection, the impact of additional grad-div stabilisation for this method is investigated separately. The H (div; Ω)-conforming and exactly divergence-free method, on the other hand, by construction yields perfect mass conservation and also the Nusselt numbers and stream function values agree very well with both the reference values and our stabilised dG-FEM.
However, the major drawback of this method is much more subtle. Even though we have about the same number of DOF as for the proposed TH and EO dG-FEM, the RT [2] /Q −2 ∧ Q −2 method takes more than twice the computing time to finish the DHC simulation. We believe that the reason for this disadvantage is based on the fact that LDG methods have a larger stencil than interior penalty methods and thus are generally up to 2.5 times less efficient from a computational point of view [Cas02] .
Furthermore, it is remarkable that the heavily grad-div stabilised (γ = 10 9 ) TH dG-FEM yields a broken divergence whose magnitude is comparable to this exactly divergence-free method. As the results from the H (div; Ω)-conforming and our proposed stabilised dG-FEM are qualitatively comparable we infer that the advantage of pressure-robustness is not significant for the considered DHC problem with a high Rayleigh number. From this comparison we deduce that the proposed stabilised dG-FEM are indeed very well-suited methods for solving weakly non-isothermal computational fluid dynamics problems with boundary layers on under-resolved and non-adapted meshes in the sense of both overall accuracy and efficiency. The last comparison gives a recommendation between TH and EO type stabilised dG-FEM. We already saw that the temperature approximation of EO type dG-FEM generally is better whereas the velocity approximation is worse compared to TH type dG-FEM. Also, in terms of the L 2 -norm of the broken divergence, especially pressure stabilised TH dG-FEM with heavy grad-div stabilisation are superior compared to EO dG-FEM, which also generally yield a higher number of DOF for the same problem. Additionally, we regard the pointwise broken divergence ∇ h · u h (x) for different methods in Figure 4 . The divergence in Figure 4 (a) results from a pressure stabilised TH dG-FEM without grad-div stabilisation and we see that poor mass conservation can be observed primarily in the boundary layer and towards the corners of the cavity. We note that EO type dG-FEM without grad-div stabilisation yield a very similar broken divergence which is not shown. Regarding Figure 4 (b) the general pattern of the broken divergence remains unaffected if heavy grad-div stabilisation (γ = 10 9 ) is used for the TH dG-FEM. The magnitude of the broken divergence, however, is reduced by twelve orders of magnitude, thereby yielding an essentially pointwise divergence-free velocity approximation. If heavy grad-div stabilisation (γ = 10 7 ) is used for the EO type dG-FEM the magnitude of the broken divergence can also be reduced significantly; cf. Figure 4(c) . However, the regions with non-zero divergence are not confined in the boundary layer anymore which, physically speaking, is a significant drawback of the EO type dG-FEM. Indeed, blue regions with negative divergence and red regions with positive divergence correspond to mass sinks and sources, respectively [Dur08] . Furthermore, it has not been possible to use a grad-div parameter higher than γ = 10 7 for the EO type methods.
Due to all the above mentioned reasons, we rate the pressure stabilised TH dG-FEM as the most promising method for solving thermally-coupled incompressible flow problems. Therefore, exclusively a TH type dG-FEM with stabilisation parameters γ = 10 5 and λ = 10 3 is used for the computation of the benchmark quantities in Table 2 for smaller Rayleigh numbers.
Regarding the computed benchmark quantities in Table 2 we observe an excellent agreement with the refer-ence values given in [Dav83, Qué91, GWP06, SH89] even on coarse meshes. Additionally, due to the heavy grad-div stabilisation (γ = 10 5 ) the broken divergence is reduced significantly. The reason for showing these results is to illustrate that the proposed stabilised dG-FEM performs well for diffusion-dominated problems. Table 2 : Benchmark quantities for the DHC problem with Ra ∈ {10 4 , 10 6 }. Our own results, obtained by the TaylorHood type dG-FEM with γ = 10 5 and λ = 10 3 on different meshes, are compared with the reference solutions given in [Dav83, Qué91, GWP06, SH89].
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Mass conservation for conforming FEM
In this last subsection on the DHC problem we want to investigate the impact of heavy grad-div stabilisation on standard, conforming FEM as suggested by [GLRW12, JJLR14] . Therefore, we computed benchmark quantities for varying γ with a standard conforming FEM with (Q 2 /Q 1 ) ∧ Q 2 elements on a 50 × 50 mesh for the DHC problem with Ra = 10 8 . This method yields a number of DOF which is comparable to the dG-FEM on the 32 × 32 mesh. For the previously proposed stabilised dG-FEM, we saw that heavy grad-div stabilisation improves both the mass conservation and the overall accuracy of the method. As it turns out, the simultaneity of improving these two properties is by no means self-evident.
Indeed, regarding Table 3 we see that the FEM without grad-div stabilisation yields acceptable benchmark quantities which are in fact comparable to the ones obtained by the corresponding dG-FEM. Additionally, we observe the (not surprising but still positive) fact that heavy grad-div stabilisation also yields approximate velocity fields with a significantly decreased divergence. However, the accuracy of both temperature and velocity approximation apparently deteriorates completely for large values of γ. Therefore, we infer that for standard FEM, simultaneously having good mass conservation properties and a good accuracy is not possible through heavy grad-div stabilisation.
Personal recommendation
Let us briefly summarise the results of the DHC simulations and comment on the suitability of the proposed stabilised methods. Referring to Table 1 , we saw that the EO type dG-FEM in general yields a more accurate temperature approximation whereas the grad-div and pressure stabilised TH type dG-FEM is superior in terms of the velocity approximation. Therefore, whenever the focus of the particular simulation is on temperature-related phenomena, we recommend to use the EO type dG-FEM with mild grad-div stabilisation (e.g. γ = 10
2 ). With this choice, the compromise to make lies in the slightly worse velocity approximation and the larger number of DOF due to the richer pressure FE space. However, we favour the TH type dG-FEM with both pressure and grad-div stabilisation due to its robustness with respect to large stabilisation parameters. Indeed, in our opinion, using the TH type dG-FEM with stabilisation parameters γ = 10 5 and λ = 10 3 is a safe and robust choice for a wide variety of non-isothermal fluid flow problems which yields an accurate approximation with excellent mass conservation properties and comparably few DOF. Therefore, this method is chosen exclusively for the next section where we consider a phase change problem with moving interior layers.
Moving interior layers: Two-phase model for melting of pure gallium
For the purpose of further assessing the quality and performance of the proposed stabilised dG-FEM, the melting of pure gallium in a differentially heated enclosure is considered. This problem has been used frequently for the assessment of numerical schemes involving melting and solidification processes with a moving interior layer. For solid/liquid phase change processes in general and for gallium melting in particular, there is only few experimental data available [GV86, CK94] . Therefore, our results are compared to the ones obtained by [BKF12, CHP14, SG00, HAM03] which are numerical results published over the last 15 years using finite element, finite volume and also discontinuous Galerkin methods. Additionally, a comprehensive analysis of different time-stepping schemes and step sizes can be found in [EK07] where it is shown that, in the framework of phase change problems, the usage of BDF(2) is clearly preferable to lower-order schemes as for example the implicit Euler method. In agreement with the previous section on the DHC problem, exclusively a TH type dG-FEM with stabilisation parameters γ = 10 5 and λ = 10 3 is used for the computation of the gallium problem.
Problem statement
Suppose we have a block of solid gallium with melting point T f , initially held at a constant temperature T 0 < T f in a rectangular cavity of width W and height H. The top and bottom walls of this cavity are assumed to be adiabatic. Then, start to increase the temperature at the left wall to T hot > T f whilst maintaining the temperature on the right wall at T cold = T 0 < T f . The hot wall, providing a temperature above the melting point, causes the gallium to melt and form a liquid phase across the left wall. For the fluid phase the no-slip condition is imposed on all walls of the cavity. Furthermore assume that gravity, inducing a motion in the melt flow, acts in the negative x 2 -direction. A suitable mathematical model describing this problem is given by the enthalpy-porosity method (5). All relevant physical properties of gallium together with the other system parameters can be found in Table 4 .
In order to minimise the computational costs, the cavity considered here is narrower compared to the one used for example in [HAM03] . As a matter of fact, W given in Table 4 corresponds to only 22.5 % of the width of the cavity in [HAM03] . However, the focus in this work is on the early melting process and therefore it suffices to consider such a downsized domain. Note that in accordance with the literature, the reference The space semi-discrete dG-FEM formulation is given by (14). In accordance with Section 3 all simulations are carried out on non-adapted meshes with quadratic elements and moreover, referring to [EK07] , in order to minimise the impact of the temporal discretisation we restrict the maximum time step of the BDF(2) solver to 0.05 s. Again, to ensure the compatibility of boundary and initial conditions for the temperature, the hot wall temperature is ramped up smoothly from T 0 to T hot during the first 0.1 s of simulation.
Results and mesh convergence
In Figure 5 one can see the velocity field and phase boundary (red line) at different time steps obtained by the TH type dG-FEM with γ = 10 5 and λ = 10 3 on a mesh with h = 0.4 mm. For the melting range we choose ∆T f = 0.25 K which turns out to be an appropriate choice. However, in the next subsection we conduct a study for different melting ranges that corresponds to moving interior layers with different sharpnesses.
After the initial t = 9 s of heating from the left wall, the gallium develops a small liquid region along this wall. There is one big circulation where the fluid rises at the hot wall and drops at the phase boundary. At t = 20 s a slight tendency of the flow to develop two vortices at the top and bottom can be seen. Proceeding to t = 32 s we observe that the amount of liquid gallium increases and stand-alone vortices develop at both top and bottom of the enclosure where the melt accumulates. At t = 36 s these two vortices are visible more clearly and a tendency of the flow for developing two more vortices between them can be seen. As the evolution proceeds to t = 42 s all four vortices are amplified and are clearly separated from each other. At t = 50 s four concise vortices are developed in the enclosure whose size increases steadily towards t = 65 s. Additionally to growing, buoyancy forces due to the Boussinesq term let them rise and at t = 85 s signs of another small vortex appear at the bottom of the enclosure. The velocity fields obtained by this proposed dG-FEM agree excellently with [BKF12, CHP14, SG00, HAM03] although the mesh for the present computation is considerably coarser. Indeed, our h = 0.4 mm mesh consists of 7950 quadratic elements whereas, for example in [HAM03] , a central finite volume method with a fully implicit Euler scheme is used on a mesh with 113 400 elements (interpolated value to comply with our smaller enclosure). This means that our mesh is more than 14 times coarser but nonetheless, with the proposed stabilised dG-FEM, still qualitatively yields the same results.
We briefly comment on similarities and differences between our proposed method and the one used in [CHP14] . In [CHP14] a SIP dG-FEM with BDF(2) time-stepping is considered for the enthalpy-porosity model, as well. However, in contrast to this work, the energy equation is written in terms of the enthalpy as primary variable. Concerning the numerical method, also a fully-coupled Taylor-Hood type dG-FEM is employed; but on an unstructured simplicial mesh which is refined towards the hot wall. Unfortunately, the order of the particular interpolation spaces is not mentioned. Furthermore, neither grad-div nor pressure stabilisation is considered. Regarding the simulation results, we note that the position of the vortices in [CHP14] is slightly different from the position of the vortices in this work; see Figure 5 . However, our results coincide very well with the other references [BKF12, SG00, HAM03]. Therefore, we infer that our stabilised dG-FEM produces results which agree better with existing reference solutions for the problem of gallium melting. Table 5 .
The next step is to verify that the above shown results are robust against mesh refinement, thereby justifying the validity of the analysis. Therefore, we compare the velocity fields at t = 85 s obtained by the same dG-FEM on the six different meshes summarised in Table 5 . But first of all, we note that it is remarkable that the gallium simulation can be computed on the extremely coarse 0.8 mm mesh at all. This natural treatment of moving interior layers is clearly an advantage of stabilised dG-FEM. Regarding Figure 6 we observe that all meshes yield a flow structure with three to five vortices at different locations in the enclosure. However, only for h 0.4 mm four vortices are basically fixed in space and thus independent of mesh refinement. This situation is in agreement with the literature and therefore, we infer that the gallium simulation with a melting range of ∆T f = 0.25 K is close enough to being mesh-converged such that all subsequent simulations are carried out on the h = 0.4 mm mesh. 
Sharpness of interior layer
It is important to note that the melting range ∆T f is a non-physical quantity in the sense that gallium, being a pure material with a sharp temperature of fusion, does not posses a mushy region in reality. There- fore, ∆T f is a purely numerical value and thus cannot be taken from existing material databases. Instead, different numerical studies are required to deduce an appropriate value for this parameter. In the literature there is no consensus on this choice and we believe the reason for this is that different numerical schemes require a different ∆T f . However, in the previous subsection it is shown that for the proposed stabilised dG-FEM ∆T f = 0.25 K yields results in excellent agreement with other research. Based on this situation a parametric study is conducted with the objective of demonstrating the behaviour of the solution when we deviate from this case. Actually, to the authors' knowledge this study is the first attempt to analyse the impact of the melting range ∆T f on the flow structure for the problem of gallium melting.
In Figure 7 the velocity field and the phase boundary, represented by the 0.5-contour of φ, at t = 85 s computed by the TH type dG-FEM with γ = 10 5 and λ = 10 3 on a h = 0.4 mm mesh can be seen for different melting ranges ∆T f . Obviously, the particular choice of the melting range has a significant impact on the resulting flow structure as both the number and the position of the resulting vortices is affected. We observe that any other choice than ∆T f = 0.25 K yields solutions which do not possess four separated vortices of approximately equal size, which is understood to be the numerically correct solution. Whilst the upper two vortices are about to merge for ∆T f = 0.8 K, the topmost vortex is smaller than the remaining ones and at the bottom of the enclosure, a fifth vortex weakly appears for ∆T f = 0.175 K. For ∆T f = 1 K the upper two vortices merge to one, for ∆T f = 2 K the position of the vortices is wrong and ∆T f = 0.125 K only yields three vortices. The main reason for the different position and number of vortices is related to the attenuation A (φ) which acts whenever φ < 1. Due to the varying width of the mushy region this attenuation applies differently in each case and yields the apparently different flow structures in the liquid gallium. Lastly, we want to consider the mushy region, being located between the 0.01-and 0.99-contour of φ, more closely. Therefore, in Figure 8 a cutout from the bottom of the enclosure together with the underlying h = 0.4 mm mesh and the phase indicator function φ is shown. The light grey represents the liquid phase while the dark grey indicates the solid phase and the transition between the red lines corresponds to the mushy region. By construction, the width of the mushy region decreases as the melting range ∆T f decreases. Note that we decided to present this study only for one fixed mesh size. For this mesh and the TH dG-FEM with γ = 10 5 and λ = 10 3 , the smallest value yielding convergent simulations is ∆T f = 0.125 K. Of course, on finer meshes it is possible to simulate the problem for even smaller melting ranges. However, regarding the mushy region for ∆T f = 0.125 K we observe that the phase transition is already restricted locally to a maximum of two neighbouring elements and is thus located sharply. It is remarkable that the proposed numerical method can deal with the occurring moving interior layers effortlessly even though the mesh is neither adapted to the explicit location of the phase transition, as for example in [DMHM14] , nor globally refined as for example in [HAM03] . Summarising, this section shows that stabilised dG-FEM are very well-suited and efficient also for solving thermo-fluid problems involving moving interior layers.
Summary and conclusions
In this work we proposed and analysed the performance of a particular class of stabilised dG-FEM for solving thermally-coupled incompressible flow problems with natural convection phenomena based on the Oberbeck-Boussinesq approximation. This class consists of both the mixed-order (Q −2 /Q −1 ) ∧ Q −2 and the equal-order (Q −2 /Q −2 ) ∧ Q −2 symmetric interior penalty dG-FEM on quadrilateral meshes with the following two additional stabilisation mechanisms. In order to ensure stability of the equal-order method, pressure jump stabilisation necessarily had to be included whereas the mixed-order method can optionally be equipped with such a term. Most importantly and originally, a classical grad-div stabilisation term has been introduced in combination with all dG-FEM to improve the mass conservation properties of the schemes. The significance of local mass conservation should not be underestimated and is important, for example, in the context of energy balances for indoor airflow simulations. Even though, due to the global full discontinuity of the resulting velocity fields, the proposed class of methods is only approximately H (div; Ω)-conforming, it has been shown that heavy grad-div stabilisation can be used successfully to improve the overall accuracy of the approximate solution in the context of dG-FEM for incompressible natural convection flows. Furthermore, as an additional difficulty we decided to exclusively use non-adapted, uniform meshes to illustrate that the proposed methods are very robust and accurate also for this sub-optimal, but nonetheless very application-relevant situation of having to use under-refined meshes.
Therefore, at first the stabilised dG-FEM have been applied to the simulation of the classical differentially heated square cavity for moderate to high Rayleigh numbers as a representative for problems involving both velocity and thermal boundary layers. A detailed qualitative and quantitative analysis by means of comparing Nusselt numbers, stream function values and the fulfilment of the divergence constraint with high-accuracy reference data from the literature has been provided which shows excellent agreement for all considered stabilised dG-FEM. By comparison with a standard conforming FEM and an exactly divergencefree H (div; Ω)-conforming method it turned out that our class of dG-FEM is the superior choice both in terms of accuracy and efficiency. Furthermore, we showed in detail that whilst heavy grad-div stabilisation always improves the mass conservation properties of any finite element type method which is not already exactly divergence-free, for standard conforming FEM the solution deteriorates substantially with an increasing grad-div parameter. The proposed dG-FEM, however, have been shown to not suffer from such a counter-intuitive behaviour. Especially the mixed-order dG-FEM with heavy grad-div and additional pressure jump stabilisation showed the most compelling performance.
In the last section we dealt with multiphase flow which classically occurs during melting and solidification processes and involves rather complex moving interior layers. In order to account for such non-isothermal solid/liquid phase transitions the enthalpy-porosity method has been employed. Based on performing best for the heated cavity, for the numerical solution of the resulting mathematical model the grad-div and pressure jump stabilised mixed-order dG-FEM was chosen exemplarily. The problem of melting of pure gallium in a rectangular enclosure has been considered as a benchmark problem for solid/liquid phase change processes. Excellent agreement with previous research has been shown, even though much coarser, non-adapted meshes were used which allow for a more efficient solution of the underlying problem. A mesh sensitivity analysis was provided showing that mesh convergence can be reached relatively fast and that, even on surprisingly coarse meshes, the proposed dG-FEM still yields at least meaningful results. Additionally, a numerical study showed the resulting flow structure for different widths of the melting range from which we deduced that even for remarkably sharp interior layers, the method still converges and remains applicable.
Altogether, the proposed class of stabilised dG-FEM performed excellently in all considered studies even though the corresponding problems were highly dynamic, computationally demanding and non-adapted meshes were used. It can thus be inferred that interior penalty dG-FEM, especially in combination with grad-div and pressure jump stabilisation, are highly promising, robust and efficient numerical methods to deal with weakly non-isothermal, natural convection-driven thermo-fluid flows.
