Abstract. The objective of the paper is to present a method, called sequential regularization method (SRM), for the nonstationary incompressible Navier-Stokes equations from the viewpoint of regularization of di erentialalgebraic equations (DAEs) , and to provide a way to apply a DAE method to partial di erential-algebraic equations (PDAEs). The SRM is a functional iterative procedure. It is proved that its convergence rate is O( m ), where m is the number of the SRM iterations and is the regularization parameter. The discretization and implementation issues of the method are considered. In particular, a simple explicit di erence scheme is analyzed and its stability is proved under the usual step size condition of explicit schemes. It appears that the SRM formulation is new in the Navier-Stokes context. Unlike other regularizations or pseudo-compressibility methods in the Navier-Stokes context, the regularization parameter in the SRM need not be very small, and the regularized problem in the sequence may be essentially non-sti in time direction for any . Hence, the stability condition is independent of even for explicit time discretization. Numerical experiments are given to verify our theoretical results. ). Another approach yielding many methods has involved some initial reformulation and/or regularization of the equations, to be followed by a discretization of the (hopefully) simpli ed system of equations. Examples of such methods include pseudo-compressibility methods, projection and pressure-Poisson reformulations (e.g. 11, 15, 23, 29, 31]). Another topic of great recent interest is the numerical solution of di erential-algebraic equations (DAEs). In their most popular special form, these are ordinary di erential equations with some equality constraints (e.g. 9, 16]). Recall that an important concept for measuring the di culty in solving DAEs is given by the (di erential) index, which is de ned by the minimalnumber of analytical constraint di erentiations such that the DAE can be transformed by algebraic manipulations into an explicit rst-order di erential system for all original unknowns. For instance, dx dt = f(x; t) ? B(t)y;
stationary, incompressible Navier-Stokes equations. Direct discretizations include nite di erence and nite volume techniques on staggered grids (e.g. 20, 7, 21] ), nite element methods using conformal and nonconformal elements (e.g. 13, 34, 19] ) and spectral methods (e.g. 10] ). Another approach yielding many methods has involved some initial reformulation and/or regularization of the equations, to be followed by a discretization of the (hopefully) simpli ed system of equations. Examples of such methods include pseudo-compressibility methods, projection and pressure-Poisson reformulations (e.g. 11, 15, 23, 29, 31] ).
Another topic of great recent interest is the numerical solution of di erential-algebraic equations (DAEs). In their most popular special form, these are ordinary di erential equations with some equality constraints (e.g. 9, 16] ). Recall that an important concept for measuring the di culty in solving DAEs is given by the (di erential) index, which is de ned by the minimalnumber of analytical constraint di erentiations such that the DAE can be transformed by algebraic manipulations into an explicit rst-order di erential system for all original unknowns. For instance, dx dt = f(x; t) ? B(t)y; (1.1a) 0 = C(t)x + r(t) g(x; t); (1.1b) is an index-2 DAE if the matrix CB is invertible for all t.
While a signi cant body of knowledge about the theory and numerical methods for DAEs has been accumulated, not much has been extended to partial di erential-algebraic equations (PDAEs). The incompressible Navier-Stokes equations form, in fact, an example of a PDAE: to recall, these equations read u t + (u grad)u = u ? gradp + f; (1.2a) divu = 0; (1.2b) uj @ = b ; uj t=0 = a; (1.2c) u s j @ = b; u s j t=0 = a; (1.3b) p s = p s?1 ? 1 ( 1 (divu s ) t + 2 divu s ):
This method is an extension of the SRM which was proposed and analyzed in 3, 4] for DAEs with possible isolated singularities, (i.e. when the matrix CB in (1.1) may become singular at isolated times t). In that DAE case the method reads dx s dt = f(x s ; t) + By s ; (1.4a) By s = By s?1 ? 1 BE( 1 d dt g(x s ; t) + 2 g(x s ; t)); s = 1; 2; (1.4b) with the same initial or boundary conditions of (1.1) and initial conditions g(x(0); 0) = 0, where By 0 is given and the matrix E is chosen to make the di erential equation (plugging (1.4b) into (1.4a)) for x s stable. For example, E could be the unit matrix I if B = C T , which is the case in (1.2)-(1.3). Also, B can be dropped in (1.4b) if the DAE is without singularity. The SRM was motivated by Bayo and Avello's augmented Lagrangian method for constrained mechanical systems 6], and bears relationship also to Uzawa's algorithm 2] in the context of optimization theory and economics and to the augmented Lagrangian method of 12] in the Navier-Stokes context.
It is well-known that direct index reduction via di erentiation may lead to the drift-o problem, i.e. the constraints (1.1b) need not be satis ed when the reformulated problem is integrated in time. Baumgarte's stabilization is the most popular method to remedy the drift di culty 5]. The SRM is derived by combining a modi ed penalty regularization method with the Baumgarte's stabilization formulation. It is not di cult to see that the one-step SRM iteration becomes a usual penalty method (cf. 27] or 22]) for problem (1.1) if we take 1 = 0, 2 = 1 and y 0 = 0. Also, one-step SRM can be seen as a usual penalty method for Baumgarte's formulation if we let y 0 = 0. In 3, 4] we proved that the di erence between the exact solution of a DAE and the corresponding SRM iterate becomes O( m ) in magnitude after the mth iteration (away from the starting value of the independent variable t if 1 = 0). Hence, unlike usual regularizations, the perturbation parameter does not have to be chosen very small, so the regularized problems can be less sti and/or more stable. Also, from (1.4b), we can see that the constraints are enforced in the iteration procedure.
The SRM with 1 = 0 is especially useful for DAEs with singularities since in this case Baumgarte's stabilization does not work 3, 4] . However, for DAEs without singularities it is much better 2 to take 1 6 = 0 because certain restrictions on choosing y 0 do not apply and, more importantly, the equation for x s is essentially not sti if the original problem (1.1a) with given y is not. Hence, a non-sti time integrator can be used for any regularization parameter . For the Navier-Stokes application (1.3) we therefore choose 1 > 0 so that we can still take to be very small even when we use an explicit time discretization. So one SRM iteration is often good enough. However, we cannot ignore the choice 1 = 0. In the case of 1 > 0, although we use explicit time discretization, a symmetric positive de nite system relevant to the discretization of the operator I + 1 graddiv still needs to be inverted. If we take 1 = 0, then we do not need to solve any system to obtain the discrete solution. In this case, (1.3) is not sti only for relatively large . So more than one SRM iterations are required generally. In the sequel, the convergence proof in x3 is mainly for the case of 1 > 0. The discussion for the case of 1 = 0 is a bit more complicated but can essentially be carried out in a similar way. We will give a remark about the convergence for this case in x3 and a numerical veri cation in x4.
The importance of the treatment of the incompressibility constraint has long been recognized in the Navier-Stokes context. A classical approach is the projection method of 11], where one has to solve a Poisson equation for the pressure p with zero Neumann boundary conditions which is, however, an unphysical boundary condition. Recently, a re-interpretation of the projection method in the context of the so-called pressure stabilization methods, or more generally, \pseudo -compressibility methods" has been given in 29]. Some convergence estimates for the pressure can be obtained (cf. 30, 28] Eliminating u t from (1.5), we obtain an equation for p. We then nd that this stabilization can be seen as a kind of pressure stabilization with = ?1 . Although it works, since we do not have singularity here, it still su ers the problem of setting up an unphysical boundary condition for the Poisson equation for p. Also, in this formulation, equations for u and p are not uncoupled.
In the SRM formulation (1.3) we do not need to set up boundary conditions for p. So it should be more natural than various pressure-Poisson formulations. This method relates to the idea of penalty methods but, unlike the penalty method, the parameter can be large here. Hence, more convenient methods (nonsti ) can be used for time integration, and then nonlinear terms can be treated easily. We will indicate in x4 that has little to do with the stability of the discretization there, i.e. the stability restriction is satis ed for a wide range of . We also indicate there that, in the case of small viscosity, usual time step restrictions for the explicit schemes can be loosened.
A similar procedure following 2] (Uzawa's iterative algorithm ) in the framework of optimization theory and economics has actually appeared in the Navier-Stokes context for the stationary Stokes equations (i.e. without the nonlinear term and the time-dependent term in (1.2)) with 1 = 0 using the augmented Lagrangian idea, see Fortin and Glowinski 12] . (Also see 13] for some related discussion.) Note that, in their procedure, ?1 in (1.3c) is replaced by a parameter . They prove that = ?1 is approximately optimal. For the nonlinear case, they combine Uzawa's algorithm with a linearization iteration. They claim convergence but nd it hard to analyze the convergence rate because their analysis depends on the spectrum of an operator which is non-symmetric in the nonlinear case. For the nonstationary case (1.2), the augmented Lagrangian method cannot be applied directly. Therefore, 12] rst discretizes (1.2a) with respect to the time t (an implicit scheme is used). Then the problem becomes a stationary one in each time step. Hence, Uzawa's algorithm can be applied and converges in each time step. So, for the nonstationary case, their iterative procedure is in essence to provide a method to solve the time-discretized problem. Thus, their iterative procedure has little to do with the time-discretization, or in other words, they still do timediscretization directly for the problem (1.2). Consequently an implicit scheme is always suggested because of the constraints (1.2b), and a linearization is always needed to treat the nonlinear case then.
These properties are not shared by our method. We will prove that the convergence results of 3, 4] still hold for the PDAE case (1.3). Hence, the solution sequence of (1.3) converges to the solution of (1.2) with the error estimate of O( m ) after the mth iteration. Therefore, roughly speaking, the rate is about O( ). We prove the convergence results using the method of asymptotic expansions which is independent of the optimization theory and is also applicable to the steady-state case. In addition, when the nite element method is used, the di culty of constructing test functions in a divergence-free space can be avoided by using the formulation of the SRM.
We indicate here that, as many others do, we include the viscosity parameter in the error estimates, i.e. the estimates could deteriorate when is very small. This is because we have here an unresolved technical di culty, associated with our inability to obtain an appropriate upper bound for the nonlinear term and with the weaker elliptic operator u (which is a dissipative term) as ! 0. In the SRM formulation a supplementary dissipative term ? 2 graddivu s is introduced without perturbing the solution. As indicated in 12] for the stationary case, the relative advantage of such methods may therefore become more apparent for small values of the viscosity.
The paper is organized as follows: In x2 we de ne some preliminaries and discuss regularity
properties of the solution of (1.3). The convergence of the SRM for Navier-Stokes equations is proved in x3. Finally, in x4 a simple di erence scheme is discussed and some numerical experiments are presented. These numerical experiments are only exploratory in nature.
To summarize, our objective in this paper is to present a method for the nonstationary NavierStokes equations from the viewpoint of DAE regularization and to provide a way to apply a DAE method to PDAEs. It appears that such a formulation is new in the Navier-Stokes context and it is worthwhile because:
Since need not be taken very small, the regularized problems in the sequence (1.3) are more stable/less sti and then more convenient di erence schemes, e.g. explicit schemes in time can be used under theoretical assurance. If we take 1 > 0 then this is also true for small . The problem of additional boundary conditions which arises in the pressure-Poisson formulation and projection methods does not arise here. Finite element methods can be used easily and the elements do not have to conform to the incompressibility condition to separate the variables u and p.
We intend in the near future to do a more thorough study and in particular to carry out more thorough numerical experiments to verify the appeal of the SRM.
2. Preliminaries. Before we begin our analysis, we rst describe some notation and assumptions. As usual, we use L p ( ), or simply L p , to denote the space of functions de ned and pth-power integrable in , and
its norm, where u = (u 1 ; ; u n ). We denote the inner product in L 2 by ( ; ) and let k k k k 2 . C 1 is the space of functions continuously di erentiable any number of times in , and C where M 1 is a positive constant.
We take p 0 in (1.3) satisfying (2.1). Hence, it is easy to see that p s satis es (2.1) for all s. For simplicity, we only consider the 2-dimensional case in this paper. We can treat the 3-dimensional case in the same way, possibly with some more assumptions. Throughout the paper M represents a generic constant which may depend on as we have explained in the introduction. We will also allow that M depends on the nite time-interval length T since we are not going to discuss very long time behavior of the method in this paper.
At rst, we write down some inequalities: Poincar e inequality:
kuk kgrad uk; if uj = 0: Suppose that w stands for the di erence of two solutions of the SRM (1.3). Then w satis es a homogeneous problem of (3.1) (see next section). Hence, using the estimate in Lemma 3.1, uniqueness of the solution of the SRM (1.3) is easy to discuss. The existence can be analyzed by following 5 the standard existence argument of Navier-Stokes equations (e.g. 33, 18] ) and that of penalized Navier-Stokes equations (e.g. 8]). In this paper we assume the existence of the solution of the SRM and concentrate on the proof of the convergence of the method. Before we do that, we derive the following regularity results of the solution of the SRM (1.3). From this lemma, we see that if we choose p 0 such that R t 0 kgradp 0 k 2 dz is bounded then by induction all terms in the left of (2.9) are bounded for any given s.
3. Convergence of the SRM. In this section, we estimate the error of the SRM (1.3) toward the solution of (1.2) by using the technique of asymptotic expansion as in the appendix of 3]. Note that, in the Navier Stokes context, the method of asymptotic expansion was used in 13] to get a more precise estimate for a penalty method for the stationary Stokes equations and in 33] to calculate a slightly compressible steady-state ow. We will mainly consider the case of 1 > 0. Hence, we take 1 = 1 and 2 = for convenience. The result for the case of 1 = 0 will be described in Remark 3.3. At rst we discuss a couple of linear auxiliary problems. Then we go to the proof.
A Couple of Linear Auxiliary problems. We discuss two linear problems in this
section. One is w t ? grad(divw) t ? graddivw + (w grad)U + (V grad)w = w ? gradq + f; (3.1a) wj @ = 0; wj t=0 = 0; (3.1b) where U, V and q are given functions. The other is w t + (V grad)w + (w grad)V = w ? gradp + f; (3.2a) (divw) t + divw = g; (3.2b) wj @ = 0; wj t=0 = a; (3.2c) 8 where V, g and a are given functions, a satis es the compatibility conditions (2.2) and g satis es (2.1). Now we show some properties of these two problems which will be used in the proof of the convergence of SRM later. wj @ = 0 (3.10b) has many solutions. We pick up one and denote it as w p . Then w := w?w p satis es the linearized Navier-Stokes equations in the form of (3.2a) with a proper force term (denoted by f) and div w = 0; wj @ = 0 and wj t=0 = a ? w p j t=0 : Noting that divw p j t=0 = g 1 j t=0 = 0, we thus know that the basic compatibility conditions like (2.2) for w are satis ed. From (3.9) and the assumption for g we know that R T 0 (kg 1 u 1i j @ = 0; u 1i j t=0 = 0;
where we note that divu 1i j t=0 = 0 and p 1i satis es (2.1). Applying Lemma 3.2, we obtain that all u 1i and p 1i i = 0; 1; exist and satisfy (3.7).
Next we estimate the remainder of the asymptotic expansion to the (m+1)th power of . Denote u 1m = u 10 w 1m j @ = 0; w 1m j t=0 = 0:
Then, using regularity we have got for u 1i , u 1m and u 1 (See (2.9)), and Lemma 3.1 , we obtain kw 1m k = O( m+1 ) and kgradw 1m k = O( m+1 ). Therefore u 1 = u 10 + u 11 + + m u 1m + O( m+1 ): From (4.3) we see that nite element methods in spatial variables combined with time discretizations can be easily adopted. Note that we do not need to construct divergence-free test functions at all. Nevertheless, in this paper, we are not going to discuss nite element methods further. As an initial test of the sequential regularization method for the PDAE, we would like to make everything as simple as possible. We consider a very simple rst-order di erence scheme (forward Euler scheme in the time direction) in two dimensional space. Concretely, we consider a rectangular domain such that an equidistant mesh can be used. Let (u; v) T stand for the approximation of u s , and let k; h x ; h y denote step sizes in time and spatial direction, respectively. Without loss of generality we assume that h x = h y = h and that the domain is a unit square. Thus, mesh points can be expressed as Here we take 1 = 1 and 2 = . The result for the case of 1 = 0 will be given in Remark 4.2. The following theorem gives the stability estimate for (4.5) where M is a generic constant dependent on and c. Proof: We rst write down some di erence identities and inequalities that will be used in the proof.
Some di erence identities 24]:
Applying corresponding di erence identities for a nonuniform mesh (see e.g. 32]), the results of Theorem 4.1 may be generalized to di erence schemes (4.5) on a nonuniform mesh. Hence, the di erence scheme may be used for problems de ned on more general domains. is chosen in advance, we can rearrange the computation order to make the storage requirements independent of N, where N represents the number of the mesh lines in t direction. We use constant steps k = 0:01 and h = 0:1 rst. At a given time t, we use`eu 0 to denote the absolute discrete We notice that the errors improve as the iteration proceeds until s reaches the discretization accuracy O(h), where s is the number of iterations.
For the case of small viscosity, say = 0:001, the di erence scheme (4.4) does not work. The errors blow up around t = 1. When we increase 2 , say to 2 = 50, we do get pretty good results around t = 1; however, the errors still blow up at a later time. This suggests that the scheme is not stable for small viscosity . So next we discretize the nonlinear term using an upwinding scheme given in 31]. For the case of small viscosity, e.g. = 0:001, we get good results (see Table 4 .2).
Recall that according to Remark 4.1,  in the case of small viscosity, the time step size can be increased to some extent without adverse stability e ects. To demonstrate this, we take k = h = 0:1, and still = 0:001. The numerical results in Table 4 .3 do show that it is true.
Although we use explicit schemes for SRM (1.3) with 1 > 0, we still have to solve a banded symmetric positive de nite system. An alternative is to take 1 = 0 to avoid solving any algebraic systems. Table 4.4 shows the computational results of the di erence scheme (4.4) with 1 = 0 and 2 = 1. We take viscosity = 0:1, h = 0:1 and k = 0:0005. Good results are obtained except for the pressure near t = 0 (cf. Remark 3.4) . iteration error at ! t = k t = 1.0 t = 2.0 t = 3.0 t = 4.0 t = 5.0 iteration error at ! t = k t = 1.0 t = 2.0 t = 3.0 t = 4.0 t = 5.0 1e-3 1 eu 2.18e-2 8.61e-2 9.43e-2 9.70e-2 9.86e-2 9.99e-2 ep 1.83e-1 8.83e-2 6.26e-2 5.42e-2 5.13e-2 5.03e-2 Table 4 .3 SRM errors for = 0:001 with a pretty large time step k = h = 0:1 iteration error at ! t = k t = 1.0 t = 2.0 t = 3.0 t = 4.0 t = 5.0 5e-1 2 eu 5.64e-3 3.57e-2 2.94e-2 2.71e-2 2.62e-2 2.60e-2 ep 2.92e-0 9.70e-2 7.03e-2 6.17e-2 5.87e-2 5.77e-2 
