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Abstrat
Reation systems were introdued as a formal model of interations between
biohemial reations. These interations, whih are based on two meha-
nisms: failitation and inhibition, determine the funtioning of the living ell.
Proesses taking plae in a reation system A are driven by the xed set A of
available reations provided by A. In this paper we generalize this setup: as
a proess progresses from a state W to its suessor W ′, the set of available
reations may hange from A in W to A′ in W ′. This new framework of
evolving reation systems is introdued and studied in this paper. Also, the
notion of enabling equivalene between sets of reations and the notion of a
transformation of a set of reations are introdued and thoroughly studied.
Keywords: funtioning of the living ell, reation, reation system,
interative proess, equivalene, evolving set of reations, evolution,
puntuated equilibrium
1. Introdution
Reation systems were introdued (see [11℄) as a formal model of the
funtioning of the living ell. The underlying idea is that this funtioning
is determined by the interation of biohemial reations in the living ell,
where these interations are driven by two mehanism, failitation and in-
hibition  the reations (through their produts) may failitate or inhibit
eah other. This model takes into aount the basi bioenergetis (ow of
energy) of the living ell and the basi fat that the living ell is an open
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system. Also (beause of the level of abstration it adopts) it is a qualitative
rather than a quantitative model.
A biohemial reation is formalized as a 3-tuple of nonempty sets b =
(R, I, P ), alled a reation, with R and I disjoint, where R is the set of
reatants that b needs in order to take plae, I is the set of inhibitors  if
any of these is present in the urrent state of the system/ell, then b will not
take plae, and P is the produt set  the set of entities ontributed by b
to the suessor of the urrent state. Then a reation system is basially a
nite set of reations, whih reets the point of view that the living ell is
basially a reator with a nite set of reations taking plae within it (where
the reator interats with the environment). Formally, a reation system is
speied as an ordered pair A = (S,A), where A is a nite set of reations
and S is a nite (bakground) set ontaining all entities needed to dene
reations in A and also interations with the environment.
The notion of reation system is entral for a broad framework of rea-
tion systems, where one onsiders also various extensions of reation systems
motivated either by biologial onsiderations or by onsiderations onerned
with the need to understand the underlying omputational nature of the
models from this framework, see e.g., the tutorial and survey papers [79℄.
In fat, although the original motivation behind reation systems ame from
biology, they beame an interesting and novel model of omputation, see,
e.g., , [5, 6, 10, 12, 14, 1618℄.
A entral feature of models investigated in the framework of reation
systems is the invariane of the available set of reations (the set of reations
of the onsidered reation system). All proesses are supported by this set
of reations, say A: in eah state of eah proess the set of reations enabled
by this state is a subset of A.
In this paper we abandon this invariane point of view and onsider
proesses where a transition from a state to state may be aompanied by
a hange of the available set of reations. We all this framework Evolving
Reation Systems. It is motivated by both biologial onsiderations, in par-
tiular the evolution of biologial systems (Setion 7 of this paper deals with
this theme), and omputational onsiderations (onsidering systems where
the available transformations hange with time is quite traditional in the
theory of omputation, see, e.g., [4℄).
The paper is organized as follows.
In Setion 2 we introdue basi notions and notation onerning reations
and reation systems.
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The notion of enabling equivalene of sets of reations, whih is entral
for this paper, is introdued and analyzed in Setion 3.
As disussed above, in this paper we onsider the framework of evolving
reation systems where the set of available reations may hange as the given
state (say W ) is transformed to its suessor (say W ′). If the set of available
reations at W is A and at W ′ it is A′, then the hange from A to A′ is
governed by a transformation rule as introdued and analysed in Setion 4.
In Setion 5 we introdue evolving interative proesses whih dier from
standard interative proesses onsidered in reation systems by the fat that
the set of available reations may hange as a proess progresses from state
to state. These proesses are onsidered in evolving reation systems.
The main result of this paper, the Invisibility Theorem, is proved in
Setion 6. It provides onditions under whih the hanges of the sets of
available reations taking plae in an evolving interative proess are not
observable (hene invisible), meaning that they are not reeted in the state
sequene of the proess.
In Setion 7 we give an example illustrating the Invisibility Theorem
whih leads to an interpretation within the framework of evolving reation
systems of the notion of puntuated evolution, see, e.g., [11℄ and [18℄.
Finally in Setion 8 we provide a brief disussion of the results of this
paper.
2. Reations and Reation Systems
Within this paper we will use standard mathematial terminology and
notation. More speially:
The empty set is denoted by ∅. For sets X and Y , X \Y , X ∪Y , and X ∩Y
denote set dierene, set union and set intersetion, respetively. AlsoX ⊆ Y
denotes set inlusion and X 6⊆ Y denotes the negation of set inlusion. For
a family Z of sets,
⋃
Z denotes the union of the sets from Z.
The formal notion of a reation aptures the basi intuition behind a
biohemial reation: it an take plae if all of its reatants and none of its
inhibitors are present, and when it takes plae it reates its produts.
Denition 2.1. A reation is a triplet b = (R, I, P ), where R, I, P are nite
nonempty sets with R ∩ I = ∅. If S is a set suh that R, I, P ⊆ S, then b is
a reation over S. ♦
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The sets R, I, P are also written Rb, Ib, Pb, and alled the reatant set of
b, the inhibitor set of b, and the produt set of b, respetively. Note that if
b is a reation over S, then |S| ≥ 2. Suh nite sets (of ardinality at least
2) are alled bakground sets. The set of all reations over a bakground set
S is denoted by rac(S).
The dynamis of a single reation and of a set of reations is given by the
following denition.
Denition 2.2. Let S be a bakground set and let T ⊆ S.
1. Let b ∈ rac(S). Then b is enabled by T , denoted by enb(T ), if Rb ⊆ T
and Ib ∩ T = ∅. The result of b on T , denoted by resb(T ), is dened
by: res b(T ) = Pb if enb(T ), and resb(T ) = ∅ otherwise.
2. Let B ⊆ rac(S) be a nite set of reations. The result of B on T ,
denoted by resB(T ), is dened by: resB(T ) =
⋃
b∈B resb(T ). ♦
The above denition says how a reation or a set of reations behaves in
a state of a biohemial system, where a state is formalized as a set T of
biohemial entities (present in this state). Thus a reation may happen (is
enabled) if all of its reatants are present (Rb ⊆ T ) and none of its inhibitors
are present (Ib ∩ T = ∅). If a reation takes plae in T , then it produes
its produt. Here resb(T ) = Pb means that b ontributes Pb to the suessor
state of T and resb(T ) = ∅ means that b does not ontribute to the suessor
of T . The result of a set of reations B in T is umulative, i.e., it is the union
of the results of all reations from B.
Sine resB(T ) is the union of resb(T ) for all reations b from B whih
are enabled by T , an entity x ∈ S is sustained by B in T (i.e., x ∈ T and
x ∈ resB(T )) if and only if x is produed by (at least) one reation b from B.
This is dierent from standard models of omputation, where if an element
from a urrent state is not involved in a transformation of this state, then
it will be sustained (present in the suessor state).
This non-permaneny property reets the basi bioenergetis of the liv-
ing ell (see e.g., [8℄ and [15℄).
The following notion of equivalene of single reations and sets of reations
was introdued in [11℄.
Denition 2.3. Let S be a bakground set.
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1. Reations b1, b2 ∈ rac(S) are equivalent (over S), denoted by b1eqSb2,
if and only if, for all T ⊆ S, resb1(T ) = resb2(T ).
2. Sets of reations B1, B2 ⊆ rac(S) are equivalent (over S), denoted by
B1eqSB2, if and only if, for all T ⊆ S, resB1(T ) = resB2(T ). ♦
Whenever S is lear from the ontext of onsiderations we will simplify our
terminology and notation and use the term equivalene and the notation
eq .
It turns out that the equivalene of single reations an be haraterized
as follows.
Theorem 2.4. [11℄ Let S be a bakground set and b1, b2 ∈ rac(S). Then
b1eqSb2 if and only if Rb1 = Rb2, Ib1 = Ib2, and Pb1 = Pb2.
Thus single reations are semantially equivalent if and only if they are
syntatially equivalent (idential).
The notion of overing of one reation by another is useful when ompar-
ing results of reations in a given state.
Denition 2.5. Let S be a bakground set and b1, b2 ∈ rac(S). We say that
b1 overs b2, denoted by b1 ≥S b2, if and only if, for all T ⊆ S, res{b1,b2}(T ) =
resb1(T ). ♦
Intuitively b1 ≥S b2 means that on its own b1 will aomplish as muh as
it will together with b2.
Also the notion of overing gets a syntati haraterization.
Theorem 2.6. [11℄ Let S be a bakground set and b1, b2 ∈ rac(S). Then
b1 ≥S b2 if and only if Rb1 ⊆ Rb2, Ib1 ⊆ Ib2, and Pb2 ⊆ Pb1.
We are ready now to reall (see [11℄) the formal notion of a reation
system.
Denition 2.7. A reation system is an ordered pair A = (S,A), where S
is a bakground set and A ⊆ rac(S). ♦
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Thus a reation system is essentially a nite set of reations A. We also
speify the bakground set S whih inludes all the entities needed to speify
the reations in A, but it also may inlude more entities whih may be needed
to reason about the behavior of A.
Eah subset T of S is alled a state of A, and for eah state T , the result
of applying A to T , denoted by resA(T ), is dened by resA(T ) = resA(T ).
Note that there is no ounting in a reation system  we deal with
sets rather than multisets. Thus a reation system is a qualitative (rather
than quantitative) model whih reets the level of abstration for modeling
interations between biohemial reations.
While A = (S,A) formalizes the stati struture of a reation system,
its dynami behavior is formalized through interative proesses whih are
dened as follows.
Denition 2.8. Let A = (S,A) be a reation system and let n be a posi-
tive integer. An (n-step) interative proess in A is an ordered pair pi =
(γ, δ) of nite sequenes of nite sets suh that γ = C0, C1, . . . , Cn and
δ = D0, D1, . . . , Dn, where C0, C1, . . . , Cn, D0, D1, . . . , Dn ⊆ S, D0 = ∅,
and Di = resA(Di−1 ∪ Ci−1) for all i ∈ {1, . . . , n}. ♦
The sequene γ is the ontext sequene of pi and the sequene δ is the
result sequene of pi. Then the sequene τ = W0,W1, . . . ,Wn suh that
Wi = Di ∪ Ci for all i ∈ {0, . . . , n} is the state sequene of pi and W0 is the
initial state of pi. Note that sine D0 = ∅, W0 = C0.
Hene the interative proess pi runs as follows. It begins in the initial
state W0 = C0. The next state, W1, onsists of D1, whih is the result of
applying toW0 the reations from A enabled byW0, and of ontext C1, whih
formalizes the inuene/eet of the environment. Then the onseutive
states of τ are formed by iterating this proedure: for eah i ∈ {1, . . . , n−1},
Wi+1 is formed by the union of Di+1 = resA(Wi) and Ci+1.
3. Enabling equivalene
When we onsider the appliation of a single reation b to a given state
T , then we deal with a binary situation: either b is enabled by T or it is not.
However, when we onsider the appliation of a set of reations B to T , then
the situation is more involved: either none of the reations in B is enabled
by T or only some of the reations in B are enabled by T or all reations
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in B are enabled by T . In this paper we will onsider situations when a set
of reations B is ating as if it was a single reation, whih orresponds to
onsidering only states T suh that all reations from B are enabled by T .
This leads to the following denitions.
Denition 3.1. Let S be a bakground set and let B ⊆ rac(S).
1. The reatant set of B, denoted by RB, is the set
⋃
b∈B Rb; the inhibitor
set of B, denoted by IB, is the set
⋃
b∈B Ib; and the produt set of B,
denoted by PB, is the set
⋃
b∈B Pb.
2. For T ⊆ S, B is enabled by T , denoted by enB(T ), if RB ⊆ T and
IB ∩ T = ∅.
3. B is onsistent if RB ∩ IB = ∅. ♦
Note that if B is onsistent by a state T , then all reations from B are
enabled by T . On the other hand if B is not onsistent, then, for eah T ⊆ S,
B is not enabled by T (reall that if b is a reation then Rb ∩ Ib = ∅, hene
the notion of onsisteny is inorporated in the denition of a reation).
When we onsider a set of reations B as one blok ating as a single
reation we get a dierent notion of equivalene for sets of reations.
Denition 3.2. Let S be a bakground set and let B1, B2 ⊆ rac(S). We say
that B1 is enabling equivalent to B2 (over S), denoted by B1eeqSB2, if and
only if, for eah T ⊆ S,
(i) enB1(T ) if and only if enB2(T ), and
(ii) if enB1(T ), then resB1(T ) = resB2(T ). ♦
It is easily seen that eeqS is an equivalene relation.
Whenever S is lear from the ontext of onsideration, we will simplify
our terminology and notations, using the term enabling equivalene and
the notation eeq .
Reall that B1, B2 are equivalent if and only if for eah T the results of
applying B1, B2 to T are equal independently of whether or not the whole
sets B1, B2 are enabled by T or only parts of them.
On the other hand, B1, B2 are enabling equivalent if and only if B1 and
B2 are enabled by the same subsets T of S and on these subsets they give
the same result.
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First of all we notie that these two notions of equivalene are inompa-
rable as demonstrated by the following examples.
Example 3.3. Let S = {x, y, z, w, u} and let B1, B2 ⊆ rac(S) be dened as
follows:
B1 = { ({x} , {z} , {w}) , ({y} , {z} , {u}) }
B2 = { ({x, y} , {z} , {w, u}) }
Sine for T = {x}, resB1(T ) = {w} and resB2(T ) = ∅, B1 is not equivalent
to B2.
Clearly, for eah T ⊆ S, enB1(T ) if and only if enB2(T ). However, if
enB1(T ) (and hene also enB2(T )) holds, then {x, y} ⊆ T and z /∈ T ; but
then resB1(T ) = resB2(T ) = {w, u}. Hene B1 is enabling equivalent to B2.
♦
Example 3.4. Let S = {x, y, z} and let b1, b2 ∈ rac(S) be dened as follows:
b1 = ({x} , {z} , {y}) and b2 = ({x, y} , {z} , {y}).
Let then B1 = {b1} and B2 = {b1, b2}. Sine, by Theorem 2.6, b1 ≥S b2, for
eah T ⊆ S, resB1(T ) = resB2(T ) and so B1 is equivalent to B2. However,
B1 is enabled by T = {x} while B2 is not enabled by T = {x}. Thus B1 is
not enabling equivalent to B2. ♦
The relationship between the notion of onsisteny for a set of reations
and the notion of enabling equivalene is given by the following result.
Lemma 3.5. Let S be a bakground set and let B1, B2 ⊆ rac(S).
1. If B1, B2 are not onsistent, then B1eeqSB2.
2. If B1eeqSB2, then B1 is onsistent if and only if B2 is onsistent.
Proof Follows diretly from the denitions (of eeqS and onsisteny). ✷
The notion of enabling equivalene is a semanti (behavioral) notion
whih is global with respet to the spae of all states (all subsets of S):
to hek whether or not two sets of reations B1 and B2 are enabling equiv-
alent, in general one has to test them in all states. We will provide now a
syntati haraterization of enabling equivalene whih allows one to test
whether or not B1eeqB2 by just inspeting the sets B1 and B2.
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Theorem 3.6. Let S be a bakground set and let B1, B2 ⊆ rac(S) be onsis-
tent. Then B1eeqSB2 if and only if RB1 = RB2 , IB1 = IB2, and PB1 = PB2.
Proof (1) Assume that RB1 = RB2 , IB1 = IB2 , and PB1 = PB2 .
(i) Sine RB1 = RB2 and IB1 = IB2 , enB1(T ) if and only if enB2(T ), for
eah T ⊆ S.
(ii) Sine PB1 = PB2 , resB1(T ) = resB2(T ) whenever enB1(T ) and enB2(T ).
It follows from (i) and (ii) that B1eeqSB2.
(2) Assume that it is not true that (RB1 = RB2 , IB1 = IB2 , and PB1 = PB2).
It follows than that one of the following three ases must hold:
(i) RB1 6= RB2 ,
(ii) IB1 6= IB2 , and
(iii) RB1 = RB2 , IB1 = IB2 , and PB1 6= PB2 .
We will onsider eah of the three ases separately.
Assume that (i) holds. Without loss of generality we may assume that RB1 \
RB2 6= ∅. Hene enB1(RB2) does not hold. However, sine B2 is onsistent,
enB2(RB2). Consequently, it is not true that, for eah T ⊆ S, enB1(T ) if and
only if enB2(T ), and therefore B1eeqSB2 does not hold.
Assume that (ii) holds. Without loss of generality we may assume that
IB1 \ IB2 6= ∅. Let then y ∈ S be suh that y ∈ IB1 \ IB2 . Hene it is not
true that enB1(RB2 ∪{y}). However, sine B2 is onsistent, enB2(RB2 ∪{y}).
Consequently, B1eeqSB2 does not hold.
Assume that (iii) holds. Sine RB1 = RB2 and IB1 = IB2 (and B1, B2
are onsistent), enB1(RB1) and enB2(RB1). However, sine PB1 6= PB2 ,
resB1(RB1) 6= resB2(RB1). Consequently, B1eeqSB2 does not hold.
Sine the ases (i), (ii) and (iii) are exhaustive, it follows that if it is not
true that RB1 = RB2 , IB1 = IB2 , and PB1 = PB2 , then B1eeqSB2 does not
hold.
The theorem follows now from (1) and (2). ✷
Note that if B1 and B2 are singletons, B1 = {b1} and B2 = {b2}, then
B1eqB2 if and only ifB1eeqB2. Hene, Theorem 3.6 generalizes the harater-
ization of the equivalene of single reations given in Theorem 2.4: reations
9
b1 and b2 are equivalent if and only if Rb1 = Rb2 , Ib1 = Ib2 , and Pb1 = Pb2 .
For single reations b1, b2, this means that b1 and b2 are enabling equiva-
lent if and only if they are idential, while two sets of reations B1, B2 may
be enabling equivalent even if they are dierent provided that RB1 = RB2 ,
IB1 = IB2 , and PB1 = PB2 .
The following tehnial orollary of Theorem 3.6 will be useful in the
remainder of this paper.
Corollary 3.7. Let S be a bakground set and let B1, B2, B3 ⊆ rac(S), where
B2 is onsistent.
1. If B1eeqSB2 and B3eeqSB2, then (B1 ∪ B3)eeqSB2.
2. If B1 ⊆ B3 ⊆ B2 and B1eeqSB2, then B1eeqSB3 and B3eeqSB2.
Proof First we note that sine B2 is onsistent, the preonditions of (1) and
(2) imply that also B1 and B3 are onsistent (in (1) by Lemma 3.5(2) and in
(2) beause B1 ⊆ B2 and B3 ⊆ B2).
(1) Follows diretly from Theorem 3.6.
(2) Sine B1eeqSB2, it follows from Theorem 3.6 that
RB1 = RB2 , IB1 = IB2 and PB1 = PB2 .
Sine B1 ⊆ B3 ⊆ B2,
RB1 ⊆ RB3 ⊆ RB2 , IB1 ⊆ IB3 ⊆ IB2 , and PB1 ⊆ PB3 ⊆ PB2 .
Therefore, RB3 = RB2 , IB3 = IB2 and PB3 = PB2 , and so, by Theorem 3.6,
B3eeqSB2. ✷
4. Transformation rules
In the standard setup an interative proess takes plae within a given
reation systemA = (S,A), where the set A of available reations is invariant:
at eah stage of the proess the set of available reations is the same, viz.,
A, and if T is the state of A at this stage, then reations from A that are
enabled by T will transform T into resA(T ), whih together with the ontext
set available at this stage will form the suessor state of T .
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In this paper we will onsider evolving situations where the sets of
available reations may hange as an interative proess progresses. Hene
in an initial stateW0 the set of available reations is A0, then at the suessor
state W1 it is A1, at the following state W2 it is A2, and so on.
In order to investigate suh evolving interative proesses we also need to
dene a mehanism whih transforms A0 into A1, A1 into A2, and so on.
The transformations that we onsider are not arbitrary  they have to sat-
isfy the safety ondition. They have to preserve the enabling equivalene
meaning that if a set of reations A is transformed into a set of reations B,
then A and B must be enabling equivalent. A natural way to transform a set
of reations A into a set of reations B is to remove some reations (set of re-
ations A′) and add some new reations (set of reations A′′), where the order
of removing A′ and adding A′′ is not important. Beause of the transforma-
tion safety ondition, the transformations we will onsider preserve enabling
equivalene not only between A and B but also between A and intermedi-
ate results (A \ A′ and A ∪ A′′). At any moment of an implementation of
transformation (or a sequene of transformations) beginning with a set of
reations A, the urrent set of reations must be enabling equivalent to A.
For example, for some reasons it may be important that, for a state T and
an entity x, x /∈ resA(T ). However, it may be the ase that x /∈ resB(T ) but
x ∈ resA′′(T ), and so x will pop up in the intermediate state, while it may
be important that x is not produed at all!
Formally suh transformations are dened as follows.
Denition 4.1. A transformation rule is a 4-tuple q = (S,K,D,E), where
S is a bakground set and K,D,E ⊆ rac(S) are suh that:
(i) K is onsistent,
(ii) D ⊆ K and E ∩K = ∅, and
(iii) KeeqS(K \D) and KeeqS(K ∪ E).
The outome of q, denoted by out(q), is dened by out(q) = (K \D)∪E. ♦
For a transformation rule q as above we say that S is the bakground set
of q, and that q is a transformation rule over S  we use trr(S) to denote
the set of transformation rules over S. Also, K is the kernel of q, D is the
derement of q, and E is the expansion of q, and we will use the notations Kq,
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Dq, and Eq, to denote K, D, and E, respetively. To simplify the notation we
may write simply q = (K,D,E) whenever S is understood from the ontext
of onsiderations.
Note that ondition (iii) guarantees the transformation safety ondition
disussed above.
A transformation rule q is trivial if Dq = Eq = ∅. Obviously, for a trivial
transformation rule q, out(q) = Kq.
For a transformation rule q over S and T ⊆ S, we say that q is enabled
by T , denoted by enq(T ), if enKq(T ), i.e., if the kernel Kq of q is enabled by
T .
The following lemma states a basi property of transformation rules.
Lemma 4.2. Let q = (S,K,D,E) be a transformation rule. Then
1. K \D is onsistent,
2. K ∪ E is onsistent,
3. KeeqSout(q), and
4. out(q) is onsistent.
Proof (1) This follows from Lemma 3.5(2), beause K is onsistent and
KeeqS(K \D).
(2) This follows from Lemma 3.5(2), beause K is onsistent and KeeqS(K∪
E).
(3) Note that
K \D ⊆ (K \D) ∪ E ⊆ K ∪ E.
Moreover, sine KeeqS(K \D) and KeeqS(K ∪E), we have (K \D)eeqS(K∪
E). Therefore, by Corollary 3.7(1), (K \ D) ∪ E eeqS(K \ D) and (sine
(K \D)eeqSK) (K \D) ∪ E = out(q)eeqSK.
(4) This follows, by Lemma 3.5(2), from (3) and the onsisteny of K. ✷
Theorem 4.3. Let q = (S,K,D,E) be a transformation rule. If a 4-tuple
q′ = (S,K,D′, E ′) is suh that D′ ⊆ D and E ′ ⊆ E, then q′ is also a
transformation rule.
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Proof We will verify that all onditions for q′ to be a transformation rule
are satised.
(i) Sine q is a transformation rule, K is onsistent.
(ii) Sine q is a transformation rule, D ⊆ K and E ∩K = ∅. Hene, by
D′ ⊆ D and E ′ ⊆ E, we get D′ ⊆ K and E ′ ∩K = ∅.
(iii) Sine D′ ⊆ D, K \D ⊆ K \D′. Sine (K \D)eeqSK, this implies (by
Corollary 3.7(2), beause K \D ⊆ K \D′ ⊆ K) that (K \D′)eeqSK.
Sine E ′ ⊆ E, K ⊆ K ∪E ′ ⊆ K ∪E. Sine K ∪EeeqSK, this implies
(by Lemma 4.2(2) and Corollary 3.7(2)) that (K ∪ E ′)eeqSK.
Consequently, q′ is a transformation rule. ✷
We will dene now how a transformation rule q transforms a set of re-
ations A  this depends on the state T in whih the transformation of A
takes plae.
Denition 4.4. Let q = (S,K,D,E) be a transformation rule and let T ⊆
S.
1. Let A ⊆ rac(S). The transformation of A by q in T , denoted by
tr q,T (A), is dened by:
tr q,T (A) =
{
(A \Kq) ∪ out(q) if Kq ⊆ A and enq(T )
A otherwise.
2. Let A = (S,A) be a reation system. The transformation of A by q in
T , denoted by tr q,T (A), is dened by tr q,T (A) = A
′
, where A′ = (S,A′)
with A′ = tr q,T (A). ♦
Note that Theorem 4.3 says that a transformation rule may be imple-
mented pieewise and the order of piees does not matter. For example,
one an partition D into nonempty D1, D2, D3 and E into nonempty E1, E2.
Then, whether one applies the sequene of transformation rules
(S,K,D1,∅), (S,K \D1, D2,∅), (S,K \D1 \D2,∅, E1), (S,K \D1 \
D2 ∪ E1, D3, E2),
or the sequene of transformation rules
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(S,K,D2, E1), (S,K\D2∪E1, D1, E2), (S,K\D2\D1∪E1∪E2), D3,∅)
the nal outome of both sequenes will be idential  it will be exatly
the outome of the original transformation rule q = (S,K,D,E). Moreover,
by Lemma 4.2(3), after eah of the sequential steps the outome of the last
transformation is enabling equivalent to the outome of q !
Sine
(A \Kq) ∪ out(q) = (A \Kq) ∪ (Kq \Dq) ∪ Eq = (A \Dq) ∪ Eq ,
the denition of tr q,T (A) may be rewritten as
tr q,T (A) =
{
(A \Dq) ∪ Eq if Kq ⊆ A and enq(T )
A otherwise.
First we onsider transformations by trivial transformation rules.
Lemma 4.5. Let q be a trivial transformation rule over S. Then, for all
T ⊆ S and A ⊆ rac(S), tr q,T (A) = A.
Proof We onsider separately three ases.
(i) Kq 6⊆ A. Then tr q,T (A) = A.
(ii) Kq ⊆ A but enKq(T ) does not hold. Then tr q,T (A) = A.
(iii) Kq ⊆ A and enKq(T ). Sine q is trivial, out(q) = Kq, and onse-
quently tr q,T (A) = (A \Kq) ∪Kq = A. Then tr q,T (A) = A.
It follows from (i), (ii), and (iii) that tr q,T (A) = A. ✷
The following result states the fundamental property of transformations
of sets of reations by transformation rules.
Theorem 4.6. Let q, q′ be transformation rules over S, for some bakground
set S. If Kq = Kq′, then for all T ⊆ S and all A ⊆ rac(S),
res trq,T (A)(T ) = res trq′,T (A)(T ) .
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Proof Let K = Kq = Kq′. We onsider separately three ases.
Case 1: K 6⊆ A. Then tr q,T (A) = tr q′,T (A) = A, and onsequently
res trq,T (A)(T ) = res trq′,T (A)(T ) = resA(T ).
Case 2: K ⊆ A but enq(T ) does not hold (and hene also enq′(T ) does not
hold). Then tr q,T (A) = tr q′,T (A) = A, and onsequently
res trq,T (A)(T ) = res trq′,T (A)(T ) = resA(T ).
Case 3: K ⊆ A and enq(T ) (and hene enq′(T )). Then tr q,T (A) = (A \K)∪
out(q) and tr q′,T (A) = (A \K) ∪ out(q
′). Consequently,
res trq,T (A)(T ) = res(A\K)∪out(q)(T )
res trq′,T (A)(T ) = res(A\K)∪out(q′)(T )
(1)
Sine KqeeqSout(q) (by Lemma 4.2(3)), by Theorem 3.6, PKq = Pout(q). Sim-
ilarly, sine Kq′eeqSout(q
′), PKq′ = Pout(q′). Consequently, sine Kq = Kq′ ,
we get
Pout(q) = Pout(q′) (2)
By (1),
res trq,T (A)(T ) = resA\K(T ) ∪ resout(q)(T )
res trq′,T (A)(T ) = resA\K(T ) ∪ resout(q′)(T )
(3)
Sine now (in Case 3) enq(T ) and enq′(T ), by Lemma 4.2(3) we get enout(q)(T )
and enout(q′)(T ). Consequently, it follows from (3) that
res trq,T (A)(T ) = resA\K(T ) ∪ Pout(q)
res trq′,T (A)(T ) = resA\K(T ) ∪ Pout(q′).
Therefore, by (2), res trq,T (A)(T ) = res trq′,T (A)(T ), and the theorem holds. ✷
The following orollary relates (for eah state T ) the eet of a set of
reations A and the eet of the set of reations resulting from transforming
A at T .
Corollary 4.7. Let q be a transformation rule over S, for some bakground
set S. For all T ⊆ S and A ⊆ rac(S), res trq,T (A)(T ) = resA(T ).
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Proof Consider the trivial transformation rule q′ = (Kq,∅,∅). By Theo-
rem 4.6, for eah T ⊆ S and eah A ⊆ rac(S),
res trq,T (A)(T ) = res trq′,T (A)(T ).
Sine, by Lemma 4.5, tr q′,T (A) = A, we get res trq,T (A)(T ) = resA(T ). Thus
the orollary holds. ✷
Corollary 4.7 is quite remarkable and perhaps not very intuitive. It says
that if a state T is onverted by a set of reations A into resA(T ) and q is a
transformation rule, then also tr q,T (A) onverts T into resA(T ). This result
is an important tehnial tool for reasoning about hains of transformations
and will be essential in the proof of the main result of this paper (Theorem 6.2
in Setion 6).
5. Evolving Interative Proesses
In this setion we introdue evolving interative proesses where the un-
derlying set of available reations (hene the underlying reation system) may
hange as the urrent state of an interative proess hanges to the suessor
state.
Denition 5.1. Let S be a bakground set. An evolving interative proess
over S is a 5-tuple φ = (γ, δ, σ, ρ, λ) suh that, for some n ≥ 1:
• γ = C0, C1, . . . , Cn, where, for eah i ∈ {0, . . . , n}, Ci ⊆ S,
• δ = D0, D1, . . . , Dn, where, for eah i ∈ {0, . . . , n}, Di ⊆ S,
• σ = W0,W1, . . . ,Wn, where, for eah i ∈ {0, . . . , n}, Wi ⊆ S
• ρ = A0, A1, . . . , An, where, for eah i ∈ {0, . . . , n}, Ai ⊆ rac(S), Ai 6=
∅,
• λ = q0, q1, . . . , qn, where, for eah i ∈ {0, . . . , n}, qi ∈ trr(S),
and the following relationships hold:
1. Wi = Ci ∪Di, for eah i ∈ {0, . . . , n},
2. Di = resAi−1(Wi−1), for eah i ∈ {1, . . . , n},
3. Kqi ⊆ Ai, for eah i ∈ {0, . . . , n},
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0 1 2 . . . n− 1 n
γ C0 C1 C2 . . . Cn−1 Cn
δ D0 D1 D2 . . . Dn−1 Dn
σ W0 W1 W2 . . . Wn−1 Wn
ρ A0 A1 A2 . . . An−1 An
λ q0 q1 q2 . . . qn−1 qn
Figure 1: An n-step evolving interative proess.
4. Ai = tr qi−1,Wi−1(Ai−1), for eah i ∈ {1, . . . , n}.
The sequene γ is the ontext sequene of φ, denoted by con(φ); the sequene
δ is the result sequene of φ, denoted by res(φ); the sequene σ is the state
sequene of φ, denoted by st(φ); the sequene ρ is the sequene of sets of
reations of φ, denoted by sre(φ); and the sequene λ is the rule sequene of
φ, denoted by rul(φ). The state W0 is the initial state of φ (and the initial
state of st(φ)), denoted by in(φ) (and by in(st(φ))). We also say that φ is
an n-step evolving interative proess over S. ♦
Note that it follows from Denition 4.4 (and the omment following it)
that if i ∈ {0, . . . , n− 1} is suh that enqi(Wi) then, by Denition 5.1(points
3,4),
Ai+1 = tr qi,Wi(Ai) = (Ai \Kqi) ∪ out(qi) = (Ai \Dq) ∪ Eq.
It is very onvenient to represent an evolving n-step interative proess as a
5× (n + 1) matrix, as shown in Figure 1.
This representation shows that φ an be seen as a sequene of olumns:
olumn 0, olumn 1, . . . , olumn (n− 1), olumn n
whih portrays very well the intuition of an evolving interative proess.
Eah olumn represents the snapshot of a urrent situation  often alled
an instantaneous desription in the theory of omputation. An evolving
interative proess is then a sequene f0, f1, . . . , fn of suh instantaneous
desriptions, as illustrated in Figure 2. We denote the ontext of fi by Ci,
the transformation rule of fi by qi, et. Here eah suessor instantaneous
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

C0
D0
W0
A0
q0


⇒


C1
D1
W1
A1
q1


⇒ . . . ⇒


Cn−1
Dn−1
Wn−1
An−1
qn−1


⇒


Cn
Dn
Wn
An
qn


f0 f1 fn−1 fn
Figure 2: A sequene of instantaneous desriptions.
desription fi+1 is obtained from its predeessor fi by the set of reations Ai
of fi, the transformation rule qi of fi, and the ontext Ci+1 of fi+1.
The intuition behind an evolving interative proess φ is that the initial
snapshot of the situation is the instantaneous desription f0. Here the set
of available reations is A0, the ontribution (inuene) of the environment
(we deal with open systems) is C0, whih is also the initial state of the
system, and q0 is the transformation rule whih determines the set of available
reations in the following (suessor) situation f1. Then, indutively, for eah
instantaneous desription fi, its set of reations Ai applied to its state Wi
determines the result Di+1 of the suessor instantaneous desription fi+1
whih together with the ontext Ci+1 determines (by union) the state Wi+1.
The set Ai+1 of reations available in fi+1 is determined by the rule qi of fi
(applied to Ai in the state Wi). Thus the ontext sequene con(φ) together
with the rule sequene rul(φ) determine φ from the initial instantaneous
desription f0.
The sequene A0, A1, . . . , An of sets of reations of φ indues the sequene
A0 = (S,A0) A1 = (S,A1) . . . An = (S,An)
of reation systems over the same bakground set S. Thus one an see the
pair (con(φ), res(φ)) as generalizing the notion of an interative proess of a
reation system by allowing the sequene of transformations
(C0, D0)→ D1 (C1, D1)→ D2 . . . (Cn−1, Dn−1)→ Dn
to be arried on by the sequene A0, . . . ,An−1 of reation systems, where
eah reation system Ai+1 is obtained from the reation system Ai (and the
state Wi) by the transformation rule qi.
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Denition 5.2. An evolving interative proess φ = f0, f1, . . . , fn is station-
ary, if, for eah i ∈ {0, . . . , n}, rul(fi) is trivial. ♦
To simplify our terminology we may use the term stationary interative
proess rather than stationary evolving interative proess.
Note that sine, for eah i ∈ {0, . . . , n} rul(fi) is trivial, by Lemma 4.5,
the sequene sre(φ) = A0, . . . , An is suh that A0 = A1 = . . . = An. Hene
(referring to the above intuition of an evolving sequene A0,A1, . . . ,An of
reation systems) φ is a proess taking plae within one reation system
A = A0, i.e., pi = (con(φ), res(φ)) is an interative proess in A0. In this
way the notion of an evolving interative proess generalizes the notion of an
interative proess in reation systems.
6. The invisibility theorem
In this setion we prove the main result of this paper. First we need the
following denition.
Denition 6.1. Let S be a bakground set and let B ⊆ rac(S).
1. A signature over S is a triplet (X, Y, Z) of subsets of S. It is alled
onsistent if X, Y, Z 6= ∅ and X ∩ Y = ∅.
2. Let B ⊆ rac(S). A signature α = (X, Y, Z) over S is the signature of
B, denoted by sig(B), if X = RB, Y = IB and Z = PB.
3. Let α = (X, Y, Z) be a onsistent signature over S. A subset T of S is
α-ompatible if X ⊆ T and Y ∩ T = ∅.
4. Let q = (S,K,D,E) be a transformation rule. A signature α = (X, Y, Z)
over S is the signature of q, denoted by sig(q), if α = sig(K). ♦
Note that if B is nonempty and onsistent (Denition 3.1), then sig(B)
is a reation.
Theorem 6.2. [Invisibility Theorem℄. Let S be a bakground set and let
α = (X, Y, Z) be a onsistent signature over S. Let φ = f0, f1, . . . , fn be a
stationary evolving interative proess, and and let ψ = f 0, f1, . . . , fn be an
evolving interative proess, where
fi = (Ci, Di,Wi, Ai, qi) and f i = (C i, Di,W i, Ai, qi),
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for eah i ∈ {0, . . . , n}. Then res(φ) = res(ψ) and st(φ) = st(ψ) provided
that:
1. Wi is α-ompatible, for eah i ∈ {0, . . . , n},
2. sig(qi) = α and Kqi ⊆ Ai, for eah i ∈ {0, . . . , n},
3. con(φ) = con(ψ), and
4. D0 = D0 and A0 = A0. ♦
Note that in Condition 4 we do not require C0 = C0 as this is guaranteed
by Condition 3. Also, W 0 = W0 follows from D0 = D0 and Condition 3.
Theorem 6.2 states that an evolving interative proess (ψ) an be suh
that the available sets of reations (A0, A1, . . . , An) hange as the interative
proess progresses from state to state (W 0,W 1, . . . ,W n) but these hanges
are not observable (hene invisible) in the onseutive states (W 0,W 1, . . . ,W n)
of the proess: a stationary evolving interative proess (φ) with the same
ontext sequene (con(φ)) and the same initial situation (D0 = D0, W0 =
W 0, and A0 = A0) will produe the same state sequene (and the same result
sequene). Sine (as usual in models of omputation) proesses are observ-
able through their states, Theorem 6.2 is alled the Invisibility Theorem.
We preede the proof of the theorem by a tehnial lemma onsidering
only one hange of the available set of reations. But rst we introdue an
auxiliary notion.
Denition 6.3. Let S be a bakground set. Let φ = f0, . . . , fn be a station-
ary evolving interative proess over S, where fi = (Ci, Di,Wi, Ai, qi), for
eah i ∈ {0, . . . , n}. Let q be a transformation rule over S suh that enq(W0)
and Kq ⊆ A0. Then an evolving interative proess ψ = f
′
0, f
′
1, . . . , f
′
n, where
f ′i = (C
′
i, D
′
i,W
′
i , A
′
i, q
′
i), for eah i ∈ {0, . . . , n}, is a q-hange of φ if
1. f ′0 = (C0, D0,W0, A0, q),
2. con(φ) = con(ψ), and
3. q′i is trivial, for eah i ∈ {1, . . . , n}. ♦
The two proesses, φ and ψ, appearing in the above denition are depited
in Figure 3.
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con(φ) C0 C1 C2 . . . Cn
res(φ) D0 D1 D2 . . . Dn
st(φ) W0 W1 W2 . . . Wn
sre(φ) A0 A1 A2 . . . An all equal to A0
rul(φ) q0 q1 q2 . . . qn all trivial
φ f0 f1 f2 . . . fn
as in φ
C0 = C
′
0 C
′
1 C
′
2 . . . C
′
n con(ψ) = con(φ)
D0 = D
′
0 D
′
1 D
′
2 . . . D
′
n
W0 = W
′
0 W
′
1 W
′
2 . . . W
′
n
A0 = A
′
0 A
′
1 A
′
2 . . . A
′
n all equal to A
′
1
q = q′0 q
′
1 q
′
2 . . . q
′
n all trivial
ψ f ′0 f
′
1 f
′
2 . . . f
′
n
Figure 3: A stationary interative proess φ and a q-hange ψ of φ as in Denition 6.3.
Note that Kq ⊆ A0 A
′
1 = trq,W0(A0) = (A0 \Kq) ∪ out(q), D
′
1 = D1, and W
′
1 =W1.
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Thus ψ results from φ by replaing q0 by q in forming f
′
0 and requiring
that con(ψ) = con(φ) and all q′1, . . . , q
′
n are trivial. Sine eah q
′
i is trivial, for
i ∈ {1, . . . , n−1}, A′i+1 = A
′
i and, onsequently, sre(ψ) = A0, A
′
1, A
′
1, . . . , A
′
1.
Hene there is only one initial hange (determined by q) here from A0 to
A′1 = (A0 \Kq) ∪ out(q),
after whih the available set of reations does not hange anymore (it equals A′1).
Note that ψ is a a q-hange of φ and not the q-hange of φ beause
the hoie of q′1, . . . , q
′
n is free provided that all of them are trivial. We
annot require that q′1 = q1,. . . ,q
′
n = qn beause the denition of an evolving
interative proess requires that
Kq′
i
⊆ A′i = A
′
1 and Kqi ⊆ Ai = A0,
for eah i ∈ {1, . . . , n}, and, in general, these onditions are not ompatible
as A0 may be dierent from A
′
1!
Lemma 6.4. [One-hange Lemma℄. Let S be a bakground set and let
α = (X, Y, Z) be a onsistent signature over S. Let φ = f0, f1, . . . , fn be
a stationary evolving interative proess, where fi = (Ci, Di,Wi, Ai, qi), for
eah i ∈ {0, . . . , n}. Let q be a transformation rule suh that Kq ⊆ A0 and
sig(q) = α. Let ψ = f ′0, f
′
1, . . . , f
′
n be an evolving interative proess suh that
f ′i = (C
′
i, D
′
i,W
′
i , A
′
i, q
′
i), for eah i ∈ {0, . . . , n}, where
1. f ′0 = (C0, D0,W0, A0, q),
2. con(φ) = con(ψ),
3. q′i is trivial, for eah i ∈ {1, . . . , n}, and
4. Wi is α-ompatible, for eah i ∈ {0, . . . , n}.
Then ψ is a q-hange of φ suh that res(φ) = res(ψ) and st(φ) = st(ψ). ♦
Note that sre(φ) = A0, A0, . . . , A0 while sre(ψ) = A0, A
′
1, A
′
1, . . . , A
′
1.
Thus a possible hange of the available set of reations takes plae only
one in the transition from the rst to the seond instantaneous desription.
Therefore we refer to this lemma as the one-hange lemma.
Proof. [Lemma 6.4℄ Let, for eah 0 ≤ j ≤ n,
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fj = (Cj , Dj,Wj, Aj , qj) and f
′
j = (C
′
j, D
′
j,W
′
j , A
′
j, q
′
j).
Sine φ is stationary, eah Aj equals A0, and eah qj is a trivial transformation
rule. Also, for eah j ≥ 1, eah q′j is trivial and so eah A
′
j = A
′
1, while
A′0 = A0 and q
′
0 = q.
Sine W0 is α-ompatible, sig(q) = α implies that enq(W0). Sine Kq ⊆
A0 and con(φ) = con(ψ), this implies that ψ is a q-hange of φ. Therefore
A′1 = tr q,W0(A0) = (A0 \Kq) ∪ out(q),
and for eah i ∈ {1, . . . , n}, A′i = A
′
1.
We onstrut now a sequene φ(0), φ(1), . . . , φ(n) of evolving interative
proesses in A as follows:
φ(0) = f
(0)
0 , f
(0)
1 , . . . , f
(0)
n
φ(1) = f
(1)
0 , f
(1)
1 , . . . , f
(1)
n
.
.
.
φ(n) = f
(n)
0 , f
(n)
1 , . . . , f
(n)
n
where
(a) φ(0) is dened as follows (see Figure 4):
 (f
(0)
0 , f
(0)
1 , . . . , f
(0)
n−1) = (f0, f1, . . . , fn−1) and
 f
(0)
n = (Cn, Dn,Wn, A0, q),
(b) φ(1) is dened as follows (see Figure 4):
 (f
(1)
0 , f
(1)
1 , . . . , f
(1)
n−2) = (f0, f1, . . . , fn−2) and
 f
(1)
n−1 = (Cn−1, Dn−1,Wn−1, A0, q), f
(1)
n = (Cn, Dn,Wn, A
′
1, q
′
n),
() for eah 2 ≤ i ≤ n, φ(i) is dened as follows (see Figure 6 and Figure 7):
 (f
(i)
0 , f
(i)
1 , . . . , f
(i)
n−i−1) = (f0, f1, . . . , fn−i−1) and
 f
(i)
n−i = (Cn−i, Dn−i,Wn−i, A0, q),
 f
(i)
n−i+1 = (Cn−i+1, Dn−i+1,Wn−i+1, A
′
1, q
′
n−i+1),
 f
(i)
n−i+j = (Cn−i+j, resA′1(Wn−i+j−1), Cn−j+1 ∪ resA′1(Wn−i+j−1),
A′1, q
′
n−i+j), for eah j ∈ {2, . . . , i}.
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φ C0 C1 . . . Cn−3 Cn−2 Cn−1 Cn
D0 D1 . . . Dn−3 Dn−2 Dn−1 Dn
W0 W1 . . . Wn−3 Wn−2 Wn−1 Wn
A0 A1 . . . An−3 An−2 An−1 An
q0 q1 . . . qn−3 qn−2 qn−1 qn all trivial
f0 f1 . . . fn−3 fn−2 fn−1 fn
as in φ
φ(0) C
(0)
0 C
(0)
1 . . . C
(0)
n−3 C
(0)
n−2 C
(0)
n−1 C
(0)
n =Cn
D
(0)
0 D
(0)
1 . . . D
(0)
n−3 D
(0)
n−2 D
(0)
n−1 D
(0)
n =Dn
W
(0)
0 W
(0)
1 . . . W
(0)
n−1 W
(0)
n−2 W
(0)
n−1 W
(0)
n =Wn
A
(0)
0 A
(0)
1 . . . A
(0)
n−3 A
(0)
n−2 A
(0)
n−1 A
(0)
n =An
q
(0)
0 q
(0)
1 . . . q
(0)
n−3 q
(0)
n−2 q
(0)
n−1 q
(0)
n = q
f
(0)
0 f
(0)
1 . . . f
(0)
n−3 f
(0)
n−2 f
(0)
n−1 f
(0)
n
as in φ
φ(1) C
(1)
0 C
(1)
1 . . . C
(1)
n−3 C
(1)
n−2 C
(1)
n−1 C
(1)
n
D
(1)
0 D
(1)
1 . . . D
(1)
n−3 D
(1)
n−2 D
(1)
n−1 D
(1)
n
W
(1)
0 W
(1)
1 . . . W
(1)
n−3 W
(1)
n−2 W
(1)
n−1 W
(1)
n
A
(1)
0 A
(1)
1 . . . A
(1)
n−3 A
(1)
n−2 A
(1)
n−1=A0 A
′
1
q
(1)
0 q
(1)
1 . . . q
(1)
n−3 q
(1)
n−2 q q
′
n
f
(1)
0 f
(1)
1 . . . f
(1)
n−3 f
(1)
n−2 f
(1)
n−1 f
(1)
n
as in φ
φ(2) C
(2)
0 C
(2)
1 . . . C
(2)
n−3 C
(2)
n−2 C
(2)
n−1 C
(2)
n
D
(2)
0 D
(2)
1 . . . D
(2)
n−3 D
(2)
n−2 D
(2)
n−1 D
(2)
n
W
(2)
0 W
(2)
1 . . . W
(2)
n−3 W
(2)
n−2 W
(2)
n−1 W
(2)
n
A
(2)
0 A
(2)
1 . . . A
(2)
n−3 A
(2)
n−2=A0 A
′
1 A
′
1
q
(2)
0 q
(2)
1 . . . q
(2)
n−3 q q
′
n−1 q
′
n
f
(2)
0 f
(2)
1 . . . f
(2)
n−3 f
(2)
n−2 f
(2)
n−1 f
(2)
n
Figure 4: The initial stationary interative proess φ; a φ(0) hange (the transformation
rule q appears in olumn f
(0)
n−0 = f
(0)
n and A
′
1 = trq,Wn−1(A0) = (A0 \ Kq) ∪ out(q)); a
φ(1) hange (the transformation rule q appears in olumn f
(1)
n−1 and A
′
1 = trq,Wn−1(A0) =
(A0 \Kq)∪out(q)); and a φ
(2)
hange (the transformation rule q appears in olumn f
(2)
n−2).
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as in φ
φ(i−1) C0 C1 . . . Cn−i−1 Cn−i C
(i−1)
n−i+1 C
(i−1)
n−i+2 . . . C
(i−1)
n−1 C
(i−1)
n
D0 D1 . . . Dn−i−1 Dn−i D
(i−1)
n−i+1 D
(i−1)
n−i+2 . . . D
(i−1)
n−1 D
(i−1)
n
W0 W1 . . . Wn−i−1 Wn−i W
(i−1)
n−i+1 W
(i−1)
n−i+2 . . . W
(i−1)
n−1 W
(i−1)
n
A0 A0 . . . A0 A0 A0 A
′
1 . . . A
′
1 A
′
1
q0 q1 . . . qn−i−1 qn−i q q
(i−1)
n−i+2 . . . q
(i−1)
n−1 q
(i−1)
n
as in φ
φ(i) C0 C1 . . . Cn−i−1 Cn−i C
(i)
n−i+1 C
(i)
n−i+2 . . . C
(i)
n−1 C
(i)
n
D0 D1 . . . Dn−i−1 Dn−i D
(i)
n−i+1 D
(i)
n−i+2 . . . D
(i)
n−1 D
(i)
n
W0 W1 . . . Wn−i−1 Wn−i W
(i)
n−i+1 W
(i)
n−i+2 . . . W
(i)
n−1 W
(i)
n
A0 A0 . . . A0 A0 A
′
1 A
′
1 . . . A
′
1 A
′
1
q0 q1 . . . qn−i−1 q q
(i)
n−i+1 q
(i)
n−i+2 . . . q
(i)
n−1 q
(i)
n
Figure 5: Moving from φ(i−1) to φ(i).
as in φ
φ(n) C
(n)
0 C
(n)
1 C
(n)
2 . . . C
(n)
n
D
(n)
0 D
(n)
1 D
(n)
2 . . . D
(n)
n
W
(n)
0 W
(n)
1 W
(n)
2 . . . W
(n)
n
A
(n)
0 A
′
1 A
′
1 . . . A
′
1
q q′1 q
′
2 . . . q
′
n
f
(n)
0 f
(n)
1 f
(n)
2 . . . f
(n)
n
Figure 6: A φ(n) hange (the transformation rule q appears in olumn f
(n)
n−n = f
(n)
0 ).
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as in φ
φ(i) C
(i)
0 C
(i)
1 . . . C
(i)
n−i−1 C
(i)
n−i C
(i)
n−i+1 C
(i)
n−i+2 . . . C
(i)
n
D
(i)
0 D
(i)
1 . . . D
(i)
n−i−1 D
(i)
n−i D
(i)
n−i+1 D
(i)
n−i+2 . . . D
(i)
n
W
(i)
0 W
(i)
1 . . . W
(i)
n−i−1 W
(i)
n−i W
(i)
n−i+1 W
(i)
n−i+2 . . . W
(i)
n
A
(i)
0 A
(i)
1 . . . A
(i)
n−i−1 A
(i)
n−i=A0 A
′
1 A
′
1 . . . A
′
1
q
(i)
0 q
(i)
1 . . . q
(i)
n−i−1 q q
′
n−i+1 q
′
n−i+2 . . . q
′
n
f
(i)
0 f
(i)
1 . . . f
(i)
n−i−1 f
(i)
n−i f
(i)
n−i+1 f
(i)
n−i+2 . . . f
(i)
n
f
(i)
n−i+j =


Cn−i+j
resA′
1
(Wn−i+j−1)
Cn−i+j ∪ resA′
1
(Wn−i+j−1)
A′1
q′n−i+j


Cn−i+j
Dn−i+j
Wn−i+j
An−i+j
qn−i+j
Figure 7: The denition of φ(i) hange, for 2 ≤ i ≤ n (the transformation rule q appears
in olumn f
(i)
n−i) and j ≥ 2.
As usual, for eah i, j ∈ {0, . . . , n}, we use the notation
f
(i)
j = (C
(i)
j , D
(i)
j ,W
(i)
j , A
(i)
j , q
(i)
j ).
Sine Kq ⊆ A0, it follows indeed from the denition of φ
(0), φ(1), . . . , φ(n) that,
for eah i ∈ {1, . . . n}, φ(i) is an evolving interative proess. We also note
(see Figure 6) that f
(n)
0 = f
′
0, f
(n)
1 = f
′
1, . . . , f
(n)
n = f ′n and so φ
(n) = ψ.
Claim 1. For all i ∈ {1, . . . , n}, D
(i)
n−i+2 = D
(i−1)
n−i+2 and W
(i)
n−i+2 =W
(i−1)
n−i+2.
Proof. [Claim 1℄ By the denition of the evolving interative proesses φ(i−1)
and φ(i),
D
(i)
n−i+1 = D
(i−1)
n−i+1 and W
(i)
n−i+1 = W
(i−1)
n−i+1.
Thus
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D
(i)
n−i+2 = resA′1(W
(i)
n−i+1) = resA′1(W
(i−1)
n−i+1).
Sine A′1 = tr q,W i−1
n−i+1
(A0), by Corollary 4.7,
resA′
1
(W
(i−1)
n−i+1) = resA0(W
(i−1)
n−i+1) = D
(i−1)
n−i+2.
Consequently, D
(i)
n−i+2 = D
(i−1)
n−i+2. Sine the ontext sequene is the same for
φ(i) and φ(i−1), i.e., con(φ(i)) = con(φ(i−1)), we get also W
(i)
n−i+2 = W
(i−1)
n−i+2.
Hene the laim holds. (Claim 1) ✷
Claim 2. For eah i ∈ {1, . . . , n},
res(φ(i)) = res(φ(i−1)) and st(φ(i)) = st(φ(i−1)).
Proof. [Claim 2℄ Let i ∈ {1, . . . , n}.
(1) By the denition of the evolving interative proesses φ(i) and φ(i−1),
D
(i)
n−i = D
(i−1)
n−i andD
(i)
n−i+1 = D
(i−1)
n−i+1. Consequently, beause con(φ
(i)) =
con(φ(i−1)), W
(i)
n−i =W
(i−1)
n−i and W
(i)
n−i+1 = W
(i−1)
n−i+1.
(2) Also, for eah j ∈ {2, . . . , i},
sre(f
(i)
n−i+j) = sre(f
(i−1)
n−i+j) = A
′
1.
Sine by Claim 1,
D
(i)
n−i+2 = D
(i−1)
n−i+2 and W
(i)
n−i+2 =W
(i−1)
n−i+2,
this implies that, for eah j ∈ {0, . . . , i}, D
(i)
n−i+j = D
(i−1)
n−i+j and onse-
quently, beause con(φ(i)) = con(φ(i−1)), W
(i)
n−i+j = W
(i−1)
n−i+j.
It follows from (1) and (2), that, for eah j ∈ {0, . . . , n},
res(φ(i)) = res(φ(i−1)) and st(φ(i)) = st(φ(i−1)).
Hene the laim holds. (Claim 2) ✷
The lemma follows now from Claim 2 by the fat (mentioned already) that
φ(n) = ψ, where, as we proved already, ψ is a q-hange of φ. (Lemma 6.4) ✷
We need one more denition before we proeed to the proof of the invis-
ibility theorem, Theorem 6.2.
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µ0 : φ0= f0,0 , f0,1 , f0,2 , . . . , f0,n and ψ0 = f
′
0,0 , f
′
0,1 , f
′
0,2 , . . . , f
′
0,n ,
µ1 : φ1= f1,1 , f1,2 , . . . , f1,n and ψ1 = f
′
1,1 , f
′
1,2 , . . . , f
′
1,n ,
= f ′0,1 , f
′
0,2 , . . . , f
′
0,n
µ2 : φ2= f2,2 , . . . , f2,n and ψ2 = f
′
2,2 , . . . , f
′
2,n ,
= f ′1,2 , . . . , f
′
1,n
.
.
.
.
.
.
.
.
.
µn−1 :φn−1= fn−1,n−1 , fn−1,n and ψn−1= f
′
n−1,n−1 , f
′
n−1,n .
= f ′n−2,n−1 , f
′
n−2,n
Figure 8: The onstrution of µ.
Denition 6.5. Let φ = f0, f1, . . . , fn be an evolving interative proess suh
that n ≥ 2. The left ut of φ, denoted by lcut(φ), is the evolving interative
proess f1, . . . , fn. ♦
Proof. [Theorem 6.2℄ Let then α, φ, and ψ be as in the statement of
Theorem 6.2. The proof begins by onstruting a sequene µ of pairs of
evolving interative proesses, µ = µ0, µ1, . . . , µn−1 with µi = (φi, ψi) for
eah i ∈ {0, . . . , n− 1}, where
• φ0 = φ,
• ψi is a qi-hange of φi, for eah i ∈ {0, . . . , n− 1}, and
• φi = lcut(ψi−1), for eah i ∈ {0, . . . , n− 1}.
We will use the following notation. For eah i ∈ {0, . . . , n− 1},
φi = fi,i, fi,i+1, . . . , fi,n and ψi = f
′
i,i, f
′
i,i+1, . . . , f
′
i,n,
where, for eah k ∈ {i, i+ 1, . . . , n},
fi,k = (Ci,k, Di,k,Wi,k, Ai,k, qi,k) and f
′
i,k = (C
′
i,k, D
′
i,k,W
′
i,k, A
′
i,k, q
′
i,k).
The above onstrution is illustrated in Figure 8.
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Consider now the sequene δ of pairs of result sequenes orresponding to
the sequene µ, i.e., δ = δ0, δ1, . . . , δn−1 with δi = (res(φi), res(ψi)) for eah
i ∈ {0, . . . , n− 1}. Hene
res(φ0) = D0,0, D0,1, . . . , D0,n and res(ψ0) = D
′
0,0, D
′
0,1, . . . , D
′
0,n,
res(φ1) = D1,1, . . . , D1,n and res(ψ1) = D
′
1,1, . . . , D
′
1,n,
.
.
.
res(φn−1) = Dn−1,n−1, Dn−1,n and res(ψn−1) = D
′
n−1,n−1, D
′
n−1,n.
From the onstrution of µ it follows that:
(1) By the one-hange lemma (Lemma 6.4), for i ∈ {0, . . . , n − 1} ψi is a
qi-hange of φi and res(φi) = res(ψi), and
(2) sine, for i ∈ {0, . . . , n− 2}, φi = lcut(ψi), we get
res(φi+1) = Di+1,i+1, Di+1,i+2, . . . , Di+1,n = D
′
i,i+1, D
′
i,i+2, . . . , D
′
i,n.
(3) The evolving interative proesses φ and ψ from the statement of The-
orem 6.2 are related to the sequene ψ0, ψ1, . . . , ψn−1 and to φ0 by the
following equalities:
f0 = f
′
0,0, f 1 = f
′
1,1, f 2 = f
′
2,2, . . . , fn−1 = f
′
n−1,n−1, fn = f
′
n,n,
f0 = f0,0, f1 = f0,1, f2 = f0,2, . . . , fn−1 = f0,n−1, fn = f0,n,
and ψ = f ′0,0, f
′
1,1, f
′
2,2, . . . , f
′
n−1,n−1, f
′
n,n, where f
′
n,n results from lcut(ψn−1) =
f ′n−1,n by replaing the rule omponent q
′
n−1,n of f
′
n−1,n by qn.
This together with (1) and (2) implies that:
 D0 = D
′
0,0 = D0,0 = D0,
 D1 = D
′
1,1 = D1,1 = D
′
0,1 = D0,1 = D1,
 D2 = D
′
2,2 = D2,2 = D
′
1,2 = D1,2 = D
′
0,2 = D0,2 = D2,

.
.
.
 Dn−1 = D
′
n−1,n−1 = Dn−1,n−1 = D
′
n−2,n−1 = . . . = D
′
0,n−1 =
D0,n−1 = Dn−1, and
 Dn = D
′
n,n = Dn,n = D
′
n−1,n = Dn−1,n = . . . = D
′
0,n = D0,n = Dn.
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Therefore D0 = D0, D1 = D1, . . . , Dn = Dn. Consequently, res(φ) = res(ψ)
and sine con(φ) = con(ψ), this implies that also st(φ) = st(ψ). This rea-
soning is illustrated in Figure 9 where for eah φi we show just the sequene
of sets of reations sre(φi) and for eah ψi we show sre(ψi) and the rule
sequene rul(ψi).
Hene the theorem holds. (Theorem 6.2) ✷
φ0 : A0 A0 A0 . . . A0 A0
︸︷
︷︸ µ0 D0,0 D0,1 D0,2 D0,n−1 D0,n
ψ0 : A0 A1 A1 . . . A1 A1
q0 ←− trivial −−→
↓ left ut of ψ0 =
φ1 : A1 A1 . . . A1 A1
︸︷
︷︸ µ1 D1,1
ψ1 : A1 A2 . . . A2 A2
q1 ←− trivial −−→
↓ left ut of ψ1 =
φ2 : A2 . . . A2 A2
︸︷
︷︸ µ2 D2,2
ψ2 : A2 . . . A3 A3
q2 ←− trivial −−→
. . .
↓ left ut of ψn−2 =
φn−1 : An−1An−1
︸︷
︷︸ µn−1 Dn−1,n−1
ψn−1 : An−1 An
qn−1
=
φn : An Dn,n
Figure 9: An illustration of our reasoning that res(φ) = res(ψ). Here φn = lcut(ψn−1).
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7. Example
In this setion we will onsider an example whih will failitate an inter-
pretation of the Invisibility Theorem related to evolution theory.
Throughout this setion we will use the following notation.
Let l1, l2, l3 ≥ 1.
• Z(i) = {z
(i)
1 , . . . , z
(i)
li
}, for i ∈ {1, 2, 3}, are pairwise disjoint sets.
• S = {x1, x2, x3, y1, y2, y3, z1, z2, z3}∪Z
(1)∪Z(2)∪Z(3) is a bakground set
suh that the set (Z(1)∪Z(2)∪Z(3)) is disjoint with {x1, x2, x3, y1, y2, y3, z1, z2, z3}.
• A, B, H are sets of reations over S suh that A = B ∪H ,
B = { ({x1, x2, x3} , {y1, y2, y3} , {z1, z2, z3}) }, and
H = H(1) ∪H(2) ∪H(3),
where:
H(1) = { ({x1, z1} , {x2, x3} , {z
(1)
j }) : j ∈ {1, . . . , l1} },
H(2) = { ({x2, z2} , {x1, x3} , {z
(2)
j }) : j ∈ {1, . . . , l2} }, and
H(3) = { ({x3, z3} , {x1, x2} , {z
(3)
j }) : j ∈ {1, . . . , l3} }.
• B′ = { ({x1} , {y1} , {z1}) , ({x2} , {y2} , {z2}) , ({x3} , {y3} , {z3}) }.
We want to transform the set of reations B into B′. We annot do this in one
step, by one transformation rule, as for suh a hypothetial transformation
rule q = (S,B,D,E) we would have D = B (beause B ontains only one
reation) and so it would not be true that Beeq(B \D) (beause B \D = ∅)
and onsequently q ould not be a transformation rule.
The desired transformation an be aomplished by a sequene of two
transformation rules: q1 = (S,B,∅, B
′) followed by q2 = (S,B ∪ B
′, B,∅).
Note that out(q1) = B ∪ B
′
and out(q2) = B
′
, so indeed the sequene q1, q2
aomplishes a transformation of B into B′.
Consider now a stationary interative proess ω:
C0 C1 C2 . . . Cj−1
D0 D1 D2 . . . Dj−1
W0 W1 W2 . . . Wj−1
A0 A1 A2 . . . Aj−1
q0 q1 q2 . . . qj−1
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where j ≥ 2,
• C0 = C1 = . . . = Cj−1 = {x1, x2, x3}, and
• A0 = A (and so A0 = A1 = . . . = Aj−1 = A).
Consequently,
• D1 = D2 = . . . = Dj−1 = {z1, z2, z3},
• W0 = {x1, x2, x3}, and W1 = W2 = . . . = Wj−1 = {x1, x2, x3, z1, z2, z3}.
We extend now ω to an evolving interative proess pi:
C0 C1 . . . Cj−1 Cj Cj+1 Cj+2 . . . Cn
D0 D1 . . . Dj−1 Dj Dj+1 Dj+2 . . . Dn
W0 W1 . . . Wj−1 Wj Wj+1 Wj+2 . . . Wn
A0 A1 . . . Aj−1 Aj Aj+1 Aj+2 . . . An
q0 q1 . . . qj−1 qj qj+1 qj+2 . . . qn
for some n ≥ j + 2, where
• Cj = Cj+1 = Cj+2 = . . . = Cn = {x1, x2, x3},
• qj = q1, qj+1 = q2, and qj+2, . . . , qn are trivial transformation rules.
Let A′ = Aj+1 and A
′′ = Aj+2 (thus A
′ = B ∪ B′ ∪ H and A′′ = B′ ∪ H).
Hene
• Aj+2 = Aj+3 = . . . = Aj+n = A
′′
.
Sine C0 = C1 = . . . = Cn and AeeqA
′
and A′eeqA′′, we note that
• Dj−1 = Dj = . . . = Dn = {z1, z2, z3} and
• Wj−1 = Wj = . . . = Wn = {x1, x2, x3, z1, z2, z3} (as predited by Theo-
rem 6.2).
Now we extend pi to three dierent evolving interation proesses pi1, pi2, pi3
as the ontext sequene con(pi) will be extended in suh a way that it will
split into three dierent ontext sequenes con(pi1), con(pi2), con(pi3) beause
of three dierent ontinuations of con(pi):
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for some k ≥ 3,
C
(1)
n+1 = C
(1)
n+2 = . . . = C
(1)
n+k = {x1},
C
(2)
n+1 = C
(2)
n+2 = . . . = C
(2)
n+k = {x2}, and
C
(3)
n+1 = C
(3)
n+2 = . . . = C
(3)
n+k = {x3}.
More speially, for some k ≥ 3,
(1) pi1 is the evolving interative proess
C0 C1 . . . Cj Cj+1 Cj+2 . . . Cn C
(1)
n+1 C
(1)
n+2 . . . C
(1)
n+k
D0 D1 . . . Dj Dj+1 Dj+2 . . . Dn D
(1)
n+1 D
(1)
n+2 . . . D
(1)
n+k
W0 W1 . . . Wj Wj+1 Wj+2 . . . Wn W
(1)
n+1 W
(1)
n+2 . . . W
(1)
n+k
A0 A1 . . . Aj Aj+1 Aj+2 . . . An A
(1)
n+1 A
(1)
n+2 . . . A
(1)
n+k
q0 q1 . . . qj qj+1 qj+2 . . . qn q
(1)
n+1 q
(1)
n+2 . . . q
(1)
n+k
where
• C
(1)
n+1 = C
(1)
n+2 = . . . = C
(1)
n+k = {x1},
• An = A
(1)
n+1 = A
(1)
n+2 = . . . = A
(1)
n+k = A
′′
, and
• q
(1)
n+1, q
(1)
n+2, . . . , q
(1)
n+k are trivial rules.
Consequently, beause x1 enables reation ({x1}, {y1}, {z1}) from B
′
and x1
inhibits the reations from H(2) and H(3),
• D
(1)
n+2 = D
(1)
n+3 = . . . = D
(1)
n+k = {z1} ∪ Z
(1)
, and
• W
(1)
n+2 =W
(1)
n+3 = . . . =W
(1)
n+k = {x1} ∪D
(1)
n+k = {x1, z1} ∪ Z
(1)
.
(2) pi2 is the evolving interative proess
C0 C1 . . . Cj Cj+1 Cj+2 . . . Cn C
(2)
n+1 C
(2)
n+2 . . . C
(2)
n+k
D0 D1 . . . Dj Dj+1 Dj+2 . . . Dn D
(2)
n+1 D
(2)
n+2 . . . D
(2)
n+k
W0 W1 . . . Wj Wj+1 Wj+2 . . . Wn W
(2)
n+1 W
(2)
n+2 . . . W
(2)
n+k
A0 A1 . . . Aj Aj+1 Aj+2 . . . An A
(2)
n+1 A
(2)
n+2 . . . A
(2)
n+k
q0 q1 . . . qj qj+1 qj+2 . . . qn q
(2)
n+1 q
(2)
n+2 . . . q
(2)
n+k
where
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• C
(2)
n+1 = C
(2)
n+2 = . . . = C
(2)
n+k = {x2},
• A
(2)
n+1 = A
(2)
n+2 = . . . = A
(2)
n+k = A
′′
, and
• q
(2)
n+1, q
(2)
n+2, . . . , q
(2)
n+k are trivial rules.
Consequently, beause x2 enables reation ({x2}, {y2}, {z2}) from B
′
and x2
inhibits the reations from H(1) and H(3),
• D
(2)
n+2 = D
(2)
n+3 = . . . = D
(2)
n+k = {z2} ∪ Z
(2)
, and
• W
(2)
n+2 =W
(2)
n+3 = . . . =W
(2)
n+k = {x2} ∪D
(2)
n+k = {x2, z2} ∪ Z
(2)
.
(3) pi3 is the evolving interative proess
C0 C1 . . . Cj Cj+1 Cj+2 . . . Cn C
(3)
n+1 C
(3)
n+2 . . . C
(3)
n+k
D0 D1 . . . Dj Dj+1 Dj+2 . . . Dn D
(3)
n+1 D
(3)
n+2 . . . D
(3)
n+k
W0 W1 . . . Wj Wj+1 Wj+2 . . . Wn W
(3)
n+1 W
(3)
n+2 . . . W
(3)
n+k
A0 A1 . . . Aj Aj+1 Aj+2 . . . An A
(3)
n+1 A
(3)
n+2 . . . A
(3)
n+k
q0 q1 . . . qj qj+1 qj+2 . . . qn q
(3)
n+1 q
(3)
n+2 . . . q
(3)
n+k
where
• C
(3)
n+1 = C
(3)
n+2 = . . . = C
(3)
n+k = {x3},
• A
(3)
n+1 = A
(3)
n+2 = . . . = A
(3)
n+k = A
′′
, and
• q
(3)
n+1, q
(3)
n+2, . . . , q
(3)
n+k are trivial rules.
Consequently, beause x3 enables reation ({x3}, {y3}, {z3}) from B
′
and x3
inhibits the reations from H(1) and H(2),
• D
(3)
n+2 = D
(3)
n+3 = . . . = D
(3)
n+k = {z3} ∪ Z
(3)
, and
• W
(3)
n+2 =W
(3)
n+3 = . . . =W
(3)
n+k = {x3} ∪D
(3)
n+k = {x3, z3} ∪ Z
(3)
.
We note that the three sets {x1, z1} ∪Z
(1)
, {x2, z2} ∪Z
(2)
, and {x3, z3} ∪
Z(3) are pairwise disjoint, and so
• the set of states {W
(1)
n+2, . . . ,W
(1)
n+k} (where eah state equals {x1, z1} ∪
Z(1)),
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• the set of states {W
(2)
n+2, . . . ,W
(2)
n+k} (where eah state equals {x2, z2} ∪
Z(2)), and
• the set of states {W
(3)
n+2, . . . ,W
(3)
n+k} (where eah state equals {x3, z3} ∪
Z(3))
are pairwise disjoint.
Consider now stationary proesses pi′1, pi
′
2, pi
′
3 whih dier from interative
proesses pi1, pi2, pi3 by the fat that also qj and qj+1 are trivial transformation
rules (while in pi1, pi2, pi3, we have qj = q1 and qj+1 = q2). This means that
in all three interative proesses the set of reations in eah instantaneous
desription equals A = B ∪H . We will have then:
(1) in the interative proess pi′1:
• C
(1′)
n+1 = C
(1′)
n+2 = C
(1′)
n+3 = . . . = C
(1′)
n+k = {x1},
• D
(1′)
n+1 = {z1, z2, z3}, D
(1′)
n+2 = Z
(1)
, D
(1′)
n+3 = . . . = D
(1′)
n+k = ∅,
• W
(1′)
n+1 = {x1, z1, z2, z3}, W
(1′)
n+2 = {x1} ∪ D
(1′)
n+2, W
(1′)
n+3 = . . . = W
(1′)
n+k =
{x1}.
(2) in the interative proess pi′2:
• C
(2′)
n+1 = C
(2′)
n+2 = C
(2′)
n+3 = . . . = C
(2′)
n+k = {x2},
• D
(2′)
n+1 = {z1, z2, z3}, D
(2′)
n+2 = Z
(2)
, D
(2′)
n+3 = . . . = D
(2′)
n+k = ∅,
• W
(2′)
n+1 = {x2, z1, z2, z3}, W
(2′)
n+2 = {x2} ∪ D
(2′)
n+2, W
(2′)
n+3 = . . . = W
(2′)
n+k =
{x2}.
(3) in the interative proess pi′3:
• C
(3′)
n+1 = C
(3′)
n+2 = C
(3′)
n+3 = . . . = C
(3′)
n+k = {x3},
• D
(3′)
n+1 = {z1, z2, z3}, D
(3′)
n+2 = Z
(3)
, D
(3′)
n+3 = . . . = D
(3′)
n+k = ∅,
• W
(3′)
n+1 = {x3, z1, z2, z3}, W
(3′)
n+2 = {x3} ∪ D
(3′)
n+2, W
(3′)
n+3 = . . . = W
(3′)
n+k =
{x3}.
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There are various ways of interpreting organisms and speies within the
framework of evolving reation systems. This topi is more suitable for a
publiation in a biology-related journal, but we will give now one suh inter-
pretation here.
From a hemial point of view, a lass of organisms F may be represented
by a set of reations G taking plae within organisms in F . Given an evolving
interative proess ρ with st(ρ) = W0, . . . ,Wn for some n ≥ 1, we say that
G (and hene F) lives in ρ if G is enabled in eah Wi, 0 ≤ i ≤ n.
We note that in our example a sequential development pattern repre-
sented by pi hanges into a branhing pattern of three proesses pi1, pi2, pi3
resulting from the branhing of the environment/ontext from Cn into three
dierent ontexts C
(1)
n+1, C
(2)
n+1, and C
(3)
n+1. Then very soon (immediately after-
wards, beginning with W
(1)
n+2, W
(2)
n+2, and W
(3)
n+2, respetively) the three state
sequenes st(pi1), st(pi2), and st(pi3) beome disjoint, hene the groups of or-
ganisms living in pi1, pi2, pi3 are disjoint. It is important to notie here that
the three result sequenes res(pi1), res(pi2), and res(pi3) onsist of nonempty
sets only. Thus a speiation (a formation of new speies) into three new
speies has happened.
The fat that this has happened and then so quikly after the step n+1 is
due to the fat that invisible hanges (not observable in state sequenes) were
happening in the past in pi (and these hanges in general ould have been
happening over a long period of time). In our example these were hanges
from Aj to Aj+1 and from Aj+1 to Aj+2.
On the other hand in interative stationary proesses, pi′1, pi
′
2, pi
′
3 no rea-
tions from the given onstant set of reations A0 = A are enabled from state
n+2 onwards, and so no organisms an live in pi′1, pi
′
2, and pi
′
3 from this state
onwards. Hene we got here an extintion of speies. The dierene results
from the fat that there was no silent/invisible evolution present in the past
(i.e., in transitions from state j to state j + 1, and from state j + 1 to state
j + 2).
Presenting the theory of evolution, see e.g., [19℄, in a very simplied form,
one an say that the Darwinian evolution is based on gradual hanges: small
hanges of environment over time ause small hanges in organisms. There-
fore speiation happens gradually, very slowly. In the theory of puntuated
evolution proposed by N.Eldredge and S.J.Gould, see e.g., [13, 19℄, evolution
an happen rapidly when the environment branhes into many possible en-
vironments (nihes). This rapid evolution seems to ontradit the priniple
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of (slow) gradualism.
Within the framework of evolving reation systems the priniple of pun-
tuated evolution may be reoniled with the priniple of gradualism through
the Invisibility Theorem. The rapid evolutionary hanges following branh-
ings of the environment ould have been prepared for a very long time through
silent evolution  hanges whih are not observable in phenotype (whih
is the set of observable harateristis).
8. Disussion
In this paper we have introdued and investigated evolving interative
proesses whih generalize standard interative proesses of reation systems
by allowing the set of available reations to evolve as a proess progresses
from state to state. The main tehnial fous of the paper is the Invisibility
Theorem whih allows for an evolution of a system whih is not externally
observable. We have also indiated a possible relationship between the In-
visibility Theorem and the notion of puntuated evolution from evolution
theory.
Obviously, this is only a beginning of developing the framework of evolv-
ing reation systems. A systemati investigation of this new framework ould
begin by investigating entral researh themes onerning reation systems
in the framework of evolving reation systems. The topis/themes that ome
to mind inlude
• properties of state sequenes, see e.g., [5, 14, 1618℄,
• modularity, see e.g., [10℄,
• duration, see e.g., [3℄,
• minimizing resoures, see e.g., [6, 18℄,
• use of evolving reation systems in investigating biologial proesses,
see e.g., [1, 2, 8℄.
The notion of enabling equivalene introdued in this paper deserves a
thorough systemati investigation. Results presented in Setion 3 form a
good starting point for suh an investigation.
An important topi, espeially suited for evolving reation systems, is
onerned with ontrol sequenes: how properties of the sequene of available
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sets of reations (A0, A1, . . . , An), suh as e.g., periodiity, are reeted in the
state sequene of evolving interative proesses.
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