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ON COHOMOLOGICAL THEORY
OF DYNAMICAL ZETA FUNCTIONS
MASATO TSUJII
Abstract. We discuss about the conjectural cohomological theory of
dynamical zeta functions [16, 13, 19] in the case of general Anosov flows.
Our aim is to provide a functional-analytic framework that enables us
to justify the basic part of the theory rigorously. We show that the
zeros and poles of a class of dynamical zeta functions, including the
semi-classical (or Gutzwiller-Voros) zeta functions, are interpreted as
eigenvalues of the generators of some transfer operators acting on the
leaf-wise de Rham cohomology spaces of the unstable foliation.
1. Introduction
For an Anosov diffeomorphism f : M → M on a closed manifold M , we
can count its periodic points by using Lefschetz fixed point formula [17]:
the number of the periodic points with period p is given as the alternating
sum of the traces of the actions of fp on the cohomology spaces of M . As a
consequence, the Artin-Mazur zeta function for an Anosov diffeomorphism
is a rational function and its singularities, i.e. zeros and poles, enjoy the
symmetry given by Poincare´ duality. (See [20].) Roughly speaking, the
cohomological theory of dynamical zeta functions for flows is a quest for the
counterparts of such facts in the case of Anosov flows f t : M → M . Since
the actions of the flow on the cohomology spaces is trivial, this is a quite
non-trivial problem from the beginning. One possible idea that we can find
in the literature ([16, 13, 19]) is to consider the actions of the flow f t on the
leaf-wise de Rham cohomology spaces Hm(Fu) of its unstable foliation Fu.
Indeed, by some heuristic arguments, we can find a conjectural relation
dimFu∑
m=0
(−1)mTr((f−t)∗ : Hm(Fu) 	)) =
∑
c∈PO
∞∑
n=1
|c| · δ(t− n|c|)
|det(Id− (P sc )
−n)|
where the left-hand side is an alternating sum of the traces of the actions of
the flow on the leaf-wise cohomology spaces while PO on the right-hand side
denotes the set of prime periodic orbits and |c| and P sc denote respectively
the period and the transversal Jacobian matrix of c ∈ PO restricted to
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the stable subspace. (We will give precise definitions in the next section.)
Then, in parallel to the case of Anosov diffeomorphism, this leads to another
conjectural statement that the following dynamical zeta function
ζ(s) = exp
(∫ ∑
c∈PO
∞∑
n=1
1
t
|c| · e−st
|det(Id− (P sc )
−n)|
· δ(t− n|c|)dt
)
= exp
(
∞∑
n=1
∑
c∈PO
e−sn|c|
n · |det(Id− (P sc )
−n)|
)
,
extends to a meromorphic function on the complex plane and its singular-
ities correspond to the eigenvalues of the generators of the push-forward
action (f−t)∗ : Hm(Fu) 	. Further it is expected under some additional
assumptions that the major part of the zeros of ζ(s) comes from the action
of the flow on the bottom cohomology space H0(Fu) and other singularities
are only minor. We refer the introduction part of the book [16] for the circle
of ideas related to the cohomological theory of dynamical zeta functions.
The geodesic flows on hyperbolic closed surfaces are motivating examples
for the cohomology theory mentioned above. The dynamical zeta function
ζ(s) above for such flows coincide with the Selberg zeta functions [18] up to
shift of the variable s by 1 and, for the latter, we have precise information
on analytic properties and the structure behind them, by Selberg’s trace
formula and the method using representation theory of SL(2,R). Hence we
are able to check validity of the cohomological theory mentioned above. (See
[13, 19].) Further we can extend the results to the case of geodesic flows
on more general classes of homogeneous spaces. (See the book [16] and the
references there-in.) However the methods used in such arguments depend
crucially on the homogeneous property of the spaces and will not be valid in
more general cases, such as those of the geodesic flows on closed manifolds
with negative variable curvature.
The purpose of the present paper is to propose a more direct approach
to the cohomological theory of dynamical zeta function for flow so that it
is applicable to the general setting of Anosov flows. Recently there are
a few developments in functional-analytic methods on smooth hyperbolic
dynamical systems ([2, 1, 12, 3, 9, 11, 6]). In particular, we now understand
that the generators of the transfer operators associated to Anosov flows
exhibit discrete spectra (called Ruelle-Pollicott resonances) in general [3, 9]
and that the asymptotic distributions of the periods of periodic orbits are
controlled by such discrete eigenvalues of related transfer operators [6]. It
should be a natural idea to put the problems around the cohomological
theory of dynamical zeta function in the light of such developments.
The main results of this paper, Theorem 2.10, is presented in the next sec-
tion and provides a functional-analytic framework that enables us to justify
the basic part of the cohomological theory mentioned above in the general
case of C∞ Anosov flows. The main technical problem behind (the proof
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of) the theorem is that the unstable foliation is not necessarily smooth and,
consequently, nor are the objects related to the cohomological theory, such
as transfer operators and exterior derivative operators along unstable leafs.
Indeed this is the problem that appears first when we try to justify the
cohomological theory in more general cases of (non-homogeneous) Anosov
flows. We will resolve (or avoid) the difficulties by constructing non-smooth
embedding of the flow f t : M → M into another smooth flow f˜ t : M˜ → M˜
on an extended space M˜ and showing that the problematic non-smooth
transfer operators on M are realized as a restriction of smooth transfer op-
erators associated to f˜ t. This kind of method is originated in the paper
[4] of Cvitanovic´ and Vattay and used more recently in [12, 10] to resolve
the problems caused by non-smoothness of the unstable foliation. In this
paper, we enhance the method in order to deal with the exterior derivative
operators along unstable leafs as well as transfer operators. The detailed
explanation will be given in Section 3.
The cohomological theory of dynamical zeta function has been restricted
to the case of homogeneous flows in the previous papers [16, 13, 19] and
remained in a conjectural level in more general cases. From this viewpoint,
the significance of the result in this paper should be clear. But, admittedly,
in order to be convinced of its usefulness, we have to study the action of the
transfer operators on the leaf-wise cohomology spaces by using the proposed
framework. We will give a brief discussion about this at the end of Section 2
and present an interesting observation by comparing our main result with
that of the previous paper [10]. Also we will present a conjectural picture
that we expect in Remark 2.14. But a full-scale study is deferred to future
works.
2. Definitions and The main result
In this section, we present the main results of this paper after giving basic
definitions and related preliminary arguments.
2.1. Anosov flow. Let (M,g) be a C∞ closed Riemann manifold. We
consider a C∞ flow f t :M →M generated by a vector field vf : M → TM .
Definition 2.1 (Anosov flow). A C∞ flow f t : M → M is said to be an
Anosov flow if there exists a Df t-invariant continuous splitting
(1) TM = E0 ⊕ Es ⊕ Eu
of the tangent bundle TM such that E0 is the one-dimensional subbundle
spanned by the (non-vanishing) generating vector field vf and the other two
subbundles Es and Eu are uniformly expanding and contracting respectively
in the sense that, for some constant C > 0 and χ > 0, we have
‖Df t|Es‖g ≤ exp(−χt+ C) for t ≥ 0
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and
‖Df−t|Eu‖g ≤ exp(−χt+C) for t ≥ 0.
The constant χ > 0 will be called the hyperbolicity exponent of the
Anosov flow f t (though there is some freedom in its choice). The subbundles
Es and Eu are called the stable and unstable subbundle respectively. We
set ds = dimEs and du = dimEu so that
d := dimM = ds + du + 1.
Recall the stable manifold theorem [14, 15] and the following definition.
Definition 2.2. The integral manifold of the subbundle Eu (resp. E0⊕Eu)
passing through a point p ∈M is called the unstable manifold (resp. center-
unstable manifold of p and denoted by W u(p) (resp. W cu(p)). These are
C∞ immersed submanifolds in M . A small open topological disks around p
in W u(p) (resp. W cu(p)) is called the local unstable manifold (resp. local
center-unstable manifold). The foliation that the unstable manifolds form
is called the unstable foliation and denoted by Fu. This foliation is not
necessarily smooth, though each of the leafs is smooth.
We are most interested in the following subclass of Anosov flows.
Definition 2.3 (Contact Anosov flow). An Anosov flow f t : M → M is
said to be a contact Anosov flow if the manifold M is odd dimensional, say
dimM = 2ℓ + 1 for some integer ℓ ≥ 1, and if it preserves a contact form
α, which is by definition a differential 1-form on M satisfying the complete
non-integrablity condition, i.e. α ∧ (dα)ℓ vanishes nowhere. The geodesic
flow on a closed Riemann manifold with negative sectional curvature is a
prominent example of contact Anosov flow.
If f t : M → M is a contact Anosov flow, the contact form α induces a
symplectic form ω = dα on the null space kerα of α, which is also preserved
by the flow. Since the flow f t is contracting and expanding on Es and
Eu respectively, Es and Eu are Lagrangian subspaces of kerα with respect
to the symplectic form ω. In particular, we have kerα = Es ⊕ Eu and
dimEs = dimEu = ℓ in the case of contact Anosov flow.
2.2. Periodic orbits. We henceforth assume that f t : M → M is a C∞
Anosov flow. We write PO for the set of prime periodic orbits of the flow
f t. For c ∈ PO, we write |c| for its prime period. Since we have f |c|(p) = p
for each point p on c, the action of Df |c| induces a linear transform on the
tangent space TpM at p. This linear transform preserves the splitting
TpM = E0(p)⊕Eu(p)⊕ Es(p).
By definition, the linear transform Df
|c|
p is identical, contracting and ex-
panding on E0(p), Es(p) and Eu(p) respectively. The restriction of Df
|c|
p to
Eu(p)⊕Es(p) is called the transversal Jacobian matrix of c and denoted by
Pc : Eu(p)⊕ Es(p)→ Eu(p)⊕ Es(p).
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Its restriction to the subspaces Es(p) and Eu(p) are denoted respectively by
P sc := Pc|Es(p) : Es(p)→ Es(p) and P
u
c := Pc|Eu(p) : Eu(p)→ Eu(p).
Remark 2.4. The equivalence class with respect to similarity (or conjugacy)
of the transversal Jacobian matrix Pc does not depend on the choice of the
point p on c. The same is true for the linear transforms P sc and P
u
c . Thereby
we drop dependence on p from the notation.
2.3. The semi-classical zeta functions. In the case of a contact Anosov
flow f t : M → M , the semi-classical (or Gutzwiller-Voros) zeta function is
a function of one complex variable s defined formally by
(2) ζsc(s) = exp
(
−
∑
c∈PO
∞∑
n=1
e−sn|c|
n ·
√
|det(Id− (Pc)−n)|
)
.
The infinite sum on the right-hand side converges absolutely if the real part
of s is sufficiently large. Hence this definition makes sense and gives a non-
vanishing holomorphic function on the region ℜ(s) > C for some C > 0. As
we will explain later, this holomorphic function extends to a meromorphic
function on the complex plane C.
We extend the definition (2) to the general setting of Anosov flows. Let
f t : M →M be a C∞ Anosov flow and let πG : G→M be the Grassmann
bundle that consists of du-dimensional subspace of TM . Then the flow f
t
induces a C∞ flow on G,
(3) fˆ tG : G→ G, fˆ
t
G(x, σ) = (f
t(x),Df t(σ))
where σ denotes a du-dimensional subspace in TxM . Note that the unstable
subbundle Eu gives a section
(4) ιu :M → G, ιu(x) = Eu(x) ∈ G,
which is equivariant for the actions of the flow in the sense that the diagram
(5)
G
fˆ t
G−−−−→ G
ιu
x ιux
M
f t
−−−−→ M
commutes. We consider a C∞ line bundle πLˆ : Lˆ → G over G and a C
∞
one-parameter group of vector bundle maps of Lˆ over the flow fˆ tG,
(6) gˆt : Lˆ→ Lˆ such that πLˆ ◦ gˆ
t = fˆ tG ◦ πLˆ.
We write πL : L = ι
∗
uLˆ → M for the continuous line bundle obtained
as the pull-back of Lˆ by the section ιu. Then gˆ
t induces the continuous
one-parameter group of vector bundle maps gt : L → L which makes the
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following diagram commutes:
Lˆ
gˆt
−−−−→ Lˆy(ιu)∗ y(ιu)∗
L
gt
−−−−→ L
where (ιu)
∗ denotes the pull-back operation by the section ιu.
Definition 2.5. In the setting as above, the generalized semi-classical zeta
function ζ(s) is the function of one complex variable s defined formally by
(7) ζ(s) = exp
(
−
∑
c∈PO
∞∑
n=1
e−sn|c| · gnc
n · |det(Id− (P sc )
−n)|
)
where gc is the real number which represents the linear transform that g
|c|
induces on the fiber of the line bundle L at each point on c.
Let us see that the semi-classical zeta function (2) is a special case of the
definition above. Suppose that gˆt : Lˆ→ Lˆ is the natural action of f t on the
1/2-density line bundle of the tautological vector bundle VG on G. Then the
line bundle L := ι∗uLˆ is the 1/2-density line bundle of Eu and g
t : L → L
is the natural push-forward action of f t on L. If we suppose further that
f t : M →M is a contact Anosov flow, we see that P uc is similar to
t(P sc )
−1
and, by algebraic computation, that the function ζ(s) in (7) coincides with
the semi-classical (or Gutzwiller-Voros) zeta function ζsc(s) in (2).
2.4. Transfer operator and dynamical Fredholm determinant. Let
πV : V → M be a continuous finite dimensional complex vector bundle
over M . (Note that we do not assume smoothness of V .) We consider a
continuous one-parameter semi-group of vector bundle isomorphisms
F tV : V → V for t ≥ 0
over the Anosov flow f t. A simple example of such semi-group is the restric-
tion of Df t to V = Eu. But we consider a little more involved cases.
By definition, the vector bundle map F tV induces a linear isomorphism
from the fiber π−1V (x) at a point x ∈M to the fiber π
−1
V (f(x)) at f(x) ∈M .
In particular, if p is a point on a periodic orbit c ∈ PO and if t = |c|, it
induces a linear isomorphism
Vc := F
|c|
V : π
−1
V (p)→ π
−1
V (p).
Note that the conjugacy class of Vc does not depend on the choice of the
point p on c, so that we drop the point p from the notation.
The continuous one-parameter group F tV naturally induces the push-
forward action on the space Γ0(V ) of continuous sections of V :
(8) LtV : Γ
0(V )→ Γ0(V ), LtV u(x) = F
t
V (u(f
−t(x))).
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This kind of push-forward operators acting on the sections of vector bundles
will be called (vector-valued) transfer operators.
Below we would like to consider the traces of the transfer operators LtV .
But it is usually not possible to apply the general argument on the trace
of linear operators to LtV . We thus take a roundabout way instead. The
flat trace (or Atiyah-Bott-Guillmann trace) Tr♭LtV of the transfer operator
LtV is defined as the integration of its Schwartz kernel on the diagonal set.
It is well-defined as a distribution with respect to the variable t and, by
computation, we find
Tr♭LtV =
∑
c∈PO
∞∑
n=1
|c| · TrV nc
|det(Id− P−nc )|
· δ(t− n|c|).
Remark 2.6. For the definition and computation of the flat trace Tr♭LtV , we
refer [7, Lemma B1]. As far as the argument in this paper concerns, one can
take the expression above as the definition of the flat trace Tr♭LtV .
We define the dynamical Fredholm determinant of LtV by
d(s) = d(s;LtV ) = exp
(
−
∫ ∞
+0
e−st
t
· Tr♭LtV dt
)
(9)
= exp
(
−
∑
c∈PO
∞∑
n=1
e−sn|c| · TrV nc
n · |det(Id− P−nc )|
)
where the lower bound +0 of the integration denotes some positive real
number smaller than the minimum of the periods of periodic orbits.
Remark 2.7. By heuristic argument confusing the flat trace with the usual
trace and supposing that the generator of LtV has discrete eigenvalues {ρi}
∞
i=1
and also that ℜ(s)≫ 0, we surmise that
(log d(s))′ =
∫ ∞
0
e−st · Tr♭LtV dt =
∫ ∞
0
∞∑
i=1
e−(s−ρi)tdt
=
∞∑
i=1
(s− ρi)
−1 =
(
log
∞∏
i=1
(s− ρi)
)′
.
Thus the zeros of d(s) is expected to coincide with the discrete eigenvalues
of the generator of LtV .
2.5. The transfer operators Ltk. We next introduce a few concrete set-
tings for the vector bundles and semi-groups of vector bundle maps discussed
in the last subsection. Recall the line bundle L and the semi-group of vector
bundle maps gt : L → L from Subsection 2.3. For 0 ≤ k ≤ du, we consider
the continuous vector bundle
(10) Vk = L⊗ (E
∗
u)
∧k
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and the semi-group F tk : Vk → Vk of vector bundle maps on it defined by
F tk(l ⊗ ω) = g
t(l)⊗ (Df−t)∗(ω) for l ⊗ ω ∈ Vk = L⊗ (E
∗
u)
∧k.
It induces the continuous semi-group of transfer operators
(11) Ltk : Γ
0(Vk)→ Γ
0(Vk), L
t
kϕ(x) = F
t
k(ϕ(f
−t(x))).
The dynamical Fredholm determinant dk(s) of L
t
k is then defined by
(12) dk(s) = exp
(
−
∑
c∈PO
∞∑
n=1
e−sn|c| · gnc · Tr((P
u
c )
−n)∧k
n · |det(Id− P−nc )|
)
.
Hence, by the algebraic relation1
|det(Id− (P uc )
−n)| = det(Id− (P uc )
−n) =
du∑
k=0
(−1)k · Tr((P uc )
−n)∧k,
we find that the generalized semi-classical zeta function ζ(s) in (7) is ex-
pressed as the alternating product of dk(s):
(13) ζ(s) =
∞∏
k=0
dk(s)
(−1)k .
2.6. A remark on smoothness of the unstable foliation Fu. Before
proceeding further, we put a remark about the smoothness of the unstable
foliation Fu. As we have noted already, each leaf of the unstable foliation
Fu is C
∞, though the foliation Fu itself if not necessarily smooth. Actually
a little more is true. The following observations are not completely obvious
but clear from the construction of the local unstable manifolds[15].
First observe that we can take a continuous map
Wcu :M → C∞(Ddu+1,M)
so that the image of Wcu(p) ∈ C∞(Ddu+1,M) is a local center-unstable
manifold of p ∈ M . This implies in particular that W culoc(p) for p ∈ M is
uniformly bounded in C∞ sense. Further we can take a continuous map
Tk : M → C
∞(Ddu+1 × Rdk , Vk) for 0 ≤ k ≤ du
so that Tk(p) ∈ C
∞(Ddu × Rdk , Vk) is a C
∞ vector bundle map from the
trivial bundle Ddu+1 × Rdk to Vk over the map W
cu(p).
For 0 ≤ k ≤ du, we define Γ
∞
u (Vk) ⊂ Γ
0(Vk) as the set of continuous
sections of Vk whose pull-back by Tk(p) is C
∞ for each p ∈M and depends
on p continuously in the C∞ topology. We suppose that it is equipped with
the weakest topology so that, for each p ∈ M , the pull-back of a section
u ∈ Γ∞cu(Vk) by Tk(p) depends on u continuously in C
∞ sense. Then the
operator Ltk in (11) restricts to a continuous operator
(14) Ltk : Γ
∞
cu(Vk)→ Γ
∞
cu(Vk).
1Notice that the absolute value of the eigenvalues of Puc are smaller than 1.
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Remark 2.8. As a variation of the definition above, we define Γ∞cu(M) ⊂
Γ0(M) as Γ∞cu(Vk) in the case where Vk is the trivial line bundle.
2.7. Exterior derivative along the unstable leafs. Next we observe
that the line bundle πL : L→M restricted to each unstable manifoldW
u(q)
is equipped with a unique C∞ flat connection that is invariant with respect
to the action of gt. Though this fact is rather well known, we reproduce
the related argument here because the construction of that flat connection
is important in our argument. First of all, note that the section ιu restricted
to an unstable manifold W u(q) is a C∞ map into the Grassmann bundle G.
Therefore the vector bundle L restricted to each unstable manifold W u(q)
is C∞ and so is the action of the vector bundle maps gt on it.
Suppose that p and p′ are two points on an unstable manifold W u(q)
and that l and l′ are two non-zero elements in L over p and p′ respectively.
Since p and p′ belong to W u(q), the distance between f−t(p) and f−t(p′)
converges to 0 exponentially fast as t→ +∞ and the ratio ‖g−t(l′)‖/‖g−t(l)‖
converges to a non-zero value as t→ +∞. We define the flat connection H
on L restricted to W u(q) so that l and l′ are a parallel transport of each
other if and only if
lim
t→∞
dist
(
g−t(l′)
‖g−t(l)‖
,
g−t(l)
‖g−t(l)‖
)
= 0
where dist(·, ·) denotes a distance on L compatible with its topology. This
definition does not depend on the choice of the distance dist(·, ·) and gives a
C∞ flat connection on L along each of the unstable leafs. We call it the dy-
namical flat connection along unstable leafs. We omit the proof of existence
and uniqueness of the flat connection H above since it is rather standard.
(See the remark below.) By definition, the connection H is invariant with
respect to the action of gt in the sense that gt carries the flat connection
along W u(p) to that along W u(f t(p)). Note that the connection H is not
necessarily smooth in the directions transversal to the unstable leafs.
Remark 2.9. One can construct the dynamical connection H by a variant of
the graph transform method. For the construction, we need to assume that L
is one dimensional. The parallel argument will not be true in general for the
case where L is a higher dimensional vector bundle. Still we can generalize
the argument in this paper to the case where L is a higher dimensional vector
bundle if we assume existence of a flat connection on it corresponding to the
dynamical flat connection. For instance, one can consider the case where
L is a C∞ vector bundle over M equipped with a C∞ flat connection and
gt : L→ L is the (unique) one-parameter group of C∞ vector bundle maps
over f t that preserves the flat connection. The results obtained will be
“twisted” versions of those in this paper.
By virtue of the dynamically defined connection H, we may trivialize
the line bundle L along the unstable leafs and define the exterior derivative
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operator along the unstable leafs
(15) du = duk : Γ
∞
cu(Vk)→ Γ
∞
cu(Vk+1), k = 0, 1, 2, . . . , du − 1.
Since duk+1 ◦ d
u
k = 0, we have the cochain complex
Γ∞cu(V0)
d
u
0−−−−→ Γ∞cu(V1)
d
u
1−−−−→ · · ·
d
u
du−1−−−−→ Γ∞cu(Vdu).
From the invariance of the dynamical flat connection, the transfer operators
Ltk in (14) induce the cochain maps
(16)
Γ∞cu(V0)
d
u
0−−−−→ Γ∞cu(V1)
d
u
1−−−−→ · · ·
d
u
du−1−−−−→ Γ∞cu(Vdu)
Lt
0
y Lt1y Ltduy
Γ∞cu(V0)
du
0−−−−→ Γ∞cu(V1)
du
1−−−−→ · · ·
du
du−1−−−−→ Γ∞cu(Vdu)
This diagram of operators is at the core of the cohomological theory that
we are interested in. It implies that, if some section u in Γ∞cu(Vk) is an
eigenfunction of Ltk (or its generator) for a certain eigenvalue, its image
d
u
k(u) by the exterior derivative operator d
u
k will be the eigenfunction of
Ltk+1 (or its generator) for the same eigenvalue provided that if it does
not vanish. This explains cancellations between the zeros of dk(s) in the
alternative product (13). Further we see that the singularities of ζ(s) that
survive such cancellations are related to the spectrum of the generators of
the transfer operators acting on the cohomology spaces. However a technical
problem here is how we can set up appropriate Hilbert (or Banach) spaces
as the completions of the spaces Γ∞cu(Vk) with respect to some norms so
that the operators Ltk and d
u
k extend to bounded operators between them
and, in addition, that the generators of Ltk on them exhibit discrete spectra.
This problem is far from trivial because the operators Ltk and d
u
k are not
smooth. Actually we already have a solution [10] when we consider solely the
transfer operators Ltk, which uses the Grassmann extension of the flow. (See
also [12].) However it is not clear whether the exterior derivative operators
d
u
k extend to bounded operators between the spaces that appeared in such
a solution. This is the point that we address in this paper.
2.8. Main result. Now we present the main result.
Theorem 2.10. For arbitrarily large C > 0, there exist Hilbert spaces
Λk = Λk(C) for 0 ≤ k ≤ du
that are obtained as completions of the spaces Γ∞cu(Vk) in the diagram (16)
with respect to some norms, such that the following hold true:
(i) The semi-group of transfer operators Ltk extends to a strongly con-
tinuous semi-group of bounded operators Ltk : Λk → Λk and the
spectral set of its generator Ak in the region ℜ(s) > −C consists of
discrete eigenvalues with finite multiplicity.
(ii) The operator duk extends boundedly to d
u
k : Λk → Λk+1.
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In particular the diagram (16) extends to that of bounded operators
Λ0
d
u
0−−−−→ Λ1
d
u
1−−−−→ · · ·
d
u
du−2−−−−→ Λdu−1
d
u
du−1−−−−→ Λdu
Lt0
y Lt1y Ltdu−1y Ltduy
Λ0
du
0−−−−→ Λ1
du
1−−−−→ · · ·
du
du−2−−−−→ Λdu−1
du
du−1−−−−→ Λdu
Further the dynamical Fredholm determinant dk(s) extends to a holomorphic
function on the complex plane C and its zeros coincide with the discrete
eigenvalues of the generator Ak on the region ℜ(s) > −C up to multiplicity.
From the theorem above, the operator Ltk induces a strongly continuous
semi-group of operators
(17) Ltk : H
k → Hk
on the (reduced) quotient space
H
k = ker(duk : Λk → Λk+1)/closure(Imaged
u
k−1 : Λk−1 → Λk)
where the closure is taken in the Hilbert space Λk. The generator Ak of
this semi-group has discrete spectrum in the region ℜ(s) > −C. Hence we
get the following conclusion which realizes (a basic part of) the cohomology
theory mentioned in the introduction if we take the Hilbert spaces Hk as
the leaf-wise cohomology spaces2 along the unstable foliation Fu.
Corollary 2.11. The devisor of the generalized semi-classical zeta function
(7) coincides with the alternating sum
d∑
k=0
(−1)kDiv(Ak)
of the divisor Div(Ak) of the resolvent of the generator Ak in the region
ℜ(s) > −C. (The constant C is that in Theorem 2.10.)
Proof. We fix y0 ∈ R arbitrarily and set ρ0 = C + iy0 where C > 0 is a
arbitrary large constant in Theorem 2.10. We consider the resolvent
Rk(s) = (s−Ak)
−1 =
∫ ∞
0
e−stLtkdt : Λk → Λk
of the generator Ak of the semi-group L
t
k : Λk → Λk. The spectral set
Σk(ρ0) of the resolvent Rk(ρ0) in the region |z| > (2C)
−1 consists of finitely
many discrete eigenvalues with finite multiplicity and are in one-to-one cor-
respondence to the discrete eigenvalues of the generator Ak in the region
|s − ρ0| < 2C. Let Πk : Λk → Λk be the (finite rank) spectral projector
2These are different from the leaf-wise cohomology spaces considered in topology.
Though each unstable leaf is usually dense in M , the space H0 will be infinite dimensional.
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of Rk(ρ0) for the spectral set Σk(ρ0). Since the kernel of this projection is
characterized as
kerΠk = {u ∈ Λk | lim
m→∞
(2C − ε)m · ‖Rk(ρ0)
mu‖Λk = 0 for any ε > 0},
the operator duk maps the subspace kerΠk into kerΠk+1. Consequently we
obtain the following commutative diagram
Λk−1/ ker Πk−1
du
k−1
−−−−→ Λk/ ker Πk
du
k−−−−→ Λk+1/ ker Πk+1
Rk−1(ρ0)
y Rk(ρ0)y Rk+1(ρ0)y
Λk−1/ ker Πk−1
du
k−1
−−−−→ Λk/ ker Πk
du
k−−−−→ Λk+1/ ker Πk+1
where, by slight abuse of notation, we write duk and Rk(ρ0) for the respective
induced operators on the quotient spaces. In this diagram, the spaces are all
finite dimensional and we may replace Rk(ρ0) by L
t
k and also by Ak. Hence
it is now easy to conclude the claim of the corollary because any eigenvalue
s of the generator Ak with ℜ(s) > −C appears as an eigenvalue of Rk(ρ0)
contained in Σk(ρ0) if we set y0 = ℑ(s) in the argument above. 
2.9. The case of contact Anosov flows. We finish this section by dis-
cussing about the case of contact Anosov flows where we are most interested
in. Let us suppose that f t : M → M is a contact Anosov flow and the one
parameter group of vector bundle maps gˆt : Lˆ→ Lˆ is that considered at the
end of Subsection 2.3. Then, as we have noted, the semi-classical zeta func-
tion ζsc(s) in (2) coincides with the generalized semi-classical zeta function
(7) and therefore we can apply the results in the last subsection to ζsc(s).
In this case, we can state the main result of [10] in a slightly improved
manner as follows, taking advantage of the last statement of Theorem 2.10.
(See Remark 2.13 below.)
Theorem 2.12 (Faure-Tsujii [10]). For 0 ≤ k ≤ du, the dynamical Fredholm
determinant dk(s) in (12) extends to an entire function on the complex plane
C. Let ε > 0 be an arbitrarily small positive number. Then the dynamical
Fredholm determinant d0(s) for the case k = 0 has infinitely many zeros in
the neighborhood
R0 = {z ∈ C | |ℜ(s)| < ε}
of the imaginary axis and the remaining zeros are contained in
R1 = {s ∈ C | ℜ(s) < −χ+ ε}
but for finitely many exceptions, where χ > 0 is the hyperbolicity exponent
of the flow f t. (See Definition 2.1.) The zeros of the dynamical Fredholm
determinants dk(s) for 0 < k ≤ d are contained in the region R1 but for
finitely many exceptions.
Consequently, from the relation (13), the zeros of the semi-classical zeta
function ζsc(s) is contained in the union R0∪R1 while its poles are contained
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in R1, respectively with finitely many exceptions. Further R0 does contain
infinitely many zeros of ζsc(s).
Remark 2.13. In [10], we proved a very similar statement but we only showed
that dk(s) are meromorphic. This improvement is brought by the “fiber-wise
cohomology argument” that we will develop in Section 5.
If we compare the theorem above with Theorem 2.10, we see that the zeros
in the neighborhood R0 of the imaginary axis are the discrete eigenvalues of
the generator A0 of the transfer operator (17) acting on the bottom coho-
mology space H0, which consists of distributional section of the line bundle
L that are constant along the unstable leafs with respect to the dynami-
cal connection. (We can find a similar observation in the recent paper [8].)
This observation is interesting because such restriction of the operator (17)
is closely related to the geometric quantization of the flow f t in the sense of
Kostant and Souriau when we take the unstable foliation as “polarization”.
In this context, it will be also of worth noting that the density of the zeros
in the region R0 satisfies an analogue of Weyl law [10].
Remark 2.14. As we have already mentioned in [10] (in a slightly different
expression), we expect that the semi-group of transfer operators (17) acting
on the higher cohomology space Hk (k > 0) will be of finite rank up to a
strongly contracting remainder and will not produce many singularities of
the zeta function ζsc(s). In a sense, the main result of this paper is the first
step to attack this problem, which enables us to state the problem rigorously.
3. Extensions
As we have mentioned in the introduction, the main difficulty in the proof
of Theorem 2.10 is that the transfer operators Ltk are not smooth. The idea
to resolve (or avoid) this difficulty is to consider appropriate extensions of
the flow f t and to embed the non-smooth operators Ltk in smooth transfer
operators for the extended flows. Below we explain such constructions.
3.1. The Grassmann extensions. As a preliminary to the construction
given in the following subsections, we discuss in a little more detail about
the Grassmann extension (5) of the Anosov flow f t : M → M considered
in Subsection 2.3. Recall that πG : G → M is the Grassmann bundle of M
that consists of du-dimensional subspaces of TM and that fˆ
t
G : G → G in
(3) is the flow on G induced naturally by f t. The image AG = ιu(M) of
the section ιu in (29) is a hyperbolic attractor for the action of fˆ
t
G, because
the flow fˆ tG is exponentially contracting in the fibers in its neighborhood.
We therefore can take a small tubular neighborhood UG in its the attracting
basin so that
fˆ tG(UG) ⋐ UG for t > 0 and ∩t>0 fˆ
t
G(UG) = AG.
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Henceforth we write VG for the restriction of the tautological vector bundle
to UG, that is, we set
(18) πV : VG → UG, VG := {(q, v) ∈ UG × TM | v ∈ [q]},
where [q] denotes the du-dimensional subspace of TπG(q)M represented by q.
The flow f t for t ≥ 0 naturally induces the push-forward action on VG:
(Df t)∗ : VG → VG, (Df
t)∗(q, σ) = (fˆ
t
G(q), (Df
t)(σ)).
Recall that, in Subsection 2.3, we introduced a C∞ one-parameter group of
vector bundle maps gˆt : Lˆ → Lˆ of a C∞ line bundle Lˆ on G over fˆ tG. The
line bundle L is defined as the pull-back of Lˆ by ιu and then gˆ
t induces a
continuous one-parameter group of vector bundle maps gt : L→ L over f t.
We write Lˆ∗ and L∗ for the dual line bundle of Lˆ and L respectively, so that
L∗ is identified with the pull-back of Lˆ∗ by ιu.
In addition, we introduce two line bundles on G:
V ∧duG and |Det
∗
G| = π
∗
G|Det
∗|.
The former is the determinant line bundle of VG and the latter is the pull-
back of the 1-density bundle |Det∗| of T ∗M by πG : G → M . The pull-
backs of these two line bundles by ιu are by definition the determinant
bundle E∧duu of the unstable subbundle Eu and the 1-density bundle |Det
∗|
of the cotangent bundle T ∗M . In parallel to the argument for the line
bundle L in Subsection 2.7, we see the line bundles (Eu)
∧du and T ∗M∧d are
equipped with the unique flat connections along the unstable leafs that are
invariant with respect to the natural action of the flow f t on them. Such
flat connections are called the dynamical flat connections as well.
From the line bundles Lˆ∗, |Det∗G| and V
∧du
G , we define the line bundle
πL⊗ : L⊗ → G, L⊗ = Lˆ
∗ ⊗ |Det∗G| ⊗ V
∧du
G
by taking the tensor product and also the 3-dimensional vector bundle
πL⊕ : L⊕ → G, L⊕ = Lˆ
∗ ⊕ |Det∗G| ⊕ V
∧du
G
by taking the direct (or Whitney) sum. Clearly flow f t and the one-
parameter group gˆt induce the semi-group of vector bundle maps
gt⊕ : L⊕ → L⊕ and g
t
⊗ : L⊗ → L⊗ for t ≥ 0
over the semi-flow fˆ tG : G→ G.
3.2. Jet spaces. Below we consider further extensions of the Anosov flow
f t. We consider the jet spaces of pairs of a C∞ hypersurface S of dimension
du in M and a C
∞ flat connection of the line bundles L⊕ along the lift of
the hypersurface S to G. The precise definition is given as follows.
First we consider a germ of du-dimensional C
∞ hypersurface in M which
is represented by a germ of C∞ immersion
s : (Rdu , 0)→ (M, s(0)).
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Its differential gives a germ of hypersurface in G represented by
sG : (R
d, 0)→ (G,DsG(0)), sG(x) = (s(x), [(Ds)x(R
du)]).
For convenience, we consider only the germ s such that the image sG(0) of
the origin 0 is contained in the neighborhood UG of the attractor AG.
Second we consider a triple of germs of C∞ flat connections of the line
bundles Lˆ∗, |Det∗G| and V
∧d
G along the lift sG of s. We suppose that such a
triple is represented by a germ of C∞ map
h = (h0, h1, h2) : (R
du , 0)→ L⊕ = Lˆ
∗ ⊕ |Det∗G| ⊕ V
∧du
G
satisfying πL⊕ ◦ h = sG and hi(0) 6= 0 for i = 0, 1, 2. (Each hi determines a
unique flat connection with respect to which hi is a constant section.)
Let J be the set of pairs σ = (s,h) of germs of C∞ immersions
s : (Rdu , 0)→ (M, s(0)) and h : (Rdu , 0)→ L⊕
satisfying the conditions as above. For each integer ℓ ≥ 1, we consider the
equivalence relation ∼ℓ on J such that (s,h) ∼ℓ (s˜, h˜) if and only if there
exist a triple c = (c0, c1, c2) of non-zero constants and a germ ϕ : (R
du , 0)→
(Rdu , 0) of C∞ diffeomorphism such that
(i) s˜ and s ◦ ϕ have contact of order ℓ+ 1 at 0, and
(ii) h˜ and (c · h) ◦ ϕ have contact of order ℓ at 0
where c · h denotes the component-wise multiplication. The quotient space
Jℓ := J / ∼ℓ is naturally equipped with the structure of smooth fiber bundle
over M , which is denoted by
π : Jℓ →M, π([(s,h)]ℓ) = s(0)
where [(s,h)]ℓ is the equivalence class of (s,h) with respect to the equivalence
relation ∼ℓ. For convenience, we set J
0 := UG ⊂ G so that we have the
sequence of natural projections:
(19) Jℓ+1 −−−−→ Jℓ −−−−→ · · · −−−−→ J1 −−−−→ J0 = UG −−−−→ M
For integers i ≥ j ≥ 0, we write πi,j : J
i → Jj and πi : J
i → M for the
projections obtained as compositions of those in this sequence.
The semi-group gt⊕ acts on J in such a way that
Gt : J → J , Gt(σ) := (f t ◦ s, gt⊕ ◦ h) for σ = (s,h).
This induces the (well-defined) one-parameter semi-group
fˆ tℓ : J
ℓ → Jℓ, [σ]ℓ 7→ [G
t(σ)]ℓ.
Since the action of fˆ tℓ contracts the fibers of the projection πℓ,0 : J
ℓ → J0 =
UG, it admits a unique continuous section
ιℓu :M → J
ℓ such that πℓ,0 ◦ ι
ℓ
u = ιu
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such that the following diagram commutes:
(20)
Jℓ
fˆ t
ℓ−−−−→ Jℓ
ιℓu
x ιℓux
M
f t
−−−−→ M
The image Aℓ := ι
ℓ
u(M) of the section ι
ℓ
u :M → J
ℓ is a hyperbolic attractor
for the semi-flow fˆ tℓ : J
ℓ → Jℓ and we can take a tubular neighborhood Uℓ of
Aℓ so that πℓ,ℓ−1(Uℓ) = Uℓ−1 and that
fˆ tℓ(Uℓ) ⋐ Uℓ for t > 0 and ∩t>0 fˆ
t
ℓ(Uℓ) = Aℓ.
That is to say, the situation is similar to the case of the Grassmann extension
considered in the last subsection though that dimensions of the fibers will
be much larger.
3.3. Transfer operators for the extended semi-flows. Below we set
up a few vector bundles on the region Uℓ ⊂ J
ℓ and introduce semi-groups of
transfer operators acting on the sections of them. Recall that πℓ : Uℓ → M
is the restriction of the natural projection from Jℓ to M . The kernel of its
differential Dπℓ : TUℓ → TM ,
kerDπℓ = {(x, v) ∈ TUℓ | Dπℓ(v) = 0},
is a C∞ vector subbundle of TUℓ with dimension
dℓ := dimkerDπℓ = dim J
ℓ − dimM.
The 1-density line bundle of the dual of kerDπℓ is written
|Ωℓ| := |((kerDπℓ)
∗)∧dℓ |.
For integers ℓ ≥ 0 and 0 ≤ k ≤ du, we consider the vector bundles
Vˆk,ℓ := π
∗
ℓ,0(Lˆ)⊗ π
∗
ℓ,0(V
∗
G)
∧k ⊗ |Ωℓ|
and
Vˆ †k,ℓ := π
∗
ℓ,0(L⊗)⊗ π
∗
ℓ,0(V
∗
G)
∧k
over Uℓ, where π
∗
ℓ,0 denotes the pull-back of vector bundles by the projection
πℓ,0 : J
ℓ → J0 = Uℓ.
Remark 3.1. As we will see below, we regard the space of sections of Vˆ †k,ℓ as
the dual of the space of sections of Vˆk,ℓ.
The flow f t together with the semi-group gˆt naturally induces the push-
forward action on these vector bundles over fˆ tℓ , which are denoted by
(21) Fˆ tk,ℓ : Vˆk,ℓ → Vˆk,ℓ, Fˆ
t
†,k,ℓ : Vˆ
†
k,ℓ → Vˆ
†
k,ℓ respectively.
Recall the vector bundle Vk on M in (10) and set
V †k = (L
∗ ⊗ E∧duu ⊗ |Det
∗|)⊗ (E∗u)
∧k for 0 ≤ k ≤ d.
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Clearly this vector bundle is identified with the pull-back of the vector bun-
dle Vˆ †k,ℓ by the section ι
ℓ
u : M → J
ℓ for any ℓ ≥ 1. Thus, if we write
F tk : Vk → Vk and F
t
†,k : V
†
k → V
†
k
for the continuous semi-group of vector bundle maps induced by the flow f t
and the semi-group gt, we have the commutative diagrams
(22)
Vˆk,ℓ
Fˆ t
k,ℓ
−−−−→ Vˆk,ℓ
ιℓu
x ιℓux
Vk
F t
k−−−−→ Vk
Vˆ †k,ℓ
Fˆ t
†,k,ℓ
−−−−→ Vˆ †k,ℓ
ιℓu
x ιℓux
V †k
F t
†,k
−−−−→ V †k
Below we consider the transfer operators induced by the vector bundle
maps Fˆ tk,ℓ and F
t
k. But, since we would like to consider the action of such
transfer operators acting on the distributional sections, we start with con-
sidering their duals. The semi-group Fˆ t†,k,ℓ of vector bundle maps in (21)
induces the semi-group of the pull-back operators
(23) (Fˆ t†,k,ℓ)
∗ : Γ∞(Vˆ †k,ℓ)→ Γ
∞(Vˆ †k,ℓ), (Fˆ
t
†,k,ℓ)
∗u(x) = Fˆ−t†,k,ℓ(u(fˆ
t
ℓ (x))).
The the pull-back operators by F t†,k and ι
ℓ
u are denoted respectively by
(24) (F t†,k)
∗ : Γ∞cu(V
†
k )→ Γ
∞
cu(V
†
k ) and (ι
ℓ
u)
∗ : Γ∞0 (Vˆ
†
k,ℓ)→ Γ
∞
cu(V
†
k ).
Then correspondingly to the commutative diagram on the right-hand side
of (22), we have the commutative diagram of transfer operators
(25)
Γ∞(Vˆ †k,ℓ)
(Fˆ t
†,k,ℓ
)∗
−−−−−→ Γ∞(Vˆ †k,ℓ)
(ιℓu)
∗
y (ιℓu)∗y
Γ∞cu(V
†
k )
(F t
†,k
)∗
−−−−→ Γ∞cu(V
†
k )
Below we consider the dual of this commutative diagram. (But we will
consider the diagram (25) with k replaced by d− k for convenience.) Since
we have the contraction
(·, ·) : Vˆ †d−k,ℓ × Vˆk,ℓ → |Ωℓ| ⊗ π
∗
ℓ |Det
∗| ≃ |Det∗
Jℓ
|
where |Det∗
Jℓ
| denotes the 1-density bundle of T ∗Jℓ, we can consider the
pairing
(26) 〈·, ·〉 : Γ∞(Vˆ †d−k,ℓ)× Γ
∞
0 (Vˆk,ℓ)→ C, 〈v, u〉 =
∫
(v, u)
where Γ∞0 (Vˆk,ℓ) denotes the space of C
∞ sections of the C∞ vector bun-
dle Vˆk,ℓ with compact support. With this pairing, we regard the dual
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space of Γ∞(Vˆ †d−k,ℓ) as the space of distributional sections of Vˆk,ℓ, and write
Γ−∞(Vˆk,ℓ) for it. Similarly, from the contraction
(·, ·) : V †d−k × Vk → |Det
∗|
we define the pairing
(27) 〈·, ·〉 : Γ∞cu(V
†
d−k)× Γ
∞
cu(Vk)→ C, 〈v, u〉 =
∫
(v, u).
Then we may regard the dual space of Γ∞cu(V
†
d−k) as the space of distribu-
tional sections of Vk, and write Γ
−∞(Vk) for it.
With the notation introduced above, we write the dual of the operator
(Fˆ t†,d−k,ℓ)
∗ as
(28) Lˆtk,ℓ : Γ
−∞(Vˆk,ℓ)→ Γ
−∞(Vˆk,ℓ).
This is an extension of the transfer operator defined as the push-forward
operator by F tk,ℓ : Vˆk,ℓ → Vˆk,ℓ. The dual of the operator (F
t
k)
∗ is nothing but
the the transfer operator Ltk : Γ
∞(Vk)→ Γ
∞(Vk) introduced in (11). Hence,
if we write
(29) (ιℓu)∗ : Γ
∞
cu(Vk)→ Γ
−∞(Vˆk,ℓ)
for the restriction of the dual of (ιℓu)
∗ : Γ∞(Vˆ †k,ℓ) → Γ
∞
cu(V
†
k ), we obtain the
commutative diagram
(30)
Γ−∞(Vˆk,ℓ)
Lˆt
k,ℓ
−−−−→ Γ−∞(Vˆk,ℓ)
(ιℓu)∗
x (ιℓu)∗x
Γ∞cu(Vk)
Lt
k−−−−→ Γ∞cu(Vk)
as the dual of (25).
3.4. The exterior derivative operator along unstable leafs. The com-
mutative diagram (30) implies that the non-smooth transfer operator Ltk
that we are interested in is embedded in the smooth transfer operator Lˆtk,ℓ
on the extended space by (ιℓu)∗ in a sense. Next we discuss about the exterior
derivative operators along unstable leafs. To proceed, let us set
(31) Vˆk = Vˆk,d−k and Vˆ
†
k = Vˆ
†
k,k for 0 ≤ k ≤ du
for simplicity. For 0 ≤ k < du, we are going define the operator
(32) dˆuk : Γ
−∞
0 (Vˆk)→ Γ
−∞
0 (Vˆk+1)
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so that the following diagram commutes:
(33)
Γ−∞(Vˆk)
dˆu
k−−−−→ Γ−∞(Vˆk+1)
(ιℓu)∗
x (ιℓu)∗x
Γ∞cu(Vk)
du
k−−−−→ Γ∞cu(Vk+1)
Similarly to the argument in the last subsection, we first introduce the op-
erators
(34) dˆu†,k : Γ
∞(Vˆ †k )→ Γ
∞(Vˆ †k+1) for 0 ≤ k < du
and then define dˆuk as their duals.
Suppose that ϕ ∈ Γ∞(Vˆ †k ) and [σ]k+1 ∈ Uk+1 ⊂ J
k+1 are given, where
[σ]k+1 denotes the equivalence class of an element σ ∈ J . Below we explain
how we define its image dˆu†,kϕ(σ). Recall that ϕ ∈ Γ
∞(Vˆ †k ) is a section of
the vector bundle Vˆ †k = Vˆ
†
k,k defined on the tubular neighborhood Uk ⊂ J
k
of the attractor Ak.
First Step: By definition, σ = (s,h) is a pair of C∞ germs
s : (Rdu , 0)→ (M, s(0)) and h : (Rdu , 0)→ L⊕.
Let us write S for the germ of du-dimensional hypersurface in M at s(0)
given as the image of s. The component h in σ = (s,h) gives a germ of
C∞ flat connection of L⊗ along the its lift sG, as it gives a germ of C
∞ flat
connections of the factors Lˆ∗, |Det∗G| and ⊗V
∧du
G of L⊗ along the lift sG.
Therefore the pair σ = (s,h) gives a germ of C∞ map
Ψσ : (R
du , 0)→ Jk
which assign each point x0 ∈ R
d in a neighborhood of the origin 0 the
element [(sx0 ,hx0)]k ∈ J
k that consists of pair of
• the (k + 1)-jet of the germ of the map x 7→ s(x+ x0) at x = 0 and
• the k-jet of the germ of the map x 7→ h(x+ x0) at x = 0.
Note that the first jet of the germ Ψσ is determined by the element σ ∈ J
k+1.
Second Step: Next we pull-back the section ϕ : Uk → Vˆ
†
k by Ψσ and obtain
the section
Ψ∗σϕ : (R
du , 0)→ s∗G(L⊗)⊗ (T
∗
R
du)∧k.
Here we identify the pull-back of the vector bundle Vˆ †k by Ψσ with
s∗G(L⊗ ⊗ (V
∗
G)
∧k) = s∗G(L⊗)⊗Ds
∗((TS)∗)∧k) = s∗G(L⊗)⊗ (T
∗
R
du)∧k.
Note that the first jet of the section Ψ∗σϕ thus defined is determined by σ.
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Third Step: The component h in σ = (s,h) induces a flat connection of
the line bundles s∗G(L⊗) and therefore we can define the exterior derivative
of Ψ∗σϕ, trivializing s
∗
G(L⊗) by that flat connection. We write d(Ψ
∗
σϕ) for
the result of such operation. Since the first jet of Ψ∗σϕ at the origin 0 is
determined by σ, so is the value of d(Ψ∗σϕ) at 0. Finally, as we did in the
last step, we identify d(Ψ∗σϕ)(0) ∈ s
∗
G(L⊗)⊗ (T
∗Rdu)∧(k+1) with an element
in Vˆ †k+1 at σ ∈ Uk+1, for which we write dˆ
u
†,kϕ(σ). The element dˆ
u
†,kϕ(σ)
depends on σ in C∞ manner and therefore we obtain a smooth section
dˆ
u
†,kϕ ∈ Γ
∞(Vˆ †k+1).
Once we define the operator dˆu†,k : Γ
∞(Vˆ †k ) → Γ
∞(Vˆ †k+1) as above, we
define the operator dˆuk in (32) as
dˆ
u
k = (−1)
du−k · (dˆu†,k)
∗ : Γ−∞0 (Vˆk)→ Γ
−∞
0 (Vˆk+1)
where (dˆu†,k)
∗ denotes the dual of dˆu†,k with respect to the pairing (26) and
we put the sign (−1)du−k for convenience in the argument below.
Trivializing the line bundle L∗ ⊗ |Det∗| ⊗ (Eu)∧du with respect to the
dynamical flat connection, we define the exterior derivative operators along
the unstable foliation
(35) du†,k : Γ
∞
cu(V
†
k )→ Γ
∞
cu(V
†
k+1), k = 0, 1, 2, · · · , du − 1.
Then the following diagram commutes
Γ∞(Vˆ †k )
dˆ
u
†,k
−−−−→ Γ∞(Vˆ †k+1)
(ιku)
∗
y (ιku)∗y
Γ∞cu(V
†
k )
d
u
†,k
−−−−→ Γ∞cu(V
†
k+1)
Further the operator dˆu†,k commutes with the operator (F
t
†,k,k)
∗ in (23).
Therefore, writing F tk for F
t
k,k correspondingly to (31), we obtain the fol-
lowing commutative diagram
(36)
Γ∞(Vˆ †k ) Γ
∞(Vˆ †k+1)
Γ∞(Vˆ †k ) Γ
∞(Vˆ †k+1)
Γ∞cu(V
†
k ) Γ
∞
cu(V
†
k+1)
Γ∞cu(V
†
k ) Γ
∞
cu(V
†
k+1)
(F t
k
)∗
dˆu
†,k
(ιku)
∗
(F t
k+1
)∗
(ιk+1u )
∗
(ιku)
∗
dˆu
†,k
(F t
†,k
)∗
du
†,k
(F t
†,k
)∗
du
†,k
(ιk+1u )
∗
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Now we consider the dual of this diagram (36). We first check that,
in view of the pairing (27), the exterior derivative operator duk along the
unstable foliation introduced in (15) is the dual of the exterior derivative
operator d†du−k−1 in (35) up to multiplication by ±1. In fact, we prove
(37) 〈v,duku〉 = (−1)
du−k〈du†,du−k−1v, u〉
for any v ∈ Γ∞cu(V
†
du−k−1
) and u ∈ Γ∞cu(Vk), where 〈·, ·〉 denotes the pairing
(27). For the proof, we may suppose that v is supported in a small disk on
M which is a disjoint union of the local unstable manifolds W uloc(p) because
the both sides of the equality are linear with respect to v.
If we trivialize the line bundles L = ι∗u(Lˆ) and ι
∗
u(L⊗) along the local
unstable manifolds W uloc(p) according to the dynamical flat connection, we
may suppose that u and v are (du − k− 1)-form and k-form on W
u
loc(p) and
0 =
∫
∂Wu
loc
(p)
v ∧ u =
∫
Wu
loc
(p)
d(v ∧ u)(38)
=
∫
Wu
loc
(p)
dv ∧ u+ (−1)du−k−1
∫
Wu
loc
(p)
v ∧ du.
Therefore, by taking integration with respect to the local unstable manifolds
W uloc(p), we obtain the required equality (37).
Remark 3.2. For the last sentence above, some explanation may be in order.
For a section ϕ of |Det∗|, its integration
∫
ϕ is well defined and can be
computed on a local chart as∫
ϕ =
∫
ϕ(x)
|dx|
|dx|
where we denote the local coordinates by x. If we take a transversal section
S to the unstable foliation and fix a non-vanishing section σ0 (resp. τ0)
of the determinant bundle of T ∗S (resp. (TSM/TS)
∗) on S. Then we
can introduce continuous sections σ (resp. τ) of the determinant bundle of
E∗u ⊕ E
∗
0 = (Eu)
⊥ (resp. E∗u) so that it coincides with σ0 (resp. τ0) and
constant with respect to the dynamical flat connection along the unstable
foliation. Then the integral
∫
ϕ is computed as
∫
ϕ =
∫
ϕ
|σ ∧ τ |
|σ ∧ τ | =
∫
S
(∫
Wu
loc
(s)
ϕ
|σ ∧ τ |
|τ |
|dxs|
|dxs|
)
|σ0|
|ds|
|ds|
where s denotes a coordinate on S and xs denotes that on W
u
loc(s). The
equation (38) tells that, if we set ϕ = d(v ∧ u), the integral corresponding
to that in the parentheses above vanishes, so that we obtain (37).
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Finally, taking the dual of the diagram (36) with k replaced by du−k−1,
we obtain the commutative diagram
(39)
Γ−∞(Vˆk+1) Γ
−∞(Vˆk)
Γ−∞(Vˆk+1) Γ
−∞(Vˆk)
Γ∞cu(Vk+1) Γ
∞
cu(Vk)
Γ∞cu(Vk+1) Γ
∞
cu(Vk)
(ιdu−k−1u )∗
dˆ
u
k
Lˆt
k+1 Lˆ
t
k
dˆ
u
k
d
u
k
(ιdu−ku )∗
Lt
k+1(ιdu−k−1u )∗
d
u
k
Lt
k(ιdu−ku )∗
where (ιdu−ku )∗ denotes the dual of the pull-back operator (ι
du−k
u )
∗.
4. Anisotropic Sobolev space
In this section, we set up a scale of Hilbert spaces Hr,s(Vˆk) such that
Γ∞(Vˆk) ⊂ H
r,s(Vˆk) ⊂ Γ
−∞(Vˆk). These Hilbert spaces are called anisotropic
Sobolev spaces because they are generalized Sobolev spaces with anisotropic
weight function adapted to the hyperbolic structure of the flow.
4.1. A topologically trivial extension of an Anosov flow. We consider
a setting that abstracts those considered in the last section. (See Remark
4.1.) Let f t : M → M be a C∞ Anosov flow. Suppose that πB : B → M
is the locally trivial C∞ fibration whose fibers are diffeomorphic to the unit
disk D in Rd
⊥
for some integer d⊥ ≥ 1. Let fˆ t : B → B be a C∞ semi-flow
which makes the following diagram commutes
B
fˆ t
−−−−→ B
πB
y πBy
M
f t
−−−−→ M
Further we suppose that fˆ t contracts the fibers of the fibration B exponen-
tially. It implies existence of a unique continuous section
(40) ι :M → B such that fˆ t ◦ ι = ι ◦ f t.
Its image A := ι(M) is a hyperbolic attractor of the semi-flow fˆ t.
The semi-flow fˆ t is uniformly hyperbolic. That is, there exists a (forward)
Dfˆ t-invariant decomposition
(41) TB = Eˆ0 ⊕ Eˆs ⊕ Eˆu
of the tangent bundle of B such that
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(i) the subbundle Eˆ0 is the smooth one-dimensional subbundle spanned
by the generating vector field vˆ of the semi-flow fˆ t and
(ii) for some constant C > 1, we have
‖Dfˆ t(v)‖ ≥ C−1 exp(χt)‖v‖ for v ∈ Eˆu and t ≥ 0
and
‖Dfˆ t(v)‖ ≤ C exp(−χt)‖v‖ for v ∈ Eˆs and t ≥ 0.
Note that the subbundles Eˆ0 and Eˆs are uniquely determined by the condi-
tions above, whereas Eˆu is unique only on the attractor A and not on the
outside of it. In relation to the hyperbolic decomposition TM = E0⊕Es⊕Eu
for the Anosov flow f t, it holds
DπB(Eˆ0) = E0 and Eˆs = Dπ
−1
B (Es).
Further we may and do assume
DπB(Eˆu(x)) = Eu at each point x ∈ B.
In the argument below, the action of the flow fˆ t on the cotangent space is
more important because we consider the action of the flow on the Fourier
space (on local charts). Let us write
T ∗B = Eˆ∗0 ⊕ Eˆ
∗
s ⊕ Eˆ
∗
u
for the dual decomposition of (41), where Eˆ∗0 , Eˆ
∗
s and Eˆ
∗
u denote the normal
subbundles of Eˆs⊕Eˆu, Eˆ0⊕Eˆs and Eˆ0⊕Eˆu respectively. This decomposition
is preserved by the push-forward action (Dfˆ−t)∗ : T ∗B → T ∗B of the flow
fˆ t on the cotangent bundle T ∗M .
Next we consider a C∞ vector bundle πVˆ : Vˆ → B and a C
∞ one-
parameter semi-group of vector bundle maps Fˆ t : Vˆ → Vˆ over fˆ t, that is,
πVˆ ◦ Fˆ
t = fˆ t ◦ πVˆ . Let Vˆ
∗ be the dual vector bundle of Vˆ . We write
V = ι∗Vˆ and V ∗ = ι∗Vˆ ∗
for the pull-back of Vˆ and Vˆ ∗ by ι :M → B respectively and
(42) ι∗ : Γ∞0 (Vˆ )→ Γ
∞
cu(V ) and ι
∗ : Γ∞0 (Vˆ
∗)→ Γ∞cu(V
∗)
for the pull-back operators by ι. The semi-group Fˆ t induces that of the
vector bundle maps F t : V → V such that the following diagram commutes:
Vˆ
Fˆ t
−−−−→ Vˆyι∗ yι∗
V
F t
−−−−→ V
Let |Ω| be the 1-density line bundle of the dual of the vector bundle
(43) kerDπB = {(b, v) ∈ TB | (DπB)b(v) = 0}
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and put
Wˆ = Vˆ ⊗ |Ω|, Wˆ ∗ = Vˆ ∗ ⊗ π∗B|Det
∗|, W = V, W ∗ = V ∗ ⊗ |Det∗|.
Then we consider the pairings
〈·, ·〉 : Γ∞0 (Wˆ )× Γ
∞(Wˆ ∗), 〈u, v〉 =
∫
B
uv
〈·, ·〉 : Γ∞cu(W )× Γ
∞
cu(W
∗), 〈u, v〉 =
∫
M
uv.
With these pairing, we regard the dual spaces of Γ∞(Wˆ ∗) and Γ∞cu(W
∗) as
the spaces of distributional sections of Wˆ and W and write Γ−∞(Wˆ ) and
Γ−∞(W ∗) for them respectively. The dual of ι∗ in (42) is written
(44) ι∗ : Γ
−∞
0 (W )→ Γ
−∞
0 (Wˆ ).
The semi-group Fˆ t and the semi-flow fˆ t naturally induces the push-forward
action
Fˆ tW := Fˆ
t ⊗ (Dfˆ−t)∗ : Wˆ → Wˆ .
The semi-group of transfer operators corresponding to Fˆ tW : Wˆ → Wˆ and
F t : V → V are denoted respectively by
Lˆt : Γ∞0 (Wˆ )→ Γ
∞
0 (Wˆ ), Lˆ
tu(b) = Fˆ tW (u(fˆ
−t(b)))(45)
and
Lt : Γ∞cu(W )→ Γ
∞
cu(W ), L
tu(x) = F t(u(f−t(x))).(46)
By using duality with respect to the pairing introduced above, we may and
do extend the operator (45) to the continuous operator
(47) Lˆt : Γ−∞0 (Wˆ )→ Γ
−∞
0 (Wˆ ).
Then we have the commutative diagram
(48)
Γ−∞0 (Wˆ )
Lˆt
−−−−→ Γ−∞0 (Wˆ )
ι∗
x ι∗x
Γ∞cu(W )
Lt
−−−−→ Γ∞cu(W )
Remark 4.1. The semi-flow fˆ t is a model of f tk : U → U in the last section.
The vector bundles W and |Ω| correspond to π∗ℓ,0Lˆ ⊗ π
∗
ℓ,0(V
∗
G)
∧k and |Ωℓ|
respectively. Then the other correspondences should be clear.
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4.2. The definition of the anisotropic Sobolev space. We now gives
the definition of the anisotropic Sobolev space. For more details, we refer
[9]. Let P(T ∗B) is the projectivized cotangent bundle of B. First we take
and fix a C∞ function
µ : P(T ∗B)→ [s, r]
such that, for some constant K > 1,
µ([(b, ξ)]) =


0 if max{‖ξ0‖, ‖ξu‖} ≤ ‖ξs‖/K ;
1/2 if max{‖ξs‖, ‖ξu‖} ≤ ‖ξ0‖/K ;
1 if max{‖ξ0‖, ‖ξs‖} ≤ ‖ξu‖/K ;
where ξ = ξ0 + ξs + ξu with ξ0 ∈ Eˆ
∗
0(b), ξs ∈ Eˆ
∗
s (b) and ξu ∈ Eˆ
∗
u(b) and that
(49) µ([(Dfˆ−t)∗(b, ξ)]) ≥ µ([(b, ξ)]) for t ≥ 0.
For s < 0 < r, we define
Ws,r : T ∗B → R+, W
s,r(b, ξ) = 〈‖ξ‖/〈ξ0〉〉
r+(s−r)µ([(b,ξ)]) .
Then, from (49) and hyperbolic property of the flow f t, it follows
Ws,r((Dfˆ−t)∗(b, ξ)) ≤ C · Ws,r(b, ξ) for (b, ξ) ∈ T ∗B.(50)
Further it holds
Ws,r((Dfˆ−t)∗(b, ξ)) ≤ exp(−min{|s|, r} · χt) · Ws,r(b, ξ)(51)
provided that t > 0 and the ratio ‖ξ‖/〈ξ0〉 is sufficiently large.
Remark 4.2. Similarly to (50) but a little more precisely, we have that, for
any constant 0 < θ ≤ 1,
(52) Ws,r(ξ) ≤ exp(−min{|s|θ, r} · χt/2) · Ws,r(b, ξ)
for (b, ξ) ∈ T ∗B satisfying ‖ξ‖ ≥ exp(θχt/2)〈|ξ0|〉, provided that t is suffi-
ciently large.
Definition 4.3. We define the anisotropic Sobolev space Hs,r(B) as the
completion of the space C∞0 (B) with respect to the norm
‖u‖Hs,r := ‖Op(W
s,r)u‖L2 .
where Op(Ws,r) denotes the pseudo-differential operator with the symbol
Ws,r. Then we set
Hs,r(Wˆ ) = Hs,r(B)⊗C∞(M) Γ
∞(Wˆ ).
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4.3. A few propositions related to the anisotropic Sobolev space.
The next proposition is basically a consequence of the property (51) of the
weight function Ws,r.
Proposition 4.4 ([9]). For any s < 0 < r, the transfer operator Lˆt for
t ≥ 0 restricts to a strongly continuous one-parameter semi-group of bounded
operators
(53) Lˆt : Hs,r(Wˆ )→Hs,r(Wˆ ).
There exists a constant C > 0 independent of the parameters s and r such
that the spectral set of the generator A of Lˆt on the region
(54) ℜ(s) > −min{|s|, r}χ+ C
consists of discrete eigenvalues with finite multiplicity.
For the operator ι∗ in (44), we have
Proposition 4.5. The operator ι∗ restricts to a continuous operator
(55) ι∗ : Γ
∞
cu(W )→H
s,r(Wˆ ) ⊂ Γ−∞(Wˆ )
provided that s < 0 is sufficiently small according to dimB.
Proof. Let µ be a C∞ section of W along an local center-unstable manifold
W culoc(p) with compact support. Then we define ι∗µ as the distributional
section of Wˆ defined by
ι∗µ(ϕ) =
∫
W cu
loc
(p)
〈µ(x), ι∗ϕ(x)〉 dx for any C∞ section ϕ of Wˆ ∗.
This is a distributional section of Wˆ that concentrate on the local center-
unstable manifold W culoc(p
′) of the unique point p′ ∈ A that projects to p. Its
wavefront set is contained in the normal bundle of the local center-unstable
manifold and contained in the subbundle E∗u. Hence, from the definition
of the weight function Ws,r, we see that any of such distributional sections
belongs to Hs,r(Wˆ ) provided that s < 0 is sufficiently small according to
dimB. The image of (55) is written as an integration of such measures (with
uniformly bounded norm in Hs,r(Wˆ )). Thus, recalling the remark given in
Subsection 2.6, we obtain the claim of the proposition. 
Proposition 4.6. Any first order differential operator D : Γ∞0 (Wˆ ) →
Γ∞0 (Wˆ ) with C
∞ coefficients extends to a bounded operator
D : Hs,r(Wˆ )→Hs−1,r−1(Wˆ ) for s < 0 < 1 < r.
Proof. This proposition follows from the composition formula of pseudo-
differential operators or a straightforward estimate using local charts. 
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4.4. Dynamical Fredholm determinant. For a periodic orbit c ∈ PO of
the flow f t, we write cˆ for the unique periodic orbit of fˆ t that projects down
to c by πB : B →M . We take a point p on cˆ and set
Vˆc := F
|c|(p) : Vˆ (p)→ Vˆ (p), |Ωc| := (Dfˆ
−|c|(p))∗ : |Ω|(p)→ |Ω|(p).
Then the dynamical Fredholm determinant of the semi-group of operators
Lt in (46) is computed as
d(s) = exp
(
−
∑
c∈PO
∞∑
n=1
e−sn|c| · TrV nc
n · |det(Id− P−nc )|
)
(56)
Let Hs,r(W ) be the completion of the space Γ∞cu(W ) with respect to the
pull-back of the norm on Hs,r(Wˆ ), so that ι∗ : H
s,r(W ) → Hs,r(Wˆ ) is an
isometric embedding and we have the following commutative diagram that
extends (48):
(57)
Hs,r(Wˆ )
Lˆt
−−−−→ Hs,r(Wˆ )
ι∗
x ι∗x
Hs,r(W )
Lt
−−−−→ Hs,r(W )
From Proposition 4.4, we see that the generator of Lt : Hs,r(W )→Hs,r(W )
as discrete spectrum on the region (54). Then we have
Proposition 4.7. The dynamical Fredholm determinant d(s) in (56) ex-
tends to a holomorphic function on the complex plane C and its zeros co-
incide with the discrete eigenvalues of the generator of Lt : Hs,r(W ) →
Hs,r(W ) on the region (54).
The proof of this proposition will be given in the last section of this pa-
per. Note that, though the claim of the proposition is natural and par-
allel to the last proposition, it does not follow from the existing argu-
ment in the literature (to the best of the author’s understanding) because
Lt : Hs,r(W ) → Hs,r(W ) is not smooth. We prove Proposition 4.7 in the
last section of this paper, developing a cohomological argument along the
fibers of the fibration πB : B →M .
4.5. Proof of Theorem 2.10. We now give the proof the main theorem,
Theorem 2.10. Recall the setting that we discussed in Section 3 and check
(i) The tubular neighborhood Udu−k ⊂ J
du−k of the attractor Adu−k is
a fibration over the manifold M whose fibers are diffeomorphic to
the disk of dimension d⊥k = dim J
du−k − dimM .
(ii) fˆ tdu−k : Udu−k → Udu−k is a C
∞ semi-flow satisfying πdu−k ◦ fˆ
t
du−k
=
f t ◦ πdu−k and is exponentially contracting on the fibers.
(iii) The vector bundle Vˆk is a C
∞ vector bundle over Udu−k, which is
written in the form
Vˆk = Vˆ ⊗ |Ω|
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with setting Vˆk = π
∗
du−k,0
(Lˆ)⊗ π∗du−k,0(V
∗
G)
∧k and |Ω| = |Ωdu−k|.
(iv) F tk : Vˆk → Vˆk is a C
∞ vector bundle map over the semi-flow fˆ tdu−k
and induces the one-parameter semi-group of transfer operators Lˆtk :
Γ∞(Vˆk)→ Γ
∞(Vˆk).
Hence we can get the following theorem as an application of the argument
in the previous subsections.
Theorem 4.8. Suppose that 0 ≤ k ≤ du and s < 0 < r. The transfer
operator Lˆtk : Γ
−∞(Vˆk)→ Γ
−∞(Vˆk) restricts to a strongly continuous family
of bounded operators Lˆtk : H
s,r(Vˆk)→H
s,r(Vˆk). Its generator Ak has discrete
spectrum on the region
Rs,r := {s ∈ C | ℜ(s) > −min{|s|, r} · χ+ C}
for some C > 0 independent of s and r. The exterior derivative operator
dˆ
u
k : Γ
−∞(Vˆk)→ Γ
−∞(Vˆk+1) for 0 ≤ k < du restricts to a bounded operator
dˆ
u
k : H
s,r(Vˆk)→H
s′,r′(Vˆk+1)
provided that s′ ≤ s− 1 and 0 < r′ ≤ r − 1.
Proof. The former claims on Lˆtk is a consequence of Proposition 4.4. To
see the latter claim on the exterior derivative operator dˆuk , we note that it
is written as a composition of a first order differential operator with C∞
coefficient and the push-forward operator by a projection in (19). Then
Proposition 4.6 (and a simple fact on the latter operator) gives the claim. 
From Theorem 4.5, the operator (ιu)∗ : Γ
∞
cu(Vk) → Γ
−∞(Vˆk) in (29) re-
stricts to a continuous operator
(ιu)∗ : Γ
∞
cu(Vk)→H
s,r(Vˆk).
Similarly to the definition of Hs,r(W ) in the last subsection, we define
Hs,r(Vk) as the completion of the space Γ
∞
cu(Vk) with respect to the pull-
back of the norm on Hs,r(Vˆk) by (ιu)∗. If we choose the sequence of real
parameters sk and rk for 0 ≤ k ≤ d, so that
sk < −1 < 0 < rk, sk+1 ≤ sk − 1, rk+1 ≤ rk − 1,
COHOMOLOGICAL THEORY 29
then, from Theorem 4.5, the diagram (39) extends to the following commu-
tative diagram of bounded operators:
Hsk,rk(Vˆk) H
sk+1,rk+1(Vˆk+1)
Hsk,rk(Vˆk) H
sk+1,rk+1(Vˆk+1)
Hsk,rk(Vk) H
sk+1,rk+1(Vk+1)
Hsk,rk(Vk) H
sk+1,rk+1(Vk+1)
dˆu
k
(ιu)∗ (ιu)∗
dˆu
k
Lˆt
k
Lˆt
k
du
k
du
k
Lt
k(ιu)∗
Lt
k−1(ιu)∗
Therefore, setting Λk = H
sk,rk(Vk) and connecting the diagram on the bot-
tom face of the diagram above, we obtain the commutative diagram
0 −−−−→ Λ0
d
u
0−−−−→ Λ1
d
u
1−−−−→ · · ·
ddu−2−−−−→ Λdu−1
ddu−1−−−−→ Λdu −−−−→ 0
Lt0
y Lt1y Ltdu−1y Ltduy
0 −−−−→ Λ0
d
u
0−−−−→ Λ1
d
u
1−−−−→ · · ·
ddu−2−−−−→ Λdu−1
ddu−1−−−−→ Λdu −−−−→ 0
This finishes the proof of the claim (i) and (ii) of Theorem 2.10. Finally the
last claim on the dynamical Fredholm determinant is a direct consequence
of Proposition 4.7.
5. Fiber-wise cohomology
In this section we prove Proposition 4.7.
5.1. Setting. Below we consider the setting that we introduced in Subsec-
tion 4.1. We write Ω/|Ω| for the orientation line bundle of kerDπB defined
in (43). For 0 ≤ ν ≤ d⊥, we set
Ω(ν) = ((kerDπB)
∗)∧ν and Wˆν = Vˆ ⊗ (Ω/|Ω|) ⊗ Ω
(ν)
so that Wˆd⊥ = Wˆ . The natural push-forward action of the flow fˆ
t on
(Ω/|Ω|)⊗ Ω(ν) is denoted
(fˆ−t)∗ : (Ω/|Ω|)⊗ Ω(ν) → (Ω/|Ω|) ⊗ Ω(ν).
Then the one-parameter family of the vector bundle maps
Fˆ tν = Fˆ
t ⊗ (fˆ−t)∗ : Wˆν → Wˆν
induces the transfer operator Lˆtν : Γ
∞
0 (Wˆν) → Γ
∞
0 (Wˆν). By Theorem 4.4,
this extends to a bounded operator
(58) Lˆtν : H
s,r(Wˆν)→H
s,r(Wˆν).
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The dynamical Fredholm determinant of Lˆtν is defined formally by
dν(s) = exp
(
−
∑
c∈PO
∞∑
m=1
e−sm|c| · Tr Wˆc · σ
⊥(c) · Tr((P⊥c )
−m)∧ν
m · |det(Id− P−mc )| · |det(Id− (P⊥c )
−m|
)
where P⊥c is the transversal Jacobian matrix Pcˆ of the flow fˆ
t along the
periodic orbit cˆ = ι(c) restricted to the subspace kerDπB and we set
σ⊥(c) = detP⊥c /|detP
⊥
c |.
Since Lˆtν is a smooth transfer operators associated to the hyperbolic flow fˆ
t,
we can prove
Proposition 5.1. For each 0 ≤ ν ≤ d⊥, the dynamical Fredholm deter-
minant dν(s) extends to an entire function and its zeros coincide with the
discrete eigenvalues of the generator of Lˆtν, up to multiplicity.
For the proof of this proposition, we refer [5], though either of the methods
in [6, 10, 11] will be applicable to check this claim.
By algebraic computation, we see that d(s) defined in (56) is expressed as
the alternating product of the dynamical Fredholm determinants dν(s) as
(59) d(s) =
d⊥∏
ν=0
dν(s)
(−1)d
⊥−ν
.
Hence, from Proposition 5.1, we see that d(s) has a meromorphic extension
to the complex plane C. Note however that Proposition 4.7 claims that d(s)
has no pole. To prove this, we have to see how the zeros of dν(s) cancel
each other in the alternative product above, by developing a cohomological
argument along the fibers of the fibration πB : B →M .
5.2. Nested invariant subspaces in Hs,r(Wˆν). We consider the exterior
derivative operators along the fibers of the fibration πB : B →M . To begin
with, we fix an arbitrary C∞ flat connection H of the vector bundle Vˆ along
the fibers of the fibration B, which is not necessarily invariant with respect
to the action of F tν . On each of the fibers of the fibration B, we trivialize the
vector bundle Vˆ so that the flat connection H looks trivial in it. Then, with
respect to such trivializations, we define the exterior derivative operators,
d
⊥
ν : Γ
∞(Wˆν)→ Γ
∞(Wˆν+1), 0 ≤ ν ≤ d
⊥ − 1
along the fibers of the fibration B. Similarly to Proposition 4.6, they extend
to bounded operators
d
⊥
ν : H
s−ν,r−ν(Wˆν)→H
s−ν−1,r−ν−1(Wˆν+1), 0 ≤ k ≤ d
⊥ − 1.
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Clearly we have d⊥k+1 ◦ d
⊥
k = 0. But note that the diagram of operators
(60)
Γ∞0 (Wˆ0)
d
⊥
0−−−−→ Γ∞0 (Wˆ1)
d
⊥
1−−−−→ · · ·
d
⊥
d⊥−1
−−−−→ Γ∞0 (Wˆd⊥)
Lˆt
0
y Lˆt1y Lˆtd⊥y
Γ∞0 (Wˆ0)
d
⊥
1−−−−→ Γ∞0 (Wˆ1)
d
⊥
2−−−−→ · · ·
d⊥
d⊥−1
−−−−→ Γ∞0 (WˆdB )
is not necessarily commutative because the flat connection H on Vˆ may not
be invariant with respect to Fˆ tν .
Below we take a nested subspaces in Γ∞0 (Wˆν) which are, in a sense, skele-
tons of the space Γ∞0 (Wˆν) with respect to the spectral property of Lˆ
t
ν . Let
us consider a local trivialization of the fibration B on U ⊂M ,
(61) κ : π−1B (U)→ U × D
where D ⊂ Rd
⊥
is the unit disk, and also that of the vector bundle Vˆ
(62) κˆ : π−1
Vˆ
(π−1B (U))→ U × D× C
dV
where dV denotes the dimension of the vector bundle Vˆ . We assume that
the local trivialization κˆ is taken so that the flat connection H viewed in it
is trivial connection on the trivial vector bundle (U × D)× CdV .
Suppose that the image of the invariant section ι : M → B in the local
chart κ is the graph of the section
(63) ικ : U → U × D.
Let µκ be the measure on U×D obtained as the image of a smooth Riemann
volume on U by ι. We write (y1, y2, · · · , yd⊥) for the standard coordinates
on D ⊂ Rd
⊥
and write ∂j for the partial differential operator by the variable
yj acting of the sections of the trivial vector bundle (U × D
d⊥)× CdV .
Remark 5.2. If we consider a C∞ flat connection on the trivial vector bundle
(U ×Dd
⊥
)×Cdν other than the trivial one, the partial differential operator
∂′i corresponding to ∂i will be written
∂′iu = ∂iu+ ψu for u ∈ Γ
∞((U × D)× CdV ),
where ψ : U × Dd
⊥
→ L(Cd
⊥
) denotes the C∞ function which takes values
in the space L(Cd
⊥
) of linear transformation on CdV .
For a multi-index α = (α(i))d
⊥
i=1 ∈ Z
d⊥
+ , we set |α| =
∑d⊥
i=1 α(i) and write
∂⊥α for the partial differential operator
∂⊥α = ∂
α(1)
1 ∂
α(2)
2 · ∂
α(d⊥)
ν
acting on the section of the trivial vector bundle (U×D)×Cdν . For a subset
I = {i(1) < i(2) < · · · < i(q)} of {1, 2, · · · , d⊥}, we set |I| = ν and consider
the differential form
(64) dyI = dyi(1) ∧ dyi(2) ∧ · · · ∧ dyi(ν) ∈ ((C
d⊥)∗)∧ν .
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We will understood it as a constant section of (U ×D)× ((Cd
⊥
)∗)∧ν . These
give a local trivialization of the vector bundle Ω(ν). Hence, together with the
local trivialization κˆ of the vector bundle Vˆ , we obtain the local trivialization
of the vector bundle3 Wˆν :
κˆν : π
−1
Wˆν
(π−1B (U))→ (U × D)× (C
dV ⊗ ((Cd
⊥
)∗)∧ν).
For integers q ≥ 0 and 0 ≤ ν ≤ d⊥, we write Dν,q for the space of
distributional section u ∈ Γ−∞(Wˆν) that is written in the form
(65)
∑
|α|≤q
∑
|I|=ν
dV∑
j=1
(ϕα,j,I · ∂
⊥
α µ) · (ej ⊗ dyI)
in each of the local trivializations as above, where {ej}
dV
j=1 is the standard ba-
sis of CdV and ϕα,j,I : U ×D→ C
dV are vector-valued function in Γ∞cu(M)
dV
with compact support. (Recall Remark 2.8 for the definition of Γ∞cu(M).)
From the fact noted in Remark 5.2, the spacesDν,q actually does not depend
on the choice of the flat connection H on Wˆν and are invariant with respect
to the action of Lˆtν : Γ
−∞(Wˆν) → Γ
−∞(Wˆν). Further, in the same manner
as in the proof of Proposition 4.5, we can prove the next lemma.
Lemma 5.3. If s < 0 is sufficiently small according to q, the space Dν,q is
contained in Hs,r(Wˆν).
Below we fix some integer q0 > 0 and consider the nest of subspaces
(66) Dν,0 ⊂ Dν,1 ⊂ · · · ⊂ Dν,q0 in Γ
−∞(Wˆν).
Thanks to Lemma 5.3, we can take and fix s < 0 < r so that we have
Dν,q0 ⊂ H
s−ν,r−ν(Wˆν) for 0 ≤ ν ≤ d
⊥. For 0 ≤ q ≤ q0, we write Dν,q for
the closure of Dν,q in H
s−ν,r−ν(Wˆν), so that we obtain the nest of closed
subspaces
(67) Dν,0 ⊂ Dν,1 ⊂ · · · ⊂ Dν,q0 in H
s−ν,r−ν(Wˆν).
The exterior derivative operator d⊥ν maps Dν,q into Dν+1,q+1 and, by con-
tinuity, maps Dν,q into Dν+1,q+1. From Remark 5.2, the transfer operator
Lˆtν preserves the spaces Dν,q and Dν,q. Hence the action of Lˆ
t
ν on the space
Dν,q0 is “triangular” in the sense that it preserves the nest of subspaces (67)
(and (66)). Further, from Remark 5.2, we see that the image of
Lˆtν+1 ◦ d
⊥
ν − d
⊥
ν ◦ Lˆ
t
ν : Dν,q → Dν+1,q+1
3Here and henceforth we ignore the orientation bundle Ω/|Ω| because it does not play
any role in it
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is contained in Dν+1,q and therefore the following diagram commutes:
(68)
Dν,q/Dν,q−1
d⊥ν−−−−→ Dν+1,q+1/Dν+1,q
Lˆtν
y Lˆtν+1y
Dν,q/Dν,q−1
d
⊥
ν−−−−→ Dν+1,q+1/Dν+1,q
even though the diagram (60) may not commutes. Recalling the argument
in the proof of Proposition 4.5 and the definition of Hs,r(V ), we see that
(69) Dd⊥,0 = ι∗(Γ
∞
cu(V )) = ι∗(H
s−d⊥,r−d⊥(V )).
5.3. Approximation by the nested subspaces Dν,q. In this subsection,
we show that that the nested subspaces Dν,q exhaust H
s−ν,r−ν(Wˆν) in rela-
tion to the spectral properties of the operators Lˆtν . Let K > 0 is an arbitrary
positive real number, we prove that the next proposition holds true if we
choose q0 > 0 and s < 0 < r according to K.
Proposition 5.4. Let 0 ≤ ν ≤ d⊥ and let σ0 ∈ C with ℜ(σ0) ≥ −K be one
of the discrete eigenvalues of the generator of the one-parameter semi-group
Lˆtν : H
s−ν,r−ν(Wˆν)→H
s−ν,r−ν(Wˆν). Then the generalized eigenspace E for
the eigenvalue σ0 is contained in Dν,q0.
Proof. Let T > 0 be a positive real number and let ψ : R → R be a C∞
non-negative-valued function supported in [T, T + 1] satisfying
∫
ψdx = 1.
Instead of the generator, we consider the bounded operator
(70) R =
∫
ψ(t)e−i·Im(σ0)t · Lˆtν dt : H
s−ν,r−ν(Wˆν)→ H
s−ν,r−ν(Wˆν).
Then E is contained in the generalized eigenspace of R for the eigenvalue
µ0 =
∫
ψ(t)e−i·Im(σ0)t · eσ0tdt =
∫
ψ(t)eRe(σ0)tdt > 0.
Letting s < 0 be sufficiently small and r > 0 be sufficiently large, we may
and do suppose that the essential spectral radius of the operatorM is smaller
than µ0. We split the spectral set of M into the finite set of discrete eigen-
values of M whose absolute values are not smaller than µ0 and the rest. We
write Hs−ν,r−ν(Vˆν) = H≥ ⊕ H< for the corresponding spectral decomposi-
tion, so that H≥ is of finite dimensional and contains u. Since the space
Γ∞0 (Vˆν) of C
∞ sections with compact support is dense in Hs−ν,r−ν(Wˆν) by
definition, the spectral projector P≥0 to H≥ (along H<) is a surjection from
Γ∞0 (Vˆν) to H≥. Hence, for any u ∈ E, we can take and fix a smooth section
u˜ ∈ Γ∞0 (Vˆν) such that P≥0u˜ = u. This implies that
(71) lim
m→∞
µ−m0 M
mu˜ = u in Hs−ν,r−ν(Wˆν).
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For the proof of the proposition, it is enough to show the claim that, for any
ε > 0, there exists arbitrarily large m > 0 and v ∈ Dν,q such that
(72) ‖µ−m0 M
mu˜− v‖Hs−ν,r−ν(Wˆν) < ε.
Below we construct such an element v ∈ Dν,q assuming that m is sufficiently
large. The point in the proof is that the support of the section Mmu˜ is
contained in the small neighborhood
Nm,i = {b ∈ B | d(b, ι(πB(b))) < Ce
−χmT }
of the attractor A = ι(M), because the semi-flow fˆ t is exponentially con-
tracting along the fibers of the fibration πB : B →M .
Let us recall the local trivializations κ and κˆ in (61) and (62). Then the
sectionMmu˜ viewed in the local trivialization κˆ is expressed as a C∞ section
h : U × D→ CdV ⊗ ((Cd
⊥
)∗)∧ν).
For each multi-index α = (αj)
d⊥
j=1 ∈ Z
d⊥
+ , we define the section
hα : U × D→ C
dV ⊗ ((Cd
⊥
)∗)∧ν)
by
hα(x, y) =
1
α!
∫
(y′ − y)αh(x, y′)dy′ : U × D→ CdV ⊗ ((Cd
⊥
)∗)∧ν)
where (x, y) denotes the coordinates on U × D and α! = α1! · α2! · · ·αd⊥ !.
Then we define a distributional section
vκ : U × D→ C
dV ⊗ ((Cd
⊥
)∗)∧ν)
by
vκ(x, y) =
∑
|α|≤q0
∂αy (hα(x, y) · δ(y − ι(x)))
=
1
α!
∑
|α|≤q0
∂αy
∫
(y′ − y)α · h(x, y′) · δ(y − ι(x))dy′.
We define a distributional section v ∈ Γ−∞(Wˆν) by patching the distribu-
tional section vκ for local trivializations κˆ that cover B, using a C
∞ partition
of unity subordinate to it. Clearly v belongs to Dν,q0 .
We check the condition (72) for the section v ∈ Dν,q0 defined above. Note
that distributional sections of the vector bundle Wˆk is an element of the
dual of the space Γ∞0 (Wˆ
†
ν ) with setting
Wˆ †ν = Vˆ
∗ ⊗ Ω(d
⊥−ν) ⊗ π∗B(|Det
∗|).
Below we confuse the (distributional) sections v and its expression in the
local trivialization κˆν and similarly for the section w ∈ Γ
∞
0 (Wˆ
†
k ). Then the
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pairing 〈v,w〉 is computed in the local trivialization as∫
dxdydy′ ·
∑
|α|≤q0
(y′ − y)α
α!
· ∂αy w(x, y) · h(x, y
′) · δ(y − ι(x))
=
∫
dxdy′ ·
∑
|α|≤q0
(y′ − ι(x))α
α!
· ∂αy w(x, ι(x)) · h(x, y
′).
By Taylor’s theorem and the fact that v (or h) is supported on Nm,i, we can
bound the quantity | 〈Mmu˜− v,w〉 | by∣∣∣∣∣∣
∫ (
w(x, y) −
∑
|α|≤q0
(y − ι(x))α
α!
· ∂αyw(x, ι(x))
)
h(x, y′)
∣∣∣∣∣∣ dxdy′
≤ Ce−(q0+1−B)χmT ·
(
max
|α|≤q0+1
‖∂αy w‖L∞
)
where we let B > 0 be a constant depending on the flow fˆ t such that
‖Mmu˜(x, y′)‖L2 ≤ Ce
BχmT .
Now we suppose that we take q0 sufficiently large so that q0 > B. Then
the last estimate implies that the difference Mmu˜− v is small when we look
at its “low frequency part”. Indeed, if we take a small constant θ > 0 and
set
χT : T
∗M → [0, 1], χT (x, ξ) = χ(‖e
−θχT · ξ‖)
where χ : R→ [0, 1] is a smooth function which takes value 1 on the region
|s| ≤ 1 while 0 on the region |s| ≥ 2, we have that
‖Op(χT )(M
mu˜− v)‖2L2 ≤ Ce
−((1−θ)(q0+1)−B)χmT .
Therefore we have the estimate
‖Op(W s,r · χT )(M
mu˜− v)‖L2 ≤ Ce
−((1−θ)(q0+1)−K−rθ)χT ,
where the right-hand side is small provided that θ > 0 is sufficiently small.
For the remaining “high-frequency parts”, we estimate each of Mmu˜ and
v as follows. For the former, the estimate (52) leads to
‖Op(W s,r · (1− χT ))M
mu˜‖2L2 ≤ Ce
−(min{|s|,r}θ−B)χT .
For the latter, we recall the argument in the proof of Proposition 4.5 and
see that
‖Op(W s,r · (1− χT ))v‖
2
L2 ≤ Ce
(−|s|θ+B′)χmT
where B′ > 0 is another constant depending on the flow fˆ t. Therefore if we
let |s| and r be sufficiently large, we obtain
‖Op(W s,r)(Mmu˜− v)‖2L2 ≤ Ce
(−min{|s|,r}θ/2)χmT .
Hence we obtain the required estimate if we let T be sufficiently large. 
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5.4. A version of Poincare´ lemma. Recall the non-commutative diagram
(60). It induces the following diagram of bounded operators, which is again
not commutative:
(73)
Hs,r(Vˆ0)
d⊥
0−−−−→ Hs−1,r−1(Vˆ1)
d⊥
1−−−−→ · · ·
d⊥
dB−1−−−−→ Hs−d
⊥,r−d⊥(VˆdB )
Lˆt0
y Lˆt1y LˆtdBy
Hs,r(Vˆ0)
d⊥
0−−−−→ Hs−1,r−1(Vˆ1)
d⊥
1−−−−→ · · ·
d⊥
dB−1−−−−→ Hs−d
⊥,r−d⊥(VˆdB )
Note that, in relation to the discrete eigenvalues in the region Re(s) > −K,
it is enough to consider the following restriction of the diagram above:
(74)
D0,q0
d
⊥
0−−−−→ D1,q0+1
d
⊥
1−−−−→ · · ·
d⊥
dB−1−−−−→ Dd⊥,q0+d⊥
Lˆt
0
y Lˆt1y LˆtdBy
D0,q0
d
⊥
0−−−−→ D1,q0+1
d
⊥
1−−−−→ · · ·
d⊥
dB−1−−−−→ Dd⊥,q0+d⊥
Note that, though this diagram is still not commutative, we obtain the
following commutative diagram by connecting (68):
(75)
Dν−1,q−1/Dν,q−2
d
⊥
ν−1
−−−−→ Dν,q/Dν,q−1
d
⊥
ν−−−−→ Dν+1,q+1/Dν+1,q
Lˆtν−1
y Lˆtνy Lˆtν+1y
Dν−1,q−1/Dν,q−2
d⊥ν−−−−→ Dν,q/Dν,q−1
d⊥ν−1
−−−−→ Dν+1,q+1/Dν+1,q
Since d⊥ν ◦ d
⊥
ν−1 = 0, the transfer operator Lˆ
t
ν acts on the cohomological
space
Lˆtν : kerd
⊥
ν /Imd
⊥
ν−1 → kerd
⊥
ν /Imd
⊥
ν−1
where we understand that d⊥ν−1 and d
⊥
ν are those in the diagram (75) and
the closures are taken in Dν,q/Dν,q−1.
In the next (or the last) subsection, we will introduce a formal adjoint of
the operator d⊥ν ,
(76) d∗ν : Dν,q → Dν−1,q−1,
and prove the following proposition. In the statement, we write Dν,q for
the closure of Dν,q in the space H
s−ν−1,r−ν−1(Wˆν) and equipped it with the
topology inherited from Hs−ν−1,r−ν−1(Wˆν). Note that we have Dν,q ⊂ Dν,q.
Proposition 5.5. The operator d∗ν extends to a bounded operator
d
∗
ν : Dν,q → Dν−1,q−1 ⊂ H
s−ν,r−ν(Vˆν).
The operator
(77) d∗ν+1 ◦ d
⊥
ν − d
⊥
ν−1 ◦ d
∗
ν − (q + d
⊥ − ν) · Id : Dν,q → Dν,q
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maps Dν,q into Dν,q−1 ⊂ Dν,q and extends to a bounded operator
(78) d∗ν+1 ◦ d
⊥
ν − d
⊥
ν−1 ◦ d
∗
ν − (q + d
⊥ − ν) · Id : Dν,q → Dν,q.
Below we prove Proposition 4.7 assuming the proposition above. Recall
Proposition 5.1 and the expression (59) of d(s). Recall also that the zeros
of the dynamical Fredholm determinant dν(s) in the half-plane Re(s) > −K
coincide with the discrete eigenvalues of the generator Aν of Lˆ
t
ν in (58) and
the multiplicity of each of such zeros coincides with the algebraic multiplicity
of the corresponding eigenvalue. For a complex number σ ∈ C with Re(s) >
−K, let Σν(σ) be the generalized eigenspace of the generator Aν for the
eigenvalue σ if σ is an eigenvalue and Σν(σ) = 0 otherwise. For the proof of
Proposition 4.7, it is enough to show that, for such a σ ∈ C,
(i) The following sequence is exact if ν < d⊥:
Σν−1(σ)
d
⊥
ν−1
−−−−→ Σν(σ)
d
⊥
ν−−−−→ Σν+1(σ)
(ii) For the case ν = d⊥, we have
Σd⊥(σ) =
(
Σd⊥(σ) ∩Dd⊥,0
)
⊕ d⊥d⊥−1(Σd⊥−1(σ)).
For 0 ≤ q ≤ q0 and 0 ≤ ν ≤ d
⊥, let Σν,q(σ) be the generalized eigenspace
for an eigenvalue σ of the generator Aν,q of the transfer operators
Ltν : Dν,q/Dν,q−1 → Dν,q/Dν,q−1.
We show that
(79) Σν−1,q−1(σ)
d
⊥
ν−1,q−1
−−−−−−→ Σν,q(σ)
d
⊥
ν,q
−−−−→ Σν+1,q+1(σ)
is exact except for the case (ν, q) = (d⊥, 0), where
d
⊥
ν,q : Dν,q/Dν,q−1 → Dν+1,q+1/Dν+1,q
denotes the operator that d⊥ν induces. Then, since the transfer operator Lˆ
t
ν
preserves the nest of closed subspaces (67), the claim (i) follows. It also
follows Σd⊥(σ) = Σd⊥,0(σ) and therefore so does the claim (ii).
We prove exactness of (79). Note that we may suppose that the finite
dimensional subspace Σν,q(σ) is contained in the closure of Dν,q in the space
Hs−ν+1,r−ν+1(Vˆν) because the generalized eigenspace Σν(σ) is intrinsic to
the transfer operator Lˆtν . Suppose that v ∈ Σν,q(σ) is represented by an
element v˜ ∈ Σν(σ) ∩ Dν,q. We assume that d
⊥
ν,qv = 0 or, in other words,
that d⊥ν v˜ ∈ Dν+1,q. If we apply the operator (78) in Proposition 5.5 to v˜,
we see
d
⊥
ν−1 ◦ d
∗
ν v˜ − ((q + d
⊥ − ν))v˜ ∈ Dν,q−1.
Then, from commutativity of the diagram (68), the element
w = [d∗ν v˜] ∈ Dν−1,q−1/Dν−1,q−2
satisfies d⊥ν−1,q−1(w) = v provided q + d
⊥ − ν > 0. This finishes the proof.
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5.5. Proof of Proposition 5.5. We define the operator d∗ν in (76) and
prove Proposition 5.5. We first consider the exterior derivative operator on
Rd
⊥
and an adjoint of it. Let us write δ for the Dirac delta function at the
origin 0 on Rd
⊥
. For any multi-index α = (αi)
d⊥
i=1 with αi ∈ Z+, we set
δ(α) =
(
∂
∂x1
)α1 ( ∂
∂x2
)α2
· · ·
(
∂
∂xd⊥
)α
d⊥
δ.
We recall the notation dyI in (64) and regard it as a constant differential
form on Rd
⊥
. For 0 ≤ k ≤ d⊥ and q ≥ 0, let Ων,q be the linear space spanned
by the differential k-forms (with distributional coefficients)
(80) δ(α)dyI
for I = {i1 < i2 < · · · < iν} with |I| = ν and α ∈ Z
d⊥
+ with |α| = q. We
define the linear operators
(81) Dν : Ων,q → Ων+1,q+1, D
∗
ν : Ων,q → Ων−1,q−1
respectively as the linear extension of the following operation:
Dν(δ
(α)dyI) =
d⊥∑
i=1
δ(α+i) · dyi ∧ dyI =
d⊥∑
i=1
(−1)♯(I,i)δ(α+i) · dyI∪{i}
and
D∗ν(δ
(α)dyI) =
d⊥∑
i=1
(−1)♯(I,i)−1αi · δ
(α−i) · dyI\{i}
where we use shorthand notation
α± i = (α1, · · · , αi ± 1, · · · , αd⊥)
and we understand that δ(α−i) = 0 (resp. dyI\{i} = 0) if αi = 0 (resp. i /∈ I).
Remark 5.6. The operator Dν is just a natural extension of the exterior
derivative operator to currents. The operator D∗ν can be understood as a
kind of adjoint of the operator Dν . Indeed we can express it as
D∗ν = (−1)
|I| · ∗−1 ◦ Dd⊥−ν ◦ ∗
for the isomorphism
∗ : Ωm,q → Ω
†
d⊥−m,q
, ∗(δ(α)dyI) = (−1)
♯IyαdyIc
where Ic = {1, 2, · · · , d⊥} \ I, yα = yα11 y
α2
2 · · · y
α
d⊥
d⊥
and Ω†m,q denotes the
linear space spanned by the differential form on Rd
⊥
of the form yαdyI with
|α| = q and |I| = ν. (♯I is taken so that dyI ∧dyIc = (−1)
♯Idy1∧· · ·∧dyd⊥ .)
We obtain the next lemma by computation.
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Lemma 5.7. We have
Dν+1 ◦ Dν = 0, D
∗
ν−1 ◦ D
∗
ν = 0
and also
(D∗ν+1 ◦ Dν +Dν−1 ◦ D
∗
ν)|Ων,q = −(q + d
⊥ − ν) · Id|Ων,q .
Next we define the operators
(82) Dν : Dν,q → Dν+1,q+1, D
∗
ν : Dν,q → Dν−1,q−1
respectively as the application of the operators Dν and D
∗
ν in (81) to each
fiber π−1B (x) with setting ι(x) as the origin. More precisely, we set up a
finite system of local trivializations κˆj , 1 ≤ j ≤ J , and introduce a C
∞
partition of unity {ρj}j∈J on B subordinate to the covering by the domain
of the local trivializations κˆj . We may and do assume that the functions ρj
are constant along the fibers of B. Then we set
Dνu =
∑
j∈J
Dν,j(ρju), D
∗
νu =
∑
j∈J
D∗ν,j(ρju)
where Dν,j and Dν,j are the application of the operators in (81) on each fiber
with setting ι(x) as the origin.
Remark 5.8. The definition of the operator Dν does not depend on the
choice of local trivializations and make a geometric sense, one because Dν
is the extension of the exterior derivative when we trivialize Vˆ using the
flat connection H. But the operator D∗ν will depend on the choice of local
trivializations.
Since the claims of Lemma 5.7 holds also for (82), Proposition 5.5 follows
if we prove the following lemma.
Lemma 5.9. The latter operator D∗ν in (81) extends to a bounded operator
D∗ν : Dν,q → Dν+1,q+1.
Proof. From the definition of the operator D∗ν using local trivialization, it is
enough to show that the operator
Di : ϕ(x, y)δ
α(y − ι(x)) 7→ ϕ(x, y)δα−i(y − ι(x)), 1 ≤ i ≤ d⊥
extends to a bounded operator from Hs−ν,r−ν(U × D) to itself. But this is
not difficult to check from the definition of the anisotropic Sobolev space
Hs−ν,r−ν(U × D) provided that s is sufficiently small, because Di is the
extension of the operator
D◦i : ϕ(x, y1, · · · , yi, · · · , yd⊥) 7→
∫ yi
−∞
ϕ(x, y1, · · · , y
′
i, · · · , yd⊥)dy
′
i
to the space of distributions and the latter4 corresponds to the division by
the function ξi (the dual variable of yi) on the Fourier space. 
4We actually have to restrict the domain of D◦i so that the functions and their image
are both compactly supported.
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