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RÉSUMÉS Résumés  
Résumés de la thèse 
Résumé français :  
 
  L’étude des  interactions entre un pathogène et son hôte, bien qu’ayant généralement pour 
objectif  de  contrôler  l’infection  par  le  pathogène,  permet  parfois  de  découvrir  des  éléments 
fondamentaux  sur  le  fonctionnement de  l’hôte.  J’ai  choisi d’étudier  les  fonctions  cellulaires d’une 
protéine initialement identifiée comme un facteur de restriction du VIH‐1. 
  SAMHD1 (SAM domain and HD domain‐containing protein 1) est une protéine exprimée dans 
la plupart des  tissus humains. Elle est capable d’hydrolyser  les déoxyribonucléotides  triphosphates 
(dNTP) cellulaires et possède une activité nucléase ciblant différents acides nucléiques dont les ARN 
simple brin in vitro.  
  Des  mutations  dans  le  gène  SAMHD1  entraînent  le  développement  d’une  maladie 
auto‐immune  pouvant  conduire  à  la mort  précoce  des  nourrissons,  ce  qui  suggère  un  rôle  de  la 
protéine correspondante dans la régulation de la réponse immunitaire. Il a été montré que SAMHD1 
est un facteur de restriction capable d’empêcher l’infection de cellules ne se divisant pas par le VIH‐1. 
La protéine virale Vpx, exprimée par le VIH‐2, est capable d’induire la dégradation de SAMHD1 par le 
protéasome et permet de rendre permissives  les cellules  initialement résistantes à  l’infection par  le 
VIH.  
  SAMHD1 est en réalité capable de restreindre l’infection par des virus aussi différents que les 
rétrovirus  et  le  virus  de  l’herpès  simplex  1. Néanmoins,  le mécanisme  permettant  à  SAMHD1  de 
contrecarrer  différents  virus  reste  aujourd’hui  sujet  à  controverse.  Initialement  considéré  comme 
agissant en dégradant  les dNTP cellulaires, SAMHD1 semble également capable de dégrader  l’ARN 
génomique du VIH‐1. 
  Si de nombreux  travaux portent  sur  l’activité antivirale de SAMHD1, peu de données  sont 
disponibles concernant la fonction cellulaire de cette protéine. Or SAMHD1 est capable de réguler la 
quantité  de  dNTP  cellulaires  et  d’interagir  avec  certains  acides  nucléiques.  Ces  données  font  de 
SAMHD1 un acteur potentiel de différents processus cellulaires fondamentaux sensibles à la quantité 
intracellulaire de dNTP, notamment la réplication du génome ou la réparation des dommages à l’ADN. 
  J’ai montré au cours de mon doctorat que SAMHD1 module le cycle cellulaire et notamment 
que la surexpression de cette protéine ralentit la prolifération cellulaire. J’ai également observé que la 
surexpression  de  SAMHD1  augmente  la  sensibilité  des  cellules  aux  agents  induisant  des  ruptures 
double brin de  l’ADN. De plus,  j’ai découvert qu’en cas de ruptures double brin de  l’ADN cellulaire, 
SAMHD1 est régulé de façon spécifique par phosphorylation sur sa thréonine 592 et est recruté aux 
sites de cassures. 
  D’autres  travaux ont confirmé  l’importance de  la  régulation de SAMHD1 au cours du cycle 
cellulaire, sa surexpression et sa réduction induisant toutes deux un ralentissement de la prolifération 
cellulaire. En complément de mes résultats, quelques études suggèrent que SAMHD1 joue un rôle dans 
le maintien de l’intégrité du génome, qui pourrait être dû à son effet sur la réponse aux dommages à 
l’ADN. Dans l’ensemble, ces résultats font de SAMHD1 un garant de l’homéostasie cellulaire. 
  J’ai de plus montré que  l’expression de SAMHD1 est réduite chez environ 80% des patients 
souffrant de leucémie lymphoïde chronique. La perte de cette protéine est donc corrélée à l’apparition 
d’une maladie  découlant  de  la  perturbation  du  fonctionnement  cellulaire.  L’étude  d’échantillons 
d’autres types de tumeurs montre que, dans de moindres proportions, l’altération de l’expression de 
SAMHD1 est une caractéristique générale des cancers.  
  Mes travaux de doctorat soulignent ainsi le rôle fondamental de SAMHD1 dans le maintien de 
l’intégrité cellulaire. 
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English Abstract: 
 
Understanding host pathogen interactions reveals not only important information regarding 
the replication cycle of the pathogen but it often leads to the discovery and better understanding of 
key biological processes of the host. The aim of my PhD was to decipher the cellular functions of the 
HIV‐1 restriction factor SAMHD1. 
  SAMHD1  (SAM domain  and HD domain‐containing protein 1)  is expressed  in most human 
tissues.  This  protein  is  able  to  hydrolyze  cellular  deoxyribonucleotides  triphosphate  (dNTP)  and 
possesses a nuclease activity primarily against single stranded RNA. 
  Mutations in SAMHD1 have been described in patients suffering from an auto‐immune disease 
causing premature death of newborns. This phenotype suggests a role of SAMHD1  in the control of 
immune response. Moreover, SAMHD1 restricts HIV‐1 in non‐cycling cells. The HIV‐2 accessory protein 
Vpx induces SAMHD1 degradation by the proteasome, conferring cell permissiveness to HIV. 
  In fact, the antiviral activity of SAMHD1 has been extended to other viruses including Herpes 
Simplex Virus 1 and Hepatitis B virus. Nevertheless,  the mechanism by which SAMHD1 restrict HIV 
replication  is debated.  It was  initially thought to act by depleting the dNTP pool but recent studies 
highlighted a potential role of SAMHD1 nuclease function in degrading HIV‐1 genomic RNA. 
  Many  studies aiming at understanding  the antiviral activity of SAMHD1 are being pursued, 
whereas  little  is known about the cellular function of this protein. The fact that SAMHD1  is able to 
regulate the cellular dNTP pool and to interact with nucleic acids suggests a key role of this protein in 
cellular processes, such as DNA replication and repair. 
  During my PhD, I showed that SAMHD1 modulates the cell cycle, as the overexpression of this 
protein slows down cell proliferation. I also observed that SAMHD1 overexpression increases cellular 
sensitivity  to double  strand DNA breaks‐inducing agents. Moreover  I discovered  that, after double 
strand breaks induction, SAMHD1 is specifically regulated by phosphorylation on its threonine 592 and 
recruited at the damaged sites. 
  Other  studies  confirmed  the  importance  of  SAMHD1  regulation  along  the  cell  cycle  as  its 
overexpression and depletion both decrease cell proliferation. In addition to my observations, some 
studies suggested that SAMHD1  is  important to maintain genomic  integrity, presumably through  its 
implication  in DNA  repair.  Altogether,  these  results  promote  SAMHD1  as  a  key  player  in  cellular 
homeostasis. 
  I additionally showed that SAMHD1 expression  is reduced  in 80% of patients suffering from 
chronic  lymphocytic  leukemia  (CLL). SAMHD1  loss  is  therefore correlated  to  the development of a 
disease due to disturbances of cellular integrity. Looking at samples from different types of tumors, I 
showed that SAMHD1 loss is shared between all tested cancers, although at lesser extent than in CLL. 
  My PhD work underlines the central role of SAMHD1 to maintain cellular integrity.  
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Résumés de thèse vulgarisés  
Résumé français : 
 
  Les virus utilisent nos cellules pour se multiplier. Ainsi, en cherchant à comprendre comment 
les  bloquer,  on  fait  parfois  des  découvertes  fondamentales  sur  le  fonctionnement  des  cellules 
humaines. 
  J’ai étudié SAMHD1, une protéine capable d’empêcher le virus du SIDA d’infecter certaines de 
nos cellules, pour connaître ses autres fonctions. J’ai d’abord découvert qu’une augmentation de  la 
quantité de SAMHD1 ralentit la vitesse à laquelle nos propres cellules se multiplient et favorise leur 
mort si leur matériel génétique est trop abimé.  
  Or les cellules cancéreuses sont connues pour leurs capacités anormales de multiplication et 
de survie. J’ai donc mesuré la quantité de SAMHD1 dans des cellules de tumeurs et j’ai observé que 
SAMHD1 avait disparu de certaines d’entre elles. 
  Ces résultats montrent que SAMHD1 n’est pas seulement capable de bloquer le virus du SIDA 
mais est nécessaire au bon  fonctionnement de nos  cellules et pourrait éventuellement bloquer  le 
développement des cancers. 
 
English Abstract: 
 
  Viruses are able to use our cells to multiply themselves. This  is why we sometimes discover 
interesting things about our own biology while trying to find a way to block viruses. 
  I have studied SAMHD1, a protein able to protect some of our cells from the AIDS virus, to 
uncover its others functions. First, I discovered that an increase of SAMHD1 quantity slows down the 
multiplication rate of our own cells and promotes their death if their genetic material is too damaged. 
  As  cancer  cells are  known  for  their abnormal abilities  to multiply and  survive,  I measured 
SAMHD1 amounts  in cancerous cells from patients.  I then observed that SAMHD1 had disappeared 
from some of them. 
  These results show that SAMHD1 is not only able to block the AIDS virus but is also required 
for the proper functioning of our cells, and may be able to prevent cancers development.  
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Table des abréviations 
 
AAV : virus associés aux adénovirus 
ADN : acide désoxyribonucléique 
ADNc : ADN complémentaire 
AGS : syndrome Aicardi‐Goutière 
ARN : acide ribonucléique 
ARNm : ARN messager 
ARNt : ARN de transfert 
ARNr : ARN ribosomal 
CaMV : virus de la mosaïque du chou‐fleur 
CDC : center for disease control 
CDK : kinase dépendante des cyclines 
cnLOH : perte d’hétérozygotie neutre en nombre 
de copies 
CPT : camptothécine 
CRL4 : culline ring ligase 4 
CTE : constitutive transport element 
dATP : désoxyadenosine triphosphate 
dCTP : désoxycytidine triphosphate 
DD : domaines de mort 
dGTP : désoxyguanosine triphosphate 
dNTP : désoxynucléoside triphosphate 
dTTP : désoxythymidine triphosphate 
EIAV : virus de l’anémie infectieuse des équidés 
GDP : guanosine diphosphate 
GPI : glycosylphosphatidylinositol 
GTP : guanosine triphosphate 
GTPase : GTP hydrolase 
HERV : retrovirus endogène humain 
HSV‐1 : virus herpes simplex 1 
HTLV‐1 : virus T‐lymphotropique humain 1 
IAP : protéines inhibant l’apoptose 
ires : interféron 
 
 
 
IL : interleukine 
IN : intégrase 
IRES : site d’entrée interne des ribosomes 
IRF : interferon regulatory factor 
ISG : gènes stimulés par l’interféron 
ITAF : facteurs trans‐activateurs des IRES 
ITR : répétition terminale inversée 
LINE : long élément nucléaire intercalé 
LLA‐B : leucémie lymphoïde aigue B 
LLA‐T : leucémie lymphoïde aigue T 
LLC : leucémie lymphoïde chronique 
LMA : leucémie myéloïde chronique 
LMC : leucémie myéloïde aigue 
lncARN : long ARN non codant 
LTR : longue répétition terminale 
MA : matrice 
MAPK : mitogen‐activated protein kinase 
miR : microARN 
MLV : virus de la leucémie murine 
MMC : mitomycine C 
MMS : méthanesulfonate de méthyle 
MPMV : virus Mason‐Pfizer du singe 
NC : nucléocapside 
NHEJ : jonction d’extrémités non homologues 
NTP : nucléoside triphosphate 
ORF : cadre ouvert de lecture 
PAMP : motif moléculaire associé aux 
pathogènes 
PBMC : cellules mononuclées du sang 
périphérique 
PIC : complexe de pré‐intégration 
PR : protéase 
PRR : récepteur reconnaissant les pathogènes 
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PRRSV : virus du syndrome reproducteur et 
respiratoire porcin 
pTEFb : positive transcription elongation factor b 
qPCR : réaction de polymérisation en chaîne 
quantitative 
RNR : ribonucléotide réductase 
RRE : élément de réponse à Rev 
RT : transcriptase inverse 
SAM : sterile alpha motif 
SCF : skp, culline, F‐box 
SEC : complexe de super élongation 
shARN : petit ARN en épingle à cheveux 
SIDA : syndrome d’immunodéficience acquise 
SINE : petit élément nucléaire intercalé 
siRNA : ARN interférent 
snARN : petit ARN nucléaire 
SV40 : virus simien 40 
T592 : thréonine 592 
TAR : élément de réponse à la transactivation 
TLR : récepteur Toll‐like  
uORF : ORF en amont 
UTR : région non traduite 
VHB : virus de l’hépatite B 
VHC : virus de l’hépatite C 
VIB : virus de l’immunodéficience bovin 
VIF : virus de l’immunodéficience félin 
VIH : virus de l’immunodéficience humain 
VIS : virus de l’immunodéficience simien 
VLA : virus de la leucémie aviaire 
VMT : virus de la mosaïque du tabac 
VSV : virus de la stomatite vésiculaire 
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INTRODUCTION   
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Préambule 
 
  A chaque règle énoncée en biologie correspond au moins un virus capable de  la contredire. 
Cette observation va des règles générales telles que « l’acide désoxyribonucléique (ADN) est le support 
de  l’information  génétique  (Alberts  et  al.,  2008)  »  aux  règles  plus  spécifiques,  y  compris  celles 
concernant les virus eux‐mêmes et notamment leur taille maximale qui ne cesse d’être augmentée par 
la découverte de virus de plus en plus volumineux (Etten et al., 2010). Les virus sont de tels briseurs de 
dogmes biologiques qu’ils suscitent de nombreuses discussions sur la définition même du « vivant » 
(Forterre, 2012). 
  Cet aspect atypique et cette diversité sans limites apparentes sont parmi les intérêts majeurs 
de  la  virologie  sur  les  plans  intellectuel  et  scientifique.  A  cela  s’ajoute  le  fait  que  les  virus  sont 
dépendants de cellules hôtes infectées pour se multiplier. Ainsi, l’étude de la réplication d’un virus est 
souvent  intimement  liée  à  l’étude  de  la  cellule  qu’il  infecte  et  la  recherche  sur  les  interactions 
hôtes‐pathogènes est à l’origine de découvertes majeures dans le champ de la biologie cellulaire.  
  Tout cela fait de  la virologie une discipline pionnière en biologie, à  l’origine de nombreuses 
découvertes fondamentales, de nombreux concepts novateurs et de plus en plus d’outils moléculaires. 
 
  Mon doctorat a été consacré à l’étude de SAMHD1 (SAM domain and HD domain‐containing 
protein 1), un facteur de restriction du Virus de l’Immunodéficience Humaine (VIH) identifié en 2011. 
En  effet,  peu  d’informations  étaient  alors  disponibles  sur  cette  protéine  au‐delà  de  son  activité 
antivirale. Mes travaux se sont orientés vers la caractérisation des fonctions cellulaires de SAMHD1.  
  Cela m’a conduite à m’intéresser à différents processus cellulaires susceptibles de réguler ou 
d’être régulés par SAMHD1, parmi  lesquels on trouve essentiellement des processus  liés aux acides 
nucléiques tels que la réplication et la réparation des dommages à l’ADN.  
  J’ai également travaillé sur trois autres projets indépendants qui ne seront pas présentés dans 
ce manuscrit. Ils concernent la régulation de SAMHD1, par la protéine Vpx ou par d’autres facteurs, et 
la régulation de la protéine Vpx elle‐même. 
 
I/ La virologie, une discipline pionnière  
 
A/ Découverte d’activités catalytiques nouvelles : exemple de la transcription 
inverse 
1/ Le dogme central de la biologie moléculaire face à la transcription inverse 
 
  Le dogme central de la biologie moléculaire a été énoncé par Francis Crick dans une note datée 
de 1956 (Crick, 1956), en tant que concept non étayé par des preuves expérimentales solides. Il y fait 
à  nouveau  référence  dans  une  publication  datée  de  1958  (Crick,  1958),  rassemblant  les  données 
expérimentales  disponibles  à  l’époque  concernant  la  synthèse  des  protéines.  Ce  dogme  est 
généralement énoncé de  la façon suivante  : «  l’information génétique, ou gène, sous forme d’ADN 
peut être transcrite sous forme d’une molécule d’acide ribonucléique (ARN) mobile qui sera à son tour 
traduite pour donner une protéine ». En réalité, Crick avait une vision moins affirmative et s’inscrivait 
dans une logique de réflexion sur le transfert d’information dans les cellules. Il insistait essentiellement 
sur  le fait que d’après  lui  l’information pouvait passer des acides nucléiques aux protéines mais ne 
pouvait pas effectuer le chemin inverse. 
 
  Dans son premier manuscrit (Crick, 1956), il considère l’ARN uniquement en tant que support 
d’information pour la traduction des protéines et précise que les ARN néosynthétisés sont rapidement 
dégradés s’ils ne sont pas associés à  la machinerie de traduction (encore  inconnue à  l’époque). Dès 
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cette publication, il évoque la possibilité de synthèse d’ARN à partir d’ARN et suggère sans détailler 
son propos la possibilité d’un transfert d’information de l’ARN à l’ADN, bien que celui‐ci lui paraisse 
moins probable que le transfert en sens inverse (Figure 1). 
 
 
 
Figure 1 : schéma d’après F. Crick, en 1956 (Crick, 1956). Dans cette première formulation du dogme central de 
la biologie moléculaire, le transfert d’information est envisagé comme possible (flèches pleines bleues), possible 
mais peu probable (flèche bleue pointillée) ou impossible (flèches rouges pleines) entre certains types de 
biomolécules. 
 
  Dès son article de 1958 (Crick, 1958), Crick utilise des expériences réalisées sur des virus pour 
soutenir  son  raisonnement  sur  la  nature  de  l’ARN.  Il  fait  notamment  référence  aux  travaux  de 
Fraenkel‐Conrat. Ce dernier  a montré que des plantes  inoculées  simultanément  avec  l’ARN d’une 
première souche de virus de la mosaïque du tabac (VMT) et les protéines d’une seconde souche de 
VMT produisent un virus identique à celui de la première souche (Fraenkel‐Conrat, 1956). Ce sont donc 
déjà des études de virologie qui ont amené Crick à considérer l’ARN comme un support d’information 
dirigeant la synthèse protéique.  
 
  Mais  la virologie est également à  l’origine du premier grand chamboulement de ce dogme 
puisqu’elle a permis de montrer que le transfert d’information de l’ARN vers l’ADN, que Crick estimait 
initialement peu probable, était bel et bien possible. En effet, en 1970, Baltimore a montré que  les 
particules virales de deux virus à ARN oncogènes, le virus du sarcome de Rous et le virus de la leucémie 
murine de Rauscher,  contiennent une enzyme  capable de  synthétiser de  l’ADN à partir d’ARN  :  la 
transcriptase inverse (Baltimore, 1970). Dans la même édition de la revue Nature, Temin et Mizutani, 
qui postulaient  l’existence d’une  telle  activité  catalytique  depuis plusieurs  années, ont publié des 
résultats  similaires concernant  le virus du  sarcome de Rous et  le virus de  la myéloblastose aviaire 
(Temin and Mizutani, 1970). 
  Ainsi, lorsque Crick reformule le dogme central de la biologie moléculaire en 1970 (Crick, 1970), 
il considère comme des mécanismes généraux  les transferts d’information de  l’ADN vers  l’ADN, de 
l’ADN vers l’ARN et de l’ARN vers les protéines et décrit une nouvelle classe de « transferts spéciaux », 
n’ayant pas lieu dans la plupart des cellules mais restant possibles dans des conditions particulières. Il 
y  inclut notamment  les transferts d’information de  l’ARN vers  l’ARN  (Baltimore and Franklin, 1962; 
Baltimore et al., 1963) et de  l’ARN vers  l’ADN tout en rappelant que ceux‐ci n’ont été observés que 
dans des cellules infectées par certains virus. 
  En moins de quinze ans,  la découverte par des virologues d’activités enzymatiques de  type 
transcriptase inverse, capables de synthétiser de l’ADN à partir d’ARN, est venue nourrir la formulation 
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d’une théorie de référence en biologie moléculaire. Cette découverte fondamentale a d’ailleurs valu 
le Prix Nobel de médecine à ses auteurs David Baltimore et Howard Martin Temin en 1975, prix partagé 
avec Renato Dulbecco.    
 
2/ Importance biologique des rétro‐éléments 
 
  Assez rapidement après la découverte des transcriptases inverses virales, des traces d’activités 
comparables ont été détectées dans les génomes de Mammifères sous la forme de rétrotransposons 
(Hollis et al., 1982; Nishioka et al., 1980; Sharp, 1983) et de rétrovirus endogènes (Lueders and Kuff, 
1977). Les rétro‐éléments sont définis comme des éléments mobiles du génome dont la duplication 
nécessite un  intermédiaire  sous  forme d’ARN  servant de  support à une  transcriptase  inverse pour 
permettre la synthèse d’une copie ADN qui sera intégrée dans un nouveau locus (Figure 2, partie de 
gauche).  
Parmi ceux‐ci se trouvent les rétrovirus endogènes. Ces éléments ont une structure identique 
à celle du génome des rétrovirus mais ont généralement accumulé des mutations inactivant certains 
de leurs gènes ce qui les empêche de se multiplier comme les rétrovirus dans le cadre d’une infection. 
Certains  rétrovirus  endogènes,  comme  l’élément HERV‐K  (Human  Endogenous RetroVirus–K)  chez 
l’Homme, sont néanmoins capables de conduire à la production de particules virales mais ces dernières 
ne sont pas infectieuses (Bieda et al., 2001). 
Le  second  type  de  rétro‐éléments,  les  rétrotransposons,  est  subdivisé  en  deux  grandes 
familles. Les  rétrotransposons à LTR  (Long Terminal Repeats) ont une structure proche de celle du 
génome des rétrovirus mais ne possèdent pas de gène Env et ne sont donc pas capables de permettre 
la  production  de  particules  virales.  Les  rétrotransposons  sans  LTR  ont  une  structure  plus  simple. 
Certains, comme  les LINEs, codent  leur propre  transcriptase  inverse alors que d’autres, comme  les 
SINEs, sont dépendants de la transcriptase inverse d’autres rétro‐éléments (Tableau 1).  
  Le  génome  humain  comprend  également  des  éléments  transposables  (Liebermann  et  al., 
1986) dont  la duplication ne nécessite pas  le passage par un  intermédiaire ARN  :  les  transposons 
(Figure 2, partie de droite). Identifiés chez le maïs par Mc Clintock dès 1951 (McClintock, 1951), ces 
Tableau 1 : récapitulatif des principales classes d’éléments mobiles retrouvés dans le génome humain. La dernière 
colonne indique la proportion du génome humain constituée par le type d’élément considéré. 
ITR : Répétitions Terminales Inversées, P : promoteur, SNC : Séquence Non Codante,  
LTR : Longues Répétitions Terminales, ORF : cadre ouvert de lecture,  
Gag/Pol/Env/transposase : gènes correspondant aux ORF identifiés. 
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éléments sont directement excisés du génome et insérés à un nouveau locus par une enzyme de type 
transposase (Tableau 1).  
 
  A  l’heure actuelle, on considère que  le génome humain contient 3% de transposons, 8% de 
rétrovirus endogènes et de rétrotransposons à LTR et plus de 34% de rétrotransposons sans LTR, ce 
qui  revient  à  dire  que  l’ensemble  des  éléments  mobiles  représente  environ  45%  du  génome 
(Consortium,  2002).  Si moins  de  2%  du  génome  humain  contiennent  des  séquences  codant  des 
protéines,  il est désormais bien connu que  les 98%  restants ne  sont pas de  l’ADN « poubelle » et 
possèdent un certain nombre de fonctions (Palazzo and Gregory, 2014). Ainsi, l’impact des éléments 
mobiles  sur  les  génomes  n’est  pas  seulement  quantitatif,  il  est  également  fonctionnel.  En  effet, 
l’insertion d’éléments mobiles dans  les gènes cellulaires est susceptible de modifier  leur expression 
selon différents mécanismes (Alberts et al., 2008). En apportant un codon stop au milieu d’un gène, 
les éléments transposables peuvent empêcher l’expression de la protéine correspondante. Ils peuvent 
également perturber  l’épissage des ARN messagers et  conduire  à des  rétentions d’introns ou des 
pertes d’exons qui aboutissent à  la production d’une protéine nouvelle (Cordaux and Batzer, 2009). 
Ainsi, en agissant directement sur  la séquence codante,  les éléments mobiles du génome peuvent 
conduire à des pertes ou des gains de fonction des gènes cellulaires. 
  Mais  l’insertion  d’éléments  transposables peut  également modifier  l’expression des  gènes 
cellulaires sans altérer  la  séquence codante, via une  régulation quantitative de  la  transcription. En 
effet, certains  rétro‐éléments, notamment ceux contenant des LTR, ont une action promotrice  sur 
l’expression des gènes (Cohen et al., 2009). En s’insérant en amont d’une séquence codante, ils vont 
donc augmenter sa transcription, que celle‐ci corresponde à un gène entier où à une portion de gène.  
   
  Les éléments mobiles, constitués à plus de 90% de rétro‐éléments chez l’Homme, sont donc 
des architectes clés des génomes, y compris des génomes de Mammifères. Susceptibles d’altérer  le 
fonctionnement  de  la  cellule,  ils  sont  finement  régulés  par  celle‐ci  en  permanence,  au  niveau 
transcriptionnel et au niveau post‐transcriptionnel (Rowe and Trono, 2011).  
 
 
 
Figure 2 : schéma récapitulant les acides nucléiques intermédiaires impliqués dans le 
mécanisme de transposition des rétro‐éléments et des transposons. 
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B/ Les virus comme moteurs évolutifs  
1/ Les syncytines ou la création d’une Classe 
 
  L’intégration d’éléments  viraux dans un  génome  cellulaire  est  susceptible de modifier  son 
expression et de causer des pathologies mais elle constitue également un moteur évolutif important 
via l’apparition de nouvelles protéines possédant de nouvelles fonctions potentiellement profitables 
pour l’hôte. 
 
  L’exemple  le plus marquant de fonction apportée par  l’intégration de séquences virales est 
vraisemblablement celui ayant conduit à  l’apparition de  la placentation au cours de  l’évolution des 
Tétrapodes. En 2000, des chercheurs ont observé que la protéine d’enveloppe du rétrovirus endogène 
défectif  HERV‐W  est  très  fortement  exprimée  dans  le  placenta,  notamment  au  niveau  du 
syncytiotrophoblaste,  une  structure  syncitiale  ayant  l’épaisseur  d’une  cellule  unique  qui  forme  la 
couche  externe  du  placenta  humain.  Ils  ont  montré  que  cette  protéine  permet  la  fusion  de  la 
membrane plasmique des cellules qui l’expriment avec d’autres cellules ou avec des liposomes (Mi et 
al.,  2000).  Les  propriétés  fusogènes  de  cette  protéine  et  son  profil  d’expression  très  particulier 
suggèrent  qu’elle  pourrait  jouer  un  rôle  dans  la  fusion  des  cytotrophoblastes  pour  former  le 
syncytiotrophoblaste, c’est pourquoi elle a été appelée syncytine (Mi et al., 2000). 
   Il  a  par  la  suite  été montré  que  l’expression  de  cette  protéine  d’origine  rétrovirale  était 
contrôlée  par  un  facteur  de  transcription  spécifique  du  placenta  :  GCMa  (Yu  et  al.,  2002).  Cela 
s’explique par le fait que le site d’intégration du rétrovirus ancestral est localisé en aval de deux sites 
de fixation de GCMa. De plus, une deuxième syncytine a par la suite été décrite chez l’Homme. Comme 
la première, elle est spécifiquement exprimée dans le placenta, possède des capacités fusogènes, et 
correspond au gène d’enveloppe encore fonctionnel d’un rétrovirus endogène, HERV‐FRD (Blaise et 
al., 2003). 
 
  Sur  le plan  évolutif,  il  est  intéressant  de noter  que,  contrairement  à  la plupart des  gènes 
d’enveloppe des rétrovirus endogènes, l’étude des séquences des gènes des syncitines 1 et 2 ne révèle 
pas de polymorphisme. Cette conservation de séquence est  le signe d’une sélection positive  forte, 
suggérant que les protéines correspondantes ont une fonction biologique essentielle. Cependant, ces 
deux  gènes  n’ont  été  retrouvés  que  chez  une  partie  des Mammifères  :  les  Primates  Simiens  (de 
Parseval et al., 2005). Néanmoins, d’autres données expérimentales ont conduit à supposer que des 
événements d’insertion différents mais du même type sont également à  l’origine de  l’apparition du 
placenta chez les autres Mammifères. 
  Il  s’avère en effet que des gènes  comparables aux  syncytines 1 et 2 des Primates ont été 
trouvés chez d’autres espèces. Ainsi, chez la souris, deux gènes d’enveloppe présents sous formes de 
copies  uniques  et  non  apparentés  aux  rétrovirus  endogènes murins  connus  codent  des  protéines 
exprimées dans le syncytiotrophoblaste et possédant des propriétés fusogènes : les syncytines A et B 
(Dupressoir et al., 2005). Des orthologues de ces deux gènes ont été  identifiés chez  l’ensemble des 
Muridés  mais  pas  chez  les  autres  Rongeurs.  Ils  présentent  des  marqueurs  de  sélection  positive 
suggérant leur importance fonctionnelle. D’autres travaux menés sur des modèles murins ont permis 
de réellement mettre en évidence le rôle des protéines correspondantes dans la formation du placenta 
chez la souris (Dupressoir et al., 2011, 2009). 
  En plus des Primates et des Rongeurs, des syncytines ont été  identifiées chez  les Léporidés 
(non partagée par  les autres Lagomorphes)  (Heidmann et al., 2009),  les Carnivores  (Cornelis et al., 
2012),  les  Ruminants  (Cornelis  et  al.,  2013),  les  Tenrécidés  (Cornelis  et  al.,  2014),  une  famille  du 
super‐ordre des Afrothériens, et certains Marsupiaux (Cornelis et al., 2015) (Figure 3).  
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  L’ensemble de ces découvertes montre que la récupération de gènes d’enveloppe viraux a joué 
un rôle fondamental dans l’apparition du placenta et donc de la classe des Mammifères. Néanmoins 
un certain nombre de questions restent encore sans réponse.  
Tout  d’abord,  il  parait  surprenant  que  la  protéine  à  l’origine  de  la  capacité  fusogène  des 
cellules  placentaires  puisse  avoir  des  origines  indépendantes  chez  différents  Mammifères.  Cela 
suggèrerait que l’apparition du placenta puisse être une forme de convergence évolutive, ce qui n’est 
pas cohérent avec l’ensemble des données phylogénétiques concernant l’évolution des Mammifères. 
L’hypothèse  la  plus  probable  est  qu’une  syncytine  «  originelle  »  ait  été  récupérée  par  l’ancêtre 
commun des Mammifères mais que  les  rétentions  indépendantes d’autres  syncytines au  cours de 
l’évolution aient conduit à sa disparition progressive, si bien qu’elle n’est plus facilement identifiable 
aujourd’hui  (Dupressoir et al., 2012). La découverte de  trois gènes de  type  syncytine à des degrés 
d’exaptation  différents  et  témoignant  de  trois  insertions  différentes  au  cours  du  temps  chez  les 
Marsupiaux va dans le sens de cette hypothèse (Cornelis et al., 2015). 
Dans  cette  logique d’évolution divergente des mécanismes de  formation placentaire après 
l’apparition du placenta, des travaux sont actuellement menés pour essayer de déterminer dans quelle 
mesure  les différences physiologiques entre  les placentas des différents Mammifères peuvent être 
Figure 3 : arbre phylogénétique des Mammifères récapitulant les événements d’insertion de syncytines actuellement 
répertoriés. Ces derniers sont symbolisés par des triangles rouges. Pour ne pas surcharger la figure, seuls les clades au 
sein desquels ces insertions ont eu lieu sont détaillés dans la structure de l’arbre (Cornelis et al., 2015; Romanenko et al., 
2012; Springer and Murphy, 2007).  
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expliquées par l’implication de différentes syncytines dans leur formation. Par exemple, chez l’Homme, 
les syncytines 1 et 2 sont co‐exprimées dans une enveloppe syncytiotrophoblastique unique alors que 
chez  la  souris  les  syncytines  A  et  B  sont  exprimées  séparément,  dans  deux  enveloppes 
syncytiotrophoblastiques différentes (Dupressoir et al., 2011, 2012). 
Enfin, la fonction originelle ayant conduit à la sélection des syncytines après leur insertion dans 
le génome viral est elle aussi sujette à discussion. En effet, il est connu que les protéines d’enveloppe 
des  rétrovirus peuvent  également  posséder  une  activité  immunosuppressive  (Schlecht‐Louf  et  al., 
2010) et  il  s’avère que  le domaine  responsable de cette activité est conservé chez  l’ensemble des 
syncytines identifiées à ce jour. Cela soulève la question suivante : est‐ce que les syncytines ont été 
sélectionnées pour leur activité fusogène ou pour leur activité immunosuppressive (Dupressoir et al., 
2012) ? En effet, une des particularités de  la gestation est que  l’organisme de  la mère doit pouvoir 
tolérer  l’organisme  du  fœtus,  qui  devrait  être  reconnu  comme  un  corps  étranger  par  le  système 
immunitaire  maternel.  On  peut  ainsi  considérer  que  du  point  de  vue  évolutif,  l’apparition  d’un 
mécanisme d’immunosuppression  locale est essentiel à  l’apparition de  la gestation  in utero, avant 
même  la mise en place d’un organe  comme  le placenta.  Le  fait que  la  syncytine  la plus ancienne 
observée  chez  les Marsupiaux, qui  connaissent une période de gestation  in utero en  l’absence de 
placenta développé, ne soit pas fusogène mais possède un domaine immunosuppresseur fonctionnel 
et conservé va dans le sens de cette hypothèse (Cornelis et al., 2015). Les protéines d’origines virales, 
sélectionnées  pour  leurs  fonctions  immunosuppressives,  auraient  alors  déterminé  la  structure  du 
placenta des Mammifères par leurs capacités fusogènes. 
 
2/ Reproduction sexuée et dynamique du chat du Cheshire 
 
  Des travaux menés sur des organismes unicellulaires ont amené des chercheurs à supposer 
que  le  rôle des virus dans  la  reproduction dépasse  largement  la  classe des Mammifères puisqu’ils 
pourraient être à l’origine de la reproduction sexuée.  
 
  Cette hypothèse vient de l’étude d’un coccolithophoridé, c’est‐à‐dire d’une algue unicellulaire 
pélagique entourée par des plaques de calcite portant le nom de coccolithes : Emiliania huxleyi. Les 
coccolithophoridés  jouent  un  rôle  essentiel  dans  le  cycle  du  carbone.  En  effet,  ils  piègent  le  CO2 
atmosphérique dans  leurs  coccolithes qui, notamment  lors de  la mort  de  l’algue,  finissent  par  se 
déposer  sur  les  fonds marins où  ils  sédimentent pour donner de  la  craie.  Le  rôle potentiel de  ces 
organismes dans la réponse environnementale à l’augmentation actuelle des gaz à effet de serre est 
d’ailleurs fortement débattu (Iglesias‐Rodriguez et al., 2008; Riebesell et al., 2000). 
  Ces coccolithophoridés sont à l’origine d’efflorescences algales visibles depuis l’espace car leur 
protection de calcite est capable de réfracter  la  lumière et qu’elles peuvent s’étendre sur plusieurs 
dizaines de milliers de kilomètres carrés. Emiliania huxleyi est  l’espèce de coccolithophoridé  la plus 
abondante numériquement, on la retrouve dans une grande partie des eaux du globe. Une meilleure 
connaissance de ce micro‐organisme particulier pourrait ainsi permettre d’améliorer les modèles de 
perturbation du cycle du carbone. 
  Comme  beaucoup  de microalgues,  Emiliania  huxleyi  existe  sous  deux  formes  :  une  forme 
diploïde se reproduisant essentiellement par mitose et une forme haploïde pouvant se multiplier par 
mitose ou par fusion de deux cellules haploïdes pour former une cellule diploïde. Ces deux formes sont 
extrêmement  différentes  du  point  de  vue  morphologique.  La  forme  diploïde  est  non  mobile  et 
couverte de coccolithophores tandis que la forme haploïde, beaucoup plus petite, ne possède pas de 
couche calcique mais est rendue mobile par la présence de deux flagelles (Green et al., 1996; Houdan 
et al., 2004). 
 
  Des  chercheurs  travaillant  sur  l’apparition  et  la  disparition  des  efflorescences  algales  ont 
identifié un virus capable d’infecter Emiliania huxleyi et de détruire rapidement la population algale 
(Wilson et al., 2002), qui s’est avéré appartenir à une famille spécifique de virus à ADN double brin 
19 
 
marins (Schroeder et al., 2002). La grande particularité de cette relation hôte‐pathogène est que ces 
virus ne sont capables d’infecter que  la forme diploïde d’Emiliania huxleyi,  la forme haploïde étant 
totalement résistante à l’infection (Frada et al., 2008). De plus, il semble qu’en présence de virus, des 
cellules haploïdes apparaissent dans une population initialement diploïde. 
 Les mécanismes moléculaires gouvernant le passage vers la forme haploïde sont inconnus à 
ce  jour, mais  la promotion de  cette  transition par  la présence  d’un  agent  viral  et  sa  résistance  à 
l’infection suggèrent un rôle potentiel des virus dans la régulation voire la mise en place de cette forme 
haploïde. Or, ce mécanisme est la définition première de la reproduction sexuée, puisque ce passage 
par une cellule haploïde permet, lors de la fusion entre deux cellules haploïdes au matériel génétique 
différent, de générer une cellule diploïde au génome nouveau. Si les avantages et les inconvénients 
évolutifs de la reproduction sexuée sont encore discutés (Lively and Morran, 2014), son mécanisme 
d’apparition reste pour l’instant un mystère et les données concernant Emiliania huxleyi suggèrent que 
les virus pourraient une fois de plus avoir joué un rôle essentiel dans l’évolution de leurs hôtes. 
 
Par  ailleurs,  l’étude  des  interactions  entre  Emiliania  huxleyi  et  les  virus  susceptibles  de 
l’infecter a conduit à la conception d’un nouveau modèle d’interactions hôte‐pathogène. En effet, le 
modèle  le plus couramment utilisé est celui de  la course à  l’armement  :  la cellule met en place un 
facteur antiviral, le virus évolue pour contrecarrer ce facteur, la cellule évolue à nouveau pour bloquer 
le  virus malgré  cette  première  résistance  et  ainsi  de  suite.  Ce modèle  porte  également  le  nom 
d’hypothèse de la Reine Rouge, par analogie avec l’œuvre de Lewis Carroll, car les deux protagonistes 
y évoluent en permanence sans parvenir à chambouler l’équilibre initial. 
Or cette dynamique évolutive ne correspond pas à ce qui est observé pour Emiliania huxleyi et 
ses pathogènes. En effet, il s’avère que le génome de cette algue est extrêmement stable malgré les 
extinctions massives qu’elle subit régulièrement  (Martínez Martínez et al., 2007). Cela a amené  les 
chercheurs ayant observé la différence de susceptibilité des formes diploïde et haploïde de l’algue aux 
infections  à  proposer  un  nouveau  modèle,  baptisé  la  théorie  du  chat  du  Cheshire,  toujours  en 
référence à l’œuvre de Lewis Carroll. Comme ce personnage de fiction, Emiliania huxleyi est capable, 
en passant sous forme haploïde, de se rendre  invisible en cas de danger pour ne redevenir diploïde 
qu’une fois le danger passé (Frada et al., 2008). 
  Ce nouveau modèle de co‐évolution, observé dans le cas de l’infection d’un hôte unicellulaire, 
est certes difficile à imaginer dans le cas d’un hôte pluricellulaire, mais peut constituer une base de 
réflexion pour comprendre d’autres dynamiques d’interactions entre des communautés d’organismes, 
notamment les interactions proie‐prédateur. 
 
C / Découvertes de mécanismes cellulaires fondamentaux : l’export nucléaire 
1/ Identification de Crm1, une karyophérine majeure 
 
  L’étude  de  l’export  nucléaire  des  ARN  viraux  a  joué  un  rôle  fondamental  dans  la 
compréhension des mécanismes moléculaires d’export nucléaire des composants cellulaires. En effet, 
si  les principes  généraux  avaient été précédemment  caractérisés, des molécules  clés de  ces  voies 
d’export, telles que Crm1 et TAP, demeuraient inconnues.  
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  L’identification de Crm1 est due à l’étude des mécanismes d’export des ARNm non épissés du 
VIH. A l’époque, les karyophérines et leur interaction avec la GTPase Ran pour moduler les transports 
nucléaires avaient été caractérisées (Moroianu and Blobel, 1995; Moroianu et al., 1995) (Figure 4). Il 
avait  également  été  démontré  que  la  protéine  Rev  du  VIH‐1  était  capable  d’interagir  avec  une 
séquence dite RRE (Rev‐recognition element) présente sur les ARN non épissés du virus pour permettre 
leur export nucléaire (Michael H. Malim, Joachim Hauber, Shu‐Yun Le, 1989) mais le mécanisme mis 
en jeu restait à caractériser. 
  La première découverte clé a été l’identification d’une séquence d’export nucléaire portée par 
la protéine Rev et essentielle pour son rôle dans l’export nucléaire. De plus, il a été montré que la voie 
d’export utilisée par cette protéine virale est différente de la voie d’export des ARNm cellulaires mais 
est en compétition avec  les voies d’export des U snARN et de  l’ARNr 5s (Fischer et al., 1995). Enfin, 
Crm1, dont  le  rôle dans  le  transport nucléaire n’était alors que putatif, a été  identifié  comme un 
partenaire de Rev, servant d’intermédiaire entre Rev et les pores nucléaires pour permettre l’export 
nucléaire (Neville et al., 1997). Le rôle de cette protéine de la famille des importines β dans le transport 
nucléaire a ainsi été caractérisé pour la première fois.  
Figure 4 : schéma récapitulatif des mécanismes de transport nucléaire impliquant Ran et les karyophérines 
cellulaires. 1 : le complexe karyophérine‐Ran‐GTP interagit avec un cargo à exporter. 2 : le complexe tripartite 
est exporté hors du noyau via les pores nucléaires. 3 : la GAP (GTPase‐Activating Protein) spécifique de Ran 
hydrolyse le GTP en GDP. 4 : cette hydrolyse conduit à la séparation des différents éléments du complexe.  
4’ : Ran‐GDP peut être importé dans le noyau. 5 : la karyophérine interagit avec un cargo à importer. 6 : le 
complexe karyophérine/cargo entre dans le noyau. 7 : le GEF (Guanine nucleotide Exchange Factor) échange le 
GDP lié à Ran pour du GTP. 8 : l’interaction entre Ran‐GTP et la karyophérine va séparer cette dernière de son 
cargo. Ce schéma rappelle un principe général. Il existe différentes karyophérines, certaines spécialisées dans 
l’export nucléaire, d’autres dans l’import et d’autres capables d’accomplir les deux fonctions. 
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  Les travaux menés depuis ont permis de mieux caractériser les fonctions de Crm1. Ainsi, cette 
protéine est désormais considérée comme un des pivots de  l’export nucléaire. En effet, si d’autres 
virus que le VIH sont capables de l’utiliser pour permettre l’export de leurs ARN, notamment certains 
papillomavirus  (Onder  et  al.,  2015),  Crm1  est  aussi  essentielle  à  l’export  de  différents  composés 
cellulaires.  Ainsi,  Crm1  est  impliquée  dans  la  biogenèse  et  l’export  nucléaire  des  ribosomes  des 
eucaryotes (Thomas and Kutay, 2003), des U snARN (Fornerod et al., 1997) mais également de certains 
ARNm  (Brennan et al., 2000). En plus de sa  fonction dans  l’export nucléaire, Crm1 a été  identifiée 
comme jouant un rôle de coordination de différents processus au cours de la mitose, notamment la 
mise  en  place  des microtubules  kinétochoriens  (Knauer  et  al.,  2006),  et  jouerait  un  rôle  dans  la 
structuration  de  complexes  nucléoplasmiques  (Verheggen  and  Bertrand,  2012).  L’ensemble  des 
fonctions  connues  et  supposées  de  Crm1  en  fait  un  acteur  majeur  de  la  biologie  nucléaire  des 
eucaryotes  (Hutten  and  Kehlenbach,  2007)  et  il  est  intéressant  de  noter  que  son  inhibition  est  à 
l’origine de l’amélioration clinique des patients dans des essais thérapeutiques dirigés contre différents 
types de cancer (Kojima et al., 2013; Wang et al., 2014b; Yang et al., 2014a). 
 
2/ Identification de TAP, acteur clé de l’export des ARNm cellulaires 
 
  L’export de la plupart des ARNm cellulaires est indépendant des karyophérines et de la GTPase 
Ran. Les mécanismes mis en  jeu dans cette voie particulière d’export nucléaire ont également été 
caractérisés  via  l’étude  de  l’export  nucléaire  d’ARN  viraux  :  ceux  du  virus Mason‐Pfizer  du  singe 
(MPMV). 
 
  En  effet,  ce  rétrovirus  de  type D  promeut  également  l’export  nucléaire  d’ARN  viraux  non 
épissés mais ne possède pas d’équivalent de la protéine Rev du VIH. Des chercheurs ont remarqué que 
l’ARN du MPMV contient une séquence de 219 nucléotides capable de permettre l’export des ARN du 
VIH  en  l’absence  de  Rev  (Bray  et  al.,  1994).  Il  a  été  prouvé  que  cette  séquence,  baptisée  CTE 
(Constitutive Transport Element), induit l’export nucléaire par une voie différente de celle utilisée par 
Rev mais interagissant avec la voie d’export des ARNm cellulaires (Saavedra et al., 1997). 
  L’analyse par spectrométrie de masse des protéines cellulaires capables d’interagir avec le CTE 
du MPMV a permis d’identifier Tap (Grüter et al., 1998), dont l’homologue Mex67p chez la levure était 
connu comme nécessaire à  l’export des ARNm grâce à son  interaction avec  l’ARN et avec  les pores 
nucléaires (Segref et al., 1997). L’implication de Tap dans l’export des ARNm et des ARN contenant un 
CTE a alors été caractérisée (Grüter et al., 1998). Il a depuis été montré que Tap fonctionne en dimère 
avec  la protéine NXT1 et que ce dimère peut  interagir directement avec  les pores nucléaires pour 
permettre l’export des ARNm de façon indépendante de la GTPase Ran (Clouse et al., 2001; Lévesque 
et al., 2001; Wiegand et al., 2002). 
 
  Ainsi, les deux voies principales d’export des ARN cellulaires, celle dépendant de Crm1 et de 
Ran et celle dépendant du dimère Tap/NXT1 ont été identifiées via l’étude des mécanismes d’export 
d’ARN viraux. De façon  intéressante, on constate que  les mécanismes d’export des ARN de certains 
virus ne sont toujours pas élucidés aujourd’hui. C’est notamment le cas des ARN du virus du sarcome 
de Rous, qui possèdent une séquence du même type que le CTE du MPMV mais dont on ne connait 
pas le partenaire cellulaire (Paca et al., 2000). Des découvertes sur les voies d’export des ARN grâce à 
l’étude des mécanismes viraux sont sans doute encore à venir. 
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D/ Quand les virus deviennent des outils 
1/ Outils pour les chercheurs : exemple du traçage transneuronal 
 
  Les virus sont couramment utilisés en laboratoire, à la fois comme objets d’étude et comme 
outils car  les propriétés de certains virus permettent de répondre à des questions  inabordables par 
d’autres moyens. 
  En  neurologie  par  exemple,  une  des  problématiques  clés  est  la  compréhension  de 
l’organisation des réseaux neuronaux. Savoir quelles parties du système nerveux communiquent entre 
elles et de quelles  façons permet de mieux  comprendre  les modalités exactes de  transmission de 
signaux que l’on peut vouloir supprimer ou restaurer pour traiter des pathologies. Il est donc important 
de pouvoir suivre les réseaux neuronaux à l’échelle cellulaire. Or les méthodes classiques de marquage, 
indépendantes des  virus,  restent  limitées.  Selon  la  technique  choisie,  elles  peuvent  permettre de 
visualiser  l’ensemble  des  neurones  activés  par  un  stimulus  mais  sans  mettre  en  évidence  les 
connections  entre  ces  neurones,  en  activant  potentiellement  plusieurs  réseaux  sans  pouvoir  les 
distinguer  et  en  ne  révélant  pas  les  neurones  non  activés  au  sein  des  réseaux  concernés.  Des 
techniques  plus  précises  existent,  reposant  sur  le  marquage  d’un  neurone  particulier  et  sur  la 
transmission de ce marquage de  façon antérograde ou rétrograde aux neurones connectés avec  le 
neurone marqué. Cependant ces  techniques  reposent  sur des agents de marquage qui  sont dilués 
lorsqu’ils progressent le long des réseaux neuronaux et la diminution rapide du signal permet rarement 
de visualiser plus de deux neurones consécutifs (Loewy, 1998). Les premiers traçages transneuronaux 
reposant sur  l’utilisation de virus neurotropes de  type herpesvirus chez  le rat et  la souris ont donc 
constitué une réelle révolution en neurologie (Martin and Dolivo, 1983; Ugolini et al., 1987). 
  En  effet,  l’utilisation  de  virus  neurotropes  pour  visualiser  les  réseaux  neuronaux  (par 
immunofluorescence  ou  immunohistochimie)  présente  deux  avantages  majeurs.  Tout  d’abord, 
contrairement aux autres marqueurs, les virus sont capables de se multiplier et donc d’auto‐amplifier 
le signal qu’ils constituent après infection d’une nouvelle cellule. Ainsi, il devient possible de visualiser 
le marquage de plusieurs neurones  consécutifs, dont  le nombre  varie en  fonction de  la durée de 
l’infection  avant  sacrifice  de  l’animal.  Par  ailleurs,  il  a  été montré  que  les  virus  utilisés  dans  les 
expériences  de  traçage  transneuronal  ne  se  transmettaient  que  via  les  connexions  synaptiques 
(Enquist, 2002; Ugolini, 1995), ce qui permet de visualiser des réseaux de neurones fonctionnellement 
connectés. 
 
  Deux types de virus sont utilisés pour le traçage transneuronal : des herpesvirus (dont le virus 
de  la  pseudo‐rage)  et  des  rhabdovirus.  Cela  vient  essentiellement  du  fait  que  ces  virus  ont  des 
tropismes différents : après infection intranasale chez la souris, le virus de la pseudo‐rage infecte les 
systèmes sympathique, parasympathique et sensoriel mais pas le système olfactif alors que le virus de 
la stomatite vésiculaire n’infecte que  le système olfactif  (Sabin, 1938). Par ailleurs, si  le virus de  la 
pseudo‐rage  a  été  privilégié  pour  l’étude  des modèles murins  car  il  n’est  pas  capable  d’infecter 
l’homme,  le  virus  l’herpès  simplex  1  (HSV‐1)  et  les  rhabdovirus  ont  été  utilisés  pour  l’étude  des 
modèles primates. 
  Quel  que  soit  le  type  de  virus  utilisé,  des  souches  permettant  de  retracer  les  réseaux 
neuronaux dans le sens antérograde et d’autres permettant de les retracer dans le sens rétrograde ont 
été caractérisées (Zemanick et al., 1991). Par ailleurs les souches généralement utilisées pour retracer 
les réseaux neuronaux sont des souches de virulence modérée (la souche la plus utilisée de la pseudo‐
rage est une souche vaccinale). Cela s’explique par le fait que les souches virulentes vont se multiplier 
rapidement ce qui, en plus de brouiller  le signal en conduisant à  l’infection d’un grand nombre de 
neurones en peu de temps, conduit à une mort rapide des animaux. 
 
  Il est important de souligner qu’en dehors de leur tropisme neuronal et de la possession d’une 
enveloppe, les herpesvirus et les rhabdovirus sont très différents. Les rhabdovirus sont des virus à ARN 
simple brin de polarité négative dont le génome fait 12kb alors que les herpesvirus sont des virus à 
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ADN double brin dont  le génome  fait 150kb. Cela entraîne un certain nombre de différences dans 
l’utilisation expérimentale de  ces outils. Tout d’abord,  les  rhabdovirus ne possèdent qu’une  seule 
protéine d’enveloppe, RG (rabies glycoprotein) ce qui les rend très spécifiques d’un type cellulaire voire 
d’une zone neuronale donnée  :  le virus de  la rage n’est ainsi capable d’infecter  les neurones qu’au 
niveau des terminaux présynaptiques (Lafon, 2005). En revanche les herpesvirus ont plusieurs gènes 
codant des protéines d’enveloppe ce qui leur permet de cibler un plus grand nombre de récepteurs 
(McGeoch et al., 1988). 
  En plus de cette spécificité différente d’entrée dans la cellule cible, la différence de taille et de 
complexité entre ces deux familles virales fait que la pathogenèse des rhabdovirus est mieux comprise 
à l’échelle cellulaire que celle des herpesvirus, mais que le génome de ces derniers est plus facilement 
modifiable. En effet,  le développement des techniques de génie génétique a permis d’améliorer  les 
virus  utilisés  dans  le  traçage  transneuronal,  en  maîtrisant  plus  finement  leur  pathogénicité,  en 
influençant  leur  direction  de  dissémination,  en  leur  faisant  exprimer  des  gènes  rapporteurs mais 
surtout en ciblant plus précisément les cellules infectées. 
  De fait,  la principale  limite à  l’utilisation de virus neurotropes dans  le traçage transneuronal 
est  le  manque  de  maîtrise  lors  de  l’infection  du  premier  neurone  dont  on  souhaite  tracer  les 
connexions.  Si  trop  de  neurones,  proches  physiquement,  sont  infectés  simultanément,  cela  peut 
brouiller le suivi des réseaux correspondants. De grandes avancées ont pu être faites en combinant la 
manipulation des génomes viraux et la manipulation des génomes des modèles murins associés. Dans 
le  cas  du  virus  de  la  pseudo‐rage,  des  souches  virales  ne  se  répliquant  qu’en  présence  de  la 
recombinase Cre ont été générées. Utilisées sur des souris n’exprimant Cre que dans certains types 
cellulaires  ou  dans  certaines  zones  du  cerveau,  elles  permettent  un  suivi  plus  précis  des  réseaux 
neuronaux (DeFalco et al., 2001). L’organisation très compacte du génome des rhabdovirus complique 
sa  modification,  néanmoins  une  souche  transgénique  a  été  produite  en  remplaçant  la  protéine 
d’enveloppe originelle du virus par une autre protéine d’enveloppe, reconnaissant un récepteur non 
exprimé par  les Mammifères. Utilisée en combinaison avec des  souris  transgéniques exprimant  ce 
récepteur dans certains neurones, cette souche de virus de la rage permet également d’améliorer le 
traçage transneuronal (Wickersham et al., 2009). 
 
2/ Outils thérapeutiques  
a/ Production de vecteurs viraux 
 
  Les virus  sont aussi utilisés en  tant qu’outils pour  leur capacité de  transport d’information 
génétique, en  laboratoire mais également en médecine, dans  le cadre de thérapies géniques ou de 
production de vaccins. 
  Historiquement, l’existence de transfert de propriétés sous forme d’ADN d’une cellule à l’autre 
avait été démontrée chez  les bactéries avant même que  l’ADN ne soit  identifié comme support de 
l’information génétique (Avery et al., 1945) et le rôle des bactériophages, virus bactériens, dans ces 
transferts avait été identifié assez rapidement (N. D. Zinder and J. Lederberg, 1952). Ce processus de 
passage d’information génétique d’une bactérie à l’autre via un virus porte le nom de transduction. 
L’idée que des  transferts similaires pourraient avoir  lieu ou pourraient être mis en place entre des 
cellules eucaryotes via l’utilisation d’autres virus a émergé dès les années soixante, liée à celle d’utiliser 
ces outils potentiels à des fins thérapeutiques (Tatum, 1966). 
  Il a fallu attendre la découverte des outils moléculaires appropriés, notamment les enzymes 
de restriction, pour que des chercheurs mettent au point la production de vecteurs viraux capables de 
contenir  et  de  transmettre  une  information  génétique  donnée.  Des  travaux  ont  été  menés  sur 
différents types de virus pour aboutir à la mise au point de systèmes d’expression génétique différents. 
Un des premiers virus utilisé en tant que vecteur dans  les cellules eucaryotes a été  le polyomavirus 
SV40, un petit virus non enveloppé à ADN double brin. En effet, des chercheurs se sont rendu compte 
que ce virus était capable de produire des particules virales n’ayant encapsidé que de l’ADN cellulaire 
(Levine and Teresky, 1970; Trilling and Axelrod, 1970). Il a ensuite été montré que ce virus pouvait être 
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utilisé pour incorporer de l’ADN dans des cellules murines (Grady et al., 1970) ou humaines (Qasba and 
Aposhian, 1971). 
 
  Quel que soit le type de virus utilisé, le principe de production d’un vecteur viral est toujours 
similaire  (Figure  5). Des  cellules  productrices  sont  co‐transfectées  avec  un  plasmide  contenant  le 
transgène choisi et une séquence d’encapsidation, un plasmide dit « helper » contenant  les gènes 
viraux nécessaires  à  la production des particules  virales  et  éventuellement un  troisième plasmide 
contenant  le  gène  d’enveloppe  virale  qui  permettra  aux  particules  produites  d’infecter  le  type 
cellulaire voulu. Le transgène peut contenir un ou plusieurs gènes, sous  le contrôle de promoteurs 
choisis pour en contrôler  l’expression. Quelques  jours après  transfection,  le  surnageant de culture 
contenant  les  particules  virales  est  récupéré  et  ces  dernières  sont  éventuellement  purifiées  par 
ultracentrifugation  avant  d’être  dosées  puis  congelées  ou  utilisées  pour  traiter  les  cellules  cibles 
(Skubis‐Zegadło et al., 2013; Tiscornia et al., 2006). 
  Des particules virales peuvent être produites de cette manière pour sur‐exprimer des gènes 
dans les cellules cibles (en incorporant directement les séquences d’acide nucléique correspondantes), 
pour sous‐exprimer des gènes dans les cellules cibles (en incorporant les séquences d’ARN interférents 
ciblant les ARNm correspondants) ou pour introduire uniquement des protéines dans les cellules cibles 
(via leur interaction avec les composants des virions utilisés). 
  De  tels  outils  sont  utilisés  pour  différentes  applications.  Tout  d’abord,  en  laboratoire,  la 
production  de  vecteurs  viraux  permet  la  transduction  de  cellules  potentiellement  difficiles  à 
transfecter,  comme  les  cellules  primaires,  pour  leur  faire  exprimer  un  transgène.  L’utilisation  de 
marqueurs de sélection, comme des gènes de résistance à des antibiotiques, et de vecteurs rétroviraux 
permettant l’intégration du transgène dans le génome cellulaire donnent la possibilité de sélectionner 
Figure 5 : principe de production de vecteurs viraux. Des plasmides codant pour le transgène d’intérêt, les gènes 
nécessaires à la production des particules virales (plasmide dit « helper ») et éventuellement une protéine 
d’enveloppe sont transfectés dans des cellules productrices. Quelques jours plus tard, des particules virales sont 
produites par ces cellules dans le surnageant de culture et récupérées par le manipulateur. Elles contiennent la 
protéine d’enveloppe choisie, les protéines structurales et les enzymes codées par le plasmide helper et du 
matériel génétique codant pour le transgène. 
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des lignées stables contenant un transgène et l’exprimant de façon constitutive ou inductible selon le 
promoteur choisi (Trono, 2000).  
  Par ailleurs, les vecteurs viraux jouent deux rôles fondamentaux en thérapie : ils peuvent être 
utilisés dans le cadre de thérapies géniques pour modifier l’expression de gènes particuliers dans des 
cellules spécifiques ou comme vecteurs vaccinaux pour permettre la présentation d’antigènes d’agents 
infectieux dans un contexte non pathogène. 
 
b/ Applications de différents types de vecteurs 
 
  Dépendamment de l’application finale, il importe de choisir le type de vecteur le plus approprié 
à son contexte d’utilisation (Tableau 2). En laboratoire, le but de  la transduction est le plus souvent 
d’obtenir une expression à long terme du transgène. Pour cela, les vecteurs les plus adaptés sont ceux 
qui permettent l’insertion du transgène dans le génome cellulaire : les vecteurs dérivés des rétrovirus 
et des lentivirus.  
In  vivo,  l’utilisation  de  ces  vecteurs  est  délicate  car  ils  sont  susceptibles  de  perturber  le 
fonctionnement  de  la  cellule  par  mutagenèse  insertionnelle  et  notamment  de  favoriser  le 
développement de tumeurs mais ce problème ne se pose pas pour l’utilisation in vitro. En revanche, il 
est important de savoir si les cellules ciblées continuent à se diviser ou non. En effet,  la plupart des 
vecteurs rétroviraux sont dépendants de la mitose et il est nécessaire d’utiliser des vecteur lentiviraux 
pour insérer un transgène dans le génome d’une cellule ne se divisant pas (Trono, 2000).  
Les  vecteurs  rétroviraux  et  lentiviraux  n’étant  capables  d’infecter  que  certains  types 
cellulaires, leur enveloppe est généralement remplacée par celle du Virus de la Stomatite Vésiculaire, 
la protéine VSVg, qui est capable de permettre  l’entrée du virus dans n’importe quel type cellulaire 
(Burns et al., 1993; Naldini et al., 1996). On parle alors de vecteurs pseudotypés. L’autre avantage des 
vecteurs rétroviraux et  lentiviraux est qu’ils permettent  le transfert de séquences d’acide nucléique 
relativement longues, pouvant aller jusqu’à 10kb (Mátrai et al., 2010). 
  En thérapie génique, les vecteurs les plus utilisés sont ceux dérivés des adénovirus (22,5% des 
essais cliniques mondiaux, contre 19,2% pour les rétrovirus et 4,7% pour les lentivirus) (The Journal of 
Gene Medicine). Les adénovirus sont des virus à ADN double brin non enveloppés dont  la capside 
icosaédrique mesure environ 90nm de diamètre. Leur génome d’environ 35kb est  terminé par des 
séquences répétées appelées ITR (Inverted Terminal Repetitions). Ce virus est un pathogène humain 
bénin dont  la majorité des  infections  sont  asymptomatiques.  Il  est  facile  à produire  in  vitro  et  la 
protéine Fibre à l’origine de son tropisme cellulaire est adaptable par insertion de peptides (Capasso 
et al., 2014).  Les vecteurs adénoviraux permettent  l’expression  forte et  transitoire des  transgènes 
indépendamment du processus de division cellulaire.  
Les  deux  inconvénients majeurs  des  vecteurs  adénoviraux  sont  leur  forte  propension  à  la 
recombinaison lors de leur production et leur caractère immunogène. La première de ces observations 
a conduit à la création de vecteurs appelés « gutless », littéralement vidés de l’ensemble des protéines 
virales originelles et ne contenant plus que les transgènes, les ITR et la séquence d’encapsidation. Cela 
rend hautement improbable une recombinaison avec l’ensemble des gènes du plasmide « helper » qui 
 Taille du génome (kb)  Immunogène
Persistance du 
génome viral  Intégration 
Dépendant de la 
mitose 
Adénovirus  37  oui  non  non  non 
Aav  4,7  non  oui  rare  non 
Rétrovirus  10  non  oui  oui  oui 
Lentivirus  10  non  oui  oui  non 
Tableau 2 : rappel des propriétés des principaux types de vecteurs viraux. 
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conduirait  à  la production de  virus  réplicatifs.  Le  caractère  immunogène de  ces  vecteurs  les  rend 
inappropriés dans certains types de thérapies (Raper et al., 2003) mais particulièrement adaptés dans 
les  cas  où  une  réponse  du  système  immunitaire  est  souhaitée,  notamment  la  vaccination  et  les 
thérapies  géniques  anticancéreuses.  La  première  autorisation  de  mise  sur  le  marché  pour  des 
thérapies géniques concerne d’ailleurs  la Gendicine, un vecteur adénoviral permettant de restaurer 
l’expression de la protéine p53 et commercialisé en Chine pour les cancers de la tête et du cou (Pearson 
et al., 2004).  Il est également  intéressant de noter que  la plupart des  thérapies géniques en essais 
cliniques ciblent des pathologies cancéreuses (64,2% des cas) (The Journal of Gene Medicine). 
 
  Un autre type de vecteur couramment utilisé a connu plusieurs succès en thérapie génique 
vétérinaire  :  les  vecteurs  dérivés  des  virus  associés  aux  adénovirus,  ou  AAV.  Les  AAV  sont  des 
parvoviridés du genre dependovirinae : ils ne peuvent compléter leur cycle de réplication qu’en cas de 
co‐infection  par  un  adénovirus  et  connaissent  une  phase  de  latence  dans  le  cas  contraire.  Cela 
complique quelque peu leur production in vitro sans pour autant la rendre impossible. Les AAV sont 
des virus non enveloppés de 20nm de diamètre au génome ADN simple brin très court (4,7kb) dont les 
extrémités sont structurées en épingles à cheveux. 80% de  la population humaine est séropositive 
vis‐à‐vis de l’AAV2, qui est non pathogène chez l’homme (Luo et al., 2015; Skubis‐Zegadło et al., 2013). 
Les vecteurs dérivés des AAV permettent une expression permanente du transgène indépendante de 
la mitose, bien que les événements d’intégration du génome viral dans le génome cellulaire soient très 
rares, et peuvent être adaptés pour cibler certains types cellulaires. Ils ont ainsi permis de soigner la 
maladie de Hurler, une pathologie cérébrale, chez le chien (Ciron et al., 2006), l’hémophilie B chez le 
chien par la transduction de cellules hépatiques (actuellement en essai clinique chez l’homme) (Manno 
et al., 2006) et la myopathie de Duchenne chez la souris (Goyenvalle et al., 2004) et chez le chien (Vulin 
et al., 2012). En plus des muscles, du système nerveux central et du foie, les vecteurs dérivés des AAV 
peuvent cibler les poumons et la rétine (Weber et al., 2003).  
  Même s’ils sont moins courants et ont abouti à moins de succès thérapeutiques, des vecteurs 
dérivés de poxvirus (dont la vaccine) et du virus de l’herpès simplex sont également utilisés en essais 
cliniques (Wirth et al., 2013). 
 
  Le domaine d’application où existe la plus grande diversité dans les vecteurs utilisés est sans 
conteste celui de la vaccination. En effet, contrairement à la plupart des autres thérapies, les vecteurs 
utilisés  peuvent  parfois  être  réplicatifs  et  des  vecteurs  sont  souvent  utilisés  pour  exprimer  les 
antigènes d’autres pathogènes,  viraux ou non.  En plus des  lentivirus,  rétrovirus,  adénovirus, AAV, 
poxvirus et herpesvirus, il est possible d’utiliser en vaccination des picornavirus, des flavivirus et des 
virus à ARN de polarité négative comme ceux de la rougeole, de la rage ou de la grippe (Liu, 2010). Des 
études sont même en cours pour adapter un rhabdovirus de poisson à l’utilisation en tant que vaccin 
chez la souris (Nzonza et al., 2014).  
  Les critères primordiaux pour  l’établissement d’un vaccin à partir d’un vecteur viral sont  la 
rapidité d’établissement de la mémoire immunitaire (diminution du nombre d’injections), la capacité 
d’induire une immunité cellulaire et humorale, l’absence d’effets secondaires, un coût réduit associé 
à une capacité de production à grande échelle, une efficacité à long terme (diminuer les injections de 
rappel) et la possibilité d’être utilisé en pédiatrie. Certains virus correspondent particulièrement bien 
à  ce  cahier des  charges,  ce qui  en  fait des  candidats de  choix pour  être  utilisés  comme  vecteurs 
vaccinaux  (Liu, 2010). C'est notamment  le cas du virus de  la rougeole, qui  induit une forte réponse 
immunitaire,  cible  plusieurs  types  de  cellules  immunitaires,  permet  une  protection  à  vie,  peut 
supporter jusqu’à 5kb de transgène et ne présente pas ou peu d’effets secondaires (Lorin et al., 2005). 
Le seul  inconvénient de ce vecteur vaccinal est qu’il doit être utilisé en pédiatrie car  la plupart des 
adultes ont déjà été confrontés au virus sauvage de la rougeole. 
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II/ Compréhension des mécanismes de l’oncogenèse 
A/ Evolution pathologique des caractéristiques cellulaires 
1/ Définitions et concepts principaux 
 
  Le bon  fonctionnement des organismes pluricellulaires  repose entre  autres  sur  le  fait que 
chaque cellule est régulée de façon à remplir une fonction précise. Ces régulations concernent aussi 
bien  la  localisation,  la  prolifération,  la  différenciation  que  la  mort  de  chacune  des  cellules  de 
l’organisme. L’échappement aux mécanismes de contrôles correspondants peut entraîner de graves 
pathologies. Le cancer est ainsi dû à des perturbations permettant à une cellule de ne plus répondre à 
ces mécanismes de contrôle. Cette cellule n’est alors plus soumise à ses régulations d’origine mais 
répond aux pressions évolutives classiques indépendamment du reste de l’organisme. Si elle s’adapte 
aux  conditions dans  lesquelles  elle  est maintenue,  la  cellule modifiée peut  se multiplier de  façon 
incontrôlée et, à long terme, causer un cancer (Alberts et al., 2008; Gerlinger et al., 2014). 
  Cette définition du cancer comme l’apparition d’une masse cellulaire proliférant sans répondre 
aux mécanismes de  contrôle de  l’organisme permet de  souligner qu’il  existe  en  réalité  autant de 
cancers que de patients.  En effet,  la nature du  cancer dépend  à  la  fois de  la nature de  la  cellule 
initiatrice (type cellulaire et localisation dans l’organisme) et de la façon dont elle s’est affranchie des 
mécanismes de contrôle (Diaz‐Cano, 2015).  
 
  Quel que soit le cancer, les étapes précoces au niveau cellulaire restent les mêmes (Figure 6, 
haut). Pour  les comprendre,  il est nécessaire d’avoir une vision claire des conditions classiques de 
prolifération des cellules au sein des organismes pluricellulaires. 
Chez  ces  organismes,  les  cellules  sont  pour  la  plupart  soumises  à  la  limite  de  Hayflick, 
c’est‐à‐dire qu’elles ne peuvent se diviser qu’un nombre limité de fois, autour de 50 pour les cellules 
humaines  (Hayflick, 1965). Cette  limite est due au  raccourcissement progressif des  télomères, des 
séquences répétées localisées aux extrémités des chromosomes, à chaque division cellulaire (Harley 
et al., 1990). Les cellules souches sont parmi les seules cellules de l’organisme à ne pas être soumises 
à  cette  limitation du nombre de divisions  car elles expriment une enzyme,  la  télomérase, qui  est 
capable  de  rallonger  les  télomères  (Batista,  2014;  Greider,  1990).  En  plus  de  cette  limitation 
intrinsèque de la prolifération cellulaire, les cellules saines sont soumises à une inhibition de contact. 
Autrement dit, lorsqu’au sein d’un tissu la surface de chaque cellule est intégralement en contact avec 
la  surface  d’autres  cellules,  les  cellules  ne  se  divisent  plus  (Abercrombie,  1967).  La  prolifération 
cellulaire  n’est  possible  que  lorsqu’elle  est  rendue  nécessaire  pour  le  renouvellement  de  cellules 
préalablement détruites, par des lésions ou par apoptose. 
Dans ce contexte, la cellule à l’origine du cancer, ou cellule initiatrice, subit une modification 
de  son  transcriptome  et  devient  capable  de  proliférer  indéfiniment  sans  être  limitée  par  le 
raccourcissement des télomères ni par  l’inhibition de contact. Elle est dite transformée. Les cellules 
transformées  sont  fréquemment  utilisées  en  laboratoire  sous  la  forme  de  lignées  cellulaires,  leur 
capacité  de  prolifération  permettant  de  les  maintenir  en  culture  pendant  plusieurs  semaines 
(Macpherson, 1970). 
Il est  important de souligner que si  l’ensemble des cellules cancéreuses sont  transformées, 
toutes les cellules transformées ne sont pas cancéreuses (Gee and Harris, 1979). En effet, une cellule 
est dite cancéreuse lorsqu’elle peut entraîner le développement un cancer. Or ce processus requiert 
d’autres particularités que la capacité de proliférer sans limite. Historiquement, le caractère cancéreux 
des cellules était évalué en les injectant à des souris et en observant le développement de tumeurs 
chez ces animaux. Il a ainsi été clairement montré que les cellules transformées n’induisent pas toutes 
le développement de tumeurs et ne sont donc pas toutes cancéreuses (Alberts et al., 2008). 
 
Cette nomenclature à l’échelle cellulaire illustre l’évolution progressive de la cellule saine à la 
cellule cancéreuse. Ce principe est également applicable aux lésions causées, au niveau du tissu et de 
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l’organisme,  par  ces  cellules  (Figure  6,  bas).  Ainsi,  des  altérations  légères  de  certains  organes 
perturbant  leur  fonctionnement  sont  considérées  comme  des  lésions  pré‐tumorales.  Elles  sont 
généralement  traitées de  façon  symptomatique et n’évoluent que  rarement en  véritables  cancers 
(Alberts et al., 2008). Très variables selon les organes et les tissus, ces lésions pré‐tumorales ne seront 
pas détaillées dans le présent manuscrit. 
Les  lésions  pré‐tumorales  peuvent  évoluer  pour  devenir  des  tumeurs.  Les  tumeurs,  ou 
néoplasmes,  sont  des  ensembles  de  cellules  proliférant  de  façon  anormale  et  ne  partageant  pas 
l’organisation du  tissu environnant. Ces  tumeurs  sont dites bénignes  si elles ne possèdent pas de 
capacité  invasive. Elles peuvent alors être  traitées par ablation chirurgicale ou  traitement  local. En 
revanche, elles sont dites malignes lorsqu’elles sont capables d’envahir le tissu environnant voire des 
points distants de l’organisme via la circulation sanguine. Cette dissémination peut causer l’apparition 
de tumeurs secondaires, dites métastatiques, qui rendent le cancer d’autant plus difficile à traiter et 
aggravent le pronostic vital des patients (Alberts et al., 2008). 
 
  Concernant  l’évolution  du  cancer  au  niveau  tissulaire,  il  est  important  de  distinguer  les 
tumeurs  solides  des  tumeurs  non  solides.  Celles‐ci  incluent  notamment  les  leucémies  et  les 
lymphomes,  issus de  la prolifération anormale de  leucocytes ou de  leurs précurseurs. En effet,  les 
cellules cancéreuses étant transportées dans la circulation sanguine, il n’est pas possible d’utiliser le 
critère d’invasivité pour distinguer les tumeurs bénignes des tumeurs malignes. La différence est alors 
faite sur la rapidité d’évolution de la pathologie (leucémie aiguë ou chronique, lymphome indolent ou 
agressif). 
 
 
 
Figure 6 : récapitulatif de l’évolution des caractéristiques cellulaires et tissulaires au cours de l’oncogenèse. 
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  Quels que soient le type cellulaire et le tissu concernés, le cancer est en réalité un continuum 
d’états cellulaires et tissulaires de gravité croissante. Selon les cas, la progression vers les états les plus 
graves  peut  prendre  quelques  semaines  ou  plusieurs  années,  voire  ne  jamais  avoir  lieu.  Ainsi,  la 
caractérisation  d’un  cancer,  notamment  lors  d’un  diagnostic,  nécessite  d’évaluer  sa  probabilité 
d’évolution. 
 
2/ De la cellule saine à la cellule cancéreuse 
a/ Le cancer, une accumulation de dysfonctionnements 
 
  L’aggravation progressive des comportements cellulaires et des lésions vers le cancer découle 
du  fait  que  cette  maladie  est  causée  par  l’accumulation  au  fil  du  temps  de  différents 
dysfonctionnements. Ces dysfonctionnements ont pour origine des modifications de l’expression des 
gènes dans les cellules initiatrices de la maladie. Celles‐ci peuvent être dues à des mutations modifiant 
directement la séquence codante d’un gène en entraînant des gains ou des pertes de fonctions, à des 
mutations des séquences régulatrices modifiant  la quantité de protéine produite à partir d’un gène 
donné mais aussi à des changements de  l’état épigénétique  (Jones and Baylin, 2002) d’un gène ou 
d’une séquence régulatrice.  
  Ces  changements dans  l’expression des  gènes, qu’ils  soient dus  à des mutations ou  à des 
modifications  de  l’état  épigénétique  de  séquences  données,  induisent  une  évolution  du 
comportement  des  cellules  concernées.  L’accumulation  différentielle  de  perturbations  dans  les 
cellules cancéreuses est couplée à un processus de sélection naturelle à l’échelle cellulaire (Figure 7). 
Les cellules les plus aptes à se multiplier et les plus capables d’échapper aux mécanismes de contrôle 
de  l’organisme vont être progressivement sélectionnées et contribuer à  l’aggravation de  la maladie 
(Gerlinger et al., 2014). 
 
  Au‐delà de cette corrélation entre accumulation de mutations et aggravation du phénotype, 
différentes données montrent que  le cancer  résulte d’une série d’événements et non d’un unique 
dysfonctionnement originel. 
  Tout d’abord, l’ADN polymérase catalysant la réplication de l’ADN au cours du cycle cellulaire 
possède un taux d’erreur faible mais non nul, de  l’ordre de de 10‐6 mutations par gène par division 
cellulaire chez l’Homme. Sachant qu’environ 1016 divisions cellulaires ont lieu au cours de la vie d’un 
Homme, chacun de nos gènes a statistiquement 1010 occasions indépendantes d’être muté (Alberts et 
Figure 7 : représentation schématique des processus évolutifs mis en jeu au sein des tumeurs 
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al., 2008). Même en considérant que la plupart de ces mutations seraient silencieuses ou n’induiraient 
pas un comportement de type cancéreux de la cellule concernée, les cancers seraient extrêmement 
fréquents s’ils pouvaient être causés par une seule mutation dans un gène donné. 
  De plus, si une seule mutation pouvait transformer une cellule saine en cellule cancéreuse, la 
probabilité de développer un cancer ne serait pas dépendante de l’âge. En effet, en l’absence d’agents 
mutagènes, la probabilité qu’une mutation apparaisse dans un gène donné ne varie pas au cours de la 
vie d’un individu. Un enfant et une personne âgée auraient donc la même probabilité d’avoir un cancer. 
Or, dans  les  faits,  l’incidence des  cancers augmente avec  l’âge  (Balducci and Ershler, 2005). Cette 
observation  a  conduit  les  scientifiques à  supposer que  le  cancer découlait d’une accumulation de 
mutations avant même l’identification des gènes concernés. 
  A l’heure actuelle, un certain nombre de gènes impliqués dans le développement du cancer 
ont été caractérisés.  Il est donc possible d’étudier  leur  séquence dans  les cellules cancéreuses. Ce 
séquençage a permis de montrer que des mutations dans plusieurs gènes  clés  sont effectivement 
présentes dans les cellules pathologiques (Alberts et al., 2008; Gray and Collins, 2000). Par ailleurs, des 
expériences  réalisées  chez  la  souris ont  confirmé qu’une  seule mutation ne  suffit pas à  causer un 
cancer.  En  effet,  des  souris  transgéniques  portant  une  mutation  impliquée  dans  le  cancer  ne 
développent des  tumeurs qu’après un  certain  temps  et uniquement  à partir de  certaines  cellules 
(Alberts et al., 2008; van Miltenburg and Jonkers, 2012). Ceci montre que d’autres événements en plus 
de la mutation originelle sont nécessaires à la progression de la maladie. 
 
b/ Caractéristiques des cellules cancéreuses et hétérogénéité tumorale 
 
  Quel que  soit  le  type de  cancer,  les  cellules  cancéreuses partagent un  certain nombre de 
caractéristiques connues comme les « marques de fabrique » du cancer (« Hallmarks of cancer »). La 
progression  des  connaissances  sur  les  mécanismes  d’établissement  de  cette  pathologie  et  le 
comportement  des  cellules  qui  la  causent  va  de  pair  avec  une  augmentation  du  nombre  de  ces 
caractéristiques. 
 
  Lors de leur première description, ces caractéristiques étaient au nombre de six (Hanahan and 
Weinberg, 2000): 
‐ La capacité illimitée de réplication 
‐ L’indépendance vis‐à‐vis des signaux de croissance 
‐ La résistance aux inhibiteurs de croissance 
‐ L’échappement à la mort cellulaire programmée par apoptose 
‐ La capacité d’invasion et de métastase 
‐ L’induction de l’angiogenèse 
 
Les trois premières caractéristiques se retrouvent chez  les cellules transformées et chez  les cellules 
cancéreuses alors que  les  trois dernières  sont  spécifiques des cellules  cancéreuses. Ces propriétés 
peuvent être définies au niveau moléculaire, au niveau cellulaire et au niveau de la tumeur (Figure 8, 
haut). 
 
  Depuis  cette  première  description,  d’autres  caractéristiques  partagées  par  les  cellules 
cancéreuses ont été identifiées (Hanahan and Weinberg, 2011) (Figure 8, bas). Il s’agit notamment de : 
‐ La résistance vis‐à‐vis du système immunitaire 
‐ La stimulation par l’inflammation 
‐ L’instabilité génétique 
‐ Un  changement  du  métabolisme  cellulaire  (augmentation  de  la  glycolyse  couplée  à  la 
fermentation lactique et non à la respiration mitochondriale, ou effet Warburg) 
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L’acquisition  progressive  ou  parallèle  de  ces  caractéristiques  par  des  cellules  initialement 
saines conduit à leur évolution vers le cancer. Il est cependant important de préciser que toutes ces 
propriétés ne  sont pas partagées par  l’ensemble des  cellules  tumorales. En effet,  si  la  tumeur est 
initialement  causée  par  la  prolifération  anormale  d’une  cellule mutée  et  a  donc  une  constitution 
originelle clonale, cette clonalité disparait rapidement.  
Les mécanismes précis conduisant à l’apparition de différents types de cellules au sein de la 
tumeur sont encore mal connus, et les types de cellules en question sont progressivement caractérisés 
(Meacham  and  Morrison,  2013).  Néanmoins  il  est  clair  que  l’instabilité  génétique  des  cellules 
cancéreuses favorise  l’apparition de mutations différentes dans chacune des cellules tumorales. Les 
cellules peuvent alors évoluer de façons différentes au sein de la tumeur (Gerlinger et al., 2014).  
Parmi les différentes cellules cancéreuses, les cellules souches cancéreuses sont aujourd’hui 
intensivement  étudiées.  Contrairement  aux  autres  cellules  cancéreuses,  les  cellules  souches 
cancéreuses se divisent relativement  lentement mais pourraient être à  l’origine directe de certains 
cancers. Elles seraient également particulièrement importantes pour la formation des métastases et 
pourraient être à l’origine d’un grand nombre de récidives après traitement, leur faible taux de division 
Figure 8 : récapitulatif des caractéristiques du cancer, d’après Hanahan et Weinberg (Hanahan and 
Weinberg, 2011). 
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les  rendant  résistantes  à  la  plupart  des  agents  anti‐cancéreux  (Islam  et  al.,  2015; Meacham  and 
Morrison, 2013).  
Enfin,  il  ne  faut  pas  oublier  que  les  tumeurs  ne  sont  pas  constituées  que  de  cellules 
cancéreuses. Elles contiennent aussi des cellules saines, dites stromales, telles que des fibroblastes, 
des cellules endothéliales ou des  leucocytes. Ces cellules ne partagent pas  les caractéristiques des 
cellules cancéreuses mais elles favorisent le maintien et la croissance de la tumeur en  lui apportant 
différents  facteurs  (oxygène  transporté  via  le  sang,  sécrétion  d’enzymes  altérant  la  matrice 
extracellulaire…) (Bhome et al., 2015; Pietras and Östman, 2010). 
 
B/ Comment identifier les gènes impliqués dans l’oncogenèse ? 
1/ Oncogènes et suppresseurs de tumeurs 
 
  Les gènes dont la perturbation favorise le développement de cancers peuvent être classés en 
deux catégories principales : les oncogènes et les suppresseurs de tumeurs (Alberts et al., 2008; Klein, 
1988). 
  Les oncogènes  sont des  gènes  favorisant  l’apparition des  cancers  (Figure 9, haut).  Ils  sont 
présents dans le génome sous forme de proto‐oncogènes. Leur caractère pathologique est dû à une 
activation constitutive de  la protéine qu’ils codent. Celle‐ci peut être causée par des modifications 
qualitatives  (mutations) ou quantitatives  (duplication,  surexpression…) du gène ou de  ses produits 
(ARNm  et  protéine)  aboutissant  à  un  gain  de  fonction.  L’activation  d’un  oncogène  cellulaire  est 
Figure 9 : schéma des trois grandes catégories de mutations favorisant le développement du cancer. Les deux 
chromosomes représentés correspondent aux deux chromosomes d’une même paire. Les mutations gain de 
fonction sont indiquées en jaune, les mutations perte de fonction en rouge. 
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dominante, la modification d’un seul des deux allèles cellulaires suffisant à favoriser le développement 
cancéreux (Murray et al., 1981). 
 
  Les  suppresseurs  de  tumeurs,  comme  leur  nom  l’indique,  ont  pour  fonction  de  limiter 
l’oncogenèse (Figure 9, milieu). Ils sont normalement exprimés dans les cellules et c’est cette fois‐ci 
leur perte qui est à  l’origine de  l’apparition des cancers. Cette perte peut être due à des mutations 
ponctuelles  inactivant  le  gène  ou  déstabilisant  la  protéine,  mais  aussi  à  des  modifications 
épigénétiques empêchant l’expression du gène ou à des événements de recombinaison conduisant à 
la perte totale du gène. Ces pertes de fonction sont généralement récessives et les suppresseurs de 
tumeurs ne perdent  leur  activité que  lorsque  les deux  allèles du  gène ont  été  altérés  (Figure 10) 
(Levine, 1993).  
 
 
  A  ces deux  classes de gènes  impliqués dans  l’oncogenèse peut être ajoutée une  troisième 
catégorie, celle des gènes de maintenance (Figure 9, bas). L’action de ces gènes sur le développement 
du cancer est plus indirecte que pour les précédents mais reste néanmoins essentielle. En effet, cette 
catégorie regroupe l’ensemble des gènes impliqués dans le maintien de la stabilité du génome. Lorsque 
ceux‐ci sont altérés, ce qui est  fréquemment  le cas dans  les cellules cancéreuses,  la probabilité de 
mutation augmente. Cumulée à l’augmentation de la vitesse de prolifération des cellules, c’est‐à‐dire 
de la fréquence de réplication de leur génome, celle‐ci favorise le dérèglement des oncogènes et des 
gènes suppresseurs de tumeurs, donc le développement du cancer (Fishel and Kolodner, 1995; Fox et 
al., 2013). 
 
  L’identification  des  proto‐oncogènes  et  des  suppresseurs  de  tumeur  est  facilitée  par  le 
développement des techniques de séquençage haut débit de génomes entiers. Néanmoins, l’instabilité 
génétique globale des cellules cancéreuses rend impossible l’identification de gènes impliqués dans le 
Figure 10 : schéma de sept mécanismes pouvant conduire à une perte d’hétérozygotie pour un gène 
donné. Les deux chromosomes représentés correspondent aux deux chromosomes d’une même paire. Si la 
mutation indiquée en rouge inactive un gène suppresseur de tumeur, ces mécanismes sont autant de 
façon d’inactiver la deuxième copie de ce gène. 
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cancer en comparant simplement le génome d’une cellule cancéreuse avec celui d’une cellule saine du 
même patient : les différences sont trop nombreuses. De plus l’expression des gènes impliqués dans 
l’oncogenèse peut être altérée via des modifications épigénétiques non détectables par séquençage 
(Jones and Baylin, 2002). Des analyses de séquençage portant sur un plus grand nombre de patients 
ou des méthodes différentes sont donc nécessaires. 
  Enfin, il faut souligner que le terme de « gène » employé pour parler des gènes impliqués dans 
le cancer est en réalité un abus de langage. Il serait plus approprié de parler de « séquences » d’ADN. 
En  effet,  certains  microARNs  sont  impliqués  dans  l’oncogenèse,  en  tant  qu’oncogènes  ou  que 
suppresseurs de tumeurs (Suzuki et al., 2012).  
 
2/ Apports de l’étude des cancers familiaux et héréditaires 
 
  Bien  que  relativement  rares,  les  cancers  familiaux  et  héréditaires  ont  permis  d’identifier 
plusieurs gènes impliqués dans l’oncogenèse. En effet, après caractérisation dans le cas particulier d’un 
cancer  familial donné, plusieurs gènes se sont ensuite avérés  impliqués dans  le développement de 
nombreux cancers sporadiques. 
 
  Ainsi  l’étude d’un cancer de  la  rétine,  le  rétinoblastome, a permis d’identifier  le gène Rb‐1 
comme étant un suppresseur de tumeur. Le rétinoblastome est un cancer rare ayant la particularité 
d’être causé par un nombre très réduit de mutations et touchant généralement les enfants de moins 
de  cinq  ans.  Ce  cancer  peut  être  transmis  de  façon  héréditaire  ou  se  développement  de  façon 
sporadique.  Dans  la  forme  héréditaire,  plusieurs  tumeurs  simultanées  sont  souvent  observées, 
touchant  généralement  les deux  yeux  alors que  la  forme  sporadique  conduit  à  l’apparition d’une 
tumeur unique dans un seul œil (Cowell et al., 1988).  
  Chez  certains  patients,  les  cellules  du  rétinoblastome  possèdent  un  caryotype  anormal 
présentant une délétion au niveau du chromosome 13. L’étude du fragment sujet à délétion a permis 
de caractériser le gène Rb‐1 (Friend et al., 1986; Vogel, 1979) et de montrer que, chez la quasi‐totalité 
des patients présentant un rétinoblastome, les deux allèles de ce gène sont non fonctionnels (Dunn et 
al., 1988). Rb‐1 est un suppresseur de tumeur qui a depuis été identifié comme muté dans d’autres 
types de cancer (JugeMorineau et al., 1997; Sauerbrey et al., 1998). 
  Le même type de démarche expérimentale a permis de caractériser le suppresseur de tumeur 
APC (adenomatous polyposis coli) comme agent causal de la polypose adénomateuse familiale, un type 
de cancer du côlon (Groden et al., 1991; Kinzler et al., 1991). Ce gène est également muté dans certains 
cancers  sporadiques  du  côlon,  de  l’estomac  ou  du  pancréas  (Nakamura,  1995).  Les  gènes  de 
susceptibilité aux cancers du sein et des ovaires BRCA‐1 et BRCA‐2 ont également été identifiés à partir 
de l’étude de formes familiales du cancer du sein (Miki et al., 1994; Wooster et al., 1995). 
 
3/ Importance historique des virus dans la compréhension de l’oncogenèse 
 
  Plus de 15% des cancers humains sont la conséquence plus ou moins directe d’une infection 
par un virus, alors dit oncogène (Butel and Fan, 2012). Ces virus oncogènes sont tous des virus à ADN 
ou des rétrovirus, à l’exception du Virus de l’Hépatite C (VHC) qui est un virus à ARN simple brin de 
polarité positive. Le VHC, ainsi que le Virus de l’Hépatite B (VHB) est associé aux cancers du foie. Parmi 
les virus à ADN, on peut notamment citer les papillomavirus, associés aux cancers du col de l’utérus et 
les herpesvirus. Les rétrovirus quant à eux sont associés à des leucémies (Butel and Fan, 2012).  
  Si les virus à ADN induisent le développement du cancer en exprimant des protéines inhibant 
des suppresseurs de tumeurs cellulaires, deux mécanismes différents sont possibles dans  le cas des 
rétrovirus (Alberts et al., 2008). Cette partie revient sur ces mécanismes, qui ont permis la découverte 
de proto‐oncogènes cellulaires. 
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Les rétrovirus ont  la capacité de rétrotranscrire  leur génome d’une forme ARN à une forme 
ADN  et  de  conduire  à  l’intégration  de  cet  ADN  viral  au  sein  de  l’ADN  cellulaire.  Ce mécanisme 
d’insertion est susceptible de perturber le fonctionnement des cellules concernées, tout comme celui 
des éléments mobiles du génome, qu’ils soient d’origine rétrovirale ou non. C’est ainsi que l’étude des 
rétrovirus aviaires au cours du vingtième siècle a été à l’origine de la caractérisation de plusieurs gènes 
cellulaires  impliqués  dans  la  régulation  de  la  tumorigenèse.  La  démarche  expérimentale  étant 
comparable, un seul exemple sera développé ici : celui de la caractérisation du proto‐oncogène myc. 
  L’idée selon laquelle les virus peuvent être associés au développement de cancers remonte à 
plus d’un siècle. Ainsi, dès 1908, Ellerman et Bang ont établi un lien de causalité entre l’infection de 
poulets par  le virus de  la  leucémie aviaire  (VLA) et  le développement de  leucémies  (Ellermann and 
Bang,  1909).  La  fréquence  d’association  était  relativement  faible  puisque  seuls  5%  des  animaux 
infectés par le virus présentaient des leucémies six mois post‐infection.  
En parallèle, Rous, qui travaillait sur d’autres tumeurs aviaires, a montré que celles‐ci n’étaient 
transmissibles qu’entre des animaux de la même race et que cette transmission était indépendante de 
la  présence  de  cellules  tumorales  dans  l’inoculat  (Rous,  1911).  Cela  l’a  mené  à  formuler  deux 
hypothèses : ces sarcomes pouvaient être causés par des agents infectieux ou par molécules sécrétées 
par les cellules tumorales. Il s’est rapidement avéré qu’un virus était à l’origine du développement de 
ces sarcomes (Rous and Murphy, 1912), qui a été baptisé virus du sarcome de Rous. 
 
  Ces deux exemples ont joué un rôle fondamental dans l’acceptation du rôle de certains virus 
dans  le processus de tumorigenèse. Les rétrovirus oncogènes aviaires étudiés à  l’époque pouvaient 
être classés dans deux catégories : certains avaient un fort pouvoir cancérigène (la quasi‐totalité des 
animaux  infectés développaient des  tumeurs) alors que d’autres, comme  le VLA, n’induisaient des 
cancers que chez une partie des animaux infectés. 
  Il a fallu attendre quelques décennies et le développement d’outils moléculaires, notamment 
le séquençage, pour comprendre l’origine de cette différence de pathogénicité. Les virus à fort pouvoir 
cancérigène, parmi lesquels la souche MC29 du virus de la myélocytomatose aviaire, sont retrouvés 
dans  l’ensemble  des  cellules  tumorales  des  animaux  infectés mais  sont  absents  des  cellules  non 
tumorales.  L’étude  du  génome  du  rétrovirus  MC29  a  permis  de  montrer  que  celui‐ci,  pourtant 
considéré comme défectif car  incapable de se multiplier en  l’absence de co‐infection par un autre 
rétrovirus, possédait un gène capable d’induire  la  transformation des cellules  infectées en cellules 
tumorales quel que soit son site d’insertion dans le génome (Lautenberger et al., 1981). Cet oncogène 
viral a été baptisé v‐myc (Figure 11, partie de gauche). 
  Parallèlement, des  chercheurs qui  travaillaient  sur  l’oncogenèse  induite par  le VLA  se  sont 
aperçu que ce virus ne possédait pas d’oncogène propre. De plus, malgré le caractère apparemment 
aléatoire du site d’insertion du génome viral dans le génome cellulaire, les tumeurs induites par le VLA 
sont des tumeurs clonales provenant de la multiplication d’une cellule où le génome viral s’est inséré 
dans un locus particulier. Les LTR viraux étant des séquences promotrices, l’hypothèse dominante était 
celle  d’une  oncogenèse  par mutation  insertionnelle  :  l’insertion  d’un  nouveau  promoteur  dans  le 
génome cellulaire à un endroit précis conduirait à la surexpression d’un gène cellulaire à l’origine du 
développement  tumoral.  Cette  hypothèse  était  renforcée  par  l’observation,  dans  les  tumeurs 
VLA‐dépendantes,  d’ARN  mixtes  contenant  des  séquences  virales  issues  du  LTR  accolées  à  des 
séquences  d’origine  cellulaire.  En  hybridant  ces  ARN  avec  des  sondes  spécifiques  de  différents 
oncogènes connus, des chercheurs ont pu montrer que, dans 85% des cas, les lymphomes causés par 
le VLA étaient dus à une activation par le LTR viral de l’expression d’un gène cellulaire très proche du 
gène v‐myc du virus MC29 et qui a donc été appelé c‐myc (Hayward et al., 1981) (Figure 11, partie de 
droite). 
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Figure 11 : schéma récapitulant les deux principaux types d’oncogenèse médiés par les rétrovirus et impliquant 
l’expression d’un oncogène. A gauche le cas d’un virus oncogène rapide, dit transducteur, dont le modèle classique est 
celui du virus du sarcome de Rous, à droite le cas d’un virus oncogène lent, dit cis‐activateur, dont le modèle classique 
est le virus de la leucémie aviaire. 1 : infection de la cellule cible et entrée de l’ARN viral. 2 : transcription inverse pour 
former l’ADN viral. 3 : insertion de l’ADN viral dans l’ADN cellulaire. 3’ : insertion de l’ADN viral dans l’ADN cellulaire en 
amont du locus c‐myc. 4 : transcription de l’oncogène viral v‐myc sous le contrôle du promoteur LTR viral.  
4’ : transcription de l’oncogène cellulaire c‐myc sous le contrôle du promoteur LTR viral. 5 : export nucléaire de l’ARNm 
myc. 6 : traduction de la protéine myc et induction de l’oncogenèse. 
 
  Pour la première fois, le potentiel oncogénique d’un gène cellulaire a été identifié et il a été 
démontré qu’un virus oncogène pouvait agir en modifiant l’activité d’un proto‐oncogène cellulaire. Les 
deux  mécanismes  décrits  ci‐dessus  (oncogenèse  par  l’expression  d’un  oncogène  viral  ou  par  la 
surexpression d’un oncogène cellulaire) ont depuis été  identifiés dans de nombreux cas de cancer 
induit par des rétrovirus.  
  Le  seul  rétrovirus oncogène n’appartenant ni à  la  catégorie des virus  transducteurs ni à  la 
catégorie des virus cis‐activateurs est le virus HTLV‐1 (virus T‐lymphotropique humain). Ce virus est le 
premier virus dont le caractère oncogène a été formellement caractérisé chez l’homme et il agit par 
trans‐activation de multiples gènes cellulaires favorisant  le développement de  leucémies  (Zane and 
Jeang, 2014). 
 
C/ Processus cellulaires perturbés lors de l’oncogenèse 
 
  Comme  rappelé précédemment, de nombreux processus  cellulaires  sont perturbés  lors de 
l’oncogenèse.  Dans  cette  partie,  seuls  ceux  qui  sont  bien  connus  et  sont  impliqués  dans  le 
développement des leucémies seront détaillés. On ne reviendra notamment pas sur la modification de 
la  sensibilité  aux  activateurs  et  inhibiteurs  de  croissance,  la  capacité  d’invasion  et  de métastase, 
l’angiogenèse, les changements métaboliques et le détournement de la réponse immunitaire. 
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1/ Résistance à l’apoptose 
 
  A  l’échelle de  l’organisme et des tissus, plusieurs mécanismes permettent en temps normal 
d’éliminer  les  cellules  présentant  des  dysfonctionnements.  Parmi  ces  mécanismes,  l’apoptose 
présente la double caractéristique d’être génétiquement programmée au sein de chaque cellule et de 
ne  pas  déclencher  de  réaction  inflammatoire.  L’apoptose  joue  un  rôle  essentiel  au  cours  du 
développement embryonnaire et de  la  vie de  l’organisme. Elle est par exemple  impliquée dans  la 
morphogenèse des doigts et  le renouvellement de différents  tissus, dont  l’épithélium  intestinal. Le 
mécanisme  d’apoptose  est  également  déclenché  lorsqu’une  cellule  subit  des  dommages  à  l’ADN 
importants  (Flusberg  and  Sorger,  2015).  Il  permet  donc  d’éviter  le maintien  dans  l’organisme  de 
cellules porteuses de mutation et susceptible de dériver vers un phénotype cancéreux. L’ensemble des 
cancers  effectivement  observés  découle  donc  de  cellules  ayant  acquis  la  capacité  d’échapper  à 
l’apoptose. 
 
   L’apoptose d’une cellule peut être induite par deux voies de signalisation différentes. La voie 
extrinsèque  dépend  d’un  signal  extracellulaire  tandis  que  la  voie  intrinsèque  est  déclenchée 
spontanément  par  la  cellule  elle‐même.  Ces  deux  voies  convergent  vers  l’activation  des  caspases 
pro‐apoptotiques (Alberts et al., 2008). Ces protéases sont présentes dans le cytoplasme sous forme 
de précurseurs  inactifs,  les pro‐caspases, qui sont activés par clivage et dimérisation  (Parrish et al., 
2013). L’activation de ces caspases par  les voies extrinsèque et  intrinsèque de  l’apoptose  induit  le 
clivage  de  différentes  protéines  cellulaires  et  l’activation  d’une  nucléase  capable  de  cliver  l’ADN 
internucléosomique,  l’apoptose  étant  associée  à  un  clivage  de  l’ADN  cellulaire  (Widłak,  2000). 
L’ensemble de ces mécanismes régulés de dégradation aboutit à la mort cellulaire par apoptose (Figure 
12).  
 
  La voie extrinsèque de l’apoptose (Figure 13) est déclenchée par la reconnaissance d’un signal 
extracellulaire  par  un  récepteur  membranaire  couplé  à  un  domaine  de  mort  (DD).  Ce  signal 
extracellulaire peut‐être localisé à la surface d’une autre cellule (ligand Fas) ou circulant (TNF α et β). 
Figure 12 : schéma du mécanisme de déclenchement de l’apoptose par les caspases activatrices.
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L’interaction  du  récepteur  avec  le  ligand  extracellulaire  va  induire  sa  trimérisation,  permettant 
l’interaction de ses DD intracellulaires avec les DD de protéines adaptatrices telles que FADD (protéine 
associée à Fas avec Domaines de mort). Ces protéines adaptatrices recrutent et activent la caspase 8 
qui  déclenche  ensuite  une  cascade  d’activation  des  autres  caspases  conduisant  à  l’apoptose 
(Verbrugge et al., 2010).  
 
  La  voie  intrinsèque  de  l’apoptose  (Figure  14)  peut  être  déclenchée  par  différents  stress 
intracellulaires,  notamment  par  une  accumulation  de  lésions  à  l’ADN.  Ces  signaux  induisent  la 
formation de pores protéiques au niveau de  la membrane mitochondriale externe par  lesquels des 
facteurs pro‐apoptotiques sont libérés dans le cytoplasme. Ces pores sont généralement formés par 
des protéines pro‐apoptotiques de  la famille protéique Bcl‐2, tels que Bax et Bak. Constitutivement 
exprimées, ces protéines sont normalement inhibées par les membres anti‐apoptotiques de la famille 
Bcl‐2, tels que Bcl‐2, Bcl‐xL et Mcl‐1. Les signaux de stress pro‐apoptotiques permettent la libération 
et la multimérisation de Bax et Bak pour former des pores mitochondriaux. Ces pores permettent le 
relargage de plusieurs facteurs qui coopèrent pour déclencher l’apoptose. Le cytochrome c interagit 
avec la protéine Apaf1 dont il induit la transconformation. Cette protéine fixée au cytochrome c forme 
alors  un  homoheptamère,  l’apoptosome  qui  active  la  pro‐caspase  9  et  déclenche  la  cascade 
d’activation  des  caspases.  Parallèlement,  d’autres  facteurs  comme  SMAC/Diablo  et  Omi/HtraA2 
inhibent des  inhibiteurs de  l’apoptose  (IAP)  et  activent donc  indirectement  les  caspases.  Enfin,  la 
Figure 13 : représentation schématique de la voie extrinsèque d’activation de l’apoptose. DD : domaine de mort 
(Death Domain), DED : domaine effecteur de mort (Death Effector Domain), DISC : complexe de signalisation 
induisant la mort (Death Inducing Signalling Complex). 1 : reconnaissance d’un signal extracellulaire d’induction 
de l’apoptose par des récepteurs transmembranaires et trimérisation activatrice des récepteurs. 2 : recrutement 
de protéines adaptatrices par interaction entre les domaines de mort. 3 : recrutement de pro‐caspases par 
interaction entre les domaines effecteurs de mort. 4 : activation de la caspase 8. 5 : cascade d’activation des 
caspases (Figure 12). 6 : induction de l’apoptose. 
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protéine AIF (Facteur Induisant l’Apoptose) libérée par la mitochondrie est transportée dans le noyau 
où elle favorise le clivage et la compaction de l’ADN (Adrain and Martin, 2001; Alberts et al., 2008; Cory 
and Adams, 2002).  
 
 
  Au‐delà  de  leur  convergence  vers  l’activation  des  caspases,  la  voie  extrinsèque  et  la  voie 
intrinsèque de l’apoptose sont connectées via la protéine Bid. En effet, Bid est activée par la caspase 
8 lors de la voie extrinsèque et active les protéines Bax et Bak de la voie intrinsèque. Elle favorise le 
relargage  de  facteurs  pro‐apoptotiques  depuis  la  mitochondrie  et  donc  la  voie  intrinsèque  de 
l’apoptose (Korsmeyer et al., 2000). 
 
  Dans  certains  cancers,  la  résistance  à  l’apoptose  est  due  à  la  surexpression  de  facteurs 
anti‐apoptotique comme Bcl‐2 (Leek et al., 1994; Lu et al., 1993). Mais dans la majorité des cas, des 
mutations sont retrouvées dans les gènes codant des facteurs clés de l’apoptose. 
  Dans environ 50% des cancers humains, la résistance à l’apoptose est due à une mutation dans 
le gène p53 (Alberts et al., 2008). En effet, ce gène code pour un facteur de transcription impliqué dans 
la  régulation de différents processus cellulaires, dont  l’apoptose.  Il a été montré que p53  induit  la 
transcription  des  facteurs  pro‐apoptotiques  de  la  famille  Bcl‐2  et  d’intermédiaires  des  voies 
intrinsèque et extrinsèque de l’apoptose mais également que p53 inhibe de façon directe ou non les 
inhibiteurs de l’apoptose. Ainsi, p53 est un activateur global de l’apoptose, agissant essentiellement 
mais pas uniquement sur la voie intrinsèque d’activation (Yu and Zhang, 2005). 
Figure 14 : représentation schématique de la voie intrinsèque d’activation de l’apoptose. 1 : les protéines Bak et 
Bax sont inhibées par les protéines anti‐apoptotiques de la famille Bcl‐2. 2 : un signal apoptotique intracellulaire 
lève l’inhibition de Bax et Bak. Ces deux protéines forment alors des pores mitochondriaux. 3 : du cytochrome c 
est relargué dans le cytoplasme depuis la mitochondrie. 4 : le cytochrome c induit la transconformation de la 
protéine Apaf1. 5 : sept molécules d’Apaf1 liées au cytochrome c s’associent avec sept pro‐caspases 9 pour 
former l’apoptosome. 6 : la caspase 9 est activée. 7 : le facteur SMAC/Diablo est libéré hors de la mitochondrie. 
8 : ce facteur inhibe les inhibiteurs de l’apoptose (IAP). 9 : la protéine AIF est libérée hors de la mitochondrie. 
10 : AIF entre dans le noyau et favorise le clivage de l’ADN cellulaire. 11 : l’ensemble des processus de la voie 
intrinsèque concoure à l’induction de l’apoptose. 
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  Cette protéine  est présente  à des niveaux  très  faibles dans  les  cellules  saines  car  elle  est 
dégradée en parallèle de sa synthèse. Elle est stabilisée lorsque la cellule est confrontée à différents 
stress tels que les dommages à l’ADN, l’hypoxie, un manque de nucléotide, le stress oxydatif ou encore 
l’expression d’oncogènes. Cette augmentation du niveau de p53 cellulaire induit différentes réponses 
au stress, dont l’apoptose (Chipuk and Green, 2006). L’inactivation du gène correspondant dans des 
cellules transformées constitue donc une avancée drastique vers le phénotype cancéreux et p53 est 
considéré comme un suppresseur de tumeur majeur. 
 
2/ Perte de contrôle du cycle cellulaire et augmentation de la prolifération 
 
  La prolifération d’une cellule saine est finement régulée par différents signaux extracellulaires 
qui permettent de contrôler le nombre de cellules au sein de chaque tissu. Les cellules cancéreuses 
sont à la fois affranchies de ces mécanismes de régulation et dans un état d’activation permanent de 
leur prolifération cellulaire. Autrement dit, indépendamment des signaux extérieurs, les processus de 
croissance cellulaire, réplication du génome et division cellulaire sont globalement activés dans  les 
cellules cancéreuses, tout en restant coordonnés entre eux. 
  Des mutations dans des dizaines de gènes peuvent être à  l’origine de  la non sensibilité des 
cellules cancéreuses aux signaux extérieurs de contrôle de  la prolifération (Hanahan and Weinberg, 
2000). En effet, ces signaux activent différentes voies de signalisation et chacune d’entre elle peut être 
interrompue par la suppression d’un de ses intermédiaires protéiques. Le détail des différentes voies 
de signalisation et des intermédiaires pour lesquels des mutations ont été observées ne sera pas repris 
ici. 
  Mais  les  cellules  cancéreuses ne  sont pas  seulement affranchies des  signaux de  régulation 
externes. Elles sont également dans un état d’activation permanent de la prolifération cellulaire. Ainsi 
les mutations qui ciblent directement  les étapes clés de contrôle du cycle cellulaire sont retrouvées 
dans de nombreux cancers. 
 
Figure 15 : schéma des cyclines exprimées pendant les différentes phases du cycle cellulaire chez les vertébrés. 
Les trois flèches rouges indiquent les points de contrôle. 
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  Le cycle cellulaire repose sur une succession de cycles de division comprenant chacun quatre 
phases : la phase G1 (croissance cellulaire), la phase S (réplication de l’ADN), la phase G2 (croissance 
cellulaire et préparation de la mitose) et la phase M (mitose). La régulation de la progression du cycle 
cellulaire  implique de nombreux mécanismes et est articulée autour de trois points de contrôle (ou 
checkpoints) temporels :  la transition G1/S, la transition G2/M et un point de contrôle au sein de la 
mitose,  entre  les  étapes  de  métaphase  de  d’anaphase,  c’est‐à‐dire  avant  la  séparation  des 
chromosomes des deux cellules filles (Figure 15) (Molinari, 2000). Chaque point de contrôle ne peut 
être  passé  que  si  la  cellule  détecte  que  les  étapes  préalables  du  cycle  cellulaire  ont  eu  lieu 
correctement. Par exemple,  la  transition G2/M est bloquée  si  le génome n’a pas été entièrement 
dupliqué.  
  A ces trois points de contrôle peut être ajoutée  l’étape d’entrée dans  le cycle cellulaire. En 
effet,  la plupart des cellules de notre organisme ne se divisent pas et sont dans une phase dite G0. 
L’enclenchement du cycle cellulaire et donc un préalable à leur division cellulaire (Johnson and Walker, 
1999).  
 
  Bien que chaque point de contrôle du cycle cellulaire ne puisse être passé que si  les étapes 
précédentes  se  sont bien déroulées,  les protéines  régulant  la progression du  cycle  cellulaire  sont 
différentes de celles qui sont activement impliquées dans ses quatre phases. En effet, la régulation du 
cycle cellulaire est médiée par des protéines kinases dépendantes des cyclines (CDK). Comme leur nom 
l’indique,  ces  kinases  ont  la  particularité  de  n’être  actives  que  lorsqu’elles  sont  associées  à  des 
protéines appelées cyclines (Morgan, 1995). Or, si le niveau d’expression des CDK est constant, celui 
des cyclines varie au cours du cycle cellulaire. Ainsi, chez les vertébrés, il existe quatre types de cyclines 
qui sont exprimées uniquement lors de certaines phases du cycle cellulaire : les cyclines D et E pendant 
la phase G1, la cycline A de la phase S au début de la mitose et la cycline B, de la phase G2 à la phase 
M (Figure 15). Chacune de ces cyclines n’interagissant qu’avec certaines CDK, chaque étape du cycle 
cellulaire est caractérisée par la présence de dimères cycline/CDK spécifiques (Tableau 3) (Johnson and 
Walker, 1999).  
 
Cyclines  CDK associées 
D  4, 6 
E  2 
A  2, 1 
B  1 
 
Tableau 3 : rappel des complexes cycline/CDK formés dans les cellules de vertébrés 
 
  A  cette  régulation  temporelle  par  l’expression  de  différentes  cyclines  s’ajoutent  des 
régulations directes par des protéines capables d’inhiber ou d’activer  les CDK. Ces régulateurs sont 
généralement exprimés dans des conditions particulières (dommages à l’ADN, progression au cours de 
la mitose…) et permettent le contrôle de la progression du cycle cellulaire en fonction des conditions 
réelles auxquelles est confrontée la cellule (Alberts et al., 2008; Morgan, 1995). 
 
  A chaque point de contrôle du cycle cellulaire est associée une série de réactions permettant 
d’enclencher la phase suivante du cycle. Ces réactions aboutissent à la régulation de l’expression de 
gènes spécifiques des différentes phases du cycle cellulaire et sont finement régulées. Or un certain 
nombre de mutations entraînant le développement de cancers perturbent justement ces réactions de 
transition. 
  C’est notamment le cas des mutations inactivant le suppresseur de tumeur Rb‐1. La protéine 
Rb est en effet impliquée dans le blocage de l’entrée en phase S : elle inhibe les facteurs de la famille 
E2F  qui  sont  nécessaires  à  la  transcription  des  gènes  permettant  l’entrée  en  phase  S  (Figure  16, 
gauche).  Rb  est  elle‐même  inhibée  par  le  complexe  cycline  D/CDK4,  spécifiquement  exprimé  au 
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moment de la transition G1/S. L’inhibition exercée par Rb est donc normalement levée uniquement 
dans  les cellules qui sont entrées dans  le cycle cellulaire et précisément au moment de  l’entrée en 
phase S (Figure 16, centre). La mutation de Rb‐1 dans les cellules cancéreuses permet à ces dernières 
d’activer la phase S indépendamment de tout mécanisme de contrôle (Chinnam and Goodrich, 2011; 
Dick and Rubin, 2013). Cela a pour double conséquence d’augmenter leur taux de prolifération et de 
favoriser  leur  instabilité génétique. En effet,  la réplication peut alors avoir  lieu dans des conditions 
inadaptées induisant l’augmentation du taux d’erreurs lors de la réplication du génome. 
  Le mécanisme de contrôle  impliquant  les protéines Rb, cycline D et CDK4 est extrêmement 
important dans la cellule. En effet, le complexe cycline D/CDK4 peut être inhibé par la protéine p16, 
qui est produite en cas de stress cellulaire (Figure 16, droite). Ainsi, en cas de stress et d’expression de 
p16, c’est le blocage exercé par Rb qui empêche la progression du cycle cellulaire vers la phase S (Li et 
al.,  2011;  Rayess  et  al.,  2012).  Les  cellules  cancéreuses  exprimant  une  protéine  Rb  fonctionnelle 
possèdent généralement d’autres mutations altérant le fonctionnement de ce mécanisme de contrôle. 
Certaines surexpriment la cycline D ou la CDK4 (Dickson, 2014), d’autres possèdent des mutations ou 
des modifications épigénétiques inactivant le gène p16 (Li et al., 2011).  
 
  Enfin,  le suppresseur de tumeur p53 est également impliqué dans l’inhibition de l’entrée en 
phase S du cycle cellulaire. En effet, il induit la transcription de p21, un inhibiteur de CDK bloquant la 
levée  de  l’inhibition  exercée  par  Rb.  Ce mécanisme  est  activé  en  cas  de  stress  cellulaire  et  donc 
d’augmentation de la quantité de p53 (Giono and Manfredi, 2006). Il empêche l’entrée de la cellule en 
phase S si les conditions ne sont pas propices au bon déroulement de cette dernière. Les mutations 
inactivant p53 favorisent donc également la progression vers la phase S du cycle cellulaire, dans des 
conditions susceptibles d’augmenter l’instabilité génétique des cellules cancéreuses. 
 
3/ Altération de la réparation des dommages à l’ADN 
 
  Si l’instabilité génétique des cellules cancéreuses est en partie due à leur progression forcée 
vers la phase S du cycle cellulaire, et donc à l’accumulation d’erreurs au cours de la réplication de leurs 
génomes, elle serait moindre si ces cellules possédaient des mécanismes de réparation efficace des 
dommages à l’ADN. Outre les oncogènes et les suppresseurs de tumeurs, le dysfonctionnement des 
gènes de maintenance du génome joue un rôle clé dans le développement du cancer. 
 
  Il existe un certain nombre de mécanismes de  réparation des dommages à  l’ADN dans  les 
cellules humaines, qui sont adaptés à la réparation des différents types de lésions susceptibles de se 
produire.  Dans  la  plupart  des  cas  les  mécanismes  de  réparation  des  dommages  à  l’ADN  sont 
redondants et une même lésion pourrait être prise en charge par plusieurs voies de réparation. Cette 
Figure 16 : contrôle du cycle cellulaire par la protéine Rb. Gauche : Rb inhibe le facteur de transcription E2F en 
empêche l’expression des gènes d’entrée en phase S. Centre : le complexe cycline D/CDK4 exprimé en phase G1 
inhibe Rb par phosphorylation et permet l’expression des gènes d’entrée en phase S. Droite : en cas de stress 
cellulaire, la protéine p16 inhibe le complexe cycline D/CDK4 et empêche la progression du cycle cellulaire. 
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redondance fonctionnelle représente un niveau de sécurité supplémentaire pour la cellule et diminue 
la probabilité de stabilisation d’une mutation.  
  Les mutations ponctuelles  induisant des mésappariements peuvent ainsi être  réparées par 
excision  de  base,  c’est‐à‐dire  clivage  de  la  base  azotée  anormale  puis  clivage  du  désoxyribose 
mono‐phosphate restant (Kim and Wilson III, 2011), ou par excision de nucléotides, c’est‐à‐dire clivage 
d’une  série  de  nucléotides  comprenant  le  nucléotide muté  (Schärer,  2013)  (Figure  17).  Ces  deux 
mécanismes génèrent des coupures simple brin de  l’ADN. Le  remplacement du ou des nucléotides 
manquant est alors réalisé par une ADN polymérase à partir du brin complémentaire. Les fragments 
néosynthétisés sont ensuite incorporés au sein du brin endommagé par l’action d’une ADN ligase (Kim 
and Wilson III, 2011; Schärer, 2013).  
  Ces  deux mécanismes  sont  relativement  rapides mais  ne  permettent  de  réparer  que  les 
mutations  ponctuelles  concernant  un  nombre  restreint  de  nucléotides.  Le  dommage  à  l’ADN 
susceptible de poser le plus de problèmes à la cellule est la rupture double brin de l’ADN. Celle‐ci peut 
être causée par des radiations ionisantes, par des erreurs de réplication et par différents métabolites 
cellulaires dont  les agents oxydants. Sa réparation est plus complexe car aucun modèle permettant 
une synthèse par complémentarité n’est disponible. 
  Dans  la majorité des cas et notamment dans  les cellules somatiques, ce  type de  lésion est 
réparé par jonction d’extrémités non homologues (NHEJ) (Figure 18). Les deux sites de clivages sont 
reconnus par des hétérodimères des protéines Ku70 et Ku80. Différents autres facteurs sont recrutés 
aux sites de clivages et, si nécessaire,  les extrémités  libres de  l’ADN sont clivées  jusqu’à obtention 
d’une microhomologie entre les deux extrémités libres qui permet leur ligation (Burma et al., 2006; 
Rassool,  2003). Ce mécanisme de  réparation  est  rapide mais  conduit  à  la  délétion d’un  fragment 
d’ADN. L’apparition de ces délétions est plus ou moins dommageable selon l’organisme (proportion 
codante du génome) et  le  type cellulaire  (cellule somatique ou germinale).  Il est de  toute  façon  le 
principal mécanisme exploitable par  les cellules pour  réparer  les  ruptures double brin de  l’ADN en 
dehors des phases S et G2 (Alberts et al., 2008). 
Figure 17 : principe de la réparation des mésappariements par excision de base ou de nucléotides. Les rectangles 
noirs représentent les nucléotides originels, les rouges les nucléotides mutés, les verts les nucléotides 
néosynthétisés. 1 : clivage de la base azotée modifiée. 2 : clivage du désoxyribose mono‐phosphate 
correspondant. 3 : synthèse du nucléotide manquant par complémentarité et insertion dans l’ADN. 4 : excision 
d’une série de nucléotides contenant le muté. 5 : synthèse par complémentarité et insertion dans l’ADN. 
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  En effet, entre  la réplication du génome cellulaire et  la mitose,  l’information génétique est 
présente en double dans  la cellule sous  la forme de deux chromatides sœurs. Dans ce contexte,  les 
ruptures double brin de  l’ADN d’une des  chromatides  sœurs peuvent être  reparées en utilisant  la 
seconde chromatide comme modèle via le mécanisme de recombinaison homologue (Figure 19). Dans 
un premier temps,  les deux extrémités du site de clivage sont dégradées dans  le sens 5’‐3’. Un des 
deux brins d’ADN clivé va alors entrer en contact avec la double hélice intacte de la chromatide sœur. 
En présence d’homologie de séquence entre l’ADN des deux chromatides, les deux brins de la double 
hélice  intacte  se  séparent  localement  et  l’un  d’entre  eux  s’apparie  avec  le  brin  clivé.  La  partie 
manquante de ce brin d’ADN est alors synthétisée par complémentarité avec celui de la chromatide 
sœur. Les brins d’ADN des deux chromatides se séparent ensuite, la chromatide intacte retrouvant son 
appariement originel. La partie néosynthétisée de  la chromatide clivée peut alors s’apparier avec  la 
séquence  complémentaire  du  second  brin  clivé,  qui  pourra  lui‐même  être  complété  par 
complémentarité avec le premier brin. Une ADN ligase intervient après la seconde étape de synthèse 
pour permettre la ligation de l’ADN néosynthétisé avec le brin correspondant (San Filippo et al., 2008). 
Ce mécanisme de réparation est plus complexe et ne peut avoir lieu que pendant certaines phases du 
cycle cellulaire, mais  il ne conduit généralement pas à  l’apparition de mutation. En revanche, si, en 
raison de l’organisation spatiale de l’ADN dans le noyau, une chromatide du second chromosome de 
la paire est utilisée comme modèle au lieu de la chromatide sœur, la recombinaison homologue peut 
conduire à une perte d’hétérozygotie (Carr and Lambert, 2013).  
Figure 18 : principe de la réparation des ruptures double brin par NHEJ. Les nucléotides en bleus correspondent à 
une micro‐homologie de séquence. 1 : reconnaissance du clivage par Ku70/Ku80. 2 : recrutement de la machinerie 
de réparation. 3 : clivage des extrémités non appariées. 4 : en l’absence d’homologie, poursuite du clivage.  
5 : recrutement de la machinerie de ligation. 6 : ligation avec déletion par rapport à la séquence d’origine. 
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  Un  certain  nombre  de  facteurs  sont  impliqués  dans  l’ensemble  de  ces  mécanismes  de 
réparation et la liste exhaustive n’en sera pas dressée ici. En revanche il est intéressant de noter que 
la mutation de certains de ces facteurs peut favoriser le développement de cancers. Ainsi, BRCA‐1 et 
BRCA‐2 sont impliqués dans les premières étapes de la recombinaison homologue et leur inactivation 
est à l’origine de certains cancers du sein (Prakash et al., 2015).  
  De  plus  la  surexpression  de  certains  oncogènes  peut  altérer  le  fonctionnement  de  ces 
mécanismes  de  réparation.  C’est  notamment  le  cas  de  myc.  Ce  facteur  de  transcription  est  un 
régulateur bien caractérisé de la prolifération cellulaire et de l’apoptose. Il a récemment été montré 
que sa surexpression, entre autres dans  les cellules cancéreuses, ralentit  la réparation des ruptures 
double brins de l’ADN par NHEJ et par recombinaison homologue (Ambrosio et al., 2015; Li et al., 2012). 
La  surexpression  de  myc  augmente  par  conséquent  le  nombre  de  ces  ruptures  double  brin  et 
l’instabilité génétique des cellules cancéreuses. 
 
  Les  connaissances  disponibles  concernant  le  développement  des  cancers  progressent 
régulièrement  et  de  nombreuses  études  sont  actuellement  menées  pour  mieux  comprendre  les 
mécanismes  de  l’oncogenèse.  Si  certains  processus,  comme  la  formation  des métastases,  restent 
encore mal compris, l’ensemble des données disponibles tend à montrer que la réussite thérapeutique 
Figure 19 : principe de la réparation des ruptures double brin par recombinaison homologue. Les deux brins de 
chaque chromatide sœur sont représentés de la même couleur (bleu pour la double hélice rompue, rouge pour 
l’autre). L’ADN néosynthétisé est représenté en vert. 1 : digestion 5’‐3’ à partir de la rupture double brin.  
2 : appariement d’un des brins rompus avec un brin de la chromatide intacte (invasion de brin). 3 : synthèse par 
complémentarité. 4 : séparation des deux chromatides et appariement du deuxième brin rompu avec l’ADN 
néosynthétisé. 5 : synthèse par complémentarité. 6 : ligation de l’ADN néosynthétisé. 
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dépend non pas de la compréhension du cancer en général, mais d’un cancer en particulier, celui dont 
souffre le patient (Heuckmann and Thomas, 2015).  
En effet, de nombreux profils mutationnels sont susceptibles de conduire au développement 
d’un cancer et cette convergence phénotypique masque une grande diversité dans  les mécanismes 
mis  en  place.  Le  traitement  des  cancers  est  encore  essentiellement  basé  sur  le  ciblage  de 
caractéristiques  générales  des  cellules  cancéreuses,  notamment  leur  rapidité  de  prolifération.  Ce 
modèle thérapeutique évolue progressivement vers des traitements personnalisés, adaptés au profil 
mutationnel de chaque cancer. Ainsi, seules les patientes souffrant de tumeurs mammaires exprimant 
les  récepteurs  aux  œstrogènes  et  à  la  progestérone  sont  orientées  vers  un  traitement  par 
hormonothérapie. Sur ce principe, des approches de plus en plus complexes permettant d’affiner les 
traitements sont en cours de conception (Le Du et al., 2015). Si ce type démarche est évidemment 
prometteur en terme de pronostic pour les patients, il nécessite cependant une compréhension des 
mécanismes moléculaires à l’origine de l’oncogenèse plus détaillée et exhaustive que l’actuelle. 
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III/ SAMHD1, histoire et contexte d’une découverte majeure 
A/ Le VIH : structure virale et adaptation à l’environnement cellulaire 
1/ Les VIH, des lentivirus à l’origine d’une pandémie 
a/ Le SIDA : de la découverte du VIH à la gestion d’une pandémie 
 
  Les premiers patients atteints par  le Syndrome d’ImmunoDéficience Acquise  (SIDA) ont été 
identifiés en 1981 par le CDC (Center for Disease Control) d’Atlanta comme atteints par une pneumonie 
et une déplétion des lymphocytes T. Le SIDA a été défini comme un ensemble de symptômes causés 
par la perte de fonctionnalité du système immunitaire, ce qui favorise le développement d’infections 
opportunistes et  les  rend mortelles. Des  symptômes  similaires ont été observés  chez des patients 
français (Barré‐sinoussi, 2003) et il a fallu moins de deux ans à des chercheurs français pour identifier 
un nouveau virus présent chez les malades (Barre‐Sinoussi, F., J. C. Chermann, 1983). Ce virus, proche 
des HTLV‐1 et HTLV‐2 précédemment caractérisés, a été classé dans  la catégorie des  rétrovirus en 
raison de sa morphologie et de son association avec une activité transcriptase inverse (Barre‐Sinoussi, 
F., J. C. Chermann, 1983). Le séquençage de son génome a confirmé son appartenance à cette famille 
virale, le plaçant dans le genre plus restreint des lentivirus, tout en soulignant sa différence par rapport 
aux virus déjà connus (Wain‐Hobson et al., 1985). D’autres équipes avaient isolé des virus à partir de 
prélèvements de patients atteints du SIDA et  il a  finalement été montré que ces différents  isolats 
n’étaient  que  des  souches  différentes  du  même  virus  (Ratner  et  al.,  1985)  :  le  Virus  de 
l’Immunodéficience Humaine (VIH). 
   
Bien qu’isolé et identifié comme agent causal du SIDA il y a une trentaine d’années, beaucoup 
de choses restent à comprendre concernant ce virus et la mise au point d’un vaccin est encore un défi 
à relever. De fait,  le VIH est à  l’origine d’une pandémie et si  les traitements permettent désormais 
d’améliorer significativement la qualité de vie des malades, il reste impossible de les guérir. D’après le 
dernier  rapport  du  programme  des  Nations  Unies  concernant  le  SIDA,  il  y  avait  35  millions  de 
personnes infectées par le VIH en 2013 et même si le nombre de contaminations annuelles a diminué 
de 38% depuis 2001, 2,1 millions de personnes ont été  contaminées en 2013  (UNAIDS, 2014).  La 
disponibilité des  traitements reste  très variable selon  les zones géographiques et aujourd’hui seuls 
37% des patients sont traités. Et même pour les patients sous traitement, le SIDA demeure une maladie 
mortelle. Si la mortalité annuelle a chuté de 35% depuis 2005, 1,5 million de personnes sont décédées 
en raison du SIDA en 2013 (UNAIDS, 2014). Depuis le début de l’épidémie, le SIDA a touché 78 millions 
de  personnes  et  entraîné  39  millions  de  décès,  ce  qui  en  fait  un  des  plus  redoutables  agents 
pathogènes de l’histoire de l’humanité.  
 
  A  l’heure actuelle,  le meilleur moyen de  lutter  contre  le SIDA  reste  la prévention mais  les 
progrès  réalisés  en  termes  de  thérapies  anti‐rétrovirales méritent  d’être  soulignés.  Ces  thérapies 
permettent désormais d’empêcher les personnes infectées de transmettre le virus et retardent voire 
bloquent  l’apparition  des  symptômes  (Cohen,  2012).  Le  principal  objectif  actuel  est  d’étendre  et 
d’améliorer  leur  distribution  dans  les  pays  en  voie  de  développement,  où  les malades  sont  plus 
nombreux  que  dans  les  pays  développés  mais  manquent  de  moyens  financiers  pour  se  soigner 
(Ebrahim  and Mazanderani,  2013).  Cela  n’empêche  pas  en  parallèle  de  chercher  à  améliorer  les 
thérapies actuellement disponibles et  les recommandations de  l’Organisation Mondiale de  la Santé 
sont régulièrement mises à jour en fonction des derniers résultats cliniques (Olubajo et al., 2014). 
 
b/ Organisation des particules et des génomes viraux 
 
  Le VIH appartient à la famille des rétrovirus, qui rassemble des virus enveloppés d’une centaine 
de nanomètres de diamètre dont le génome se présente sous la forme de deux copies d’ARN simple 
brin.  Cet  ARN  est  de  polarité  positive,  c’est‐à‐dire  que  sa  séquence  est  identique  (et  non 
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complémentaire)  à  celle  utilisée  comme  support  lors de  la  traduction des  protéines  virales.  Il  est 
rétrotranscrit en ADN viral au cours du cycle de réplication des rétrovirus par une transcriptase inverse 
virale. Parmi  les rétrovirus,  les  lentivirus ont, comme  leur nom  l’indique,  la particularité d’entraîner 
des maladies avec une longue période d’incubation. Contrairement aux autres rétrovirus, leur cycle de 
réplication est indépendant du démantèlement de l’enveloppe nucléaire au cours de la mitose. 
 
  Les  particules  virales  des  rétrovirus  ont  une  organisation  conservée  (Figure  20)  qui  n’est 
acquise que suite à une étape de maturation catalysée par la protéase virale après le bourgeonnement 
des virions néo synthétisés. La particule virale est délimitée par une membrane lipidique provenant de 
la membrane plasmique de la cellule productrice, au niveau de laquelle sont localisées les protéines 
virales d’enveloppe : la gp120 (surfacique) et la gp41 (transmembranaire). La protéine de matrice (MA) 
virale  forme une  structure  sous‐jacente  à  cette  enveloppe  lipidique dans  laquelle  elle  s’ancre par 
myristoylation. Au sein de la particule, la protéine de capside (CA) virale forme une seconde structure 
de forme trapézoïdale caractéristique. Celle‐ci contient les deux brins d’ARN viraux de polarité positive 
empaquetés dans des polymères de protéine de nucléocapside (NC), des enzymes virales, notamment 
l’intégrase (IN), la transcriptase inverse (RT) et la protéase (PR) mais aussi certaines protéines virales 
dites accessoires, des protéines cellulaires et des composés nécessaires à la transcription inverse du 
génome viral (Scarlata and Carter, 2003). 
 
Le génome du VIH, pris ici comme modèle de génome de lentivirus, possède 9 cadres ouverts 
de  lectures répartis sur un peu moins de 10kb d’acide nucléique. Il code pour trois grands types de 
protéines : les protéines de structure, les protéines régulatrices et les protéines accessoires (Figure 21) 
(Scarlata and Carter, 2003). 
Les  protéines  de  structure  sont  codées  par  trois  cadres  ouverts  de  lecture.  Gag  (Group 
Antigene Specific) est transcrit sous la forme d’un ARNm non épissé, lui‐même traduit sous la forme 
d’un précurseur conséquemment clivé par la protéase virale pour former les protéines structurales du 
virus (MA, CA et NC précédemment évoquées ainsi que le peptide p6, présent uniquement chez les 
lentivirus de primates). Pol (polymérase) est traduit sous la forme d’une polyprotéine Gag‐Pol via un 
décalage des ribosomes sur un ARNm non épissé. Il code pour les enzymes virales impliquées dans la 
transcription  inverse  du  génome  viral  (RT),  son  intégration  dans  le  génome  cellulaire  (IN)  et  la 
maturation des particules virales (PR). Enfin, Env (enveloppe) est transcrit sous la forme d’un ARNm 
mono‐épissé lui‐même traduit sous la forme d’un précurseur gp160 qui est clivé en gp120 et gp41 par 
une protéase cellulaire. 
Figure 20 : schéma de l’organisation des particules rétrovirales. Source: ViralZone 
www.expasy.org/viralzone, Swiss Institute of Bioinformatics. 
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Les protéines régulatrices du VIH Tat et Rev sont transcrites sous forme d’ARNm épissés deux 
fois, ce qui permet leur export nucléaire par la même voie que les ARNm cellulaires. Rev (regulator of 
virion protein expression) est impliqué dans l’export des autres ARNm viraux (cf I/D/1) tandis que Tat 
(Trans‐Activator of Transcription) permet d’induire la transcription du génome viral. 
 
  Ce génome code également pour un certain nombre de protéines accessoires traduites à partir 
d’ARNm mono ou bi‐épissés. Elles ont été qualifiées d’accessoires car elles ne sont pas nécessaires à 
la  réplication  virale  dans  des  cellules  permissives  in  vitro  mais  elles  jouent  en  réalité  un  rôle 
fondamental dans  la pathogenèse  in vivo. Si  les autres protéines décrites ci‐dessus sont conservées 
chez  tous  les  lentivirus,  les  protéines  accessoires  diffèrent  selon  le  lentivirus  considéré.  Elles 
constituent  un  des  marqueurs  permettant  de  décrire  l’histoire  évolutive  des  souches  virales  et 
notamment de comprendre  les origines de  la transmission à  l’homme de virus d’immunodéficience 
initialement simiens. 
 
Catégorie  Nom  Abréviation  Précurseur  Fonction proposée 
Protéines de 
structure 
Capside  CA  Gag  Structure 
Matrice  MA  Gag  Structure 
Nucléocapside  NC  Gag  Structure (protection de l'ARN viral) 
Protéines 
d'enveloppe 
gp120     Env  Reconnaissance du récepteur et du co‐récepteur cellulaires 
gp41     Env  Fusion des membranes virale et plasmique 
Protéines 
enzymatiques 
Intégrase  IN  Pol  Intégration du génome viral dans le génome cellulaire 
Protéase  PR  Pol  Maturation des particules virales 
Transcriptase 
inverse  RT  Pol  Transcription inverse du génome viral 
Protéines 
régulatrices 
Tat        Activation de la transcription du génome viral 
Rev        Export des ARNm viraux non ou mono épissés 
Protéines 
accessoires 
Nef        Augmentation de l'infection des cellules non permissives (cible BST‐2) 
Vif        Augmentation de l'infection des cellules non permissives (cible APOBEC3G) 
Vpr        Augmentation de l'infection des cellules non permissives 
Vpu        Augmentation de l'infection des cellules non permissives (cible BST‐2) 
Vpx        Augmentation de l'infection des cellules non permissives (cible SAMHD1) 
 
Tableau 4 : tableau récapitulant les différentes protéines du VIH. Seules les fonctions principales et évoquées 
dans ce manuscrit y ont été rappelées. 
Figure 21 : représentation schématique du génome du VIH‐1. Les gènes codant les protéines de structure sont 
indiqués en bleu, ceux codant pour les protéines accessoires en jaune et ceux codant pour les protéines 
régulatrices en violet. 
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c/ Classification et origines des VIH 
   
  L’emploi du singulier pour parler du VIH relève en réalité de  la simplification. En effet, sans 
même considérer la variabilité des génomes viraux chez un seul patient infecté, il existe plusieurs types 
de VIH. 
  Après l’identification du premier VIH, dit VIH‐1, chez les patients souffrant de SIDA en Europe 
et  aux  Etats‐Unis  (Barre‐Sinoussi,  F.,  J.  C.  Chermann,  1983),  un  second  virus morphologiquement 
proche mais possédant un profil antigénique différent a été identifié comme agent causal du SIDA chez 
des patients d’Afrique de l’ouest et baptisé VIH‐2 (Clavel et al., 1986). En plus de ces deux grands types 
de VIH, les analyses de séquences de différentes souches de VIH‐1 ont mis en évidence l’existence de 
quatre groupes distincts. Le groupe M  (main) est  le plus répandu et est à  l’origine de  la pandémie 
actuelle  de  SIDA,  les  groupes N  et  P  n’ont  été  identifiés  que  chez  un  nombre  réduit  de  patients 
camerounais et  le groupe O, bien qu’également circonscrit dans une zone géographique réduite, a 
causé plus de 100000 infections en Afrique de l’ouest. Des clades distincts ont été identifiés au sein du 
groupe M du VIH‐1 et parmi les souches de VIH‐2 (Hahn et al., 2000). 
 
  A ces différentes catégories de virus infectant l’homme, il faut ajouter un certain nombre de 
virus simiens,  infectant essentiellement  les singes africains. En effet, des virus morphologiquement 
proches du VIH ont été  identifiés chez différentes espèces de singes. Une même souche virale peut 
d’ailleurs ne pas être pathogène pour l’espèce de singe avec laquelle elle a co‐évolué et conduire au 
développement de SIDA si elle infecte une autre espèce. On regroupe ces virus sous le terme de Virus 
de l’Immunodéficience Simienne (Chahroudi et al., 2012).  
  L’analyse des séquences des génomes de l’ensemble de ces VIH et VIS permet de tracer des 
arbres phylogénétiques viraux. De façon intéressante, ceux‐ci ont montré que  le VIH‐2 et les quatre 
groupes de VIH‐1 ne forment pas un groupe monophylétique mais sont apparentés à des VIS différents. 
Cela montre que l’existence de plusieurs virus humains différents n’est pas due à l’évolution divergente 
d’une même souche ancestrale pathogène pour l’homme mais à la combinaison de différents passages 
de la barrière d’espèce ayant permis la contamination de l’homme par plusieurs virus simiens (Hahn 
et al., 2000). 
  Des  analyses  phylogénétiques  combinées  aux  données  géographiques  de  localisation  des 
différentes souches virales humaines et simiennes ont ainsi permis de montrer que le VIH‐2 résulte de 
la transmission à l’homme du VISsmm, virus infectant de façon non pathogène les mangabeys enfumés 
mais conduisant au SIDA les macaques infectés. Les groupes M et N du VIH‐1 résultent quant à eux de 
deux transmissions à l’homme du VIScpz, un VIS pathogène chez le chimpanzé issu de la combinaison 
chez ce singe d’un virus non pathogène chez les cercopithèques et d’un virus non pathogène chez les 
mangabeys couronnés. Le groupe P du VIH‐1 résulte de la transmission à l’homme du VISgor, un VIScpz 
ayant évolué pour infecter les gorilles (Sharp and Hahn, 2011). Enfin, il a récemment été montré que 
le groupe O du VIH‐1 a également pour origine une contamination de l’homme par le gorille (D’arc et 
al., 2015). 
  En plus des VIS susmentionnés, il existe un grand nombre de VIS qui infectent les populations 
de singes mais n’ont jamais été transmis à l’homme (Beer et al., 1999; Chahroudi et al., 2012; Sharp 
and Hahn, 2011). 
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  Si on compare l’organisation globale des génomes de l’ensemble des VIH et VIS, trois schémas 
d’organisation,  différents  en  termes  de  protéines  accessoires,  sont  identifiables  (Figure  22). 
L’ensemble des virus de l’immunodéficience codent pour les protéines Vif, Vpr et Nef. Le VIH‐1 et les 
VIS apparentés codent en plus pour la protéine Vpu tandis que le VIH‐2 et les VIS apparentés codent 
pour  la protéine Vpx  et qu’une partie des VIS ne  codent que pour  les  trois protéines  accessoires 
communes (Beer et al., 1999). 
2/ Réplication dans les cellules hôtes 
a/ Cycle réplicatif du VIH 
 
  Le cycle de réplication du VIH peut‐être divisé en deux phases : une phase précoce, de l’entrée 
du virus dans la cellule cible à l’intégration du génome viral dans le génome cellulaire, et une phase 
tardive, de l’expression des gènes viraux à la production de particules virales (Figure 23). 
 
  L’entrée  du  VIH  dans  ses  cellules  cibles  est  médiée  par  l’interaction  entre  la  protéine 
d’enveloppe gp120 et le récepteur cellulaire CD4. Celle‐ci  induit une transconformation de la gp120 
qui la rend capable d’interagir avec un co‐récepteur qui, selon les souches virales, peut être CCR5 ou 
CXCR4. La reconnaissance d’un de ces récepteurs aux chimiokines par la gp120 permet un changement 
de conformation de la gp41 conduisant à la fusion de la membrane virale avec la membrane plasmique 
(Klasse, 2012).  
Suite à l’entrée de la capside virale dans le cytoplasme, trois étapes clés du cycle viral ont lieu : 
la décapsidation, la transcription inverse, et le transport jusqu’aux pores nucléaires. L’orchestration de 
ces trois étapes dans le temps et dans l’espace reste encore aujourd’hui un sujet de controverse. Les 
données expérimentales tendent à soutenir l’hypothèse selon laquelle une décapsidation partielle est 
nécessaire pour permettre la transcription inverse mais que cette dernière ne peut cependant avoir 
lieu qu’au sein de la capside pour limiter la reconnaissance du matériel génétique viral par les senseurs 
de l’immunité innée. Ainsi la décapsidation pourrait n’avoir lieu qu’au niveau des pores nucléaires pour 
permettre le passage du complexe de pré‐intégration directement de la capside au nucléoplasme. Mais 
ce modèle reste discuté et de nombreuses études soulignent  l’importance de différentes protéines 
cellulaires dans les processus cytoplasmiques de la phase précoce du cycle viral (Arhel, 2010; Fassati, 
2012). 
Les étapes susmentionnées permettent  la mise en place d’un Complexe de Pré‐Intégration 
(PIC)  contenant  l’ADN double brin viral, des protéines virales et des protéines cellulaires.  L’import 
Figure 22 : représentation schématique des génomes des VIH et des virus simiens apparentés. 
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nucléaire de ce complexe est  indépendant de  la mitose car  il se  fait via  les pores nucléaires et ne 
nécessite pas de disruption de l’enveloppe nucléaire. Néanmoins, même si les données expérimentales 
permettent  d’identifier  certains  acteurs  clés  de  ce  processus,  le  mécanisme  d’import  nucléaire 
impliqué est encore mal compris (Matreyek and Engelman, 2013). 
Une fois le PIC importé dans le noyau, l’intégrase virale permet l’insertion de l’ADN viral dans 
le génome cellulaire. Le mécanisme moléculaire de cette étape du cycle viral est connu (Craigie, 2001; 
Delelis et al., 2008), ce qui fait de l’intégrase une cible thérapeutique majeure (Dubey et al., 2007). Il a 
par ailleurs été montré que cette protéine est également à l’origine de la sélection du site d’intégration 
du  génome  viral  qui,  pour  le VIH,  correspond  essentiellement  à  des  zones  activement  transcrites 
(Kvaratskhelia et al., 2014). 
 
Suite à l’intégration du provirus dans le génome cellulaire, celui‐ci est transcrit via l’activation 
du promoteur localisé dans les LTR par des facteurs cellulaires. Cette phase d’expression de l’ADN viral 
a lieu en deux temps. Tout d’abord, les ARN viraux poly‐épissés sont exportés hors du noyau et traduits 
pour  permettre  la  production  des  protéines  virales  Tat,  Rev  et  Nef.  Tat  va  ensuite  stimuler  la 
transcription des gènes viraux en  interagissant avec  la structure secondaire TAR et en  recrutant  le 
Complexe  de  Super  Elongation  (SEC)  au  niveau  de  l’ARN  polymérase  (Huasong  et  al.,  2013). 
Parallèlement, Rev va permettre  l’export nucléaire des ARN viraux non épissés et mono‐épissés. La 
persistance dans  le génome de certaines cellules de provirus non transcrits, phénomène portant  le 
nom de latence virale, est un des obstacles majeurs à la mise en place de traitements permettant de 
guérir les patients séropositifs (Van Lint et al., 2013). 
Une fois exportés hors du noyau, les ARN viraux sont traduits dans le cytoplasme pour donner 
les différentes protéines virales. La protéine d’enveloppe s’insère dans la membrane plasmique mais 
c’est  le précurseur Gag qui est  l’acteur clé du processus de bourgeonnement des particules virales. 
Cette protéine interagit en effet avec la membrane plasmique, avec des protéines virales, avec l’ARN 
génome viral et avec certaines protéines cellulaires pour permettre  le bourgeonnement de virions 
depuis la membrane plasmique. Ce bourgeonnement, ayant lieu au niveau de zones membranaires à 
la composition lipidiques particulières, les radeaux lipidiques, permet la formation de particules virales 
immatures qui ne deviendront infectieuses que suite au clivage des précurseurs Gag et Gal‐Pol par la 
protéase virale (Sundquist and Kra, 2012). 
 
Au‐delà  de  ce  cycle  viral  classique,  des  études  de  plus  en  plus  nombreuses  soulignent 
l’importance de la transmission cellule‐cellule du VIH in vivo, sans libération de particules virales dans 
le milieu extracellulaire. Ce mécanisme pourrait expliquer certaines particularités de la pathogenèse 
du VIH (Costiniuk and Jenabian, 2014). 
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b/ Utilisation de facteurs cellulaires facilitants 
 
  La  réplication  des  virus  est  un  processus  complexe  faisant  appel  à  différents mécanismes 
impliquant un grand nombre de protéines. Or, la taille limitée des génomes viraux ne leur permet pas 
de  coder  pour  l’ensemble  des  gènes  nécessaires  à  leur  propre  réplication.  Les  virus  sont  ainsi 
dépendants  des  cellules  qu’ils  infectent  pour  se  répliquer.  Ils  ont  évolué  pour  utiliser  au mieux 
différents facteurs cellulaires facilitant leur multiplication et le VIH ne fait pas exception. 
 
  Tout  d’abord,  le  VIH  exploite  les  ressources  énergétiques  et  les  voies  de  synthèse  des 
biomolécules des cellules infectées. En effet, l’infection conduit à la production de particules virales 
Figure 23 : schéma du cycle de réplication du VIH. 1 : reconnaissance du récepteur CD4 et d’un co‐récepteur 
cellulaire par la protéine d’enveloppe virale. 2 : fusion des membranes virale et cellulaire et libération de la 
capside virale dans le cytoplasme. 3 : décapsidation. 4 : transcription inverse de l’ARN viral en ADN viral.  
5 : import nucléaire de l’ADN viral et insertion dans le génome cellulaire. 6 : transcription du génome viral.  
7 : export des ARNm viraux épissés. 8 : traduction des protéines Tat et Rev. 9 : import nucléaire de Tat et Rev. 
10 : activation de la transcription virale par Tat. 11 : export des ARN viraux non épissés et mono épissés via Rev. 
12 : traduction des autres protéines virales. 13 : assemblage des particules virales au niveau de la membrane 
plasmique. 14 : bourgeonnement. 15 : maturation des particules par la protéase virale. 
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contenant de l’ARN, des protéines et des lipides : les précurseurs correspondants (NTP, acides aminés 
et acétyl‐CoA) sont ainsi indirectement utilisés par le virus. De plus, l’étape de transcription inverse de 
l’ARN viral en ADN nécessite l’apport de dNTP cellulaires. 
  Parallèlement,  le cycle de  réplication viral comporte de nombreuses étapes nécessitant de 
l’énergie. Ainsi, en plus de récupérer les produits des voies anaboliques dans la cellule, le VIH utilise 
l’énergie produite par les voies cataboliques. 
  Si la dépendance du virus vis‐à‐vis du métabolisme de la cellule est évidente, peu d’études ont 
permis de montrer que le VIH pouvait moduler ce métabolisme. Des effets directs de l’infection par le 
VIH ont été observés sur le métabolisme des lipides sans que les mécanismes précis ne soient élucidés 
(Rasheed et al., 2008) et il a été montré que la protéine Vpr a un effet direct sur PPARγ et le récepteur 
des glucocorticoïdes, perturbant ainsi le fonctionnement du tissu adipeux (Agarwal et al., 2013). Chez 
les patients séropositifs, des perturbations du métabolisme lipidique mais aussi du métabolisme des 
glucides  ont  été  observées  à  l’échelle  systémique,  elles  sont  vraisemblablement  dues  à  la  fois  à 
l’infection et aux traitements antirétroviraux (Palmer and Crowe, 2012; Stanley and Grinspoon, 2012). 
  Concernant  le métabolisme  des  glucides,  l’observation  de modifications  concomitantes  à 
l’infection  par  le  VIH  peut  être  expliquée  au  niveau  cellulaire  par  le  fait  que  l’activation  des 
lymphocytes, principales  cellules  cibles du VIH,  conduit  à un  changement de  leur  fonctionnement 
métabolique. Lors de la réponse immunitaire, les lymphocytes T passent d’un métabolisme oxydatif 
du glucose au cours duquel la glycolyse est suivie par le cycle de Krebs et la respiration mitochondriale 
à un métabolisme glycolytique reposant sur la glycolyse et la fermentation lactique. Cette transition 
métabolique est régulée par  les cytokines et est maintenue tout au  long de  la réponse  immunitaire 
(Michalek  and  Rathmell,  2011;  Palmer  et  al.,  2015).  On  peut  ainsi  expliquer  que  l’inflammation 
chronique induite par le VIH perturbe le métabolisme des glucides à l’échelle cellulaire, ce métabolise 
semblant lui‐même jouer un rôle dans la sensibilité au VIH (Loisel‐Meyer et al., 2012). 
   
  Les virus sont capables d’utiliser l’énergie et les biomolécules présentes dans les cellules, mais 
ils  sont  également  capables  d’interagir  ponctuellement  avec  des  partenaires  et  des  structures 
cellulaires pour effectuer certaines étapes de leur cycle de réplication. 
  Le VIH est notamment capable de détourner des récepteurs membranaires pour permettre la 
libération de sa capside dans le cytoplasme (Klasse, 2012), de recruter des protéines d’export nucléaire 
pour permettre l’export des ARN viraux (Neville et al., 1997) mais aussi d’interagir avec des domaines 
membranaires particuliers pour permettre son bourgeonnement (Ono and Freed, 2001). 
 
  Enfin, le VIH est capable de détourner des machineries cellulaires complexes pour permettre 
l’expression de son génome.  
  En effet, en plus de posséder des séquences reconnues par des facteurs de transcription au 
niveau de ses LTR, le VIH code pour la protéine Tat qui est capable d’interagir avec la structure TAR de 
l’ARN viral et d’y recruter le complexe pTEFb sous forme active (He et al., 2010; Sobhian et al., 2010). 
Ce  complexe peut alors phosphoryler  le domaine C‐terminal de  l’ARN polymérase  II au niveau du 
génome viral et activer sa transcription de façon processive. 
  Le  VIH  recrute  également  la  machinerie  de  traduction  pour  permettre  la  synthèse  des 
protéines virales. La structure de certains ARNm viraux étant différente de celle des ARNm cellulaires, 
des mécanismes alternatifs de traduction sont mis en place. Ainsi, la traduction du gène Env débute 
via un saut de ribosome, la traduction des précurseurs Gag et Gag‐Pol peut être initiée de façon coiffe‐
dépendante ou via un IRES et la traduction du précurseur Gag‐Pol n’a lieu que si le ribosome dérape 
entre les deux gènes pour reculer d’un nucléotide (Guerrero et al., 2015). 
 
   De façon générale le VIH est capable de se multiplier dans les cellules infectées car, à chaque 
étape du cycle viral, il est capable d’utiliser les facteurs cellulaires qui facilitent sa réplication. 
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c/ Echappement à l’immunité innée 
 
  Il serait néanmoins malvenu de considérer la cellule comme un environnement de réplication 
accueillant. En effet, en plus des réponses immunitaires innées et acquises mises en place à l’échelle 
de l’organisme, l’infection par le VIH conduit au déclenchement de voies de réponse immunitaire innée 
à l’échelle cellulaire (Figure 24). 
 
  De façon générale les mécanismes de l’immunité innée cellulaire reposent sur la détection des 
agents  pathogènes  par  des  récepteurs  appelés  PRR  (Pattern‐Recognition  Receptors)  capables 
d’interagir avec des motifs moléculaires propres aux pathogènes  (ou PAMP  : Pathogen‐Associated 
Molecular Patterns). Cette reconnaissance permet d’activer différentes voies de signalisation pouvant 
conduire  à  l’expression  de  cytokines  voire  à  la mort  cellulaire. Deux  types de  PRR,  induisant  une 
réponse antivirale, sont impliqués dans la reconnaissance du VIH.  
  Tout d’abord l’hélicase RIG‐I est capable de reconnaître des structures secondaires de l’ARN 
génomique  viral.  Dans  les  cellules  mononuclées  du  sang  périphérique  (PBMC)  et  dans  les 
macrophages, cette détection  induit une  faible expression d’interféron  (IFN) de  type  I et de TNFα 
permettant l’expression des gènes stimulés par l’IFN (ISG ou Interferon Stimulated Genes) (Berg et al., 
2012). 
  Par ailleurs plusieurs récepteurs de la famille des Toll‐like récepteurs (TLR) sont capables de 
reconnaître l’ARN viral dans certains types cellulaires. Dans les cellules dendritiques, cette détection 
Figure 24 : voies de réponse immunitaire innée cellulaire pouvant être activées par le VIH et mécanismes 
d’échappement viraux. Le détail des voies n’a pas été représenté. Les senseurs sont indiqués en rouge et 
les facteurs de transcription en bleu. cGAS et IFI16 reconnaissent l’ADN double brin cytoplasmique, RIG‐I 
reconnait l’ARN double brin et donc les structures secondaires de l’ARN cytoplasmique et les TLR7 et 8 
reconnaissent l’ARN simple brin endosomal. Les façons dont le VIH peut contrecarrer ou détourner ces 
voies de signalisation sont représentées en jaune. 
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par le TLR7 induit la production d’INFα et de TNFα (Beignon et al., 2005; Lepelley et al., 2011). Dans 
les monocytes, le TLR7 et le TLR8 peuvent reconnaître l’ARN viral. Plusieurs équipes ont montré que 
cette détection induisait l’activation de l’inflammasome (Chattergoon et al., 2014; Guo et al., 2014) et 
la sécrétion de cytokines, mais les cytokines identifiées sont différentes selon les études (IL6 et TNFα 
(Meier et al., 2007), ILβ (Guo et al., 2014) ou absence d’IFN (Chattergoon et al., 2014)). 
 
  Il  a  également  été  montré  qu’un  censeur  n’appartenant  pas  à  la  famille  des  PRR  peut 
reconnaître  le VIH.  Il  s’agit de  l’enzyme cGAS, qui est un censeur d’ADN cytoplasmique, et qui est 
notamment capable de détecter l’ADN viral si celui‐ci n’est pas efficacement masqué par la capside au 
cours de la transcription inverse. Cette reconnaissance induit une réponse IFN de type 1 (Gao et al., 
2013;  Lahaye et al., 2013).  La protéine  cellulaire  IFI16, autre  senseur de  l’ADN  cytoplasmique, est 
également capable d’induire une réponse immunitaire innée après détection de l’ADN viral (Jakobsen 
et al., 2013). 
 
  Seuls  les virus capables de dépasser ces blocages peuvent achever  leur cycle de réplication. 
C’est pourquoi le VIH évolue pour contrecarrer ces facteurs de l’immunité innée ou les utiliser au profit 
de sa multiplication (Figure 24). Il a par exemple été montré que dans certaines cellules dendritiques 
l’activation du TLR8 améliore la réplication du VIH en augmentant la transcription virale (Gringhuis et 
al., 2010). 
  Les  protéines  virales  peuvent  également  bloquer  la  signalisation  des  voies  de  l’immunité 
cellulaire en inhibant les intermédiaires impliqués. Ainsi, la protéase virale est capable de séquestrer 
le  détecteur  RIG‐I  (Solis  et  al.,  2011)  et  les  protéines  accessoires  Vpr  et  Vif  peuvent  induire  la 
dégradation de l’intermédiaire IRF3 (Okumura et al., 2008). Cette molécule est également ciblée par 
la protéine virale Vpu mais le mécanisme mis en jeu est sujet à controverse. Une équipe avait postulé 
que Vpu induisait la dégradation de IRF3 (Doehle et al., 2012), ce qui a été contredit par la suite (Hotter 
et al., 2013) avant que d’autres chercheurs montrent que Vpu induit le clivage d’IRF3 par les caspases 
mais pas sa dégradation complète (Park et al., 2014). 
  Enfin,  certains mécanismes  cellulaires  limitant  le  déclenchement  de  la  réponse  innée  en 
l’absence de pathogènes sont également mis à profit par le VIH. On peut notamment citer la nucléase 
Trex1 qui est capable de dégrader les ADN cytoplasmiques. Cette dernière peut cibler les produits de 
transcription  inverse abortive du VIH, ce qui  limite  la détection du virus par  les senseurs cellulaires 
(Yan et al., 2010). 
 
3/ VIH et facteurs de restriction 
a/ Caractéristiques et fonctions des facteurs de restrictions 
 
  En plus de devoir échapper aux mécanismes de l’immunité innée, les rétrovirus et notamment 
le VIH doivent contrecarrer des facteurs de restriction. Ces protéines cellulaires sont définies comme 
étant capables de bloquer la réplication du virus en agissant sur une étape précise du cycle viral. Elles 
sont généralement contrecarrées par  les virus et  les gènes correspondants peuvent être  induits par 
l’IFN et portent des marques de sélection positive. En pratique, cela signifie que le taux de mutations 
non synonymes observé dans ces gènes ou dans certaines régions de ces gènes est supérieur au taux 
de  mutations  synonymes,  lui‐même  considéré  comme  relevant  d’une  apparition  aléatoire  de 
mutations non sélectionnées par la suite.  
  A  l’heure  actuelle,  plusieurs  facteurs  de  restriction  ont  été  identifiés  comme  capables  de 
bloquer  le  cycle  viral  du  VIH.  De  façon  intéressante,  pour  chacun  de  ces  facteurs,  des  données 
suggèrent un rôle dans la modulation de la réponse immunitaire innée. La compréhension globale de 
l’activité  antivirale  de  ces  protéines  nécessite  donc  des  études  in  vivo  plus  approfondies  que  les 
expériences généralement effectuées avec des  lignées cellulaires. Plusieurs  travaux réalisés chez  la 
souris  ouvrent  ainsi  des  perspectives  intéressantes  sur  les  interactions  entre  immunité  innée  et 
facteurs de restriction (Rehwinkel, 2014). 
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  Les découvertes rallongent régulièrement la liste des facteurs de restriction du VIH et des virus 
apparentés. Seuls  les quatre facteurs de restriction  les mieux caractérisés seront présentés dans ce 
manuscrit (Figure 25). 
 
  Le premier, TRIM5, est particulier car la protéine humaine ne restreint pas le VIH. Néanmoins 
les protéines TRIM5 d’autres primates sont capables de bloquer ce virus (Sayah et al., 2004; Stremlau 
et al., 2004). Elles agissent en provoquant une décapsidation précoce qui conduit à  l’exposition des 
acides nucléiques viraux au cours de  la  transcription  inverse  (Stremlau et al., 2006). Cependant,  le 
mécanisme sous‐jacent reste encore mal compris. En effet, il a été démontré que TRIM5 peut interagir 
avec  la protéine de  capside  virale  (Stremlau  et  al.,  2006)  et que  son  activité ubiquitine‐ligase  est 
nécessaire au blocage du cycle viral avant  la transcription  inverse (Lienlaf et al., 2011; Pertel et al., 
2011). En revanche aucune ubiquitination de la capside virale par TRIM5 n’a été observée à ce jour. 
D’autres données expérimentales suggèrent que TRIM5 pourrait également bloquer d’autres étapes 
du cycle viral (Wu et al., 2006) voire que TRIM5 pourrait être considéré comme un PRR reconnaissant 
la capside virale (Pertel et al., 2011). 
 
Figure 25 : schéma des étapes du cycle de réplication du VIH bloquées par les quatre facteurs de restriction 
actuellement identifiés pour ce virus. 3 : décapsidation. 4 : transcription inverse. 14 : bourgeonnement. 
(numérotation d’après la Figure 23) 
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  APOBEC3G est un autre facteur de restriction agissant dans les phases précoces du cycle viral, 
plus précisément au niveau de  la  transcription  inverse. Ce  facteur de  restriction a été  identifié via 
l’étude de la protéine virale Vif. En effet, des travaux ont montré que Vif permet l’infection de cellules 
non permissives par  le VIH, vraisemblablement en dégradant un facteur antiviral cellulaire (Madani 
and  Kabat,  1998).  C’est  en  cherchant  à  identifier  ce  facteur  que  des  chercheurs  ont  montré 
qu’APOBEC3G peut empêcher l’infection par le VIH mais uniquement en l’absence de Vif (Sheehy et 
al., 2002). Parallèlement, une hypermutation du  génome  viral  a été observée  en  l’absence de Vif 
(Lecossier et al., 2003). Il a finalement été démontré que cette hypermutation est due à APOBEC3G 
(Zhang et al., 2003). 
  En  effet,  APOBEC3G  est  une  cytidine  déaminase  capable  d’introduire  des  mutations  C 
(cytidine) vers U (uracile) dans  les ADN simple brin. C’est une protéine cytoplasmique qui peut être 
incorporée dans les particules virales au cours du bourgeonnement. Lorsque ces particules contenant 
la protéine APOBEC3G  infectent une cellule, APOBEC3G  introduit des mutations dans  l’ADN viral au 
cours de la transcription inverse. Il a été montré que cette hypermutation du génome viral est délétère 
Figure 26 : schéma des effets d’APOBEC3G sur la transcription inverse. En présence d’APOBEC3G, l’ADN viral + 
subit des mutations C vers U. Ces mutations inhibent la synthèse du brin complémentaire, ce qui est le 
mécanisme principal de l’arrêt du cycle viral dû à APOBEC3G. Dans les cas où le brin d’ADN complémentaire 
peut être synthétisé, l’ADN double brin obtenu peut être reconnu par la protéine cellulaire UNG2, qui clive les 
uraciles dans l’ADN, ce qui conduit à sa dégradation. Il peut également s’intégrer dans le génome cellulaire. 
Dans ce dernier cas, l’infection virale n’est pas productive car l’hypermutation du génome ne permet pas 
l’expression de protéines virales fonctionnelles. 
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pour le virus (Mangeat et al., 2003) et que l’incorporation d’uraciles dans le premier brin d’ADN viral 
synthétisé  perturbe  la  transcription  du  second  brin  d’ADN  (Klarmann  et  al.,  2003).  Plusieurs 
mécanismes sont vraisemblablement impliqués, notamment l’inhibition de la transcription inverse via 
l’hypermutation du premier brin d’ADN synthéthisé (Bishop et al., 2008) (Figure 26).  
  APOBEC3G n’est pas un facteur de restriction spécifique du VIH, il est capable de bloquer la 
transcription inverse d’autres rétrovirus (Mangeat et al., 2003). La première démonstration formelle 
du mécanisme d’action d’APOBEC3G a d’ailleurs été réalisé avec le virus de la leucémie murine (MLV) 
(Harris et al., 2003). 
  De  plus  APOBEC3G  appartient  à  la  famille  des  cytidines  déaminases  APOBEC3,  qui  est 
composée de sept protéines différentes. D’autres membres de cette famille sont capables de bloquer 
l’infection par le VIH. On peut notamment citer APOBEC3A (Berger et al., 2011b) et APOBEC3F (Zheng 
et al., 2004b). Il a été montré qu’APOBEC3B est capable de restreindre le VIH et n’est pas contrecarré 
par Vif, mais cette protéine de la famille des APOBEC n’est pas exprimée dans les cellules cibles du VIH 
(Doehle et al., 2005).  
 
  SAMHD1  est  le  troisième  facteur  de  restriction  connu  capable  de  bloquer  le  VIH  avant 
l’insertion du génome viral dans le génome cellulaire. Les connaissances actuelles sur cette protéine 
seront récapitulées plus tard dans ce manuscrit (II/B). 
 
  Enfin, contrairement aux trois autres facteurs de restriction identifiés à ce jour, la tetherine, 
également  appelée  BST‐2,  bloque  le  cycle  viral  dans  sa  phase  tardive  (Figure  27).  Ce  facteur  de 
restriction a été identifié comme cible de la protéine virale Vpu et comme limitant le bourgeonnement 
des particules virales (Neil et al., 2008; VanDamme et al., 2008). Cette capacité de séquestration est 
due à la structure particulière de BST‐2, qui possède à la fois un domaine transmembranaire et une 
ancre GPI. Cette protéine fonctionne sous forme de dimères, qui possèdent donc chacun quatre sites 
d’ancrage à  la membrane plasmique. Au cours du bourgeonnement viral,  la répartition de ces sites 
d’ancrage entre  les membranes cellulaire et virale permet à BST‐2 de physiquement séquestrer  les 
virions et d’empêcher leur libération dans le milieu extracellulaire (Perez‐caballero et al., 2009). Il est 
Figure 27 : schéma des mécanismes par lesquels BST‐2 inhibe l’infection par le VIH. 1 : séquestration des 
particules virales au moment de leur bourgeonnement. 2 : inhibition de l’activité des TLR7/8 (effet indépendant 
de l’infection par le VIH). 3 : activation du facteur de transcription NF‐κB. 
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intéressant de noter que BST‐2 est également capable de limiter la transmission cellule‐cellule du VIH 
(Casartelli et al., 2010). 
  Des  chercheurs ont montré que  l’activité antivirale de BST‐2 n’était pas  limitée au VIH, ni 
même aux rétrovirus. Ce facteur pourrait en fait avoir une activité globale contre les virus possédant 
une membrane lipidique issue de la membrane plasmique (Jouvenet et al., 2009). 
  Des données expérimentales montrent que l’activité anti‐VIH de BST‐2 n’est pas uniquement 
due à sa capacité de séquestrer les particules virales. Ainsi, plusieurs équipes ont montré que BST‐2 
pouvait agir comme un PRR et activer le facteur de transcription NF‐kB lors de l’infection (Cocka and 
Bates, 2012; Galão et al., 2012; Tokarev et al., 2013). BST‐2 est également  capable de moduler  la 
signalisation des TLR7 et 9 dans certaines cellules dendritiques (Cao et al., 2009). Enfin, il a récemment 
été montré que BST‐2 peut  inhiber  l’expression  transitoire des protéines  (Narkpuk et al., 2014) et 
l’effet de cette propriété sur l’infection par le VIH n’a pas encore été élucidé. 
 
b/ Mécanismes d’échappement viral 
 
  Le  fait d’être  contrecarrés par des protéines virales est un des éléments de définition des 
facteurs de restriction. La plupart d’entre eux ont d’ailleurs été  identifiés en cherchant quel facteur 
cellulaire  était bloqué par une protéine  virale  nécessaire  à  l’infection de  cellules non permissives 
(Tableau 5). 
 
  Le seul facteur de restriction qui n’est pas contrecarré par une protéine accessoire du VIH est 
TRIM5. En effet, cette protéine n’est pas capable de restreindre l’infection par le VIH chez l’homme. 
Néanmoins il a été montré que lorsqu’un variant capable de bloquer le VIH est surexprimé dans des 
cellules infectées par le VIH, le virus s’adapte via des mutations dans le gène codant pour la capside 
virale (Pacheco et al., 2010). 
 
  APOBEC3G a été  identifié comme  le facteur de restriction contrecarré par  la protéine virale 
Vif. Assez rapidement après cette identification, il a été montré que Vif agissait à la fois en inhibant la 
traduction d’APOBEC3G et en promouvant la dégradation de cette protéine de façon dépendante du 
protéasome (Stopak et al., 2003). La combinaison de ces deux mécanismes permet à Vif d’empêcher 
l’incorporation  d’APOBEC3G  dans  les  particules  virales  (Stopak  et  al.,  2003).  Cette  capacité  de  la 
protéine virale Vif à bloquer la protéine cellulaire APOBEC3G est dépendante de la souche virale et de 
l’espèce infectée (Mariani et al., 2003). 
  Il a été montré que Vif induit la dégradation d’APOBEC3G par le protéasome en interagissant 
avec cette protéine et avec un complexe E3‐ligase de type SCF comprenant la culline 5, les élongines B 
et C et l’adaptateur Rbx1 (Yu et al., 2003). Vif est également capable d’interagir avec CBFb (Zhou et al., 
2012) et cette protéine cellulaire est nécessaire à  la dégradation d’APOBEC3G par Vif  (Jäger et al., 
2011; Zhang et al., 2011). 
  Vif est capable d’induire la dégradation d’autres protéines de la famille APOBEC3, notamment 
APOBEC3F, en recrutant le même complexe ubiquitine‐ligase (Liu et al., 2005). 
 
De  façon  intéressante,  les  différents  virus  de  l’immunodéficience  utilisent  des  protéines 
différentes pour contrecarrer BST‐2 : Vpu pour le VIH‐1, Env pour le VIH‐2 et Nef pour la plupart des 
VIS. Cela suggère que ce facteur de restriction peut jouer un rôle important dans la barrière d’espèce 
et que  les VIH‐1 et 2 se sont adaptés de  façon différente à  leur nouvel hôte humain  (Sauter et al., 
2009). 
Concernant le VIH‐1, il était connu que la protéine Vpu est capable d’induire la dégradation du 
récepteur membranaire CD4 en interagissant avec l’ubiquitine‐ligase βTrCP (Margottin et al., 1998). Il 
a par  la suite été montré que  le domaine d’interaction avec βTrCP de Vpu mais aussi son domaine 
transmembranaire  sont  nécessaires  à  l’inhibition  de  BST‐2  (Schubert  et  al.,  1996).  Des  données 
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suggèrent que le domaine transmembranaire de Vpu permet son interaction avec BST‐2 (Iwabu et al., 
2009). 
Néanmoins, bien que  le  rôle de βTrCP dans  le blocage de BST‐2 par Vpu ait été démontré 
simultanément par plusieurs équipes, ces dernières proposent des mécanismes d’action différents. 
Pour certains chercheurs, Vpu inhibe l’activité antivirale de BST‐2 sans modifier la localisation cellulaire 
de  cette  protéine  ni  la  dégrader  (Miyagi  et  al.,  2009).  Pour  d’autres,  l’activité  de  Vpu  repose 
majoritairement sur une internalisation de BST‐2 (Mitchell et al., 2009). La majorité des publications 
suggère cependant que Vpu est capable d’induire la dégradation de BST‐2. Mais certaines observent 
une dégradation dépendante des  lysosomes (Iwabu et al., 2009; Mitchell et al., 2009) alors que  les 
autres observent une dégradation dépendante du protéasome (Douglas et al., 2009; Goffinet et al., 
2009; Mangeat et al., 2009). Le mécanisme exact reste encore indéterminé. 
 
Protéine 
virale  Mécanisme  Partenaires impliqués 
Facteur de 
restriction 
CA  mutation et perte d'interaction    TRIM5 
Vif  inhibition de la traduction    APOBEC3G 
Vif  induction de l'ubiquitination et de la dégradation  Cul5/EloB/EloC/Rbx1  APOBEC3G 
Vpx  induction de l'ubiquitination et de la dégradation  Cul4/DDB1/Dcaf1  SAMHD1 
Vpu 
(VIH‐1)  induction de la dégradation/relocalisation ?  β‐TrCP  BST‐2 
Env 
(VIH‐2)  Relocalisation    BST‐2 
 
Tableau 5 : récapitulatif des protéines virales capables de contrecarrer les principaux facteurs de restriction des 
virus de l’immunodéficience humaine. 
 
B/ SAMHD1, du phénotype à la caractérisation moléculaire 
1/ Identification d’un nouveau facteur de restriction  
a/ Importance de Vpx pour l’infection de certains types cellulaires 
 
  En utilisant des virus n’exprimant pas la protéine virale Vpx, il a été montré dès 1996 que cette 
protéine, exprimée par le VIH‐2 et les VIS apparentés, est nécessaire à l’infection des macrophages de 
macaques par le virus VISsm mais pas à celle des lymphocytes (Fletcher et al., 1996). L’influence de 
Vpx sur la pathogenèse du VISsm chez le macaque a été étudiée et il s’avère qu’en l’absence de Vpx ce 
virus  est  moins  pathogène  (virémie  plasmatique  réduite,  survie  des  singes  infectés,  absence 
d’amplification locale après infection des muqueuses) (Hirsch et al., 1998). Le VISsm n’exprimant plus 
la protéine Vpx est ainsi rapidement dominé par la souche sauvage en cas de co‐infection : chez des 
singes  inoculés avec des quantités équivalentes des deux virus, moins de deux pourcents des virus 
circulants quatre jours après infections n’expriment pas Vpx (Hirsch et al., 1998). 
  D’autres  travaux ont permis de  constater  l’importance de Vpx pour  l’infection des  cellules 
myéloïdes  chez  le  macaque  et  chez  l’homme.  Ce  phénotype  a  été  observé  dans  les  cellules 
dendritiques dérivées de monocytes (Goujon et al., 2006), dans les monocytes (Goujon et al., 2008; 
Kaushik et al., 2009) et dans les macrophages (Fletcher et al., 1996; Goujon et al., 2008; Sharova et al., 
2008; Srivastava et al., 2008). En revanche Vpx n’est pas nécessaire pour l’infection des lymphocytes 
(Fletcher et al., 1996; Goujon et al., 2008; Hirsch et al., 1998). 
 
  Le rôle de Vpx dans l’infection des cellules myéloïdes a été mis en évidence en utilisant des VIS 
ou des  souches de VIH‐2 n’exprimant plus  cette protéine, moins  infectieux que  les virus  sauvages 
(Fletcher et al., 1996; Sharova et al., 2008). Néanmoins il a rapidement été observé que l’apport de la 
protéine Vpx en trans avant ou pendant l’infection par un virus n’exprimant pas Vpx, comme le VIH‐1, 
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permettait d’augmenter significativement l’infection des cellules myéloïdes par ce virus (Berger et al., 
2009; Goujon et al., 2006; Kaushik et al., 2009). 
   La protéine Vpx du VIH‐2 et de  certains VIS est  capable de  faciliter  l’infection des  cellules 
myéloïdes par le VIH‐1 mais également par d’autres rétrovirus comme le Virus de l’Immunodéficience 
Féline (Goujon et al., 2007). Par ailleurs, les protéines Vpx des différents VIS de la lignée du VIH‐2 ne 
sont pas équivalentes vis‐à‐vis de l’infection des cellules myéloïdes. En effet, les Vpx du VISmac et du 
VIH‐2 permettent de restaurer l’infection des cellules dendritiques par le VISmac delta Vpx, mais pas 
le Vpx du VISrcm (Tableau6) (Goujon et al., 2007). 
 
  Des études ont montré que Vpx permet d’augmenter  l’infection des  cellules myéloïdes en 
agissant sur les phases précoces du cycle viral. Ceci est cohérent avec le fait que Vpx soit internalisé 
dans les particules virales (Selig et al., 1999) mais l’étape précisément ciblée est sujette à discussion. 
En effet, certaines équipes ont mis en évidence un effet dès les premières étapes de la transcription 
inverse (Srivastava et al., 2008), d’autres n’observent un effet que sur la formation des cercles à deux 
LTR (marqueurs d’import nucléaire) (Fletcher et al., 1996) et d’autres observent un effet sur les étapes 
précoces ou les étapes tardives de la transcription inverse en fonction des virus considérés (Goujon et 
al., 2007). Il a été montré que le Vpx d’une souche de VISsm est capable d’interagir avec la machinerie 
de transcription inverse du virus (Fletcher et al., 1996). 
 
 
 
  Des expériences de formation d’hétérocaryons issus de la fusion de cellules dont l’infection est 
modulée par Vpx avec des cellules dont  l’infection est  indépendante de Vpx ont permis de montrer 
que Vpx agit en contrecarrant un facteur de restriction cellulaire (Figure 28). En effet, les hétérocaryons 
issus de la fusion de macrophages avec des cellules COS permissives ne sont pas sensibles à l’infection 
par le VISsm (Sharova et al., 2008) et des hétérocaryons issus de la fusion de monocytes et de cellules 
HeLa permissives ne  sont  sensibles au VIH‐1 que  si  les cellules HeLa  surexpriment  la protéine Vpx 
(Kaushik et al., 2009). Cela montre que Vpx est nécessaire pour contrecarrer un facteur initialement 
absent  des  cellules  permissives mais  apporté  par  les  cellules  résistantes  lors  de  la  formation  des 
hétérocaryons. 
Figure 28 : principe des expériences de mesure d’infectivité d’hétérocaryons. 
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  Avant même l’identification de ce facteur, des résultats préliminaires sur le mécanisme mis en 
œuvre par Vpx rappelaient le mécanisme utilisé par Vif pour contrecarrer APOBEC3G. En effet, il a été 
montré que l’activité du protéasome est nécessaire pour que Vpx permette d’améliorer l’infection des 
macrophages (Sharova et al., 2008). De plus, Vpx du VISmac239 interagit avec DDB1 et Dcaf1, qui sont 
des sous‐unités du complexe E3‐ligase basé sur  la culline 4A  (CRL4), ainsi qu’avec DDA1 qui est un 
régulateur de ce complexe (Srivastava et al., 2008). Il a également été montré que les Vpx des VISrcm 
et sm ainsi que du VIH‐2 sont capables d’interagir avec différentes sous‐unités du CRL4 (Goujon et al., 
2008; Sharova et al., 2008; Srivastava et al., 2008). 
  En revanche, l’importance de l’interaction entre Vpx et le CRL4 pour la facilitation de l’infection 
des  cellules  myéloïdes  par  Vpx  dépend  des  études  et  des  types  cellulaires.  Dans  les  cellules 
dendritiques, la capacité d’un Vpx donné apporté en trans à augmenter l’infection par le VIH‐1 n’est 
pas  liée  à  sa  capacité  à  interagir  avec  Dcaf1.  Ainsi,  le  Vpx  du  VISrcm  interagit  avec  Dcaf1 mais 
n’augmente pas l’infection des cellules dendritiques par le VIH‐1 alors que le Vpx du VIH‐2 augmente 
l’infection par le VIH‐1 mais interagit très faiblement avec Dcaf1 ( 
Tableau  6)  (Goujon  et  al.,  2007).  De  façon  comparable,  dans  les  cellules  THP‐1  différenciées, 
l’extinction de  l’expression de Dcaf1 ou de DDB1 par des shARN n’empêche pas  la protéine Vpx du 
VISmac d’augmenter l’infection par le virus correspondant ou par le VIH‐1 (Goujon et al., 2007).  
 
Souche de 
Vpx 
Interaction 
avec Dcaf1 
Augmentation de l'infection des 
cellules dendritiques par le VIH‐1 
Mac  Forte  Oui 
VIH‐2  Très faible  Oui 
Rcm  Forte  Non 
 
Tableau 6 : récapitulatif des observations concernant la capacité de différents Vpx à interagir avec Dcaf1 et à 
augmenter l’infection des cellules dendritiques par le VIH‐1. 
 
A  l’inverse, dans  les macrophages,  l’extinction de  l’expression de DDB1 diminue  fortement 
l’infection par  le VISsm et empêche  la protéine Vpx du VISsm d’augmenter  l’infection par  le VIH‐1 
(Sharova et al., 2008). L’utilisation de mutants de Vpx du VISmac et du VIH‐2  incapables d’interagir 
avec Dcaf1 a permis de confirmer l’importance de cette interaction dans l’infection des macrophages 
par les virus correspondants et de montrer que  la perte de cette interaction affecte la transcription 
inverse (Srivastava et al., 2008). 
 
  L’ensemble de ces données montre que la protéine virale Vpx est capable de contrecarrer un 
facteur de  restriction cellulaire actif dans  les cellules myéloïdes mais pas dans  les  lymphocytes. Ce 
facteur de restriction agit pendant les phases précoces du cycle viral, entre le début de la transcription 
inverse et  l’import nucléaire de l’ADN viral. Vpx contrecarre vraisemblablement ce facteur cellulaire 
en recrutant une ubiquitine ligase pour induire sa dégradation par le protéasome. Dans certains types 
cellulaires, notamment les macrophages, cette ubiquitine ligase est le complexe CRL4. 
 
b/ Caractérisation de l’activité anti‐VIH de SAMHD1 
 
  Le facteur de restriction contrecarré par Vpx a été identifié indépendamment par trois équipes 
en 2011 :  il s’agit de  la protéine SAMHD1 (Berger et al., 2011a; Hrecka et al., 2011; Laguette et al., 
2011). Dans les trois études, SAMHD1 a été identifié à partir de techniques permettant de purifier les 
protéines interagissant avec Vpx, qu’il s’agisse de purifier les partenaires du Vpx du VISmac251 dans 
des cellules THP‐1 (Laguette et al., 2011), ceux du Vpx du VISmac239 et du complexe CRL4 dans des 
cellules 293T  (Hrecka et al., 2011) ou ceux du Vpx du VISsm dans des cellules 293T  (Berger et al., 
2011a). 
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  Il a été montré que SAMHD1 est exprimé dans  les cellules de  la  lignée myéloïde et dans  la 
lignée cellulaire THP‐1 mais pas dans différentes lignées permissives à l’infection par le VIH‐1 (Laguette 
et al., 2011). SAMHD1  interagit avec  la protéine Vpx et cette dernière  induit sa dégradation par  le 
protéasome (Berger et al., 2011a; Hrecka et al., 2011; Laguette et al., 2011). De façon  intéressante 
cette dernière propriété n’est pas partagée par l’ensemble des Vpx puisque la protéine Vpx des VISrcm, 
déjà identifiée comme incapable d’induire l’infection des cellules dendritiques par le VIH‐1 (Goujon et 
al., 2007), n’induit pas la dégradation de SAMHD1 (Laguette et al., 2011). Il a également été confirmé 
que, dans  les macrophages,  la dégradation de SAMHD1 est  induite par Vpx via  le  recrutement du 
complexe CRL4 (Hrecka et al., 2011). 
  L’effet de SAMHD1 sur l’infection par le VIH‐1 a été étudié en surexprimant cette protéine ou 
en  bloquant  son  expression  dans  différents  types  cellulaires.  Il  a  ainsi  été montré  que  SAMHD1 
restreint l’infection par le VIH‐1 dans les cellules THP‐1, dans les cellules dendritiques (Laguette et al., 
2011), dans les macrophages (Hrecka et al., 2011) et dans les monocytes (Berger et al., 2011a).  
  Par  ailleurs  il  a  été  observé  que  l’expression  de  SAMHD1  est  induite  par  l’IFNα dans  les 
monocytes (Berger et al., 2011a), ce qui est fréquemment le cas des facteurs antiviraux. 
 
c/ Une activité plus étendue qu’on ne le pensait 
 
Figure 29 : schéma récapitulant les virus contre lesquels l’activité antivirale de SAMHD1 a été testée. Les types 
cellulaires correspondants sont indiqués. La liste n’en est pas exhaustive pour les virus de l’immunodéficience 
humains et simiens. CD : cellules dendritiques. MP : macrophages. Mn : monocytes. 
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  SAMHD1 a été initialement identifié comme un facteur de restriction du VIH‐1 dans les cellules 
myéloïdes pouvant être contrecarré par  la protéine virale Vpx. En  réalité, ce  facteur est actif dans 
d’autres types cellulaires et contre d’autres virus (Figure 29).  
 
  En utilisant le même type d’expériences que celles mises en œuvre dans les cellules myéloïdes, 
deux équipes ont montré que SAMHD1 limite l’infection des lymphocytes CD4+ quiescents par le VIH‐1 
(Baldauf et al., 2012; Descours et al., 2012). En effet, SAMHD1 est exprimé dans ces cellules et un 
traitement par la protéine Vpx induit sa dégradation et augmente l’infection par le VIH‐1. Par ailleurs, 
des  lymphocytes CD4+ quiescents n’exprimant pas SAMHD1 sont plus sensibles à  l’infection par  le 
VIH‐1, que cette expression réduite de SAMHD1 soit due à une anomalie génétique des donneurs ou 
à un traitement par ARN interférence. 
  Il a par ailleurs été montré que SAMHD1 restreint l’infection par le VIH‐1 dans une partie des 
lymphocytes  CD4+ mémoires  (Tabler  et  al.,  2014).  Les  lymphocytes mémoires  sont  généralement 
classés en quatre grandes catégories en fonction des marqueurs qu’ils expriment :  les naïfs (TN),  les 
lymphocytes à mémoire centrale (TCM), les effecteurs (TEM) et les effecteurs terminaux (TTE). Parmi les 
TCM, une population possédant des propriétés de cellules souches a été identifiée : les TSCM. Une partie 
de ces cellules exprime les récepteurs du VIH‐1, mais leur infection par ce virus est abortive dans plus 
de  90%  des  cas. Or  ces  cellules  expriment  SAMHD1  et  la  dégradation  de  cette  protéine  via  Vpx 
augmente fortement la fréquence d’infection productive par le VIH‐1 (Tabler et al., 2014). 
  Ainsi, contrairement à  la théorie exprimée au moment de son  identification, SAMHD1 n’est 
pas un  facteur de  restriction  spécifique des  cellules myéloïdes.  Il bloque  également  l’infection de 
certains types de lymphocytes par le VIH‐1. 
 
  Par  ailleurs  SAMHD1  n’est  pas  un  facteur  de  restriction  spécifique  des  virus  de 
l’immunodéficience humains et simiens.  
Il a été montré que cette protéine est également capable de limiter l’infection de cellules U937 
ou THP‐1 par  les virus de  l’immunodéficience bovin  (VIB) et félin  (VIF) ainsi que d’autres rétrovirus 
comme les virus de la leucémie murine B ou N tropiques (MLV) et le virus de l’anémie infectieuse des 
équidés (EIAV) (White et al., 2013a). Des résultats similaires pour le VIF et le EIAV ont été obtenus dans 
des macrophages  (Gramberg  et  al., 2013).  En  revanche, dans  le  cas du MLV,  si  le  traitement des 
macrophages  par  la  protéine  Vpx  permet  d’augmenter  l’efficacité  de  la  transcription  inverse,  un 
second blocage plus tardif empêche l’infection productive de ces cellules (Gramberg et al., 2013). Ces 
résultats  obtenus  pour  le  VIF  et  le  MLV  sont  en  accord  avec  des  observations  antérieures  à 
l’identification de SAMHD1 comme cible de Vpx (Goujon et al., 2007). Il a également été démontré que 
SAMHD1 empêche l’infection des macrophages et des THP‐1 par le virus du sarcome de Rous et par le 
MPMV (Gramberg et al., 2013). Cela fait de SAMHD1 un facteur de restriction actif contre un certain 
nombre de rétrovirus, appartenant à différents genres. 
Néanmoins, SAMHD1 n’est pas actif contre l’ensemble des rétrovirus. En effet, le traitement 
de macrophages  par Vpx  ne  permet  pas  d’augmenter  leur  infection  par  la  souche  prototype  des 
spumavirus, ce qui pourrait être lié au fait que la transcription inverse des spumavirus a lieu avant leur 
entrée dans la cellule cible (Gramberg et al., 2013). En ce qui concerne le virus HTLV‐1, le traitement 
des cellules dendritiques et des macrophages par la protéine virale Vpx avant leur co‐culture avec des 
cellules Jurkat infectieuses ne permet pas d’augmenter l’infection de ces cellules primaires (Gramberg 
et al., 2013). Il a cependant été montré que SAMHD1 a un effet lors de l’infection des monocytes par 
HTLV‐1 en induisant l’apoptose de ces cellules (Sze et al., 2013).  
Enfin  SAMHD1  a un effet  inhibiteur  sur  la  rétro‐transposition des éléments  LINEs et  cette 
propriété de SAMHD1 est conservée chez l’ensemble des Mammifères pour laquelle elle a été testée 
(Zhao et al., 2013). SAMHD1 est donc un  facteur de  restriction actif  contre un  certain nombre de 
rétrovirus mais également contre des rétro‐éléments endogènes des Mammifères. Ceci suggère que 
cette protéine est importante pour le fonctionnement de la cellule même en dehors des événements 
d’infection virale. 
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  Il  s’avère  d’autre  part  que  SAMHD1  peut  contrecarrer  d’autres  virus  que  les  rétrovirus, 
notamment des virus à ADN. 
  Il a notamment été montré que SAMHD1 limite l’infection des macrophages par le virus de la 
vaccine et celle des THP‐1, des macrophages et des cellules dendritiques par le HSV‐1 (Hollenbaugh et 
al., 2013). Concernant  le HSV‐1, cet effet a été confirmé et  intervient après  l’expression des gènes 
viraux précoces  (Kim et al., 2013). SAMHD1 a également été caractérisé comme capable de  limiter 
l’infection de lignées cellulaires hépatiques par le virus de l’hépatite B et, comme précédemment décrit 
pour les monocytes (Berger et al., 2011a), le traitement de ces lignées par de l’IFNα induit l’expression 
de SAMHD1 (Chen et al., 2014). 
  SAMHD1 est ainsi capable de bloquer différents virus à ADN susceptibles d’infecter l’Homme. 
L’étude du variant porcin de cette protéine a permis de montrer qu’il est capable de limiter l’infection 
de la lignée cellulaire porcine MARC‐145 par le virus du syndrome reproducteur et respiratoire porcin 
(PRRSV) (Yang et al., 2014b). SAMHD1 est donc capable d’agir contre un virus à ARN simple brin de 
polarité positive ne faisant pas partie des rétrovirus. 
 
2/ Caractérisation de deux activités catalytiques 
 
SAMHD1 est une protéine de 72kDa qui possède deux domaines caractéristiques. D’une part 
un  domaine  SAM  (Sterile  Alpha Motif),  qui  est  susceptible  d’être  impliqué  dans  des  interactions 
protéine‐protéine, qu’il  s’agisse d’homo‐multimérisation, d’hétéro‐multimérisation ou d’interaction 
avec des protéines sans domaine SAM, mais pouvant également être impliqué dans des interactions 
avec des acides nucléiques, notamment des ARN (Kim and Bowie, 2003). D’autre part un domaine HD 
(Hydrolase, Histidine/Aspartate), qui contient une histidine et un acide aspartique et est susceptible 
de posséder une activité phosphohydrolase  (Aravind and Koonin, 1998). Lors de  l’identification de 
SAMHD1 en tant que facteur de restriction du VIH, aucune activité catalytique de cette protéine n’avait 
été caractérisée. Deux activités distinctes ont depuis été identifiées. 
 
a/ SAMHD1 est une dNTP triphosphohydrolase 
 
  Deux  études  indépendantes  ont  permis  de  montrer  que  SAMHD1  possède  une  activité 
désoxynucléosides  tri‐phosphates  (dNTP)  triphosphohydrolase,  c’est‐à‐dire est  capable de  cliver  le 
groupe  triphosphate des dNTP  (Goldstone et al., 2011; Powell et al., 2011). Ce  clivage direct  sans 
libération  progressive  de  mono‐phosphate  n’avait  jamais  été  caractérisé  chez  les  eucaryotes 
auparavant. 
 
Figure 30 : site de clivage des dNTP par SAMHD1
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  Cette activité est dépendante d’ions métalliques, essentiellement Mg2+ et Mn2+ et dépend 
uniquement  du  domaine HD de  la  protéine  (Powell  et  al.,  2011).  Elle  cible  précisément  la  liaison 
phosphoester  entre  le  phosphate  alpha  et  le  désoxyribose  des  dNTP  (Figure  30).  La  vitesse  de 
dégradation du dGTP par SAMHD1 est environ vingt fois plus élevée que celle de la dégradation des 
autres dNTP et ces derniers ne sont clivés efficacement par SAMHD1 qu’en présence de dGTP. Par 
ailleurs, si la vitesse maximale de clivage par SAMHD1 est identique pour le dCTP, le dATP et le dTTP, 
le dCTP est clivé moins efficacement que  les autres dNTP à concentration de dGTP et donc niveau 
d’activation de SAMHD1 équivalent (Powell et al., 2011). 
  L’activité de SAMHD1 a été testée sur d’autres types de nucléotides et cette protéine n’est pas 
active contre les désoxynucléosides mono ou di‐phosphates (Powell et al., 2011). De plus, SAMHD1 ne 
semble pas cliver les nucléosides tri‐phosphates, même si une des deux études a mis en évidence une 
faible activité sur le GTP (Powell et al., 2011). Enfin, aucune activité n’a été observée sur des acides 
nucléiques polymérisés, qu’il s’agisse d’ADN double brin, d’ADN simple brin ou d’ARN transcrit in vitro 
(Goldstone et al., 2011). 
 
  SAMHD1 est donc une dNTP  triphosphohydrolase activée par  le dGTP. Cette activité a été 
observée in vivo après avoir été caractérisée in vitro (Kim et al., 2012). Plusieurs équipes ont élucidé la 
structure de monomères et de multimères de SAMHD1, ce qui a permis de mieux caractériser la façon 
dont son activité dNTPase est régulée.  
Les premières études avaient montré que SAMHD1 est activé par  le dGTP mais pas par ses 
équivalents di, mono ou sans phosphate (Powell et al., 2011) et peut également être activé par le GTP 
(Hansen et al., 2014) et dans une moindre mesure par ses équivalents di ou mono‐phosphate (Amie et 
al., 2013). A l’heure actuelle il a été montré que, si SAMHD1 est majoritairement sous présent forme 
monomérique  ou  dimérique  dans  les  cellules,  seule  sa  forme  tétramérique  possède  une  activité 
dNTPase (Ji et al., 2013; Yan et al., 2013; Zhu et al., 2013). La formation de ces tétramères est régulée 
de façon allostérique et séquentielle. Tout d’abord SAMHD1 interagit avec le GTP, ce qui promeut la 
formation de dimères. L’interaction avec le dGTP peut conduire au même résultat mais de façon moins 
efficace. La reconnaissance par ces dimères d’un dNTP, quel qu’il soit, au niveau d’un site régulateur 
promeut  la formation de tétramères possédant une activité dNTPase (Hansen et al., 2014; Ji et al., 
2014; Koharudin et al., 2014; Miazzi et al., 2014)  (Figure 31). Cette  forme activée de SAMHD1 est 
capable de cliver les dNTP se fixant au niveau des sites catalytiques et persiste après la diminution de 
la concentration cellulaire des dNTP et du GTP activateurs (Hansen et al., 2014). 
b/ SAMHD1 est une exonucléase 
 
  Il a par la suite été montré que SAMHD1 peut interagir avec des acides nucléiques in vitro, avec 
une préférence pour l’ARN par rapport à l’ADN. Cette interaction dépend d’un domaine comprenant 
le domaine HD mais est  indépendante du domaine SAM. En  revanche aucune activité nucléase de 
SAMHD1 n’a été mise en évidence dans cette étude (Goncalves et al., 2012).  
Figure 31 : schéma de l’activation séquentielle l’activité dNTPase de SAMHD1. 1 : fixation d’un GTP ou d’un dGTP au 
niveau du site activateur 1 (A1) induisant la dimérisation de la protéine. 2 : fixation d’un dNTP au niveau des sites 
activateurs 2 (A2) du dimère induisant la tétramérisation de la protéine. 3 : activité catalytique de ce tétramère sur les 
dNTP substrats reconnaissant le site catalytique (S) des enzymes et clivage du groupe triphosphate. 
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  Il a été confirmé que SAMHD1 interagit avec l’ARN simple brin et l’ADN simple brin in vivo, en 
ayant une préférence pour  l’ARN, mais pas avec  les acides nucléiques doubles brins, y compris  les 
hétéroduplexes.  In vivo non plus cette  interaction ne dépend pas du domaine SAM  (Tüngler et al., 
2013). 
 
  Une  autre  équipe,  ayant  réalisé  des  expériences  in  vitro  en  utilisant  la  protéine  SAMHD1 
humaine entière, a démontré que celle‐ci possède une activité nucléase contre l’ADN simple brin et 
l’ARN simple brin. Son action sur ces deux substrats dépend de  la présence de cations métalliques. 
Cette activité a été caractérisée comme étant une activité exonucléase 3’ vers 5’ clivant les nucléotides 
un  par  un.  SAMHD1  semble  être  capable  de  dégrader  les  ARN  et  ADN  simples  brins  linéaires 
indépendamment de  leur  taille, y compris ceux codant pour  les protéines Gag et Tat du VIH‐1. En 
présence  d’hétéroduplexes ARN‐ADN,  SAMHD1  clive  préférentiellement  l’ARN  (Beloglazova  et  al., 
2013). 
  L’activité exonucléase de SAMHD1 repose sur  le domaine HD mais est fortement  limitée en 
l’absence du domaine SAM ce qui, dans les conditions de cette étude et contrairement à ce qui avait 
été montré précédemment (Powell et al., 2011), est également le cas de l’activité dNTPase sur le dGTP 
(Beloglazova et al., 2013).  
  L’étude des  interactions entre SAMHD1 et  les acides nucléiques  simples brins montre que 
celles‐ci  sont  d’autant  plus  fortes  qu’ils  contiennent  des  structures  secondaires  complexes. 
Contrairement à l’étude précédemment citée (Goncalves et al., 2012), les auteurs observent cette fois‐
ci un rôle prépondérant du domaine SAM dans l’interaction avec les acides nucléiques par comparaison 
avec le domaine HD (Beloglazova et al., 2013). 
  Une autre étude a caractérisé l’activité nucléase de SAMHD1 in vitro et ses auteurs ont observé 
une activité nucléase uniquement sur  les ARN simples brins mais pas sur  les ARN doubles brins,  les 
ADN simples brins, les ADN doubles brins ou les hétéroduplexes (Ryoo et al., 2014). 
 
  D’importantes  différences  sont  observées  entre  ces  études  réalisées  in  vitro.  Certaines 
n’identifient pas d’activité nucléase de SAMHD1 (Goldstone et al., 2011; Goncalves et al., 2012) alors 
que d’autres observent une activité nucléase et la caractérisent très finement (Beloglazova et al., 2013; 
Ryoo et al., 2014). L’importance des domaines SAM et HD dans l’activité dNTPase de SAMHD1 et dans 
sa  capacité  à  interagir  avec  les  acides  nucléiques  varie  également  selon  les  études.  Cela  peut 
s’expliquer par un certain nombre de différences dans les paramètres expérimentaux (travail sur des 
fragments de SAMHD1 ou sur  la protéine entière, utilisation d’ions différents à des concentrations 
variables, origines différentes des acides nucléiques  substrats…) et  la meilleure  façon de  répondre 
définitivement à ces contradictions serait d’étudier l’activité nucléase de SAMHD1 in vivo.  
  Une seule étude a pour  l’instant mis en évidence une activité nucléase de SAMHD1  in vivo, 
dans  des  lignées  cellulaires  mais  également  dans  des  macrophages  et  des  lymphocytes  CD4+ 
quiescents. Cette activité conduit à la dégradation du génome du VIH‐1 dès les phases précoces de la 
transcription inverse, mais le substrat exact et le type d’activité nucléase n’ont pas été caractérisés in 
vivo (Ryoo et al., 2014). 
 
c/ Articulation de ces deux activités 
 
Une seule étude portant sur les deux activités de SAMHD1 a été publiée à ce jour. Celle‐ci avait 
pour  objectif  de  discriminer  les  deux  activités  catalytiques  de  SAMHD1  et  apporte  donc  peu 
d’information sur la façon dont elles s’articulent (Ryoo et al., 2014). 
Il est intéressant de noter que les deux études ayant mis en évidence une activité nucléase de 
SAMHD1 ont montré que celle‐ci est inhibée par l’ajout de dGTP (Beloglazova et al., 2013; Ryoo et al., 
2014) et que l’une d’entre elle montre que le dGTP inhibe également l’interaction de SAMHD1 avec les 
acides nucléiques (Beloglazova et al., 2013). En revanche la présence d’ARN ou d’ADN simple brin ne 
modifie pas l’activité dNTPase de SAMHD1 (Amie et al., 2013). 
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En partant de ces données, on pourrait concevoir un modèle selon lequel le GTP et les dNTP, 
en promouvant  la  formation de multimères SAMHD1,  inhibent  l’activité nucléase de cette enzyme 
(Ryoo et al., 2014)  tandis que  les acides nucléiques  simple brin, n’induisant pas  la dislocation des 
multimères SAMHD1, n’inhibent pas l’activité dNTPase de cette enzyme. 
Il faut cependant souligner qu’une étude a montré que des mutants de SAMHD1 ayant perdu 
la  capacité  d’interagir  avec  les  acides  nucléiques  perdent  également  leur  aptitude  à  former  des 
multimères. Si la forme majoritaire de SAMHD1 observée in vivo par ces chercheurs est le dimère, ils 
observent également des  tétramères et des octamères qui ne se  forment qu’en présence d’acides 
nucléiques (Tüngler et al., 2013). Ces données montrent que les acides nucléiques jouent un rôle dans 
la multimérisation de SAMHD1 et soulignent le fait que le modèle ci‐dessus n’explique pas l’effet des 
acides nucléiques sur SAMHD1 et donne peu d’information sur la régulation de l’activité nucléase de 
cette protéine. 
La  structure  de  SAMHD1  étant  désormais  connue  et  des mutants  permettant  de  séparer 
l’activité  nucléase  et  l’activité  dNTPase  ayant  été  caractérisés,  l’articulation  de  ces  deux  activités 
pourra être mieux comprise. 
 
3/ Une régulation encore peu connue 
 
  Si  les mécanismes moléculaires de  la régulation de SAMHD1 par  la protéine virale Vpx sont 
largement  étudiés  et  de  mieux  en  mieux  caractérisés,  peu  de  données  sont  disponibles  sur  la 
régulation de SAMHD1 en dehors du contexte de l’infection par le VIH. 
 
a/ Régulation transcriptionnelle et post‐transcriptionnelle 
 
  En ce qui concerne l’expression du gène correspondant, il a été montré que celle‐ci peut‐être 
inhibée  par  méthylation  du  promoteur  (De  Silva  et  al.,  2013a;  De  Silva  et  al.,  2013b).  Ainsi,  le 
promoteur de SAMHD1 n’est pas méthylé dans certaines lignées cellulaires où la protéine et l’ARNm 
correspondants sont exprimés (comme  les THP‐1) ni dans  les  lymphocytes CD4+ mais  il est méthylé 
dans certains  lignées cellulaires où SAMHD1 n’est pas exprimé (comme  les Jurkat ou  les SupT1) (De 
Silva  et  al.,  2013b).  La  méthylation  du  promoteur  de  SAMHD1  est  à  l’origine  de  l’inhibition  de 
l’expression  de  la  protéine  correspondante  chez  les  patients  souffrant  de  certains  lymphomes  T 
cutanés (De Silva et al., 2013a). 
  De façon intéressante, la méthylation du promoteur SAMHD1 conduit à l’absence d’expression 
de la protéine correspondante mais, dans des lignées tout comme chez des patients, il existe des cas 
où la protéine ne s’exprime pas alors que le promoteur n’est pas méthylé. Cette observation suggère 
qu’il existe d’autres mécanismes de régulation de l’expression de SAMHD1. 
  Il est connu que l’expression de SAMHD1 est induite par l’IFN (Berger et al., 2011a; Chen et al., 
2014).  D’autres  cytokines  peuvent  également  induire  l’expression  de  cette  protéine.  Ainsi,  le 
traitement  de  macrophages  par  une  combinaison  d’interleukine  (IL)‐12  et  d’IL‐18  induit  la 
surexpression des ARNm et des protéines SAMHD1 ce qui rend ces cellules résistantes à l’infection par 
le VIH‐1 (Pauls et al., 2013). Le mécanisme mis en jeu n’est pas caractérisé, mais différentes cytokines 
pro‐inflammatoires sont capables d’induire l’expression de SAMHD1. 
 
  L’expression de SAMHD1 est également régulée au niveau post‐transcriptionnel. En effet, il a 
été  montré  qu’un  microARN  (miR),  le  miR181,  induit  la  dégradation  des  ARNm  SAMHD1  dans 
différentes  lignées cellulaires. Le  fait que  le  traitement de  lignées exprimant SAMHD1,  comme  les 
THP‐1, avec un inhibiteur du miR181 augmente l’expression de SAMHD1 indique que l’expression de 
cette protéine n’est pas régulée par ce miR que dans les lignées où son expression est réduite (Jin et 
al., 2014). 
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b/ Régulation post‐traductionnelle 
 
  La  régulation  post‐traductionnelle  de  SAMHD1  est  essentiellement  médiée  par  des 
phosphorylations. Différents sites de phosphorylation potentiels ont été identifiés, parmi lesquels la 
sérine 6, la thréonine 21, la sérine 33 et la thréonine 592 (Welbourn et al., 2013; White et al., 2013b) 
(numérotation des acides aminés par rapport à la protéine humaine). Pour les trois premiers sites, il a 
été montré que des protéines mutantes phospho‐mimétiques ou ne pouvant plus être phosphorylées 
ont les mêmes propriétés que SAMHD1 sauvage en terme de localisation, de sensibilité à Vpx, d’activité 
dNTPase et de restriction du VIH‐1 (Welbourn et al., 2013). La phosphorylation de la T592 a été plus 
étudiée car elle abolit la restriction du VIH‐1 par SAMHD1 (Cribier et al., 2013; Welbourn et al., 2013; 
White et al., 2013b). 
 
  Cette  T592  est  localisée  au  sein  d’un motif  susceptible  d’être  reconnu  par  deux  types  de 
kinase  :  les kinases dépendantes des cyclines  (CDK) et  les protéines kinases activées par  les agents 
mitogènes (MAPK) (Welbourn et al., 2013). La phosphorylation de la T592 de SAMHD1 ne modifie ni 
sa sensibilité à Vpx, ni sa localisation, ni son activité dNTPase, ni sa capacité d’oligomérisation, ni son 
interaction avec les ARN double brin (Welbourn et al., 2013; White et al., 2013b).  
SAMHD1 est phosphorylé sur la T592 dans les cellules sujettes à des divisions cellulaires mais 
pas dans  les cellules différenciées ou quiescentes, qu’il s’agisse de  lignées ou de cellules primaires 
(Cribier et al., 2013; Pauls et al., 2014a; White et  al., 2013b).  Le  traitement de  cellules THP‐1, de 
lymphocytes CD4+  activés, de macrophages ou de  cellules dendritiques  avec de  l’IFNα  induit une 
diminution de  la phosphorylation sur  la T592. A  l’inverse,  l’activation de PBMC ou de  lymphocytes 
CD4+ par un traitement CD3/CD28/IL2 entraîne une augmentation de la phosphorylation sur la T592 
(Cribier et al., 2013). 
La principale  controverse  concernant  la phosphorylation de  la T592 de  SAMHD1  concerne 
l’identification de la kinase qui la catalyse. Initialement, il a été montré que SAMHD1 interagit avec le 
complexe cycline A2/CDK1 dans les cellules en prolifération et que ce complexe peut phosphoryler la 
T592 in vitro (Cribier et al., 2013). Cette capacité de CDK1 à phosphoryler SAMHD1 in vitro a également 
été observée en association avec la cycline B (White et al., 2013b). 
  L’interaction entre SAMHD1 et CDK2 a ensuite été caractérisée (Pauls et al., 2014a; St Gelais 
et al., 2014). Une première étude, réalisée dans des lignées cellulaires en utilisant des inhibiteurs et 
des siRNA (ARN  interférents) spécifiques de CDK1 et CDK2, a permis de montrer que ces deux CDK 
catalysent  la phosphorylation de  la T592 de SAMHD1  (St Gelais et al., 2014). Une seconde étude a 
formellement  démontré  que CDK2  peut phosphoryler  SAMHD1  in  vitro,  essentiellement mais pas 
uniquement au niveau de la T592. Cette étude s’est intéressée à la phosphorylation de SAMHD1 dans 
les  macrophages  et  montre  que,  dans  ces  cellules,  des  siRNA  ciblant  CDK2  diminuent  la 
phosphorylation de la T592 contrairement aux siRNA ciblant CDK1 (Pauls et al., 2014a). 
  Les kinases CDK1 et CDK2 possèdent toutes deux la capacité de phosphoryler SAMHD1 in vitro 
et  il semble que  leurs  importances respectives  in vivo varient selon  les types cellulaires considérés. 
Dans  tous  les  cas,  le  rôle  des  complexes  cycline/CDK  dans  la  régulation  post‐traductionnelle  de 
SAMHD1 est avéré et montre que cette régulation est intimement liée à celle du cycle cellulaire. 
 
  Pour  finir,  un  mécanisme  de  régulation  de  SAMHD1  par  adressage  au  protéasome 
indépendamment de la protéine Vpx a été identifié. La cycline L2 est une protéine cellulaire impliquée 
dans la régulation du cycle cellulaire et dans l’épissage. Elle interagit avec Dcaf1 et SAMHD1 et est ainsi 
capable de recruter SAMHD1 au niveau de l’ubiquitine‐ligase CRL4 et d’induire sa dégradation par le 
protéasome. Ce mécanisme semble être  important  lors de  l’infection des macrophages par  le VIH‐1 
(Kyei et al., 2015).  
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4/ Fonction(s) et mécanismes d’action 
a/ Mécanisme antiviral en cours d’élucidation 
   
  Suite à la découverte de SAMHD1 et à son identification en tant que dNTPase, plusieurs études 
ont défendu  un modèle  selon  lequel  SAMHD1  restreint  le VIH  en diminuant  la quantité de dNTP 
disponibles  dans  les  cellules.  Cette  limitation  des  dNTP  nécessaire  à  la  synthèse  de  l’ADN  viral 
bloquerait la transcription inverse. Ce modèle est en adéquation avec les observations montrant que 
SAMHD1 restreint la réplication du VIH dans les cellules quiescentes ou différenciées et non dans les 
cellules se divisant car ces dernières ont besoin de dNTP pour la réplication de leur propre génome.  
Les  études  ayant  conduit  à  l’émergence  de  ce  modèle  s’appuient  sur  des  résultats 
comparables. D’une part le traitement de cellules réfractaires à l’infection par le VIH avec la protéine 
Vpx  induit  la  dégradation  de  SAMHD1  et  conduit  à  une  augmentation  de  la  quantité  de  dNTP 
intracellulaires.  D’autre  part  l’ajout  de  dNTP  dans  le milieu  de  culture  de  cellules  dont  SAMHD1 
restreint l’infection par le VIH rend ces cellules permissives à l’infection (Kim et al., 2012; Lahouassa et 
al., 2012; St Gelais et al., 2012).  
L’idée  que  la  quantité  de  dNTP  peut  être  modulée  pour  limiter  l’infection  par  le  VIH  a 
également été soulignée par l’étude de p21. Cette protéine limite l’infection des macrophages par le 
VIH‐1. Il a été montré que ce phénotype dépend en partie de SAMHD1, car p21 étant un inhibiteur de 
CDK1 et de CDK2, sa suppression augmente donc la phosphorylation de SAMHD1 sur la T592 ce qui 
rend les macrophages permissifs au VIH (Pauls et al., 2014b). Mais ce phénotype dépend également 
de  la  ribonucléotide  diphosphate  réductase  2  (RNR2).  En  effet,  la  transcription  de  cette  enzyme 
impliquée dans la synthèse des dNTP est inhibée par p21, ce qui limite l’infection des macrophages par 
le VIH‐1 (Allouch et al., 2013). 
 
La principale limite de ce modèle a été découverte lors de l’étude de la régulation de SAMHD1 
par phosphorylation sur la T592. En effet, si l’ensemble des travaux réalisés sur cette phosphorylation 
montre qu’elle supprime la capacité de SAMHD1 à restreindre l’infection par le VIH (Cribier et al., 2013; 
Pauls  et  al.,  2014a;  St Gelais  et  al.,  2014; Welbourn  et  al.,  2013; White  et  al.,  2013b),  il montre 
également que cette phosphorylation ne diminue pas l’activité dNTPase de SAMHD1 (Welbourn et al., 
2013; White et al., 2013b). Or, s’il est possible que SAMHD1 perde sa capacité à bloquer  le VIH en 
conservant son activité dNTPase, c’est que cette activité dNTPase n’est pas à l’origine de la restriction 
causée par SAMHD1. 
Une étude  récente utilisant des mutants de SAMHD1 ne possédant qu’une  seule des deux 
activités catalytiques de cette enzyme a permis de montrer que l’activité dNTPase n’est pas impliquée 
dans le phénotype de restriction, à l’inverse de l’activité nucléase (Ryoo et al., 2014). Lors de l’infection 
par le VIH, SAMHD1 semble capable de dégrader directement le génome viral avant l’aboutissement 
de la transcription inverse.  
Ce modèle est cohérent avec  l’observation précédemment décrite selon  laquelle  l’ajout de 
dNTP exogènes supprime l’activité de restriction de SAMHD1. En effet, il a été montré par plusieurs 
études indépendantes que les dNTP induisent la multimérisation de SAMHD1 et que ces multimères 
sont actifs en tant que dNTPases mais pas en tant que nucléases. L’ajout de dNTP exogènes supprime 
donc la capacité de restriction de SAMHD1 en inhibant son activité nucléase et non pas en compensant 
son activité dNTPase.  
  Ce modèle n’est pas non plus en contradiction avec le fait que la dégradation de SAMHD1 par 
Vpx conduise à une augmentation de la concentration des dNTP intracellulaires puisqu’il n’exclut pas 
qu’une fraction de la protéine SAMHD1 soit active en tant que dNTPase tandis qu’une autre fraction, 
active en tant que nucléase, restreigne l’infection par le VIH.  
  En  revanche,  il  a  été  observé  que  la  capacité  de  SAMHD1  à  former  des  tétramères  est 
nécessaire pour que cette protéine puisse restreindre l’infection par le VIH‐1 (Zhu et al., 2013). Or à 
l’heure actuelle la forme tétramérique de SAMHD1 est considérée comme active en tant que dNTPase 
et inactive en tant que nucléase. 
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  En résumé,  la compréhension du mécanisme exact à  l’origine de  la restriction de différents 
virus  par  SAMHD1  ne  sera  vraisemblablement  possible  que  quand  l’articulation  des  activités 
catalytiques de  cette enzyme aura été  finement  caractérisée. A  l’heure actuelle,  certains  résultats 
expérimentaux semblent être contradictoires et, si l’ensemble des données suggère un rôle majoritaire 
de l’activité nucléase et un rôle minoritaire de l’activité dNTPase dans la restriction, il reste difficile de 
concevoir un modèle qui explique l’ensemble des observations. 
 
Dans  la  plupart  des  études  concernant  la  phosphorylation  de  SAMHD1,  une  corrélation 
parfaite a été observée entre  la phosphorylation sur  la T592 et  la perte de  la capacité à restreindre 
l’infection par  le VIH. Ceci  laisse penser que  l’activité de restriction de SAMHD1 n’est observée que 
dans les cellules ne se divisant pas car celles‐ci n’expriment pas les protéines phosphorylant la T592 de 
SAMHD1. Autrement dit que SAMHD1, bien qu’exprimé dans certaines cellules en division, y est inhibé 
par phosphorylation et n’y restreint donc pas l’infection par le VIH.  
Il existe néanmoins une exception puisque, dans une des études, l’expression d’un mutant de 
SAMHD1 non phosphorylable sur la T592 dans des cellules 293T n’a pas permis de rendre ces dernières 
réfractaires à l’infection par le VIH (St Gelais et al., 2014). Cette observation prouve que la capacité de 
SAMHD1 à restreindre l’infection par le VIH ne dépend pas uniquement de sa phosphorylation sur la 
T592.  Il  serait particulièrement  intéressant d’étudier  l’effet de  la phosphorylation des autres  sites 
phosphorylables  et  d’éventuelles  autres modifications  post‐traductionnelles  de  cette  protéine  sur 
cette propriété. 
 
b/ Fonction(s) cellulaire(s) peu voire non connues 
 
  Lors de  l’identification de SAMHD1 comme un facteur de restriction du VIH, peu de choses 
étaient connues sur  la  fonction cellulaire de cette protéine en dehors d’un contexte  infectieux. On 
savait cependant que des mutations dans le gène SAMHD1 pouvaient être à l’origine d’une maladie 
auto‐immune,  le  syndrome  Aicardi‐Goutière  (AGS)  (Rice  et  al.,  2009).  Cette  maladie  touchant 
essentiellement les nourrissons est caractérisée par un fort taux d’IFNα, notamment dans  le liquide 
céphalorachidien,  et une  hyper  inflammation qui  rappellent  les  symptômes  des  infections  virales. 
L’implication  de  mutations  de  SAMHD1  dans  cette  maladie  ainsi  que  dans  d’autres  pathologies 
inflammatoires (Dale et al., 2010; Ravenscroft et al., 2011) suggère que  la protéine correspondante 
pourrait être un régulateur négatif de la réponse immunitaire innée. 
  Des mutations dans 8 gènes différents ont été identifiées chez les patients AGS. TREX1, muté 
chez  23%  des  patients,  code  pour  une  exonucléase  dégradant  les ADN  double  et  simple  brin.  La 
RNAseH2, dont les gènes codant pour les sous‐unités A, B et C sont mutés respectivement chez 5%, 
36% et 12% des patients, est une endonucléase nucléaire dégradant l’ARN dans les hétéroduplexes. 
ADAR, muté chez 7% des patients, code pour une adénosine déaminase éditant les ARN double brin 
tandis que MDA5, ou  IFIH1, muté  chez 3% des patients,  code pour un  senseur d’ARN double brin 
capable  de  promouvoir  la  réponse  immunitaire  innée.  Enfin,  les mutations  dans  SAMHD1  sont  à 
l’origine de 13% des cas d’AGS actuellement répertoriés  (Crow et al., 2015). L’ensemble des gènes 
impliqués dans l’AGS jouent un rôle dans le métabolisme des acides nucléiques, ce qui laissait penser 
que  cela  devait  être  le  cas  pour  SAMHD1  avant  que  ses  activités  dNTPase  et  nucléase  soient 
caractérisées. 
  A l’heure actuelle on suppose que SAMHD1 pourrait limiter l’expression des éléments mobiles 
du génome, que cela  soit via  son activité dNTPase ou via  son activité nucléase, et ainsi empêcher 
l’accumulation d’acides nucléiques anormaux dans le cytoplasme. En l’absence de SAMHD1, ces acides 
nucléiques  seraient  détectés  par  des  senseurs  qui  entraîneraient  une  réponse  immunitaire  en 
l’absence  de  pathogène.  Ce modèle  est  en  accord  avec  l’ensemble  des  données  expérimentales 
concernant SAMHD1 mais n’a pas été formellement démontré. 
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  Les patients souffrant d’un AGS causé par une mutation dans le gène SAMHD1 développent 
une forme particulièrement sévère de la maladie, associée à des problèmes vasculaires dans le cerveau 
pouvant causer des hémorragies cérébrales et autres accidents vasculaires cérébraux (Ramesh et al., 
2010; Thiele et al., 2010; Xin et al., 2011). Ces données  suggèrent qu’en plus de  son  rôle dans  la 
régulation de l’immunité innée et dans le métabolisme des acides nucléiques, SAMHD1 pourrait avoir 
un rôle dans la mise en place ou la régulation du fonctionnement des vaisseaux sanguins. 
 
  Deux  modèles  de  souris  n’exprimant  pas  le  gène  SAMHD1  ont  été  mis  en  place. 
Malheureusement,  ils  ne  permettent  pas  d’étudier  le  mécanisme  d’établissement  de  l’AGS  en 
l’absence  de  SAMHD1.  En  effet,  dans  les  deux  cas,  les  souris  ne  développent  pas  de  pathologie 
auto‐immune comparable à l’AGS, même si une augmentation d’IFN et des ISG a été mise en évidence 
dans certains  tissus  (Behrendt et al., 2013; Rehwinkel et al., 2013). Cela suggère que  les  fonctions 
cellulaires de SAMHD1 pourraient différer chez l’homme et chez la souris. 
  Un modèle de poisson zèbre n’exprimant pas SAMHD1 a également été mis en place et celui‐ci 
a un phénotype plus proche de l’AGS que celui des souris. En effet, les poissons surexpriment des gènes 
de  la réponse  immunitaire  innée, dont  les IFN de type I et développent des hémorragies cérébrales 
(Kasher et al., 2015).  
  L’utilisation combinée de ces différents modèles devrait permettre de mieux comprendre les 
liens concrets entre SAMHD1, la réponse immunitaire innée et l’irrigation sanguine du cerveau. 
 
  A  l’échelle  cellulaire, des données de plus en plus précises  sont disponibles  concernant  la 
fonction de SAMHD1 au niveau du cycle cellulaire. SAMHD1 est régulée au niveau post‐traductionnel 
par phosphorylation mais également en  terme de niveau d’expression au  cours du  cycle  cellulaire 
(Kretschmer et al., 2014). Cette régulation est inversement coordonnée avec celle de la RNR, ce qui 
permet de finement contrôler la quantité de dNTP disponible au cours de la phase S pour la réplication 
du génome cellulaire et hors de cette phase S (Franzolin et al., 2013). 
  Si le cycle cellulaire a un impact sur la régulation de SAMHD1, il a également été montré que 
la dérégulation de SAMHD1 a un impact sur le cycle cellulaire. En effet, la diminution de l’expression 
de SAMHD1 ralentit la prolifération cellulaire et conduit à une accumulation de cellules en phase G1, 
ce qui  suggère un défaut dans  la  transition G1/S en  l’absence de SAMHD1  (Franzolin et al., 2013; 
Kretschmer  et  al.,  2014).  En  parallèle,  la  quantité  disponible  des  quatre  dNTP  augmente  et  la 
proportion  relative  de  ces  dNTP  est  modifiée,  avec  notamment  une  forte  augmentation  de  la 
proportion de dGTP (au moins deux fois) (Franzolin et al., 2013). Ces perturbations du cycle cellulaire 
en l’absence de SAMHD1 sont couplées à l’induction d’inhibiteurs du cycle cellulaire comme la protéine 
p21 (Kretschmer et al., 2014). 
 
  En  plus  des  liens  entre  SAMHD1,  l’immunité  innée  et  la  progression  du  cycle  cellulaire, 
différentes  données  suggèrent  que  SAMHD1  pourrait  avoir  un  rôle  plus  large  dans  l’homéostasie 
cellulaire. En effet, il a été observé que la mutation du gène SAMHD1 chez certains patients conduit à 
des délétions dans l’ADN mitochondrial (Leshinsky‐Silver et al., 2011). Ce génome mitochondrial est 
répliqué indépendamment du cycle cellulaire et l’absence de SAMHD1 semble perturber ce processus. 
  Par ailleurs, dans les fibroblastes de patients AGS n’exprimant pas SAMHD1, des perturbations 
autres que celles concernant le cycle cellulaire ont pu être observées. Notamment une activité accrue 
des lysosomes, la formation de foci d’hétérochromatine dans le noyau et une augmentation globale 
des dommages à l’ADN, qui sont autant de marqueurs de sénescence prématurée (Kretschmer et al., 
2014). La perte de SAMHD1 semble donc affecter différents aspects du fonctionnement cellulaire. 
  Une étude menée sur des poissons zèbres a permis de montrer que le traitement d’embryons 
avec de l’atrazine, un perturbateur endocrinien avéré et oncogène potentiel, induit la surexpression 
de SAMHD1 (Weber et al., 2013). Ainsi, l’absence de SAMHD1 entraîne de nombreuses perturbations 
du  fonctionnement  cellulaire mais  la  surexpression de  SAMHD1 pourrait  elle‐même  constituer un 
mécanisme de réponse à des perturbations du fonctionnement de l’organisme. 
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  En résumé, si aucune fonction cellulaire associée à un mécanisme d’action n’a clairement été 
définie  pour  SAMHD1,  les  données  disponibles  suggèrent  que  cette  protéine  possède  plusieurs 
fonctions importantes. Tout d’abord SAMHD1 est vraisemblablement impliquée dans la régulation de 
la  réponse  immunitaire  innée  et  pourrait  moduler  l’irrigation  sanguine  du  cerveau.  Par  ailleurs 
SAMHD1 module  le cycle cellulaire, notamment via son activité dNTPase et est elle‐même  régulée 
pendant  le  cycle  cellulaire.  Enfin,  SAMHD1  semble  jouer  un  rôle  plus  large  dans  le  contrôle  de 
l’homéostasie  cellulaire,  influençant  l’intégrité  du  génome  mitochondrial,  l’organisation  de  la 
chromatine et l’activité lysosomale. 
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Problématique  
 
  Depuis leur découverte, les virus ont constitué un outil privilégié pour mieux comprendre le 
monde du vivant. Ils sont à l’origine de la caractérisation de nombreux mécanismes fondamentaux et 
peuvent désormais être utilisés  comme outils expérimentaux ou  thérapeutiques.  Les  rétrovirus et 
notamment le VIH ont contribué à attirer l’attention des chercheurs sur plusieurs protéines cellulaires 
dont le fonctionnement reste encore mal compris. C’est notamment le cas des facteurs de restriction. 
  Ces  protéines  ont  co‐évolué  avec  les  virus  qu’elles  restreignent mais  il  est  clair  que  leurs 
fonctions ne sont pas uniquement antivirales. Au‐delà de leur histoire évolutive, le fait que certains 
facteurs de  restriction  soient  constitutivement exprimés dans  la plupart des  cellules humaines en 
l’absence d’infection souligne leur implication dans des fonctions complémentaires.  
 
  Lors de l’identification de SAMHD1 comme étant un facteur de restriction du VIH‐1, le gène 
correspondant  était  déjà  connu  comme  impliqué  dans  une maladie  auto‐immune  :  le  syndrôme 
Aicardi‐Goutière.  Or  l’ensemble  des  gènes  pouvant  être  à  l’origine  de  ce  syndrôme  codent  des 
protéines  impliquées dans  le métabolisme des acides nucléiques et  la  réponse  immunitaire  innée. 
Cette observation, couplée au fait que SAMHD1 restreint le VIH au niveau de l’étape de transcription 
inverse, suggérait déjà un rôle de SAMHD1 dans le métabolisme des acides nucléiques. 
  Deux activités catalytiques ont depuis été caractérisées pour SAMHD1, effectivement en lien 
avec  les  acides  nucléiques  :  cette  protéine  est  une  dNTP  triphosphohydrolase  et  une  nucléase. 
Cependant l’essentiel des travaux réalisés sur SAMHD1 portent sur son activité antivirale et, au début 
de ma thèse, très peu de données étaient disponibles sur les possibles fonctions cellulaires de cette 
protéine.  
 
  Considérant  le fait que SAMHD1  joue un rôle dans  le métabolisme des acides nucléiques et 
particulièrement  des  dNTP,  j’ai  voulu  savoir  si  cette  protéine  modulait  les  processus  cellulaires 
nécessitant des dNTP. 
  En effet, les dNTP interviennent dans des processus aussi fondamentaux que la réplication du 
génome et la réparation des dommages à l’ADN. J’ai ainsi pu montrer que la surexpression de SAMHD1 
ralentit la prolifération cellulaire et favorise la mort cellulaire en cas de rupture double brin de l’ADN. 
Les mécanismes correspondants restent à caractériser, mais mes résultats montrent que SAMHD1 est 
effectivement impliquée dans des processus cellulaires essentiels. 
 
  Or  la dérégulation de ces processus peut être à  l’origine de cancers. De  fait,  la capacité de 
prolifération  illimitée  et  la  survie  en  cas  de  lésions  à  l’ADN  sont  deux  marqueurs  des  cellules 
cancéreuses. Je me suis donc intéressée à l’expression de SAMHD1 dans différents cancers primaires. 
  J’ai observé que, par différents mécanismes,  l’expression de  SAMHD1 est  réduite dans un 
certain nombre de cancers primaires et notamment chez 80% des patients souffrant de  leucémies 
lymphoïdes chroniques. Cette fréquence  importante et  les résultats préalablement obtenus  in vitro 
suggèrent que la perte de SAMHD1 n’est pas une conséquence aléatoire de l’instabilité génétique des 
cellules cancéreuses mais pourrait au contraire être un élément moteur de l’évolution vers le cancer. 
   
  L’ensemble de ces résultats souligne  le fait que SAMHD1 n’est pas seulement un facteur de 
restriction actif contre différents virus. C’est avant  tout une protéine essentielle à  la  régulation de 
processus  cellulaires  fondamentaux  dont  l’altération  innée  ou  acquise  peut  être  liée  au 
développement de pathologies aussi graves que l’AGS et le cancer. Les mécanismes sous‐jacents et le 
lien de SAMHD1 avec la réponse immunitaire innée restent à élucider. 
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Eléments de contextualisation 
 
  Les résultats présentés dans ce manuscrit correspondent à des travaux de recherche débutés 
en 2012 et qui ont abouti à une publication dans  la revue Blood  fin 2013. D’autres projets ont été 
menés en parallèle mais ceux‐ci étant encore en cours au sein du laboratoire, nous avons fait le choix 
de ne pas les détailler ici. 
 
  Lorsque  le  projet  présenté  ici  a  été  lancé,  très  peu  de  choses  étaient  connues  sur  le 
fonctionnement et la régulation de SAMHD1 en l’absence d’infection par le VIH. L’activité dNTPase de 
cette protéine était caractérisée et on connaissait le rôle des mutations dans le gène correspondant 
dans  le  développement  de  l’AGS.  L’existence  d’une  activité  nucléase  de  SAMHD1  in  vitro, 
l’identification de la régulation par phosphorylation sur la T592 et les liens entre SAMHD1 et le cycle 
cellulaire sont autant de résultats qui ont été publiés pendant  le développement de mon projet de 
thèse. 
 
  Enfin,  ces  travaux  ont  été  publiés  en  collaboration  avec  l’équipe  d’Anna  Schuh.  L’article 
correspondant a été rédigé en co‐premier et co‐dernier auteur. Ainsi, seule une partie des données 
présentées dans l’article est le fruit de mon travail. Les légendes correspondantes ont été surlignées 
en jaune dans le manuscrit ci‐après. Afin de clarifier le message de l’article, celui‐ci a été rédigé dans 
une  logique  intégrant  les  résultats  des  deux  équipes.  C’est  pourquoi,  après  la  présentation  du 
manuscrit, je tiens à replacer les résultats présentés dans la logique qui a initialement été la mienne.  
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Key Points
• Acquired pathogenic mutations
in SAMHD1 are found in up to
11% of relapsed/refractory
patients with CLL.
• SAMHD1 is mobilized to sites
of DNA damage.
SAMHD1 is a deoxynucleoside triphosphate triphosphohydrolase and a nuclease that
restricts HIV-1 in noncycling cells. Germ-line mutations in SAMHD1 have been described
in patients with Aicardi-Goutie`res syndrome (AGS), a congenital autoimmune disease. In
a previous longitudinal whole genome sequencing study of chronic lymphocytic leukemia
(CLL), we revealed aSAMHD1mutation as a potential founding event. Here, we describe an
AGS patient carrying a pathogenic germ-line SAMHD1mutation who developed CLL at 24
years of age. Using clinical trial samples, we show that acquired SAMHD1 mutations are
associated with high variant allele frequency and reduced SAMHD1 expression and occur
in 11% of relapsed/refractory CLL patients. We provide evidence that SAMHD1 regulates cell
proliferation and survival and engages in specific protein interactions in response to DNA damage. We propose that SAMHD1 may have
a function inDNArepair and that thepresenceofSAMHD1mutations inCLLpromotes leukemiadevelopment. (Blood. 2014;123(7):1021-1031)
Introduction
Chronic lymphocytic leukemia (CLL) is a disease of the elderly,
demonstrating both clinical and biological heterogeneity. Compli-
cations include the development of autoimmunity and secondary
immunodeﬁciency. Recurrent copy number aberrations of prog-
nostic signiﬁcance in CLL have been identiﬁed by ﬂuorescence in
situ hybridization,1 including deletions of 17p13.1 involving TP53
and deletions of 11q22.3 involving ATM. Recent data from whole
genome and exome sequencing (WGS and WES, respectively)
have conﬁrmed the heterogeneous nature of CLL, with all recurrent
mutations described occurring at low frequency.2-5
Previously, we used WGS to perform longitudinal studies of
CLL patients undergoing treatment and described likely pathogenic
variants in candidate founder genes that might initiate and/or maintain
leukemia.6 These mutations were somatic and deﬁned by their presence
at all 5 time points in all leukemia cells assayed.6 Of particular
interest was an acquired uniparental isodisomy event with a homozy-
gous nonsynonymousmutation in SAMHD1 (supplemental Figure 1 on
theBloodWeb site), a gene involved in the regulation of innate immune
response and autoimmune disease.
Germ-line mutations in SAMHD1 have been described in 17% of
patients diagnosed with a congenital autoimmune disease called
Aicardi-Goutieres syndrome (AGS).7,8 AGS is an autosomal reces-
sive disorder that is characterized by an autoimmune encephalopathy
and chronic activation of the immune system. It occurs mainly in
patients of consanguineous background. Most patients with AGS
succumb to the disease in early childhood.
More recently, SAMHD1 has been identiﬁed as an HIV-1
restriction factor operating in nondividing cells including dendritic
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cells, macrophages, and resting CD41 T cells.9-12 SAMHD1 is a de-
oxyribonucleotide triphosphate (dNTP) triphosphohydrolase and a
nuclease13,14 that regulates the intracellular dNTP pool.15,16 It is
expressed widely across most tissue types including in the hemopoietic
system and normal B cells.17,18 In the case of HIV, SAMHD1 is re-
sponsible for maintaining the cellular dNTP pool at a level that is
inadequate for replication of HIV-1 and other viruses,19-21 thereby
preventing viral propagation.
Importantly, there is increasing evidence that an imbalance in the
cellular dNTP pool is also associated with DNA replication stress
and an alteration in replication fork velocity. Perturbations of the
replication machinery in turn have been shown to lead to increased
mutagenesis, genomic instability, and cancer development.22,23
Taken together, (1) the potential role of a SAMHD1 mutation as
a founder event in CLL, (2) the established function of SAMHD1 in
maintenance of the intracellular dNTP pools, and (3) the involvement
of SAMHD1 in the innate immune response and AGS encouraged us
to further explore the role of SAMHD1 in CLL pathogenesis.
To this, we present a detailed molecular characterization of clinical
trial samples from CLL patients in the United Kingdom together with
functional experiments interrogating the role of SAMHD1 in the
presence of DNA damage.
Materials and methods
Samples
Informed consent from CLL patients was obtained in line with the Declaration
of Helsinki. Ethics approval for this project is covered under the Haematology
Collection Protocol, HTA License Number 12217, Oxfordshire C REC:
09/H0606/5. We initially chose CLL patients from our institution (Oxford
University Hospitals National Health Service [NHS] Trust) to evaluate
whether SAMHD1mutations were recurrent in CLL (cohort 15 100 samples).
Overall, the patient cohort was that of a tertiary referral center with a high
proportion of unmutated IGVH and treatment refractory cases. Chemother-
apy refractoriness was deﬁned by failure to respond to a purine analog or
relapsing within 6 months of treatment.
To evaluate the frequency of SAMHD1mutations in a pretreatment cohort,
200 samples from 2UnitedKingdom (UK)National Cancer ResearchNetwork
(NCRN) clinical trials were sequenced (cohort 2: Does the ADdition of
Mitoxantrone Improve REsponse (AdMIRe) trial, n5 108; Attenuated dose
Rituximab with ChemoTherapy In CLL (ARCTIC) trial, n 5 92). A further
63 samples from 2 UK NCRN relapsed and refractory trials (cohort 3: CLL
201, n5 37; CLL 202, n5 26) were also evaluated for SAMHD1mutations.
All clinical trial samples were sequenced using our in-house next-generation
sequencing (NGS) targeted panel (supplemental Table 1)
Peripheral blood mononuclear cells (PBMCs) were isolated from CLL
blood samples by ﬁcoll gradient centrifugation. DNA was extracted from
peripheral blood CLL cells using the QIAamp DNA Mini Kit (Qiagen,
Hilden, Germany) according to the manufacturer’s protocol.
Samples from cohorts 1, 2, and 3 were tested using genome-wide single
nucleotide polymorphism (SNP) arrays and NGS, as well as Sanger se-
quencing. The B-allele frequencies (BAFs) from the array data and the variant
allele frequencies (VAFs) from the NGS data showed that the contribution of
CLL genomes was $80% in all samples.
Sanger sequencing
We designed primers to amplify the coding exons of SAMHD1 (supplemental
Table 2). Each primer had an M13 tail: forward, 59-GTAAAACGACGGC
CAGT-39; reverse, 59-CAGGAAACAGCTATGAC-39. Puriﬁed amplicons
were sequenced from both strands using BigDye terminator chemistry and an
ABI 3130 DNA sequencer. Mutation Surveyor DNA variant analysis soft-
ware was used to compare sequences with germ-line reference sequence.
Genome-wide SNP platform hybridizations and analysis
Hybridization to Illumina SNP chips (HumanOmni1-Quad and HumanOmniS-
8 platforms) was performed according to manufacturer’s protocols found on
registration at http://www.illumina.com/products. The data were processed
using GenomeStudioV2009.2 (Illumina, San Diego, CA) and analyzed using
Nexus 6.1 Discovery Edition (BioDiscovery, El Segundo, CA). We excluded
from further analyses all losses and gains that had been noted previously in the
Database of Genomic Variants (http://dgv.tcag.ca/dgv/app/home) and all copy
neutral loss of heterozygosity (cnLOH) ,2 Mb.
To determine the genomic complexity of a sample, we performed 2
calculations. (1) The sum of the length of all losses and gains (.20 kb) and
cnLOH (.2 Mb). A total length of .100 Mb was used to deﬁne genomic
complexity. (2) The sum of the number of losses and gains (.20 kb) and
cnLOH (.2 Mb). A total of $4 was used as the second criterion toward
deﬁning genomic complexity. A sample was deﬁned as having genomic
complexity only if both criteria were fulﬁlled.
We deﬁned mosaic cnLOH as the occurrence of a region of allelic im-
balance in the absence of a copy number change. Allelic imbalance was
detected using the BAF data and deﬁned as present when the heterozygous
(AB) allele frequency deviated from the expected 0.5 value but did not reach
full AA or BB homozygosity (at 0 and 1 BAF, respectively). We were guided
by Nexus Discovery Edition v6.1 calls and reported only changes that were
visible on manual inspection of the data plots.
Targeted NGS
A TruSeq Custom Amplicon panel (TSCA; Illumina Cambridge Ltd., Saffron
Walden, UK) was designed, targeting mutational hotspots in 11 genes involved
in the pathogenesis of CLL (supplemental Table 2). Dual-barcoded TSCA
libraries were created from 250 ng of DNA, before undergoing 2 3 150-bp
paired-end sequencing on theMiSeq platform (Illumina Cambridge Ltd.). Initial
alignment and variant calling analysis was performedwith the BaseSpace online
analysis tool.24 The sequence data were also analyzed using the Stampy25 and
Platypus26 tools to screen for large insertions/deletions. High conﬁdence func-
tional sequence variants were identiﬁed by removing any that failed the Base-
Space ﬁlter, had a quality score,60, had no predicted functional consequence
(intergenic, synonymous), or were present in dbSNP (build 135). All variants
with dbSNP identiﬁers were checked in dbSNP for clinical association.
Cell purification
PBMCs were stained and sorted by ﬂuorescence-activated cell sorter Aria
(BD-Pharmingen) as described previously.27 Cells were stained with anti-
CD19 phycoerythrin (PE) (BD Pharmingen) and anti-CD5 allophycocyanin
(APC) (BD Pharmingen). Postsort purity was .95%.
WES
The tumor sample was puriﬁed as described above with the CD191, CD51
fraction selected for WES. The sample was quantiﬁed using the High
Sensitivity Qubit system (Invitrogen), and sample integrity was assessed
using 1% E-Gel EX (Invitrogen). Library preparation was performed using
the Illumina TruSeq DNA HT Sample Preparation kit and enriched for the
exome using the Illumina TruSeq Exome Enrichment kit. Sequencing was
performed using a HiSeq2000 as 100-bp paired end reads.
The sequence reads were mapped to the human genome assembly hg19/
NCBI37 using Stampy,25 and variants were detected using Platypus.26
High-quality reads scoring 200, with sequence variations found within
coding exons and a total coverage of$50 reads, were analyzed further. The
database for normal variants (dbSNP)28 and the 1000 Genomes database29
were used to exclude common variants. We searched for any published
CLL-associated mutations2,4-6,30,31 present in the leukemia cells and excluded
their presence in the germ line by Sanger sequencing.
RNA extraction and reverse transcription
Total RNA was isolated from sorted cell populations using RNAeasy kits
according to the manufacturer’s protocol (Qiagen, Hilden, Germany) or
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puriﬁed with Trizol reagent (Invitrogen). Complementary DNA was
prepared from 1 to 12 mL total RNA using SuperScript VILO kits
(Invitrogen, Carlsbad, CA) or SuperScript II enzyme (Invitrogen) and oligo-
dT primers according to the manufacturer’s protocol.
RNA isoforms
Reverse transcription (RT) products were used for the polymerase chain
reaction (PCR) reaction using Phusion HSII enzyme (Finnzymes) and the
following SAMHD1-speciﬁc primers: CGGCGCCGAGGTTCTTGACT
(forward) and TTTGTAAACAACTGACTACAGACA (reverse). The PCR
products were resolved on a 1% agarose gel containing 13 SYBR Safe DNA
gel stain (Life Technologies).
Quantitative real-time RT-PCR of purified cells
To generate Figure 4A, absolute quantiﬁcation of cDNA was performed in
duplicate using real-time PCR and a transcript quantiﬁcation TaqMan assay
kit for SAMHD1 (Hs00210019_m1; Applied Biosystems, Foster City, CA).
Ampliﬁcations were performed using Qiagen Rotor-Gene 6000. Following
normalization using the control gene, c-abl, relative quantiﬁcation was
calculated using the DCt method. Quantiﬁcation of SAMHD1mRNA shown
in Figure 4B was performed in triplicate using QuantiTect SYBR Green
(Qiagen) according to manufacturer’s instructions. Further details in are
in supplemental Methods.
cDNA sequencing
Primers were designed to amplify the complementary DNA of particular exons
of SAMHD1 (supplemental Table 3). Puriﬁed amplicons were sequenced as
detailed in the Sanger sequencing method to conﬁrm the presence of the
mutations found in the corresponding DNA samples.
Cell lines and expression constructs
Adherent and suspension cells were cultured in Dulbecco’s modiﬁed Eagle
medium or RPMI-1640 respectively, supplemented with 10% fetal calf
serum, ultraglutamine, and antibiotics. HeLa cells stably expressing Flag-
HA–tagged SAMHD1 have been described previously.9 HeLa cells stably
expressing inducible SAMHD1 wild-type (WT) and mutants were generated
by transducing HeLa cells with lentiviral pTRIPZ vector (Thermo Scientiﬁc,
Waltham, MA), in which the SAMHD1 open reading frame (ORF) was
inserted. Transduced cells were selected with 2mg/mL puromycin. SAMHD1
expression was induced with 2 mg/mL doxycycline (Clontech, Saint-
Germain-en-Laye, France).
Plasmids
The SAMHD1 WT plasmid used to produce HeLa cell lines has been
described previously.9 The SAMHD1 HD/AA mutant and F575 DCter
mutant have also been described previously.32
Cell extracts preparation and western blot analysis
For western blotting, cells were lysed for 30 minutes in a buffer containing
0.5% Triton X-100, 150 mM NaCl, 10 mM KCl, 1.5 mM MgCl2, 0.5 mM
EDTA, 10 mM b-mercaptoethanol, and 0.5 mM phenylmethylsulfonyl
ﬂuoride. Equal amount of proteins were resolved on sodium dodecyl
sulfate-polyacrylamide gel electrophoresis. The proteins were transferred
to nitrocellulose membranes (GE Healthcare, Little Chalfont, Bucking-
hamshire, UK). When speciﬁed, protein load was assessed by Ponceau S
staining (Thermo Scientiﬁc). Membranes were blocked with 5% milk
diluted in phosphate-buffered saline/0.1% Tween, incubated with primary
antibody for 1 hour at room temperature, and incubated with horseradish
peroxidase–conjugated secondary antibody for 1 hour at room tempera-
ture. Proteins were visualized with SuperSignal West pico or femto
(Thermo Scientiﬁc).
Immunofluorescence
HeLa cells constitutively expressing Flag-HA–tagged SAMHD1 were
seeded on cover glasses and treated with or without 25 nM of camptothecin
(CPT) for 18 hours. Cells were then ﬁxed with 2% paraformaldehyde and
permeabilized using 0.1% Triton X-100. Immunodetection of 53BP1 and
HA-tagged SAMHD1 was performed overnight at 4°C using speciﬁc
antibodies. Images were acquired using the Zeiss confocal microscope
system LSM780.
Antibodies
Anti-SAMHD1 antibodies used were purchased from Abcam (Cambridge,
UK; ab96768 and ab67820) and Bethyl/Euromedex (Schiltigheim, France;
A303-690A). Anti-phosphoSAMHD1Thr592 antibody has been described
previously.33 Anti-CyclinA2 antibody was purchased from Cell Signaling,
anti-DCAF1 antibody from Bethyl/Euromedex, anti-HA from Covance/
Eurogentec, and anti-53BP1 antibody was from Millipore (Billerica, MA).
Tubulin and actin antibodies were from Sigma-Aldrich Chemical (St Louis,
MO). Mouse (NA931) and rabbit (NA934) secondary antibodies were
purchased from GE Healthcare.
Drug treatment and cell proliferation
HeLaWT or expressing SAMHD1were seeded in 96-well plates at a density
of 1000 cells per well. Etoposide, camptothecin, mitomycin C, and methyl
methanesulfonate (Sigma-Aldrich Chemical) were applied to the cells 6
hours after seeding in a total volume of 100 mL. Three days after treatment,
the Cell Titer-Glo kit (Promega, Madison, WI) was used to measure cell
survival according to the manufacturer’s instructions. Results are shown as
percentage of survival compared with mock-treated cells.
For the cell proliferation experiment, the cell count was performed at
the indicated time using MACSQuant Analyzer (Miltenyi Biotec, Bergisch
Gladbach, Germany).
Cell fractionation and glycerol gradient
HeLa stably expressing SAMHD1 were seeded in 15-cm dishes and treated
with 5 mM etoposide for 4 and 18 hours or mock treated. Cells were then
harvested, washed with phosphate-buffered saline, and lysed successively in
5 volumes of CSK buffer (10 mM piperazine-N,N9-bis[2-ethanesulfonic
acid] [PIPES], pH 7, 100 mMNaCl, 300 mM sucrose, 3 mMMgCl2, 10 mM
b-glycerophosphate, 0.2 mM Na vanadate, and 5 mM Na ﬂuoride) containing
0.5% and 0.1% of Triton to purify nuclear extracts. For density gradient
sedimentation, 400 mg of nuclear extracts was loaded onto a glycerol gradient
(15-35% in buffer containing 20 mM Tris, pH 7.5, 0.15 M KCl, 2.5 mM
MgCl2, 0.05% NP40, 0.05% Tween, 1 mM dithiothreitol, and protease
inhibitors; Roche) and centrifuged for 4 hours at 55 000 rpm. Two hundred–
microliter fractions were collected from the top of the gradient.
Statistical methods
We wished to ascertain whether SAMHD1 mutations were associated with
common CLL-described mutations (Figure 3B). We analyzed genomic data
on 18 SAMHD1mutated samples (Figure 3B) and 229 WT SAMHD1 samples
(clinical trial samples with whole genome array and NGS data available). The
sample proportions of described CLL mutations were calculated for the
mutated and WT SAMHD1 patients, and the difference was tested for
signiﬁcance using the 2-sided pooled hypothesis z-test, which provides a P
value. Unadjusted P values can be compared with an adjusted a level of
0.05/75 0.0071 using a conservative Bonferroni adjustment to reﬂect that
7 comparisons were made.
We compared the clinical outcome for the mutated and WT SAMHD1
patients on samples with clinical outcome available (AdMIRe Trial).34 The
2 populations were compared with respect to the complete remission (CR)
and minimal residual disease (MRD), using for both comparisons the standard
2-sided pooled z-test for the difference in proportions.
For patients with both overall survival data and SAMHD1 mutation
status available (CLL 201 and CLL 202 clinical trials, n 5 65), a survival
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analysis was performed. Survival times for the populations of WT
SAMHD1 and mutated SAMHD1 patients were compared by creating the
corresponding Kaplan-Meier survival curves. The statistical difference
between the 2 survival curves was quantiﬁed by performing the standard
log-rank test.35
Results
Initially, we reviewed 32 patients with congenital AGS and germ-
line SAMHD1 mutations. One of these patients was a boy born to
consanguineous parents who presented with features typical of
AGS.7 This patient has a homozygous germ-line canonical splice-
acceptor site (1609-1G.C) mutation in intron 14, leading to an
alternative splice variant.7 Interestingly, at the age of 24 years, he
presented with cervical and axillary lymphadenopathy and a lym-
phocytosis. Flow cytometry demonstrated the typical hallmark of
CD191CD51 mature lymphocytes (Figure 1A), conﬁrming CLL.
High-resolution genome-wide array analysis of DNA from his CLL
cells revealed a large region of homozygosity including the SAMHD1
locus on chromosome 20 (Figure 1B). This was not associated with
a copy number change but was consistent with a germ-line inheritance
pattern arising from consanguineous parents carrying shared haplo-
types across this region. No other chromosomal aberrations associated
with CLL and no novel aberrations were detected.
To establish whether acquired mutations were present, we tested
DNA from the patient’s CLL cells using a targeted approach to
sequence genes reported as mutated recurrently in CLL (supple-
mental Table 2). None of these genes were mutated in the patient’s
sample. Next, we performed WES to identify other acquired muta-
tions that might contribute to CLL pathogenesis, including recently
described pathogenic mutations5 (Materials and methods). Again,
no acquired mutations seen previously in CLL or other hematological
malignancies were observed. Although these results do not rule out
a contribution of other currently unknown genes in CLL pathogenesis,
they support an involvement of SAMHD1.
We therefore set out to establish whether acquired SAMHD1
mutations were recurrent in CLL patients. In our single institution
cohort of 100 consecutive CLL patients,36 we identiﬁed 5 patients,
carrying between them 6 mutations in SAMHD1 (Figure 2A;
Table 1, cohort 1). Germ-line analysis using sorted CD51CD192
cells could be performed for 5 of the mutations and conﬁrmed that
they were acquired (supplemental Table 5). Furthermore, 4 of the
5 patients carried a mutation associated with either a mono-allelic
deletion or cnLOH as revealed by genome-wide array data (Figure 2A;
Table 1) and reﬂected in the predominantly high VAF (Table 1).
Mutations affected mainly conserved residues and were predicted to be
deleterious for protein function by in silico prediction (Figure 2B;
supplemental Figure 2; supplemental Table 5). One additional patient
had a small bi-allelic deletion of the 59 untranslated region of SAMHD1
(Figure 2C).
To investigate the association between SAMHD1 mutations and
clinical outcome, we analyzed a further 263 UK clinical trials samples
by Sanger sequencing and NGS. These patients were from 2 pre-
treatment trials (cohort 2, n 5 200) and 2 relapsed/refractory trials
(cohort 3, n 5 63; Materials and methods). We found a mutation
frequency of 3% in the pretreatment group and of 11% in the relapsed
and refractory group (Table 1). Interestingly, the array analyses of
3 patients showed mosaicism, conﬁrming the acquired nature of the
copy number change involving the SAMHD1 locus.
Mutations were distributed across all exons, similar to those
identiﬁed in AGS (Figure 3A). Three mutations (R145X, R145Q, and
I201N) were common to both AGS and CLL patients.When assessed
using genome-wide high-resolution arrays, SAMHD1 mutations
showed a clear association with chromosome 20 abnormalities
involving the SAMHD1 locus (seen in 12 of 18 patients; Table 1;
Figure 1. Analysis of an AGS patient. (A) Flow cy-
tometry plot from whole peripheral blood of an AGS
patient showing (left) forward-sideward scatter and
(right) CD19 PE/CD5 APC scatter gated on lymphoid
cells. (B) Whole genome array of chromosome 20 from
leukemia cells of an AGS patient, visualized in Nexus
(BioDiscovery). The log2 ratio indicates copy number
changes, and the B-allele frequency plot indicates loss
of heterozygosity.
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Figure 3B). SAMHD1 mutations were not found to associate with
any other described CLL mutations (Figure 3B; supplemental
Table 4). As expected for a group of CLL patients requiring
treatment, both treatment naı¨ve and relapsed/refractory patients
with SAMHD1 mutations showed unmutated immunoglobulin
(IgVH) rearrangements in the majority of cases. Only 3 of 11
relapsed/refractory patients had del11q compared with 3 of 7 in the
pretreatment group (Figure 3B). Together, these data do not support
the notion that the enrichment for SAMHD1 mutations in advanced
CLL could be due to a higher prevalence of these confounding poor
risk factors in this group.
To evaluate the impact of SAMHD1 mutations on clinical
outcome, we reviewed primary response data on the clinical trial
samples (Figure 3B). For the ﬁrst-line patients recruited into
AdMIRe, the end points of CR and bone marrowMRDwere analyzed.
The CR rate for the AdMIRe cohort, excluding the SAMHD1-mutated
patients, was 137 of 210 patients (65.2%; 95% exact conﬁdence
interval [CI]: 58.4-71.7%).34 The proportion of SAMHD1-mutated
patients with CR was 0 of 5; this difference in sample proportions
was statistically signiﬁcant (95% CI for difference in proportions:
48.6-81.9%, P 5 .014).
The MRD negative rate across the AdMIRe cohort, excluding
the SAMHD1-mutated patients, was 108 of 188 patients (57.4%;
95% exact CI: 50.0-64.6%) The proportion of SAMHD1-mutated
patients who were MRD negative was 0 of 5; this difference in
sample proportions was statistically signiﬁcant (95% CI for dif-
ference in proportions: 40.1-74.8%, P 5 .035).
Patients with SAMHD1 mutations treated in CLL 201 and CLL
202 clinical trials showed outcomes as expected for this cohort of
relapsed/refractory patients (Figure 3B). The end point of overall
survival was analyzed. The standard log-rank test for comparing
the Kaplan-Meier survival curves (supplemental Figure 3) for WT
SAMHD1 and mutated SAMHD1 samples gave P 5 .666, which
suggests that the 2 curves are not signiﬁcantly different. However,
as there were only 6 samples with SAMHD1 mutations in our
overall survival analysis, a larger cohort will be needed to draw
more deﬁnite conclusions.
SAMHD1 is expressed in normal B cells18,37 (Figure 4A). To
interrogate the impact of the SAMHD1 variants, we compared
SAMHD1 mRNA expression in highly puriﬁed samples from 11
SAMHD1 mutated CLL patients with that of normal B cells.
Using quantitative RT-PCR, we found statistically signiﬁcant
Figure 2. Representative examples of somatic
SAMHD1 mutations. (A) Electropherogram of SAMHD1
mutations using paired germ-line and tumor DNA. (Upper)
Representative results from 2 patients are depicted.
(Lower) Whole genome arrays showing (left) copy neutral
loss of heterozygosity (cnLOH) or (right) a heterozygous
deletion over chromosome 20 involving the SAMHD1
locus. (B) Multiple sequence alignment of SAMHD1
around the mutated residue (arrow) of each patient.
Degree of conservation is reflected by background color
code (dark blue, highly conserved to white, not conserved).
(C) Whole genome array showing a small homozygous
deletion at the 59 end of the SAMHD1 locus in patient
CLL 095.
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lower expression levels of mRNA in SAMHD1-mutated CLL cells
(Figure 4A). Where possible, we sequenced cDNA extracted from
SAMHD1-mutated CLL cells by Sanger sequencing using primers
designed to cross intron-exon boundaries. This conﬁrmed that, at
least in these patients, SAMHD1 transcripts in CLL cells consisted
exclusively of mutant SAMHD1 (supplemental Figure 4A). Western blots
performed on paired samples also conﬁrmed reduced protein expression
compared with WT SAMHD1 CLL (supplemental Figure 4B).
Furthermore, we assessed SAMHD1 mRNA (Figure 4B) and
protein levels (Figure 4C) in 10 untreated CD191, CD51 samples
from consecutive CLL patients compared with healthy control
PBMCs and observed a marked reduction of SAMHD1 mRNA and
protein expression in 8 of 10 cases. One case (P9) showed signiﬁcant
mRNA and protein expression, and another case (P10) had no protein
expression despite presence of mRNA. Together, these observations
suggest that SAMHD1 mRNA and protein expression in CLL is
heterogeneous and that in addition to mutations within the SAMHD1
coding region itself, other control mechanisms are involved in regu-
lating its expression in CLL.
Next, we extended our analysis to other malignancies. SAMHD1
mutations have been identiﬁed in colorectal,38 lung, and urinary tract
cancer.38 However, WGS analysis of 1006 different tumor cell lines
showed that SAMHD1mutations in solid tumors are rare40 (supplemental
Table 6), and of only 16 cell lineswithmutations, 5were of hemopoietic/
lymphoid and 11 of solid tumor origin. SAMHD1 is expressed in
all normal human tissues17 (supplemental Figure 5). Assessment of
SAMHD1 protein (supplemental Figure 6A) and mRNA (supplemental
Figure 6B) expression in different tumor cell lines revealed low level
expression in all cell lines tested with the exception of the human acute
monocytic leukemia cell line, THP1, known to express normal levels of
WT SAMHD1.9 Interestingly, alternative SAMHD1 transcripts (supple-
mental Figure 6C) were identiﬁed in all the cell lines tested except in
THP1 cells. Additionally, primary breast cancer specimens from 34
individuals demonstrated reduced to absent protein expression of
SAMHD1 in 50% of cases (supplemental Figure 6D).
There is evidence that an imbalance in the dNTP pool produces
a hypermutator phenotype and that decreased levels of dNTPs
interfere with proper DNA replication and repair.22,23 Therefore, we
investigated the potential role of SAMHD1 in cellular proliferation
andDNAdamage response. HeLa cells were transducedwith lentiviral
vector expressing, under the control of an inducible promoter, either
WT SAMHD1, a dNTP triphosphohydrolase-inactive HD mutant,9,13
or a C-terminal deletion mutant that has been characterized as a
constitutively active form33 (supplemental Figure 7). Expression of
WT SAMHD1, but not HD mutant, resulted in slow proliferation
compared with cells transduced with empty vector (Figure 5A).
Interestingly, the antiproliferative activity of SAMHD1 was ampliﬁed
when the constitutively active mutant (SAMHD1DCter) was ex-
pressed, suggesting a key role for SAMHD1 enzymatic activity.
Next, HeLa cells expressingWT SAMHD1were treated with 3 DNA
damaging agents, camptothecin, mitomycin C, and etoposide (known
to induce DNA double-strand breaks [DSBs]), and with a methylating
agent, methyl methanesulfonate. The proportion of living cells was
measured after 3 days and compared with baseline (Figure 5B). In this
system, WT SAMHD1 increased cell death after treatment with DNA
DSB agents. However, no effect on cell survival was seen with the
methylating agent, suggesting that SAMHD1 is involved speciﬁcally
in DNA DSB repair. To explore whether SAMHD1 acquires new
function following DNA damage by engaging in speciﬁc protein
interactions, we analyzed its distribution in nuclear extracts prepared
from mock- or etoposide-treated HeLa SAMHD1 cells using
a glycerol gradient sedimentation assay that allows size-dependent
separation of protein complexes. We found that SAMHD1 resides in
a high-molecular-weight complex (HMW) in untreated cells and
converts to a low-molecular-weight complex after 4-hour treatment with
etoposide (Figure 5C). Conversion from the HMW to the low-
molecular weight complex is transient, because SAMHD1 was
recovered in the HMW complex 18 hours after etoposide treatment.
We and others have recently uncovered the phosphorylation of
SAMHD1 at threonine 592 (Thr592) by CyclinA2/CDK1 as a key
regulatory mechanism of its antiviral activity.33,41 Interestingly, we
found that treatment of cells with etoposide increased the pool of
SAMHD1 interactingwith CyclinA (Figure 5D) and induced SAMHD1
phosphorylation at the Thr592 (Figure 5E). To further explore the
Table 1. Summary of SAMHD1 mutations
Patient number Cohort Sample ID Mutation position Mutation type Amino acid SAMHD1 locus (array) VAF (%)
1 1 CLL077 g.35 526 336 A.T Missense F545L cnLOH 99
2 1 CLL 092 g.35 580 045 T.A Missense M1K cnLOH 72
1 CLL 092 g.35 526 886 -.A Frameshift insertion C522X cnLOH 27
3 1 CLL073 g.35 563 477 A.G Missense Y155C Loss 94
4 1 CLL 002 g.35 533 885 T.C Missense L431S Loss 92
5 1 CLL 238 g.35 532 562 C.A Missense D501Y Normal 40
6 2 CLL 242 g.35 540 906 G.A Missense R371H Normal 50
7 2 CLL 069 g.35 563 507 G.A Missense R145Q cnLOH 98
8 2 CLL 228 g.35 526 256 G.A Nonsense W572X cnLOH 99
9 2 CLL354 g. 35 532 585 A.C Missense L493R Normal 55
10 2 CLL 007 g. 35 559 171 T.C Missense H206R Mosaic cnLOH 18
2 CLL 007 g.35 559 186 A.T Missense I201N Mosaic cnLOH 50
11 3 CLL 2537 g.35 540 955 G.A Missense E355K Loss 99
12 3 CLL 2353 g.35 563 508 C.T Nonsense R145X Loss 87
13 3 CLL 2247 g. 35 540 925 T.G Missense T365P Mosaic cnLOH 66
14 3 CLL 2198 g. 35 545 407 T.A Missense I300L Normal 36
3 CLL 2198 g. 35 563 469 G.A Missense P158S Normal 45
3 CLL 2198 g. 35 580 001 C.A Missense D16Y Normal 48
15 3 CLL 2219 g. 35 547 889 G.A Missense L244F Normal 39
3 CLL 2219 g. 35 545 437 G.A Missense R290C Normal 39
16 3 CLL 2250 g. 35 533 826 G.A Missense R451C Normal 57
3 CLL 2250 g. 35 533 825 C.A Missense R451L Normal 33
17 3 CLL 2462 g. 35 532 564 A.C Missense V500G cnLOH 99
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involvement of SAMHD1 in DNA damage response, we determined
whether SAMHD1 is recruited to the site of DNA damage. HeLa cells
expressing SAMHD1 were mock-treated or treated with camptothecin
and stained for both 53BP1 and SAMHD1. 53BP1 foci were seen in
untreated cells presumably reﬂectingDSBs that resulted from replication
stress. An increase in number and size of 53BP1 foci was observed on
camptothecin treatment. Interestingly, SAMHD1 colocalized with
53BP1 foci in both untreated and in CPT-treated cells (Figure 5F).
These results suggest that SAMHD1 is recruited to the site of DNA
damage. Taken together, our results show that SAMHD1 is involved in
the response to DNA DSBs and engages in speciﬁc protein interactions
on DNA damage.
Discussion
In this article, we present a detailed molecular description of
patients with SAMHD1-mutated CLL recruited into clinical trials
and begin to explore the role of SAMHD1 in CLL pathogenesis.
We focused initially on the molecular characterization of an AGS
patient in whom a homozygous germ-line mutation in SAMHD1
had been identiﬁed previously.7 Remarkably, this patient de-
veloped CLL at only 24 years of age; only 0.2% of patients
diagnosed with CLL are 20 to 34 years of age, and the median age
at presentation is 72 years.42 To our knowledge, there have been
no other reports of CLL in AGS patients, although only a small
number of patients beyond the age of 20 years are known to us.
When we used targeted NGS, WES, and a genome-wide SNP array,
approaches to test CLL-derived B cells from this patient, we conﬁrmed
the SAMHD1 mutation status and identiﬁed a large region of homo-
zygosity consistent with inheritance from consanguineous parents
carrying shared haplotypes. Importantly, we did not identify any
acquired CLL-related sequence changes2,4,5,30,31 or structural var-
iants1,43 in the leukemia cells. These data support the notion that
a homozygous SAMHD1 germ-line mutation was sufﬁcient to cause
early-onset CLL in this particular patient. Alternatively, other currently
Figure 3. Schematic representation of SAMHD1
mutations and relationship to other genetic
lesions. (A) Schematic representation of SAMHD1
protein. (Upper) Mutations found in current study.
(Lower) Known mutations in AGS patients. Mutations
common to both diseases are shown in red. (B)
Associations between SAMHD1 mutations and other
genetic aberrations and clinical outcome. cnLOH, copy
neutral loss of heterozygosity; CLL239*, AGS patient;
Response, clinical response according to the iwCLL
guidelines46; PR, partial response; CR, complete
response; SD, stable disease; MRD, minimal residual
disease; N/A, not available.
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unknown acquired or germ-line driver mutations could be involved in
the CLL pathogenesis.
The AGS CLL patient ﬁndings together with previous longitu-
dinal CLLWGS results in which an acquired homozygous SAMHD1
mutationwas identiﬁed led us to perform detailedmolecular studies of
SAMHD1 using well-characterized samples from patients recruited
into clinical trials. Signiﬁcantly, our sequencing data revealed that
SAMHD1mutations occur at a fourfold higher frequency in the relapse/
refractory cohort, and the majority are likely deleterious as shown by in
silico analyses. Furthermore, the genome-wide SNP array data showed
that the mutations in this group associate with cnLOH or monoallelic
losses encompassing SAMHD1. WGS and WES analyses have been
used previously to document recurrent mutations in CLL2-5 and most
recently, SAMHD1 mutations have been noted at a statistically
signiﬁcant frequency of 4%.5 In contrast, extensive WES studies
of solid tumor cell lines indicate that genomic mutations of SAMHD1
in solid tumors are rare events: only 16 mutations were identiﬁed
in 1006 samples, and this did not reach statistical signiﬁcance
(E. Papaemmanuil, personal communication, January 2013).
Recently, Edelmann et al presented the results of an array-based
study of untreated CLL patients recruited into the German CLL8
multicenter trial for ﬁrst-line treatment.43 In our study, only cohort
2 represented an equivalent pretreatment cohort. For this patient
group, the copy number aberration (CNA) ﬁndings in our study
were consistent with those of the CLL8 study with no CNAs
involving SAMHD1 being detected. For cnLOH, no regions
involving SAMHD1 either in the 144 paired or 209 unpaired
analyzed cases were reported in the CLL8 study, whereas we report
3 cases (1.5%) in our cohort 2. All 3 of our cnLOH cases are.10
Mb in size (;14,;29, and;33Mb), but would have been excluded
by Edelmann et al43 because they did not coincide with a proven
tumor-speciﬁc cnLOH or CNA. Additional reasons that may explain
why cnLOH regions involving SAMHD1 were not reported in the
CLL8 samples include sample size (direct comparison was only
possible for 144 paired CLL8 cases) and differences in the array
platform and analysis thresholds used for making cnLOH calls.
For example, it is possible that mosaicism, a feature observed
in 1 of the 3 cases in our cohort 2, may not have been called in
the CLL8 study due to a reduced number of nonhomozygous
intervening SNP calls. Similarly, background noise may have an
effect.
To follow-up on our genomic studies, we examined SAMHD1
mRNA and protein expression in CLL and solid tumors. SAMHD1
is widely expressed across most normal tissues.18,37 Interestingly,
although SAMHD1 mutations were expressed and clearly associated
withmarkedly reducedmRNAand protein levels, reduced expression
of SAMHD1 was also seen in most, but not all, WT SAMHD1 CLL.
One case showed signiﬁcant mRNA and protein expression, and
another case had no protein expression despite presence of mRNA.
Similarly, SAMHD1 mutations were only rarely found in solid tu-
mors, but reduced expression was seen across many cancer cell lines
and primary breast cancer. Together, these data suggest (1) that
SAMHD1 mutations might lead to increased degradation of mutant
mRNA and/or protein and (2) that other mechanisms apart from
mutations must also be responsible for SAMHD1 regulation.
Interestingly, methylation of the SAMHD1 promoter at CpG island
resulting in SAMHD1 transcriptional repression has recently been
reported in CD41 T cell lines such as Jurkat and SupT1.44 This
further strengthens the idea that a low level of SAMHD1 expression
might involve different regulatory mechanisms.
As a prelude to more detailed functional studies, we presented a
series of experiments that provide the ﬁrst evidence for the potential
involvement of SAMHD1 in the regulation of cell proliferation and
response to DNA damage-inducing agents. The regulation of cell
proliferation by SAMHD1 requires its HD domain (Figure 5A).
However, our experiments do not determine whether the THP activity
and/or the more recently reported nuclease activity of SAMHD114
are involved. Indeed, the SAMHD1 HD domain is required for both
activities.14
We showed that SAMHD1 engages in speciﬁc interactions
on DNA damage, and its expression regulates cell survival in
response to DNA damage-inducing agents. Importantly, we found
that SAMHD1 colocalizes with 53BP1 in DNA repair foci after
induction of DSB. Together, these data suggest that SAMHD1 plays
a role in the cellular response to DNA damage. The precise molec-
ular mechanisms underlying these observations are unknown at
present. Further studies, including its effect on cellular dNTP
availability and genetic experiments of SAMHD1 knockout models,
Figure 4. Expression profiles of SAMHD1 in primary
CLL cells. (A) cDNA pools from B cells (CD191, CD52)
sorted from peripheral blood of healthy donors and
SAMHD1-mutated CLL cells (CD191, CD51) were sub-
jected to quantitative PCR analysis using ABL as a con-
trol gene. (B) Measurement of SAMHD1 mRNA by
quantitative RT-PCR. The percentage of leukemia cells
(CD51/CD191) is indicated. Statistical comparison of
SAMHD1 mRNA levels between each CLL sample and
the mean of the healthy PBMCs was performed. The
black bars indicate P, .01. (C) Measurement of SAMHD1
protein levels by western blot in 10 CLL samples and
7 healthy PBMCs. Ponceau dye staining was used to
control protein load.
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Figure 5. SAMHD1 effects on cell proliferation and cell viability in response to DNA damage agents. (A) HeLa cells stably expressing an inducible empty vector (Mock)
or a vector encoding for SAMHD1 wild-type (WT) SAMHD1 mutated in the HD domain (HD/AA) or truncated at amino acid 575 (DCter) were induced with doxycycline. Results
are expressed as the proliferation ratio of SAMHD1-transduced cells divided by mock-transduced cell. A representative experiment out of 3 is shown. (B) HeLa and HeLa cells
stably expressing SAMHD1 were treated with increasing concentrations of DNA damaging agents, and the percentage of living cells was measured 3 days after treatment.
Each graph shows the mean of 3 independent experiments. *A t-test P , .05. (C) HeLa cells stably expressing SAMHD1 were mock treated or treated with 5 nM of etoposide
for 4 or 18 hours. Nuclear extracts were prepared and separated on a glycerol gradient. The localization of SAMHD1 along the gradient was assessed by western blot. (D)
HeLa (Mock) and HeLa cells stably expressing Flag-HA–tagged SAMHD1 were treated with 5 nM etoposide for the indicated time. Flag IPs were performed and SAMHD1
interactions with CycA and DCAF1 were assessed by western blot. (E) Flag IPs were performed using nuclear extract of HeLa cells stably expressing Flag-HA–tagged
SAMHD1 after treatment with 5 nM etoposide. SAMHD1 and SAMHD1 phosphorylated on threonine 592 (pSAMHD1) levels were determined by western blot. (F) SAMHD1
colocalizes with 53BP1 at the site of DSBs. HeLa cells expressing SAMHD1-HA were mock-treated or treated with 25 nM CPT. SAMHD1 and 53BP1 intranuclear localizations
were determined by immunofluorescence using specific antibodies and confocal microscopy.
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will be critical to elucidate further the role of SAMHD1 in DNA
damage response.
From a clinical perspective, it is possible that SAMHD1
mutations in CLL lead to chemotherapy resistance. This is sup-
ported by several lines of evidence. (1) Loss of SAMHD1 ex-
pression results in enhanced resistance to DSB-inducing agent
(Figure 5B). (2) SAMHD1 mutations are enriched in the relapsed/
refractory cohort without apparent increase of poor risk confound-
ing factors such as del11q or unmutated IgVH. (3) The small
number of patients with SAMHD1 mutations in our cohort had
a poorer response to ﬁrst-line chemo-immunotherapy. Alterna-
tively, SAMHD1 mutations might be associated with disease
aggressiveness, deﬁned by a short time to ﬁrst treatment or
transformation to Richter’s syndrome. However, in our small
number of SAMHD1-mutated relapsed/refractory patients, there
was no difference in overall survival compared with WT
SAMHD1 patients, suggesting that mutations may not be linked
to CLL aggressiveness. Clearly, analyses of larger patient
cohorts are required to address this question fully, including
also patients with monoclonal B-cell lymphocytosis or Richter’s
syndrome.
There are important implications of these ﬁndings. First, our
data illustrate that low-frequency mutations can be candidate
drivers of disease and that large collaborative efforts are required to
gain insight into the biological and clinical consequences of these
low-frequency mutations. Second, mutations in SAMHD1 are
speciﬁc to the hematopoietic system and can be founder mutations
that occur as early as in the germ-line DNA. This supports their
role in the early stages of leukemogenesis. Third, the evidence we
present indicates that SAMHD1 mutations lead to exclusive and
reduced expression of mutant mRNA. This poses considerable
challenges to the development of drugs targeting the defect.
Provided protein function is preserved, 1 possible strategy might
be to increase SAMHD1 expression by preventing SAMHD1
degradation.45
If our results are conﬁrmed by larger studies, the main impli-
cation will be to avoid the use of DNA damaging agents in patients
with mutations in SAMHD1. In this regard, understanding how
SAMHD1 determines the fate of DNA-damaged cell is an important
challenge.
In conclusion, we presented recurrent mutations in SAMHD1 as
newly identiﬁed molecular events in CLL and demonstrated that
the protein SAMHD1 likely engages in speciﬁc interactions in
response to DNA damage. More work is needed to fully elucidate
its role both in regulation of DNA damage response and in
leukemogenesis and/or disease progression. Only the analysis of
large cohorts of well-characterized clinical trial samples will reveal
whether SAMHD1 mutations emerge as clinically signiﬁcant re-
sponse predictors of chemotherapy resistance.
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Supplementary Material 
Supplementary Methods: 
Samples 
Trial descriptions: AdMIRe is a randomized Phase II Trial of fludarabine, 
cyclophosphamide and rituximab (FCR) with or without mitoxantrone (M) in 
previously untreated physically fit patients with CLL. ARCTIC is a randomized 
phase IIB trial in previously untreated physically fit patients with CLL to 
compare fludarabine, cyclophosphamide and rituximab (FCR) with FC, 
mitoxantrone and low dose rituximab (FCM-miniR). 
CLL201 is a randomised phase II multicentre trial to assess the efficacy and 
safety of fludarabine, cyclophosphamide and mitoxantrone in combination 
with rituximab (FCM-R), and fludarabine, cyclophosphamide and mitoxantrone 
alone (FCM) in previously treated but not fludarabine-refractory patients with 
CLL. CLL202 is a phase II non-randomised study of subcutaneous 
alemtuzumab plus fludarabine in fludarabine-refractory patients. 
Refractoriness was defined as no response or relapse within 6 months from 
fludarabine treatment. 
Supplementary Figure Legends 
Supplementary Figure 1: Whole Genome Sequencing reveals homozygous 
SAMHD1 mutation 
Whole Genome Sequencing (WGS) on CLL patient CLL077 over 5 treatment 
timepoints (a-e). All mutations identified by were clustered according to their 
variant allele frequency (VAF). Mutations with VAF=/>50% are depicted. Red 
lines: all mutations (including intronic mutations) except for non-synonymous 
mutations. Black lines: non-synonymous mutations. 
Supplementary Figure 2: Conservation tracks for all SAMHD1 mutations 
Multiple Sequence Alignment of SAMHD1 around the mutated residue (arrow) 
of each patient. Degree of conservation is reflected by background colour 
code (dark blue: highly conserved to white: not conserved).   
 Supplementary Figure 3: Kaplan Meier Estimates of Overall Survival  
Overall survival of SAMHD1 mutated and SAMHD1 wild type (wt) patients in 
relapsed/refractory clinical trials. SAMHD1 mutant n=6, SAMHD1 wt n= 55;    
p = 0.666 using the standard log rank test. 
 
Supplementary Figure 4: mRNA and Protein Expression of mutant 
SAMHD1 
a Electropherogram of cDNA obtained from SAMHD1 mutated CLL cells 
from 3 patients using primers that cover intron/exon boundaries of SAMHD1. 
Arrows indicate mutation compared to reference sequence. 
b Western Blot of SAMHD1 expression in SAMHD1 mutated, wt 
SAMHD1 CLL and ThP1= monocytic cell line as control. RNA expression data 
(relative values calibrated against normal B cell control expression of 1) for 
SAMHD1 mutated samples (see Methods). 
 
Supplementary Figure 5 SAMHD1 expression in different normal tissue 
types including epiphelial cells. Gene expression data for SAMHD1 extracted 
from CCLE_Expression_Entrez_2012-10-18.res:Gene-centric RMA-
normalized mRNA expression data. 
 
Supplementary Figure 6 Expression data of SAMHD1 in solid tumours  
a, b     Protein extracts and mRNA were prepared from the indicated cell lines 
and the expression level of SAMHD1 was assessed by Western Blot 
(a) and by quantitative RT-PCR (b) 
c   RNAs from different cell lines were also subjected to RT-PCR analysis 
using SAMHD1 specific oligonucleotides which amplify the full length 
open reading frame and the PCR products were analyzed on agarose 
gel  
 d  Western Blot of SAMHD1 using protein extracts from primary solid 
mammary tumours. SAMHD1 expressing (THP1) and non-expressing 
(SupT1) cell lines were used as control. Actin was probed as loading control. 
 
 
Supplementary Figure 7: SAMHD1 expression in transduced HeLa Cells  
HeLa cells were transduced with lentiviral vector expressing, under the control 
of an inducible promoter, either wild-type (wt SAMHD1, a dNTP TPH-inactive 
HD mutant (HD/AA) or a C-terminal deletion mutant (Cter). 
  
 Supplementary Table 1: Next generation sequencing panel 
Gene Chr Position (bp; hg19) Targets # Amplicons 
SF3B1 2 198256648 - 198299821 Exons 14, 15, 16 & 18 8 
XPO1 2 61704984 - 61765761 Exon 15 2 
MYD88 3 38182608 - 38182792 Exon 5 1 
IRF4 6 391689 - 411493 Exons 2 & 3 4 
ZFPM2 8 106331097 - 106816817 All Exons 33 
NOTCH1 9 139390508 - 139392025 Exon 34 9 
ATM 11 108093509 - 108239876 All Exons 113 
BIRC3 11 102188144 - 102208515 All Exons 38 
TP53 17 7571670 - 7590913 All Exons 21 
SAMHD1 20 35520177 - 35580296 All Exons 26 
MED12 X 70338356 - 70362354 All Exons 78 
 
 
 
  
  
Supplementary Table 2: Primers for DNA Sanger Sequencing 
Gene_Exon Forward Primer Reverse Primer 
SAMHD1_exon1 TTGAGGACGACTGGACTGC GCCTCGGGTCTTCCTTTC 
SAMHD1_exon2 GGATCTGGGTAAATGTTGGTG GGCTTTGTCCCTGAAAGATG 
SAMHD1_exon3 TTGTTCCTTCCAATCTAACTTCTG TCACTGAGAAGCAGATTTCCTC 
SAMHD1_exon4 AATTTCAGTTGGACTTACATGTCG CCATGCCTGGCCTAAGATAAC 
SAMHD1_exon5 TTGAGGACCAGAACTATCACTCC TTCCATATTCTCTTGGTTGATCTG 
SAMHD1_exon6 TGTTGGTTTACAGATGTTTTTCTTG GCACCCTGGACACTGTAATG 
SAMHD1_exon7 GTTAGTCAGGGCTCCCAATG GGCTAGATGAAAAGCACCAGTC 
SAMHD1_exon8/9 TGCCTATCCTAAAACTTCCAGTG TCCAAATTTCAGACCAGGAAC 
SAMHD1_exon10 TGCATAGCCCTCTTGTCTGC GCCAAGTATCAAGGAAAATTTTATAGG 
SAMHD1_exon11 TGTGCCTCATTATTTTGTTTCC ATTGGCAATTCAGGGACTTC 
SAMHD1_exon12 TTTGCGAACTGCCTGTTAAG CCTCTTGGAGGACAGAGATAACC 
SAMHD1_exon13 TGTTTGTGGCTCAAAGACTTG TGGGTGCTTTATCTTTAAAACG 
SAMHD1_exon14/15 GGCCTCTGTTCCATTTCTTG GTGCAAAGTTTGTGAGTAACAGG 
SAMHD1_exon16 TGTGCGCACTTGAGACTTTC GTGCAAAGTTTGTGAGTAACAGG 
  
  
 
Supplementary Table 3: Primers for cDNA Sanger Sequencing 
 
 
 
Supplementary Table 4: Results of association analysis of SAMHD1 
mutated and wild type samples with common CLL-associated mutations 
 
Genetic lesion p value 
del17p13 0.869 
TP53 0.475 
del11q22 0.048 
trisomy12 0.374 
del13q14 0.774 
NOTCH1 0.809 
SF3B1 0.237 
 
Gene_Exon Forward Primer Reverse Primer 
SAMHD1_exon12 AGCAATTGACGACATGGAAG CTGGCAACCTCTTTTGGAAG 
SAMHD1_exon15 TAAGACTGCCCCCAACAGAG TGAGTGGGGCTATAACATCG 
  
Supplementary Table 5: Pathogenicity scores and Germline 
confirmation of SAMHD1 mutations  
SIFT1 and Polyphen2 
Patient 
no Cohort Sample ID 
Amino acid 
change 
SIFT 
prediction 
SIFT 
score 
Polyphen-2 
Prediction 
Polyphen 
Score 
Germline 
confirmation 
1 1 CLL077 F545L T 0.54 D 0.978 Y 
2 1 CLL 092 M1K U - P 0.915 Y 
 1 CLL 092 C522X U - U - Y 
3 1 CLL073 Y155C D 0.05 D 0.999 NA 
4 1 CLL 002 L431S D 0.00 D 0.992 Y 
5 1 CLL 238 D501Y T 0.07 P 0.655 Y 
6 2 CLL 242 R371H T 0.09 D 0.999 NA 
7 2 CLL 069 R145Q D 0.02 D 0.999 NA 
8 2 CLL 228 W572X U - U - NA 
9 2 CLL354 L493R D 0.01 B 0.446 NA 
10 2 CLL 007 H206R D 0.01 D 0.999 NA (mosaic) 
 2 CLL 007 I201N D 0.00 D 1.0 NA (mosaic) 
11 3 CLL 2537 E355K T 0.20 P 0.871 N/A 
12 3 CLL 2353 R145X U - U - Y 
13 3 CLL 2247 T365P D 0.02 D 0.999 NA (mosaic) 
14 3 CLL 2198 I300L D 0.03 D 0.995 NA 
 3 CLL 2198 P158S D 0.02 D 1.000 NA 
 3 CLL 2198 D16Y D 0.00 D 1.000 NA 
15 3 CLL 2219 L244F D 0.03 D 0.993 NA 
 3 CLL 2219 R290C T 0.12 D 1.000 NA 
16 3 CLL 2250 R451C D 0.01 D 1.000 NA 
 3 CLL 2250 R451L D 0.02 D 0.999 NA 
17 3 CLL 2462 V500G D 0.00 D 0.999 NA 
 
 
  
Supplementary Table 6: SAMHD1 mutations in cell lines 
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Présentation de ma démarche expérimentale 
 
  Sachant que SAMHD1 est une dNTP  triphosphohydrolase et que  les dNTP sont essentiels à 
différents processus cellulaires comme la réplication du génome dans les cellules en prolifération et la 
réparation  des  dommages  à  l’ADN,  j’ai  voulu  savoir  si  SAMHD1  pouvait  avoir  un  impact  sur  le 
déroulement de ces processus. 
 
  Pour  cela,  j’ai  commencé  par  vérifier  le  niveau  d’expression  de  SAMHD1  dans  différentes 
lignées utilisées au laboratoire afin de choisir un modèle pertinent pour la suite des expérimentations. 
Il était déjà connu que  la  lignée cellulaire THP‐1 exprime SAMHD1 à un niveau comparable à ceux 
observés dans des cellules hématopoiétiques primaires (Laguette et al., 2011), j’ai donc utilisé cette 
lignée  comme  contrôle auquel  comparer  les autres  lignées.  J’ai  constaté que dans  l’ensemble des 
lignées étudiées,  l’expression de SAMHD1 est  réduite par  rapport à celle observée dans  les THP‐1 
(Supplementary Figure 6A). Afin de voir si ce défaut d’expression était dû à une différence dans  la 
stabilité de la protéine ou à une différence dans sa production, j’ai traité les lignées utilisées avec un 
inhibiteur du protéasome et mesuré  l’expression de SAMHD1 par  immunoblot (Résultat additionnel 
1).  L’inhibiteur  du  protéasome  ne  stabilisant  l’expression  de  SAMHD1  dans  aucune  des  lignées 
considérées,  j’en  ai  déduit  que  la  réduction  du  niveau  d’expression  de  SAMHD1  était  dû  à  une 
réduction de la production de cette protéine. 
 
  J’ai par  la  suite quantifié  le niveau d’expression des ARNm  SAMHD1 par  PCR quantitative 
(qPCR) dans ces différentes  lignées  (Supplementary Figure 6B) et  j’ai constaté que  la  réduction de 
l’expression de SAMHD1 par rapport aux cellules THP‐1 était déjà présente au niveau des ARNm. Je me 
suis donc demandé si, en plus de  leur quantité,  il y avait des différences entre  les ARNm SAMHD1 
transcrits  dans  les  différentes  lignées  cellulaires.  J’ai  donc  réalisé  des  PCR  sur  des  ADNc 
(complémentaires) purifiés à partir des différentes lignées, en utilisant des amorces localisées dans les 
régions terminales non‐traduites (UTR) du gène SAMHD1. J’ai alors constaté que, si un seul transcrit 
correspondant à l’ARNm sauvage était amplifié dans la lignée THP‐1, plusieurs transcrits différents les 
uns des autres et de tailles variables pouvaient être observés dans les autres lignées (Supplementary 
Figure 6C). La plupart de ces transcrits sont plus courts que le transcrit sauvage, mais aucune protéine 
tronquée n’a été détectée par immunoblot, malgré l’utilisation de trois anticorps différents. 
 
  Afin d’identifier les variations de séquence entre les différents transcrits, pour chaque lignée 
cellulaire le transcrit dont la taille se rapprochait le plus de celle du transcrit sauvage a été sous‐cloné 
et séquencé (Résultat additionnel 2). La séquence des transcrits est mutée dans l’ensemble des lignées 
considérées à l’exception des THP‐1. La plupart de ces mutations sont à l’origine de perturbation dans 
Résultat additionnel 1 : inhiber le protéasome ne permet pas de stabiliser SAMHD1 dans les lignées cellulaires. 
Les lignées cellulaires indiquées ont été traitées avec du Mg132 10µM pendant 4 heures. Les extraits protéiques 
totaux ont ensuite été purifiés et l’expression de SAMHD1 a été évaluée par immunoblot. 
108 
 
l’épissage des transcrits SAMHD1 et certaines d’entre elles aboutissent à la création de codons stop 
prématurés.  
 
  L’ensemble de ces résultats montre que l’expression du gène SAMHD1 est perturbée dans la 
plupart des  lignées  cellulaires utilisées en  laboratoire. Cette observation est en accord avec notre 
hypothèse initiale (depuis également renforcée par d’autres observations) d’une influence de SAMHD1 
sur le cycle cellulaire. En effet, les lignées utilisées en laboratoire sont des lignées transformées ayant 
acquis  la  capacité de  se diviser un plus grand nombre de  fois et plus  rapidement que  les  cellules 
primaires d’origine.  SAMHD1 étant une dNTPase  réduisant  la quantité de dNTP disponibles,  cette 
protéine  pourrait  constituer  un  frein  au  processus  de  réplication  du  génome  nécessaire  avant  la 
division cellulaire et sa mutation pourrait favoriser la prolifération des lignées utilisées en laboratoire. 
 
  Afin de vérifier cette hypothèse, j’ai étudié l’effet de SAMHD1 sur le cycle cellulaire. Pour des 
raisons expérimentales, j’ai choisi de surexprimer SAMHD1 dans une lignée où sa forme sauvage n’est 
pas transcrite (la lignée HeLa) plutôt que de supprimer son expression dans la lignée THP‐1. 
  J’ai  transduit  des  cellules  HeLa  avec  des  vecteurs  permettant  l’expression  de  variants  de 
SAMHD1 sous le contrôle d’un promoteur inductible pour obtenir quatre lignées : une lignée contrôle, 
une  pouvant  exprimer  SAMHD1  sauvage,  une  pouvant  exprimer  le  mutant  HD/AA  dont  le  site 
catalytique est inactif et une pouvant exprimer le mutant DeltaCter tronqué au niveau de l’acide aminé 
575  et  n’exprimant  donc  plus  la  T592.  La  phosphorylation  sur  cette  T592  inhibant  l’activité  de 
restriction de SAMHD1, ce mutant  tronqué peut être considéré comme constitutivement actif.  J’ai 
ensuite  induit  l’expression  de  SAMHD1  dans  ces  lignées  et mesuré  leurs  vitesses  de  prolifération 
pendant plusieurs semaines (Figure 5A). L’expression des différentes constructions a été vérifiée au 
long de l’expérience (Supplementary Figure 7). La surexpression de SAMHD1 sauvage réduit la vitesse 
de prolifération des cellules, tandis que la surexpression du mutant inactif ne modifie pas leur vitesse 
de prolifération. A l’inverse, la surexpression du mutant constitutivement actif ralentit encore plus la 
vitesse  de  prolifération  des  cellules  que  celle  de  la  protéine  sauvage.  Cette  expérience  confirme 
l’influence  de  SAMHD1  sur  le  cycle  cellulaire  puisque  la  surexpression  de  SAMHD1  ralentit  la 
prolifération de façon dépendante de son activité catalytique. 
 
Résultat additionnel 2 : SAMHD1 est muté dans les lignées cellulaires. Des ADNc SAMHD1 de taille proche du
sauvage ont été sous‐clonés et séquencés. Les séquences obtenues sont ici schématisées. 
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  Sachant que SAMHD1 est capable de dégrader les dNTP et que ces mêmes dNTP sont utilisés 
lors de la réparation des dommages à l’ADN, j’ai voulu savoir si la surexpression de SAMHD1 modifiait 
la réponse des cellules à différents types de dommages à l’ADN. 
  J’ai pour cela utilisé des cellules HeLa surexprimant stablement la protéine SAMHD1 sauvage 
et des cellules contrôle. Celles‐ci ont été  traitées avec des concentrations croissantes de différents 
agents causant des dommages à l’ADN pendant trois jours. Le taux de survie des cellules à l’issue du 
traitement a ensuite été mesuré  (Figure 5B).  L’étoposide et  la  camptothécine  (CPT)  induisent des 
ruptures double brin de l’ADN en inhibant respectivement les topoisomérases II et I. Le traitement de 
cellules HeLa par ces drogues induit une mortalité supérieure en présence de SAMHD1. De la même 
façon, le traitement par la mitomycine C (MMC), qui induit des ruptures double brin et des alkylations 
(ajouts de groupements hydrocarbonés) de l’ADN provoque une mortalité plus importante des cellules 
surexprimant SAMHD1. En revanche, le méthanesulfonate de méthyle (MMS), un agent méthylant de 
l’ADN  induit une mortalité comparable des cellules surexprimant SAMHD1 et des cellules contrôles. 
Ces résultats montrent que la surexpression de SAMHD1 rend les cellules plus sensibles aux ruptures 
double  brin  de  l’ADN,  en  favorisant  la mort  cellulaire  par  rapport  à  la  réparation  de  ce  type  de 
dommage. Par contre SAMHD1 ne modifie pas la mortalité cellulaire après méthylation de l’ADN. 
 
  SAMHD1 module le cycle cellulaire et est régulée en fonction du cycle cellulaire. La découverte 
de  l’influence de SAMHD1 sur  la réponse aux  lésions de  l’ADN m’a donc amenée à me demander si 
cette protéine est régulée de façon spécifique après induction de ruptures double brin de l’ADN.  
  J’ai dans un premier temps voulu savoir si les partenaires de SAMHD1 sont modifiés en cas de 
de rupture double brin de l’ADN. J’ai pour cela traité des cellules HeLa surexprimant SAMHD1 sauvage 
avec  5nM  d’étoposide  pendant  des  durées  croissantes.  J’ai  ensuite  purifié  les  extraits  protéiques 
nucléaires des cellules correspondantes, que j’ai séparés sur des gradients de glycérol. Cette technique 
permet de séparer les complexes protéiques en fonction de leur taille. Enfin, j’ai observé l’expression 
de  SAMHD1 dans  les différentes  fractions des  gradients par  immunoblot  (Figure 5C).  J’ai  ainsi pu 
montrer que SAMHD1 est normalement localisé dans des fractions intermédiaires correspondant à un 
complexe moléculaire donné et que le traitement par l’étoposide induit le recrutement de SAMHD1 
dans un complexe de plus faible poids moléculaire dès 4 heures de traitement. Ce complexe a une 
existence transitoire puisque, dès 18 heures après le traitement étoposide, il n’est plus observable sur 
le gradient de glycérol. Ce complexe de faible poids moléculaire est induit spécifiquement en réponse 
aux ruptures double brin de l’ADN puisqu’il n’est pas observé après traitement des cellules HeLa par 
du méthanesulfonate de méthyle (Résultat additionnel 3). 
  
  Je me  suis  ensuite demandé quels  étaient  les partenaires de  SAMHD1  recrutés  en  cas de 
rupture double brin de l’ADN. J’ai donc dans un premier temps réalisé des immunoprécipitations de 
SAMHD1  sur  des  extraits  protéiques  de  cellules  HeLa  surexprimant  SAMHD1  traitées  avec  5nM 
d’étoposide pendant des durées croissantes, et  j’ai regardé si ce traitement étoposide modifiait  les 
interactions de SAMHD1 avec certains de ses partenaires connus (Figure 5D). Si la quantité globale de 
SAMHD1 n’est pas modifiée après induction de ruptures double brin de l’ADN, son interaction avec la 
Résultat additionnel 3 : SAMHD1 n’est pas recruté dans un nouveau complexe après méthylation de l’ADN. Des 
cellules HeLa surexprimant SAMHD1 ont été traitées avec du MMS à 10µg/mL pendant le temps indiqué. Puis 
les extraits protéiques nucléaires correspondants ont été purifiés et séparés sur gradient de glycérol. 
L’expression de SAMHD1 dans les différentes fractions a été analysée par immunoblot. 
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cycline A est  renforcée dès 4 heures après  le  traitement,  c’est‐à‐dire au moment où SAMHD1 est 
localisé dans un complexe spécifique. Cette augmentation de l’interaction entre SAMHD1 et la cycline 
A est spécifique puisque l’interaction entre SAMHD1 et DCAF1 n’est pas renforcée par le traitement 
étoposide, au contraire. 
  Sachant que la cycline A, associée à CDK1 ou CDK2, peut phosphoryler SAMHD1 sur la T592, je 
me  suis demandé  si  l’induction de  ruptures double brin de  l’ADN  favorisait  la phosphorylation de 
SAMHD1.  J’ai donc  regardé  l’expression de SAMHD1  total et de SAMHD1 phosphorylé  sur  la T592 
(pSAMHD1)  par  immunoblot  dans  des  cellules  HeLA  traitées  avec  de  l’étoposide.  Si,  comme 
précédemment  observé,  la  quantité  totale  de  SAMHD1  ne  varie  pas,  l’expression  de  pSAMHD1 
augmente dès 4 heures après le traitement étoposide et cette phosphorylation est stable puisqu’elle 
est toujours observable 18 heures après traitement.  
  L’ensemble  de  ces  données  montre  que  SAMHD1  est  spécifiquement  régulée  en  cas  de 
ruptures double brin de l’ADN, notamment par phosphorylation sur la T592. SAMHD1 est donc bien 
une protéine de  réponse aux dommages à  l’ADN. Des données de microscopies obtenues par nos 
collaborateurs confirment d’ailleurs que SAMHD1  localise directement aux sites de ruptures double 
brin (Figure 5F). 
 
  J’ai ainsi montré que SAMHD1  influence  le cycle cellulaire mais aussi  la  réponse à certains 
dommages à l’ADN. Or le maintien de l’intégrité du génome et le contrôle de la prolifération cellulaire 
font partie des processus dont  le dérèglement peut causer  le développement de cancers (Hanahan 
and Weinberg, 2011). Cela m’a amenée à me demander si l’expression de SAMHD1, observée dans de 
nombreux types cellulaires, pouvait prévenir la tumorigenèse. 
  Il est difficile d’étudier le développement de cancers chez des personnes possédant un défaut 
d’expression de SAMHD1 puisque ce défaut d’expression cause l’AGS et que cette maladie conduit le 
plus  souvent  à  une  mort  très  précoce.  Néanmoins,  un  des  patients  AGS  connu  pour  exprimer 
majoritairement une forme mutée de SAMHD1 (ayant perdu l’exon 15 du gène correspondant) (Rice 
et al., 2009) a développé une leucémie à l’âge de 24 ans (Figure 1A). Il s’agit d’une leucémie lymphoïde 
chronique (LLC), qui dans 70% des cas touche des personnes âgées de plus de 50 ans. Son apparition 
chez  un  patient  de  24  ans  peut  donc  être  considérée  comme  précoce.  L’observation  de  cette 
corrélation entre perte de SAMHD1 et tumorigenèse précoce, associée aux résultats préalablement 
obtenus en laboratoire, suggère que SAMHD1 pourrait effectivement jouer un rôle dans la protection 
contre la tumorigenèse. 
 
  C’est dans ce contexte que nous avons choisi de collaborer avec l’équipe du Dr Schuh à Oxford. 
En effet,  leurs analyses ont permis de montrer que, dans deux cohortes  indépendantes, 3 à 5% des 
patients souffrant de LLC présentent des mutations acquises dans le gène SAMHD1 (Figure 2, Table 1 
et Supplementary Table 5). Ces mutations sont détectables au moment du diagnostic et, comme celles 
identifiées dans l’AGS, sont réparties sur l’ensemble du gène (Figure 3A). De plus, leur proportion est 
plus importante (11%) chez les patients souffrant de tumeurs résistantes au traitement (Table 1). 
  De notre côté, j’ai montré que, même chez les patients ne présentant pas de mutation dans le 
gène SAMHD1,  le niveau d’expression de SAMHD1 dans  les cellules  tumorales est  inférieur à celui 
observé dans des PBMC de donneurs sains (Figure 4B et 4C). Ainsi, sur 10 patients étudiés, la quantité 
d’ARNm SAMHD1 comparée à la moyenne des 7 donneurs sains est significativement réduite (p<0,01) 
chez 100% des patients. Au niveau protéique, l’expression de SAMHD1 est très faible voire indétectable 
chez 7 patients sur 10 alors qu’elle semble augmentée chez deux patients. L’existence de patients 
présentant une quantité réduite d’ARNm SAMHD1 et une augmentation de l’expression de la protéine 
correspondante  suggère que des mécanismes de  régulation de  l’expression de  SAMHD1  restent  à 
élucider. De même, la réduction de l’expression de SAMHD1 chez les patients ne présentant pas de 
mutation dans le gène correspondant illustre la mise en œuvre de mécanismes de régulation que nous 
n’avons pas identifiés.  
111 
 
  Ces résultats montrent en  tous cas que des mutations dans  le gène SAMHD1 peuvent être 
associées au développement de LLC et que, même en l’absence de ces mutations, l’expression de la 
protéine SAMHD1 est réduite chez une large majorité des patients souffrant de LLC. 
 
  J’ai ensuite voulu savoir si la perte de l’expression de SAMHD1 était une spécificité des LLC ou 
si cette caractéristique pouvait être retrouvée dans d’autres types de cancers. J’ai pour cela analysé 
l’expression des ARNm SAMHD1 par PCR quantitative chez des patients souffrant de quatre autres 
types de leucémie (Résultat additionnel 4). Le niveau d’expression chez chacun des 40 patients a été 
comparé à celui observé chez  les  sept donneurs  sains préalablement étudiés  (Figure 4B et C). Ces 
analyses montrent que  l’expression de SAMHD1 est significativement réduite chez plus de 50% des 
patients  souffrant  de  cancers  hématopoïétiques  (29  patients  sur  40).  La  fréquence  des  patients 
perdant l’expression de SAMHD1 varie selon le cancer considéré (90% dans les leucémies myéloïdes 
chroniques, 80% dans les leucémies lymphoïdes aigues T, 40% dans les leucémies lymphoïdes aigues 
B  et 50% dans  les  leucémies myéloïdes  aigues) mais  la  réduction de  l’expression de  SAMHD1  est 
retrouvée dans l’ensemble des leucémies étudiées et pas uniquement chez les patients souffrant de 
LLC. 
 
  De  plus,  une  collaboration  avec  le  personnel  de  Xentech  a  permis  de  montrer  que  des 
diminutions de  l’expression de SAMHD1 sont aussi observées chez certaines patientes souffrant de 
cancers du sein (Supplementary Figure 6D). Ce phénotype n’est donc pas une spécificité des leucémies 
et peut être retrouvé dans des tumeurs solides. 
 
  Le projet principal que  j’ai mené pendant ma  thèse a permis de montrer que SAMHD1 est 
faiblement exprimé et que le gène correspondant est fréquemment muté dans les lignées utilisées en 
laboratoire.  J’ai  également  mis  en  évidence  un  ralentissement  du  cycle  cellulaire  lors  de  la 
surexpression de SAMHD1 et montré que cette protéine favorise la mort cellulaire en cas de rupture 
double brin de l’ADN. J’ai d’ailleurs montré que la protéine SAMHD1 elle‐même est régulée en cas de 
rupture double brin de l’ADN, notamment par phosphorylation sur la T592. Enfin, des travaux menés 
en  collaboration avec d’autres équipes ont permis de montrer que  la perte de SAMHD1, due à  la 
mutation  du  gène  correspondant  ou  à  d’autre(s)  mécanisme(s)  non  élucidé(s),  est  associée  au 
développement de différentes tumeurs, aussi bien leucémiques que solides. 
  Ces résultats montrent que SAMHD1 est un acteur clé de  l’homéostasie cellulaire et que sa 
régulation est essentielle. 
Résultat additionnel 4 : la quantité d’ARNm SAMHD1 est affectée dans différentes leucémies. L’ARNm SAMHD1 
a été quantifié dans 40 échantillons d’ARN issus de prélèvements de patients souffrant de quatre types de 
leucémies (LMA : leucémie myéloïde aigue, LLA‐B : leucémie lymphoïdes aigue B, LLA‐T : leucémie lymphoïde 
aigue T, L : leucémie myéloïde chronique). Cette valeur a été comparée aux sept échantillons de donneurs sains 
utilisés dans l’article (code couleur indiquant les p‐values) et dont la valeur moyenne d’expression de SAMHD1 
est ici représentée en rouge. Les nombres en abscisse indiquent la proportion de cellules tumorales dans 
l’échantillon initialement obtenu. 
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Implications thérapeutiques nouvelles de SAMHD1 
SAMHD1 et résistances à certaines chimiothérapies 
 
  Des expériences réalisées dans des lignées cellulaires au laboratoire m’ont permis de montrer 
que, dans des cellules confrontées à des ruptures double brin de l’ADN, la surexpression de SAMHD1 
augmente la mortalité trois jours après traitement. Ces résultats ont été observés dans une lignée issue 
d’un cancer primaire et exprimant très faiblement SAMHD1. 
 
  La surexpression d’un gène à l’expression réduite dans les cellules tumorales a donc permis de 
rendre celles‐ci plus sensibles aux ruptures double brin de  l’ADN. Or  les produits utilisés dans cette 
expérience (étoposide et mitomycine C) ou leurs dérivés (camptothécine) sont des agents utilisés dans 
le traitement des cancers par chimiothérapie. Ces résultats, transposés dans le contexte du traitement 
d’un cancer primaire, suggèrent que la perte de SAMHD1 au cours du développement cancéreux peut 
entraîner  la perte de  la  sensibilité à  certains  traitements. Autrement dit que  la perte de SAMHD1 
pourrait être à l’origine de résistances à la chimiothérapie (Figure 32). 
 
  La fréquence des mutations du gène SAMHD1 est plus de deux fois plus élevée dans les LLC 
résistantes au traitement que dans l’ensemble des LLC au moment du diagnostic (11% contre 3 à 5 %). 
Cette  observation  va  dans  le  sens  d’un  rôle  de  SAMHD1  dans  la  sensibilité  à  la  chimiothérapie. 
Néanmoins des informations plus détaillées concernant les types de traitements utilisés pour traiter 
les patients souffrant de  tumeurs résistantes seraient nécessaires pour prolonger cette réflexion.  Il 
Figure 32 : schéma du principe via lequel la perte de SAMHD1 peut être à l’origine de résistances à certaines 
chimiothérapies. 
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serait notamment  intéressant de voir  si  les  traitements par  chimiothérapie  induisant des  ruptures 
double brin de l’ADN conduisent à la sélection de cellules tumorales n’exprimant plus SAMHD1. 
 
Des analyses de l’expression de SAMHD1 dans des cohortes de patients souffrant de cancers 
résistants  à  la  chimiothérapie  seraient  extrêmement  intéressantes  et  pourraient  aboutir  à  une 
adaptation des traitements utilisés. En effet, nos données suggèrent que la perte de SAMHD1 pourrait 
être  un  facteur  de  résistance  aux  ruptures  double  brin  de  l’ADN.  Si  cette  hypothèse  est  juste,  le 
traitement de tumeurs comprenant des cellules n’exprimant plus SAMHD1 par des agents induisant 
des ruptures double brin de  l’ADN pourrait avoir un effet néfaste sur  l’évolution de  la maladie. Ce 
traitement  aboutirait  à  la  sélection  des  cellules  n’exprimant  plus  SAMHD1,  qui  seraient  les  plus 
résistantes à  la chimiothérapie et donc  les plus difficiles à éliminer par la suite. De plus, ces cellules 
survivant à un traitement mutagène sont susceptibles d’accumuler de nouvelles mutations pouvant 
également aggraver le pronostic. 
 
  Ainsi,  à  l’époque  de  la  personnalisation  des  thérapies  anticancéreuses,  l’évaluation  de 
l’expression de SAMHD1 par les cellules tumorales pourrait être un élément déterminant dans le choix 
de  l’utilisation  ou  non  de  certains  agents  de  chimiothérapie.  En  effet,  il  existe  des  agents  de 
chimiothérapie n’induisant pas de rupture double brin de l’ADN. Parmi ceux‐ci, on trouve des agents 
alkylants qui, d’après mes résultats, agissent de la même façon quel que soit le niveau d’expression de 
SAMHD1. La prise en compte du niveau d’expression de SAMHD1 dans les tumeurs permettrait donc 
d’optimiser les traitements par chimiothérapie. 
  Des études plus poussées en laboratoire pourraient permettre de voir quels agents utilisés en 
chimiothérapie ont un effet évoluant en fonction du niveau d’expression de SAMHD1. La réponse à 
ceux  dont  l’efficacité  diminue  en  cas  de  perte  de  SAMHD1  pourrait  alors  être  évaluée  dans  des 
cohortes existantes, en fonction de l’expression de SAMHD1 par les cellules tumorales des différents 
patients traités. Cela permettrait de déterminer si la perte de SAMHD1 au cours du développement 
tumoral est réellement à l’origine de résistances à certains traitements et dans quels types de cancers. 
Ces informations primordiales pourraient alors permettre d’adapter au mieux les traitements utilisés 
en fonction du profil d’expression des tumeurs et de son évolution au cours de la thérapie. 
 
Perte de SAMHD1 et tumorigenèse 
 
  Nos travaux montrent que, dans le cas de différentes leucémies et des cancers du sein, il y a 
une corrélation entre la perte de l’expression de SAMHD1 et le processus d’oncogenèse. Les données 
que j’ai obtenues sur des lignées cellulaires et le caractère précoce des mutations du gène SAMHD1 
suggèrent  par  ailleurs  que  la  perte  de  SAMHD1 pourrait  être  un  des moteurs du développement 
cancéreux. 
 
  Le  fait que SAMHD1  soit exprimé dans de nombreux  tissus humains  (Schmidt et al., 2015) 
indépendamment de leur sensibilité à l’infection par le VIH renforce le point de vue selon lequel, avant 
d’être un facteur de restriction, SAMHD1 est un gardien de l’intégrité cellulaire.  
De plus, depuis  la publication de notre article, une  seconde étude a mis en évidence une 
corrélation entre  la perte de SAMHD1 et  le développement cancéreux  (Wang et al., 2014a). Cette 
étude  a  été  réalisée  sur des  adénocarcinomes pulmonaires dont  le  caractère  solide  a permis  aux 
auteurs  de  comparer  l’expression  de  SAMHD1  entre  le  tissu  cancéreux  et  le  tissu  sain  chez  cinq 
patients. Comme nous,  ils ont observé une diminution de  l’expression de SAMHD1 au niveau de  la 
protéine et de  l’ARNm.  Ils n’ont pas  séquencé  le gène  correspondant mais, au‐delà des variations 
quantitatives, la détection de protéine SAMHD1 de taille identique dans les prélèvements cancéreux 
et dans les prélèvements sains suggère que le gène correspondant est inhibé mais non muté. Ils ont 
montré que cette inhibition est due à la méthylation du promoteur du gène codant pour la protéine 
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SAMHD1  et  que  ce  même  mécanisme  réduit  l’expression  de  SAMHD1  dans  deux  lignées 
d’adénocarcinomes pulmonaires.  
De mon côté, j’ai montré que chez les patients souffrant de LLC, l’expression de SAMHD1 peut 
être réduite en l’absence de mutation dans le gène correspondant. Il serait intéressant de vérifier l’état 
de méthylation du promoteur de SAMHD1 chez ces patients pour savoir si, comme dans  le cas du 
cancer du poumon, l’expression de SAMHD1 est réprimée par ce mécanisme. De plus, dans deux des 
échantillons  que  j’ai  étudiés,  les ARNm  SAMHD1  étaient  faiblement  exprimés  sans  que  le  niveau 
d’expression  de  la  protéine  correspondante  ne  soit  affecté.  Cela  suggère  qu’il  doit  exister  un 
mécanisme  de  régulation  post‐transcriptionnel  de  l’expression  de  SAMHD1,  qui  reste  encore  à 
élucider. 
Globalement, quels que soient les mécanismes mis en jeu, notre étude a montré un lien entre 
diminution de l’expression de SAMHD1 et tumorigenèse. Nous avons mis ce lien en évidence dans cinq 
types de leucémie et dans un cancer solide : le cancer du sein. Depuis, une autre équipe a confirmé 
cette observation dans un second type de cancer solide : le cancer du poumon. Des études à plus large 
échelle comprenant des types de cancers plus nombreux seraient nécessaires pour évaluer l’impact de 
la perte de SAMHD1 dans le développement cancéreux en général et mettre en évidence d’éventuelles 
spécificités. 
 
  Les résultats obtenus sur les cancers pulmonaires vont dans le même sens que les nôtres et 
soulignent  le  lien  entre  diminution  de  l’expression  de  SAMHD1  et  développement  cancéreux  en 
s’appuyant sur un autre type de cancers que ceux que nous avons étudiés. Au‐delà de la caractérisation 
de  la  particularité  (ou  non)  de  ce  phénotype  à  certains  types  de  cancers,  d’autres  études  sont 
nécessaires pour mettre en évidence un lien de causalité formel entre déplétion de SAMHD1 et cancer 
in vivo. L’ensemble des données accumulées à ce jour suggère qu’un tel lien existe, mais aucune preuve 
n’a réellement été fournie.  
Le  cas  du  patient  AGS  ayant  développé  une  LLC  précoce  ne  peut  être  considéré  comme 
démonstratif d’un lien de causalité. En effet, ce patient possède également une mutation dans le gène 
ADAR1 et l’inflammation chronique liée à sa maladie génétique peut constituer un facteur de risque 
vis‐à‐vis de l’oncogenèse. De même, si les patients souffrant de LLC chez lesquels nous avons identifié 
des mutations acquises dans le gène SAMHD1 ne présentent pour la plupart pas de mutation dans les 
gènes connus comme origines possibles de LLC, rien ne permet d’exclure qu’une mutation non étudiée 
dans un autre gène soit la cause première de la maladie.  
  Il serait notamment  intéressant d’étudier  les  lignées murines n’exprimant plus SAMHD1 qui 
ont été générées récemment (Behrendt et al., 2013; Rehwinkel et al., 2013) pour voir si la perte de 
cette protéine rend les animaux plus prompts à développer des cancers, en l’absence de traitement et 
après traitement avec différents agents oncogènes. La mise en place de modèles de tumorigenèse chez 
ces souris et chez des souris contrôles pourrait également permettre d’étudier la réponse de tumeurs 
n’exprimant pas SAMHD1 à différents traitements de chimiothérapie. 
  S’il était clairement démontré que la perte de SAMHD1 peut être un des premiers événements 
favorisant  le  développement  cancéreux,  l’analyse  de  l’expression  de  cette  protéine  pourrait  être 
utilisée  comme  marqueur  dans  l’étude  de  biopsies  ou  de  prélèvements  sanguins  à  visées 
diagnostiques. 
 
Mise en évidence de fonctions cellulaires de SAMHD1 
SAMHD1 et progression du cycle cellulaire 
 
  Plusieurs équipes ont étudié  l’effet de  la réduction de  l’expression de SAMHD1 sur  le cycle 
cellulaire. Toutes ont montré que  la perte de SAMHD1  induit un  ralentissement du cycle cellulaire 
associé  à  une  augmentation  de  la  proportion  des  cellules  en  phase  G1  (Franzolin  et  al.,  2013; 
Kretschmer et al., 2014). Cette perturbation du cycle cellulaire est associée à  l’augmentation de  la 
quantité  des  différents  dNTP  et  à  la  dérégulation  de  leurs  proportions  respectives.  Ces  résultats 
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montrent qu’une perturbation de  la quantité de SAMHD1 entraîne un dysfonctionnement du cycle 
cellulaire, lui‐même vraisemblablement lié à la modification de la quantité des dNTP intracellulaires. 
Ainsi, en l’absence de SAMHD1, l’accumulation anormale de dNTP en dehors de la phase S favoriserait 
un arrêt du cycle cellulaire en fin de phase G1. 
 
  De mon côté, j’ai montré que la surexpression de SAMHD1 induit également un ralentissement 
de la prolifération cellulaire et que ce phénotype dépend de la présence d’un domaine HD fonctionnel. 
Cela suggère que  la surexpression de SAMHD1 peut également perturber  le cycle cellulaire. J’ai fait 
l’hypothèse  que  cela  était dû  à une  diminution  de  la  quantité  de  dNTP disponibles  et donc  à un 
ralentissement de la phase S, mais ne l’ai pas vérifié expérimentalement. Des résultats comparables 
ont depuis été obtenus avec une lignée cellulaire issue d’une tumeur pulmonaire (Wang et al., 2014a). 
La  surexpression  de  SAMHD1  dans  ces  cellules  ralentit  leur  prolifération  et  est  associée  à  une 
diminution de près de 40% de la quantité de dNTP. Cela renforce l’hypothèse selon laquelle SAMHD1 
ralentit le cycle cellulaire en diminuant la quantité de dNTP disponibles (Figure 33).  
 
Figure 33 : schéma récapitulant les effets observés de SAMHD1 sur le cycle cellulaire et les hypothèses 
proposées pour les expliquer. 
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  L’ensemble de ces résultats montre que  la surexpression et  la sous expression de SAMHD1 
ralentissent  toutes  deux  le  cycle  cellulaire,  vraisemblablement  en  raison  de  la  perturbation  de  la 
quantité de dNTP cellulaires qui en découle. En effet, il est connu que la quantité de dNTP est régulée 
très finement au cours du cycle cellulaire et reste limitante même pendant la phase S (Poli et al., 2012), 
ce qui empêche  l’apparition de mutations dues à un excès de dNTP (Reichard, 1988). On peut ainsi 
imaginer que la diminution de cette quantité de dNTP en cas de surexpression de SAMHD1 entrave la 
progression de cette phase S au cours de laquelle les dNTP sont utilisés pour la réplication du génome 
cellulaire.  
Parallèlement, la sous‐expression de SAMHD1 pourrait perturber le bon fonctionnement des 
autres processus utilisant des dNTP, comme la réplication du génome mitochondrial (Leshinsky‐Silver 
et  al.,  2011)  ou  la  réparation  des  dommages  à  l’ADN.  Ces  dysfonctionnements  pourraient  être  à 
l’origine de l’arrêt G1/S observé en cas de sous expression de SAMHD1. Il est notamment connu que 
le passage en phase S n’est pas possible en présence de  lésions à  l’ADN non réparées  (Boye et al., 
2009). Or j’ai pu montrer que SAMHD1 est régulée en cas de lésion à l’ADN et recrutée aux sites de 
ruptures double brin. On peut ainsi imaginer que l’absence de SAMHD1 perturbe la réparation de ce 
type de  lésions,  ce qui expliquerait  les perturbations de  la  transition G1/S observées par d’autres 
équipes en l’absence de SAMHD1.  
Ainsi, même si les preuves expérimentales sont pour l’instant manquantes on peut supposer 
que  la  surexpression  et  la  sous  expression  de  SAMHD1  perturbent  le  cycle  cellulaire  via  des 
mécanismes différents,  la première diminuant  la vitesse de  la phase S et  la seconde  induisant une 
accumulation de lésions à l’ADN bloquant le cycle cellulaire en phase G1 (Figure 33). Cela expliquerait 
pourquoi  l’augmentation et  la diminution de  la quantité de SAMHD1 dans  les cellules ont  le même 
effet sur le cycle cellulaire au lieu d’avoir des effets opposés. 
 
SAMHD1 et réparation des dommages à l’ADN 
 
  Les résultats que j’ai obtenus pendant ma thèse ont été les premiers à mettre en évidence un 
rôle de SAMHD1 dans la réponse aux dommages à l’ADN et plus particulièrement aux ruptures double 
brin. J’ai montré qu’en cas de traitement avec des agents chimiques induisant des ruptures double brin 
de l’ADN, la surexpression de SAMHD1 favorise la mort cellulaire. En revanche elle n’a aucun effet sur 
la survie des cellules après traitement avec des agents alkylant l’ADN.  
  Depuis, d’autres données obtenues à partir de  l’étude de  fibroblastes de patients AGS ont 
montré que la perte de l’expression de SAMHD1 favorise l’accumulation de lésions à l’ADN. De plus, si 
ces  cellules  de  patients  AGS  ne  présentent  pas  plus  de  ruptures  double  brin  que  des  cellules 
équivalentes de donneurs sains exprimant normalement SAMHD1, elles présentent en revanche plus 
de ruptures double brin que les cellules contrôles après traitement avec des faibles doses de rayons 
ultra‐violets  (20J/m²)  (Kretschmer  et  al.,  2014). Ces  résultats  suggèrent  un  rôle de  SAMHD1 dans 
l’efficacité de  la prise en charge de ces  lésions. Notre observation du recrutement de SAMHD1 aux 
sites de ruptures double brin de l’ADN renforce cette hypothèse et laisse penser que SAMHD1 pourrait 
agir directement aux sites de clivage. 
 
  Du point de vue moléculaire, beaucoup de travail reste à accomplir pour comprendre la façon 
dont SAMHD1 intervient lors de la réparation des coupures double brin de l’ADN. A l’heure actuelle 
tout ce que nous savons est que SAMHD1 est recruté au niveau des sites de clivage et qu’il est recruté 
dans un complexe spécifique après induction de ruptures double brin.  
  Compte‐tenu de  la complexité des mécanismes de  réparation des coupures double brin de 
l’ADN,  il semble primordial de commencer par  répondre à deux questions. D’une part  : est‐ce que 
SAMHD1  interagit spécifiquement avec des protéines  impliquées dans  la réparation des clivages de 
l’ADN après  induction de ces  lésions ? Et d’autre part  : par quel mécanisme SAMHD1 est‐il recruté 
directement au niveau des lésions ? 
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  En  effet,  identifier  les  partenaires  de  SAMHD1  dans  un  contexte  de  dommages  à  l’ADN 
permettrait de comprendre à quel niveau du mécanisme de réparation ce nouvel acteur est susceptible 
d’intervenir, ce qui constitue une étape clé dans la compréhension de la façon dont SAMHD1 module 
la réparation des dommages à l’ADN. Par ailleurs, cela permettrait de concevoir des expériences pour 
déterminer comment SAMHD1 est recruté aux sites de ruptures de l’ADN. En effet, on peut imaginer 
que SAMHD1 y soit recruté via son interaction avec une protéine connue de réparation des dommages 
à l’ADN, mais aucun élément ne permet actuellement de l’affirmer. SAMHD1 peut tout aussi bien être 
recruté  directement  via  sa  capacité  d’interagir  avec  les  acides  nucléiques,  indépendamment  des 
protéines de réparation connues.  
  Ainsi,  la connaissance des partenaires de SAMHD1 et de son mécanisme de recrutement en 
cas  de  ruptures  double  brin  de  l’ADN  sont  les  premières  étapes  qui  permettraient  à  terme  de 
comprendre la façon dont cette protéine intervient dans la réparation des dommages à l’ADN. 
 
  A  l’échelle  cellulaire, plusieurs  situations  sont possibles en  cas de  ruptures double brin de 
l’ADN. Ou bien celles‐ci sont réparées, quitte à induire un arrêt temporaire du cycle cellulaire en phase 
G1, et la cellule continue de se diviser normalement, ou bien elles ne sont pas réparées et finissent par 
induire la mort cellulaire, ou bien elles ne sont pas réparées ou mal réparées et peuvent conduire à la 
survie  d’une  cellule  accumulant  des mutations  et  dont  l’instabilité  génétique  peut  enclencher  le 
processus de tumorigenèse.. 
  A  cette échelle,  les  résultats actuellement publiés mettent  clairement en valeur  le  rôle de 
SAMHD1. En effet, en l’absence de cette protéine, les ruptures double brin de l’ADN s’accumulent alors 
qu’en  excès  de  cette  protéine  les  cellules  sont  plus  facilement  tuées  par  des  agents  chimiques 
provoquant des ruptures double brin de  l’ADN. SAMHD1 est donc un des éléments  impliqués dans 
l’orientation de  la cellule vers  la mort cellulaire plutôt que vers  la réparation quand  les dommages 
causés à l’ADN sont trop importants pour être efficacement réparés.  
  Dans cette optique, SAMHD1 peut être considéré comme une protection contre  l’instabilité 
génomique et donc contre  la  tumorigenèse. Cette analyse de  la  fonction cellulaire de SAMHD1 est 
cohérente avec les observations que nous avons pu faire sur des lignées transformées et des cellules 
cancéreuses primaires : une proportion non négligeable de celles‐ci perd l’expression de SAMHD1. 
 
Fonctions cellulaires et activités catalytiques de SAMHD1 
 
  A  ce  jour,  trois  fonctions  cellulaires  de  SAMHD1  ont  été  caractérisées,  en  partie  par mes 
travaux de doctorat. J’ai montré que SAMHD1 module  la réparation de certains dommages à  l’ADN 
ainsi que la progression du cycle cellulaire. Il était également connu que SAMHD1 est un régulateur 
négatif de l’immunité innée. Quelle que soit la fonction cellulaire considérée, aucun mécanisme clair 
n’a été identifié. 
  Comme rappelé en introduction du présent manuscrit, deux activités catalytiques de SAMHD1 
ont été caractérisées à ce jour : une activité dNTP triphosphohydrolase et une activité nucléase. Si les 
substrats  et  les  mécanismes  de  régulation  allostérique  de  la  première  ont  été  précisément 
caractérisés, la seconde reste encore assez mal connue et les résultats contradictoires obtenus jusqu’à 
aujourd’hui ne permettent pas d’avoir une idée précise des substrats concernés.  
 
  Un des angles d’approche pour élucider les mécanismes à l’origine des fonctions cellulaires de 
SAMHD1 pourrait être de caractériser la ou les activité(s) catalytique(s) de cette protéine impliquée(s) 
dans  les différentes fonctions. En effet, aucun élément ne permet d’affirmer à  l’heure actuelle que 
l’une ou l’autre des fonctions de SAMHD1 est due à son activité dNTPase ou à son activité nucléase.  
  Cela  découle  notamment  du  fait  que  ces  deux  activités  catalytiques  sont  portées  par  les 
mêmes domaines de la protéine et qu’aucune construction ne permettait de les discriminer. Seule une 
publication fait état de mutants de SAMHD1 ne possédant qu’une seule des deux activités catalytiques 
(Ryoo et al., 2014) : le mutant D137N a une activité RNAse comparable à celle de SAMHD1 sauvage 
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mais aucune activité dNTPase, à  l’inverse du mutant Q548N. Ces résultats, datant d’environ un an, 
n’ont pas été reproduits depuis et aucune donnée concernant les fonctions cellulaires de SAMHD1 n’a 
été publiée en utilisant ces mutants. 
  La principale caractéristique qui a été utilisée pour essayer de séparer le rôle des deux activités 
de SAMHD1 est le phénotype associé à la phosphorylation sur la T592. En effet, cette phosphorylation 
inhibe l’effet de restriction de SAMHD1 sur le VIH‐1 mais pas son activité dNTPase. Cela suggère qu’une 
autre  activité  catalytique  de  SAMHD1  est  inhibée  par  cette  phosphorylation. Néanmoins,  si  cette 
phosphorylation stabilise le génome du VIH‐1 in vivo, elle ne modifie pas l’activité RNase de SAMHD1 
in vitro, ni sa capacité à interagir avec les acides nucléiques (Ryoo et al., 2014). L’utilisation de mutants 
phospho‐mimétiques ou non phosphorylables de SAMHD1 ne permet donc pas clairement de séparer 
les différentes activités catalytiques de cette protéine. Elle peut néanmoins permettre de conclure 
qu’un phénomène n’est pas dépendant que de  l’activité dNTPase de SAMHD1 s’il est affecté par  la 
phosphorylation T592, puisque celle‐ci ne modifie pas l’activité dNTPase de la protéine.  
 
Effet de SAMHD1 sur le cycle cellulaire 
 
  Concernant l’effet de SAMHD1 sur le cycle cellulaire, nous sommes les seuls à avoir utilisé des 
mutants de SAMHD1  susceptibles de nous donner des  indications  sur  l’importance des différentes 
activités catalytiques de la protéine dans les phénotypes observés.  
 
D’après mes résultats, le ralentissement de la prolifération cellulaire est plus marqué en cas 
de surexpression d’un mutant de SAMHD1 non phosphorylable sur la T592 qu’en cas de surexpression 
de  la  protéine  sauvage.  Ceci  suggère  que  SAMHD1  sauvage  à  un  effet moindre  sur  la  vitesse  de 
prolifération  en  raison  de  sa  phosphorylation  partielle  sur  la  T592. Or  il  a  été montré  que  cette 
phosphorylation n’a pas d’effet sur l’activité dNTPase de SAMHD1. Ces données suggèrent donc que 
la seule activité dNTPase de SAMHD1 ne suffit pas à expliquer son effet sur le ralentissement du cycle 
cellulaire. Cette  conclusion doit néanmoins être  considérée avec prudence. En effet,  j’ai utilisé un 
mutant tronqué pour l’ensemble du domaine C‐terminal de la protéine et non un mutant ponctuel de 
la T592. Il est possible que cette délétion affecte l’activité de SAMHD1 via d’autres mécanismes que la 
perte d’un site phosphorylable. 
 
Ainsi, si on considère que  le mutant tronqué au niveau du domaine C‐terminal de SAMHD1 
n’affecte l’activité de la protéine que via son absence de phosphorylation sur la T592, mes résultats 
montrent  que  le  ralentissement  de  la  prolifération  cellulaire  en  l’absence  de  SAMHD1  n’est  pas 
uniquement dû à son activité dNTPase. Il n’est cependant pas exclu que cette activité soit responsable 
d’une partie du phénotype. Cela pourrait suggérer que, contrairement à notre hypothèse de départ, 
SAMHD1 ne ralentit pas le cycle cellulaire qu’en ralentissant la réplication du génome lors de la phase 
S. La  reproduction de  l’expérience de prolifération cellulaire en utilisant des mutants ponctuels de 
SAMHD1  (non  phosphorylable,  phospho‐mimétique  et  séparant  les  deux  activités  catalytiques 
connues)  permettrait  d’établir  des  hypothèses  plus  précises  sur  l’origine  du  ralentissement  de  la 
prolifération cellulaire en cas de surexpression de SAMHD1. 
 
En  ce  qui  concerne  l’absence  de  SAMHD1  et  l’arrêt  G1/S  du  cycle  cellulaire,  l’étude  de 
l’importance des différentes  activités est plus  complexe.  En effet,  s’il est possible d’envisager des 
expériences de complémentation avec des mutants séparant les deux activités catalytiques connues, 
il est impératif dans ce contexte de mettre au point un protocole permettant des niveaux d’expression 
équivalents des différents variants de SAMHD1 utilisés. 
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SAMHD1 et réparation des dommages à l’ADN 
 
A propos des effets de SAMHD1 sur la réponse aux dommages à l’ADN, aucune étude n’a été 
réalisée avec des mutants permettant de conclure sur les activités catalytiques impliquées. Plusieurs 
hypothèses peuvent cependant être faites a priori (Figure 34).  
 
 
SAMHD1 pourrait agir en diminuant localement la quantité de dNTP présents au niveau des 
sites  de  clivage  pour  favoriser  une  réparation  fiable  des  lésions  à  l’ADN.  Dans  cette  hypothèse, 
Figure 34 : schéma de trois hypothèses pouvant expliquer la façon dont SAMHD1 intervient dans la réponse aux 
dommages à l’ADN. Hypothèse 1 : SAMHD1 agit en diminuant localement la quantité de dNTP disponibles. 
Hypothèse 2 : SAMHD1 permet la maturation de structures intermédiaires de la réparation. Hypothèse 3 : 
SAMHD1 dégrade un ARN non codant régulant la réparation. 
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l’absence  de  SAMHD1  favoriserait  l’accumulation  d’erreurs  lors  de  la  réparation,  susceptibles  de 
conduire à une instabilité génétique globale. A l’inverse, la surexpression de SAMHD1 diminuerait la 
quantité de dNTP disponibles  au niveau des  sites de  clivage  au point d’empêcher une  réparation 
efficace, ce qui induirait la mort cellulaire par accumulation de lésions non réparées. Cette hypothèse 
est cependant en contradiction avec celle supposant que la sous‐expression de SAMHD1 induit un arrêt 
en phase G1 lors du cycle cellulaire en raison de l’accumulation de lésions à l’ADN non réparées. En 
effet, si SAMHD1 agissait en diminuant la quantité de dNTP disponibles au niveau des sites de clivage, 
la  diminution  de  l’expression  de  SAMHD1  favoriserait  la  réparation  de  ces  lésions,  mais  avec 
accumulation de mutations.  
 
On  peut  également  supposer  que  SAMHD1  agirait  via  son  activité  nucléase  en  clivant 
directement  des  structures  intermédiaires  de  la  réparation.  Dans  ce  cas,  l’augmentation  de  la 
concentration  de  SAMHD1  pourrait  nuire  à  la  réparation  des  lésions  en  provoquant  des  clivages 
prématurés mal pris en charge par le reste de la machinerie de réparation. Cette configuration pourrait 
favoriser la mort cellulaire en cas de lésions à l’ADN dans un contexte de surexpression de SAMHD1, 
ce qui correspond au phénotype que  j’ai pu observer. A  l’inverse  la diminution de  l’expression de 
SAMHD1  ralentirait  le processus de  réparation, ce qui expliquerait  l’arrêt G1/S observé dans cette 
configuration. 
 
Par ailleurs de plus en plus de données montrent que certains ARN non codants  jouent des 
rôles essentiels dans la réponse aux dommages à l’ADN et dans sa régulation (Liu and Lu, 2012).  
Les microARN  sont notamment  impliqués dans  cette  réponse.  Il a ainsi été montré que  la 
suppression  d’effecteurs  généralistes  de  la  voie  des microARN  comme  Dicer  et  Ago2  induit  une 
augmentation de la mortalité après traitement UV et abolit l’arrêt G1 normalement induit en cas de 
lésion à l’ADN (Pothof et al., 2009). Ces microARN impliqués dans la réparation des dommages à l’ADN 
peuvent intervenir à différents niveaux de la voie en inhibant la traduction de protéines comme H2AX 
ou p53 (Liu and Lu, 2012). Ils peuvent également être induits par certaines protéines de réponse aux 
dommages à l’ADN : p53 est ainsi capable d’induire l’expression de microARN inhibant Mdm2. Mdm2 
induisant la dégradation de p53 par le protéasome, p53 permet ainsi l’inhibition d’un de ses propres 
inhibiteurs (Liu and Lu, 2012).  
Différents longs ARN non codants (lncRNA) ont également été caractérisés comme modulant 
la réponse aux dommages à l’ADN. Il a notamment été montré que le LincRNA‐p21 est induit par p53 
et joue un rôle dans l’induction de l’apoptose après dommages à l’ADN (Huarte et al., 2010). A l’inverse, 
le  lncRNA PANDA, dont  l’expression est également  induite par p53 en cas de  lésions à  l’ADN,  limite 
cette apoptose (Hung et al., 2011).  
Or il a été montré par plusieurs équipes que SAMHD1 peut dégrader les ARN simple brin, au 
moins in vitro (Beloglazova et al., 2013; Ryoo et al., 2014). On pourrait donc imaginer que SAMHD1 
module la réparation des dommages à l’ADN en dégradant des ARN non codants qui sont eux‐mêmes 
impliqués dans  la  régulation de ce phénomène. Compte‐tenu de  la diversité des ARN non codants 
impliqués dans  la réparation des dommages à  l’ADN et de  leurs mécanismes d’action,  il est difficile 
d’analyser les effets de SAMHD1 dans le contexte de cette hypothèse.  
En l’état actuel des connaissances, il serait intéressant de comparer les niveaux d’expression 
de  différents  ARN  non  codants  impliqués  dans  la  réparation  dans  des  cellules  exprimant  ou  non 
SAMHD1 après traitement par des agents endommageant l’ADN. Cela permettrait de voir si la présence 
de SAMHD1 corrèle avec  la diminution de  l’expression d’un ou plusieurs de ces ARN non codants. 
L’identification d’ARN non codants correspondant à ce critère pourrait alors servir de point de départ 
à un projet  de  recherche  visant  à  étudier  l’effet de  SAMHD1  sur  ces ARN  dans  le  contexte  de  la 
réparation des dommages à l’ADN. 
 
Aucune de ces hypothèses n’est en contradiction avec mes observations d’un effet de SAMHD1 
sur  la survie cellulaire en cas de rupture double brin de  l’ADN mais pas en cas de méthylation. De 
même, aucune n’est incompatible avec le recrutement de SAMHD1 directement au niveau des sites 
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de rupture double brin de l’ADN. Il est donc impossible à l’heure actuelle d’affirmer qu’une des deux 
activités  catalytiques  identifiées  de  SAMHD1  est  à  l’origine  de  sa  fonction  dans  la  réponse  aux 
dommages à l’ADN. 
La seule piste de réflexion concrète actuellement disponible découle des informations connues 
sur la régulation de SAMHD1 en cas de dommages à l’ADN. En effet, j’ai montré que le traitement avec 
un agent causant des ruptures double brin de l’ADN induit la phosphorylation de SAMHD1 sur la T592. 
Or  cette phosphorylation n’a pas d’effet  sur  l’activité dNTPase de  cette protéine. Cela ne permet 
cependant pas d’affirmer que cette activité n’est pas requise pour le rôle de SAMHD1 dans la réponse 
aux dommages à l’ADN. En effet, on pourrait au contraire imaginer que cette phosphorylation permet 
d’inhiber d’autres activités catalytiques de SAMHD1 et maximise la proportion de SAMHD1 cellulaire 
actif en tant que dNTPase. Une fois de plus, la surexpression des mutants permettant de séparer les 
deux activités catalytiques de SAMHD1 semble être le moyen le plus efficace de distinguer leurs rôles 
respectifs dans la fonction de SAMHD1 en tant que protéine de réponse aux dommages à l’ADN. 
 
SAMHD1 et réponse immunitaire innée 
 
  Le fait que des mutations innées dans le gène SAMHD1 induisent le développement de l’AGS, 
un  syndrome caractérisé par une  forte  réponse  inflammatoire  (Rice et al., 2009), montrent que  la 
protéine correspondante joue un rôle dans le contrôle de la réponse immunitaire innée.  
Dans  une  étude  récente,  deux  types  cellulaires  de  la  barrière  hémato‐encéphalique,  les 
astrocytes et les cellules endothéliales, ont été transduits avec des shARN contre les gènes impliqués 
dans l’AGS, et notamment SAMHD1 (Cuadrado et al., 2015). L’étude de ces cellules n’exprimant plus 
SAMHD1  a  permis  de  montrer  que  la  diminution  de  l’expression  de  SAMHD1  dans  les  cellules 
endothéliales est à l’origine d’une augmentation de l’expression de plusieurs ISG (IFIT2, IFIT3 et IRF9). 
Dans les astrocytes, la protéine SAMHD1 n’est pas détectable par immunoblot et la diminution de son 
expression n’a pas pu être évaluée. En  revanche  les  shARN permettent bien une diminution de  la 
quantité d’ARNm SAMHD1,  ce qui  induit  la  sécrétion des  chémokines CXCL10 et CCL5  (également 
appelée RANTES).  
Il a également été montré dès 2008 que  l’expression de SAMHD1 dans  les  fibroblastes est 
augmentée après  traitement par du TNFα et que  l’abolition de cette  induction de SAMHD1  limite 
l’induction de l’expression de différentes protéines d’adhésion et cytokines pro‐inflammatoires (Liao 
et al., 2008).  
Ces résultats illustrent l’importance de SAMHD1 dans la réponse immunitaire innée, à la fois 
comme protéine induite par certaines cytokines et comme protéine régulant l’induction de facteurs 
de l’immunité innée.  
 
Cependant aucun mécanisme n’a été identifié pour expliquer la façon dont SAMHD1 intervient 
dans la réponse immunitaire innée. La principale hypothèse avancée est que l’expression de SAMHD1 
permet de limiter l’accumulation d’acides nucléiques anormaux dans le cytoplasme et donc d’éviter 
l’activation de senseurs stimulant la réponse immunitaire innée. Cela expliquerait pourquoi la perte 
de  SAMHD1  induit  une  hyper‐inflammation  et  un  phénotype  comme  l’AGS,  en  conduisant  à 
l’accumulation de produits immunogènes. En revanche cela n’explique pas comment SAMHD1 favorise 
la production de certaines cytokines après traitement par le TNFα.  
De plus, cette hypothèse reste très vague. En effet, aucune information n’est disponible sur le 
type d’acides nucléiques concernés (ADN ou ARN, simple ou double brin, possédant ou non certaines 
structures comme une coiffe ou une queue polyA…) ni sur  l’activité de SAMHD1  impliquée dans ce 
phénotype. SAMHD1 dégrade‐t‐il ces acides nucléiques via son activité nucléase ou empêche‐t‐il leur 
synthèse via son activité dNTPase ? 
Il serait sans doute plus prudent de considérer séparément l’effet de SAMHD1 sur la réponse 
immunitaire innée en général et son effet particulier dans la limitation de la mise en place de réponses 
immunitaires innées inadéquates, perdu chez les patients souffrant d’AGS. 
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Ainsi, de façon surprenante, si beaucoup de données dont certaines anciennes montrent que 
SAMHD1  joue un  rôle  clé dans  la  régulation de  la  réponse  immunitaire  innée, quasiment  aucune 
information n’indique comment et dans quelles voies de signalisation cette protéine est impliquée. 
 
Fonctions de SAMHD1 à l’échelle de l’organisme 
 
Si  relativement  peu  d’informations  sont  disponibles  sur  les mécanismes mis  en  jeu,  trois 
fonctions cellulaires de SAMHD1 sont clairement identifiées à ce jour : un rôle dans la régulation du 
cycle  cellulaire, dans  la  réponse à certains dommages à  l’ADN et dans  la  régulation de  la  réponse 
immunitaire  innée.  L’implication  de  SAMHD1  dans  une  pathologie  systémique  comme  l’AGS  et  la 
corrélation entre  la perte de SAMHD1 et  le développement de cancers soulignent que  les fonctions 
cellulaires de cette protéine sont importantes à l’échelle de l’organisme. 
 
SAMHD1 est exprimé dans la plupart des tissus humains, à l’exception notable du cerveau et 
du thymus (Li et al., 2000). Il semble cependant logique de considérer que les fonctions cellulaires de 
SAMHD1 n’ont pas  la même  importance dans tous  les types cellulaires. Ainsi, son effet sur  le cycle 
cellulaire n’est pas primordial dans les cellules ne se divisant pas alors que son effet sur la réponse aux 
dommages à l’ADN est important dans l’ensemble des cellules. De même, les fonctions cellulaires de 
SAMHD1 doivent  logiquement varier dans  le temps, son rôle dans  la régulation de  la production de 
cytokines  étant  plus  important  dans  un  contexte  de  réponse  immunitaire  qu’en  l’absence  de 
pathogène. La régulation de l’expression de SAMHD1 et de sa phosphorylation sur la T592 par l’IFN va 
dans le sens de cette hypothèse. 
 
Ainsi, comprendre les mécanismes à l’origine des fonctions cellulaires de SAMHD1 serait une 
première étape  vers  la  compréhension de  ses  fonctions à  l’échelle de  l’organisme. Cependant  ces 
dernières ne correspondent vraisemblablement pas uniquement à l’articulation à différents niveaux 
des fonctions cellulaires de la protéine. En effet, au moins une fonction systémique non expliquée par 
les fonctions cellulaires de SAMHD1 a été mise en évidence à ce jour. 
Comme expliqué en  introduction du présent manuscrit,  les patients atteints d’AGS dû à des 
mutations  de  SAMHD1  présentent  un  phénotype  particulier  de  défauts  dans  la  vascularisation 
cérébrale pouvant conduire à des hémorragies  (Ramesh et al., 2010; Thiele et al., 2010; Xin et al., 
2011). Si aucun effet de la perte de SAMHD1 n’a été observé sur l’angiogenèse in vitro (Cuadrado et 
al.,  2015),  les  phénotypes  de  ces  patients  suggèrent  tout  de  même  un  rôle  de  SAMHD1  dans 
l’angiogenèse cérébrale in vivo. De plus, même si l’expression de SAMHD1 est réduite dans les tissus 
cérébraux,  l’observation de phénotypes encéphaliques  chez  les patients AGS et d’effets de  shARN 
SAMHD1 dans  les astrocytes  (Cuadrado et al., 2015) montrent que SAMHD1 possède une  fonction 
cérébrale chez l’homme. 
 
Méconnaissance des mécanismes de régulation de SAMHD1 
 
Si plusieurs articles  récents, dont  le mien, permettent de mieux  comprendre  les  fonctions 
cellulaires de SAMHD1,  le manque de données concernant  la régulation de SAMHD1 constitue une 
grande limite au choix des modèles expérimentaux. 
 
En termes de transcription, il est connu que le promoteur du gène SAMHD1 peut être inhibé 
par méthylation (De Silva et al., 2013a; De Silva et al., 2013b; Wang et al., 2014a), mais ce phénomène 
a pour l’instant essentiellement été mis en évidence dans le contexte de deux types de cancer et dans 
des  lignées  issues de  leucémies. Dans  l’étude  réalisée sur des  lignées cellulaires, une expérience a 
permis  de montrer  que  le  promoteur  de  SAMHD1  n’est  pas méthylé  dans  les  lymphocytes  CD4+ 
primaires  (De  Silva  et  al.,  2013b).  Il  s’agit  du  seul  résultat  publié  concernant  la  méthylation  du 
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promoteur de SAMHD1 in vivo en dehors d’un contexte pathologique. Il serait intéressant d’étudier le 
statut du promoteur SAMHD1 dans un panel plus large de types cellulaires. 
En dehors de cette méthylation du promoteur, un seul résultat a été publié sur la présence de 
marques  épigénétiques,  activatrices  ou  inhibitrices,  susceptible  d’influencer  la  transcription  de 
SAMHD1.  Il a été montré que, dans  certaines  lignées cellulaires comme  les  Jurkat et  les SupT1,  le 
traitement avec un inhibiteur d’histone‐déacétylases permet d’augmenter la transcription de SAMHD1 
(De Silva et al., 2013b). Cela suggère que l’expression de SAMHD1 dans ces lignées est normalement 
inhibée par déacétylation des histones. Aucun résultat n’a été publié depuis concernant l’importance 
de cette régulation épigénétique dans l’expression de SAMHD1 in vivo. 
 
Un certain nombre de résultats expérimentaux y compris les miens montrent qu’augmenter 
l’expression des ARNm SAMHD1 ne permet pas nécessairement d’augmenter la quantité de la protéine 
correspondante (De Silva et al., 2013b). Le seul mécanisme de régulation actuellement identifié entre 
l’étape de transcription et  l’étape de traduction de SAMHD1 est  la régulation par un miR (Jin et al., 
2014). Mais  aucune  étude  n’a  été  réalisée  pour  voir  si  ce miR  suffit  à  expliquer  l’ensemble  des 
phénotypes observés ou si d’autres mécanismes de régulation sont mis en jeu. En effet, la mesure des 
ARNm SAMHD1 par qPCR montre que ceux‐ci sont transcrits et stables, mais rien ne prouve que leur 
maturation et leur transport se font de façon normale. Or des perturbations dans ces étapes peuvent 
entraîner un défaut de traduction.  
Les  lignées  Jurkat  et  SupT1  traitées  avec  des  inhibiteurs  de méthylation  de  l’ADN  et  de 
déacétylation  des  histones,  dans  lesquelles  la  transcription  du  gène  SAMHD1  serait  maximisée, 
pourraient constituer de bons modèles pour étudier les mécanismes de régulation intervenant entre 
la transcription et la traduction des ARNm SAMHD1. 
 
Enfin,  la  régulation de SAMHD1 au niveau post‐traductionnel est également mal comprise. 
Différents sites de phosphorylation ont été  identifiés sur cette protéine et seul  l’un d’entre eux,  la 
T592, a réellement été étudié à l’heure actuelle. Mais même pour cette phosphorylation, beaucoup de 
questions restent à éclaircir, parmi lesquelles le rôle de CDK1 et de CDK2 dans la mise en place de cette 
phosphorylation, l’identification de phosphatase(s) susceptible(s) de la cliver et l’effet même de cette 
phosphorylation sur l’activité catalytique de SAMHD1. En effet, s’il est connu que la phosphorylation 
sur la T592 ne modifie pas l’activité dNTPase de SAMHD1, le mécanisme expliquant la perte de l’activité 
antivirale de cette protéine après phosphorylation n’est pas identifié. 
 
Cette méconnaissance globale des mécanismes de régulation de SAMHD1, et notamment de 
ses  activateurs  et  inhibiteurs  au  niveau  post‐traductionnel  limite  l’évaluation  de  l’importance  de 
l’altération de SAMHD1 dans  la tumorigenèse. En effet, nous n’avons observé une diminution de  la 
quantité de la protéine SAMHD1 que chez une partie des patients cancéreux, mais il est possible que 
la fonction de SAMHD1 soit altérée chez un nombre plus important de patients, via l’inhibition d’un 
activateur ou  l’activation d’un  inhibiteur. Une meilleure compréhension du réseau de régulation de 
SAMHD1 permettrait d’évaluer avec plus de  fiabilité  la prévalence de  la perte de SAMHD1 dans  le 
développement de différents cancers. La perte de fonction de SAMHD1 étant susceptible de constituer 
un facteur de résistance à certaines chimiothérapies, il est important de pouvoir la détecter y compris 
lorsqu’elle est due à une perturbation de facteurs régulant SAMHD1. 
 
Angles d’approches pour l’étude de SAMHD1 
 
  Les premiers articles concernant SAMHD1 datent du milieu des années 1990. Néanmoins, sur 
plus de 230 publications mentionnant cette protéine accessibles à ce jour, seules 20 sont antérieures 
à  son  identification  en  tant que  facteur de  restriction du VIH‐1.  Plus des  trois quarts des  articles 
ultérieurs concernent l’activité antivirale de cette protéine et/ou sa régulation par la protéine virale 
Vpx. Ces quelques chiffres illustrent le fait que la plupart des travaux effectués sur SAMHD1 se placent 
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dans le contexte d’une infection virale, par le VIH‐1 ou un autre des virus restreints par SAMHD1. Parmi 
les  publications  restantes,  un  certain  nombre  concernent  l’AGS.  Ainsi,  très  peu  de  publications 
s’intéressent aux fonctions cellulaires de SAMHD1 et à sa régulation indépendamment de la protéine 
Vpx. 
 
SAMHD1, un facteur de restriction 
 
  Les intérêts d’une meilleure compréhension de la façon dont SAMHD1 module l’infection de 
plusieurs types cellulaires ne se divisant pas ou peu par différents virus sont évidents.  
D’une part, cela permet la mise au point de meilleurs outils expérimentaux et thérapeutiques. 
L’exemple le plus frappant est sans doute la nette amélioration de la transduction de certains types 
cellulaires comme les cellules dendritiques par des vecteurs lentiviraux et rétroviraux grâce à l’addition 
de la protéine virale Vpx. Ce progrès technique est d’ores et déjà utilisé en laboratoire, mais il pourrait 
également être utilisé dans des essais de thérapie génique.  
D’autre part le VIH‐1 est actuellement à l’origine d’une pandémie et tout élément améliorant 
la compréhension des mécanismes d’infection de ce pathogène est susceptible d’améliorer à terme 
les traitements disponibles pour les patients voire de contribuer à l’élaboration d’un vaccin efficace.  
 
SAMHD1 est considéré comme pouvant constituer un élément clé de la pathogenèse du VIH‐1 
car l’incapacité de ce virus à contrecarrer SAMHD1 est une de ses principales différences avec le VIH‐2. 
Or les patients infectés par le VIH‐2 ont une réponse immunitaire plus efficace que celle des patients 
infectés par le VIH‐1, aussi bien sur le plan cellulaire (Zheng et al., 2004a) que sur le plan humoral (Kong 
et al., 2012). Parallèlement, les patients infectés par le VIH‐2 ont une charge virale significativement 
plus  faible  que  celle  observée  chez  les  patients  infectés  par  le  VIH‐1  dès  lors  que  leur  taux  de 
lymphocytes CD4+ est supérieur à 200 millions par litre de sang (Simon et al., 1993). Or les patients 
infectés par le VIH‐2 ont des taux de CD4+ plus élevés et une probabilité plus faible de développer un 
SIDA que les patients infectés par le VIH‐1 (Marlink et al., 1994).  
Sachant cela, identifier les mécanismes par lesquels SAMHD1 module la pathogenèse du VIH‐1 
parait être la première étape pour établir des protocoles visant à les contrecarrer pour réduire cette 
pathogenèse et la rapprocher de celle du VIH‐2.  
 
De plus, SAMHD1 empêche l’infection des cellules dendritiques par le VIH‐1 et il a été montré 
que rendre ces cellules sensibles au VIH‐1 induit leur maturation et promeut une meilleure réponse 
immunitaire antivirale via la production d’IFN de type I et l’activation des lymphocytes T (Manel et al., 
2010). Dans cette optique, administrer la protéine virale Vpx dans des essais vaccinaux contre le VIH‐1 
devrait permettre d’augmenter  leur efficacité et peut‐être d’arriver à  concevoir un vaccin efficace 
contre le VIH‐1.  
 
  Si cela ne remet pas en cause la possibilité d’améliorer les vaccins anti‐VIH‐1 grâce à la protéine 
virale Vpx, des données expérimentales suggèrent que la capacité des patients infectés par le VIH‐2 à 
contrôler leur infection n’est pas liée à la dégradation de SAMHD1 par ce virus. En effet, il a été montré 
que  la capacité des protéines Vpx à contrecarrer SAMHD1 est  identique qu’elles soient  isolées chez 
des patients contrôlant  l’infection par  le VIH‐2 ou chez des patients ayant développé un SIDA après 
infection par le VIH‐2 (Yu et al., 2013). Ainsi la capacité à dégrader SAMHD1 n’est pas un déterminant 
majeur de  l’évolution de  la pathogenèse du VIH‐2. A  l’inverse,  les seuls Vpx  incapables de dégrader 
SAMHD1 ont été isolés chez des patients contrôlant l’infection par le VIH‐2 même si rien ne permet 
d’exclure quand dans ces souches virales cette fonction soit remplie par la protéine virale Vpr. 
  Ces dernières données montrent clairement que comprendre les mécanismes par lesquels le 
VIH‐2 contrecarre SAMHD1 et les reproduire dans le cas d’une infection par le VIH‐1 a peu de chance 
de constituer une solution miracle pour éviter l’évolution vers le SIDA.  
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SAMHD1, un garant du fonctionnement cellulaire 
 
   L’identification de SAMHD1 en tant que facteur de restriction du VIH‐1 a permis d’intéresser 
de nombreuses équipes de recherche à cette protéine. Néanmoins je pense que cette identification 
originelle est aujourd’hui un obstacle à l’étude de SAMHD1. En effet, ce caractère antiviral n’est que 
l’arbre qui cache la forêt. A l’heure actuelle, je pense qu’il serait plus pertinent d’investir du temps, de 
la force de travail et de l’argent pour comprendre les grandes lignes des fonctions et de la régulation 
cellulaires de SAMHD1 que pour comprendre le rôle d’acides aminés précis dans l’interaction avec la 
protéine virale Vpx. Et cela que la pertinence soit définie en termes d’apports à la biologie de façon 
générale ou en termes de bénéfices pour des patients. 
 
  En  effet,  comme  exposé  précédemment,  SAMHD1  intervient  dans  plusieurs  processus 
cellulaires clés dont la dérégulation peut favoriser l’apparition de cancers. De plus, cette protéine joue 
un  rôle  essentiel  dans  la  régulation  de  la  réponse  immunitaire  innée  chez  l’homme  puisque  des 
mutations innées dans le gène correspondant causent un syndrome hyper‐inflammatoire entraînant 
le décès précoce des nourrissons. 
  Or, en dépit de la mise en valeur de cette protéine par son identification en tant que facteur 
de restriction il y a environ quatre ans, très peu de choses sont connues sur son fonctionnement et sa 
régulation indépendamment de Vpx. Seule une de ses activités catalytiques est clairement caractérisée 
à ce jour et peu de choses sont connues sur sa régulation. Il y a encore moins de résultats disponibles 
concernant ses mécanismes d’action dans la cellule.  
 
  Au‐delà des lacunes déjà mentionnées dans ce manuscrit, certaines données publiées dans les 
études antérieures à 2011 n’ont pas été plus finement étudiées depuis alors qu’elles sont importantes 
pour comprendre la régulation de SAMHD1.  
Par exemple,  il a été publié en 2008 que  le  traitement de  fibroblastes par du TNFα  induit 
l’expression de SAMHD1 et que cette induction est médiée par le facteur de transcription IRF‐1 (Liao 
et al., 2008). Or cette protéine dont  l’expression est  induite par  l’IFN est connue depuis un certain 
temps comme étant un suppresseur de tumeur limitant la prolifération cellulaire et pouvant induire 
l’apoptose, notamment en cas de dommages importants à l’ADN (Kröger et al., 2002). De plus, IRF‐1 
est  impliqué dans différentes étapes de  la réponse  immunitaire  (Kröger et al., 2002). Ces fonctions 
connues d’IRF‐1 ne sont pas sans rappeler celles de SAMHD1, et le lien entre ces deux protéines a été 
identifié en 2008. Pourtant aucune étude à ce jour n’a été réalisée sur le rôle d’IRF‐1 dans la régulation 
de SAMHD1 ou sur l’importance éventuelle de SAMHD1 dans les fonctions cellulaires d’IRF‐1. 
 
Enfin, certains résultats récents suggèrent que SAMHD1 possède des fonctions cellulaires qui 
n’ont pas encore été caractérisée à ce jour. Ainsi il a été montré que SAMHD1 interagit avec eEF1A1 
(Morrissey et  al., 2015). Cette protéine est un  facteur d’initiation de  la  traduction, mais  elle  joue 
également  un  rôle  dans  le  contrôle  qualité  des  protéines  et  leur  dégradation.  Des 
co‐immunoprécipitations ont permis de montrer que SAMHD1 et eEF1A1 interagissent avec Rbx1 et la 
culline 4A dans des  cellules THP‐1  (Morrissey et al., 2015). Compte‐tenu de  ces  résultats,  il  serait 
intéressant d’étudier les effets d’une déplétion ou d’une sur‐expression de SAMHD1 sur la traduction 
et sur le contrôle qualité des protéines cellulaires.  
 
Conclusion générale 
 
Dans la recherche scientifique, il arrive qu’une découverte réalisée dans le cadre d’un domaine 
disciplinaire vienne enrichir un autre domaine disciplinaire. Ainsi,  l’étude des  interactions entre  les 
pathogènes et leurs hôtes a souvent été à l’origine de découvertes majeures concernant la biologie de 
ces  hôtes.  Celles‐ci  pouvant  concerner  aussi  bien  des  phénomènes  systémiques  que  des  acteurs 
moléculaires. 
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Mon doctorat s’inscrit dans cette démarche. En effet, peu de temps avant le début de celui‐ci, 
la protéine SAMHD1 a été identifiée comme un facteur de restriction du VIH‐1 dans les cellules de la 
lignée myéloïde.  L’objectif de ma  thèse était de mieux  comprendre  les  fonctions  cellulaires et  les 
mécanismes  de  régulation  de  cette  protéine,  sur  laquelle  très  peu  de  choses  étaient  connues  à 
l’époque. Cet objectif s’est articulé autour de quatre projets indépendants. 
L’un de ces projets concernait l’étude de la régulation de la protéine Vpx du VIH‐2, elle‐même 
étant un régulateur de SAMHD1. Deux autres portaient sur  l’étude de deux aspects différents de  la 
régulation de SAMHD1, potentiellement indépendants de l’infection par le VIH. Enfin, le projet ayant 
abouti à la publication d’un article et qui fait l’objet du présent manuscrit concernait le déchiffrage des 
fonctions cellulaires de SAMHD1. 
 
J’ai  pu  montrer  dans  le  cadre  de  ce  dernier  projet  que  SAMHD1  est  impliqué  dans  des 
processus cellulaires aussi fondamentaux que la prolifération et la réparation des ruptures double brin 
de  l’ADN.  J’ai  également  observé  une  forte  corrélation  entre  la  perte  de  cette  protéine  et  le 
développement de différents  types de  cancers. Ces  résultats ont  pour  certains  été  confirmés  par 
d’autres équipes et de plus en plus de travaux insistent sur le rôle de SAMHD1 dans la régulation de la 
réponse immunitaire. 
L’ensemble  de  ces  données  identifie  SAMHD1  non  pas  simplement  comme  un  facteur  de 
restriction mais comme un acteur clé de l’homéostasie cellulaire dont la perturbation est susceptible 
de causer des maladies graves comme le cancer ou l’AGS.  
 
Ainsi, dans le cadre de mon doctorat, j’ai contribué à souligner l’importance fonctionnelle de 
SAMHD1  en  dehors  du  contexte  d’infection  par  le  VIH.  J’espère  qu’à  leur  échelle  ces  travaux 
contribueront  à  attirer  l’intérêt  d’équipes  de  recherche  sur  SAMHD1  au‐delà  du  domaine  de  la 
virologie.  
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Descriptif des autres projets menés au cours du doctorat 
 
  Les quatre projets sur  lesquels  j’ai travaillé au cours de mon doctorat s’intègrent dans deux 
thématiques distinctes concernant la protéine SAMHD1. En effet, le projet présenté dans ce manuscrit 
concerne  l’étude des fonctions cellulaires de SAMHD1 alors que  les trois autres sont en  lien avec  la 
régulation de SAMHD1 par la protéine virale Vpx (Figure 35). 
 
 
1/ Etude de la régulation de la protéine Vpx 
 
  La régulation de SAMHD1 par Vpx est caractérisée de façon de plus en plus précise, mais peu 
de données sont disponibles concernant les mécanismes de régulation de la protéine Vpx elle‐même. 
Des expériences préliminaires nous ont permis de constater que la protéine Vpx du virus VISmac251 a 
une demi‐vie très courte et peut être stabilisée par traitement avec un inhibiteur du protéasome. Nous 
avons alors souhaité identifier l’ubiquitine ligase impliquée dans la dégradation de la protéine virale 
Vpx. 
  Pour  cela  nous  avons  utilisé  la  liste  des  partenaires  de  Vpx  préalablement  identifiés  au 
laboratoire par spectrométrie de masse (Laguette et al., 2011). En effet, cette liste contient plusieurs 
ubiquitine  ligases. L’expression de chacune de ces ubiquitine  ligases a été supprimée sélectivement 
par ARN interférence dans des cellules 293T et l’effet de cette suppression sur la stabilité de la protéine 
Vpx a été évalué. Nous avons ainsi identifié deux ubiquitine ligases dont la dégradation stabilise Vpx. 
  L’effet de  la dégradation d’une de ces deux ubiquitine  ligases a été mesuré sur différentes 
souches de Vpx disponibles au laboratoire. Nous avons ainsi dans un premier temps observé que les 
protéines Vpx de virus simiens avaient une demi‐vie très inférieure à celle des protéines Vpx de virus 
infectant  l’Homme. De plus,  la déplétion de  l’ubiquitine  ligase humaine  stabilise  les Vpx d’origine 
simienne mais pas les Vpx d’origine humaine. Des expériences préliminaires réalisées avec la seconde 
Figure 35 : schéma simplifié de l’état des connaissances concernant la régulation de SAMHD1 par Vpx et les 
fonctions cellulaires de SAMHD1. Les points abordés au cours de mon travail de thèse sont indiqués en rouge. 
Leur numérotation correspond à celle utilisée dans cette partie du manuscrit. 
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ubiquitine  ligase  dont  la  dégradation  stabilise  Vpx  semblent  mettre  en  évidence  les  mêmes 
phénotypes. 
  Ces données suggèrent que  les Vpx des virus adaptés à  l’Homme ont évolué pour échapper 
aux mécanismes de dégradation actifs contre les Vpx de virus simiens dans les cellules humaines. Cela 
aurait abouti à une augmentation la demi‐vie de la protéine Vpx des virus infectant l’Homme dans les 
cellules  humaines.  Ce  projet  n’est  cependant  pas  terminé.  En  effet,  les  rôles  respectifs  des  deux 
ubiquitine ligases identifiées dans la dégradation des Vpx d’origine simienne restent à quantifier. De 
plus,  l’ubiquitination directe de Vpx par ces ubiquitine  ligases n’a pas encore été mise en évidence. 
Enfin, il serait intéressant de mesurer la stabilité des Vpx de virus simiens et humains dans des cellules 
simiennes et d’étudier l’effet des homologues simiens des ubiquitine ligases préalablement identifiées 
chez l’Homme sur leur demi‐vie. 
 
2/ Etude de l’effet de Vpx sur l’expression à long terme de SAMHD1 
 
  En mesurant  la demi‐vie de  certaines  souches de Vpx, nous  avons observé que  le Vpx du 
VISmac251 a une demi‐vie de l’ordre d’un quart d’heure. Or le traitement de cellules THP‐1 avec des 
particules pseudo‐virales contenant cette protéine induit une dégradation de la protéine SAMHD1 qui 
persiste pendant plusieurs jours. Autrement dit, le traitement de cellules THP‐1 avec la protéine Vpx 
induit une élimination de  la protéine SAMHD1 qui persiste même après dégradation de  la protéine 
Vpx. Nous avons dans un premier temps essayé de caractériser plus finement ce phénotype et dans un 
second temps testé différentes hypothèses pour identifier le mécanisme mis en jeu. 
  Ce projet étant encore en cours au laboratoire, les détails n’en seront pas présentés dans ce 
manuscrit.  
 
3/ Recherche d’autres ubiquitine ligases recrutées par Vpx 
 
  Avant même  l’identification  de  SAMHD1  comme  cible  de  ce mécanisme,  Vpx  était  connu 
comme  étant  capable  de  recruter  la  CRL4  pour  ubiquitiner  un  facteur  cellulaire  et  induire  sa 
dégradation  par  le  protéasome.  Néanmoins,  dans  certains  types  cellulaires  comme  les  cellules 
dendritiques et  les cellules THP‐1 différenciées,  la capacité des souches de Vpx à  interagir avec  les 
composants de la CRL4 ne corrèle pas avec leur capacité à augmenter l’infection par le VIH‐1 (Goujon 
et al., 2007). Cette observation suggère que, au moins dans ces types cellulaires, une autre ubiquitine 
ligase est recrutée par Vpx pour induire la dégradation de SAMHD1. 
  Afin d’identifier cette ubiquitine ligase, nous sommes à nouveau partis de la liste des ubiquitine 
ligases  préalablement  identifiées  comme  interagissant  avec  Vpx.  L’expression  de  chacune  de  ces 
ubiquitine  ligases  a  été diminuée par ARN  interférence  dans des  cellules  THP‐1 différenciées.  Les 
cellules  correspondantes  ont  ensuite  été  traitées  avec  des  particules  pseudo‐virales  contenant  la 
protéine Vpx ou des particules contrôles puis infectées avec un VIH‐1 exprimant le gène rapporteur 
GFP. L’effet de  la diminution de  la quantité des différentes ubiquitine  ligases sur  l’augmentation de 
l’infection par  la protéine Vpx a ainsi été évalué. Nous avons pu observer une diminution voire une 
abolition de l’effet de Vpx sur l’infection par le VIH‐1 suite à l’extinction de plusieurs de ces ubiquitine 
ligases.  
Pour s’assurer que ce phénotype était bien lié à l’effet de Vpx sur la dégradation de SAMHD1, 
la même expérience a été reproduite dans des cellules HeLa, dans lesquelles SAMHD1 n’est pas actif 
contre le VIH‐1. Parmi les ubiquitine ligases préalablement identifiées, une seule n’avait aucun effet 
sur l’infection des cellules HeLa par le VIH‐1, en l’absence et en présence de Vpx.  
En résumé, cette ubiquitine  ligase possède  les caractéristiques suivantes  :  i/ sa suppression 
dans les cellules THP‐1 différenciées, où SAMHD1 est actif, abolit l’effet de Vpx sur l’infection par le 
VIH‐1 ii/ sa suppression dans les cellules HeLa, où SAMHD1 est inactif, n’a aucun effet sur l’infection 
par le VIH‐1 iii/ elle interagit avec Vpx. Ces propriétés en font un candidat potentiellement recruté par 
Vpx pour induire la dégradation de SAMHD1 dans les THP‐1.  
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Après des premiers résultats encourageants, ce projet a finalement été mis de côté pour des 
raisons  techniques.  Sa  progression  aurait  nécessité  de  longues mises  au  point  qui  n’étaient  pas 
compatibles avec la durée restante de doctorat et la priorité a donc été donnée au projet numéro 2. 
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Matériel et méthodes supplémentaire 
 
  Cette section comprend les informations techniques relatives aux figures présentées comme 
« résultats additionnels » dans le présent manuscrit. 
 
Traitements des cellules 
 
  Les  différentes  lignées  cellulaires  ont  été  traitées  avec  du Mg132  (Sigma, M7449)  à  une 
concentration  de  10µM  pendant  quatre  heures.  Les  cellules  HeLa  surexprimant  stablement  une 
construction SAMHD1 sauvage ont été traitées avec du métanesulfonate de méthyle (Sigma, 129925) 
à une concentration de 10µg/mL pendant quatre heures. 
 
Séquençage 
 
  Les produits PCR d’intérêt ont été purifiés à partir d’un gel d’agarose 1% à l’aide du kit QIAex 
extraction (QIAgen) en suivant les instructions du fabricant. Ils ont ensuite été insérés dans le vecteur 
pCR‐BluntII‐TOPO  (Life  technologies)  conformément  au protocole du  fabricant. Après  ligation,  ces 
plasmides ont été transformés dans des bactéries TOP 10 (Invitrogen) par un choc thermique de 30 
secondes à 42°C. Ces bactéries ont été séparées sur des boîtes de gélose nutritive LB. Des colonies ont 
été obtenues après 15 heures de croissance à 37°C et cinq d’entre elles pour chaque lignée cellulaire 
ont  été  récupérées.  Leur ADN plasmidique  a  été purifié  en utilisant  le  kit QIAprep  Spin Miniprep 
(QIAgen) conformément aux instructions du fabricant puis séquencé. 
 
Méthodes précédemment décrites 
 
  Les extraits cellulaires totaux et nucléaires, les immunoblots et les gradients glycérol ont été 
réalisés avec les méthodes présentées dans l’article. Il en est de même pour les PCR quantitatives et 
l’analyse statistique des résultats obtenus. 
 
Echantillons 
 
  Les ARNs de 40 patients atteints de cancers hématopoïétiques ont été obtenus auprès de la 
tumorothèque de l’Hôpital Saint‐Louis. 
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