We compute the local twisted exterior square gamma factors for simple supercuspidal representations, using which we prove a local converse theorem for simple supercuspidal representations.
Introduction
A local conjecture of Jacquet for GL n (F ), where F is a local non-Archimedean field, asserts that the structure of an irreducible generic representation can be determined by a family of twisted Rankin-Selberg gamma factors. This conjecture was completely settled independently by Chai [Cha19] and Jacquet-Liu [JL18] , using different methods: Theorem 1.1 (Chai [Cha19] , Jacquet-Liu [JL18] ). Let π 1 and π 2 be irreducible generic representations of GL n (F ) sharing the same central character. Suppose for any 1 ≤ r ≤ n 2 and for any irreducible generic representation τ of GL r (F ), γ(s, π 1 × τ, ψ) = γ(s, π 2 × τ, ψ).
Then π 1 ∼ = π 2 .
The bound
n 2 for r in the theorem can be shown to be sharp by constructing some pairs of generic representations. However, the sharpness of n 2
is not that obvious if we replace "generic" by "unitarizable supercuspidal" in the theorem. In the tame case, it is shown in [ALST18] that n 2 is indeed sharp for unitarizable supercuspidal representations of GL n (F ) when n is prime. For some certain families of supercuspidal representations, n 2 is no longer sharp and the GL 1 (F ) twisted Rankin-Selberg gamma factors might be enough to determine the structures of representations within these families. Such a family of supercuspidal representations can be a family of simple supercuspidal representations, see [BH14, Proposition 2.2] and [AL16, Remark 3.18], and also be a family of level zero supercuspidal representations for certain n, see [NZ18, Section 4.6] .
In this paper, we propose another approach to local converse theorems using twisted exterior power gamma factors with inspiration from [Ram94] .
Since we have only twisted exterior square gamma factors in general, we want to know which families of supercuspidal representations of GL n (F ) satisfy Conjecture 1.2 when j = 2. We show in the paper that Conjecture 1.2 holds true for simple supercuspidal representations up to a sign as we will explain in the next paragraph. We have already seen that GL 1 (F ) twists are enough to distinguish simple supercuspidal representations, see [BH14, Proposition 2.2] and [AL16, Remark 3.18]. Thus, Conjecture 1.2 for simple supercuspidal representations has no context if we still require GL 1 (F ) twists. Therefore, we will drop the assumption on the GL 1 (F ) twists.
Let o be the ring of integers of F , and p = (̟) is the maximal prime ideal in o generated by a fixed uniformizer ̟. By [KL15] , if we fix a tamely ramified central character ω, i.e., ω is trivial on 1 + p, there are exactly n(q − 1) isomorphism classes of irreducible simple supercuspidal representations of GL n (F ), each of which corresponds to a pair (t 0 , ζ), where t 0 ∈ f * is a non-zero element in the residue field f of F and ζ is an n-th root of ω(t −1 ̟), where t is a lift of t 0 to o * . The main theorem of the paper is the following: Theorem 1.3. Let π and π ′ be irreducible simple supercuspidal representations of GL n (F ) sharing the same central character ω, such that π, π ′ are associated with the data (t 0 , ζ), (t In the case n = 2m, we can only show ζ and ζ ′ are equal up to a sign. That is what we mean by saying that Conjecture 1.2 holds true for simple supercuspidal representations up to a sign.
In Section 2, we recall the definitions of twisted exterior square gamma factors following [JS90, Mat14, CM15] . We then recall some results on simple supercuspidal representations in [KL15] . More importantly from [AL16, Section 3.3], we have explicit Whittaker functions for such simple supercuspidal representations. Using these explicit Whittaker functions, we compute in Section 3 the twisted exterior square gamma factors. Finally in Section 4, we prove our main theorem, Theorem 1.3.
Preliminaries and notation
2.1. Notation. Let F be a non-archimedean local field. We denote by o its ring of integers, by p the unique prime ideal of o, by f = o/p its residue field. Denote q = |f|.
Let ν : o → f be the quotient map. We continue denoting by ν the maps that ν induces on various groups, for example
Let ̟ be a uniformizer (a generator of p). We denote by |·|, the absolute value on F , normalized such that |̟| = 1 q . Let ψ : F → C * be a non-trivial additive character with conductor p, i.e. ψ is trivial on p, but not on o.
2.2. The twisted Jacquet-Shalika integral. In this section, we define twisted versions of the Jacquet-Shalika integrals, and discuss the functional equations that they satisfy. This will allow us to define the twisted exterior square gamma factor γ (s, π, ∧ 2 ⊗ µ, ψ) for a generic representation (π, V π ) of GL n (F ) and a unitary character µ : F * → C * . We will need this for our local converse theorem in Section 4. For the following pairs of groups A ≤ B, we normalize the Haar measure on B so that the compact open subgroup A has measure one:
Recall the Iwasawa decomposition: GL m (F ) = N m A m K m . It follows from this decomposition that for an integrable function f : N m \GL m (F ) → C we have
where B m ≤ GL m (F ) is the Borel subgroup, and for a = diag (a 1 , . . . , a m ), δ −1
is the Haar measure module character.
Let (π, V π ) be an irreducible generic representation of GL n (F ), and denote its Whittaker model with respect to ψ by W (π, ψ). Let µ : F * → C * be a unitary character. We now define the twisted Jacquet-Shalika integrals and their duals. These initially should be thought as formal integrals. We discuss their convergence domains later and explain how to interpret them for arbitrary s ∈ C.
We have a map W (π, ψ) → W ( π, ψ −1 ), denoted by W → W , where π is the contragredient representation, and W is given by W (g) = W (w n g ι ), where
Denote by S (F m ) the space of Schwartz functions φ : F m → C, that is the space of locally constant functions with compact support.
where ε = ε m = 0 . . . 0 1 ∈ F m , and σ 2m is the column permutation matrix corresponding to the permutation 1 2 . . .
i.e., σ 2m = e 1 e 3 . . . e 2m−1 e 2 e 4 . . . e 2m , where e i is the i-th standard column vector, for 1 ≤ i ≤ 2m. In this case, we define the dual Jacquet-Shalika as
where J on the right hand side is the Jacquet-Shalika integral for π, and
is the Fourier transform, normalized such that it is self dual (here ·, · is the standard bilinear form on F m ).
Suppose n = 2m + 1. We define for
where σ 2m+1 is the column permutation matrix corresponding to the permutation
i.e. σ 2m+1 = e 1 e 3 . . . e 2m−1 e 2 e 4 . . . e 2m e 2m+1 .
In this case, we define the dual Jacquet-Shalika as
In both cases, we denote
, where 1 denotes the trivial character F * → C * .
We now list properties of the twisted Jacquet-Shalika integrals, some of which are only proven for the (untwisted) Jacquet-Shalika integrals in the literature.
From now and on suppose n = 2m or n = 2m + 1.
Theorem 2.1 ([JS90, Section 7, Proposition 1, Section 9, Proposition 3]). There exists r π,∧ 2 ∈ R, such that for every s ∈ C with Re (s) > r π,∧ 2 , W ∈ W (π, ψ) and φ ∈ S (F m ), the integral J (s, W, φ, µ, ψ) converges absolutely.
Similarly, there exists a half left plane Re (s) < r π,∧ 2 (where r π,∧ 2 = 1−r π,∧ 2 ), in which the dual twisted Jacquet-Shalika integralsJ (s, W, φ, µ, ψ) converge absolutely for every W, φ. 
, that is a rational function in the variable q −s , and therefore has a meromorphic continuation to the entire plane, which we continue to denote as J (s, W, φ, µ, ψ). Similarly, we continue to denote the meromorphic continuation of J (s, W, φ, µ, ψ) by the same symbol. Furthermore, denote
p (Z) does not depend on ψ, and we denote L (s, π,
,
The proof of the functional equation is very similar to the proofs of the referred theorems, and requires only slight modifications.
As before, we denote Lemma 2.6. Let n = 2m. Suppose that γ (s, π,
, where
, and ǫ (s, π,
Then by Theorem 2.4 we have the equality
which implies that
Therefore, we get that p π (Z) and p π (q −1 Z −1 ) have no mutual roots. Note that they also don't have zero or infinity as a root. Therefore we conclude that every root of p π (including multiplicity) is a root of p 1 , which implies that
. Since p 1 (Z) and p 2 (q −1 Z −1 ) don't have any mutual roots, and since both don't have zero or infinity as a root, we get that h 1 (Z) , h 2 (Z) are constants. Therefore h 1 = h 2 = 1, and the result follows.
q.e.d.
Simple supercuspidal representations.
Let n be a positive integer.
Let ω : F * → C * be a multiplicative character such that ω ↾ 1+p = 1.
where z ∈ F * , and
Note that χ does not depend on the choice t, because the conductor of ψ is p.
Let ζ ∈ C be an nth root of ω (t −1 ̟).
A representation σ ζ χ such as in Theorem 2.7 is called a simple supercuspidal representation. We say that π = σ ζ χ is a simple supercuspidal representation with central character ω, associated with the data (t 0 , ζ). By [KL15, Corollary 5.3], there exist exactly n (q − 1) equivalence classes of simple supercuspidal representations with a given central character, each of which corresponds to a pair (t 0 , ζ).
Computation of the twisted exterior square factors
In this section, we compute the twisted exterior square factors of a simple cuspidal representation. Throughout this section, let
be as in Section 2.3. We denote π = σ ζ χ . Our goal is to compute the twisted exterior square factors of π.
Preliminary lemmas.
In order to compute the twisted exterior factors of π, we will use the function π σ −1 2m W , where W is the Whittaker function from Section 2.3. Before beginning our computation, we need some lemmas regarding the support of the integrand of the twisted Jacquet-Shalika integral J s, π σ
, and denote by τ l the permutation defined by the columns of w l , i.e.
Furthermore, for g ∈ w l N m (f) and such X,
where v ∈ N 2m (f) is an upper triangular unipotent matrix, having zeros right above its diagonal.
Proof. The lemma is proved in [YZ18, Lemma 2.33] for the case that g = wdu, where w is a permutation matrix, d is a diagonal matrix and u ∈ N m (f). Therefore we need only to show the first part for general g. By the Bruhat decomposition, we can write g = u 1 wdu 2 , where u 1 , u 2 ∈ N m (f), w is a permutation matrix, and d is a diagonal matrix. Denote g ′ = wdu 2 . We have
We have that σ 2m (
is a lower triangular nilpotent matrix and U ∈ B m (f) is an upper triangular matrix. Then we have that
Since σ 2m
Since g ′ = wdu 2 , we get from [YZ18, Lemma 2.33] that wd = w l , as required. q.e.d.
is of cardinality q ( 
Proof. 1) Taking the absolute value of the determinant of both sides of eq. (3.1), we get |det a| 2 = |λ| 2m · |det g 2m | r , and since |det g 2m | = |−t −1 ̟| = q −1 , we must have that r is even. Thus r = 2l, for some 1 ≤ l ≤ m. Then
Writing t Z = diag (t 1 , . . . , t 2m ), we get that |λ| −1 |a i | |t 2i | = 1 and |λ| 
Since
and this implies
. Moreover in this case,
where v ∈ GL 2m (o) satisfies ν (v) ∈ N 2m (f), ν (v) has zeros right above its diagonal, and v has zero at its bottom left corner.
Proof. 1) Suppose that (u 1 , . . . , u m ), for some u 1 , . . . , u m ∈ o * .
2) Let k
. Using these notations and part 1, we have that
2m , we get from eq. (3.3)
Recall that r = 2l. Writing g
, we get by combining eq. (3.2) and eq. (3.4) that 
, and by applying Lemma 3.1, we have that
, and
where v ′ ∈ N 2m (f) is an upper triangular matrix, having zeros right above its diagonal. Therefore , we get
Finally, suppose that l < m. Note that a non-zero scalar multiple of the last row of v appears as the 2m − 2l row of σ 2m
2m is the (2m − l, 1) coordinate of 2m , which has zero as its first coordinate.
The even
Explicitly,
In this case L (s, π,
Proof. We will compute the twisted exterior square gamma factor by computing the twisted Jacquet-Shalika integrals J s, π σ 
otherwise , where δ ε 1 (x) is the indicator function of ε 1 = (1, 0, . . . , 0) ∈ f m .
By the Iwasawa decomposition, we have that J s, π σ −1 2m W, φ, µ, ψ is given by
where W is the Whittaker function defined in Section 2.3, given by eq. (2.1), X is integrated over B m \M m (F ), k is integrated over K m = GL m (o) and a is integrated over the diagonal subgroup A m of GL m (F ).
Denote by W m the group of m × m permutation matrices. By the Bruhat decomposition for GL m (f), we have the disjoint union
We decompose each of the double cosets of the disjoint union into a disjoint union of left cosets: given w ∈ W m , d 0 ∈ A m (f), we can write
where
is a bijection. We may assume without loss of generality that I m ∈ C wd 0 . We have that
We obtain the following decomposition:
Since ν −1 (GL m (f)) = GL m (o), we can lift the above decomposition to
m is a set of representatives for the inverse image
is a bijection), and for
is a set of representatives for the inverse image ν −1 (C wd 0 ) (i.e. C wd ⊆ ν −1 (C wd 0 ) and ν ↾ C wd : C wd → C wd 0 is a bjiection). Without loss of generality, we may assume that the identity matrix belongs to D m , and also belongs to C wd , for every w ∈ W m and d ∈ D m . Using this decomposition for K m in eq. (3.8), we decompose the integral J into a sum of integrals J = w∈Wm d∈Dm u∈C wd J wd,u , where
, and a is integrated over A m . Writing au = aua −1 · a, we have that aua −1 ∈ N m , and since the Jacquet-Shalika integrand is invariant under N m \GL m (F ), we have J wd,Im = J wd,u for any u ∈ C wd . Denote J wd = J wd,Im , then we have
Using the isomorphism B m \M m (F ) ∼ = N − m , we can write
where the integration is the same as in J wd,u , except that this time X is integrated on N − m .
By Lemma 3.4, J wd = 0 unless w = w l for some 1 ≤ l ≤ m. In this case by Lemma 3.4, we have that the integrand of J w l d is supported on
, then by the Bruhat decomposition of ν (k ′′ ), we must have
Therefore, we have
where u 
(3.14)
Moreover, we have that
where v ∈ GL 2m (o) satisfies ν (v) ∈ N 2m (f), ν (v) has zeros right above its diagonal, and v has zero at its bottom left corner. Therefore by eq. (2.1) and eq. (3.15), in this domain
We have by eq. (3.13) 
and since µ is a tamely ramified character, and since (−1) l 2 = (−1) l , we get by eq. (3.17)
We have by eq. (3.13) that εaw l dk = u
Substituting in eq. (3.9) the equalities eq. (3.10), eq. (3.12), eq. (3.14), eq. (3.16), eq. (3.18), eq. (3.19) and eq. (3.20), we get
where the integral is integrated over λ ∈ F * , u 
Notice that eq. (3.22) implies that J w l d does not depend on d ∈ D m , and we have
By Lemma 3.2,
We also have
Therefore by substituting into eq. (3.23) the equalities eq. (3.22) and eq. (3.24), we have Since k ∈ I + m , we have that ε l k ∈ o m has 1 as its l coordinate modulo p. Therefore if
Therefore, we get from eq. (3.26) that
(3.27) If l ≥ 2, then ε l k has 0 as its first coordinate modulo p, so for every j ≥ −1, the first coordinate of u 0 (t
Therefore, from eq. (3.25) and eq. (3.27), we get for l ≥ 2 that,
If l = 1 and j ≥ 0, we have that (t −1 ̟) j+1 ε l u 0 k ≡ 0 (mod p), and therefore we have again
If l = 1 and j = −1, we have that ε 1 k has 1 as its first coordinate modulo p, and therefore
, and we have
To summarize, we get:
Summing all the J l up, we get
(3.28)
We now move to computeJ =J s, π (σ 2m ) −1 W, φ, µ, ψ . Following the same steps as before for the expression in Proposition 2.3, we havẽ
Recall that
We have that
Hence we haveJ l = 0 for 1 ≤ l ≤ m − 1, and for l = m, we have that λ is integrated on (t −1 ̟) −1 (1 + p) and that
Recalling the fact that when (ω · µ m ) ↾ o * = 1, the Gauss sum
has absolute value √ q, we have that
By eq. (3.28), eq. (3.29), and eq. (3.30) we get
The formula γ (s, π, ∧ 2 ⊗ µ, ψ) = ξq The claim about the other twisted exterior square factors now follows from Lemma 2.6 and the fact that 1 − ξZ and 1 − ξ −1 q −1 Z −1 don't have mutual roots. q.e.d.
3.3. The odd case. In this section, we compute the twisted exterior square factors for the odd case n = 2m + 1.
Theorem 3.6. Let π be a simple supercuspidal representation of GL 2m+1 (F ) with central character ω, associated with the data (t 0 , ζ). Let µ : F * → C * be a unitary tamely ramified character, i.e. µ ↾ 1+p = 1. Then
Proof. We compute J s, π σ
2m+1 W, φ, µ, ψ , where again W is the Whittaker function introduced in Section 2.3, but this time
By the Iwasawa decomposition, J s, π σ −1 2m+1 W, φ, µ, ψ is given by
where X is integrated on N − m , a is integrated on the diagonal matrix subgroup A m , k is integrated on K m = GL m (o), and Z is integrated on M 1×m (F ). In order for Z to be in the support of φ, we must have Z ∈ M 1×m (o), such that ν (Z) = 0, i.e. Z ∈ M 1×m (p). For such fixed Z, we have that
and therefore
Hence, in order for X, a, k to contribute to the integral, we must have
, we may assume (by modifying λ), that 1 ≤ l ≤ 2m + 1. Notice that
and the right hand side of eq. (3.32) has ε 2m+1 = (0, . . . , 0, 1) as its last row. On the other hand, the last row of λg
where ε l is the l-th standard row vector.
Since ε l k ′ is the l-th row of k ′ , we have that ν (ε l k ′ ) is the l-th row of an upper triangular unipotent matrix, and therefore the equality λt −1 ̟ε l k ′ = ε 2m+1 can't hold unless l = 2m+1. Thus we have l = 2m + 1, and that the last row of k ′ is a scalar multiple of ε 2m+1 . Since k ′ ∈ GL 2m+1 (o), we may assume (by modifying λ by a unit) that the last row of k ′ is ε 2m+1 . We write k ′ = ( k ′′ v 1 ), where k ′′ ∈ I + 2m and v is a column vector in M 2m×1 (o). Writing
, we may assume (by modifying u ′ ) that k ′ = ( k ′′ 1 ), which implies that u ′ = ( u ′′ 1 ) for u ′′ ∈ N 2m . Thus we get that λt −1 ̟ = 1, and that
Since eq. (3.33) holds, we can apply Lemma 3.4 and use λt −1 ̟ = 1 to get that
Bm (a) = 1.
(3.34)
Then k = diag (u 1 , . . . , u m ) −1 k 0 , and by Lemma 3.4 as µ is tamely ramified.
Therefore, we have by substituting in eq. (3.31) the equations (3.34)-(3.40) that
We now move to computeJ s, π σ −1 2m+1 W, φ, µ, ψ . By Proposition 2.3, we need to evaluate the integral
Therefore, in order for X, a, k to support the integrand, we need
. Note that the left hand side of eq. (3.43) has e 1 = t (1, 0, . . . , 0) as its last column. Therefore, λu ′ g l 2m+1 k ′ needs to have e 1 as its last column, i.e. λu ′ g l 2m+1 k ′ e 2m+1 = e 1 , which implies λg l 2m+1 k ′ e 2m+1 = u ′ −1 e 1 = e 1 . Since the 2m + 1 − l coordinate of ν g l 2m+1 k ′ e 2m+1 is 1, we must have l = 2m. Therefore, from λg 2m 2m+1 k ′ e 2m+1 = e 1 we get that the last column of k ′ is a scalar multiple of e 2m+1 . Modifying λ by a unit, we may assume that k ′ has e 2m+1 as its last column. Write
, we have 
and therefore λ = 1 and
By Lemma 3.4, we have that
(3.44)
Then by Lemma 3.4,
Also, since ν (k 0 ) ∈ w m N m (f), by Lemma 3.4 we have for such elements that
is an upper triangular unipotent matrix with zeros right above its diagonal. Hence, we have that 
as µ is tamely ramified.
By substituting in eq. (3.42) the equations (3.44)-(3.50), we havẽ
(3.51)
We get from eq. (3.41) and eq. (3.51),
The result regarding the other local factors now follows from Theorem 2.4 and Theorem 2.5.
Exterior square gamma factors local converse theorem
In this section we present and prove a local converse theorem for simple supercuspidal representations. Unlike previous local converse theorems, which are usually based on RankinSelberg gamma factors, our theorem is based on twisted exterior square gamma factors.
Theorem 4.1. Let n = 2m or n = 2m + 1. Let (π, V π ), (π ′ , V π ′ ) be simple supercuspidal representations of GL n (F ), with the same central character ω = ω π = ω π ′ , such that π, π ′ are associated with the data (t 0 , ζ) and (t ′ 0 , ζ ′ ) correspondingly, where ζ n = ω (t −1 ̟), ζ ′n = ω t ′ −1 ̟ , and t, t ′ ∈ o * are lifts of t 0 , t ′ 0 respectively, i.e. ν (t) = t 0 , ν (t ′ ) = t We proved ξ = ξ ′ . Therefore by eq. (4.4), we have µ (t ′ t −1 ) = (ζ ′ ζ −1 ) 2 for every unitary tamely ramified character µ. Choosing the trivial character, this implies that ζ 2 = ζ ′2 . Suppose t 0 = t = 1, which is a contradiction to µ (t ′ t −1 ) = (ζ ′ ζ −1 ) 2 = 1. Therefore, we must have t 0 = t ′ 0 .
For n = 2m + 1, the proof is similar. We have that ζ ′2 = 1. By eq. (4.7) and eq. (4.8), we have for every unitary tamely ramified character µ : F * → C * , µ t ′ −1 t m = 1. Since µ (t ′−1 t) q−1 = 1, and since m is coprime to q −1, m is invertible modulo q −1, and therefore we have that for every unitary tamely ramified character µ, µ t ′ −1 t = 1. As in the even case, this implies t 0 = t ′ 0 .
Remark 4.2. In the odd case, we actually get that ζ = ζ ′ , since ζ 2 = ζ ′2 and ζ 2m+1 = ζ ′2m+1 = ω (t −1 ̟), and then
As a consequence, when the hypotheses in Theorem 4.1 are met, we have t 0 = t ′ 0 and ζ = ζ ′ , so π ∼ = π ′ .
