Accurate detection of juxtapleural lung cancer, which are nodules on the chest wall, has great importance in the early detection of lung cancer. To acquire a good performance of Computer Aided Detection (CAD), both positive (nodule) detection and false positive reduction methods are needed. In this paper, we propose a two-phase deep learning based famework combining both nodule detection and false positive reduction. We applied Convolutional Neural Network to filter out negatives in the first phase. In the second phase, we applied two types of deep learning networks, Deep Neural Network (DNN) and Convolutional Neural Network (CNN), respectively, to reduce the false positive rates for the detected nodules. We used 70 patients from our dataset for training purpose and used another 15 patients for testing. Our CNN based classifier gives the sensitivity of 0.82 for lung juxtapleural detection. For false positive reduction, both CNN and DNN are competent in processing large amount of data with DNN reducing false positive rate from 0.45 to 0.329 and CNN reducing from 0.45 to 0.331.
INTRODUCTION
Lung cancer has been the leading cause of cancer-related deaths in the United States with overall five-year survival rate of 17% (American Cancer Society 2016) . The survival rate increases to 55% if it is localized. The localization is performed by computer tomography (CT). Existing lung CT scan analysis is usually conducted manually by radiologists. To reduce the burden of radiologists, automated computer-aided detection (CAD) for lung cancer is of great importance. Based on their locations, lung nodules can be classified into isolated nodules, which are within the lung area, and juxtapleual nodules, which are typically attached to the lung wall. Since juxtapleural nodules have similar intensities as the lung wall, as shown in fig 1 with red circles locating the nodules, they are more difficult to detect. As a result, the traditional methods such as region growing and active contour model, usually fail in classification of juxtapleual nodules. To improve the quality of CAD, besides the research of enhancing sensitivity, which is measured by the proportion of positives that are correctly identified as positive (Powers 2011) , the reduction of false positive rate (FPR), which is measured by the proportion of negatives that are incorrectly identified as positive, is another key aspect to be considered. Convolutional Neural Network (CNN) has shown promising results in many areas such as computer vision (Szegedy et al. 2015) , speech recognition (Abdel-Hamid et al. 2014 ), text classification (Kim 2014) , and recently medical imaging such as Pulmonary Nodule Detection (Setio et al. 2016a ) and lung nodule detection, for which both 2D CNN ( (Yang et al. 2016) ) and 3D CNN ( (Golan et al. 2016 ) and (Anirudh et al. 2016) ) have been used. Compared with traditional hand-engineered feature based classifier for nodule detection ( , and ), CNN is good at learning features automatically from data, which could be more efficient (LeCun et al. 2015) . The research of applying DNN and CNN for false positive reduction is very limited. Suzuki, et al. (Suzuki et al. 2003 ) uses a deep neural network (DNN) for false positive reduction. But it didn't consider the effect of CNN for false positive reduction. Setio, Arnaud Arindra Adiyoso, et al. (Setio et al. 2016b ) applied CNN with multi-views of data for false positive reduction in pulmonary nodule detection.
In this research, we designed a two-phase framework: In the first phase we used a CNN based classifier to detect juxtapleural lung nodule; In the second phase we perform false positive reduction for the detected nodules based on two types of network, DNN and CNN, respectively. We designed experiments to compare the performance of the two networks. The rest of the paper is organized as follows: In section 2, we demonstrate the framework of CNN based nodule detection with false positive reduction. The experiment design and results are given in section 3. In section 4, we give the conclusion.
METHODOLOGY

Framework
The framework of our juxtapleural lung nodule detection relies on deep learning methods to do both positive detection and false positive reduction. As shown in fig 2, Our framework takes CT scans of a patient as inputs, which contain both positive and negative data. First, we build a CNN for juxtapleural nodule detection, which will filter out most of the negative data, that is, images without nodules inside. Resulted from this phase are the detected ROIs (Region of Interests), which may have some negative data. So the second phase is to eliminate the negative data (false positives) from these detected ROIs. In this phase, we use both CNN and DNN, and we compare their performance. The output from this phase are real nodules with ROIs.
Figure 2: Pipeline of our method.
Phase 1: CNN for Nodule detection
We build a CNN to perform nodule detection. The network structure is based on a commonly used model in medical imaging named rd-CNN (Tajbakhsh and Suzuki 2017) . We modified it to fit our dataset better. The structure design is shown in fig 3. The CNN model has input size of 64 × 64. There are four convolution layers in the network, each followed by a max-pooling layer. The first convolution layer has 32 kernels each with size 11 × 11. The second convolution layer has 32 kernels each with size 5 × 5. The third convolution layer has 32 kernels each with size 3 × 3. The last convolution layer has 64 kernels with size 3 × 3. After the convolution layers, there are two fully connected layers. The first fully connected layer has 128 neurons. And the last as well as the output layer is a softmax fully connected layer which has 2 neurons, representing two classes of the detection results: Nodule and Non-nodule. The softmax fully connected layer is a fully connected layer with softmax function as activation function, which is given as below:
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Where K is the total number of neurons in the layer.
We build our loss function based on cross-entropy loss with L2 Norm regularization added. To avoid overfitting, we use the methods of dropout as described in (Srivastava et al. 2014 ).
Phase 2: Network Design for FPR Reduction
This phase is to reduce FPR for the detected ROIs in phase 1. To perform FPR reduction, we divide each image patch into smaller pieces for a further inspection. In other words, we ask the machine to examine each sub-region of the given image patch to exclude the false positives. We use the decision algorithm such that if one of the subregions contains a nodule, the whole image patch would be considered to have a nodule inside.
We design two types of network, DNN and CNN, to perform FPR reduction. The detailed specification of two networks is shown in table 2. Our DNN structure is based on (Suzuki et al. 2003) , which takes an input of size 9 × 9. There are three layers in this structure. The first layer has 81 neurons, the second layer has 25 neurons, and the last layer has 2 neurons for two classes. For CNN, to keep the consistency, we use the same input size as that of DNN. we design a shallow network with only one convolution layer. The convolution layer has 32 kernels of size 3 × 3, followed by a max-pooling layer. After the max-pooling layer, there are two fully connected layers. The first fully connected layer has 30 neurons, the second has two neurons, representing two classes (nodule and non-nodule). For CNN, the count represents the number of different kernels (convolution layer) or the number of neurons (fully connected layer). 
EXPERIMENT RESULTS
In this section, we will describe our dataset, experiment design and experimental results.
Dataset
The original RAW CT data is acquired from the largest public database founded by the Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI). Each CT slice has a size of 512 × 512. Our radiologist labels the position of the nodule for each CT slice. Then we transform the RAW data into CNN friendly (matrix) format. Most of the juxtapleural nodules in our dataset, as shown in figure 1 , are relatively small with a radius <15mm, which increases the difficulty of performing the nodule detection. 
Experiment Design
We randomly picked 70 patients from our dataset for training and used another 15 for testing. Then we generate two datasets for two phases of the framework repectively.
Before we generate the datasets, we perform one preprocessing operation on the CT scans to rescale the range of data in each CT scan. It should be noted that our lung scans have [-1000, 3000] Hounsfield Unit (HU) in CT images while CNN used in computer vision mainly deals with images which have value ranging in [0, 255]. So we rescale each CT scan to [0, 255] .
For phase 1, nodule detection, we generate a dataset containing image patches with a size of 64 × 64 for training and testing purpose. To generate positive data samples, we randomly select a point within the nodule area as the center of the patch. This could ensure that each positive sample contain part or the whole nodule.
To generate negative samples, we randomly sample within the non-nodule area. This dataset contains two parts, training dataset and testing dataset. As this is a binary classification problem, we balance our training dataset to contain equal number of positive and negative data samples. Some typical data samples for positive and negative data could be seen in fig 5. we fed the generated dataset into CNN and obtain the ROIs.
For phase 2, FPR reduction, we take the detected ROIs in phase 1 to build the dataset for phase 2. In the ROIs, it contains true positives and false positives. We prepare our dataset by random cropping within the nodule from positive samples to generate positive data, while random cropping in the negative samples to generate negative data. The random cropping has a size of 9 × 9 from both positive and negative samples. We relabel the small images as positive and negative based on whether a nodule is inside. Again, we balance the training dataset. After all of these procedures, we generate the dataset for phase 2.
Experiment Result
First we test the performance of our modified rd-CNN for juxtapleural nodule detection. On our test data, it gives a sensitivity of 0.82. The sensitivity here is calculated as below, which is the percentage of lung nodules that are correctly identified as having the condition. In the second phase, we compare two network settings to reduce FPR. The FPR is calculated as below, which is the ratio between the number of wrongly identified non-nodules as positive (false positives) and the total number of actual non-nodules. Without FPR reduction, rd-CNN gives a FPR of 0.45, which is higher than that of applying either method for FPR reduction. Generally speaking, both CNN and DNN show their ability in performing FPR reduction. However, DNN shows a slightly better result compared to that of CNN. 
CONCLUSIONS
In this paper, we compare the effect of two types of networks: CNN and DNN on the task of false positive rate reduction in juxtapleural lung nodule detection. Without the need of human defined features, a CNN based juxtapleural nodule detection is more efficient and automatic. Both CNN and DNN have shown their efficiencies in the task of false positive reduction on our LIDC-IDRI juxtapleural lung nodule dataset. DNN performs slightly better than CNN in the experiments. Our results complete the deep learning based juxtapleural nodule detection by considering the procedure of false positive reduction.
