Abstract. We introduce a parametrised family of maps Sα, called symmetric doubling maps, defined on [−1, 1] by Sα(x) = 2x − dα, where d ∈ {−1, 0, 1} and α ∈ [1, 2]. Each map Sα generates binary expansions with digits -1,0 and 1. The transformations Sα have a natural invariant measure µα that is absolutely continuous with respect to Lebesgue measure. We show that for a set of parameters of full measure, the invariant measure of the symmetric doubling map is piecewise smooth. We also study the frequency of the digit 0 in typical expansions, as a function of the parameter α. In particular, we investigate the self similarity displayed by the function α → µα([−1/2, 1/2]), where µα([−1/2, 1/2] denotes the measure of the cylinder where digit 0 occurs. This is done by exploiting a relation with another family of maps, namely the α-continued fraction maps.
Introduction
Matching is a phenomenon that occurs for certain interval maps and that has received quite a lot of attention recently. It is the property that for each critical point the orbits of the left and right limit meet after some finite number of steps and that the derivatives of both orbits are also equal at that time. If one considers matching for a family of interval maps depending on one parameter, then knowledge on when and how matching occurs can help to understand the invariant measure and the metric entropy of maps in this family.
Matching has been studied for several families of interval maps. In the case of Nakada or α-continued fractions (α ∈ [0, 1]), knowledge about intervals on which matching occurs led to a good description of the monotonicty of metric entropy as a function of α (see [NN08, CMPT10, CT12, KSS12, BCIT13, CT13] for example). In [KSS12] matching played a role in determining a natural extension for the α-continued fraction transformation. Kraaikamp, Schmidt and Steiner also obtained that the set of α's for which the transformation does not have matching has Lebesgue measure 0. In [CT12] it was shown that this set has Hausdorff dimension 1. In [DKS09] matching was used to determine the invariant measure of a related family of continued fraction transformations, namely for α-Rosen continued fraction transformations.
There is also some literature on matching for piecewise linear maps. In [BSORG13] a family of linear maps that have one increasing and one decreasing branch with different absolute value of the slope is considered. Botella-Soler et at. provided numerical evidence for the existence of parameter regions, related to matching, on which the Lyapunov exponent and topological entropy remain constant. A similar family is studied by Cosper and Misiurewicz ( [CM] ) who gave a geometric explanation for why matching occurs. This family and the relation between matching and smoothness of the invariant measure is also considered among other things in [BCMP] . In [BCK17] matching is considered for a family of generalised β-transformations, namely the family x → βx + α (mod 1). It is shown that for certain Pisot numbers β, the set of α's for which the map does not have matching has Hausdorff dimension strictly less than 1. We call these maps symmetric doubling maps. Figure 1 shows the graph of S α for various α's. For any α ∈ (1, 2] the system has a unique absolutely continuous invariant measure µ α that is ergodic. By [Kop90] the corresponding density function h α is an infinite sum of indicator functions over intervals that have endpoints in the set (2) {S n α (1 − α), S n α (1), S n α (α − 1), S n α (−1) : n ≥ 0}. There are some situations in which this density becomes piecewise smooth. For example, when the orbits of 1 and 1 − α under S α are finite (and thus by symmetry also the orbits of -1 and α − 1 are finite), then the set from (2) becomes finite and S α has a finite Markov partition given by the intervals with endpoints in this set. For a concrete example, consider α = 
For most values of α however, a Markov partition does not exist. In this case an explicit formula for the probability density h α is given by (3) h α (x) = 1 C n≥0 1 2 n+1 1 [−1,S n α (α−1)) (x) − 1 [−1,S n α (−1)) (x) + 1 [−1,S n α (1)) (x) − 1 [−1,S n α (1−α)) (x) , where C is a normalising constant. This formula is derived from the results in [Kop90] . The calculations can be found in the Appendix. It is clear from this formula that h α becomes piecewise smooth if there is an m ≥ 1, such that S 2 with respect to the invariant measure µ α . By the Birkhoff Ergodic Theorem for typical points x this quantity then equals the frequency of the digit 0 in the signed binary expansion of x given by the map S α .
The original motivation for studying this particular family of maps comes from the area of number expansions. From the perspective of public key cryptography using elliptic curves there is an interest in finite expansions of integers having the lowest number of non-zero digits, which in case the digit set is {−1, 0, 1} is equivalent to having the lowest Hamming weight. These so called minimal weight expansions have been well studied in literature, since they lead to faster computations in the encoding process (see for example [LK97, HP06, HM07] and the references therein). The advantages of using digit set {−1, 0, 1} instead of {0, 1} have been well known since the work of Morain and Olivos ([MO90] ). In [DKL06] , the map S 3/2 was studied in relation with these minimal weight signed binary expansions of integers. When one looks at the compactification of these sequences with the action of S 3/2 on them, then one sees that µ 3/2 − 1 2 , 1 2 = 2 3 . This article gives an ergodic theoretic approach to finding minimal weight signed binary expansions. We conjecture that the largest possible value for µ α − 1 2 , 1 2 is 2 3 for any α ∈ [1, 2] and we indicate a large interval of α's for which this value is actually obtained, thus placing the results from [DKL06] in a wider framework and extending them. This is done by identifying intervals on which matching occurs.
For α-continued fraction transformations a very detailed description of the parameter sets on which matching occurs is available. These matching intervals exhibit a very intricate structure. Particularly interesting in this respect are the results from [BCIT13] , where a correspondence is made between the non-matching values α for the α-continued fraction transformations and the set of kneading invariants for unimodal maps. As a result the authors recover results by Zakeri from [Zak03] which say that the set of external rays of the Mandelbrot set which land on the real axis has full Hausdorff dimension. They also find a relation to univoque numbers, in particular to a set introduced by Allouche and Cosnard in [AC83, AC01] , leading to the proof of transcendentality of some univoque numbers. The results from this paper add another item to this list of correspondences. In Section 2 we describe the set of non-matching parameters for S α using the results from [BCIT13] .
In this article we prove that the set of α's for which S α does not have matching has Lebesgue measure 0 and Hausdorff dimension 1. More in particular, we identify intervals in the parameter space, called matching intervals, with the property that all α's in such an interval have matching after the same number of steps. We also identify several values of α in the non-matching set. Using results from [CT12, BCIT13] we obtain a complete description of the matching behaviour of the maps S α . With this information we can give an explicit formula for the density of the invariant measure on any matching interval and we calculate µ α − 1 2 , 1 2 . We prove that on each matching interval this value depends monotonically on α. We also prove that µ α − It is interesting to note that the structure of the matching intervals closely resembles the situation for α-continued fractions and the piecewise linear maps from [BSORG13, CM, BCMP] . Up to now it seemed that this matching behaviour was related to the fact that different branches of the map have a different orientation. Our results show that this is not the case.
The article is organised as follows. In the second section we prove that matching happens Lebesgue almost everywhere and that the exceptional set has Hausdorff dimension 1 using a connection to the doubling map. In the third section we give more information on where matching happens and after how many steps exactly using a connection to α-continued fractions. In the process we slightly generalise the results from [CT12] on when matching happens exactly. We identify the matching intervals and some α's for which no matching occurs and no Markov partition exists. The fourth section discusses the relation between our results and other number systems, the α-continued fractions and unique β-expansions. In the fifth section we relate the matching results to the absolutely continuous invariant measure. We prove that this measure depends continuously on α and we give an explicit formula for the density on each matching interval. We end with a final remark.
Matching almost everywhere
For α ∈ [1, 2], let S α be the symmetric doubling map from (1). It has two critical points: − 1 2 and 1 2 . Due to the symmetry of the map, for almost all purposes it suffices to consider only one of the two. Note that lim As mentioned in the introduction, usually the definition of matching also involves a condition on the derivatives of the maps at the moment of matching. Since the maps S α have constant slope, this condition is automatically satisfied and we omit it from the definition. In this section we first make some general remarks about matching and the signed binary expansions produced by S α and we prove that matching occurs Lebesgue almost everywhere. We treat the cases α = 1 and α ∈ 3 2 , 2 separately. 2.1. General properties of signed binary expansions. Having a Markov partition or matching are both properties that depend on the orbits of the critical points. Define for each
The orbits of S α are then determined as follows:
From this it is clear that if there are k = n such that S n α (1) = S k α (1), then α ∈ Q. Hence, if α ∈ Q, then S α does not admit a Markov partition. Since the orbit of 1 is of particular importance, we denote the corresponding digit sequence by d α = (d α,n ) n≥1 = d α (1). On digit sequences we consider the lexicographical ordering denoted by ≺.
Matching does not exclude a Markov partition and vice versa. For α = 6 5 for example (see Figure 1 (e)), we have a Markov partition, but we do not have matching. The orbits of 1 and 1 − α are given by:
Note that d α = 1(10) ∞ . For α = 
The next lemma on signed binary expansions will be of use later.
Proof. From the definition of the sequences d α it follows that for any α ∈ [1, 2],
Hence, d α1 = d α2 if and only if α 1 = α 2 . First assume that α 1 < α 2 and let n be the smallest index such that d α2,n+1 = d α1,n+1 . Write
, and let n be the first index such that d α2,n+1 < d α1,n+1 . Then by (5),
2.2. The cases α = 1 and α ∈ 3 2 , 2 . In this section we discuss a few cases separately so that we can exclude them in the rest of the paper. For these values of α we determine if there is matching, what the density of the absolutely continuous invariant measure is and we give the frequency of the digit 0 in the corresponding signed binary expansions for typical points x. 
Hence, we have matching after one step and we have identified our first matching interval. The invariant density h α is a fixed point of the Perron-Frobenius operator L α , which for S α is given by
It is a straightforward calculation to check that for α ∈ 3 2 , 2 the functionĥ α :
the invariant probability density is given by
which on the interval (1 − α) ∈ {0, α}. Proof. We prove the statement by induction. For n = 0 it is true, since 1 − (1 − α) = α. Assume now that for some n ≥ 0, S 
(1−α) = 0 and matching occurs at step n + 1.
In case S 
, so matching occurs after m(α) steps.
To prove that matching holds for almost all α ∈ 1, 
Everywhere in this article we use the dot notation to indicate that a sequence is evaluated as a binary expansion, so x = .b(x). Recall that we use the notation d α to denote the signed digit 
So, S 
which proves the proposition.
The previous proposition states that m(α) is equal to the smallest positive integer n such that D
. We use this characterisation to prove matching almost everywhere in the next theorem.
-1 - Proof. Let k ≥ 7. The ergodicity of D with respect to Lebesgue measure gives that for Lebesgue almost every x ∈ (0, 1) there is an n ≥ 1, such that
2 such that S α does not have matching. Then A k has zero Lebesgue measure and thus also k≥7 A k has zero Lebesgue measure. Since k≥7 A k equals the set of all α ∈ 1, 3 2 such that S α does not have matching, this finishes the proof. There is another way to obtain the previous result. Define the non-matching set N for the family S α by
By Proposition 2.2 we have the following characterisation:
In [AC83, AC01] Allouche and Cosnard introduced a set Γ in connection with univoque numbers:
One easily checks that if x ∈ Γ, then x > 2/3, and 
They prove that Γ = Λ\{0} and show, among other things, that the derived set Λ ′ , i.e., the set Λ minus its isolated points, is a Cantor set. In particular this yields that Λ is closed, uncountable, totally disconnected and has Lebesgue measure 0. From results on α-continued fractions in [CT12] it follows that Λ has Hausdorff dimension 1. Since N is homeomorphic to Λ\{0} via the bi-Lipschitz homeomorphism x → 1 x on [1, 2], we can use these correspondences to conclude that N has the following properties:
(i) the set N has cardinality of the continuum, (ii) the set N has Lebesgue measure 0, (iii) the set N has Hausdorff dimension 1, (iv) the set N is totally disconnected and closed. So, Theorem 2.1 also follows from the properties of Λ, but we think that the proof of Theorem 2.1 gives more insight. In the next section we use the relation with Λ to study the matching behaviour of S α in more detail.
Matching intervals
Let {0, 1}
* denote the set of all finite words in the alphabet {0, 1}. In this section we identify the blocks ω = ω 1 · · · ω m ∈ {0, 1}
* that specify a matching interval J ω , i.e., an interval with the property that every α ∈ J ω has ω as a prefix of d α and has m(α) = m.
General matching intervals. Let ǫ denote the empty word in {0, 1}
* . Define the function
To each block of digits ω 1 · · · ω m ∈ {0, 1} * we associate a number x m by (11)
and if ω m = 1 also a sequence of numbers ℓ 1 , ℓ 2 , . . . , ℓ 2n by
where ℓ i ≥ 1 for all i = 2n and ℓ 2n ≥ 0.
* is called primitive if all the following hold:
Remark 3.1. The blocks from Definition 3.1 will be the blocks specifying matching intervals. Since ω must occur as a prefix of d α for some α's, there are restrictions on ω imposed by the dynamics of S α . These are conditions (i) and (ii), which are motivated as follows. ω 1 = ω 2 = 1 is necessary since α ∈ 1, 3 2 and ω m = 1 follows from the fact that the last digit before matching is a 1. Condition (ii) is the usual restriction given by the dynamics of the system. In fact, if we let σ denote the left shift on sequences, then any digit sequence d α (x) produced by the map S α will satisfy the following lexicographical condition: for any n ≥ 0,
Condition (iii) is the actual condition specifying which blocks correspond to a matching interval. It guarantees that matching occurs exactly at time m and not before.
Condition (iii) has a number of consequences on the properties of a primitive block ω = ω 1 · · · ω m . It can be rephrased as follows: there is no j such that
So in particular, ℓ 2j ≤ ℓ 1 for each j. Moreover, it is clear that if ℓ 1 = ℓ 2 , then ω 1 · · · ω m is not primitive and if ℓ 2j = ℓ 1 for some j < n, then ℓ 2j+1 ≥ ℓ 2 .
The next lemma gives a relation between the signed binary expansions of 1 and α − 1, which can be used to deduce properties of d α .
Proof. Since S α is symmetric, we have S α (−x) = −S α (x). Using this, Proposition 2.1 implies that S A consequence of the previous lemma is that before the matching time m(α) a block of 0's in d α can never be longer than the first block of 1's.
Lemma 3.2. Let ℓ < m(α), and write
, the maximal number of consecutive 0's that can occur prior to matching is equal to the minimal m such that S
. Thus m ≤ ℓ 1 and as a result ℓ 2j ≤ ℓ 1 for any j ≥ 1 such that
The next lemma states some properties of the operation ψ which will be of use later. Let ω = ω 1 · · · ω m be a primitive block. Define the interval J ω by
where x m is defined as in (11). This section is devoted to proving the following theorem.
The proof takes several steps and results from [CT12, BCIT13] . The main ingredient is a oneto-one correspondence between the intervals J ω for primitive blocks ω and certain intervals I a , called maximal quadratic intervals, introduced in [CT12] . We begin by introducing some notation.
Let ω ∈ {0, 1} m and define the points r − (ω) and r + (ω) by
The relation between the map S α and the doubling map D given in the previous section provides the following lemma.
Proof. It is enough to prove that the binary expansions of 1 L(ω) and 1 R(ω) are as given in the definitions of r − (ω) and r + (ω), i.e., that
is the fixed point of the branch of D 2m that corresponds to digits
Let a ∈ Q ∩ (0, 1] and denote its regular continued fraction expansion by a = [0; a 1 a 2 · · · a n ], where a n ≥ 2. Consider the two points [0; (a 1 · · · a n ) ∞ ] and [0; (a 1 · · · a n−1 (a n − 1)1
if n is odd and
if n is even. Define
In [BCIT13, Theorem 1.1] states that ϕ is an orientation reversing homeomorphism. Assign a quadratic interval to each of our primitive blocks by defining
where the ℓ j are given by the representation in the form (12) of ω. The following lemma can be verified by direct computation.
Lemma 3.5. Let ω be a primitive block. Then ϕ(I a(ω) ) = r − (ω), r + (ω) .
Proof. Since the proofs for ℓ 2n > 0 and ℓ 2n = 0 are essentially the same, we prove the statement for ℓ 2n > 0 and leave the case ℓ 2n = 0 to the reader. If ℓ 2n > 0, then
and ϕ(a(ω)
A similar calculation shows that ϕ(a(ω) + ) = r − (ω) and the result then follows from the fact that ϕ is an orientation reversing homeomorphism. with a k ≥ 2. We distinguish two cases, k is even and k is odd. Begin by assuming that k is even, so a = [0; a 1 · · · a 2n ] for some n ≥ 1. Define η = 1 a1 0 a2 · · · 0 a2n−1 1, then a = a(η). Write (r − , r
Recall the definitions of N and Λ from (8) and (10). Combined results from [BCIT13] 
where the inclusion is proper. This implies that J ω is a proper subset of J η .
We now show that η ≺ ω ≺ ψ(η), so that ω is not primitive. Let |η| denote the length of
From this signed binary expansion we see that 
Hence for each α ∈ J ω we have η ≺ d α ≺ ψ(η) and in particular this last statement holds for ω.
The case a = [0; a 1 · · · a 2n−1 ] for some n ≥ 1 goes along exactly the same lines, using
We also have the statement from the previous lemma in the other direction.
Lemma 3.7. Let I a be a maximal quadratic interval corresponding to a = [0; a 1 · · · a n ] with a n ≥ 2. Define the block ω ∈ {0, 1} * by setting
Then ω is primitive and a = a(ω).
Proof. Let I a be maximal as given in the statement of the lemma and assume that ω is not a primitive block. Then there is another block
This implies that either there is a first 1 ≤ j ≤ 2k − 1 such that a 2k+j−1 > a j if j is odd or a 2k+j−1 < a j if j is even or a 4k−2 ≥ a 2k−1 .
Let < g denote the ordering on N N induced by the Gauss map x → 
for all 1 ≤ i ≤ n − 1 (so a 1 · · · a n is the smallest under < g of all its cyclic permutations) or n 2 is odd, a 1 · · · a n/2 is smallest under < g of all its cyclic permutations and
We use this to get a contradiction.
Consider the cyclic permutation a 2k a 2k+1 · · · a n a 1 · · · a 2k of a 1 · · · a n . If there is a j such that a 2k+j−1 = a j or if a 4k−2 = a 2k−1 , then by the definition of < g we get (a 2k a 2k+1 · · · a n a 1 · · · a 2k−1 )
This would imply that σ n/2 (a 1 · · · a n ) ∞ = (a 1 · · · a n ) ∞ , where n 2 is odd and a 1 · · · a n/2 is smallest under < g of all its cyclic permutations. Write a ′ = [0; a 1 · · · a n/2 ]. [CT12, Proposition 2.13] then implies that I a ′ is maximal. By the same reasoning as above, the block ω ′ = 1 a1 0 a2 · · · 1 a n/2 must be primitive. By Lemma 3.3 (c), ω = ψ(1 a1 0 a2 · · · 1 a n/2 ) must be primitive as well.
One can easily check that a = a(ω) from the definition in (15). Figure 3 shows the relation between the intervals used in the lemmas above. Figure 3 . The relations between the various intervals discussed in the proofs of Lemmas 3.4, 3.5, 3.6 and 3.7.
Now Lemmas 3.6 and 3.7 together imply that there is a one-to-one correspondence between the maximal quadratic intervals I a and the intervals J ω for primitive ω. As mentioned in the proof of Lemma 3.6, it follows from the results in [BCIT13] that any α ∈ (1, 2) either lies in N or in an interval J ω for a primitive block ω. The endpoints L(ω) and R(ω) of J ω for a primitive block ω are in N . Hence, m(L(ω)) = ∞ = m(R(ω)) and by Proposition 2.2 we obtain that
. This puts us in the position to find the signed binary expansions of 1 for these values of α.
Proposition 3.1. Let ω = ω 1 · · · ω m be a primitive block. Using the notation above we have,
.
Since the sequence (b n ) n≥1 does not end in an infinite string of zeros or ones, (b n ) n≥1 is the unique binary expansion of the point 1 L(ω) and hence d L(ω) is as given in the lemma. A similar calculation proves the statement for R(ω).
To prove Theorem 3.1, we need to prove that matching occurs at the right time, i.e., at time m and not before. In [CT12] the authors show that the maximal quadratic intervals are matching intervals for the α-continued fraction maps, but they do not explicitly exclude the possibility that matching occurs before the desired matching time. We will extend their results slightly in this respect by examining the orbits of points in I a(ω) under the Farey map. Later we will link this information to orbits under the doubling map. The Farey map F : [0, 1] → [0, 1] is defined by
There is an intimate relationship between the regular continued fraction expansion of a point and its orbit under the Farey map, due to the fact that the Gauss map x → 1 x (mod 1) is an induced transformation of F . If x has regular continued fraction expansion x = [0; a 1 a 2 a 3 · · · ], then
Lemma 3.8. Let ω ∈ {0, 1} m be a primitive block and α ∈ J ω . Letã = ϕ
Proof. Recall the definition of a(ω) from (15). From Lemma 3.5 and the fact that ϕ is a homeomorphism, it follows that ϕ 1/J ω = I a(ω) . From the regular continued fraction expansions it immediately follows that m is the smallest index such that F m a(ω) = 0, and that F m (a(ω)
Since the first m − 1 digits of a(ω) − and a(ω) + are equal,
for all 1 ≤ n ≤ m− 2 or in more general terms F n maps the interval I a(ω) to an interval. Moreover,
which implies that F m (ã) ∈ [0,ã) for allã ∈ I a(ω) . This gives the first two statements of the lemma. Figure 4 illustrates the above.
We now prove, using the primitivity of the word ω, that a(ω) − and a(ω) + are the smallest points in their respective orbits under F , i.e., F n a(ω) − ≥ a(ω − ) for all n and the same holds for a(ω) + . Again write ω = 1 ℓ1 0 ℓ2 · · · 0 ℓ2n 1. Suppose first that ℓ 2n > 0 and consider F ℓ1+···+ℓj (a(ω) − ) for some j, so
− , so suppose that there is a first index k such that ℓ ′ k = ℓ k . Suppose j is even. Due to condition (ii) from Definition 3.1 we have
Suppose j is odd. This implies that ω 1 · · · ω j+k−1 is a prefix of ψ(ω 1 · · · ω j ). To satisfy condition (iii) from Definition 3.1 we must have
thus a(ω)
− is the smallest point in its orbit under F . The proof is exactly the same for ℓ 2n = 0 and a(ω) + .
Since F n (I a(ω) ) is completely contained in either 0,
+ for all 0 < n < m we can conclude that for allã ∈ I a(ω) we have F n (ã) ∈ [0,ã) for all 0 ≤ n < m. 
Proof (of Theorem 3.1).
Let ω = ω 1 · · · ω m , m ≥ 2, be a primitive block. The proof that for each α ∈ J ω m(α) = m is now given by combining Lemma 3.9 and Proposition 2.2. The fact that d α,1 · · · d α,m = ω follows from Lemma 2.1. For the other implication, assume that α ∈ J ω . Then either α ∈ N , so there is no matching, or there is another primitive ω
Example 3.1. To illustrate the relation between all the different sets in the previous proofs, we consider an example. Let ω = 111011. This is a primitive block with J ω = (1 − α), so m(α) = 6. 3.2. Thue-Morse-like matching intervals. The matching intervals J ω exhibit a type of period doubling behaviour that we will describe next. This will also lead us to identify specific points in the non-matching set N that are transcendental.
xm+1 and R(φ(ω)) = 2 2m −1 x2m−1 , where
This implies
Hence, 2 2m − 1
So, attached to each matching interval is a whole cascade of matching intervals corresponding to the blocks ψ n (ω). Call the limit of this sequence of blocks ω, hence ω := lim n→∞ ψ n (ω). Note that ω does not depend on where in the cascade we choose to start. Write which is transcendental (see [Dek77] ).
The previous example illustrates a general pattern. Let ω ∈ {0, 1} m be a primitive block. Then
∞ by Proposition 3.1. Note that this sequence cannot be periodic with a smaller period, since this would contradict condition (ii) of Definition 3.1 with ω ending in 1. We conclude that S 
Relations to other dynamical systems and number expansions
In this section we explore further the set N = α ∈ 1, 3 2 : m(α) = ∞ and the intervals J ω in relation to other dynamical systems, more in particular to α-continued fraction transformations and to univoque numbers. 4.1. Signed binary expansions and α-continued fractions. We have explored the relation between the signed binary expansions and the regular continued fractions quite extensively in the previous section using results from [BCIT13] . Here we would just like to emphasise some points.
The purpose of [BCIT13] was to investigate the Nakada or α-continued fraction transformations defined as follows. For a parameter a
(The parameter is usually called α, hence the name, but since we have used α for other purposes in this article, we will call the parameter a.) As explained in the introduction, for each parameter a the map T a has a unique absolutely continuous invariant probability measure ν a . The function a → h νa (T a ) mapping the parameter to the metric entropy of the map T a is continuous. The maximal quadratic intervals introduced in Section 3.1 are exactly the maximal parameter intervals on which this function is monotone. The set of bifurcation parameters is called E in [BCIT13] . Recall the definition of the function ϕ : [0, 1] → 1 2 , 1 from (14) and of the set Λ from (10). The main theorem from [BCIT13] states that ϕ(E) = Λ and that ϕ : [0, 1] → 1 2 , 1 is an orientation reversing homeomorphism. By Lemmas 3.6 and 3.7 the function f :
is an order preserving homeomorphism taking the intervals on which the entropy function of the α-continued fraction transformation is monotone to the matching intervals of the symmetric doubling maps.
4.2.
Signed binary expansions and univoque numbers. The common link between the results from [BCIT13] and our case is the set Γ from (9), which was first introduced and studied by Allouche and Cosnard ([AC83, AC01]) in connection with univoque numbers. Given a number 1 < β < 2, one can express all real numbers x ∈ 0, 1 β−1 as a β-expansion: x = n≥1 cn β n for some sequence (c n ) n≥1 ∈ {0, 1} N . Typically a number x has uncountably many different expansions of this form. The number 1 < β < 2 is called univoque if there is a unique sequence (c n ) n≥1 ∈ {0, 1} N such that 1 = n≥1 cn β n , i.e., if 1 has a unique β-expansion. Let U denote the set of univoque bases. The properties of U were studied by many authors. There exists an equivalent characterisation of univoque numbers in terms of admissible sequences, which is mainly due to Parry ([Par60] ), see also [EJK90] . A sequence (c n ) n≥1 ∈ {0, 1} N is admissible if and only if
for all k. It is easy to check that admissibility is equivalent to
for all k ≥ 1. In [EJK90] it is proved that a sequence (c n ) n≥1 is admissible if and only if there is a univoque β > 1 such that 1 = n≥1 cn β n . In [AC01] the authors showed that there is a one-to-one correspondence between admissible sequences and the points in Γ that do not have a periodic binary expansion. It is easy to check that for each primitive block ω the limit ω satisfies the condition of being admissible, which also proves that 1 pω ∈ N . Hence each limit of a primitive block corresponds to a univoque number, namely to the value β > 1 for which the expansion 1 = n≥1 ω n β n is unique. In [KL98] Komornik and Loreti identified the smallest element of U, now called the Komornik Loreti constant. It is the value of β that has 1 = n≥1 11 n+1 β n , where 11 is the shifted Thue-Morse sequence that we saw before in Example 3.2. In [KL07, dVK09] the set of univoque numbers is investigated in even more detail. (In fact they consider the larger set of all univoque numbers β > 1, but since we are not interested in β ≥ 2 here, we let U be their set U intersected with (1, 2).) Using the quasi-greedy β-expansion of 1 they introduced a set V related to the admissible sequences. For 1 < β < 2, the quasi-greedy β-expansion of 1 is the largest sequence in lexicographical ordering representing 1 in base β not ending in 0 ∞ . If we denote this sequence by q n (β) n≥1 ∈ {0, 1} N , then V consists of those values 1 < β < 2 that satisfy
for all k ≥ 1. Then U ⊆ U ⊆ V and V is closed. The authors of [KL07] show among other things that V\U is countable. In [dVK09] it is proved that (1, 2)\V is a countable union of open intervals (β 1 , β 2 ), where the set of right endpoints of these intervals is exactly V\U and the set of left endpoints is given by {1} ∪ (V\U). Moreover, [dVK09, Proposition 6.1] states that for each β 2 the quasi-greedy expansion of 1 satisfies
where k is the minimal index with this property, and that the quasi-greedy expansion of 1 in base β 1 is then given by
On the connected components (β 1 , β 2 ) of (1, 2)\V there is some sort of behaviour that resembles matching. For each base β ∈ (1, 2), define the set
c n β n has a unique expansion in base β . α is a homeomorphism. Hence, there is a one-to-one correspondence between the connected components of the set (1, 2)\V and the matching intervals of the family {S α }.
The invariant measure and number of 0's
In this section we consider the absolutely continuous invariant measure µ α on any of the matching intervals J ω . We will give a formula for µ α − on J ω , since by the Birkhoff Ergodic Theorem this value corresponds to the frequency of the digit 0 in the signed binary expansions d α (x) for Lebesgue almost every x ∈ [−1, 1]. Recall the formula for the invariant probability density from (3). This formula is obtained by applying results from [Kop90] . In the Appendix we explain how we obtained this formula. 
where C is the normalising constant. C is related to the total measure, which is
where we have used that S We first prove that the map α → h α is continuous.
This proof uses some standard techniques involving the Perron-Frobenius operator, see [Via] and [LM08] for example. Recall the definition of the Perron-Frobenius operator L α for S α from (6). For a function f : [−1, 1] → R, let V ar(f ) denote its total variation. We define the set BV to be the set of functions f : [−1, 1] → R of bounded variation, so with V ar(f ) < ∞.
Proof. For any α ∈ [1, 2] and all n ≥ 1, let P n α denote the collection of cylinder sets of S α of rank n, that is, P n α consists of precisely the intervals of monotonicity of S n α . We will use a result on the properties of the Perron-Frobenius operator for maps in a family of piecewise expanding interval maps to which S α and S 2 α belong and that can be found in [BG97] for example. From [BG97, Lemma 5.2.1] we get that for f ∈ BV ,
|f |dλ, where δ(α) = min{λ(I) :
and if α ∈ 1,
4 . For n ≥ 2, write n = 2j + i with i ∈ {0, 1}. Then
(1). Recall that lim n→∞ h k,n = h α k Lebesgue a.e. Moreover,
, so for all k sufficiently large, we have
Also,
Since both of these bounds are independent of α k and n, we also have
for each k large enough. From Helly's Theorem it then follows that there is a subsequence {k i } and an h ∞ ∈ BV such that h α k i → h ∞ in L 1 and Lebesgue a.e. and with sup |h ∞ |, V ar(h ∞ ) ≤ 6+ 4 δ(ᾱ) . We show that h ∞ = hᾱ by proving that for each Borel set B ⊆ [−1, 1] we have
The desired result then follows from the uniqueness of the invariant density. First note that 1 B ∈ L 1 (λ), so it can be approximated arbitrarily closely by compactly supported C 1 functions. So instead of (17) we prove that
for any compactly supported C 1 function on [−1, 1]. (Hence f ∞ < ∞.) We split this into three parts:
Then for the first part we have
For the third part we get
Hence, these two parts converge to 0 as i → ∞. Now, for the middle part we have
We split this integral into three parts again, now according to the intervals of monotonicity of Sᾱ.
Note that by the Dominated Convergence Theorem and by the continuity of f , we have
Similarly, we can prove that the integral converges to 0 on − 1 2 , 1 2 and 1 2 , 1 . Hence, h ∞ = hᾱ Lebesgue a.e. In fact, the proof shows that for each subsequence of (h α k ) there is a further subsequence that converges a.e. (and in L 1 ) to hᾱ. This is equivalent to saying that the sequence (h α k ) converges in measure to hᾱ. Since h α k ≤ 6 + 4 δ(ᾱ) for any k large enough, this implies that (h α k ) is uniformly integrable from a certain k on, so by Vitali's Theorem the sequence (h α k ) converges in L 1 to hᾱ.
The above proof shows that α → h α is continuous for any α ∈ [1, 2] \ { 
This gives the result also for α = is continuous.
Proof. This immediately follows from the previous result, since for any α ∈ [1, 2] and any sequence {α k } k≥1 ⊆ [1, 2] converging to α, we have
We now give a precise description of the measure of the middle interval − we need to describe functions of the form
Due to symmetry, the measure of [− 
Observe that if m = 1, the above two summations are zero. In this case
as we saw before. For m ≥ 2, we get
and ω 1 = 1, so for all α ∈ J 11 ,
Assume m ≥ 3, and recall that for n ≤ m we have S n α (1) = 2 n − x n α. Then
where we have used that 
as a function of α on the interval J ω , is increasing for η(ω) < 0, decreasing for η(ω) > 0, and a constant if η(ω) = 0.
Example 5.1. Let n ≥ 1 and consider the primitive block ω = 1(10) n 11 of odd length m ≥ 5. Note that this is the lexicographically smallest primitive block of length m and that η(ω) = −1. We have − In the proof of Theorem 5.2 we consider any primitive block ω satisfying this condition and we prove that the theorem holds on the corresponding intervals J ω . We need the following lemma.
Lemma 5.2. Let ω be a primitive block satisfying (20) . Then ω = 11(01) k1 00(10) k2 11(01) k3 00(10) k4 · · · 00(10) k2n 11(01) k2n+1 , where k j ≥ 0 for any j. Hence η(ω) = 0.
Proof. Obviously, ω 1 ω 2 ω 3 ω 4 = 1101. This implies that the block 111 cannot occur in ω by Definition 3.1(ii). Moreover, ω can not contain the block 000 either, since this contradicts Definition 3.1(iii).
Next we claim that the blocks 00 and 11 in ω alternate, i.e., ω cannot contain any block of the form 11(01) n 1 or 00(10) n 0. The first one is obvious, since this contradicts the condition that ω ≺ 11(01) ∞ . For the second block, note that if ω = 11(01) k1 00(10) k2 11(01) k3 00(10) k4 · · · 11(01) k2n−1 00(10) k2n 0 · · · for some non-negative integers k j , then 11(01) k1 00(10) k2 · · · 11(01) k2n−1 ≺ ω ≺ ψ 11(01) k1 00(10) k2 · · · 11(01) k2n−1 , which also contradicts the primitivity of ω.
Lastly, ω = 11(01) k1 00(10) k2 11(01) k3 00(10) k4 · · · 00(10) k2n 1, since this would again give 11(01) k1 00(10) k2 · · · 11(01) k2n−1 ≺ ω ≺ ψ(11(01) k1 00(10) k2 · · · 11(01) k2n−1 ).
This gives the lemma.
Proof of Theorem 5.2. To prove the theorem, we first closely examine K ω for a primitive block ω of the form given in Lemma 5.2. Consider the summations . We will calculate the invariant density for F . For F we have F (1 − x) = −1 − F (x). Now, using the notation from [Kop90] , define the points a 1 , a 2 , b 1 and b 2 , by Then KI 1 (a 1 ) = KI 3 (b 2 ), KI 2 (a 1 ) = KI 2 (b 2 ), KI 3 (a 1 ) = KI 1 (b 2 ), KI 1 (a 2 ) = KI 3 (b 1 ), KI 2 (a 2 ) = KI 2 (b 1 ), KI 3 (a 2 ) = KI 1 (b 1 ). Now define a 3 × 2 matrix M = (µ i,j ) with entries 
