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Resumen— Durante la formulación de su plan de ex-
pansión, una red de telefonía móvil (GSM) requiere del 
análisis de aquellas variables que resultan clave para 
el buen desempeño de la red (KPIs). Los operadores de 
red poseen herramientas que analizan el comportamien-
to del KPI sólo para aquellos puntos de la red que con-
tienen celdas. Este artículo propone una herramienta 
que ilustra de manera gráfica el comportamiento en el 
tiempo de un KPI, no sólo para aquellos puntos donde se 
encuentren las celdas, sino también en la totalidad de 
la zona geográfica donde la red de celdas se encuentra 
ubicada. Se aplica un Proceso Gaussiano de Regresión a 
mediciones obtenidas de las celdas pertenecientes a la 
red y se infiere una superficie que representa el compor-
tamiento en el tiempo para toda la zona. Finalmente se 
observa cómo una región de la red con poca densidad de 
celdas sostiene valores elevados del KPI la mayoría del 
tiempo invitando al operador de red a tener en cuenta la 
solución del problema de dicha región en la formulación 
del plan de expansión.
Palabras clave— aprendizaje de máquina, KPIs, Proce-
sos Gaussianos, red global de telefonía (GSM), regre-
sión.
Abstract— the expansion plan of a Global System Mo-
bile (GSM) network requires the analysis of some im-
portant variables known as key performance indicators 
(KPI) on the network. Network operators have tools for 
analyzing a KPI behavior on a particular network cell. 
This paper proposes a tool that illustrates graphically 
the behavior-in-time of a KPI in a whole geographical 
zone (including cell positions). A Gaussian process re-
pressor is used over a real data set and time-space infe-
rence is performed. Finally we observe how a particular 
region presents high-KPI values most of the time. This 
alerts the network operator for including a solution in 
the formulation phase of the network expansion plan.
Keywords— Gaussian Processes,GSM networks, KPIs, 
machine learning, regression.
1. INTRODUCCIÓN
Los operadores de las redes globales de te-
lefonía móvil (GSM) intentan siempre estar a la 
vanguardia en cuanto a calidad y tecnología del 
servicio prestado; evolucionan a la par de los 
sistemas y tecnologías para la comunicación, 
para entregar a sus usuarios un mejor servi-
cio, para ello requieren de la formulación de un 
buen plan de expansión.
Un plan de expansión capaz de asegurar un 
óptimo manejo de los recursos de telefonía bá-
sicamente comprende de: el análisis del desem-
peño de la red actual; el análisis de la propaga-
ción del recurso en la zona; la identificación de 
celdas que requieran asignación de nuevos con-
troladores de tráfico de la red (RNC) y centros de 
conmutación de datos móviles (MSC); la asigna-
ción de RNC y MSC a nuevas celdas, de acuerdo 
a las restricciones de la red; y la expansión de la 
conectividad de la red [1]. Los primeros 2 pun-
tos mencionados requieren del monitoreo cons-
tante de indicadores de desempeño (PI) tales 
como: la tasa máxima a la cual la información 
puede ser enviada (ancho de banda), la tasa ac-
tual a la que se transfieren los datos (through-
put) y la variación en el tiempo de llegada al 
receptor (jitter), entre otros. Aquellos PIs clave 
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para el buen desempeño de la empresa son de-
nominados Indicadores Clave de Desempeño 
(KPIs) [2], [3] (en [4], se propone un listado de 
KPIs para redes 3G o superiores), por tanto, es 
necesario que el operador de red entienda de 
la mejor manera posible el comportamiento de 
los KPIs y, en consecuencia, pueda conocer las 
razones de los estados operacionales de la red 
[5], requeridos para realizar un correcto análisis 
del desempeño de su desempeño.
La cantidad de mediciones obtenidas de re-
des de telecomunicaciones se ha  incrementa-
do sustancialmente durante la última década 
[2]. Hoy en día es normal contar con grandes 
bases de datos correspondientes a mediciones 
como la tasa máxima a la cual la información 
puede ser enviada (tasa de bits), la tasa actual 
a la que se transfieren los datos (throughput) y 
la variación en el tiempo de llegada al receptor 
(jitter), entre otros. Aquellas que influyen en el 
desempeño y cumplimiento de los objetivos de 
una empresa son denominadas indicadores cla-
ve de desempeño (KPI). Por tanto, conocer el 
comportamiento de dichos KPIs resulta impres-
cindible en la etapa de análisis de la red, y muy 
especialmente, durante la formulación del plan 
de expansión.
El papel de análisis de los KPIs en telefonía 
ha sido estudiado con anterioridad en la litera-
tura especializada. En [6] se propone una me-
todología de análisis basada en la capacidad y 
cobertura de las celdas, se aplica sectorización 
para obtener mediciones más precisas del KPI 
relacionado con la calidad del servicio (QoS) en 
las celdas. En [7] se emplea un análisis esta-
dístico multivariado (correlación, covarianza, 
escalamiento dimensional y clasificación) ba-
sado en KPIs obtenidos de una red como base 
para inferir sobre el valor de la capacidad.  En 
[8] se propone un método de clasificación basa-
do en lógica difusa para el análisis y monitoreo 
automático de la calidad en las celdas pertene-
cientes a una red 3G, donde a cada celda se le 
asigna una clase relacionada al funcionamien-
to de acuerdo a la calidad monitoreada, con la 
cual el operador de red puede decidir acciones 
inmediatas o futuras para la solución de pro-
blemas así como tener en cuenta dichos com-
portamientos de la celda en la formulación del 
plan de expansión. Estos enfoques tienen como 
objetivo principal servir de herramienta para 
conocer el comportamiento de los elementos 
y las variables en los diferentes puntos de la 
red, fundamentándose en analizar los KPIs en 
el punto donde las mediciones son obtenidas, 
sin proveer información alguna sobre puntos del 
espacio (e intervalos de tiempo) en los cuales 
no se hayan realizado mediciones.
Una forma general de obtener información 
en puntos geográficos desconocidos es aplicar 
un enfoque de regresión, para el cual el Proce-
so Gaussiano (GP) [9] provee un marco único, 
flexible y de buen desempeño. El Proceso Gaus-
siano, a pesar de ser una herramienta utilizada 
recientemente en la estadística, la ingeniería y 
otros campos [10] y poco utilizada en el área 
de telefonía [11]-[13]. Algunos de los enfoques 
existentes realizaban ya fuese la regresión de 
la posición de un usuario de la red con la inten-
sidad de la señal [11], [12] o la regresión de 
la densidad de una señal WiFi en un entorno 
cerrado [14]. Aquí se propone una metodología 
de regresión basada en Procesos Gaussianos 
para interpolar el valor de un KPI en diferentes 
puntos del espacio y diferentes valores de tiem-
po en una zona geográfica específica donde se 
encuentra ubicada una red de telefonía 3.5G. 
El nuevo enfoque que se presenta pretende 
hacer uso de esta poderosa herramienta para 
explotar las relaciones entre las diferentes me-
diciones del KPI, lo cual dada la naturaleza mó-
vil del usuario y el gran espacio geográfico que 
ocupa la red de celdas sirve (como se mostrará 
más adelante) como herramienta para capturar 
patrones que ayudan a entender tanto los valo-
res que toma el KPI en diversos puntos, como 
el comportamiento de los usuarios de la red lo 
cual finalmente permite poder plantear mejores 
planes de expansión.
El artículo está compuesto por varias seccio-
nes. En la sección 2 se introducen los materiales 
y métodos utilizados en el experimento: inicial-
mente se realiza una descripción de la base de 
datos, luego se presenta el Proceso Gaussiano 
como herramienta de inferencia, el modelado 
de los datos seguido del procedimiento de vali-
dación utilizado para evaluar el desempeño del 
modelo y la metodología utilizada tanto para la 
elección del modelo como para la inferencia so-
bre la totalidad de la base de datos. La sección 
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3 contiene los resultados más importantes ob-
tenidos durante la realización del experimento 
así como un análisis de los mismos. Finalmen-
te, en la sección 4 se presentan las conclusio-
nes y se proponen trabajos futuros al respecto.
2. MATERIALES Y MÉTODOS
2.1. Base de datos
Los datos utilizados en el experimento perte-
necen mediciones por estación base de un KPI 
perteneciente a una red GSM colombiana, ubica-
da en una zona geográfica determinada.
La Fig. 1 muestra la configuración espacial 
de 11 celdas pertenecientes a una red de telefo-
nía. Se cuenta con mediciones diarias de un KPI 
relacionado con el manejo del recurso de datos 
durante 30 días consecutivos para cada una de 
las celdas mostradas; conformando así la base 
de datos utilizada durante el experimento. La 
zona geográfica fue determinada de acuerdo a 
los límites de la imagen tomando como origen de 
referencia el borde inferior izquierdo, los ejes X 
e Y se muestran en la figura, así como un valor 
representativo en kilómetros de la escala de dis-
tancias.
A manera de ejemplo, la Fig. 2 representa 
gráficamente las mediciones correspondientes 
a las celdas 1 y 5. El eje X muestra el tiempo 
en días y el eje Y el valor del KPI. Como medida 
comparativa entre los valores para cada celda y 
posteriormente entre los valores obtenidos como 
resultado del proceso de inferencia, se define un 
valor de KPI medio de 38, el cual corresponde al 
promedio de todas las mediciones. 
Fig. 1.  DISTRIBUCIÓN GEOGRÁFICA DE LAS CELDAS PERTENECIENTES A LA 
RED DE TELEFONÍA MÓVIL
Fig. 2. SERIE DE TIEMPO CORRESPONDIENTE A LAS CELDAS 1 Y 5
2.2. Procesos Gaussianos
Un Proceso Gaussiano (GP) está compuesto 
por una colección posiblemente infinita de varia-
bles aleatorias escalares {f(x)}x∈X indexadas por 
un espacio de entradas x:RD:→R de tal forma que 
para cada combinación finita X={x1 ··· xn}, todas 
las funciones f≜[f(X1)···f(Xn)]T siguen una distri-
bución Gaussiana multivariada [13]. Un GP que-
da formalmente definido con la existencia de una 
función media y una función de covarianza:
Las ecuaciones (1) y (2) definen las propieda-
des del Proceso Gaussiano. La distribución de pro-
babilidad sobre las funciones puede ser resumida 
mediante la notación: f(x)~GP(m(x),k(x,x')).
En regresión, se parte de un conjunto de datos 
de entrenamiento D={(xi,yi)ǀi=1,...,n}con los cua-
les se desea hacer predicciones f* para nuevos 
valores x*no pertenecientes al conjunto de entre-
namiento.
Los Procesos Gaussianos cumplen con la pro-
piedad de marginalización, lo cual implica que 
una distribución de probabilidad formada con 
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cualquier combinación de variables aleatorias 
dentro del proceso no es afectada por el resto de 
variables [9], [15].
Durante el modelado de los datos, es necesa-
rio definir una función de verosimilitud y una de 
covarianza.
Una función de verosimilitud, es aquella que 
representa la probabilidad condicional de las ob-
servaciones dado el modelo para así, con el teo-
rema de Bayes calcular la distribución posterior 
(o inferencia) correspondiente. Es requerido tam-
bién la elección o definición de una función de 
covarianza. 
Una función de covarianza o kernel, es aquella 
que recibe a la entrada dos argumentos x∈X, x'∈X 
y los transfiere al dominio R. En el Proceso Gaus-
siano, es la función que se encarga de definir el 
tipo de relación existente entre los valores perte-
necientes al conjunto de entrenamiento. Los tipos 
de kernel más utilizados son del tipo exponencial, 
del tipo lineal, y de la clase Mátern [16].
En este experimento fueron utilizadas la fun-
ción exponencial cuadrática (Squared Exponen-
tial) definida como:
,
(El parámetro  es la representación de la 
desviación estándar, el parámetro  represen-
ta la escala en el rango y la magnitud r=(x-x')T (x-
x')); al igual que las funciones de la clase Màtern 
del tipo 1/2,3/2 y 5/2:
,
(Kv es una función de Bessel modificada, v y 1 
parámetros positivos).
Si se tiene una función de verosimilitud de la 
forma: y=f(x)+ε, donde el ruido  se supone 
independiente e idénticamente distribuido (i.i.d.), 
donde  corresponde a la varianza del ruido; la 
función de covarianza para dos salidas cuales-
quiera, toma la forma   (siendo la función delta, la cual entrega un valor de la 
unidad únicamente cuando p=q y cero en cual-
quier otro caso). Asumiendo función media cero 
en el prior, se obtiene la distribución de probabili-
dad conjunta de las salidas de entrenamiento y, y 
predicción f*:
,
donde K(X* , X) corresponde a la matriz de 
covarianza resultado de evaluar la función de 
covarianza entre los valores de entrenamiento X 
y los valores de predicción X*. De igual forma se 
obtienen K(X , X), K(X* , X*) y K(X , X*); y donde I 
corresponde a la matriz identidad.
Aplicado el teorema de Bayes y algunas propie-
dades de la distribución Gaussiana [15] se obtiene 
la distribución condicional posterior para laspredic-
ciones, donde 
, y .
Finalmente, para obtener los valores de f*, se 
requiere primero conocer los parámetros corres-
pondientes al modelo del GP. Una forma de cal-
cularlos, y la utilizada en este trabajo, consiste en 
maximizar la función de verosimilitud marginal [9].
Los cálculos de inferencia y optimización fueron 
realizados con ayuda del toolbox de Carl E. Rasmus-
sen y Chris Williams en su versión para MatLab®[17]. 
2.3. Modelado de los datos
Matemáticamente la base de datos se expresó 
de la siguiente forma:
donde los índices xx,i y xy,i indican la coordena-
da (x,y) de la celda i (con i={1,L,p} ; siendo p=11, 
la cantidad total de celdas); y el valor tk representa 
el día en el cual se efectuó la toma del dato (con 
K={1,L,n}; n=30 , es el número total de días); y 
los valores de yi,k representan el valor promedio 
de las mediciones de los sectores pertenecientes 
a la celda i en el día k.
Para el modelado Gaussiano se asumió fun-
ción media cero y función de verosimilitud con 
ruido Gaussiano independiente e idénticamente 
distribuido (iid); se utilizaron las funciones de co-
varianza mencionadas en la sección 2.2 con las 
cuales se realizó un procedimiento previo con la 
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finalidad de encontrar cual de las funciones era 
más apta para el proceso de inferencia (dicho pro-
cedimiento será explicado en detalle en las sec-
ciones 3.1.1 y 3.1.2). 
Los parámetros iniciales escogidos para el mo-
delo fueron (1=1,σf= 1,σn=0.1) correspondientes al 
parámetro de escala en longitud, la desviación es-
tándar en las funciones y la desviación estándar 
del ruido respectivamente, necesarios para hallar 
los parámetros finales del modelo con el criterio 
de máxima verosimilitud marginal.
2.4. Validación
Se utilizó el procedimiento de validación cruza-
da (Cross Validation) [15], el cual consta básica-
mente de subdividir el conjunto inicial de datos en 
k particiones de igual tamaño, realizar la etapa de 
entrenamiento con k-1 subconjuntos y validar con 
el restante, se repite este procedimiento para cada 
una de las k diferentes particiones. Esto con la fina-
lidad particular de poder comparar el desempeño 
del modelo para “nuevos” valores. El desempeño 
del modelo fue analizado con las métricas de: Error 
Medio Cuadrático Normalizado o SMSE y la Pérdi-
da Logarítmica Estándar Normalizada o MSLL [18]. 
Cabe resaltar que un valor de SMSE bajo indica un 
menor error y un valor de MSLL negativamente alto 
indica un mejor modelo [9].
2.5. Procedimiento de pre-selección para la 
elección del modelo
El procedimiento realizado como criterio de se-
lección de la función de covarianza a ser utilizada 
en la inferencia del KPI para toda la zona geográ-
fica, consistió en formar con las mediciones de 
cada celda 5 subconjuntos (de a 6 mediciones 
cada uno) y así proceder de la siguiente manera: 
1) Se asume que cada celda de manera inde-
pendiente y se calcula un GP de regresión 
para obtener la serie temporal asociada a 
cada celda. En este caso la entrada del GP 
corresponde al tiempo y la salida al valor del 
KPI en la ubicación geográfica específica de 
la celda. El proceso de entrenamiento del GP 
se realiza con 4 de los subconjuntos mientras 
que el subconjunto restante es utilizado en la 
validación, realizando finalmente 5 diferentes 
procesos de estimación para cada celda. Este 
procedimiento fue nombrado por los autores 
como “procedimiento de inferencia Local”.
2) Se asume toda la configuración de celdas en 
la zona geográfica y se estima un único GP 
para obtener de igual manera que en el ítem 
anterior, la serie temporal asociada a cada 
una de las celdas. La entrada esta vez corres-
ponde a la planteada en (3) y la salida el valor 
del KPI en la ubicación geográfica específica 
de la celda. Se diferencia del procedimiento 
descrito en el ítem anterior, debido a la in-
clusión en el conjunto de entrenamiento, del 
total de las mediciones de aquellas celdas a 
las que no corresponda la regresión. De igual 
forma se realizan 5 diferentes procesos de es-
timación para cada celda. Este procedimiento 
fue nombrado por los autores como: “procedi-
miento de inferencia Global”.
Finalmente, con los valores promedios del 
SMSE y el MSLL se tuvo un criterio de selección 
para el modelo más apto.
2.6. Procedimiento para la inferencia espacio-
temporal
El procedimiento final, consistió en calcular un 
GP espacio-temporal de la forma indicada en (3), uti-
lizando como entrenamiento la totalidad de la base 
de datos y así inferir sobre un gran conjunto de pun-
tos pertenecientes a la misma zona geográfica. Di-
chos puntos fueron tomados de una rejilla formada 
desde el origen de coordenadas hasta 600 km de 
distancia (3721 puntos entre 0-6) y tiempos de 1-30 
(291 intervalos de tiempo en total) para un total de 
1082811 puntos individuales a inferir.
Las distancias geográficas fueron divididas en 
100, y los intervalos de tiempo fueron más cortos 
que el día, con la finalidad de obtener una función 
más suave y de paso tener mayor conocimiento del 
comportamiento del KPI.
3. RESULTADOS
3.1. Resultados procedimiento de pre-selección
Las Tablas I y II, relacionan los errores SMSE y 
MSLL tanto locales como globales, correspondien-
tes a los procesos de inferencia previamente men-
cionados en el apartado 3.1.1 y 3.1.2 respecti-
vamente correspondientes a las celdas 09 y 07, 
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para cada una de las funciones de covarianza 
estudiadas. Ambas medidas de error se encuen-
tran acompañadas de la respectiva desviación 
estándar. Se resalta también como el proceso 
de inferencia espacio-temporal presenta menor 
error que el proceso que involucra sólo una celda 
en el tiempo, así como el hecho que la función 
de covarianza Màtern de tipo 1, presenta parcial-
mente menores errores SMSE y mayores errores 
negativos MSLL (resaltados en negrita) para las 
dos celdas mencionadas.
Con los resultados obtenidos en la sección 3.3, 
se aplicó el procedimiento planteado en 3.2 a los 
datos, dando los siguientes resultados:
La Fig. 3 y la Fig. 4 correspondientes a la superfi-
cie de inferencia y al respectivo contorno, ilustran el 
comportamiento del KPI alrededor de toda la zona 
geográfica para un valor de tiempo entre los días 10 
y 11 de mediciones. Los colores en las figuras co-
rresponden a los niveles del KPI (en escala real), en 
la barra de la derecha de cada imagen (El color Azul 
oscuro indica un valor mínimo del KPI de 0 y el color 
Rojo intenso un valor máximo de 160).
La Tabla III, resume los resultados de promedio 
de las 11 celdas analizadas durante los procedi-
mientos descritos en la sección 3.1. De ésta se 
resalta la función de covarianza Màtern de tipo 
1, la cual presentó menor error SMSE y a su vez 
mayor MSLL en el caso espacio temporal, por lo 
cual se escogió para realizar el procedimiento de 
inferencia descrito en la sección 3.2
3.2. Resultados procedimiento de inferencia 
espacio-temporal
La región superior compuesta por la mayor 
cantidad de celdas presenta valores promedios 
normales del KPI, lo cual se interpreta como re-
sultado de la cercanía entre las celdas y que entre 
las mismas logran repartirse el recurso del KPI y 
por tanto, no se presentan valores altos del mis-
mo en dicha región.
TABLA I
RESULTADOS DE LOS ERRORES SMSE Y MSLL CORRESPONDIENTES A LA CELDA 9, PARA LAS DIFERENTES FUNCIONES DE COVARIANZA
CELDA 9
Cov.\ Error SMSE Local SMSE Global MSLL Local MSLL Global
Exp  C. 0.8406±0.2051 0.3563±0.0622 0.4586±1.2612 -0.6824±0.0211
Màtern 5 0.7943±0.1516 0.3413±0.0608 -0.0527±0.1780 -0.6991±0.0263
Màtern 3 0.7731±0.1240 0.3313±0.0590 -0.1009±0.1135 -0.7096±0.0271
Màtern 1 0.7544±0.0658 0.3083±0.0485 -0.1383±0.0439 -0.7211±0.0244
                Fuente: autores
Tabla II
RESULTADOS DE LOS ERRORES SMSE Y MSLL CORRESPONDIENTES A LA CELDA 7, PARA LAS DIFERENTES FUNCIONES DE COVARIANZA
CELDA 7
Cov.\ Error SMSE Local SMSE Global MSLL Local MSLL Global
Exp  C. 0.8392±0.1340 0.1772±0.0264 -0.0225±0.1757 -1.9536±0.3451
Màtern 5 0.7977±0.1022 0.1738±0.0286 -0.0744±0.1302 -1.8820±0.3899
Màtern 3 0.7818±0.0890 0.1702±0.0302 -0.0982±0.1033 -1.8896±0.3968
Màtern 1 0.7729±0.0612 0.1606±0.0353 -0.1230±0.0466 -2.0880±0.2841
                Fuente: autores
Tabla III
RESULTADOS DE LOS ERRORES SMSE Y MSLL CORRESPONDIENTES A LA CELDA 7, PARA LAS DIFERENTES FUNCIONES DE COVARIANZA
RESULTADOS PROMEDIO EN TODAS LAS CELDAS PARA CADA FUNCIÓN DE COVARIANZA
Cov.\ Error SMSE Local SMSE Global MSLL Local MSLL Global
Exp  C. 0.7563±0.1525 0.4007±0.3396 -0.0329±0.2075 -0.7421±0.4594
Màtern 5 0.7429±0.1390 0.3796±0.3212 -0.1330±0.0819 -0.7534±0.4341
Màtern 3 0.7142±0.1320 0.3678±0.3111 -0.1473±0.0649 -0.7650±0.4324
Màtern 1 0.7558±0.0986 0.3491±0.2943 -0.1483±0.0379 -0.7907±0.4844
                Fuente: autores
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Un resultado diferente presenta la región cer-
cana a la celda 7 ubicada en la parte inferior dere-
cha de la Fig. 5 donde se presentan altos niveles 
en el KPI, esto sumado al hecho que se encuen-
tra sin celdas vecinas, implicaría indirectamente 
la necesidad de ubicar una nueva celda cercana 
que ayude a reducir los altos niveles del KPI y así 
evitar saturaciones futuras.
Las Figuras 5 y 6 contienen varias de las su-
perficies de inferencia calculadas y sus respecti-
vos contornos. La barra de colores es igual a la de 
las Figuras 4 y 5. Cada contorno de la Fig. 6 co-
rresponde al ubicado en la misma posición en la 
Fig. 5. Se puede observar parte de la dinámica del 
KPI en el tiempo. Para poder tener una perspecti-
va total del comportamiento en el tiempo del KPI 
y saber si estos comportamientos presentados en 
las Fig. 3 y 4 son generalizables, se realizó un vi-
deo para la superficie y para el contorno utilizan-
do las 291 muestras inferidas entre los 30 días.
Fig. 3 DÍA 10 DE LA INFERENCIA REALIZADA PARA TODA LA ZONA 
GEOGRÁFICA
Fig. 4 CONTORNO CORRESPONDIENTE A LA INFERENCIA REALIZADA PARA 
TODA LA ZONA GEOGRÁFICA DURANTE EL DÍA 10
Fig. 5 ALGUNAS SUPERFICIES OBTENIDAS DURANTE EL PROCESO DE 
INFERENCIA ESPACIO-TEMPORAL
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Luego de revisar la herramienta gráfica, se 
pudo comprobar y corroborar que el comporta-
miento de la celda 7, se mantenía constante 
en valores altos la mayor parte del tiempo, así 
como el hecho que la superficie tendía a com-
portarse de manera periódica, esto debido a 
que las series de tiempo asociadas (ver Fig. 2) 
también lo presentaron.
4. CONCLUSIONES
En este artículo se utilizó una metodología de 
regresión basada en Procesos Gaussianos para 
conocer de manera gráfica el comportamiento 
en el tiempo de un KPI perteneciente a una red 
de telefonía existente, lo cual al proveer infor-
mación sobre los patrones tanto del KPI como 
el usuario, ayuda al operador de red durante el 
proceso de formulación del plan de expansión.
Un ejemplo de esto es la celda 7, dado que en 
su región vecina presentó altos valores del KPI 
la mayor parte del tiempo.
El proceso de inferencia espacio-temporal 
mostró un comportamiento casi periódico que 
era de esperarse de variables que dependen de 
las situaciones diarias del usuario. Sugiere en 
un futuro, pensar en utilizar una función de co-
varianza del tipo periódico o cuasi-periódico y 
comparar los resultados.
Como resultado de algunos de los experi-
mentos de regresión se obtuvieron valores pe-
queños negativos del KPI, lo cual en la realidad 
carece de algún tipo de significado físico. Para 
solucionar este problema, se puede plantear un 
trabajo futuro que incluya restricciones relacio-
nadas con los valores máximos y mínimos que 
pueda tomar la salida del proceso Gaussiano 
relacionados a los valores físicos que pueda to-
mar el KPI.
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