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Abstract
Suppose R is a 2,3-torsion free unital alternative ring having an
idempotent element e1 (e2 = 1− e1) which satisfies xR · ei = {0} ⇒
x = 0 (i = 1, 2). In this paper, we aim to characterize the commuting
maps. Let ϕ be a commuting map of R so it is shown that ϕ(x) =
zx+Ξ(x) for all x ∈ R , where z ∈ Z(R ) and Ξ is an additive map from
R into Z(R ). As a consequence a characterization of anti-commuting
maps is obtained and we provide as an application, a characterization
of commuting maps on von Neumann algebras relative alternative C∗-
algebra with no central summands of type I1.
Introduction
Let R be a unital ring not necessarily associative or commutative and con-
sider the following convention for its multiplication operation: xy ·z = (xy)z
and x · yz = x(yz) for x, y, z ∈ R, to reduce the number of parentheses. We
denote the associator of R by (x, y, z) = xy · z − x · yz for x, y, z ∈ R. And
[x, y] = xy − yx is the usual Lie product of x and y, with x, y ∈ R.
1 This work was supported by FAPESP 19/03655-4; CNPq 302980/2019-9; RFBR
20-01-00030.
1
Let be ϕ : R → R a additive map of R into R. We call ϕ a commuting
map of R into R if for all x ∈ R :
[ϕ(x), x] = 0.
Divinsky at [8] started a study on commuting maps, he proved that a simple
Artinian ring is commutative if it has a commuting automorphism different
from the identity map. In the face of this study, some mathematicians
began to investigate the problem of characterizing some maps on associative
rings. Bresar in [3] proved that, if F is a commuting additive map from
a von Neumann algebra M into itself, then there exist Z ∈ Z(M) and
an additive map h : M → Z(M) such that F (A) = ZA + h(A) for all
A ∈ M . Later, Bresar [5] gave the same characterization of commuting
additive maps on prime rings. For the reader interested in other results
about characterization of maps on associative rings and algebras, see refs.
[4, 6, 7, 19, 20] and the references therein. For the class of alternative
rings and algebras studies about many linear and non-linear maps have
been an interesting and active research topic recently, we can quote [9, 10,
12, 11, 13, 18, 14]. An important class of 8-dimensional Cayley algebras (or
Cayley-Dickson algebras, the prototype having been discovered in 1845 by
Cayley and later generalized by Dickson) is so called octonions algebra a
class of alternative algebras which are not associative. Given any algebra
A of dimension n with an ∗-involution an algebra B of dimension 2n was
constructed by Albert [1] as B = {x+ yi | x, y ∈ A}. Albert proved that
if B is associative, then A is commutative and that A is associative if and
only if the elements of B satisfy (u, u, v) = 0 = (v, u, u). Given this we have
the following.
A ring R is said to be alternative if (x, x, y) = 0 = (y, x, x) for all
x, y ∈ R. One easily sees that any associative ring is an alternative ring. A
ring R is called k-torsion free if k x = 0 implies x = 0, for any x ∈ R, where
k ∈ Z, k > 0, and prime if AB 6= 0 for any two nonzero ideals A,B ⊆ R.
The nucleus of a ring R is defined by
N (R) = {r ∈ R | (x, y, r) = (x, r, y) = (r, x, y) = 0 for all x, y ∈ R}.
The commutative center of an ring R is defined by
Z(R) = {r ∈ R | [r, x] = 0 for all x ∈ R}.
The next result can be found in [10]
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Theorem 1. Let R be a 3-torsion free alternative ring. So R is a prime
ring if and only if aR · b = 0 (or a · Rb = 0) implies a = 0 or b = 0 for
a, b ∈ R.
A nonzero element e1 ∈ R is called an idempotent if e1e1 = e1 and a
nontrivial idempotent if it is an idempotent different from the multiplicative
identity element of R. Let us consider R an alternative ring and fix a
nontrivial idempotent e1 ∈ R. Let e2 : R→ R and e
′
2 : R → R be linear
operators given by e2(a) = a − e1a and e
′
2(a) = a − ae1. Clearly e
2
2 = e2,
(e′2)
2 = e′2 and we note that if R has a unity, then we can consider e2 =
1 − e1 ∈ R. Let us denote e2(a) by e2a and e
′
2(a) by ae2. It is easy to
see that eia · ej = ei · aej (i, j = 1, 2) for all a ∈ R. Then R has a Peirce
decomposition R = R11 ⊕R12 ⊕R21 ⊕R22, where Rij = eiRej (i, j = 1, 2)
[17], satisfying the following multiplicative relations:
(i) RijRjl ⊆ Ril (i, j, l = 1, 2);
(ii) RijRij ⊆ Rji (i, j = 1, 2);
(iii) RijRkl = 0, if j 6= k and (i, j) 6= (k, l), (i, j, k, l = 1, 2);
(iv) x2ij = 0, for all xij ∈ Rij (i, j = 1, 2; i 6= j).
The notion of Peirce decomposition for alternative rings is similar to that
one for associative rings. However, this similarity is restricted to its written
form, not including its theoretical structure since Peirce decomposition for
alternative rings is a generalization of that classical one for associative rings.
Taking this fact into account, in the present paper in a certain way we
generalize the main Bresar’s Theorem [5] to the class of alternative rings.
As mentioned before, recently the problem of characterizing maps on
nonassociative rings has been studied. Ferreira and Guzzo worked the char-
acterization of multiplicative Lie derivation on alternative rings.
In [12], they investigated the additivity of Lie multiplicative map where
did they get the following result.
Theorem 2. Let R and R′ be alternative rings. Suppose that R is a ring
containing a nontrivial idempotent e1 which satisfies:
(i) If [a11 + a22,R12] = 0, then a11 + a22 ∈ Z(R),
(ii) If [a11 + a22,R21] = 0, then a11 + a22 ∈ Z(R).
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Then every Lie multiplicative bijection ϕ of R onto an arbitrary alternative
ring R′ is almost additive.
In another recent paper [11] they proved
Theorem 3. Let R be a unital 2,3-torsion free alternative ring with non-
trivial idempotents e1, e2 and with associated Peirce decomposition R =
R 11 ⊕R 12 ⊕R 21 ⊕R 22. Suppose that R satisfies the following conditions:
(1) If xijR ji = 0, then xij = 0 (i 6= j);
(2) If x11R 12 = 0 or R 21x11 = 0, then x11 = 0;
(3) If R 12x22 = 0 or x22R 21 = 0, then x22 = 0;
(4) If z ∈ Z(R) with z 6= 0, then zR = R .
Let D : R −→ R be a multiplicative Lie derivation of R. Then D is the
form δ+ τ , where δ is an additive derivation of R and τ is a mapping from
R into the commutative centre Z(R), which maps commutators into the
zero if and only if
(a) e2D (R 11)e2 ⊆ Z(R )e2,
(b) e1D (R 22)e1 ⊆ Z(R )e1.
Inspired by the above mentioned results the purpose of the present paper
is to consider the problem of characterizing commuting additive maps on
alternative rings.
Let R be a unity alternative ring and an idempotent element e1, and let
Z(R ) denote the commutative center of R . Assume that the characteristic
of R is not 2, 3 and satisfies xR · ei = 0 ⇒ x = 0 (i = 1, 2). Let ϕ :
R → R be an additive map. We show that the following two statements
are equivalent:
1. ϕ is commuting;
2. there exist z ∈ Z(R ) and an additive map Ξ : R → Z(R ) such that
ϕ(x) = zx+ Ξ(x) for all x ∈ R .
As applications, a characterization of commuting additive maps on prime
rings and von Neumann algebras relative alternative C∗-algebra with no
central summands of type I1 is obtained.
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1 Main theorem
We shall prove as follows the main result of this paper.
Theorem 4. Let R be a unital 2,3-torsion free alternative ring. Assume
that R has a nontrivial idempotent e1 with associated Peirce decomposition
R = R 11 ⊕ R 12 ⊕ R 21 ⊕ R 22, such that xR · ei = 0 ⇒ x = 0 (i = 1, 2).
Let ϕ : R → R be an additive map. Then the following statements are
equivalent:
(♠) ϕ is commuting;
(♣) There exist z ∈ Z(R ) and an additive map Ξ : R → Z(R ) such that
ϕ(x) = zx+ Ξ(x) for all x ∈ R .
It is obvious that prime alternative rings satisfy the assumptions “xR ·
e1 = 0 ⇒ x = 0 and xR · e2 = 0 ⇒ x = 0” by Theorem 1. So, we have the
following result
Corollary 5. Let R be a unital 2,3-torsion free prime alternative ring.
Assume that R has a nontrivial idempotent e1 with associated Peirce de-
composition R = R 11 ⊕R 12 ⊕R 21 ⊕R 22. Let ϕ : R → R be an additive
map. Then the following statements are equivalen:
(♠) ϕ is commuting;
(♣) There exist z ∈ Z(R ) and an additive map Ξ : R → Z(R ) such that
ϕ(x) = zx+ Ξ(x) for all x ∈ R .
Remark 6. Some examples of non-prime alternative rings satisfying the
assumptions “xR · e1 = 0⇒ x = 0 and xR · e2 = 0⇒ x = 0” were given in
[12].
2 The proof of main result
It is clear that “ (♣) ⇒ (♠) ”. We will prove “(♠) ⇒ (♣)” by a series of
Lemmas. The following Lemmas has the same hypotheses of Theorem 4 and
we need these Lemmas for the proof of “(♠)⇒ (♣)”. Thus, let us consider
e1 a nontrivial idempotent of R.
We started with the following Lemma that characterize the commutative
center of an alternative ring.
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Lemma 7.
Z(R ) = {z11 + z22 : z11 ∈ R 11, z22 ∈ R 22,
[z11 + z22,R 12] = [z11 + z22,R 21] = {0}}
Proof: On the one hand assume that z = z11+ z12+ z21+ z22 ∈ Z(R ).
Then ze1 = e1z implies z12 = z21 = 0. Furthermore, for any x12 ∈ R 12 and
x21 ∈ R 21, it follows that zx12 = x12z and zx21 = x21z that
[z11 + z22,R 12] = [z11 + z22,R 21] = {0}.
On the other hand, assume that z11 ∈ R 11, z22 ∈ R 22, and
[z11 + z22,R 12] = [z11 + z22,R 21] = {0}.
To prove z11 + z22 ∈ Z(R ), one only needs to check zii ∈ Z(R ii), i = 1, 2.
In fact, for any r11 ∈ R 11 and any r12 ∈ R 12, we have
(z11r11 − r11z11)r12 = (z11r11)r12 − (r11z11)r12 = z11(r11r12)− r11(z11r12) =
(r11r12)z22 − r11(r12z22) = r11(r12z22)− r11(r12z22) = 0.
Hence (z11r11 − r11z11)R · e2 = 0. Therefore z11 ∈ Z(R 11) by condition of
Theorem 4. Similarly, we can check z22 ∈ Z(R 22).
Now we give the following lemma which plays a crucial role in this paper.
Lemma 8. For zii ∈ Z(R ii), i = 1, 2, there exists an element z ∈ Z(R )
such that zii = zei.
Proof: Since R is 3-torsion free alternative ring we get Z(R ii) ⊆
N (R ii). Let be zii ∈ Z(Rii), it is clear that eixzii = ziixei holds for all
x ∈ R then, by [2, Lemma 4], there is an element z ∈ Z(R ) such that
zii = zei.
The next Lemma shows where idempotents of R are taken by a com-
muting map.
Lemma 9. {ϕ(1), ϕ(ei)} ⊂ R 11 + R 22. Moreover, there exist some zi ∈
Z(R ) such that eiϕ(1)ei = ziei with i ∈ {1, 2}.
Proof: For any x ∈ R , we have [ϕ(x + 1), x+ 1] = 0. Hence
0 = [ϕ(x+ 1), x+ 1] = [ϕ(x+ 1), x] = [ϕ(1), x]
holds for all x ∈ R . Particularly, [ϕ(1), e1] = 0 and ϕ(1) ∈ R 11 + R 22.
As 0 = [ϕ(1), xii] = [eiϕ(1)ei, xii] for all xii ∈ R ii. These imply eiϕ(1)ei ∈
Z(R ii), that is, there exists zi ∈ Z(R ) such that eiϕ(1)ei = ziei with
i ∈ {1, 2}. For ei, note that [ϕ(ei), ei] = 0. It follows that ϕ(ei) ∈ R 11+R 22.
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The next Lemmas 10-11 we setting the components of Peirce’s decom-
position are hold by commuting map.
Lemma 10. For any xii ∈ R ii, we have ϕ(xii) ∈ R 11 + R 22 and there
exists zi ∈ Z(R ) such that ejϕ(xii)ej = ziej , 1 ≤ i 6= j ≤ 2. Consequently,
ejϕ(ei)ej = ziej .
Proof: Taking any x11 ∈ R 11, we have
0 = [ϕ(x11), x11] = [e1ϕ(x11)e1+e1ϕ(x11)e2+e2ϕ(x11)e1+e2ϕ(x11)e2, x11] =
[e1ϕ(x11)e1, x11] + [e1ϕ(x11)e2, x11] + [e2ϕ(x11)e1, x11] ∈ R 11 +R 12 +R 21.
Thus,
[e1ϕ(x11)e1, x11] = [e1ϕ(x11)e2, x11] = [e2ϕ(x11)e1, x11] = 0
holds for any x11 ∈ R 11. It follows that (x11+ e1)e1ϕ(x11+ e1)e2 = 0. Since
e1ϕ(e1)e2 = 0 we get e1ϕ(x11)e2 = 0. As [e2ϕ(x11)e1, x11] = 0 using a similar
argument to the above we have that e2ϕ(x11)e1 = 0. Thus, we have proved
that ϕ(x11) ∈ R 11 +R 22 and [e1ϕ(x11)e1, x11] = 0 holds for all x11 ∈ R 11.
Analogously, we get ϕ(x22) ∈ R 11+R 22 and [e2ϕ(x22)e2, x22] = 0 holds for
all x22 ∈ R 22. Now note that
0 = [ϕ(x11 + x22), x11 + x22] = [e2ϕ(x11)e2, x22] + [e1ϕ(x22)e1, x11],
and so
[e2ϕ(x11)e2, x22] = [e1ϕ(x22)e1, x11] = 0.
It follows that ejϕ(xii)ej ∈ Z(R jj) and by Lemma 8 we obtain ejϕ(xii)ej =
ziej , where zi ∈ Z(R ), 1 ≤ i 6= j ≤ 2.
Lemma 11. For any xij ∈ R ij with 1 ≤ i 6= j ≤ 2 we have
(i) ejϕ(xij)ei = 0;
(ii) eiϕ(xij)ej = [eiϕ(ei)ei + ejϕ(ei)ej , xij] = −[ejϕ(ej)ej + eiϕ(ej)ei, xij ];
(iii) [eiϕ(xij)ei + ejϕ(xij)ej , xij ] = 0;
(iv) eiϕ(xij)ei = zei and ejϕ(xij)ej = z
′ej with z, z
′ ∈ Z(R ).
Proof: We will only prove case i = 1, j = 2 because the other the case
i = 2, j = 1 has similar proof. For any x12 ∈ R 12 we have
0 = [ϕ(x12), x12] = e1ϕ(x12)e1x12 + e1ϕ(x12)e2x12 + e2ϕ(x12)e1x12
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−x12e1ϕ(x12)e2 − x12e2ϕ(x12)e1 − x12e2ϕ(x12)e2.
Hence we get [e1ϕ(x12)e1 + e2ϕ(x12)e2, x12] = 0 this shows (iii) and
x12e2ϕ(x12)e1 = 0, e1ϕ(x12)e2x12 = 0, e2ϕ(x12)e1x12 = 0.
Now we have too
0 = [ϕ(x12 + e1), x12 + e1] =
e2ϕ(x12)e1 − e1ϕ(x12)e2 + e1ϕ(e1)e1x12 − x12e2ϕ(e1)e2.
Thus, e2ϕ(x12)e1 = 0 that is (i) and
e1ϕ(x12)e2 = [e1ϕ(e1)e1 + e2ϕ(e1)e2, x12]. (1)
As [ϕ(x12 + e2), x12 + e2] = 0 by a straightforward calculation follows that
e1ϕ(x12)e2 = −[e2ϕ(e2)e2 + e1ϕ(e2)e1, x12] (2)
Of (1) and (2) we obtain (ii). We still need to proof (iv). For this to observe
that [e1ϕ(x11)e1, x11] = 0 by the Lemma 10. Since
[ϕ(x11 + x12), x11 + x12] = 0 and [ϕ(x12), x11] ∈ R 11 +R 12
and using the identities (i) and (iii) we conclude
[ϕ(x12), x11] = 0 and [e1ϕ(x12)e1, x11] = 0.
Therefore, by Lemma 8 there exists z ∈ Z(R ) such that e1ϕ(x12)e1 = ze1
that is (iv). The proof is complete.
In addition to Lemma 9 the next Lemma we showed specifically where
commuting map takes the unity of R .
Lemma 12. ϕ(1) ∈ Z(R ), and, there exists zi ∈ Z(R ) such that eiϕ(ei)ei =
ziei ∈ Z(R ii), i = 1, 2.
Proof: By Lemmas 9 and 10, we have
e1ϕ(e1)e1 = e1ϕ(1)e1 − e1ϕ(e2)e1 = (α− β)e1 = z1e1 ∈ Z(R 11)
and
e2ϕ(e2)e2 = e2ϕ(1)e2 − e2ϕ(e1)e2 = (λ− µ)e1 = z2e1 ∈ Z(R 22),
where α, β, λ, µ ∈ Z(R ) and (α− β) = z1, (λ− µ) = z2.
By Lemma 11 items (ii) and (iii) we get
[e1ϕ(e1)e1 + e2ϕ(e1)e2, x12] = −[e2ϕ(e2)e2 + e1ϕ(e2)e1, x12],
hence [ϕ(1), x12] = [ϕ(e1) + ϕ(e2), x12] = 0. Similarly, [ϕ(1), x21] = 0. It
follows that ϕ(1) ∈ Z(R ) by Lemma 7.
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And finally, the next Lemmas 13-16 tells us the behavior to the image
of Peirce’s components by commuting map.
Lemma 13. There exists z, z′ ∈ Z(R ) such that e1ϕ(e1)e1 + e2ϕ(e2)e2 −
(ze1 + z
′e2) ∈ Z(R ).
Proof: By Lemma 12 we have
e1ϕ(e1)e1 − ze1 ∈ Z(R 11) and e2ϕ(e2)e2 − z
′e2 ∈ Z(R 22).
Moreover, since ϕ(1) ∈ Z(R ) and Lemma 10 we get
e1ϕ(e1)e1x12 + x12(z
′e2) = (e1ϕ(e1)e1 + z
′e2)x12 =
(e1ϕ(e1)e1 + e1ϕ(e2)e1)x12 = x12(e2ϕ(e1)e2 + e2ϕ(e2)e2) =
x12(ze2 + e2ϕ(e2)e2) = ze1x12 + x12e2ϕ(e2)e2,
that is, [(e1ϕ(e1)e1 − ze1) + (e2ϕ(e2)e2 − z
′e2), x12] = 0 for all x12 ∈ R 12.
Similarly, [(e1ϕ(e1)e1 − ze1) + (e2ϕ(e2)e2 − z
′e2), x21] = 0 for all x21 ∈ R 21.
By Lemma 7 we conclude (e1ϕ(e1)e1 − ze1) + (e2ϕ(e2)e2 − z
′e2) ∈ Z(R ).
Lemma 14. We have [e1ϕ(xij)e1 + e2ϕ(xij)e2, xji] = 0 for all xij ∈ R ij
and xji ∈ R ji with i 6= j.
Proof: By definition of ϕ we have [ϕ(1 + x12 + x21), 1 + x12+ x21] = 0.
Using Lemmas 11 and 12 we get
[ϕ(1 + x12 + x21), 1 + x12 + x21] = [ϕ(x12), x21] + [ϕ(x21), x12],
which implies that
[e1ϕ(x12)e1 + e2ϕ(x12)e2, x21] = [e1ϕ(x21)e1 + e2ϕ(x21)e2, x12] = 0
for all x12 ∈ R 12 and x21 ∈ R 21.
Lemma 15. We have [eiϕ(xij)ei + ejϕ(xij)ej , r] = 0 for all r ∈ R and
xij ∈ R ij with i 6= j.
Proof: By Lemma 11 item (iv) we have eiϕ(xij)ei = zei and
ejϕ(xij)ej = z
′ej , where z, z
′ ∈ Z(R ). and using Lemma 14 we get
[zei + z
′ej , xji] = 0, that implies
(z′ej − zej)x · ei = 0,
for all x ∈ R . Thus by assumption of Theorem 4 we have zej = z
′ej .
Therefore
[eiϕ(xij)ei + ejϕ(xij)ej , r] = [zei + z
′ej , r] = [zei + zej , r] = [z, r] = 0
for all r ∈ R .
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Lemma 16. We have eiϕ(xii)ei = ziei+(eiϕ(ei)ei−z
′
iei)xii for all xii ∈ R ii
with zi, z
′
i ∈ Z(R ) and i ∈ {1, 2}.
Proof: Consider i 6= j with i, j ∈ {1, 2}. Let be xii ∈ R ii and xij ∈ R ij ,
by Lemma 12 and Lemma 11 item (iii), we get
0 = [ϕ(xii + xij), xii + xij ] = [ϕ(xii), xij ] + [ϕ(xij), xii].
It follow that
eiϕ(xii)eixij − xijejϕ(xii)ej − xiieiϕ(xij)ej = 0, (3)
where have used Lemma 15 and Lemma 11 item (i). By Lemma 10 to
observe that ejϕ(xii)ej = ziej with zi = zi11 + zi22 ∈ Z(R ) since
xij · (zi11 + zi22)ej = (zi11 + zi22)ei · xij
and by Lemma 11 item (ii) we have
xiieiϕ(xij)ej = xii · eiϕ(ei)eixij−xii · z
′
ieixij = xiieiϕ(ei)ei ·xij−xiiz
′
iei ·xij,
with z′i ∈ Z(R ). Hence we can write (3) as
eiϕ(xii)eixij − ziei · xij − xiieiϕ(ei)ei · xij + xiiz
′
iei · xij = 0,
that is,
(eiϕ(xii)ei − ziei − xiieiϕ(ei)ei + xiiz
′
iei)eixej = 0 for all x ∈ R .
By the assumption of Theorem 4 we get
eiϕ(xii)ei = ziei + (eiϕ(ei)ei − z
′
iei)xii.
Now we are ready to prove “(♠)⇒ (♣)” of the Theorem 4.
Prove of the Theorem 4 ((♠) ⇒ (♣)): Let us define Ξ(x) = ϕ(x) − zx
with z = e1ϕ(e1)e1 + e2ϕ(e2)e2 − (z1e1 + z2e2) ∈ Z(R ) likewise Lemma 13.
Note that ejϕ(ei)ej = ziej , with i 6= j. It is clear that Ξ is additive on R .
Now we just need to prove that Ξ(x) ∈ Z(R ). Let be x = x11+ x12+x21+
x22 ∈ R . By Lemmas 10 and 11 we have
Ξ(x) = e1ϕ(x11)e1 + e2ϕ(x11)e2 − e1ϕ(e1)e1 + z1e1x11
︸ ︷︷ ︸
∈Z(R ) by Lemma 16
+ e1ϕ(x22)e1 + e2ϕ(x22)e2 − e2ϕ(e2)e2x22 + z2e2x22
︸ ︷︷ ︸
∈Z(R ) by Lemma 16
+ e1ϕ(x12)e1 + e2ϕ(x12)e2 + e1ϕ(x21)e1 + e2ϕ(x21)e2
︸ ︷︷ ︸
∈Z(R ) by Lemma 15
+ z1e1 · x12 − x12e2ϕ(e1)e2 + z2e2 · x21 − x21e1ϕ(e2)e1
︸ ︷︷ ︸
∈Z(R ) by Lemma 7
.
Therefore the proof (♠)⇒ (♣) of the Theorem 4 is complete.
Definition 17. A nonlinear map ϕ : R → R is called anti-commuting if
[ϕ(a), b] = −[a, ϕ(b)] holds for all a, b ∈ R .
Corollary 18. Let R be a unital 2,3-torsion free alternative ring. Assume
that R has a nontrivial idempotent e1 with associated Peirce decomposition
R = R 11 ⊕ R 12 ⊕ R 21 ⊕ R 22, such that xR · ei = 0 ⇒ x = 0 (i = 1, 2).
Let ϕ : R → R be an additive map. Then the following statements are
equivalent:
(♠) ϕ is anti-commuting;
(♣) There exist z ∈ Z(R ) and an additive map Ξ : R → Z(R ) such that
ϕ(x) = zx+ Ξ(x) for all x ∈ R .
3 Application on alternative C∗-algebras
Recall that an alternative C∗-algebra U is a complete normed alternative
complex algebra endowed with a conjugate-linear algebra involution ∗
satisfying ‖a∗a‖ = ‖a‖2 for every a ∈ U . It is well known that alterna-
tive C∗-algebra admits representation as a von Neumann algebra. Let be
MU the von Neumann algebra relative alternative C
∗-algebra U . For those
readers who are not familiar with this language of alternative C∗-algebra
we recommend [15, 16]. It is shown [2] that, if a von Neumann algebra M
has no central summands of type I1 (= central abelian projection), thenM
satifies the follow assumptions
• XM· e1 = {0} ⇒ X = 0,
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• XM· e2 = {0} ⇒ X = 0.
Therefore, we have the follow result
Corollary 19. Let MU be a von Neumann algebra relative alternative C
∗-
algebra U and ϕ : MU → MU be an additive map. Then the following
statements are equivalent:
(♠) ϕ is commuting;
(♣) There exist Z ∈ Z(MU ) and an additive map Ξ :MU → Z(MU ) such
that ϕ(X) = ZX + Ξ(X) for all X ∈ MU .
Proof: Since MU has no central summands of type I1, then there
exists idempotent ei ∈ MU satisfying XMU · ei = {0} ⇒ X = 0. Now we
just need to prove eiXei ∈ Z(MU ii), there exist ejXej ∈ MU jj such that
eiXei + ejXej ∈ Z(MU ) with 1 ≤ i 6= j ≤ 2. Let be any eiXei ∈ Z(MU ii)
so by Lemma 4 in [2] there is an element Z ∈ Z(MU ) such that eiXei =
Zei. Hence there exist ejXej = ejZej ∈ MU jj such that eiXei + ejXej ∈
Z(MU ). Now, by Theorem 4, the corollary is true.
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