Abstract. Community identification is a long-standing challenge in the modern network science, especially for very large scale networks containing millions of nodes. In this paper, we propose a new metric to quantify the structural similarity between subgraphs, based on which an algorithm for community identification is designed. Extensive empirical results on several real networks from disparate fields has demonstrated that the present algorithm can provide the same level of reliability, measure by modularity, while takes much shorter time than the well-known fast algorithm proposed by Clauset, Newman and Moore (CNM). We further propose a hybrid algorithm that can simultaneously enhance modularity and save computational time compared with the CNM algorithm.
Introduction
The study of complex networks has become a common focus of many branches of science [1] . An open problem that attracts increasing attention is the identification and analysis of communities. The so-called communities can be loosely defined as distinct subsets of nodes within which they are densely connected, while sparser between which [2]. The knowledge of community structure is significant for the understanding of network evolution [3] and the dynamics taking place on networks, such as epidemic spreading [4, 5] and synchronization [6, 7] . Finding out the optimal division of communities, measure by modularity [9] , is very hard [17] , and for most cases, we can only get the near optimal division. Generally speaking, without any prior knowledge, such as the maximal community size and the number of communities, an algorithm that can give higher modularity is more time consuming [18] . As a consequence, providing accurate division of communities for a very large scale network in reasonable time is a big challenge in the modern network science. To address this issue, Newman proposed a fast greedy algorithm with time complexity O(n 2 ) for sparse networks [19] , where n denotes the number of nodes. Furthermore, Clauset, Newman, and Moore (CNM) designed an improved algorithm giving identical result but with lower computational complexity [20] , as O(nlog 2 n). In this paper, based on a newly proposed metric of similarity between subgraphs, we design an agglomerative algorithm for community identification, which gives the same level of reliability but is typically hundreds of times faster than the CNM algorithm. We further propose a hybrid method that can simultaneously enhance modularity and save computational time compared with the CNM algorithm.
The rest of this paper is organized as follows. In Section 2, we introduce the present method, including the new metric of subgraph similarity and the corresponding algorithm, as well as the hybrid algorithm. In Section 3, we give a brief description of the empirical data used in this paper. The performance of our proposed algorithms for both algorithmic accuracy and computational time are presented in Section 4. Finally, we sum up this paper in Section 5.
Method
Considering an undirected simple network G(V, E), where V is the set of nodes and E is the set of edges. The multiple edges and self-connections are not allowed.
We here propose a new metric of similarity between two subgraphs, V i and V j , as:
where e i j is the number of edges with two endpoints respectively belonging to V i and V j (e i j is defined to be zero if i = j), |V k | is the number of nodes in subgraph V k , and d i = ∑ x∈V i k x is the sum of degrees of nodes in V i , where the degree of node x, namely k x , is defined as the number of edges adjacent to x in G(V, E). The similarity here
