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In [ 1 ] J. L. Lions studied the problem of optima1 control of systems 
governed by partial differential equations, i.e., the problem of minimizing 
quadratic cost functional J under constraints defined by partial differential 
equations. In this paper we study the dual control problem with positive 
controls of the same systems in the spirit of Noble and Sewell [2] and Sewell 
[3]. We demonstrate that the optimal system of Lions minimizes the 
functional J and at the same time maximize the functional K of a dual 
problem. Basically, we adopt the saddle-point approach to duality in the 
optima1 control of distributed systems. For other approaches, one may 
consult [4-71. 
1. THE FORMALISM 
1.1 Let V and H be two Hilbert spaces on R with scalar products 
c.7 *>v, (-3 .)H, respectively (we drop the suffix V or H when there is no 
ambiguity.) H will be identified with its dual space. We assume that VC H 
and that the injection of V into H is continuous and V is dense in H. Write 
I” for the dual space of I’. H will be identified with a subspace of I” and we 
have 
VcHc V’. 
Let (f, v) denote the scalar product betweenfE V’ and u E V (this coincides 
with the scalar product in H iffE H). 
1.2. Let I(y, U, p) be a (Gateau) differentiable functional in three 
variables y, U, p in a real Hilbert vector space T. In the notation of Noble 
and Sewell [2] the members of a typical pair of values of the vector y will be 
denoted by y, and y- , and the difference y, - y- is denoted by A,, . We use 
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the same notation for ZJ and p. However, AZ denotes, Z(y+ , u, , p,) - Z(y- , 
u p-). 
(YIY 
We write B,Z+ for the value of the (Gateau differential) aZ/ay at 
U, , p,). We use similar notations for “-” and other variables. 
We quote the following lemma from Noble and Sewell [2, Sect. 51. 
LEMMA 1. Notations as above. Z is convex with respect to y and u and 
concave with respect to p if and only if 
AZ > (a&, Ay) + (a,Z- , Au) + &Z+ 3 AP). 
1.3. Let JJ be a bounded open set in R” such that its closure fi is a 
compact manifold with boundary Z which is an (n - l)-dimensional smooth 
manifold (Lions and Magenes [8, Chap. 1, Sect. 1 I). For T > co, we put 
Q=JJ x 10, T[ and X=Zx IO, T[. 
We shall consider problems with control u in a real Hilbert space % which 
is usually L*(0) or L’(Q). The set of admissible controls Pa/ad is a closed 
convex cone in P with vertex at 0. We shall abuse notation: we write u > 0 
for uEP~/,,. 
1.4. We shall use the same notations for Sobolev spaces as in Lions 
[I]. If V is a Hilbert space, we write L*(O, T, V) for the space (of 
equivalence class) of functions defined on IO, T[ with values in I/ such that 
2. CONTROL OF ELLIPTIC SYSTEMS 
2.1. Set V= H#2), H= L*(R). Let A be the second-order elliptic 
operator 
that is, 
aij, a, E Lm(Q), 
i$ 1 aij(x) rirj > a(r: + ...+ rf), a > 0 almost everywhere in a, 
so(x) > a almost everywhere. 
Let A*: V+ V’ be the adjoint of A. 
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Let the space of controls P be L’(R). Define the set of admissible 
controls by 
S?a/ad = {u: u 2 0 almost everywhere in 0). 
The state (resp. the adjoint state) of the system is denoted by y(u) E V 
(resp. p(u) E H’(R)), u E P’; both y(u) and p(u) are functions of x E 0. 
2.2. Let Z(y, u,p) be a differentiable functional which is convex in 
y, u and concave in p. We consider the problem defined by the following 
conditions: 
(a> u>o 
1 
/&Lu 
3P 
in 52, 
in Q, 
Ylr=O (i.e., y(u) = 0 on Z), 
(2.1) 
(2.2) 
(2.3) 
in Q, (2.4) 
in .R, (2.5) 
(2.6) 
(y) u ,+g =o 
c 1 
in R. (2.7) 
LEMMA 2. Let (y,, u+,p+ ) be a solution of the conditions labelled (a) 
(i.e., (2.1) to (2.3)) and (y-, u-, p_) be a solution of the full problem (i.e., 
(2.1) and (2.7)). Then 
AZ > @,Z,P), 
that is, 
~(Y+,~+~P+)--l(Y-~u-9P-) 
2 (qJ+,P+)- (a&P-). 
Proof. (i) We have, by (2.4) and definition of adjoint, 
(a,z-JY)=(~Y+,P-)-(-kA). 
(ii) Next we apply (2.1) to get 
(a,z-,~Y)+(~,~+,~P)=(~+,P-)-(~Y-~P-)+(~,~+~P+). 
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(iii) Using (2.7) we get 
@,Z- , Au) = (24 +,a,z->+ (u-,P-1. 
(iv) Adding we get 
@L, AY) + @Z+ 7 AP) + p,z- 3 Au) 
=(u+,p- +a,z->-(Ay- --u-,P-)+ (qJ+,P+> 
>-@LPJ f (q?Z+,P+). 
We have made use of (2.1) and the fact that (u, , p_ + a,Z-) > 0 because of 
(2.2) and (2.5). 
(v) Lemma 2 now follows immediately from Lemma 1. 
COROLLARY 3. L\et J= Z - (a,Z, p). In the notation of Lemma 2, we 
have 
We see from the corollary above that the minimum of the functional J 
with respect o the solutions of the conditions (a) is furnished by a solution 
of the full problem. 
LEMMA 4. Let ( y -, u _ , p-) be a solution of the conditions labelled (/I) 
(i.e., (2.4) to (2.6)) and (y+ , u+ , p,) be a solution of the full problem (i.e., 
(2.1) to (2.7)). Then 
that is, 
AZ 2 4a,w + 4a,z, ~1, 
Z(Y+,U+,P+)--l(Y-,U-,P-) 
2 (a,z+ ,y+) - (aYz-,y-) t (a,z+, u+) - (a,z- ,y-1. 
Proof (i) We have, by (2.1) and the definition of adjoint, 
(a,z+,~,~=~~*p+,~+~-(~*p-~Y+)-(~+~p+)-(~+~p~)~ 
and then we make use of (2.4) and (2.7) to obtain 
(a,z+,d,)=(a,z+,y+)-(A*p-,y+)+(a,z+,u+)+(U+,p-). 
(ii) Next we apply (2.4) to get 
(a,z-,dy)=(A*p-,Y+)-(a,z-,y-). 
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(iii) Now adding we get 
(L$Z+ ) dp) + (a,L 3 AY) + (4L 3 Au) 
=d(a,z,y)+d(a”z,u>+ (U+,P- +auz-)* 
(iv) Since by (2.2) and (2.5) the last term of the above formula is >O, 
we get Lemma 4 from Lemma 1. 
COROLLARY 5. Let K = Z - (ayZ, y) - (a,Z, u). Then in the notation of 
Lemma 4, we have 
K(Y+,u+,P+)>K(Y-,u-,P-). 
We see from the corollary above that the maximum of the functional K 
with respect to the solutions of the conditions (/I) is furnished by a solution 
of the full problem. 
LEMMA 6. Suppose (y,,, u,,p,) is a solution of the full problem defined 
by the conditions (2.1) to (2.7) then 
ProoJ: We add (2.7) to J(y,, u,,p,) to get 
By taking adjoint and using (2.4) we see that 
(~Y,,P,)= ($(YW %~PO)~YO) * 
Now the lemma follows. 
In the notation of Lemma 6, we can summarize the situation by the 
equations, for some y,, uO,pO, 
f”fJ=J(~,,u,,~,)~K(y,,u,,p,)=s~~K. a 
2.3. Suppose we are given now an f E V’ = H-‘(a), a positive 
definite Hermitian operator IV: Z! -+ Z! such that 
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and an element zd E H. We let I be the functional 
Z(Y, U,P> = j f-pdx + i II Y - zd, + f(Nw U>Y- 
ll (23) 
Clearly I is a differentiable functional convex in y, u and concave in p. 
Simple calculations give 
J(u)=+j (y(u)-~~(x))~dx+fjaNu(x)u(x)dx (2.9) 
0 
and 
K(u)=fj (y-~~)*dx+jofpdx-f(Nu,u), 
a 
- I Y(Y - d dx R 
(2.10) 
=-? ’ a(~--z,)(~+z,)dx-f(Nu,u), I 
+ fpdx. 
I a 
The system (2.1) to (2.7) is now 
1 
Ay(u) -f = u in a, 
(a> 24 > 0 almost everywhere in .R, 
Y(U) = 0 on r, 
in 52, (2.11) 
almost everywhere in 0, 
on r, 
(1’1 4~ + Nu) = 0 in R, 
The results may now be summarized in 
THEOREM 7. (i) The optimal control u,, for the cost function J (given by 
(2.9)) of the elliptic system (governed by (2.1 l(a)) is given by a solution of 
the full system (2.11). 
(ii) Subject to the conditions (2.11(13)), the functional K given by 
(2.10) attains maximum at a point u,, which is a solution of the full system 
(2.11). (This is a “dual problem” to (i).) 
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(iii) The minimum of J subject o (2.11 (a)) is equal to the maximum of 
K subject (2.11 (J3)); and that both minimum and maximum are furnished by 
a solution of the full system (2.11). 
3. CONTROL OF PARABOLIC SYSTEM 
3.1. Set V=H@), H=L*(fi). For UPHELD such that 
almost everywhere in Q, let A(t) be the operator 
A(t) 5 “(aij$) 
ij=l axi I 
with y E L ‘(0, T; V). Let 67 denote the operator d/at + A(t). 
Let the space of controls Z! be L’(Q); we identify Z?’ with Z!. Put 
Z!a%ad = {V E %: u > 0 almost everywhere in Q} 
and we use y, p to denote the state, adjoint state in L*(O, T; V) and H’%‘(Q), 
respectively. 
3.2. Let I( y, u,p) be a differentiable functional which is convex in 
y, u and concave in p. Given y” E H, we want to consider the problem 
defined by the following conditions: 
(a> 
in Q, (3-l) 
in Q, (3.2) 
ye, 0; u> = Y”(X), (3.3) 
in Q, (3.4) 
in Q, (3.5) 
P(X, q = 0, (3.6) 
(y) u (p+f) =0 inQ. (3.7) 
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LEMMA 8. (i)Let (JJ+, u,, p+ ) (resp. (y- , u-, p-)) be a solution of the 
conditions (3.1) to (3.3) (resp. (3.1) to (3.7)). Then 
(ii) Let (y-, u-, p-) (resp. (y,, u+, p,)) be a solution of the 
conditions (3.4) to (3.6) (resp. (3.1) to (3.7)). Then 
where 
Ab = 
I 
y”(x)(p+(x, 0) -P-(X, 0)) &. 
0 
ProoJ The proof runs parallel to that of Lemmas 2 and 4, with the 
exception that when taking the adjoint, we have to make use of the boundary 
conditions (3.3), (3.6) and Green’s formula in the form 
F-Y, P> - ( y, g *PI 
=i, (Yb T)P(-% T)-y(x,o)~(.u,O))dx-Ix [-$p-y$) do, 
where alavA, i3/avA* are boundary operators (see Lions and Magenes [8, 
Chap. 2, Sect. 21 and Lions [l, Chap. I, Sect. 3, Chap. III, Sect. 91). 
LEMMA 9. (i) Let J = I - (a,I,p). Then in the notation of Lemma 8(i), 
we have 
(ii) Let 
J(Y+,P+, ~+)>J(Y-,P-, u-1. 
K=Z-(a,z,y)-(a,l.u)+I Y0(4PdX* 
D 
Then in the notation of Lemma 8(ii) we have 
K(Y+ 3 P+ 3 u+)>Kk, u-,P-1, 
(iii) Suppose (y,, uo, p,) is a solution of the full problem defined by 
the conditions (3.1) to (3.7). Then 
J(Y,, ~0, ~0) = K(Y,, ~0, PO>, 
Proof: Same as that of Corollaries 2 and 5 and Lemma 6. 
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We summarize the situation by writing 
pfJ=J(y,, u,,P,)=K(Y,,u,,P,)=“~~e”. a 
3.3. Suppose we are now given fE L*(O, T; V’), y” E H, zd E H and 
a hermitian operator N: Z! + 2Y such that 
Then simple calculations give 
J(u) = f 11 y@> - zdl,;2(Q) + f@k ‘1% 
and 
+ 
i 
Y’(x)P(x, 0) dx. 
n 
The conditions (3.1) to (3.7) become 
( 
$+A(f)y-f--u in Q, 
(a) u>o 
i 
in Q, 
yl,=O, y(x, 0; u> = Y”(X), 
-$+x‘i(f)*p=y-r, in Q, 
c/3) P+Nu>O, 
i Plr = 09 P(X, T) = 0 in Q, 
(Y) u(p+Nu)=O in Q. 
We have 
THEOREM 10. (i) The optimal control u. for the cost function J (given 
(3.8) 
(3.9) 
(3.11) 
409/104/l-II 
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by (3.9)) of the parabolic system (3.1 l(a)) is given by a solution of the full 
system (3.11). 
(ii) Subject to the conditions (3.1 I@)) the functional K given by (3.10) 
attains maximum at a point u,, which is a solution of the full system (3.11). 
(iii) The minimum of J subject to (3.11 (a)) is equal to the maximum of 
K subject to (3.1 I@?)); and that both minimum and maximum are furnished 
by a solution of the full system (3.11). 
4. CONTROL OF HYPERBOLIC SYSTEM 
4.1. The situation is completely analogous to that of Section 3. We 
use the same V, H, Z! and kYa/ad. A(t) is defined in the same way, but we 
require in addition that atj = aji for all i, j. The operator K is now 
c?/&’ + A(t) [ 1, p. 2951. 
4.2. Again I(y, U, p) is a differentiable functional which is convex 
in y, u and concave in p. This time we are given y” E V, yr E H and we want 
to consider the following system: 
\ PIE = 0, P(-& r> = 0, 
in Q, 
in Q, 
!$x,o;u)=Y1(x~, 
in Q, 
in Q, 
g (x, 0) = 0, 
in Q. 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
We can prove the same results as Lemmas 8 and 9 if we replace Ab by 
~o~,,,(~(x,~-~(x.T)) dx 
+ 1 ~Y’(x)(P+(x, 0) -P-(X, 0)) dx 
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and replace K by 
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K=I-(a,I,y)-(a,I,U)+( y(X,~~(X,T)+J’l(x)P(x,o)dx 
n 
and use Green’s formula in the form 
4.3. With zd, I and J, similar to those in Section 3.3, 
fE L *(O, T, H) and replace K by 
+ Y(X, r) ; (x, r> +Y’(x)P(x, 0))dr. (4.8) 
We see immediately that the system (4.1) to (4.7) becomes 
in Q, 
in Q, 
f$x,O)=yl(x), 
in Q, 
in Q, 
z (x, 0) = 0, 
(4.9) 
(Y) U(P + Nu) = 0 in Q. 
For the hyperbolic system (4.9) one can state a dual optimality result 
similar to Theorem 10. We shall omit the details. 
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5. UNCONSTRAINED CONTROLS 
In the case when %&, = %‘, i.e., the control is unconstrained, (2.1)-(2.7) 
reduce to a more symmetric form [ 1, p. 52.1: 
(y) u=-N-’ P* 
Direct application of results in [2] gives a duality result similar to 
Theorem 10 above with 
I(y,p)=j fpdx+fj (y-ZJdX-$ j N-‘p2dx, 
n R R 
J(P) = 4 i, (y - zJ2 dx + ; I, N- ‘p2dx, 
K(y)=-fj 
R 
(N-1p2+y2-z;)dx+j j-pdx. 
R 
Parallel remarks can be made about the parabolic and hyperbolic cases. 
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