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a b s t r a c t
An expression such as ∀x(P(x) ↔ φ(P)), where P occurs in φ(P), does not always define
P . When such an expression implicitly defines P , in the sense of Beth (1953) [1] and Padoa
(1900) [13], we call it a recursive definition. In the Least Fixed-Point Logic (LFP), we have
theories where interesting relations can be recursively defined (Ebbinghaus, 1995 [4],
Libkin, 2004 [12]). We will show that for some sorts of recursive definitions there are
explicit definitions on sufficiently strong theories of LFP. It is known that LFP, restricted to
finite models, does not have Beth’s Definability Theorem (Gurevich, 1996 [7], Hodkinson,
1993 [8], Dawar, 1995 [3]). Beth’s Definability Theorem states that, if a relation is implicitly
defined, then there is an explicit definition for it. We will also give a proof that Beth’s
Definability Theorem fails for LFP without this finite model restriction. We will investigate
fragments of LFP for which Beth’s Definability Theorem holds, specifically theories whose
models are well-founded structures.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In the semantic definition of a logical system, models give interpretations to the symbols and sentences of the language
according to rules which determine the logic. When a set of sentences, sayΦ , in which a symbol P occurs, is such that there
is a unique interpretation of P which satisfies Φ if the interpretation of the other symbols is fixed, we say that Φ implicitly
defines P . Without loss of generality, suppose P be a relation symbol. An expression like
∀x(P(x)↔ ψ(x)), (1)
where P does not occur inψ(x) is an explicit definition for P . We call P(x) the definiendum (the symbolwhich is being defined)
andψ(x) the definiens (the expression whose meaning is being assigned to the defined symbol). If an explicit definition, say
(1), is logically implied byΦ , we say that (1) is an explicit definition for the symbol P in the set of sentencesΦ in the underlying
logic.
An implicit definition axiomatizes a special class of models, namely, a P-defined class of models for some relation symbol
P (see Definition 1). In the class of models of a theory which implicitly defines a symbol of the language, if two models on
the same domain give the same interpretation to the other symbols, then they give the same interpretation to the defined
symbol.
In [13], Padoa showed thatwhen an explicit definition for a symbol is a logical consequence of a set of first-order sentences
Φ , such symbol is implicitly defined by Φ . The so-called Padoa’s Method is then used to show that an expression like (1)
cannot be proved from a theory Φ which does not implicitly define the relation symbol P . In [1], Beth proved that, in first-
order logic, the converse also holds. That is, whenever a first-order theory implicitly defines a relation symbol, then there is
a first-order explicit definition for the defined symbol. This result is called Beth’s Definability Theorem.
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In Computability Theory and in Mathematics it is common to introduce functions or relations through recursive
statements. A recursive statement is an expression like
∀x(P(x)↔ ψ(P, x)), (2)
similar to (1), but where the symbol on the left-hand side of the biconditional appears in the expression on the right-hand
side. When a new symbol P is introduced in a theory, say Φ , through a recursive statement we say that Φ was extended by
a recursive statement about P . If such a recursive statement together with Φ implicitly defines P , we call such statement a
recursive definition for P inΦ and say thatΦ was extended by a recursive definition for P .
Sometimes, a recursive statement is not a recursive definition. Consider, for instance, the first-order theory ThFO(N)
consisting of the first-order sentences which hold in the standard model N = (N, σN, 0N) of the natural numbers with the
zero (0N) and the successor function (σN). Let σ and 0 be the function and constant symbols which represent the successor
function σN and the natural number 0N, respectively, in the language. If one aims to introduce a new function symbol, say
+, in the theory ThFO(N) by adding the axioms1
∀x(+(x, 0) = x),
∀x∀y(+(x, σ (y)) = σ(+(x, y))), (3)
one can see that the symbol+will not be implicitly defined. This is due to the fact that the theory ThFO(N) has nonstandard
models, that is, ThFO(N) has models not isomorphic to N. To see that, consider the structureM = (M, σM, 0M) obtained
from the disjoint union of N and a structure Z′ = (Z ′, σ Z′ , 0Z′) isomorphic to the standard model Z = (Z, σ Z, 0Z) of the
integer numbers with the zero element 0Z and the successor function σ Z and such that Z ′ ∩ Z = ∅.2 The domainM ofM is
equal to N ∪ Z ′.M ∩ N is called the standard part ofM and an element inM ∩ N is a standard element ofM, andM ∩ Z ′ is
called the nonstandard part ofM and an element inM∩Z ′ is a nonstandard element ofM. The constant 0M is equal to 0N. The
successor function σM behaves exactly as σN on the elements ofM ∩ N and like σ Z′ onM ∩ Z ′. It is known that a structure
likeM is a model of ThFO(N).3 Now, consider two expansionsM′ = (M,+M′) andM′′ = (M,+M′′) ofM, where the two
binary relations +M′ and +M′′ are defined as follows. First, let +N be the usual addition operation of the natural numbers
and+Z′ the usual addition operation of Z′. Let n denote the term
σ · · · σ  
n
0,
and nN and nZ′ the elements assigned to n by N and Z′, respectively. Let a, b ∈ M . We define+M′ as:
+M′(a, b) = a+N b, if a, b ∈ N,
+M′(a, b) = a+Z′ b, if a, b ∈ Z ′,
+M′(a, b) = nZ′ +Z′ b, if a ∈ N , nN = a, and b ∈ Z ′,
+M′(a, b) = a+Z′ nZ′ , if a ∈ Z ′, b ∈ N and nN = b;
(4)
and+M′′ as:
+M′′(a, b) = a+N b, if a, b ∈ N,
+M′′(a, b) = a+Z′ b, if a, b ∈ Z ′,
+M′′(a, b) = σ Z′nZ′ +Z′ b, if a ∈ N , nN = a, and b ∈ Z ′,
+M′′(a, b) = a+Z′ nZ′ , if a ∈ Z ′, b ∈ N and nN = b.
(5)
The relations +M′ and +M′′ behave like the usual addition operations +N and +Z′ on the standard part and the
nonstandard part, respectively, of bothM′ andM′′. The relation +M′ maps a pair composed of a standard natural number
a = nN – an element of N – and an integer number b – an element of Z ′ – as the sum of the integer number b and the integer
number nZ′ corresponding to a in Z′. The same applies for the case in which+M′ maps a pair composed of an integer and a
natural, mutatis mutandis. The third clause of (5) differs +M′′ from +M′ . The behavior of +M′′ in this case is similar to that
of+M′ , but differs by making a shift on the value of+M′(a, b) by one – or by σ Z′ , if one prefers –, that is, if a is standard and
b is nonstandard, then
+M′′(a, b) = σ Z′ +M′ (a, b).
It is not difficult to see thatM′ andM′′ satisfy (3).
1 Note that the two sentences in (3) can be put in the form of a recursive statement as (2) if we use a ternary relation symbol+(x, z, w) instead of the
binary function+(x, z). In this case, the sentences in (3) can be replaced with the following recursive statement:
∀x∀z∀w(+(x, z, w)↔ (z = 0 ∧ w = x) ∨ ∃y(z = σ(y) ∧ ∃u(+(x, y, u) ∧ w = σ(u)))).
2 We use a structure Z′ isomorphic to Zwith Z ′ ∩ Z = ∅ to avoid the fact that the set of natural numbers is a subset of the set of integer numbers.
3 In [5, Chapter XI, page 184], Ebbinghaus et al. give an axiomatization for ThFO(N) from which it can be easily checked thatM is a model of ThFO(N).
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AsM′ andM′′ are expansions ofM, both are models of ThFO(N). Also,M′ andM′′ give the same interpretation to the
symbols other than+, namely, σ and 0. ButM′ andM′′ differ on the interpretation of the symbol+ by definition. It follows
that the sentences in (3), together with ThFO(N), do not implicitly define the relation symbol+.
An alternative proof can be done by using the fact that the structureM has a suitable non-trivial automorphism, as we
show below. Let π : M → M be defined as:
π(a) = a, if a ∈ N,
π(a) = σ Z′a, if a ∈ Z ′. (6)
It is easy to see that π is a non-trivial automorphism ofM. Based on π , we can construct an expansionM′′′ = (M,+M′′′) of
Mwhere+M′′′ : M2 → M is defined as:
+M′′′(a, b) = c iff +M′ (π−1(a), π−1(b)) = π−1(c).
Let +M′(a, b) = c. It follows that +M′(π−1(π(a)), π−1(π(b))) = π−1(π(c)) and +M′′′(π(a), π(b)) = π(c). Hence, we
have
π(+M′(a, b)) = π(c) = +M′′′(π(a), π(b)).
Hence, π is an isomorphism betweenM′ andM′′′. It follows thatM′ andM′′′ satisfy the same formulas, and in particular
(3). Besides this, both structures have the same domain and agree on the interpretation of the symbols in {0, σ }. However,
it can be easily checked that +M′ ≠ +M′′′ . This alternative proof is stronger, since it shows that, even if we add to (3) any
other addition property which is satisfied byM′, we cannot implicitly define+.
Some logical systems more powerful than first-order logic can express the class of structures isomorphic to N, as, for
instance, the second-order logic or the Least Fixed-Point Logic [4,12,2]. Since the standard model of the natural numbers
N admits only one expansion to a model of (3) – this can be proved by a simple induction on the natural numbers – the
recursive statement (3) is a recursive definition for+ in the theory of N in these logical systems.
The Least Fixed-Point Logic (LFP) has a syntactic construct which allows one to write expressions that are interpreted as
the least fixed-point of somemonotone operators obtained from positive formulas (see the next section). Beth’s Definability
Theorem does not hold for LFP when we restrict its semantics to finite models only [7,8,3].
We are particularly interested in the problem of discovering fragments of LFP which have a form of Beth’s Definability
Theorem, that is, forwhich implicitly defined symbols have explicit definitions.More specifically,wewould like to determine
under which conditions a recursive definition has an explicit definition in LFP. In Section 2, we introduce some notation and
precisely state the basic concepts. In Section 3, we discuss the failure of Beth’s Definability Theorem for LFP restricted to
finite models and show how the finite models restriction can be easily avoided. In Section 4, we prove the main result of
this paper regarding the explicit definability of recursive definitions (see Definition 5): we show that some sorts of recursive
definitions in LFP theories whose models are well-founded structures have explicit definitions in LFP. This result extends
that of [6], which was restricted to well-ordered structures, a particular case of well-founded structures. In Section 5, we
conclude with a review of our results.
2. Preliminaries
In this section, we briefly present the notation used throughout the text. Details can be found in [5].
A symbol set is a set containing constant, function and relation symbols. Amathematical structure on a symbol set S (or an
S-structure) is a pair A = (A, ρ), where A is a set called the domain of A and ρ is a function that assigns to each symbol s
in S its interpretation sA by A, that is, to each n-ary relation symbol P in S a subset PA ⊆ An, to each n-ary function symbol
f in S an n-ary function f A : An → A and to each constant symbol c in S an element cA of A. We use Fraktur capital letters
(A,B, . . .) to denote structures and the corresponding Roman capital letters (A, B, . . .) for their domains. Let A be an S-
structure, A′ be an S ′-structure and S ⊆ S ′. We say that A is an S-reduct (or simply a reduct) of A′ iff A = A′ and sA = sA′ for
each s ∈ S. We also call A′ an S ′-expansion (or simply an expansion) of A.
A formula written with the symbols of a symbol set S is called an S-formula and the set of all S-formulas of a logic L is
denoted by LSL. We suppose that the symbol= is in all languages and is interpreted by every logic studied here as the usual
identity relation. Let φ(X, x) be an S-formula for some symbol set S and with relation variables X = X1, . . . , Xn possibly
occurring free in φ(X, x) and variables x = x1, . . . , xm possibly occurring free in φ(X, x). When we write φ(X, x), it does
not mean that all the variables in x or X occur in φ(X, x), but they are important in the corresponding context. Let A be an
S-structure. Let X = X1, . . . ,Xn be a tuple of relations on A such that the arity of Xi is equal to the arity of the relation
variable Xi, 1 ≤ i ≤ n. Let a = a1, . . . , am be a tuple of elements of A. We write
tA[a]
to refer to the element which interprets the term t in Awhen a is assigned to the variables of t and we write
(A,X) |H φ(X, x)[a]
to say that the S-structure A satisfies the formula φ(X, x), if the values Xi and aj are assigned to the free variables Xi and xj,
1 ≤ i ≤ n, 1 ≤ j ≤ m, respectively.
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In order to introduce the Least Fixed-Point Logic, we will need the following definitions. Let A be a set and n be a natural
number. An operator on An is a function Ψ : ℘(An) → ℘(An). A set X ⊆ An is a fixed-point of Ψ iff Ψ (X) = X. An operator
Ψ is said to be monotone iff, for each X ⊆ An and Y ⊆ An, if X ⊆ Y then Ψ (X) ⊆ Ψ (Y). The Knaster–Tarski Theorem [14]
assures that any monotone operator Ψ : ℘(An) → ℘(An) has a least fixed-point, that is, a fixed-point which is a subset of
all fixed-points of Ψ . We write lfp(Ψ ) to refer to the least fixed-point of a monotone operator Ψ . Given an S ∪ {X}-formula
φ(X, x, y) of, for instance, first-order logic, such that X is an n-ary relation symbol and the free variables of φ(X, x, y) are
among x = x1, . . . , xn and y = y1, . . . , ym, an S-structure A and a tuple b ∈ Am of elements in A, we can define an operator
Ψ
φ(X,x,y)
b
(X) = {a ∈ An|(A,X) |H φ(X, x, y)[a, b]}. (7)
If b is the empty sequence ∅, we eliminate the subscript in (7).
A formula φ(X, x) is positive in X iff any occurrence of the relational symbol X in φ(X, x) is within the scope of an even
number of negations (considering only the connectives ∧, ∨, ¬ and the existential (∃) and universal (∀) quantifiers). If
φ(X, x) is positive in X , the operator Ψ φ(X,x) is monotone. The Least Fixed-Point Logic is the extension of first-order logic by
adding the following rule to the calculus of formulas:
φ(X, x)
[lfpX,x φ(X, x)](t) ,
where X is an n-ary relation variable, φ(X, x) is positive in X , x is an n-tuple of variables and t is an n-tuple of terms of the
language.We call a formula of the form [lfpX,x φ(X, x)](t) an lfp-formula. The relation variableX is bound in [lfpX,x φ(X, x)](t).
The satisfiability relation |H between structures and lfp-formulas is defined as:
A |H [lfpX,x φ(X, x)](t)[b] iff tA[b] ∈ lfp(Ψ φ(X,x)b ). (8)
We will precisely state the definitions4 of implicit definition, explicit definition and recursive definition below. First, let
us introduce the definition of P-defined class of structures.
Definition 1 (P-Defined Class of Structures). A class C of S ∪ {P}-structures is P-defined iff, for each A ∈ C andB ∈ C with
the same domain A = B and sA = sB for each s ∈ S, we have PA = PB.
We introduce the definition of implicit definition using the concept of P-defined class of structures.
Definition 2 (Implicit Definition). A setΦ of S ∪{P}-sentences implicitly defines (or is an implicit definition for) P iff the class
Mod(Φ) of the S ∪ {P}-structures which satisfies every formula inΦ is P-defined.
The definitions of explicit definition, recursive statement and recursive definition are stated below.
Definition 3 (Explicit Definition). A sentence of the form
∀x(P(x)↔ φ(x))
where P does not occur in φ(x) is an explicit definition for P . If Γ |H ∀x(P(x) ↔ φ(x)) then we say that it is an explicit
definition for P in Γ .
Definition 4 (Recursive Statement). An S ∪ {P}-formula of the form
∀x(P(x)↔ φ(P, x))
where P occurs in φ(P, x) is a recursive statement about P .
Definition 5 (Recursive Definition). Given a set Φ of S-sentences, a recursive statement ψ = ∀x(P(x) ↔ φ(P, x)) about P
such that Φ ∪ {ψ} implicitly defines P is a recursive definition for P in Φ . We call the theory Φ ∪ {ψ} an extension of Φ by
a recursive definition for P . If the recursive statement ψ implicitly defines P in the empty theory ∅, we just say that ψ is a
recursive definition.
Beth showed the following theorem about first-order logic in [1], which is the converse of Padoa’s Theorem:
Theorem 1 (Beth’s Definability Theorem). If a set Φ of sentences of first-order logic implicitly defines a relation symbol P, then
there is an explicit definition ∀x(P(x)↔ ψ(x)) such that
Φ |H ∀x(P(x)↔ ψ(x)).
4 In the same sense that, in Mathematical Logic, a theorem about a logical system is called a metatheorem, we call metadefinitions those definitions
made in the metalanguage level in order to differ from the object-language definitions. We prefer, however, to use the term definition here for both the
metalanguage and object-language cases, for the sake of notational simplicity, whenever the context makes clear which one is the case.
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In the following section, we discuss the failure of Beth’s Theorem in LFP.
3. The failure of Beth’s Theorem in LFP
It is known that LFP restricted to finite models does not have Beth’s Definability Theorem [7,8,3]. Using a cardinality
argument, we can also easily show that Beth’s Definability Theorem does not hold for LFP without this restriction to finite
models.
Theorem 2. There is a set Φ of LFP sentences which implicitly defines a unary relation symbol P for which there is no explicit
definition ∀x(P(x)↔ φ(x)) such thatΦ |H ∀x(P(x)↔ φ(x)).
Proof. Let S = {0, σ } be a symbol set containing a constant symbol 0 and a unary function symbol σ . Let φ0,σ be the
conjunction of the following sentences:
∀x(¬(σ (x) = 0)) (9)
∀x∀y(σ (x) = σ(y)→ x = y) (10)
∀x[lfpY ,y (y = 0) ∨ ∃z(Y (z) ∧ y = σ(z))](x). (11)
Sentence (9) states that 0 has no predecessor, (10) states that σ is injective and (11) says that any element in a model is
either 0 or can be reached by finitelymany applications of σ from 0. To see this, let α(Y , y) = (y = 0)∨∃z(Y (z)∧y = σ(z)).
Let A be a model of φ0,σ and Ψ α(Y ,y) be the monotone operator induced by α on A. It is clear that any fixed-point of Ψ α(Y ,y)
must contain 0A and be closed under applications of the function σA. It can be easily shown, by induction on the natural
numbers, that lfp(Ψ α(Y ,y)) is exactly the subset of A which contains 0A and the elements of A obtained from 0A by finitely
many applications of the σA function. It follows that A is isomorphic to the structure N = (N, 0, σ ) of the natural numbers
with zero and the successor function. Hence, φ0,σ axiomatizes the class of models isomorphic to N. Now, let C ⊆ N . Let
T (C) = {n = σ · · · σ  
n
0|n ∈ C} be a set of terms. Let
Γ (C) = {φ0,σ } ∪ {P(t)|t ∈ T (C)} ∪ {¬P(t)|t ∉ T (C)}.
Since the models of φ0,σ are isomorphic to N, Γ (C) always implicitly defines P for any C ⊆ N . Suppose that C ⊆ N and
C ′ ⊆ N and there are explicit definitions ∀x(P(x) ↔ ψ(x)) and ∀x(P(x) ↔ ψ ′(x)) for C and C ′, respectively. As P does
not occur in ψ or ψ ′, if ψ = ψ ′, then C = C ′. As the symbol set S is finite, there are only countably many formulas in
the language LSLFP of the Least Fixed-Point Logic with the symbol set S, that is |LSLFP | = |N|. It follows that there are at most
countably many different explicit definitions for P . As the cardinality of the power set ℘(N) of N is strictly greater than the
cardinality ofN , there is at least oneΓ (C) – actually, there are uncountablymany –which implicitly defines P , but for which
there is no explicit definition. 
Theorem 2 uses the fact that many C ⊆ N are infinite. In fact, when C is finite, the following explicit definition is an
explicit definition for P in Γ (C):
∀x

P(x)↔

n∈C
(x = n)

.
One could askwhether there is a finite set of LFP-sentences which implicitly defines a symbol P of the language for which
there is no explicit definition. In [7], Gurevich and Shelah showed a classM of finite structures called oddmultipedes inwhich
no linear order, total on the domain of an oddmultipede, can be explicitly defined by a formula in Lωω1ω , the extension of first-
order logic by allowing countable conjunctions and disjunctions and a finite number of distinct variables in the formulas
[4,8]. They also showed thatM is the class of the finitemodels of a single first-order sentenceµ [7]. Below,we define the sort
of structures we call multipedes for the reader convenience. In [7], multipedes are defined through a series of definitions.
We will show the definition used in [3], since it is equivalent to that of [7] and it is given entirely in a single definition.
Definition 6 (Multipedes, [3]). A structure (U,≺, L,H1,H2, ε) is called a multipede if U , the universe, can be partitioned in
three sets S, F and P such that≺ is a linear order on S; L ⊆ F × S is such that for each f ∈ F there is exactly one s ∈ S with
(f , s) ∈ L and for each s ∈ S there are exactly two elements f and f ′ in F such that (f , s) and (f ′, s) are in L (s is called a
segment and f and f ′ the feet of s); there is a bijection between P and the powerset of S and ε ⊆ S × P is the corresponding
membership relation; H1 ⊆ S3 is such that if (s1, s2, s3) ∈ H1, then s1 ≠ s2 ≠ s3 and all permutations of (s1, s2, s3) are in
H1; H2 ⊆ F 3 is such that for each triple in H2, the triple of corresponding segments is in H1 and, for each h in H1, there are
exactly four triples out of the eight which can be formed choosing one foot from each segment in h and these four triples
are such that each can be obtained from any other by exchanging the feet of exactly two segments in h.
A multipede is odd iff for every non-empty subset X of S there is an h ∈ H1 such that either h ⊆ X or |X ∩ h| = 1.
Since for each LFP formula there is an Lωω1ω formula with the same finite models [4,8], no linear order can be explicitly
defined inM by an LFP formula. An important feature of the multipedes is that there is a proper subset of its domain, the
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spine S, which is linearly ordered by the binary relation≺, and when the spine is finite the multipede is finite too [8]. In [3],
Dawar et al. showed that a linear order can be implicitly defined in the class of the odd multipedes by a single first-order
sentence. It follows that Beth’s Theorem does not hold for Lωω1ω restricted to finite models and, hence, it does not hold for
LFP with finite models either. In [8], Hodkinson showed that the finite model restriction can be avoided for Lωω1ω . Hodkinson
showed that the example of Gurevich and Shelah can also be usedwithout the finite models semantics restriction by forcing
such condition through an Lωω1ω sentence. Hodkinson uses the already mentioned facts that, (i) if the spine of a multipede is
finite, then the multipede is finite too, and (ii) that the spine is linearly ordered by a relation≺. We can do the same for LFP.
We will show that there is a sentence of LFP which forces the spine of a multipede to be finite.
Lemma 3. There is an LFP-sentence which states that the linear order≺, which represents the spine of a multipede, is finite and,
hence, the whole multipede is finite.
Proof. Consider the following formulas of LFP where ≺ is intended to be a strict linear ordering of a subset of the domain
of a model:
L(x) = ∀y(x ≺ y ∨ x = y),
G(x) = ∀y(y ≺ x ∨ x = y),
S(x, y) = ∀z(x ≺ z → (y ≺ z ∨ y = z)),
TC(X, x) = L(x) ∨ (∃y(X(y) ∧ S(y, x))),
F(x) = ∃y(x ≺ y ∨ y ≺ x).
The formula L(x) says that x is the least element with respect to≺, G(x) says that x is the greatest element with respect
to≺, S(x, y) says that y is the successor of x and TC(X, x) states that x is either the least element or is the successor of some
element in X . The formula F(x) says that x belong to the domain or to the range of<. And similar to (11), the sentence
λ′ = ∀y(F(y)→ [lfpX,xTC(X, x)](y))
says that an element a in the range or the domain of≺ is either the least element of≺ or there are finitely many elements
between a and the least element of≺. The sentence
λ = ∃y(G(y)) ∧ λ′
says that≺ has a greatest element. It follows that there are only finitely many elements between the greatest and the least
element of ≺. Let µ be the first-order sentence whose finite models are the finite odd multipedes (see [8,7]). Thus µ ∧ λ
forces the spine of the multipede to be finite and, hence, the whole multipede is finite. 
We immediately get:
Theorem 4. There is a finite theory of LFP which implicitly defines a relation symbol for which there is no explicit definition.
In [9], Kolaitis compares the power of implicit definability in first-order logic in finite models with the least fixed-point
logic. Kolaitis shows that the class UP ∩ co-UP5 corresponds to the class of queries which are members of pairs of first-
order implicitly definable relations on ordered structures. Among his results, Kolaitis shows that every fixed-point definable
relation is a member of a pair of first-order implicitly definable relations. Moreover, he shows that there are first-order
implicitly definable relations which cannot be defined in LFP. These results do not hold if we also consider infinite models.
4. Explicit definability of recursive definitions
The following twoquestions arise in the study of recursive definability: (i) inwhich cases has an implicitly defined symbol
a recursive definition? and (ii) in which cases has a recursively defined symbol an explicit definition?
As we saw in the last section, Beth’s Theorem does not hold for LFP. We may ask whether we have explicit definitions
for recursively defined relations. However, we can see that, in general, we do not have explicit definitions for recursive
definitions too.
Lemma 5. Let P be an n-ary predicate symbol. LetΦ be a finite S∪{P}-theory of LFP (or first-order logic) which implicitly defines
a relation symbol P. ThenΦ is equivalent to the recursive statement
∆ = ∀x

P(x)↔

Φ → P(x)

∧

¬

Φ → ¬P(x)

.
5 UP is the class of problems decidable by unambiguous non-deterministic Turing machines in polynomial non-deterministic time. A non-deterministic
Turing machine is unambiguous iff there is at most one accepting computation for each input [9].
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Proof. Let A be an S ∪ {P}-structure. Let A be a model ofΦ . Let a ∈ An. In this case, we have that
A |H ¬

Φ → ¬P(x)[a]
and
A |H

Φ.
Hence, A |H ∆ iff
A |H P(x)↔ P(x)[a]
for any a ∈ An, which is obviously true. Thus anymodel ofΦ is a model of∆. On the other hand, letA be an S∪{P}-structure
which does not satisfyΦ and let a ∈ An. In this case we have that
A |H

Φ → P(x)[a]
and
A |H ¬

Φ.
Hence, A |H ∆ iff
A |H P(x)↔ ¬P(x)[a]
for any a ∈ An, which is obviously false. Thus any model of∆ is a model ofΦ . It follows thatΦ and∆ have the samemodels
and, thus, are equivalent. 
Lemma 5 shows that any finite implicit definition for a relation symbol can be put in the form of a recursive statement
and, hence, is equivalent to a recursive definition. It follows that the problem of finding a recursive definition, in the sense
of Definition 5, is the same as finding a finite implicit definition. Moreover, the problem of finding an explicit definition for a
recursively defined symbol is the same as finding an explicit definition for a symbol which admits a finite implicit definition.
It follows from the results shown in the last section that some recursively defined relation symbols do not have an explicit
definition.
In face of the negative results regarding the existence of explicit definitions for symbols recursively defined by LFP
recursive statements, we investigate fragments of LFP for which Beth’s Definability Theorem holds. Here, we are concerned
with the problem of establishing when there is an explicit definition for a recursively defined relation symbol.
The first (and simplest) case we consider is when a theory is extended by a recursively defined symbol which occurs only
positively in the definiens. The following is straightforward from the definition of the satisfiability relation.
Lemma 6. Let ∆ = ∀x(P(x) ↔ φ(P, x)) be a recursive statement and A = (A′, PA) a structure. Then A |H ∆ iff PA is a
fixed-point of the operator Ψ φ(P,x) on A′.
Proof. From the definition of the satisfiability relation we have:
A |H ∆ iff, for all a ∈ An,A |H P(x)[a] iff A |H φ(P, x)[a]
iff, for all a ∈ An, a ∈ PA iff (A′, PA) |H φ(P, x)[a]
iff PA = {a ∈ An|(A′, PA) |H φ(P, x)[a]}
iff PA = Ψ φ(P,x)(PA). 
From Lemma 6 above we get the following result about recursive definitions (see Definition 5) with positive definiens.
Theorem 7. If the set of S ∪ {P}-formulas Γ ∪ {∀x(P(x) ↔ φ(P, x))} is an extension of Γ by a recursive definition for P ∉ S
where P occurs only positively in φ(P, x), then there is an explicit definition for P in Γ ∪ {∀x(P(x)↔ φ(P, x))}.
Proof. Let A = (A′, PA) be a model of Γ ∪ {∀x(P(x) ↔ φ(P, x))}. By Lemma 6, PA is a fixed-point of Ψ φ(P,x). Since Γ
implicitly defines P ,Ψ φ(P,x) has only one fixed-point, otherwise there will be another fixed-point P ≠ PA ofΨ φ(P,x) and thus
a model (A′, P) of Γ ∪ {∀x(P(x) ↔ φ(P, x))}, which contradicts the fact that Γ ∪ {∀x(P(x) ↔ φ(P, x))} implicitly defines
P . Now, as φ(P, x) is positive in P , then Ψ φ(P,x) has a least fixed-point. It follows that
PA = lfp(Ψ φ(P,x)).
Let φ(P ′, x′) be obtained from φ(P, x) by replacing the predicate symbol P with P ′ and x1, . . . , xn = xwith x′1, . . . , x′n = x′.6
It follows that
A |H ∀x P(x)↔ [lfpP ′,x′φ(P ′, x′)](x) ,
and, hence,
Γ ∪ {∀x(P(x)↔ φ(P, x))} |H ∀x P(x)↔ [lfpP ′,x′φ(P ′, x′)](x) . 
6 Note that this substitutions are not really necessary. We do it only to avoid confusion.
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As we have seen, in extensions of an arbitrary Γ by positive recursive definitions, we were able to apply the lfp operator
directly in the definiens. This could not be done if P occurred negatively in the definiens of the recursive definition. We will
show how to overcome this in some special cases.
The recursive definitions we will consider are those stated in theories whose models are structures which we call well-
founded structures. The inductive structures considered in [6] form a subclass of the well-founded structures considered
here. Awell-founded set is a pair (A, <) (or a<-structure) where A is a set and< is a well-founded binary relation on A, that
is, there is no function f : N → A such that f (i + 1) <A f (i) for any i ∈ N. Given a well-founded set (A, <), we assign an
ordinal h(a), the height of a, to each a ∈ A as follows: h(a) = 0 if a is minimal, that is, there is no b < a in A; if a is not a
minimal element of<, then h(a) = sup{h(b)|b < a}.
Definition 7 (Well-Founded Structure). An S∪{<}-structureA, where< is a binary relation symbol on n-tuples, i.e. a 2n-ary
symbol, for some n is a well-founded structure iff (An, <A) is a well-founded set.
The class of well-founded sets can be axiomatized by a Least Fixed-Point sentence. Actually, a similar sentence can be
used to show that the class of S ∪ {<}-well-founded structures can be axiomatized in LFP for each value of n, since an
S ∪ {<}-structure A is a well-founded structure iff (An, <A) is a well-founded set.
Lemma 8. The class of S ∪ {<}-well-founded structures can be axiomatized by a sentence in LFP.
Proof. We show the case of n = 1, the other cases are analogous. Consider the following first-order formula
φ(P, x) = ∀y(y < x → P(y)).
Let A be an S ∪ {<}-structure and Ψ φ(P,x) be the monotone operator defined by φ(P, x) on the domain A of A. The well-
founded part of A is the greatest (possibly empty), downward closed subset WA of A, that is, if b < a and a ∈ WA, then
b ∈ WA, which forms a well-founded set with the restriction of<A toWA. It is not difficult to see thatWA is a fixed point
of Ψ φ(P,x), since otherwise WA could be augmented or would not be downward closed. Moreover, A is well-founded iff
WA = A.
Now, suppose A is well-founded, but B = A− lfp(Ψ φ(P,x)) ≠ ∅. Since<A is well-founded, B has a minimal element with
respect <A, say a, but, in this case, any element less than a, if any, is in lfp(Ψ φ(P,x)) and hence a ∈ Ψ φ(P,x)(lfp(Ψ φ(P,x))),
which contradicts the fact that lfp(Ψ φ(P,x)) is a fixed-point of Ψ φ(P,x). It follows that aWA = A = lfp(Ψ φ(P,x)). On the other
hand, if A is not well-founded,WA ( A and, since lfp(Ψ φ(P,x)) ⊆ WA, then A ≠ lfp(Ψ φ(P,x)). It follows that
A |H ∀y[lfpP,xφ(P, x)](y) iff A is well-founded. 
Recursive definitions, as defined in Definition 5, do not havemuch structure. Wewill investigate the existence of explicit
definitions for a sort of ‘‘well-behaved’’ recursive definitions. Before this, let us introduce the following definitions.
Hereafter, we suppose that structures are well-founded and the symbol< represents somewell-founded binary relation
on n-tuples. Now, we will define the sort of recursive definitions which we deal with.
Definition 8 (<-Relativized Recursive Statement). Let S ∪ {<} be a symbol set. Let P be an n-ary relation symbol and
∀x(P(x) ↔ φ(P, x)) be a recursive statement about P such that no variable of the tuple x of variables occurs bound in
φ(P, x). Let φ<(P, x) be obtained by replacing each occurrence of an atomic formula P(t) in φ(P, x) with (t < x ∧ P(t)),
where t = t1, . . . , tn and x = x1, . . . , xn. We call ∀x(P(x)↔ φ<(P, x)) a<-relativized recursive statement about P .
Henceforth, ∀x(P(x)↔ φ(P, x, y)) is an S ∪ {P}-formula which is a recursive statement about the n-ary relation symbol
P with free variables in y = y1, . . . , ym and ∀x(P(x)↔ φ<(P, x, y)) is the corresponding<-relativized recursive statement.
Let A be an S ∪ {<}-well-founded structure. If PA ⊆ An and a ∈ An, then
PAa = {a′ ∈ PA|a′ <A a}.
The following lemma about<-relativized recursive statements will be used in Theorem 10.
Lemma 9. Let A be an S ∪ {<}-structure and P and P′ n-ary relations on A. Let P′a = Pa and a ∈ An. Then
(A, P) |H φ<(P, x, y)[a, b] iff (A, P′) |H φ<(P, x, y)[a, b]
for any possible m and b = b1, . . . , bm ∈ Am.
Proof. We proceed by induction on φ(P, x, y). In order to treat the case of the lfp-operator in the inductive step, we must
handle free relation variables. Let X = X1, . . . , Xl be a tuple of relation variables containing the relation variables which
occur free or bound in φ(P, x, y). We will prove that, for any m and b = b1, . . . , bm ∈ Am and for any interpretation
X = X1, . . . ,Xl to X ,
(A, P,X) |H φ<(P, x, y)[a, b] iff (A, P′,X) |H φ<(P, x, y)[a, b]
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holds for any LFP-formulaφ(P, x, y)writtenwith the symbol set S∪{<, P} and relations variables in X . The base case iswhen
φ(P, x, y) is an atomic formula. If P does not occur inφ(P, x, y), the proof is obvious. Otherwise,φ<(P, x, y) = (t < x∧P(t)),
where t = t1, . . . , tn is a tuple of terms. We have:
(A, P,X) |H φ<(P, x, y)[a, b] iff (A, P,X) |H (t < x ∧ P(t))[a, b]
iff tA[a, b] <A a and (A, P,X) |H P(t)[a, b]
iff tA[a, b] <A a and (A, P′,X) |H P(t)[a, b]
iff (A, P′,X) |H (t < x ∧ P(t))[a, b]
iff (A, P′,X) |H φ<(P, x, y)[a, b].
As inductive hypothesis suppose
(A, P,X) |H α<(P, x, y)[a, b] iff (A, P′,X) |H α<(P, x, y)[a, b]
and
(A, P,X) |H β<(P, x, y)[a, b] iff (A, P′,X) |H β<(P, x, y)[a, b]
for any m and b = b1, . . . , bm ∈ Am and any interpretation X = X1, . . . ,Xl of X . In the inductive step, the cases of
the connectives ¬, ∧ and ∨ and the quantifiers ∀ and ∃ are immediate, since (¬α)< = ¬α<, (α ∧ β)< = (α< ∧ β<),
(α ∨ β)< = (α< ∨ β<), ∃x(α)< = ∃x(α<) and ∀x(α)< = ∀x(α<). The difficult case is that of
φ(P, x, y) = [lfpX,y′ α(P, X, x, y, y′)](t ′),
where X is an r-ary relation variable and y′ = y′1, . . . , y′r . In this case,
φ<(P, x, y) = ([lfpX,y′ α(P, X, x, y, y′)](t ′))< = [lfpX,y′ α<(P, X, x, y, y′)](t ′).
LetX be the i-th element ofX , that isX = Xi. LetΨ α<(P,X,x,y,y′)(a,b) andΨ α<(P,X,x,y,y′)(a,b) be the operators induced byα<(P, X, x, y, y′)
in (A, P,X) and (A, P′,X), respectively. Let X′ ⊆ Ar and let X′ be obtained substituting X′ for Xi in X. We have by (7) that
Ψ
α<(P,X,x,y,y′)
(a,b)
(X′) = {c ∈ Ar |(A, P,X′) |H α<(P, X, x, y, y′)[a, b, c]}.
By inductive hypothesis, we have
{c ∈ Ar |(A, P,X′) |H α<(P, X, x, y, y′)[a, b, c]}
=
{c ∈ Ar |(A, P′,X′) |H α<(P, X, x, y, y′)[a, b, c]}.
And again by (7) we have
{c ∈ Ar |(A, P′,X′) |H α<(P, X, x, y, y′)[a, b, c]} = Ψ α<(P,X,x,y,y′)
(a,b)
(X′).
It follows that
Ψ
α<(P,X,x,y,y′)
(a,b)
= Ψ α<(P,X,x,y,y′)
(a,b)
and hence
lfp(Ψ α
<(P,X,x,y,y′)
(a,b)
) = lfp(Ψ α<(P,X,x,y,y′)
(a,b)
).
Thus
(A, P,X) |H φ<(P, x, y)[a, b] iff (A, P′,X) |H φ<(P, x, y)[a, b]. 
In the following theorem, we show that a <-relativized recursive statement about P always implicitly defines P in LFP
theories whose models are well-founded structures.
Theorem 10. Let∆ = ∀x(P(x)↔ φ<(P, x)) be some<-relativized recursive statement about the n-ary relation symbol P ∉ S.
If each model of the set of S ∪ {<}-sentences Γ is well-founded and Γ is satisfiable, then Γ ∪ {∆} is an extension of Γ by a
recursive definition for P.
Proof. It is sufficient to show that P is implicitly defined by
Γ ∪∆.
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Let the S∪{P, <}-structuresB′ = (B, PB′) andB′′ = (B, PB′′) bemodels ofΓ ∪∆, whereB is an S∪{<}-structure—that is,
B′ andB′′ are S ∪ {<, P}-structures on the same domain B and which agree on the interpretation of the symbols in S ∪ {<}.
We have to show that PB
′ = PB′′ . By hypothesis, B is a well-founded structure, as well as its expansions B′ and B′′. We
proceed by well-founded induction on the well-founded relation<B. We will show for each b ∈ B that, if
b′ ∈ PB′ iff b′ ∈ PB′′
for each b′ <B b, then
b ∈ PB′ iff b ∈ PB′′
for any b ∈ B. It follows by well-founded induction that, for all b ∈ B, b ∈ PB′ iff b ∈ PB′′ . That is the same as showing that,
if PB
′
b
= PB′′
b
, then b ∈ PB′ iff b ∈ PB′′ for each b ∈ Bn. Let b ∈ Bn and suppose PB′
b
= PB′′
b
. We have:
b ∈ PB′ iff B′ |H P(x)[b]
iff B′ |H φ<(P, x) (asB′ |H ∆)
iff (B, PB
′
) |H φ<(P, x)
iff (B, PB
′
b
) |H φ<(P, x) (by Lemma 9)
iff (B, PB
′′
b
) |H φ<(P, x) (since PB′
b
= PB′′
b
)
iff (B, PB
′′
) |H φ<(P, x) (again by Lemma 9)
iff B′′ |H φ<(P, x)
iff B′′ |H P(x)[b] (asB′′ |H ∆)
iff b ∈ PB′′ .
By well-founded induction, we have that PB
′ = PB′′ , hence P is implicitly defined, which means that Γ ∪∆ is an extension
of Γ by a recursive definition for P . 
A straightforward corollary of Theorem 10 is the following:
Corollary 11. Let Γ be a set of S ∪ {P, <}-sentences whose models are well-founded. Let ∆ be some <-relativized recursive
statement about P. If Γ |H ∆, then Γ implicitly defines P.
We will show now that for any <-relativized recursive definition for a relation symbol P on a theory Γ whose models
are well-founded there is an explicit definition for P in LFP. First, we will show the existence of an LFP-definable inflationary
operator (see Definition 10 below). To do so, we will use simultaneous induction.
Let (X1, . . . , Xk) and (Y1, . . . , Yk) be sequences of sets. We define the relation⊆ between sequences of sets of the same
length as (X1, . . . , Xk) ⊆ (Y1, . . . , Yk) iff Xi ⊆ Yi, 1 ≤ i ≤ k. If S = (X1, . . . , Xk), then (S)i = Xi. Let Ψ : ℘(An1)
× · · · × ℘(Ank)→ ℘(An1)× · · · × ℘(Ank). We define the stage sequence of Ψ as a sequence of sets Ψα for each ordinal α:
Ψ0 = (∅, . . . ,∅),
Ψα+1 = Ψ (Ψα), for each ordinal α,
Ψλ =

β<λ
(Ψβ)
1, . . . ,

β<λ
(Ψβ)
k

, for each limit ordinal λ.
Definition 9. An operator Ψ : ℘(An1) × · · · × ℘(Ank) → ℘(An1) × · · · × ℘(Ank) is inductive iff its stage sequence is
increasing, that is Ψα ⊆ Ψβ if α ≤ β .
The stage sequence of every inductive operator reaches a fixed-point Ψ∞ of Ψ at some stage Ψα .
Letφi(P1, . . . , Pk, xi), 1 ≤ i ≤ k, be S∪{P1, . . . , Pk}-formulas andA an S-structure.Wedefine the operatorsΨ φi(P1,...,Pk,xi) :
℘(An1)× · · · × ℘(Ank)→ ℘(Ani) as
Ψ φi(X1, . . . ,Xk) = {a ∈ Ani |(A,X1, . . . ,Xk) |H φi(P1, . . . , Pk, xi)[a]}.
We define the operator Ψ φ1,...,φk : ℘(An1)× · · · × ℘(Ank)→ ℘(An1)× · · · × ℘(Ank) as
Ψ φ1,...,φk(X1, . . . ,Xk) = (Ψ φ1(X1, . . . ,Xk), . . . ,Ψ φk(X1, . . . ,Xk)).
Let φ1 = R(x) ∧ φ<(P, x) and φ2 = ∀y(y < x → R(y)). We will show that the operator Ψ φ1,φ2 is inductive.
Note that (Ψ φ1,φ2α )2 does not depend on Ψ φ1 since P does not occurs in φ2. The following is straightforward.
Lemma 12. (Ψ φ1,φ2α )2 = {a ∈ An|h(a) < α}, for each ordinal α.
The role of R is to control the entrance of elements in the stage sequence of φ1 so that, whenever a tuple enters in a stage,
then it will be in all next stages. This will assure the existence of an inflationary operator. The lemma above shows that
(Ψ
φ1,φ2
α )
2 forms an increasing sequence. We will show that the same occurs with (Ψ φ1,φ2α )1.
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Lemma 13. Let (A, PA) |H ∀x(P(x)↔ φ<(P, x)). Then (Ψ φ1,φ2α+1 )1 = {a ∈ PA|h(a) < α}, for each ordinal α.
Proof. By transfinite induction on α. In the basis of the induction, α = 0. Note that (Ψ φ1,φ21 )1 = (Ψ φ1(∅),Ψ φ2(∅))1 =
Ψ
φ1,φ2
1 (∅) = ∅ = {a ∈ PA|h(a) < α}.
As inductive hypothesis, suppose (Ψ φ1,φ2β+1 )1 = {a ∈ PA|h(a) < β} for each β < α. Suppose α = α′ + 1. We must show
that (Ψ φ1,φ2α+1 )1 = {a ∈ PA|h(a) < α}. Suppose h(a) < α = α′ + 1. In this case, if a′ < a then h(a′) < α′. By inductive
hypothesis we have (Ψ φ1,φ2
α′+1 )
1 = {a′ ∈ PA|h(a′) < α′}. It follows that PAa = ((Ψ φ1,φ2α′+1 )1)a. We have:
a ∈ PA iff (A, PA) |H P(x)[a]
iff (A, PA) |H φ<(P, x)[a]
iff (A, PAa ) |H φ<(P, x)[a] (by Lemma 9)
iff (A, ((Ψ φ1,φ2
α′+1 )
1)a) |H φ<(P, x)[a] (since PAa = ((Ψ φ1,φ2α′+1 )1)a)
iff (A, (Ψ φ1,φ2
α′+1 )
1)) |H φ<(P, x)[a] (by Lemma 9)
iff (A, (Ψ φ1,φ2
α′+1 )) |H R(x) ∧ φ<(P, x)[a] (by Lemma 12)
iff a ∈ (Ψ φ1,φ2α+1 )1.
It follows that (Ψ φ1,φ2α+1 )1 = {a ∈ PA|h(a) < α}. The case where α is a limit ordinal is straightforward. 
From Lemmas 12 and 13, we get:
Lemma 14. The operator Ψ φ1,φ2 defined from φ1 = R(x) ∧ φ<(P, x) and φ2 = ∀y(y < x → R(y)) is inductive.
Definition 10. An operator Ψ : ℘(An1) × · · · × ℘(Ank)→ ℘(An1) × · · · × ℘(Ank) is called inflationary iff (X1, . . . ,Xk) ⊆
Ψ (X1, . . . ,Xk).
Every inflationary operator is inductive, hence, the stage sequence of an inflationary operator Ψ reaches a fixed-point
Ψ∞ at some stage.
Given any formulas φ1(P1, . . . , Pk, x1), . . . , φk(P1, . . . , Pk, xk), the operator Ψ P1(x
1)∨φ1,...,Pk(xk)∨φk is inflationary.
Moreover, if Ψ φ1,...,φk is inductive then Ψ φ1,...,φk∞ = Ψ P1(x1)∨φ1,...,Pk(xk)∨φk∞ .
The Simultaneous Inflationary Fixed-Point Logic (S-IFP) [4,11] extends first-order logic by adding the following rule in
the calculus of formulas:
φ1(P1, . . . , Pk, x1), . . . , φk(P1, . . . , Pk, xk)
[s− ifpP1,...,Pk,x1,...,xkφ1, . . . , φk](t)
.
The satisfaction relation is extended by the following clause:
A |H [s− ifpP1,...,Pk,x1,...,xkφ1, . . . , φk](t)[a] iff t
A[a] ∈ (Ψ P1(x1)∨φ1,...,Pk(xk)∨φk∞ )1.
The Inflationary Fixed-Point Logic (IFP) [4,2] is the restriction of the S-IFP to operators defined by just one formula φ1
(that is, restricting k = 1 above).
It is known that S-IFP and IFP have the same expressive power (see [4] for the finite model case and [11] for the general
case). Also, Inflationary Fixed-Point Logic is at least as expressive as Least Fixed-Point Logic [2].
It follows from Lemma 14 above that:
Lemma 15. Let (A, PA) |H ∀x(P(x)↔ φ<(P, x). Let φ1 = R(x) ∧ φ<(P, x) and φ2 = ∀y(y < x → R(y)). Then
(A, PA) |H ∀x(P(x)↔ [s− ifpP,R,x,yφ1, φ2](x)).
Note that in [s− ifpP,R,x,yφ1, φ2](x) above P does not occur free. It means that it can be replaced by other relation symbol.
In [10], Kreutzer showed the expressive equivalence between LFP and IFP.
Theorem 16 (Kreutzer 2002, [10]). LFP and IFP have the same expressive power, that is, for each IFP formula φ there is an LFP
formula ψ with the same models, and vice-versa.
Since IFP and S-IFP also have the same expressive power, we have:
Lemma 17. Let (A, PA) |H ∀x(P(x)↔ φ<(P, x). There is an LFP explicit definition ψ(x) for P such that
(A, PA) |H ∀x(P(x)↔ ψ(x)).
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From Lemma 17 we immediately get:
Theorem 18 (Definability for<-Relat. Recursive Statements). If a <-relativized recursive statement ∆ = ∀x(P(x) ↔ φ<
(P, x)) for P and a set Γ of S∪{<, P}-sentences whose models are well-founded are such that Γ implicitly defines P and Γ |H ∆,
there is an explicit definition for P in LFP.
In the theorem above, the well-foundedness condition seems to be stronger than it is necessary, since there are cases in
which we have explicit definitions even if the structure is not well-founded. For instance, it is not difficult to find some
‘‘trivial’’ cases where the relation < plays no special role. Note that an explicit definition is a special case of recursive
statement. Hence saying that there is no recursive statement ∆ such that Γ |H ∆ is the same as saying that there is no
explicit definition for P . Besides this, we can see that there is no restriction about the cardinality of Γ in the theorem above.
5. Conclusions
In this work, we investigated definability results within the Least Fixed-Point Logic. It is known that Beth’s Definability
Theorem does not hold for LFP restricted to finite models. We also showed that Beth’s Definability Theorem does not hold
for LFP without this restriction. Our proof uses infinite theories of LFP. We also showed that there is a finite theory of LFP
which implicitly defines a symbol for which there is no explicit definition in LFP, in a way similar to Hodkinson for Lωω1ω
as presented in [8] using a result of [7]. We examined a fragment of LFP in which Beth’s Definability Theorems holds. We
analyzed <-relativized recursive statements on theories whose models are well-founded structures. We showed that if a
set of S ∪ {<, P}-sentences whose models are well-founded logically implies a<-relativized recursive definition, then such
set of sentences implicitly defines the recursively defined symbol. Such theories can be axiomatized in LFP but, in general,
not in first-order logic. We also showed that if there is a<-relativized recursive definition for a relation symbol P in a theory
whosemodels are well-founded structures, then there is an explicit definition for such relation symbol in that theory. These
results extend those obtained in [6] for well-ordered structures to the wider class of well-founded structures. We also gave
a clearer proof by using simultaneous fixed-point logics.
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