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a b s t r a c t
In this paper, we establish the following double exponential type Jordan’s inequality
sin r
r
p
+ α(r2 − x2) ≤

sin x
x
p
≤

sin r
r
p
+ β(r2 − x2)
for x ∈ (0, r], 0 < r ≤ π/2, and p > 0.
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1. Introduction
The following theorem is known as Jordan’s inequalities [1]:
Theorem 1. If 0 < x ≤ π/2, then
2
π
≤ sin x
x
< 1. (1)
The equality in (1) holds if and only if x = π/2.
Qi et al. [2] showed new lower and upper bounds for the function (sin x)/x, and obtained the following results.
Theorem 2. If 0 < x ≤ π/2, then
3
π
− 4
π3
x2 ≤ sin x
x
≤ 1− 4(π − 2)
π3
x2. (2)
Theorem 2 is equivalent to the following
Theorem 3. If 0 < x ≤ π/2, then
M1(x) ≡ 2
π
+ 1
π3
(π2 − 4x2) ≤ sin x
x
≤ 2
π
+ π − 2
π3
(π2 − 4x2) ≡ N1(x). (3)
Debnath and Zhao [3] proved the left inequality in (3) using another method. The author of this paper [4] showed a new simple
proof of inequality (3). Recently, [5] obtained further results as follows.
Theorem 4. If 0 < x ≤ r ≤ π/2, then
sin r
r
+ sin r − r cos r
2r3
(r2 − x2) ≤ sin x
x
≤ sin r
r
+ r − sin r
r3
(r2 − x2). (4)
Furthermore, sin r−r cos r
2r3
and r−sin r
r3
are the best constants in (4).
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In this note, we establish the double exponential type Jordan’s inequality, and obtain the following further results.
Theorem 5. Let 0 < x ≤ r ≤ π/2, and p > 0. Then the double inequality
sin r
r
p
+ α(r2 − x2) ≤

sin x
x
p
≤

sin r
r
p
+ β(r2 − x2) (5)
holds in cases:
(a) When p ≤ 25 , we have α =
1−

sin r
r
p
r2
, β = p2
 sin r
r
p−1 sin r−r cos r
r3
;
(b) When p ≥ 1, we have α = p2
 sin r
r
p−1 sin r−r cos r
r3
, β = 1−

sin r
r
p
r2
.
Furthermore, these paired numbers α and β are the best constants in (5).
2. Lemmas
Lemma 1 ([6–8]). Let f , g : [a, b] → R be two continuous functions which are differentiable on (a, b). Further, let g ′ ≠ 0 on
(a, b). If f ′/g ′ is decreasing on (a, b), then the functions f (x)−f (b)g(x)−g(b) and
f (x)−f (a)
g(x)−g(a) are also decreasing on (a, b).
Lemma 2. Let t ∈ (0, π]; Then j(t) ≡ sin t − t cos t > 0 and d(t) ≡ 2 sin t − 2t cos t + t2 sin t > 0.
Proof. In view of the fact that j(0) = 0 and j′(t) = t sin t ≥ 0, we have j(t) > 0 and d(t) = 2j(t) + t2 sin t > 0 for
t ∈ (0, π]. 
3. A simple proof of Theorem 5
Let H(x) = f1(x)−f1(r)g1(x)−g1(r) , where f1(x) =
 sin x
x
p
, and g1(x) = r2 − x2. Then
k(x) = f
′
1(x)
g ′1(x)
= p
2

sin x
x
p−1 sin x− x cos x
x3
,
and
k′(x) = p
2x5

sin x
x
p−2
h(x), (6)
where
h(x) = x2 − 2 sin2 x+ x sin x cos x− p(sin x− x cos x)2,
and h(0) = 0. We compute
h′(x) = 2x− 3
2
sin 2x+ 1
2
(2x) cos 2x− p(2x)

1− cos 2x
2
− 2x
4
sin 2x

=: 1
4
g(t),
where g(t) = 4t − 6 sin t + 2t cos t − p[2t(1− cos t)− t2 sin t], t = 2x, t ∈ (0, 2r], and 0 < r ≤ π/2. Then
g ′(t) = 4− 4 cos t − 2t sin t − p(2− 2 cos t − t2 cos t), g ′(0) = 0,
g ′′(t) = 2 sin t − 2t cos t − p(2 sin t − 2t cos t + t2 sin t). (7)
(i) If 0 < p ≤ 25 , we have
g ′′(t) ≥ 2 sin t − 2t cos t − 2
5
(2 sin t − 2t cos t + t2 sin t) = 2
5
q(t)
by (7) and Lemma 2, where q(t) = 3(sin t − t cos t)− t2 sin t . Then by Lemma 2
q′(t) = t(sin t − t cos t) = tj(t) > 0
for t ∈ (0, 2r], where 0 < r ≤ π/2. Since q(0) = 0 we obtain q(t) > 0 and g ′′(t) > 0; From g ′(0) = 0 we have g ′(t) > 0;
Now g(0) = 0, that implies g(t) > 0. So h′(x) > 0. Since h(0) = 0 we obtain h(x) > 0 and k(x) is increasing on (0, r] by
(6). This leads to H(x) is increasing on (0, r] by Lemma 1.
Due to the monotonicity of H(x) on (0, r], and α ≡ limx→0+ H(x) =
1−

sin r
r
p
r2
, β ≡ limx→r− H(x) = p2
 sin r
r
p−1
sin r−r cos r
r3
, the double inequality (5) holds andmeanwhile α and β are the best constants in (5). The proof of (a) in Theorem 5
is complete;
(ii) If p ≥ 1, from (7) we have
g ′′(t) ≤ 2 sin t − 2t cos t − (2 sin t − 2t cos t + t2 sin t) = −t2 sin t ≤ 0
for t ∈ (0, 2r], and 0 < r ≤ π/2. Then we obtain (b) in Theorem 5 by the same way.
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4. Remarks
Remark 1. Let p = 1 in Theorem 5, we obtain Theorem 4.
Remark 2. Let p = 25 and r = π2 in Theorem 5, we have the following new double inequality for x ∈ (0, π2 ]:
M0(x) ≡

2
π
 2
5 +

2
π
2
−

2
π
 12
5

π2
4
− x2
 52
≤ sin x
x
≤

2
π
 2
5 + 1
5

2
π
 12
5

π2
4
− x2
 52
≡ N0(x). (8)
In 2006, Ozban [9] showed a new lower bound for (sin x)/x as follows
2
π
+ 1
π3
(π2 − x2)+ 4(π − 3)
π3

x− π
2
2 ≤ sin x
x
, x ∈

0,
π
2

. (9)
Almost at the same time, Zhu [10,11] established the following two-sided inequality
M2(x) ≡ 2
π
+ 1
π3
(π2 − x2)+ 4(π − 3)
π3

x− π
2
2 ≤ sin x
x
≤ 2
π
+ 1
π3
(π2 − x2)+ 12− π
2
π3

x− π
2
2 ≡ N2(x), x ∈ 0, π2  . (10)
In 2009, Agarwal et al. [12] proved for x ∈ (0, π/2]
M3(x) ≡ 1− B1x− B2x2 − B3x3 ≤ sin xx ≤ 1− C1x+ C2x
2 − B3x3 ≡ N3(x), (11)
where B1 = 4(−66+ 43π − 7π2)/π2, B2 = 4(124− 83π + 14π2)/π3, B3 = 4(12− 4π)/π4, and C1 = 4(−75+ 49π −
8π2)/π2, C2 = 4(−142+ 95π − 16π2)/π3.
In [12], the authors confirmed that
M2(x) ≤ M3(x) ≤ sin xx (12)
hold for x ∈ (0, π/2], and
sin x
x
< N3(x) < N2(x) (13)
hold for x ∈ (0, 1.2739)meanwhile
sin x
x
≤ N2(x) ≤ N3(x) (14)
hold for x ∈ (1.2739, π/2).
In what follows we compare the results of the inequalities (3), (10) and (11) with of the inequality (8) by the graphs of
the functionsM0(x)−Mi(x) (i = 1, 2, 3) and N0(x)− Ni(x) (i = 1, 2, 3).
(A) The lower estimate M0(x) in (8) is larger than the one M1(x) in (3) on the interval (0, 1.5159) meanwhile M1(x) is
larger than M0(x) on (1.5159, π/2); The upper estimate N0(x) in (8) is smaller than the one N1(x) in (3) on the interval
(0.4537, π/2)meanwhile N1(x) is smaller than N0(x) on (0, 0.4537).
(B) The lower estimate M0(x) in (8) is larger than the one M2(x) in (10) on the interval (0,1.497) meanwhile M2(x) is
larger thanM0(x) on (1.497, π/2); The upper estimate N0(x) in (8) is smaller than the one N2(x) in (10) on the interval (0,
1.3778) meanwhile N2(x) is smaller than N0(x) on (1.3778, π/2).
(C) The lower estimate M0(x) in (8) is larger than the one M3(x) in (11) on the interval (0,1.369) meanwhile M3(x) is
larger thanM0(x) on (1.369, π/2); The upper estimate N0(x) in (8) is smaller than the one N3(x) in (11) on the interval (0,
0.6925) meanwhile N3(x) is smaller than N0(x) on (0.6925, π/2).
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