ABSTRACT Deep neural network (DNN) has demonstrated astounding performance in large-scale image recognition task, and pre-trained DNN models trained for one task have also been applied to domains different from their original purposes. Following such an idea, a novel hand-dorsa vein recognition model is constructed by adopting DNN pre-trained on a large-scale database as a universal feature descriptor. Unlike most of these studies which adopt activations of the fully connected layer of DNN as the image representation, we adopt convolutional activations as the region representation. However, not local features of all regions are equally important for final classification. Thus, to solve this issue, a novel selective convolutional feature model based on spatial weighting is proposed to acquire more robust and discriminative feature representation. In specific, a spatial weighting scheme is applied on the convolutional activations to weigh the importance of local features at different regions for classification, which further enhances the discriminability of feature representation. Besides, to take full advantage of the spatial information of the convolutional activations, spatial pyramid pooling is introduced to obtain feature representation with rich spatial information. The final image representation is formed by concatenating the local features of different level of the spatial pyramid. Series rigorous experiments on the lab-made database are conducted to evidence the effectiveness and feasibility of the proposed model. What is more, an additional experiment with subset of PolyU database illustrates its generalization ability and robustness.
I. INTRODUCTION
With the development of technology and the increase of safety awareness, traditional identification authentication techniques including passwords, signature and smart cards are no longer the best choice. Instead, biometric identification techniques focusing on the intrinsic physiological characteristics such as face [1] , iris [2] , palmprint [3] and hand shape [4] have become more and more popular. Among these, vein recognition is becoming one of the most popular biometric identification techniques due to its liveness detection, anticounterfeit and easy acceptability. However, traditional vein recognition model is usually designed by the extraction methods of handcrafted feature, due to the insufficient capacity of feature representation, it is difficult to establish a more robust and discriminative vein recognition model. Recently, deep neural network has successfully applied on large-scale image recognition task because of the capacity in learning discriminative and representative features. However, due to the sufficient vein database, it is difficult to effectively train DNN model on small-scale vein database. To utilize the advantage of feature representation of DNN, Wang et al. [5] propose a transfer learning model that the coarse-to-fine scheme is leveraged to train task-specific model in a step way such that the inherent correction between the neighboring models could serve as initialization base to relieve the problem of over-fitting. This method can effectively apply DNN model to small-scale vein recognition task and obtain astounding performance. However, due to the complexity of task-specific transfer learning model, it leads to the low practicability of vein recognition system. In this paper, we directly adopt pretrained DNN model from ImageNet instead of DNN model trained on vein information database as the feature extractor. This method can realize a simple, efficient, yet highly discriminative and robust vein recognition system.
Activations of a DNN pre-trained on a large-scale database [6] , [7] , such as ImageNet, can be used as a universal image representation and this method has obtained high performance on some image recognition task. Most of current models take activations of the fully connected layer as the image presentation, whereas, the feature maps of convolutional layer are rarely employed, and some researches [8] , [9] have also indicated that directly utilizing the activations of convolutional layer as image representation produces inferior performance. However, comparing with the activations of the fully connected layers, the feature maps of convolutional layer cover more spatial information and rich semantic information. Why does this situation happen? We think the background information and noise information covered in the activations of convolutional layer can result in the low discriminability of the final feature representation, and the detailed analysis process is introduced in Section III. Therefore, in this paper, combining with the inherent distribution characteristic of vein information, a novel selective convolutional feature based on spatial weighting is proposed to remove the non-vein information. Besides, to take full advantage of the spatial information of the convolutional activations, spatial pyramid pooling is introduced to obtain the feature representation with rich spatial information.
A. RELATED WORK
Vein recognition, which meets basic requirement of biometric identification systems as other personal traits [10] , is becoming more popular because of high convenience in the procedure of vein image acquisition and feature representation. Different kinds of vein information including finger vein [11] , [12] , palm vein [13] - [15] , dorsal vein [16] - [18] , forearm vein [19] , wrist vein [20] , and scleral vein [21] , [22] , have been investigated for realizing a robust and efficient personal identification system. In general, nearly all the vein recognition systems share the same configuration, which covers vein image acquisition and preprocessing, feature extraction and representation, classifier design and matching [23] . During the procedure of the vein recognition systems, the most important and difficult part is the design of feature extraction methods because of the inherent characteristics of vein image. Most of current studies conducted in this field focus on generating more robust and discriminative feature representation. State-of-the-art techniques described in literature could be summarized into four groups as follows:
Global topology-based methods: The line-like and curvelike models, which cover the maximum curvature point method [24] , the mean curvature [25] , the Gabor filter [26] , the repeated line tracking method [27] , principal curvature [28] , the multi-scale Gaussian matched filtering and scale production [29] , have been successfully adopted for robust and discriminative feature extraction. What's more, other quantized parameters for describing the geometrical distribution, such as the radius, angle, length and minutiae coordinates, are also imported as mutual feature for improving final performance. In the part of classification and identity recognition, the generated feature vectors would be verified with effective distance evaluation methods including the Hamming distance [30] - [32] and the Hausdorff distance [33] , [34] . What's more, other effective and specified criterion such as the Phase-Only-Correlation [35] and pixelmatched ratio [36] are also designed for the task-specific feature classification. The main problem, however, is that accurate segmentation for obtaining topological distribution is essential before conducting the proposed feature extraction. Owing to the existence of low contrast distribution and uneven illumination, it is difficult to acquire accurate segmentation. Therefore, these methods don't have robustness and reliability.
Local geometry-based models: Most of the local analysis methods follow the framework of segmenting the network into binarized one to get the high-quality vascular network distribution for later feature extraction such as the positions and angles of short straight line vectors [37] , vein knuckle shapes [38] , endpoints and crossing points [39] and tribranch of vein structure [40] . However, the difficulty in accurate vein segmentation usually brings down the distinguishing ability of these methods. Besides, those geometry describing models are also sensitive to scaling, rotation, displacement and other geometric transformation, which are unavoidable for contactless vein acquisition systems.
Local invariant-feature-based models: Regarding the solution for solving the condition of unconstrained geometric transformation, the most referred hand-crafted feature extraction model is the scale-invariant feature description models including the basic one, SIFT [41] - [43] and its variants such as SURF [44] , RootSIFT [45] and ASIFT [46] . The feature vectors generation procedures of these models share the same configuration including the built of scale-space, the extrema points detection and descriptors generation. Ladoux et al. [15] adopted SIFT for hand vein describing after simple preprocessing, which refers to the procedure of denoising and contrast enhancement (CE). However, it is argued that the preprocessing would result in the vein loss and the low contrast distribution renders great difficulty in generating enough descriptive keypoints. To remove the negative effect of CE, SIFT or SURF [47] - [49] is extracted directly with input without any pre-processing and binarization procedure, and this idea results in considerable performance improvement. However, the existence of mismatching pairs between unpaired keypoints usually brings up the false acceptance rate (FAR) and equal error rate (EER), which is unacceptable for vein recognition.
DNN-based models: Deep Neural Network has acquired excellent performance in image recognition. Based on their powerful capacity for feature representation, some researchers brought them into biometrics. Several deep learning models such as in [50] and [51] have been built for face recognition and have shown great success on the LFW face database. Although the DNN model is used for both face recognition task and other face attributes analysis task, lacking in enough training database like the ImageNet restricts its generalization ability in other computer vision tasks like hand vein image analysis, where only a small-scaled lab-made database is available. To employ the discriminative ability of feature representation of DNN models for identity recognition based on vein information, the task-specific transfer learning model based on the coarsefine strategy [5] is proposed to achieve acceptable results. However, the complexity of this model restricts the practicability under real environment.
B. OUR WORK
In this paper, we adopt the feature maps of convolutional layer instead of the activations of the fully connected layer as the region representation. Because the convolutional activations contain the background information and different local features in the convolutional activations are not equally important for final classification, we must select the discriminative feature and weigh the importance of different local features in the convolutional activations. Therefore, combining with the inherent property of vein information, a novel selective convolutional features model (SCF) based on spatial weighting is proposed to enhance the representative capacity of convolutional activations. In specific, one single cell in the last pool layer corresponds to one local vein patch in the input vein image, and all single cell in the last pool layer form a regular grid of vein patches in the input vein image. Therefore, we weigh the importance of one single cell in the last pool layer by judging the size of vein region in the vein patch corresponded to this single cell. To evaluate the size of vein region in vein patches, a spatial weighting scheme is proposed. Besides, spatial pyramid pooling is introduced to produce the feature representation with rich spatial information. Fig.1 shows the framework of our proposed spatial pyramid pooling of selective convolutional features (SPP-SCF), which has been evaluated with the lab-made hand vein database for identity recognition. Overall, the contributions of the paper are summarized as follows: 1) We propose the first framework for hand-dorsa vein recognition with the pre-trained DNN model from ImageNet. Comparing with other DNN-based model, on the one hand, our model is simple, efficient and yet achieve acceptable results. On the other hand, our proposed model has the high ability of discriminability and generalization. 2) We adopt the feature maps of convolutional layer instead of the activations of the fully connected layer as the region representation, and this method remains the rich semantic information and spatial information of the input vein image. 3) A task-specific selective convolutional features model based on spatial weighting is proposed to obtain the discriminative convolutional features. 4) Spatial pyramid pooling is introduced to acquire the representative and robust feature representation because it can take better advantage of the spatial information. The remainder of the paper is organized as follows. The selective convolutional features is described in Section II. Section III introduces the spatial pyramid pooling, and the experimental results and analysis are presented in Section IV. Finally, we summarize the paper and conclude the future work in Conclusions.
II. SELECTIVE CONVOLUTIONAL FEATURES MODEL
Unlike most of current studies that adopt the activations of the fully connected layer of DNN model as the image representation, in this paper, we employ the convolutional activations of DNN model as the region representation. However, directly adopting convolutional activations as the vein patch representation cannot achieve the satisfactory performance. Therefore, to obtain the discriminative convolutional features, a novel task-specific selective convolutional activations model based on spatial weighting is proposed.
A. THE ANALYSIS OF CONVOLUTIONAL FEATURES WITH VEIN INFORMATION
Comparing with the activations of the fully connected layer, the convolutional activations contain rich semantic information and spatial information. However, the convolutional activations also cover the background information and noise information, thus, it leads to the low discriminability of convolutional activations. Fig. 2 shows the vein image's visualized feature maps which are produced by the last pool layer. In this figure, it can be observed that the single cell in the VOLUME 6, 2018 last pool layer can correspond to three kinds of vein patches including non-vein region, vein region with small amount of vein information and vein region with large amount of vein information. The strongest responses of feature maps in the last pool layer are not always corresponding to the vein region in the input vein image, besides, in the aggregation process of the convolutional activations, local deep features corresponded to the last two kinds of vein patches are served as equally importance for final classification. Thus, it leads to the low discriminability of convolutional activations. The visualized feature maps of the last pool layer also demonstrate the initial idea about the low discriminative of convolutional activations. Therefore, how to remove the non-vein information to full explore its representative and discriminative potential for vein recognition remains a key issue.
To acquire more discriminative convolutional features, we must effectively weigh the significance of each single cell in the last pool layer. Due to the inherent characteristics of vein information, it is difficult to directly remove the non-vein information in the last pool layer by the threshold methods. In the last pool layer, each single cell corresponds to the vein patches of input vein image, thus, we adopt local contrast estimation based spatial weighting to weigh the size of vein region of each vein patch corresponded to each single cell in the last pool layer, which can effectively weigh the importance of each single cells and remove the non-vein information.
B. LOCAL CONTRAST ESTIMATION BASED SPATIAL WEIGHTING
By analyzing convolutional activations with vein information, it can be concluded that single cell in the last pool layer corresponds to three kinds of vein patches covering non-vein region, vein region with small amount of vein information and vein region with large amount of vein information. Therefore, we select discriminative convolutional feature by weighing the size of vein region in vein patch corresponded to single cell in the last pool layer.
The local contrast estimation is defined as the problem of finding the optimal local binary pattern, which equals to finding the best threshold to classify the local region into object part and background part. Driven by this theory and the formulation of LBP [52] , we organize the problem as finding the optimal threshold used for local binary pattern coding, and the spatial weight is calculated by measuring the variance distribution between the one with coding image and that of the original image. The detailed procedure for generating weight ω is described as follows.
The LBP coding could be viewed as approximating the local pixel intensity distribution in local region by two separated clusters separated by the center pixel (τ ). To measure the effect of the binarization, the residual error between the distribution of original image and coding one could be expressed as follows:
where
and S(x) is the signal function. Here, µ 0 and µ 1 are the mean value of the two separated clusters, and we define σ 2 w and σ 2 b as the variance within clusters and between clusters respectively. Based on the definition of Fisher Criterion, the better discrimination of LBP indicates the smaller value of (τ ), which corresponds to σ 2 w . According to Fisher discriminant criterion [63] , minimizing σ 2 w coincides with maximizing the Fisher discriminant score, and the same as maximization of σ 2 b . τ * = arg max
Where
With the optimized threshold τ * , the optimized voting weight could be accordingly determined as follows:
Where C is a small constant designed to avoid numerical instability of w, which refers to coding of non-vein region. And in the vein coding experiment, C is set as 0.01 2 . The value distribution of w corresponds to the situation that the higher value is generated from the region with vein whereas the lower one is the non-vein region.
Given the feature maps of the last pool layer X ∈ R H ×W ×C , the selective convolutional features based on spatial weighting can be defined as follows:
Where X (i, j) ∈ R 1×C is the local feature at the (i, j)-th location, and w(i, j) generated from Eq. (3) is the size of vein information of vein patch corresponded to the (i, j)-th location. Local convolutional features are weighed to obtain selective convolutional features such that more critical parts such as vein region with large amount of vein information can play a more important role in final classification process, which further enhances the discriminative and representative capacity of final vein feature information. The procedure of our proposed task-specific selective convolutional features model based on spatial weighting is as shown in Fig. 3 .
III. SPATIAL PYRAMID POOLING
After obtaining the selective convolutional features, we need consider how to efficiently employ spatial information of convolutional activations. The traditional aggregation methods such as average-pooling, max-pooling and fisher vector cannot realize accept performance because these methods cannot fully employ the spatial information of convolutional activations. To address this problem, spatial pyramid pooling (SPP) [53] is introduced to aggregate the convolutional features and obtain more representative vein feature with rich spatial information. In our experiment, the pre-trained DNN model is VGG16 [54] trained on ImageNet database, and the size of input vein image is 224×224. Therefore, we can get 7×7×512 convolutional activations, on the one hand, these activations are regarded as 512 feature maps of size 7×7, on the other hand, they are also served as 49 deep local features of 512-dimension. After acquiring the weighted activations of pool 5 layer, a 3-level pyramid pooling is conducted. The detailed process is introduced as follows: First, a level 0 pyramid (1×1) is obtained by performing the average pooling with the window size of 7 and the stride of 7. Second, we conduct an average pooling with the window size of 4 and the stride of 3 to acquire the level 1 pyramid (2×2). Finally, an average pooling with the window size of 3 and the stride of 2 is employed to gain the level 2 pyramid (3×3). It should be noted that the outputs of spatial pyramid pooling are kC-dimensional vector, where C is the number of feature VOLUME 6, 2018 maps in the pool 5 layer and k is the number of all single cells in 3-level spatial pyramid. The configuration of 3-level pyramid is as shown in Table 1 and Fig. 4 illustrates the process of SPP.
The proposed SPP-SCF methods is summarized in Algorithm 1.
Algorithm 1 The SPP-SCF Model
Input: An input vein image I (224×224) A pre-trained DNN model (VGG-16) Procedure: 1) Extract deep descriptors X ∈ R H×W ×C from I using the pre-trained DNN model. 
IV. EXPERIMENTS AND DISCUSSION
In this part, rigorous comparison experiments are designed to comprehensively evaluate the performance of the proposed model. On the one hand, experiments with the small-scale lab-made database are conducted firstly to analyze the superiority of the proposed spatial pyramid pooling of selective convolutional features model. On the other hand, to check the generalization ability of the proposed model, additional experiments with the PolyU palmprint database [55] is carried out and state-of-the-art recognition result fully demonstrates the generalization ability and robustness of the proposed model.
A. FORMULATION OF GPP ALGORITHM
Our hand-dorsa vein database has 200 individuals where male and female are respectively 100, and for each person, 10 right hand-dorsa vein images are captured. All hand-dorsa vein images in our database are acquired in two specifically set sessions separated by a time interval of more than 10 days, and at each time, five samples are acquired from each subject at the wavelength of 850nm. To employ the dorsal hand vein information, we set the size of the images as 460 * 640 with extremely high quality, and Fig. 5 shows some samples of the lab-made hand-dorsa vein database and the PolyU palmprint database.
B. EXPERIMENT DETAILS
In our experiments, VGG-16 model is employed as the pretrained DNN model to extract deep convolutional activations. Note that the feature maps of pool5 layer in VGG-16 model are regraded as the convolutional activation in our methods. Thus, X is 7×7×512 convolutional activations. The size of input vein ROI image is 224×224, and the single cell in the pool5 layer corresponds to the vein patch in the input vein ROI image that has a size of 32×32. And the selective convolutional features are 49 deep features of 512-d, which are also regarded as the 512 feature maps of size 7×7. A 3-level pyramid pooling is introduced to aggregate the selective convolutional features, and the detailed configuration is as shown in Table 1 . It should be noted that the final feature presentation is a 14×512-d feature vector.
C. PERFORMANCE EVALUATION OF SELECTIVE CONVOLUTIONAL FEATURES
In this section, the effectiveness of the proposed selective convolutional features model based on spatial weighting is evaluated on our lab-made hand-dorsa vein database. Due to only focusing on the impacts of the convolutional features, we directly employ the max-and average-pooling methods to aggregate the feature maps of the last pool layer. The experiment results are as shown in Table 2 . It can be concluded from Table 2 that Comparing the original convolutional features, the two kinds of feature aggregation methods applied on selective convolutional features realize the accept performance, which also illustrates the high representative and discriminative of selective convolutional features. At the same time, it is obvious that the initial idea about the low discriminative of convolutional activations is demonstrated in this experiment.
D. PERFORMANCE EVALUATION OF SPATIAL PYRAMID POOLING
In this part, the effectiveness of spatial pyramid pooling is verified on the lab-made hand-dorsa vein database. It should be noted that we adopt the selective convolutional features as the deep descriptors of input vein image in this experiment. Several encoding and pooling methods are introduced to evaluate the advantage of spatial pyramid pooling. This experiment is not only evidencing the effectiveness of spatial pyramid pooling but also illustrating the proposed spatial pyramid pooling of selective convolutional features model. The recognition results are as shown in Table 3 .
Judging from the results in Table 3 , the SPP method realizes high performance comparing with other encoding and pooling methods, and the state-of-the-art recognition result with 96.35% indicates the effectiveness of SPP and also demonstrates the advantage of spatial pyramid pooling of selective convolutional features model based on spatial weighting.
E. COMPARISON WITH STATE-OF-THE-ART MODELS
After evaluating the effect of the proposed model on the vein recognition task in the above sections, attention is moved to design experiment to demonstrate the advantage of the proposed SPP-SCF over other state-of-the-art feature extraction algorithms (Since that there is no state-of-the-art performance in hand-dorsa vein recognition tasks with the recently popular feature learning algorithms, only the hand-crafted feature extraction algorithms are implemented for performance comparison.), multi-modal experiments in the scenario of verification are designed. In such scenario, the first image is regarded as gallery whereas the remaining images are exploited as probe, and the overall performance comparison is illustrated in Fig. 6 .
Two kinds of representative hand-crafted feature extraction algorithms are used as reference: The one is the local invariant feature model including SIFT [40] , SURF [43] , RootSIFT [44] , ASIFT [45] , and it has the advantages of being invariant to rotation, translation, scale uncertainty and even uniform illumination, which makes it the best one among all hand-crafted algorithms. The other one is the LBP [52] and its variants including LDP [56] , LTP [57] , and LLBP [58] , and such model is widely applied for vein based identification application for its efficiency, and it also provides competitive recognition results.
Judging from EER result of verification with the labmade database, it can be concluded that the proposed spatial pyramid pooling of selective convolutional activations model performs far better than the LIF (Local Invariant Feature) models with EER as 0.06% whereas the best of LIF is 0.105% with RootSIFT and the best of LBPs is 0.113% with LDP, and the state-of-the-art vein recognition results fully demonstrate the ability of the proposed model for obtaining complete and discriminative feature representation.
To further demonstrate the effectiveness of the proposed model, we compare the proposed method based on the pretrained DNN model with the transfer learning model based on the fine-tuning DNN model [5] . Although the EER result as 0.058% achieved the transfer learning model is little better than the proposed model with EER as 0.06%, comparing with the transfer learning model, our model need not the complex process of fine-tuning strategy and can be employed as universal feature representation for vein recognition. Thus, our proposed model can realize the simple, efficient vein recognition system. VOLUME 6, 2018 
F. GENERALIZATION EVALUATION WITH POLYU PALMPRINT DATABASE
The PolyU Multispectral Palmprint Database is employed here to evaluate the generalization ability of the proposed complementary feature encoding, and only the near-infrared images of PolyU database is adopted for verification since the focus of the experiment is palm-vein verification. The proposed system as illustrated in Fig. 1 is accordingly followed to obtain state-of-the-art recognition results, and comparison with other models on PolyU database is as shown in Table 4 .
It can be observed that the proposed model could achieve state-of-the-art EER level compared with others, which is served as strong proof for the generalization ability of the model.
V. CONCLUSION
Currently, DNN model has successfully applied to the largescale image recognition task, however, it is difficult to apply DNN model to the small-scale image recognition task such as vein recognition. If we directly train DNN model on the small-scale database, it can produce the problem of overfitting in the training process of DNN. Recently, Activations of a DNN model pre-trained on a large-scale database such as ImageNet can be used as a universal image representation and this method has also obtained high performance on some image recognition task. Following this idea, we employ the pre-trained DNN model (VGG-16) from ImageNet instead of the DNN model trained on the small-scale database as the region representation for vein recognition. To obtain more spatial information of vein feature, we adopt the feature maps of fully convolutional layer instead of the activations of the fully connected later as the region representation. However, directly employing the convolutional activations as the region representation cannot achieve the satisfactory recognition result because they cover the background information and noise information. Thus, to remove the non-vein information and fully evaluate the impacts of different local features at different locations, the selective convolutional features model based on spatial weighting is proposed to acquire more representative and discriminative convolutional activations for classification. In specific, one single cell in the last pool layer corresponds to one local vein patch in the input vein image, and all single cell in the last pool layer form a regular grid of vein patches in the input vein image. Therefore, we weigh the importance of one single cell in the last pool layer by judging the size of vein region in the vein patch corresponded to this single cell. To evaluate the size of vein region in the patches, a spatial weighting scheme is proposed. Besides, to efficiently utilizing the spatial information of convolutional activations, a 3-level pyramid pooling is introduced to aggregate the feature maps of pool5 layer.
We also argue that the proposed spatial pyramid pooling of selective convolutional features model based on spatial weighting is also applicable for other computer vision task solved with pre-trained DNN models.
In the future, a DNN model based on selective convolutional features, which is end-to-end trainable, will be discussed for both hand vein recognition task and other image recognition task.
