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a b s t r a c t
Circular splicing systems are a formal model of a generative mechanism of circular words,
inspired by a recombinant behaviour of circular DNA. Some unanswered questions are
related to the computational power of such systems, and finding a characterization of the
class of circular languages generated by circular splicing systems is still an open problem.
In this paper we solve this problem formonotone complete systems, which are finite circular
splicing systemswith rules of a simpler form.We show that a circular language L is generated
by a monotone complete system if and only if the set Lin(L) of all words corresponding to L
is a pure unitary language generated by a set closed under the conjugacy relation. The class
of pure unitary languages was introduced by A. Ehrenfeucht, D. Haussler, G. Rozenberg in
1983, as a subclass of the class of context-free languages, togetherwith a characterization of
regular pure unitary languages by means of a decidable property. As a direct consequence,
we characterize (regular) circular languages generated bymonotone complete systems.We
can also decidewhether the language generated by amonotone complete system is regular.
Finally,we point out thatmonotone complete systems have the same computational power
as finite simple systems, an easy type of circular splicing system defined in the literature
from the very beginning, when only one rule of a specific type is allowed. From our results
on monotone complete systems, it follows that finite simple systems generate a class of
languages containing non-regular languages, showing the incorrectness of a longstanding
result on simple systems.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Circular splicing systems were introduced in [20] to model a specific recombinant behaviour of circular DNA (under the
action of restriction and ligase enzymes) as a particular operation between words in a formal language, thus continuing
the investigation initiated with linear splicing in [19]. An example of this behaviour of circular DNA is the integration of a
plasmid into the DNA of a host bacteria.
In this context, we deal with circular words and splicing rules. Given a word w, the circular word ∼w corresponds to the
set of all the cyclic permutations ofw (see Section 2.1 for more details). A splicing rule has the form u1#u2$u3#u4, where u1,
u2, u3, u4 are words over an alphabet that does not contain #, $ . When a rule applies to a pair of circular words, the splicing
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operation gives as a result a circular word. Different definitions of the action of a rule have been given and they are recalled
in Section 2.2. A circular splicing system S is defined by an initial set I of circular words and by a set R of splicing rules.
The corresponding circular splicing language is the smallest language which contains I and is invariant under the iterated
application of the splicing operation by rules in R. Finding a characterization of the class of circular languages generated by
circular splicing systems is still an open problem [7,21,24].
In this paper we consider classes of splicing systems where I and R are both finite sets and the splicing rules are of a
simpler form. Precisely, there are i ∈ {1, 2} and j ∈ {3, 4} such that, for each rule u1#u2$u3#u4, ui and uj are letters and the
remaining words are the emptyword ((i, j)-CSSH systems). Furthermore, for each pair of letters there is a corresponding rule
in R.
The main contribution of this paper is the characterization of the computational power of these systems, called here
monotone complete systems. Indeed, we show that a circular language L is generated by a monotone complete system if and
only if the set of all words such that the corresponding circular words are in L, is a pure unitary language generated by a set
closed under the conjugacy relation.
The class of pure unitary languages was introduced in [15] as a subclass of the class of context-free languages. In the
same paper [15], the authors also characterized regular pure unitary languages by means of a decidable property. As a
consequence, we characterize regular circular languages generated by monotone complete systems and we can also decide
whether a monotone complete system generates a regular circular language.
We also show that monotone complete systems have the same computational power as another class of systems,
defined in the literature from the very beginning, namely circular simple systems with only one rule of a specific type, i.e.,
R = {a#1$a#1}, where a is a letter. In [26], the authors claimed that some special simple systems always generate regular
circular languages. In this paper we show that some of these simple systems generate non-regular context-free circular
languages, so disproving the above result.
The paper is organized as follows. In Section 2 we gather basics on words and languages, both in the linear and circular
context. In particular, circular splicing, (i, j)-CSSH systems and simple systems are presented. We also prove that two
different known definitions of the splicing operation lead to systems which generate the same class of circular languages.
Section 3 is concerned with pure unitary languages. Section 4 is devoted to our main results whereas some open problems
that follow on are presented in Section 5. An extended abstract of this paper was also communicated at AutoMathA 2009
(Liege, Belgium, 8–12 June 2009) and at DCM 2009 (Rhodes, Greece, 11 July 2009) [8].
2. Basics
2.1. (Circular) words and languages
We denote by A∗ the free monoid over a finite alphabet A and we set A+ = A∗ \ 1, where 1 is the empty word. For a word
w ∈ A∗, |w| is the length ofw and |w|a is the number of occurrences of a inw, a ∈ A. The reversalwRev ofw is defined by the
relations 1Rev = 1 and, for all x ∈ A∗, a ∈ A, (xa)Rev = axRev . We also set alph(w) = {a ∈ A | |w|a > 0}. A word x ∈ A∗ is a
factor ofw ∈ A∗ if u1, u2 ∈ A∗ exist such thatw = u1xu2. For a subset Y of A∗, Y Rev = {wRev | w ∈ Y } is the reversal of Y , |Y | is
the cardinality of Y and alph(Y ) = ∪y∈Yalph(y). We denote by Fin (resp. Reg) the class of finite (resp. regular) languages over
any arbitrary finite alphabet A. Givenw ∈ A∗, a circular word ∼w is the equivalence class ofw with respect to the conjugacy
relation∼ defined by xy ∼ yx, for x, y ∈ A∗ [23]. The notations |∼w|, |∼w|a, alph(∼w) will be defined as |w|, |w|a, alph(w),
for any representativew of ∼w. Wewill often use the notationw for a circular word ∼w. Let ∼A∗ denote the set of all circular
words over A, i.e., the quotient of A∗ with respect to∼. Given L ⊆ A∗, ∼L = {∼w | w ∈ L} is the circularization of Lwhereas,
given a circular language C ⊆ ∼A∗, every L ⊆ A∗ such that ∼L = C is a linearization of C . In particular, a linearization of ∼w is a
linearization of {∼w}, whereas the full linearization Lin(C) of C is defined by Lin(C) = {w ∈ A∗ | ∼w ∈ C}. Notice that, given
L ⊆ A∗, the notation ∼L∗ is unambiguous (and means ∼(L∗)). The same holds for ∼L+. Furthermore, we will often write ∼w
instead of {∼w} and L instead of ∼L, for a set of letters L ⊆ A. Given a family of languages FA in the Chomsky hierarchy, FA∼
is the set of all those circular languages C which have some linearization in FA. Thus Reg∼ is the class of circular languages
C such that C = ∼L for some L ∈ Reg . If C ∈ Reg∼ then C is a regular circular language. It is classically known that given a
regular (resp. context-free) language L ⊆ A∗, Lin(∼L) is regular (resp. context-free) [22]. As a result, given C ⊆ ∼A∗, we have
C ∈ Reg∼ (resp. C is a context-free circular language) if and only if Lin(C) is regular (resp. context-free) [21].
2.2. Circular splicing
We recall below three different definitions of the circular splicing operation. In this paper we mainly deal with the
definition given in [21] and named here ‘‘Păun’s definition’’ since it is the counterpart of the Păun linear splicing operation
in the circular context. Additionally, we compare the first and the second definition in Section 2.4. The third definition, given
by Pixton, is reported here for the sake of completeness.
Head’s definition [20]. A Head circular splicing system is a quadruple SH = (A, I, T , P), where I ⊆ ∼A∗ is the
initial circular language, T ⊆ A∗ × A∗ × A∗ and P is a binary relation on T such that, for each (p, x, q), (u, y, v) ∈ T , if
(p, x, q)P(u, y, v) then x = y. Thus, given (p, x, q), (u, x, v) ∈ T with (p, x, q)P(u, x, v) and circular words ∼w′, ∼w′′, if there
are linearizations w′ of ∼w′, w′′ of ∼w′′, such that w′ = hpxq, w′′ = kuxv, then the result of the splicing operation applied
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to ∼w′ and ∼w′′ by (p, x, q), (u, x, v) is the circular word ∼w such that w = hpxvkuxq. The word x is called the crossing of
the triple.
Păun’s definition [21]. A Păun circular splicing system is a triple S = (A, I, R), where A is a finite alphabet, I is
the initial circular language, with I ⊆ ∼A∗ and R is the set of the rules, with R ⊆ A∗#A∗$A∗#A∗ and #, $ ∉ A. Given a rule,
r = u1#u2$u3#u4 and circular words ∼w′, ∼w′′, if there are linearizations w′ of ∼w′, w′′ of ∼w′′, such that w′ = u2hu1,
w′′ = u4ku3, then the result of the splicing operation applied to ∼w′ and ∼w′′ by r is the circular word ∼w such that
w = u2hu1u4ku3. Therefore, we set (∼w′, ∼w′′)⊢r∼w and we say that ∼w is generated (or spliced) starting with ∼w′, ∼w′′
and by using a rule r . We also say that u1u2, u3u4 are sites of splicing and we will use SITES(R) to denote the set of sites of
the rules in R.
Pixton’s definition [25]. A Pixton circular splicing system is a triple S = (A, I, R) where A is a finite alphabet,
I ⊆ ∼A∗ is the initial circular language, R ⊆ A∗ × A∗ × A∗ is the set of rules and if r = (α, α′;β) ∈ R then there exists β ′
such that r = (α′, α;β ′) ∈ R. Given r, r , and circular words ∼w′, ∼w′′, if there are linearizationsw′ of ∼w′,w′′ of ∼w′′, such
that w′ = ϵα, w′′ = ϵ′α′, then the result of the splicing operation applied to ∼w′ and ∼w′′ by r, r is the circular word ∼w
such thatw = ϵβϵ′β ′. Any pair of rules (r, r) of the given form may be used.
The splicing operation is extended to circular languages in order to obtain the definition of circular splicing languages.
Given a Păun circular splicing system S and a circular language C ⊆ ∼A∗, we set σ ′(C) = {w ∈ ∼A∗ | ∃w′, w′′ ∈ C, ∃r ∈ R :
(w′, w′′)⊢r w}. We also define σ 0(C) = C , σ i+1(C) = σ i(C)∪σ ′(σ i(C)), i ≥ 0, and σ ∗(C) =i≥0 σ i(C). Then, L(S) = σ ∗(I)
is the circular language generated by S. A circular language C is Păun generated (or C is a circular splicing language) if a Păun
circular splicing system S exists such that C = L(S). We call σ i, σ ∗ the splicing functions.
Analogously, given a Head splicing system SH , the circular language L(SH) generated by SH is defined by L(SH) = σ ∗(I).
Here, the splicing functions σ i, σ ∗ are defined as for Păun systems, by changing r ∈ R with (p, x, q),(u, x, v) ∈ T and
(p, x, q)P(u, x, v). A circular language C is Head generated (or C is generated by a Head system) if a Head splicing system SH
exists such that C = L(SH). In Section 2.4 we will prove that the class of circular languages generated by Head systems is
equal to the class of circular languages generated by Păun systems.
In the next part of this paper ‘‘splicing system’’, ‘‘circular splicing system’’ and ‘‘Păun circular splicing system’’ will be
synonymous.
As observed in [21], we may assume that the set R of the rules in a splicing system S = (A, I, R) satisfies additional
conditions, having also a biological counterpart. Namely, we may assume that R is reflexive (i.e., for each u1#u2$u3#u4 ∈ R,
we have u1#u2$u1#u2, u3#u4$u3#u4 ∈ R) or R is symmetric (i.e., for each u1#u2$u3#u4 ∈ R, we have u3#u4$u1#u2 ∈ R).
We do not assume that R is reflexive. On the contrary, we notice that, in view of the definition of circular splicing, if
(∼w′, ∼w′′)⊢r ∼w, with r = u1#u2$u3#u4, w′ = u2hu1, w′′ = u4ku3, then ∼w = ∼u2hu1u4ku3 = ∼u4ku3u2hu1 and
(∼w′′, ∼w′)⊢r ′ ∼w, with r ′ = u3#u4$u1#u2. Consequently, L(S) = L(S ′), where S ′ = (A, I, R′) and R′ = R ∪ {u3#u4$u1#u2 |
u1#u2$u3#u4 ∈ R}. Hence, in order to find a characterization of the circular splicing languages, there is no loss of generality
in assuming that R is symmetric. Thus, in what follows, we assume that R is symmetric. However, for simplicity, in the
examples of Păun systems, only one of either u1#u2$u3#u4 or u3#u4$u1#u2 will be reported in the set of rules.
Analogously, for a Head system SH = (A, I, T , P), if ∼w is generated by ∼w′, ∼w′′, (p, x, q), (u, x, v), with
(p, x, q), (u, x, v) ∈ T , (p, x, q)P(u, x, v), and if (u, x, v)P(p, x, q) then the same circular word ∼w is generated by ∼w′, ∼w′′
and (u, x, v), (p, x, q). Consequently, L(SH) = L(S ′H), where S ′H = (A, I, T , P ′) and P ′ is the symmetric closure of P . Thus, in
order to find a characterization of the circular splicing languages generated by Head systems, there is no loss of generality
in assuming that P is symmetric. Thus, in what follows, we assume that P is symmetric.
We end this section with a brief description of how state of the art the open problems on Păun circular splicing systems
are. The main result concerning the computational power of circular splicing systems states that if S = (A, I, R) is a Păun
circular splicing system such that I ∈ FA∼, where FA is a full abstract family of languages which is closed under cyclic
closure (i.e., if L ∈ FA then Lin(∼L) ∈ FA), R is a finite, reflexive and symmetric set of rules and self-splicing is used,
then L(S) ∈ FA∼ [21]. (Self-splicing is another operation that introduces a different semantics of how rules are used,
see [21] for precise details.) Other results have been proved for finite circular splicing systems [3,5,6]. We recall that a Păun
circular splicing system S = (A, I, R) is finite if I and R are both finite sets. Let C(Fin, Fin) denote the class of the circular
languages generated by finite Păun circular splicing systems. It is known that C(Fin, Fin) contains regular circular languages
(see [5]), context-free circular languages which are not regular (see [5,26]), context-sensitive circular languages which are
not context-free (see [16]) and there exist regular circular languages which are not in C(Fin, Fin) (see [5]). However, the
problem of characterizing circular languages in Reg∼∩C(Fin, Fin) remains open.We do not even know, given L in C(Fin, Fin),
if it is decidable whether L is regular. Contrarily to the general case, the structure of unary languages generated by finite
circular splicing systems has been described exhaustively in [4–6]. Indeed, in [4–6] the authors showed that on a one-letter
alphabet, we have C(Fin, Fin) = Reg∼∩C(Fin, Fin), they provided a characterization of the structure of the unary languages
in C(Fin, Fin) and gave a procedure for deciding whether a unary language is in C(Fin, Fin). In the next part of this paper we
only deal with finite circular splicing systems.
2.3. CSSH systems
As already said, in this paper we consider some special classes of finite circular splicing systems. In detail, a Păun
circular semi-simple splicing system (CSSH system for short) is a finite splicing system S = (A, I, R) such that, for each
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u1#u2$u3#u4 ∈ R, we have u1u2, u3u4 ∈ A [9]. CSSH systems have been considered in [9,10,26], once again as the circular
counterpart of linear semi-simple splicing systems introduced in [17]. If u1u2 = u3u4 ∈ A then S is a simple system [10]. Thus,
in a CSSH system, a rule is defined by a pair of letters and by the positions of these letters in the rule. Indeed there are four
types of rules, namely ai#1$aj#1, ai#1$1#aj, 1#ai$aj#1 and 1#ai$1#aj, with ai, aj ∈ A. Furthermore, since R is symmetric, if
ai#1$1#aj ∈ R then we also have 1#aj$ai#1 ∈ R. The positions of the letters in the rule play an important role that cannot
be ignored as the following example shows.
Example 2.1. Let S = (A, I, R) be the simple system defined by A = {a, b}, I = ∼{abb}, R = {r}, with r = a#1$1#a.
Since (∼an−1(bb)n−1, ∼bba)⊢r ∼an(bb)n, it is easy to prove, by induction on n, that ∼{an(bb)n | n ≥ 1} ⊆ L(S). Now, let
S ′ = (A, I, R′) be the simple system defined by R′ = {r ′}, with r ′ = a#1$a#1. It is not difficult to prove that ∼zaaz ′ ∉ L(S ′),
for each z, z ′ ∈ A∗. Consequently, ∼{an(bb)n | n ≥ 1} ∩ L(S ′) = ∼{abb}. Analogously, ∼abbabb ∉ L(S)whereas we can prove
by induction that ∼(abb)+ ⊆ L(S ′). The structure of L(S ′)will be described in Example 4.6.
The problemof characterizing circular languages generated by CSSH systems S = (A, I, R)maybe simplified ifwe assume
that all rules in R are of the same type. Precisely, using the terminology of [9,10], a (1, 3)-CSSH system (resp. (1, 3)-circular
simple system) is a CSSH system (resp. circular simple system) where each rule has the form ai#1$aj#1, with ai, aj ∈ A.
Analogously, a (2, 4)-CSSH system (resp. (2, 4)-circular simple system) is a CSSH system (resp. circular simple system) where
each rule has the form 1#ai$1#aj, with ai, aj ∈ A. Finally, by taking into account our assumption that R is symmetric, we
define a (2, 3)-CSSH system (resp. (2, 3)-circular simple system) as a CSSH system (resp. circular simple system) such that for
each r ∈ Rwe have r = ai#1$1#aj or r = 1#ai$aj#1.
In [10], the authors compared the classes of circular languages generated by (i, j)-circular simple systems, for different
values of (i, j) ∈ {(1, 3), (2, 4), (2, 3)}, i.e., for different positions of the letter in the rule. They proved that the class of
circular languages generated by (1, 3)-circular simple systems is equal to the class of languages generated by (2, 4)-circular
simple systems, whereas the class of circular languages generated by (1, 3)- and (2, 3)-circular simple systems are not
comparable. An analogous viewpoint was adopted for Păun circular semi-simple splicing systems in [9], where the authors
highlighted further differences between circular simple and CSSH systems. In particular, the class of languages generated
by (1, 3)-CSSH systems is not comparable with the class of languages generated by (2, 4)-CSSH systems. Indeed, in [9], the
authors proved that there is no (2, 4)-CSSH system S1 such that L(S) = L(S1), where S = (A, I, R) is the (1, 3)-CSSH system
defined by A = {a, b, c}, I = ∼{aac, b} and R = {c#1$b#1}. Finally, in [13] the authors proved that the class of circular
languages generated by (2, 4)-CSSH systems is the class of the reversal of the circular languages generated by (1, 3)-CSSH
systems. This result allows us to give an alternative proof of the above-mentioned difference between (1, 3)-CSSH systems
and (2, 4)-CSSH systems (see [7] for further details).
In [16], the author claimed that the class of circular languages generated by CSSH systems is contained in the class of
context-free circular languages. CSSH systems satisfying additional hypotheses, named marked systems, were introduced
in [12,13] with a characterization of the corresponding generated regular circular languages. This characterization was
reviewed in a graph theoretical setting in [7]. However, a still open problem is to find a characterization of the class of regular
circular languages generated by CSSH systems.Wewill focus on a special subclass of CSSH systems, defined in Section 4 and
namedmonotone complete systems.
2.4. Head systems vs. Păun systems
It is a natural question to compare the computational power of Head and Păun systems. We will prove below that the
class of circular languages generated by Head systems is equal to the class of circular languages generated by Păun systems.
The following result shows that for any Head system there exists a Păun system generating the same circular language.
Proposition 2.1. [5] Given a Head system SH = (A, I, T , P), let S = (A, I, R) be the Păun system such that R = {px#q$ux#v |
(p, x, q), (u, x, v) ∈ T , (p, x, q)P(u, x, v)}. Then L(SH) = L(S).
In Proposition 2.2, we prove the converse of Proposition 2.1.
Proposition 2.2. Given a Păun splicing system S = (A, I, R), let SH = (A, I, T , P) be the Head splicing system such that
T = {(u1, 1, u2), (u3, 1, u4) | u1#u2$u3#u4 ∈ R} and with (u1, 1, u2)P(u3, 1, u4) if and only if u1#u2$u3#u4 ∈ R. Then
L(S) = L(SH).
Proof. Let S = (A, I, R) be a Păun system and let SH = (A, I, T , P) be as in the statement.
Set L(S) = i≥0 σ i(I) and L(SH) = i≥0 σ iH(I), where we denote by σ iH the splicing function when we refer to
SH = (A, I, T , P). We prove that L(S) = L(SH), i.e., that for each i ∈ N we have σ iH(I) = σ i(I), by using induction over
i.
Indeed, for i = 0, we obviously have σ 0H(I) = I = σ 0(I). On the other hand, for i > 0, we have ∼w ∈ σ i(I)
if and only if either ∼w ∈ σ i−1(I) or there exists a rule r = u1#u2$u3#u4 and circular words ∼w′, ∼w′′ ∈ σ i−1(I)
such that w′ = u2hu1, w′′ = u4ku3, w = u2hu1u4ku3. If ∼w ∈ σ i−1(I), by using the induction hypothesis, we have∼w ∈ σ i−1H (I) ⊆ σ iH(I). In the second case, (u1, 1, u2), (u3, 1, u4) ∈ T and (u1, 1, u2)P(u3, 1, u4) (by construction of T
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and P). Thus, the Head splicing operation applies to ∼w′ = ∼hu1u2, ∼w′′ = ∼ku3u4 ∈ σ i−1H (I) (induction hypothesis) and
generates ∼hu1u4ku3u2 = ∼u2hu1u4ku3 = ∼w. Thus, by definition, ∼w ∈ σ iH(I).
Conversely, if ∼w ∈ σ iH(I) then either ∼w ∈ σ i−1H (I) = σ i−1(I) ⊆ σ i(I) (induction hypothesis) or there exist∼w′ = ∼hu1u2, ∼w′′ = ∼ku3u4 ∈ σ i−1H (I), with (u1, 1, u2), (u3, 1, u4) ∈ T , (u1, 1, u2)P(u3, 1, u4), and ∼w = ∼hu1u4ku3u2.
In the second case, we have ∼w′ = ∼u2hu1, ∼w′′ = ∼u4ku3 ∈ σ i−1(I) (induction hypothesis) and r = u1#u2$u3#u4 ∈ R
(by construction of T and P). Thus, the Păun splicing operation applies to ∼w′ = ∼u2hu1, ∼w′′ = ∼u4ku3 and generates∼u2hu1u4ku3 = ∼hu1u4ku3u2 = ∼w. Thus, by definition, ∼w ∈ σ i(I). 
A consequence of Proposition 2.2 is proved in the following corollary. We recall that a Head splicing system SH =
(A, I, T , P) is reflexive if for each (p, x, q) ∈ T , we have (p, x, q)P(p, x, q) [20].
Remark 2.1. Let SH = (A, I, T , P) be a Head system such that each triple in T has the form (1, a, 1), a ∈ A. In this case a triple
(1, a, 1) intervenes in the application of the splicing operation only if a ∈ alph(Lin(I)) and (1, a, 1)P(1, a, 1). Therefore,
L(SH) = L(S ′H), where S ′H = (A, I, T ′, P), T ′ = {(1, a, 1) ∈ T | (1, a, 1)P(1, a, 1)}. Thus, in order to characterize the
computational power of SH there is no loss of generality in assuming that SH is reflexive.
Corollary 2.1. For each reflexive Head splicing system SH = (A, I, T , P), with T = {(1, a, 1) | a ∈ A′ ⊆ A}, there exists a
(1, 3)-circular simple system S = (A, I, R), with R = {a#1$a#1 | a ∈ A′ ⊆ A}, such that L(SH) = L(S). Conversely, for each
(1, 3)-circular simple system S = (A, I, R), with R = {a#1$a#1 | a ∈ A′ ⊆ A}, there exists a reflexive Head splicing system
SH = (A, I, T , P), with T = {(1, a, 1) | a ∈ A′ ⊆ A}, such that L(S) = L(SH).
Proof. Let SH = (A, I, T , P) be as in the statement. By Proposition 2.1, the (1, 3)-circular simple system S = (A, I, R), with
R = {a#1$a#1 | a ∈ A′ ⊆ A} is such that L(SH) = L(S). Conversely, let S = (A, I, R), with R = {a#1$a#1 | a ∈ A′ ⊆ A}.
By Proposition 2.2, we have L(S) = L(S ′H), where S ′H = (A, I, T ′, P ′) is the Head splicing system with T ′ = {(a, 1, 1) |
a ∈ A′ ⊆ A} and (a, 1, 1)P ′(a, 1, 1), for each a ∈ A′. Thus, as a direct consequence of the definition of the Head splicing
operation, we have L(S) = L(S ′H) = L(SH), with SH = (A, I, T , P) being the reflexive Head splicing system defined by
T = {(1, a, 1) | a ∈ A′ ⊆ A}. 
In [26], the authors discussed Head systems SH = (A, I, T , P) and the corresponding splicing operation was named
action SA1 of SH . In the same paper [26], a triple in T of the form (1, a, 1), a ∈ A, was said to have null context and crossing
of length one. The first part of Theorem 3.4 in [26] claims the regularity of the circular splicing language under action SA1
of a splicing system SH = (A, I, T , P), with I being a finite set, triples in T having null context and crossings of length one
and with P being a non-empty relation. On the contrary, Example 4.7 shows that (1, 3)-circular simple systems S exist with
R = {a#1$a#1}, a ∈ A and with L(S) being a non-regular language. Thus, by using Corollary 2.1, it is immediate to disprove
the above-mentioned Theorem 3.4 in [26].
3. Pure unitary languages
In this section, we deal with a class of languages, named pure unitary languages, already considered in [14,15,18] with
the aim of finding conditions under which a context-free grammar will generate a regular language. Pure unitary languages
(named insertion languages in [14]) are a simple class of ‘‘generalized Dyck languages’’ and they can be defined in several
ways. Herewe follow the viewpoint adopted in [18], where these languages are defined bymeans of the operation of iterated
insertion. We report some of their known properties and we also give a sufficient condition under which a pure unitary
language is closed under the conjugacy relation (Lemma 3.3). The operations of insertion and iterated insertion are variants
of classical operations on formal languages. We recall their definitions below.
Definition 3.1 ([18]). Given Z, Y ⊆ A∗, the operation of insertion, denoted by←, is defined by Z ← Y = {z1yz2 | z1z2 ∈
Z and y ∈ Y }. The operation of iterated insertion, denoted by←∗, is defined inductively from the operation of insertion by
Y←0 = {1}, Y←i+1 = Y←i ← Y and Y←∗ = ∪i≥0Y←i .
Definition 3.2. [15,18] A language L is a pure unitary language if L = Y←∗ with Y being a finite set.
Since Y←∗ = (Y \1)←∗ , in what follows, we assume Y ⊆ A+. In [15] the authors stated a characterization of regular pure
unitary languages by means of a decidable property. This result is partially reported below.
Theorem 3.1 ([15]). Let Y be a finite set such that alph(Y ) = A. Then L = Y←∗ is regular if and only if Y is subword unavoidable
in A∗, i.e., there exists a positive integer k such that for any word u ∈ A∗, with |u| ≥ k, there exists y ∈ Y such that y is a factor of
u. For any regular set Y ⊆ A∗, it is decidable whether or not Y is subword unavoidable in A∗.
The construction of a grammar generating Y←∗ is obvious (see for instance [11]) and is reported below. As usual, here
and from now on we denote by L(G) the language generated by a context-free grammar G. Let w = ai1 · · · aih ∈ Y , where
aij ∈ A, for j ∈ {1, . . . , h}. Then, we define the production pw = X → Xai1Xai2 · · · XaihX . Therefore, the pure unitary grammar
GY associated with Y is defined as follows:
GY = ({X}, A, P, X),
P = {X → 1} ∪ {pw | w ∈ Y }.
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Our main result follows from the relation Y←∗ = L(GY ) (Proposition 3.1, folklore) and from two properties of the
grammar GY , namely the closure of the language L(GY ) under concatenation (Lemma 3.2) and under the conjugacy relation
(Lemma 3.3), the latter property being satisfied under the condition that Y keeps the same property. Lemma 3.1 is also
needed in the proof of Lemma 3.3, and the three lemmas show a not yet thoroughly investigated relation between insertion,
concatenation and closure under the conjugacy relation.
Looking at the rules of the grammar, given a parse tree representing the derivation of a terminal string from X , it is easy
to prove by induction on the height of the tree that each leaf labeled by a terminal is to the right of a leaf labeled by 1 and
to the left of a leaf labeled by 1. Thus, the parent (labeled by X) of any leaf labeled by 1 may be made the root of a subtree
which is the parse tree of anyw ∈ L(GY ). This observation allows us to prove the following lemma.
Lemma 3.1. For eachw, z ∈ L(GY ), for eachw1, w2 ∈ A∗ such thatw = w1w2, we havew1zw2 ∈ L(GY ).
Notice that Y ⊆ L(GY ). Thus, by using Lemma 3.1 and the recursive definition of Y←∗ , we can prove that Y←∗ ⊆ L(GY ).
Obviously, a converse of the above transformation of a parse tree also holds and allows us to prove that L(GY ) ⊆ Y←∗ . This
result is stated in Proposition 3.1.
Proposition 3.1. Given a finite set Y ⊆ A∗, we have Y←∗ = L(GY ).
Lemma 3.2 is a direct consequence of Lemma 3.1 and Proposition 3.1.
Lemma 3.2. Given a finite set Y ⊆ A∗, the language Y←∗ is closed under concatenation, i.e., ifw1, w2 ∈ Y←∗ thenw1w2 ∈ Y←∗ .
Remark 3.1. The class of pure unitary languages is properly contained within the class of context-free languages. Indeed
the context-free language L = {anbn | n ≥ 1} is not closed under concatenation. Thus, by using Lemma 3.2, L is not a pure
unitary language.
We end this section with a result needed in the next section.
Lemma 3.3. Let Y be a finite set. If Y is closed under the conjugacy relation then L(GY ) is closed under the conjugacy relation.
Proof. Letw ∈ L(GY ), letw = w1w2, we prove thatw2w1 ∈ L(GY ) by induction on the number n of steps in a derivation of
w from X . If the derivation is one step then X ∗⇒ 1 = w, thusw1 = w2 = 1 and obviouslyw2w1 ∈ L(GY ).
Now suppose that the derivation X ∗⇒ w takes n + 1 steps, where n ∈ N, n ≥ 1 and the statement is true for all
derivations of n steps. Consider an (n + 1)-step derivation of w, therefore we have X ⇒ Xai1Xai2 · · · XaihX ∗⇒ w. Thus
w = wi1ai1wi2ai2 · · ·wih aihwih+1 , where X ∗⇒ wij in less than or equal to n steps and |wij | ≤ |wi1wi2 · · ·wihwih+1 | < |w|, for
j ∈ {1, . . . , h+ 1}. Since we havew = wi1ai1wi2ai2 · · ·wihaihwih+1 = w1w2, then there exists k ∈ {1, . . . , h+ 1} such that:
w1 =

wi1ai1 · · · aik−1w′ik if k > 1,
w1 = w′i1 otherwise
w2 =

w′′ikaik · · · aihwih+1 if k < h+ 1,
w2 = w′′ih+1 otherwise
w′ikw
′′
ik = wik .
Furthermore, w′′ikw
′
ik
∼ wik , so, by using the induction hypothesis, w′′ikw′ik ∈ L(GY ). Assume that 1 < k < h + 1. Thus,
w2w1 = w′′ikaik · · · aihwih+1wi1ai1 · · · aik−1w′ik . In addition, Y is closed under the conjugacy relation, so aik · · · aihai1 · · · aik−1 ∈
Y . Finally, by Proposition 3.1 and Lemma 3.2, we havewih+1wi1 ∈ L(GY ), i.e., X ∗⇒ wih+1wi1 . In conclusion:
X ⇒ XaikX · · · XaihXai1 · · · Xaik−1X
∗⇒ aikX · · · XaihXai1 · · · Xaik−1
∗⇒ aikwik+1 · · ·wihaihwih+1wi1ai1 · · ·wik−1aik−1 .
Therefore, aikwik+1 · · ·wihaihwih+1wi1ai1 · · ·wik−1aik−1 ∈ L(GY ) and, by Lemma 3.1, w2w1 = w′′ikaikwik+1 · · ·wihaihwih+1wi1ai1· · ·wik−1aik−1w′ik ∈ L(GY ).
Cases k = 1 and k = h+ 1 can be handled in the same way. Indeed, we have:
X ⇒ Xai1Xai2 · · · XaihX ⇒ ai1Xai2 · · · XaihX ∗⇒ ai1wi2ai2 · · ·wihaihwih+1 ,
X ⇒ Xai1Xai2 · · · XaihX ⇒ Xai1Xai2 · · · Xaih ∗⇒ wi1ai1wi2ai2 · · ·wihaih .
Thus ai1wi2ai2 · · ·wihaihwih+1 , wi1ai1wi2ai2 · · ·wihaih ∈ L(GY ). Therefore, by Lemma 3.1, if k = 1 (resp. k = h + 1) then
w2w1 = w′′i1ai1wi2 · · · aihwih+1w′i1 ∈ L(GY ) (resp.w2w1 = w′′ih+1wi1ai1 · · ·wihaihw′ih+1 ∈ L(GY )) . 
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4. Main result
In this section wewill state themain results of the paper. Precisely, in Section 4.1 we introduce the notions of a complete
system and of a monotone complete system. We prove that for a characterization of the circular languages generated by
monotone complete systemswe can limit our investigation to a subclass of them. This characterization is obtained bymeans
of the iterated insertion operation in Theorem 4.2. A description of the computational power ofmonotone complete systems
follows. Another consequence is a regularity characterization of splicing languages generated by monotone complete
systems (Corollary 4.3). Then, in Section 4.2 we discuss the case of circular simple systems with only one rule a#1$a#1.
4.1. (Monotone) Complete circular splicing systems
We begin this section with some easy known results that will be used for stating our main results. Lemma 4.1 proves
that if we eliminate rules in S = (A, I, R) or circular words in I , we obtain a circular splicing system generating a subset of
L(S). In particular, Lemma 4.2 shows that omitting rules or circular words in I which do not intervene in the application of
the splicing operation will not change the generated language, beyond the finite set of words removed from I . Lemma 4.3
allows us to assume that L(S) ⊆ ∼I+.
Lemma 4.1 ([13]). Let S = (A1, I1, R1), S ′ = (A2, I2, R2) be two Păun circular splicing systems. If A1 ⊆ A2, I1 ⊆ I2 and R1 ⊆ R2
then L(S) ⊆ L(S ′).
In what follows, givenw ∈ A∗, we set Factc(w) = {x ∈ A+ | ∃w′ ∼ w : x is a factor ofw′}.
Definition 4.1 ([13]). Let S = (A, I, R) be a Păun circular splicing system, let r = u1#u2$u3#u4 be a rule in R. We say that r
is useful if there exist ∼x, ∼y ∈ I , such that u1u2 ∈ Factc(x), u3u4 ∈ Factc(y). Otherwise, we say that r is useless.
As already said, given a Paun circular splicing system S = (A, I, R), Lemma 4.2 allows us to eliminate all useless rules and
all words ∼x in I such that x has no factor in SITES(R). In particular, we may assume that 1 ∉ I .
Lemma 4.2 ([13]). Let S = (A, I, R) be a Păun circular splicing system, let I ′ = {∼x ∈ I | SITES(R) ∩ Factc(x) ≠ ∅}. Then, we
have L(S) = L(S ′) ∪ (I \ I ′), where S ′ = (A′, I ′, R′), R′ = {r ∈ R | r is useful} and A′ = alph(I ′).
Lemma 4.3 ([5]). Let S = (A, I, R) be a Păun circular splicing system. Then 1 ∈ I if and only if 1 ∈ L(S).
We give below the definition of the subclass of CSSH systems S = (A, I, R) we deal with. Since we are interested in the
computational power of them,R is assumed to be symmetric and each rule is assumed to beuseful (Lemma4.2). Furthermore,
we assume that 1 ∉ I and so 1 ∉ L(S) (Lemma 4.3).
Definition 4.2. An (i, j)-complete system S = (A, I, R) is a finite system such that:
(1) S is an (i, j)-CSSH system (i.e., there are fixed positions i ∈ {1, 2} and j ∈ {3, 4} such that for all r = u1#u2$u3#u4 ∈ R
we have u1u2 = ui ∈ A and u3u4 = uj ∈ A);
(2) S is a complete system, i.e., for each a, b ∈ A, there is a rule u1#u2$u3#u4 ∈ R such that ui = a, uj = b.
Example 4.1. Let S = (A, I, R), where A = {a, b}, I = ∼{ab} and R = {a#1$a#1, b#1$b#1, a#1$b#1}. Therefore S is a
(1, 3)-complete system. Analogously, let R′ = {1#a$1#a, 1#b$1#b, 1#a$1#b}, R′′ = {1#a$a#1, 1#b$b#1, 1#a$b#1}. Then,
S ′ = (A, I, R′) is a (2, 4)-complete system and S ′′ = (A, I, R′′) is a (2, 3)-complete system.
Proposition 4.1 shows that the class of languages generated by (i, j)-complete systems is equal to the class of languages
generated by (i′, j′)-complete systems, for (i, j), (i′, j′) ∈ {(1, 3), (2, 4), (2, 3)}, (i, j) ≠ (i′, j′).
Proposition 4.1. Let S = (A, I, R) (resp. S ′ = (A, I, R′)) be an (i, j)-complete system (resp. (i′, j′)-complete system), for (i, j)
(resp. (i′, j′)) ∈ {(1, 3), (2, 4), (2, 3)}. Then L(S) = L(S ′).
Proof. Let S = (A, I, R) be a (1, 3)-complete system, let S ′ = (A, I, R′) be a (2, 4)-complete system and let S ′′ = (A, I, R′′)
be a (2, 3)-complete system. Denote by σ ′1, σ
i
1 (resp. σ
′
2, σ
i
2) the splicing functions when we refer to S
′ (resp. S ′′). We prove
that L(S) = L(S ′) = L(S ′′), by showing that for each i ∈ N we have σ i(I) = σ i1(I) = σ i2(I), by induction on i. Indeed, for
i = 0, we have σ 0(I) = I = σ 01 (I) = σ 02 (I).
Now, let i > 0 and let ∼w ∈ σ i(I). If ∼w ∈ σ i−1(I) then, by induction hypothesis, ∼w ∈ σ i1(I) and ∼w ∈ σ i2(I). Otherwise,
by definition, r , w′, w′′ exist, with r ∈ R, ∼w′, ∼w′′ ∈ σ i−1(I) such that ∼w = ∼w′w′′, by using r . By induction hypothesis
once again, ∼w′, ∼w′′ ∈ σ i−11 (I), ∼w′, ∼w′′ ∈ σ i−12 (I). Furthermore, ∼w′ ≠ 1 and ∼w′′ ≠ 1. Let w′ = aix, w′′ = ajy = y′ah,
with ai, aj, ah ∈ A. Since S ′ is a (2, 4)-complete system (resp. S ′′ is a (2, 3)-complete system), we have 1#ai$1#aj ∈ R′
(resp. 1#ai$ah#1 ∈ R′′) and so, ∼w = ∼w′w′′ ∈ σ i1(I) (resp. ∼w = ∼w′w′′ ∈ σ i2(I)). We proved that σ i(I) ⊆ σ i1(I) and
σ i(I) ⊆ σ i2(I). Similar arguments apply to show that σ i1(I) ⊆ σ i(I) and σ i2(I) ⊆ σ i(I), i.e., σ i(I) = σ i1(I) = σ i2(I) as
claimed. 
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Wewill call an (i, j)-complete system simply amonotone complete system. Using this terminology, we drop the reference
to the positions in a rulewhere a letter appears.We can do that since Proposition 4.1 shows that every (i, j)-complete system
(with initial set I) generates the same language of an (i′, j′)-complete system (with the same initial set). Notice that if S is a
monotone complete system then S is uniquely defined by I . Indeed, we have A = alph(I) (all rules are useful), any rule in
R can be denoted by a pair of letters (since their position in the rule is the same as for the other rules) and R = A × A (R is
complete).
Example 4.2. Let S = (A, I, R), S ′ = (A, I, R′), S ′′ = (A, I, R′′) be the CSSH systemsdefined in Example 4.1, i.e.,A = {a, b}, I =
∼{ab}, R = {a#1$a#1, b#1$b#1, a#1$b#1}, R′ = {1#a$1#a, 1#b$1#b, 1#a$1#b} and R′′ = {1#a$a#1, 1#b$b#1, 1#a$b#1}.
Therefore, S, S ′ and S ′′ are all monotone complete systems.
By using Proposition 4.1, for a characterization of the computational power of monotone complete systems and a
description of the corresponding generated languages, we can limit our investigation to (1, 3)-complete systems. We recall
that the latter systems were introduced in [8], where they were named complete systems. Notice that in a (1, 3)-CSSH
system S = (A, I, R), circular splicing can be rephrased as follows: given a rule ai#1$aj#1 and two circular words ∼xai, ∼yaj,
the circular splicing yields as a result ∼xaiyaj. Therefore, in what follows and in order to abbreviate, we will write (ai, aj) to
denote a rule ai#1$aj#1 in a (1, 3)-CSSH system.
One of our main results, stated in Theorem 4.2, is based on the following observation. On the one hand we have already
pointed out that if L = Y←∗ is obtained by iterated insertion, starting with a finite language Y closed under the conjugacy
relation, then L is closed under concatenation and under the conjugacy relation (Lemmas 3.2 and 3.3). On the other hand,
by definition, the full linearization Lin(L(S)) of a circular splicing language L(S) is a language closed under the conjugacy
relation. In addition, if S is a (1, 3)-complete system, then Lin(L(S)) is also closed under concatenation (Lemma 4.4).
Lemma 4.4. Let S be a (1, 3)-complete system. Then Lin(L(S)) is closed under concatenation, i.e., if w,w′ ∈ Lin(L(S)) then
ww′ ∈ Lin(L(S)). Analogously, if ∼w, ∼w′ ∈ L(S) then ∼ww′ ∈ L(S).
Proof. Let S be a (1, 3)-complete system and let w,w′ ∈ Lin(L(S)), i.e., ∼w, ∼w′ ∈ L(S). Since ∼w ≠ 1 and ∼w′ ≠ 1,
let w = xai, w′ = yaj, with ai, aj ∈ A. Since S is (1, 3)-complete, we have (ai, aj) ∈ R and so ∼ww′ ∈ L(S), i.e.,
ww′ ∈ Lin(L(S)). 
The above result is strengthened by Proposition 4.2. Indeed we state that Lin(L(S)) is the smallest language closed under
conjugacy relation, under concatenation and containing I .
Proposition 4.2. Let S = (A, I, R) be a (1, 3)-complete system. Let L be a language such that:
(1) L is closed under the conjugacy relation.
(2) L is closed under the concatenation.
(3) Lin(I) ⊆ L.
Thus, Lin(L(S)) ⊆ L.
Proof. Letw ∈ Lin(L(S)). We prove thatw ∈ L, by induction on |w|. The smallest words in Lin(L(S)) are necessarily in Lin(I)
and, by hypothesis, Lin(I) ⊆ L. On the other hand, if w ∈ Lin(L(S)) then ∼w ∈ L(S). Therefore, if w ∈ Lin(L(S)) \ Lin(I)
then, by the definition of the splicing operation, ∼w = ∼w1w2 with ∼w1 ∈ L(S), ∼w2 ∈ L(S), |w1| < |w|, |w2| < |w|. Thus,
w ∼ w1w2. In addition,w1 ∈ Lin(L(S)),w2 ∈ Lin(L(S)) so, by induction hypothesis,w1, w2 ∈ L. Hence,w1w2 ∈ L (item (2))
andw ∈ L (item (1)). 
Since the language L = (Lin(I))←∗ , obtained by iterated insertion starting with Lin(I), satisfies the hypotheses in
Proposition 4.2, we obtain Corollary 4.1 as a direct result.
Corollary 4.1. Let S = (A, I, R) be a (1, 3)-complete system. Then Lin(L(S)) ⊆ (Lin(I))←∗ \ 1.
Proof. In view of the definitions and along with Proposition 3.1 and Lemmas 3.2 and 3.3, (Lin(I))←∗ satisfies items (1)–(3)
in Proposition 4.2. Thus, in view of Proposition 4.2, Lin(L(S)) ⊆ (Lin(I))←∗ \ 1. 
By using the previous results we can thus prove Theorem 4.1, which gives an alternative description of circular splicing
languages generated by (1, 3)-complete systems.
Theorem 4.1. Let I be a finite circular language, let S be the corresponding (1, 3)-complete system. Then Lin(L(S)) = L(GLin(I)) \
1 = (Lin(I))←∗ \ 1.
Proof. Let w ∈ L(GLin(I)) \ 1. We prove that w ∈ Lin(L(S)) by induction on the number n of steps in a derivation of w from
X . We have n ≥ h+ 2, where h = min {|y| | y ∈ Lin(I)}. If the derivation X ⇒ Xai1Xai2 · · · XaihX ∗⇒ w takes n = h+ 2 steps
thenw = ai1ai2 · · · aih ∈ Lin(I) ⊆ Lin(L(S)).
Now suppose that the derivation X ∗⇒ w takes n + 1 steps, where n ∈ N, n ≥ h + 2 and the statement is true for all
derivations of n steps. Consider an (n + 1)-step derivation of w, therefore we have X ⇒ Xai1Xai2 · · · XaihX ∗⇒ w. Hence
w = wi1ai1wi2ai2 · · ·wihaihwih+1 , where X ∗⇒ wij in less than or equal to n steps and |wij | ≤ |wi1wi2 · · ·wihwih+1 | < |w|, for
j ∈ {1, . . . , h+ 1}. Thuswij ∈ L(GLin(I)) and, ifwij ≠ 1 then, by induction hypothesis,wij ∈ Lin(L(S)).
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Let us prove, by induction on j, that wi1ai1wi2ai2 · · ·wijaijaij+1 · · · aih ∈ Lin(L(S)), for j ∈ {1, . . . , h + 1}, where
aijaij+1 · · · aih = 1 for j = h + 1. Indeed, let j = 1. If wi1 = 1 then wi1ai1ai2 · · · aih ∈ Lin(I) ⊆ Lin(L(S)), otherwise
wi1 ∈ Lin(L(S)) and, in view of Lemma 4.4, once againwi1ai1ai2 · · · aih ∈ Lin(L(S)).
Now, assume that wi1ai1wi2ai2 · · ·wijaijaij+1 · · · aih ∈ Lin(L(S)), with 1 ≤ j < h + 1. If wij+1 = 1 then wi1ai1wi2
ai2 · · ·wijaijwij+1aij+1 · · · aih = wi1ai1wi2ai2 · · ·wijaijaij+1 · · · aih ∈ Lin(L(S)) and our claim is true for j+ 1.
Otherwise, aij+1 · · · aihwi1ai1wi2ai2 · · ·wijaij ∈ Lin(L(S)) (again, aij+1 · · · aih = 1 for j = h). Thus, since wij+1 ∈ Lin(L(S)),
we have aij+1 · · · aihwi1ai1wi2ai2 · · ·wijaijwij+1 ∈ Lin(L(S)) (Lemma 4.4). Hence, wi1ai1wi2ai2 · · ·wijaijwij+1aij+1 · · · aih ∈
Lin(L(S)). The above claim, for j = h+ 1, yieldsw = wi1ai1wi2ai2 · · ·wihaihwih+1 ∈ Lin(L(S)).
Thus,weproved that L(GLin(I))\1 ⊆ Lin(L(S)). Hence, in viewof Proposition 3.1 andCorollary 4.1,wehave (Lin(I))←∗\1 =
L(GLin(I)) \ 1 = Lin(L(S)). 
The following example illustrates a simple application of the above theorem to specify the language generated by a
monotone complete system. Example 4.3 also shows that the class of languages generated by monotone complete systems
includes non-regular circular languages.
Example 4.3. Let S = (A, I, R) be the (1, 3)-complete system defined by A = {a, b}, I = ∼{ab} and R = {(a, a),
(b, b), (a, b)}. By using Theorem 4.1, we know that Lin(L(S)) = L(G) \ 1, where G = ({X}, A, P, X) is the context-free
grammar with P = {X → 1, X → XaXbX, X → XbXaX}. Consider the context-free grammar G′ = ({X}, A, P ′, X),
where P ′ = {X → 1, X → XX, X → aXb, X → bXa}. It is well known that G′ generates the non-regular language
L(G′) = {w ∈ {a, b}∗ | |w|a = |w|b} (Ex. II.3.1 in [1]). It is not too difficult to see that L(G) = L(G′). Indeed, by using
induction on the length of w ∈ L(G), we have L(G) ⊆ {w ∈ {a, b}∗ | |w|a = |w|b} = L(G′). Conversely, let w ∈ L(G′).
We can prove that w ∈ L(G) by induction on the number n of steps in a derivation of w from X in G′. Of course if n = 1
then w = 1 ∈ L(G). Otherwise, one of the following three cases holds: (1) X ⇒G′ XX ∗⇒G′ w, (2) X ⇒G′ aXb ∗⇒G′ w, (3)
X ⇒G′ bXa ∗⇒G′ w. By using Lemma 3.2 (case (1)), the derivations X ⇒G XaXbX ∗⇒G aXb (case (2)), X ⇒G XbXaX ∗⇒G bXa
(case (3)) and the induction hypothesis, it follows that w ∈ L(G). Consequently Lin(L(S)) = {w ∈ {a, b}+ | |w|a = |w|b} is
a non-regular language and L(S) is a non-regular circular language.
Thanks to the previous results we can thus prove Theorem 4.2 stating the connection between pure unitary languages,
pure unitary grammars and circular splicing languages generated by (1, 3)-complete systems. A description of the
computational power of monotone complete systems follows since we state that the corresponding generated languages
are context-free. Theorem 4.2 is also needed for the characterization of regular languages in this family.
Theorem 4.2. The following conditions are equivalent:
(1) There exists a (1, 3)-complete system S = (A, I, R) such that L = L(S).
(2) There exists a finite language Y such that Y is closed under the conjugacy relation and Lin(L) = L(GY )\1, i.e., L = ∼(L(GY )\1).
(3) There exists a finite language Y such that Y is closed under the conjugacy relation and Lin(L) = Y←∗ \1, i.e., L = ∼(Y←∗ \1).
Proof. (1)⇒ (2) follows by Theorem 4.1 when we set Y = Lin(I).
(2)⇔ (3) follows by Proposition 3.1.
(3) ⇒ (1) Assume that Lin(L) = Y←∗ \ 1, where Y is a finite language and Y is closed under the conjugacy relation. Let
S = (A, I, R) be the (1, 3)-complete system defined by I = ∼Y . Since Y is closed under the conjugacy relation, we have
Lin(I) = Y . Furthermore, by using the hypothesis, Proposition 3.1 and Theorem 4.1, we have Lin(L(S)) = L(GLin(I)) \ 1 =
L(GY ) \ 1 = Lin(L), and so L(S) = L. 
A fundamental consequence of Theorems 3.1 and 4.2 is stated in Corollary 4.2.
Corollary 4.2. Let S = (A, I, R) be a (1, 3)-complete system. Then, L(S) is a regular circular language if and only if Lin(I) is
subword unavoidable. Consequently, it is decidable whether L(S) is a regular circular language.
Corollary 4.3 is a direct consequence of Proposition 4.1 and Corollary 4.2 and states one of the main results of this paper.
Corollary 4.3. Let S = (A, I, R) be a monotone complete system. Then, L(S) is a regular circular language if and only if Lin(I) is
subword unavoidable. Consequently, it is decidable whether L(S) is a regular circular language.
Corollary 4.3 is illustrated below through examples.
Example 4.4. Let S = (A, I, R) be the (1, 3)-complete system defined in Example 4.3, i.e., A = {a, b}, I = ∼{ab} and
R = {(a, a), (b, b), (a, b)}. We already know that L(S) is a non-regular circular language (Example 4.3). The non-regularity
of L(S) can also be obtained by Corollary 4.3 since Lin(I) = {ab, ba} is not subword unavoidable. On the contrary, let
S = (A, I ′, R) be the (1, 3)-complete system defined I ′ = ∼{ab, aa, bb}. Now Lin(I ′) = {ab, ba, aa, bb} is subword
unavoidable. Thus, in view of Corollary 4.2, L(S) is a regular circular language. Actually, in view of Theorem 4.1, we have
Lin(L(S)) = {ab, ba, aa, bb}←∗ \ 1. Therefore it is easy to prove by structural induction that Lin(L(S)) = {ab, ba, aa, bb}←∗ \
1 = ({a, b}2)+ = {w ∈ {a, b}+ | ∃k > 0 : |w| = 2k}.
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A natural question is which differences exist between all the subclasses of CSSH systems defined in this section.
Lemma 4.1 partially answers this question when it is referred to complete and non-complete systems. Indeed, the set R′
of rules in a non-complete system S ′ = (A, I, R′) is a subset of the set R of rules in a complete system S = (A, I, R). Thus, by
using Lemma 4.1, L(S ′) ⊆ L(S). A more interesting relation exists between monotone and non-monotone systems that has
not yet been thoroughly investigated. We have alreadymentioned this question in Example 2.1 (Section 2.3). Even if we add
the hypothesis of completeness, deep differences still exist. Indeed, Example 4.5 shows that the regularity condition stated
in Corollary 4.3 does not hold for complete systems that are not monotone. Furthermore, Proposition 4.1 shows that we
can change the position of a letter inside a rule of a (i, j)-complete systems without changing the corresponding generated
language provided thatwe apply this transformation to all rules andbymaking the same changes of the position. Example 4.5
shows that this result is no longer true otherwise.
Example 4.5. Let S = (A, I, R) be the monotone complete system defined in Example 4.3, i.e., A = {a, b}, I = ∼{ab} and
R = {(a, a), (b, b), (a, b)}. We have shown in Example 4.3 that L(S) = ∼{w ∈ {a, b}∗ | |w|a = |w|b} is a non-regular circular
language. On the contrary, let S ′ = (A, I, R′) be the complete (non-monotone) system defined by R′ = {a#1$a#1, b#1$b#1,
1#a$b#1}, let r = 1#a$b#1. We prove that L(S ′) = ∼(ab)+. Since (∼(ab)n−1, ∼ab)⊢r ∼(ab)n, it is easy to prove, by induction
on n, that ∼(ab)+ ⊆ L(S ′). Conversely, let us prove that for each ∼w ∈ L(S ′) = ∪i≥0σ i(I)we have ∼w ∈ ∼(ab)+, by induction
on the length of ∼w. Let i be such that ∼w ∈ σ i(I). If i = 0, then obviously ∼w = ∼ab ∈ ∼(ab)+. Otherwise, by definition,
there exist ∼w′, ∼w′′ ∈ σ i−1(I) and r ∈ R′ such that (∼w′, ∼w′′) ⊢r ∼w. Looking at R′, one of the following three cases
holds: (1) ∼w′ = ∼ax, ∼w′′ = ∼yb, ∼w = ∼axyb, (2) ∼w′ = ∼xa, ∼w′′ = ∼ya, ∼w = ∼xaya, (3) ∼w′ = ∼xb, ∼w′′ = ∼yb,
∼w = ∼xbyb. Furthermore, by induction hypothesis we have that ∼w′, ∼w′′ ∈ ∼(ab)+ that yields x ∈ b(ab)∗, y ∈ a(ba)∗ in
case (1), xa ∈ (ba)+, ya ∈ (ba)+ in case (2), xb ∈ (ab)+, yb ∈ (ab)+ in case (3). As a consequence, we have ∼w ∈ ∼(ab)+. Of
course ∼(ab)+ is a regular circular language since Lin(∼(ab)+) = (ab)+ ∪ (ba)+.
Let S be a (1, 3)-complete system. Thus, by Lemma 4.4, we have L = Lin(L(S)) = Lin(L(S))+ and L ∪ {1} is a language
which is closed under the conjugacy relation and which is the Kleene closure of the language L itself. We recall that in [5],
the authors considered the particular case in which L is a star language, i.e., L = Z∗ is the Kleene closure of a regular language
Z and L is closed under the conjugacy relation. In the same paper [5], the authors proved that if Z is finite or if L satisfies
an additional property, defined by the minimal finite state automaton recognizing L, then ∼L ∈ C(Fin, Fin). Let us define a
slight variant of the above class of languages. Precisely, we define a g-star language as a language which is closed under the
conjugacy relation and which is the Kleene closure of a language. Another research direction is to investigate the relation
between pure unitary languages and g-star languages which are the full linearization of circular splicing languages.
4.2. Simple systems
In this section, we show how our characterization of the computational power of monotone complete systems can be
extended to a special type of (1, 3)-circular simple systems. As already said, (1, 3)-circular simple systems are equivalent to
reflexive Head splicing systems SH = (A, I, T , P), with T = {(1, a, 1) | a ∈ A′ ⊆ A} (Corollary 2.1), having a still unknown
computational power.
In detail, we show that a reformulation of Theorem 4.2 and Corollary 4.2 still hold in terms of (1, 3)-circular simple
systems having only one rule. This reformulation is obtained by using a bijection between these systems and (1, 3)-complete
systems (Proposition 4.3). It is clear that in order to extend this bijection to circular simple systems with a set of rules of
larger size, we need a generalization of the notion of complete systems.
Let us briefly give an intuitive description of the results stated in this section. As already mentioned, the circular splicing
language is obtained by iterated applications of the splicing operation, starting with all pairs of circular words in I . Let
S = (A, I, R) be a (1, 3)-circular simple system, where R = {(a, a)}, a ∈ A. In this context, given two circular words ∼ha,
∼ka, circular splicing yields as a result ∼haka. In other words, the splicing operation is allowed on every position where a
appears. Therefore we handle all wordsw in Lin(I) (and in Lin(σ i(I))) having the formw = x1a · · · xka, where xj ∈ (A \ a)∗.
It is easily seen that each of these words w is in the free monoid generated by a finite prefix code F = {xia | 1 ≤ i ≤ n}.
Therefore, let A′ = {α1, . . . , αn} be an alphabet such that A′ ∩ A = ∅, |A′| = |F |. By a coding morphism αj ∈ A′ → xja ∈ F , F
is identified with a finite alphabet A′ and the rule (a, a) is identified with the set of rules A′×A′. Since regular (resp. context-
free) languages are closed undermorphism,we can define a bijection between (1, 3)-complete systems S ′ and (1, 3)-circular
simple systems S with one rule such that L(S ′) is regular (resp. context-free) if and only if L(S) is regular (resp. context-free)
(Proposition 4.3). Let us state the definitions and results in a precise way.
Given I = ∼{wi | 1 ≤ i ≤ k}, the set F ⊆ A+ associated with I is the set of smallest cardinality which satisfies the
following conditions: (1) for each wordw in F we havew ∈ A∗a and |w|a = 1; (2) for each ∼w ∈ I , ifw′ is any linearization
of ∼w such thatw′ ∈ A∗a thenw′ ∈ F+.
Hence F = {xia | 1 ≤ i ≤ n} is a finite prefix code (i.e., F ∩ FA+ = ∅) and for each ∼wi ∈ I , we have ∼wi = ∼xi,1a · · · xi,jia,
where ji ∈ N, |xi,g |a = 0, for each 1 ≤ g ≤ ji and xi,1a, . . . , xi,jia is a set of not necessarily different elements in F . Here we
assume that a ∈ alph(w), for each w ∈ I . Notice that in order to characterize the circular splicing language generated by S,
there is no loss of generality in making this assumption. Indeed, by using Lemma 4.2, we have that L(S) = L(S1) ∪ (I \ I1),
where S1 = (A, I1, R) and I1 = {w ∈ I | a ∈ alph(w)}. Therefore, in the next part of this paper we still assume that
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|w|a ≠ 0, for each w ∈ I . From now on, S = (A, I, R) will denote a (1, 3)-circular simple system with R = {(a, a)}, a ∈ A
and I = ∼{xi,1a · · · xi,jia | 1 ≤ i ≤ k}, where |xi,g |a = 0, for each 1 ≤ g ≤ ji.
Let ϕ be a coding morphism for F , i.e., a morphism ϕ : A′∗ → A∗ which is injective and such that F = ϕ(A′) [2]. Thus,
|A′| = |F |. Set A′ = {α1, . . . , αn}. We know that ϕ is defined by ϕ(αi) = xia, 1 ≤ i ≤ n. We also know that ϕ defines a map
from ∼A′∗ into ∼A∗ if we set ϕ(∼w) = ∼ϕ(w), for all w ∈ A′∗, i.e., ϕ(∼w) does not depend on which representative in ∼w
we choose to define it by [21]. Thus, ifw,w′ ∈ A′∗ andw ∼ w′ then ϕ(w) ∼ ϕ(w′). In what follows ϕ will denote a coding
morphism for F and S ′ = (A′, I ′, R′)will denote the (1, 3)-complete system defined by I ′ = ϕ−1(I). Thus, A′ = alph(I ′) and
R′ = A′ × A′. Then S ′ will be named the (1, 3)-complete system associatedwith S.
Remark 4.1. It is easy to state that L(S) ⊆ ∼F+. Indeed we prove that if ∼w ∈ L(S) then ∼w ∈ ∼F+, by induction on |w|.
If ∼w ∈ I then, by definition, ∼w ∈ ∼F+. Otherwise, ∼w = ∼w′w′′ with ∼w′, ∼w′′ ∈ L(S), w′ = xa, w′′ = ya. By induction
hypothesis, ∼w′, ∼w′′ ∈ ∼F+, i.e.,w′ = xa ∼ x1a · · · xna,w′′ = ya ∼ y1a · · · yma, with xi, yj ∈ (A\a)∗, xia, yja ∈ F , 1 ≤ i ≤ n,
1 ≤ j ≤ m. Since xi, yj ∈ (A\ a)∗, we necessarily havew′ = x1a · · · xna orw′ = xha · · · xnax1a · · · xh−1a, with 1 < h ≤ n, and
w′′ = y1a · · · yma orw′′ = yka · · · ymay1a · · · yk−1a, with 1 < k ≤ m. Consequently,w′w′′ ∈ F+ and ∼w = ∼w′w′′ ∈ ∼F+.
Remark 4.2. Let w, w′ ∈ A′∗. We have already observed that if w ∼ w′ then ϕ(w) ∼ ϕ(w′). Conversely, it is easy to prove
that if ϕ(w) ∼ ϕ(w′) then w ∼ w′. Since ϕ is a bijection, if ϕ(w) = ϕ(w′) then w = w′. Thus assume ϕ(w) ∼ ϕ(w′)
with ϕ(w) ≠ ϕ(w′). Let w = α1 · · ·αn, w′ = β1 · · ·βm, with αi, βj ∈ A′, 1 ≤ i ≤ n, 1 ≤ j ≤ m. Let xi, yj ∈ (A \ a)∗
be such that ϕ(αi) = xia, ϕ(βj) = yja, 1 ≤ i ≤ n, 1 ≤ j ≤ m. Therefore, if ϕ(w) = ϕ(α1 · · ·αn) = ϕ(α1) · · ·ϕ(αk) =
x1a · · · xna ∼ y1a · · · yma = ϕ(β1 · · ·βm) = ϕ(w′), since xi, yj ∈ (A \ a)∗, there exists h, with 1 < h ≤ n, such that
y1a · · · yma = xha · · · xnax1a · · · xh−1a. Consequently, ϕ(w′) = xha · · · xnax1a · · · xh−1a = ϕ(αh · · ·αnα1 · · ·αh−1) and, ϕ
being a bijection, we have w′ = αh · · ·αnα1 · · ·αh−1 ∼ α1 · · ·αn = w. As a consequence, for any circular language
L ⊆ ∼A′∗, we have L = ϕ−1(ϕ(L)). Indeed, we obviously have L ⊆ ϕ−1(ϕ(L)). Conversely, let ∼w ∈ ϕ−1(ϕ(L)). Thus
∼ϕ(w) = ϕ(∼w) ∈ ϕ(L), i.e., ϕ(w) ∼ ϕ(w′), with w′ ∈ Lin(L). In view of the above observation, we have w ∼ w′, hence
∼w ∈ L.
Remark 4.3. Let L ⊆ ∼F+. It is easy to see that ϕ(ϕ−1(L)) = L. Of course ϕ(ϕ−1(L)) ⊆ L. Conversely, let ∼w ∈ L. Thus
∼w ∈ ∼F+ and there are α1, . . . , αn ∈ A′ such that ∼ϕ(α1 · · ·αn) = ∼w. Therefore ∼w = ∼ϕ(α1 · · ·αn) = ϕ(∼(α1 · · ·αn))
and so ∼(α1 · · ·αn) ∈ ϕ−1(L). Consequently, ∼w ∈ ϕ(ϕ−1(L)).
Proposition 4.3. For any (1, 3)-circular simple system S = (A, I, R)with R = {(a, a)} and for the corresponding (1, 3)-complete
system S ′ associated with S and set F associated with I, the following conditions hold.
(1) ϕ(L(S ′)) = L(S).
(2) ϕ−1(L(S)) = L(S ′).
(3) ϕ(Lin(L(S ′))) = Lin(L(S)) ∩ F+.
(4) Lin(L(S)) = Lin(∼(Lin(L(S)) ∩ F+)).
(5) Lin(L(S ′)) = ϕ−1(Lin(L(S)) ∩ F+).
(6) L(S) is a regular (resp. context-free) circular language if and only if L(S ′) is regular (resp. context-free).
Proof. (1)We prove that ∼w ∈ ϕ(L(S ′)) if and only if ∼w ∈ L(S), by induction on |w|. Let ∼w ∈ ϕ(L(S ′)). By Remark 4.3,
ϕ(I ′) = ϕ(ϕ−1(I)) = I ⊆ L(S), therefore wemay assume thatw = ϕ(z) and (∼z ′, ∼z ′′)⊢r ′ ∼z, with ∼z ′, ∼z ′′ ∈ L(S ′) and r ′ ∈
R′. Thus, z ∼ z ′z ′′. Hencew = ϕ(z) ∼ ϕ(z ′z ′′) = ϕ(z ′)ϕ(z ′′), i.e., ∼w = ∼ϕ(z ′)ϕ(z ′′). Since |w| = |ϕ(z)| = |ϕ(z ′)| + |ϕ(z ′′)|
and ϕ(A′) ⊆ A+, we have |ϕ(z ′)| < |ϕ(z)|, |ϕ(z ′′)| < |ϕ(z)|. In addition, ϕ(∼z ′), ϕ(∼z ′′) ∈ ϕ(L(S ′)), hence (induction
hypothesis) ∼ϕ(z ′), ∼ϕ(z ′′) ∈ L(S). Finally, by definition of ϕ, we have ϕ(z ′), ϕ(z ′′) ∈ A∗a, hence (∼w′, ∼w′′)⊢r ∼w,
with w′ = ϕ(z ′), w′′ = ϕ(z ′′), ∼w′, ∼w′′ ∈ L(S) and r = (a, a) ∈ R, i.e., ∼w ∈ L(S). Conversely, let ∼w ∈ L(S). By
Remark 4.3, I = ϕ(ϕ−1(I)) = ϕ(I ′), therefore we may assume that ∼w = ∼w′w′′ with ∼w′, ∼w′′ ∈ L(S), w′ = xa,
w′′ = ya. By induction hypothesis, there are ∼z ′, ∼z ′′ ∈ L(S ′) such that w′ ∼ ϕ(z ′), w′′ ∼ ϕ(z ′′). Since ∼w′ ∈ ∼F+
(Remark 4.1) and w′ ∈ A∗a, we have w′ ∈ F+. Thus, there exists z ′1 ∈ A′∗ such that w′ = ϕ(z ′1) ∼ ϕ(z ′), so z ′1 ∼ z ′
(Remark 4.2) and ∼z ′1 ∈ L(S ′). Analogously,w′′ = ϕ(z ′′1 ), with ∼z ′′1 = ∼z ′′ ∈ L(S ′). Thus,w′w′′ = ϕ(z ′1z ′′1 ) and, by Lemma 4.4,∼w = ∼w′w′′ = ∼ϕ(z ′1z ′′1 ) = ϕ(∼z ′1z ′′1 ) ∈ ϕ(L(S ′)).
(2) By item (1) and Remark 4.2 we have L(S ′) = ϕ−1(ϕ(L(S ′))) = ϕ−1(L(S)).
(3) If w ∈ Lin(L(S ′)) then ∼w ∈ L(S ′), so ∼ϕ(w) = ϕ(∼w) ∈ ϕ(L(S ′)) = L(S) (item (1)) and ϕ(w) ∈ Lin(L(S)).
Furthermore, since ϕ is a bijection onto F∗ and 1 ∉ L(S), we have ϕ(w) ∈ F+. In conclusion, we proved that ϕ(Lin(L(S ′))) ⊆
Lin(L(S)) ∩ F+. Conversely, let w ∈ Lin(L(S)) ∩ F+. Therefore, since w ∈ F+, we have w = x1a · · · xna = ϕ(α1 · · ·αn),
with xi ∈ (A \ a)∗, αi ∈ A′, ϕ(αi) = xia, 1 ≤ i ≤ n. Furthermore, since w ∈ Lin(L(S)), ∼w = ∼x1a · · · xna =∼ϕ(α1 · · ·αn) = ϕ(∼(α1 · · ·αn)) ∈ L(S). Thus, ∼(α1 · · ·αn) ∈ ϕ−1(L(S)) = L(S ′) (item (2)), hence α1 · · ·αn ∈ Lin(L(S ′)) and
w = ϕ(α1 · · ·αn) ∈ ϕ(Lin(L(S ′))).
(4) Since Lin(L(S)) ∩ F+ ⊆ Lin(L(S)), we have ∼(Lin(L(S)) ∩ F+) ⊆ ∼Lin(L(S)) = L(S). Consequently, Lin(∼(Lin(L(S)) ∩
F+)) ⊆ Lin(L(S)). Conversely, if w ∈ Lin(L(S)), then ∼w ∈ L(S) ⊆ ∼F+ (Remark 4.1). Thus, ∼w = ∼x1a · · · xna, with
xi ∈ (A \ a)∗, 1 ≤ i ≤ n, i.e., w ∼ x1a · · · xna. Since x1a · · · xna ∈ Lin(L(S)) ∩ F+, ∼w ∈ ∼(Lin(L(S)) ∩ F+) and so
w ∈ Lin(∼((Lin(L(S)) ∩ F+)).
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(5) By item (3), ϕ(Lin(L(S ′))) = Lin(L(S)) ∩ F+ and so, Lin(L(S ′)) ⊆ ϕ−1(ϕ(Lin(L(S ′)))) = ϕ−1(Lin(L(S)) ∩ F+).
Conversely, let w ∈ ϕ−1(Lin(L(S)) ∩ F+). Hence, ϕ(w) ∈ Lin(L(S)) ∩ F+. Thus, ϕ(∼w) = ∼ϕ(w) ∈ L(S) and consequently,
∼w ∈ ϕ−1(L(S)) = L(S ′) (item (2)). Therefore,w ∈ Lin(L(S ′)).
(6) Recall that regular (resp. context-free) languages are closed under morphisms and inverse morphisms [1]. If L(S) is a
regular (resp. context-free) circular language then Lin(L(S)) is regular (resp. context-free) and so is Lin(L(S)) ∩ F+, F being
finite. Thus, Lin(L(S ′)) = ϕ−1(Lin(L(S))∩F+) (item (5)) and Lin(L(S ′)) is regular (resp. context-free). Therefore, by definition,
L(S ′) is a regular (resp. context-free) circular language. Conversely, if L(S ′) is a regular (resp. context-free) circular language
then Lin(L(S ′)) is regular (resp. context-free) and so is ϕ(Lin(L(S ′))) = Lin(L(S)) ∩ F+ (item (3)). Thus, ∼(Lin(L(S)) ∩ F+) is
a regular (resp. context-free) circular language and, by definition, Lin(∼(Lin(L(S)) ∩ F+)) = Lin(L(S)) (item (4)) is regular
(resp. context-free). Therefore, by definition, L(S) is a regular (resp. context-free) circular language. 
In view of Proposition 4.3, Theorem 4.2 and Corollary 4.2may be rephrased for (1, 3)-circular simple systems S with only
one rule as follows.
Corollary 4.4. For a circular language L ⊆ ∼F+, with F ⊆ (A \ a)∗a, the following conditions are equivalent.
(1) There exists a (1, 3)-circular simple system S = (A, I, R), with F being the set associated with I and R = {(a, a)}, a ∈ A, such
that L = L(S).
(2) There exists a finite language Y ,with alph(Y ) = A′ and Y being closed under the conjugacy relation, and an injectivemorphism
ϕ : A′∗ → A∗ also exists, with ϕ(A′) = F ⊆ (A \ a)∗a, such that Lin(ϕ−1(L)) = L(GY ) \ 1.
(3) There exists a finite language Y ,with alph(Y ) = A′ and Y being closed under the conjugacy relation, and an injectivemorphism
ϕ : A′∗ → A∗ also exists, with ϕ(A′) = F ⊆ (A \ a)∗a, such that Lin(ϕ−1(L)) = Y←∗ \ 1.
Proof. In view of item (2) in Proposition 4.3, if there exists a (1, 3)-circular simple system S = (A, I, R), with F being the
set associated with I and R = {(a, a)}, a ∈ A, such that L = L(S) then, for the (1, 3)-complete system S ′ = (A′, I ′, R′)
associated with S, with I ′ = ϕ−1(I), we have ϕ−1(L(S)) = L(S ′), where ϕ : A′∗ → A∗ is an injective morphism such that
ϕ(A′) = F ⊆ (A \ a)∗a. Thus, (1) ⇒ (2) ⇔ (3) follows by Theorem 4.2, with Y = Lin(I ′). Let us prove that (3) ⇒ (1).
Assume that there exists a finite language Y , with alph(Y ) = A′ and Y being closed under the conjugacy relation, and an
injective morphism ϕ : A′∗ → A∗ also exists, with ϕ(A′) = F ⊆ (A \ a)∗a, such that Lin(ϕ−1(L)) = Y←∗ \ 1. By Theorem 4.2,
we have that ϕ−1(L) = L(S ′), where S ′ = (A′, I ′, R′) is the (1, 3)-complete system defined by Lin(I ′) = Y . Let us consider
the (1, 3)-circular simple system S = (A, I, R), with R = {(a, a)}, a ∈ A and I = ϕ(I ′). Thus A′ = alph(Y ) = alph(I ′),
so F is the set associated with I and, in view of Remark 4.2, we have I ′ = ϕ−1(ϕ(I ′)) = ϕ−1(I). Hence, S ′ is the (1, 3)-
complete system associated with S. Since L ⊆ ∼F+, thanks to Remark 4.3 and in view of item (1) in Proposition 4.3, we have
L(S) = ϕ(L(S ′)) = ϕ(ϕ−1(L)) = L. Therefore, we proved that (3)⇒ (1). 
Corollary 4.5. Let S = (A, I, R) be a (1, 3)-circular simple system, with R = {(a, a)}, a ∈ A. Then, L(S) is a regular language if
and only if Lin(I ′) is subword unavoidable, where S ′ = (A′, I ′, R′) is the (1, 3)-complete system associated with S. Consequently,
it is decidable whether L(S) is a regular circular language.
Proof. In view of item (6) in Proposition 4.3, L(S) is a regular circular language if and only if this is true for L(S ′). In turn, by
Corollary 4.2, L(S ′) is a regular circular language if and only if Lin(I ′) = Lin(ϕ−1(I)) is subword unavoidable. Furthermore, it
is decidable whether L(S ′) is a regular circular language (Corollary 4.2). This finishes the proof. 
Examples 4.6 and 4.7 illustrate the results stated in this section.
Example 4.6. Let S = (A, I, R) be the (1, 3)-circular simple system defined in Example 2.1 by A = {a, b}, I = ∼{abb}, and
R = {(a, a)}. Let A′ = {α} and let ϕ be the codingmorphism for F = {bba} defined by ϕ(α) = bba. In view of Proposition 4.3
we have L(S) = ϕ(L(S ′)), where S ′ = (A′, I ′, R′) is the (1, 3)-complete system defined by I ′ = A′ = {α} and R′ = {(α, α)}.
It is easy to see that L(S ′) = ∼α+ (see [5,13] for details). Furthermore, ϕ is a morphism and we have already observed that
ϕ(∼w) = ∼ϕ(w). Thus L(S) = ϕ(L(S ′)) = ϕ(∼α+) = ∼ϕ(α+) = ∼ϕ(α)+ = ∼(bba)+.
Example 4.7. Let S = (A, I, R)be the (1, 3)-circular simple systemdefined byA = {a, b, c}, I = ∼{baca} andR = {(a, a)}. Let
A′ = {α, β} and let ϕ be the coding morphism for F = {ba, ca} defined by ϕ(α) = ba, ϕ(β) = ca. In view of Proposition 4.3
we have L(S) = ϕ(L(S ′)), where S ′ = (A′, I ′, R′) is the (1, 3)-complete system defined by I ′ = ∼{αβ}, A′ = alph(I ′) = {α, β}
and R′ = A′×A′.We have already seen in Example 4.3 that L(S ′) = ∼{w ∈ {α, β}+ | |w|α = |w|β} is a (non-regular) context-
free circular language. Consequently, by using item (6) in Proposition 4.3 we have that L(S) is a (non-regular) context-free
circular language. An ad hoc proof of the non-regularity of the circular language L(S) has also been reported in [7]. By using
item (1) in Proposition 4.3, we have L(S) = ϕ(L(S ′)). Let us prove that L(S) = ϕ(L(S ′)) = ∼{z ∈ {ba, ca}+ | |z|ba = |z|ca} =∼{z ∈ F+ | |z|ba = |z|ca}, where we denote by |z|ba (resp. |z|ca) the number of occurrences of ba (resp. ca) in z. We have
already observed that ϕ(∼w) = ∼ϕ(w). Furthermore, if w ∈ {α, β}+, then ϕ(w) ∈ {ba, ca}+ and ∼ϕ(w) ∈ ∼{ba, ca}+.
Finally, ϕ is a morphism onto F∗. Therefore ϕ(L(S ′)) = ϕ(∼{w ∈ {α, β}+ | |w|α = |w|β}) = ϕ({∼w ∈ ∼{α, β}+ | |w|α =
|w|β}) = {ϕ(∼w) ∈ ∼{ba, ca}+ | |w|α = |w|β} = {∼ϕ(w) ∈ ∼{ba, ca}+ | |w|α = |w|β} = ∼{z ∈ {ba, ca}+ | |z|ba = |z|ca}.
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5. Conclusions and open problems
In this paper we have continued the investigation initiated in [7], where the authors reported a counterexample to a
known result in this research area, thus showing that characterizing regular circular languages generated by circular simple
systems is still an open problem. This question is a part of the more general one concerning regularity in circular splicing
systems. In particular, we focused on (1, 3)-circular simple systems with one rule and on the corresponding equivalent
(1, 3)-complete systems. We characterized (regular) circular languages generated by monotone complete systems. A
direction worth exploring is whether the above-mentioned characterization of regularity can be generalized and applied to
larger classes of circular splicing languages, in particular to the class of CSSH systems. This generalization should also take
into account a suitable generalization of the insertion operation and of the pure unitary grammar that would allow us to
characterize circular splicing languages generated by the above systems. Correspondingly, a characterization of the regular
circular language generated by CSSH systems could be considered as a generalization of the classical theoremof Ehrenfeucht,
Haussler, andRozenberg quoted in Section 3 andproved in [15]. Furthermore,wehave alreadymentionedmarked systems in
Section 2.3. In [12,13] the authors proved that, given amarked system, we can decide whether the corresponding generated
language is a regular circular language. We should notice that marked systems and monotone complete systems represent
opposite situations with respect to regularity. More precisely, regularity for languages generated by the former systems is
decided by looking at the set of rules only, whereas regularity for languages generated by the latter systems is decided by
looking at the initial set only. We can expect that for CSSH systems we should look at both the initial set and the set of rules.
Furthermore, the regularity condition should generalize both the regularity conditions for marked and monotone complete
systems.
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