Reflectance spectroscopy obtained from a thermally treated silicon nitride carbon based ceramic matrix composite is used to quantity the oxidation products SiO 2 and SiN. The data collection is described in detail in order to point out the potential biasing present in the data processing. A probability distribution is imposed on select model parameters, and then non-parametrically estimated. A non-parametric estimation is chosen since the exact composition of the material is unknown due to the inherent heterogeneity of ceramic composites. The probability distribution is estimated using the Prohorov metric framework in which the infinite dimensional optimization is reduced to a finite dimensional optimization using an approximating space composed of linear splines. A weighted least squares estimation is carried out, and uncertainty quantification is performed on the model parameters, including a piecewise asymptotic confidence band for the estimated probability density. Our estimation results indicate a distinguishable increase in the SiO 2 present in the samples which were heat treated for 100 hours compared to 10 hours.
Introduction
There is an increasing interest in the integration of silicon nitride carbon based ceramic matrix composites (CMCs) for their use in high temperature turbine engines [1, 21] . As these materials are being investigated for their use in these applications, there is also a need to non-destructively monitor the materials degradation. In this work we are specifically interested in a silicon nitride carbon based CMC. This SiC/SiCN CMC has a silicon carbon fiber and a silicon nitride carbon matrix. Exposure to high temperature environments induces oxidation in the CMC, producing SiO 2 and SiN.
Our goal is to characterize the temperature induced oxidation process in a SiC/SiCN CMC through the use of Fourier transform infrared (FTIR) spectroscopy. We have chosen FTIR spectroscopy as our non-destructive interrogation technique because it has been observed to have a sensitivity to heat treated CMCs [11, 18, 20, 22] . Furthermore, due to the ease of data acquisition, it is plausible that the experiment may have the ability to be adapted for field use, giving near-real time results. Ideally, we would like to be able to report either to some extent the chemical composition of the material and/or a percent oxidation level. However, there are other quantities of interest, such as being able to estimate the temperature exposure of the materials.
Data sets have been provided by researches at the Air Force Research Lab at WrightPatterson Air Force Base which were collected using a Bruker Vertex 80V FTIR spectrometer. CMC samples were placed in a 1200
• C oven for either 10 or 100 hours, then the reflectance was measured. Three samples, sample 4, 16, and 32, underwent the heat treatment for 10 hours, and two samples, sample 1 and 13, underwent the heat treatment for 100 hours. The dimensions of the samples were 15.7 × 1.3 × 0.2 cm. Each sample was divided along its length into 11 blocks of equal area, and three measurement were taken within each block. Since the beam width of interrogating electromagnetic wave is significantly smaller than the size of each block, we assume that each of the three measurements within each block are spatial independent. An example data set from sample 4 and sample 1 is given in Figure 1 . It is known that SiN will give peaks at approximately 640 and 1200 cm −1 , and SiO 2 will give peaks at approximately 800 and 1080 cm −1 , and for both data sets we see peaks in these regions. Yet, it is not possible to ascertain from the data alone how much SiN or SiO 2 is present, or how much oxidation has occurred. To aid in this analysis we will develop a mathematical model for the reflectance, and through an inverse problem we will fit the mathematical model to the experimental data to obtain parameter estimates for each data set. Example reflectance data sets from sample 4 which was heat treated for 10 hours (the black dots) and from sample 1 which was heat treated for 100 hours (the blue circles).
In modeling reflectance, it is customary to assume a specific combination of polarization models with a predetermined number of dielectric parameters. However, due to the highly heterogenous nature of CMCs, the number of dielectric mechanisms are unknown. In a case where the material under study is inorganic glass a convolution of the Lorentz and Gaussian functions (a linear combination of normal distributions is imposed on the resonance frequency in the Lorentz model) was proposed by Efimov etc. in 1979 (e.g., see [14, 15] ). Another possible approach to deal with this difficulty, which was investigated in [5] , is to impose an unknown probability distribution on the dielectric parameters. In that work, a distribution was imposed on the resonance wavenumber and we continue that convention in our current investigation. There is a solid theoretical foundation for the non-parametric estimation of a probability distribution [2, 3, 7, 19] under the Prohorov metric framework (PMF). The estimation procedure involves approximating the space of admissible probability measures by a finite dimensional space. In this work we consider a finite dimensional space using a linear spline approximation method.
The model for the complex permittivity and the reflectance
The Lorentz oscillator model is derived by assuming that an electron bound to the nucleus of an atom obeys Hooke's law, where the displacement of the electrons from equilibrium is a result of an applied electromagnetic field. Combining the Lorentz oscillator model with the Lorentz model for electronic polarization results in the Lorentz model for the complex relative permittivity with a single-resonance is given by
In the above equation, ε ∞ denotes the relative permittivity of the medium at infinite frequency, τ f is the relaxation time, and ω p = ω 0 √ ε s − ε ∞ is called the plasma frequency of the medium, where ω 0 is the resonance frequency, and ε s is the relative permittivity of the medium at zero frequency, also known as the "static" dielectric constant. In practice it is typical for the data to be collected as a function of k, the wavenumber, rather than frequency. Using the relationship that k = ω/(2πc), where c is the speed of light, we obtain the relative permittivity as a function of wavenumber
In the above equation
, and τ = 2πcτ f . We will refer to k 0 as the resonance wavenumber. Due to the heterogenous structure of the materials which we would like to characterize, we impose a distribution on the resonance wavenumber in the permittivity model. The unknown distribution is nonparametrically estimated using the Prohorov metric framework (PMF) [8] . Treating the resonance wavenumber in this way allows us to account for the contributions from different molecular components of the material. Therefore, to allow for a distribution G of resonance wavenumbers over an admissible set K ⊂ R, we generalize the relative permittivity for the Lorentz model to be
where G ∈ P(K), the set of admissible probability measures on K and q = (ε s , ε ∞ , τ ) T ∈ Q α ⊂ R 3 , where Q α is compact. We now turn our attention to obtaining a model for the reflectance. For simplicity, we assume that a monochromatic uniform wave of wavenumber k is incident on a plane interface between free space and a dielectric medium. The data we consider in this document is obtained at an incident angle of φ = 45
• , therefore we further assume that the reflectance is composed of the parallel and perpendicular polarizations in equal weights. Thus, we obtain the equation for the reflectivity
where
and
A full derivation of the reflection coefficient can be found in many electromagnetic treatments (e.g., see [9, Section 9.3] ).
Interferogram to spectrum
An FTIR spectrometer does not measure the reflectance spectrum directly; rather an interferogram (measure of intensity) is collected. This is then converted to a reflectance spectrum. An interferogram can be single sided or double sided. A single sided interferogram is the result of measuring only on one side of zero path difference (ZPD), whereas a double sided interferogram is collected by measuring both sides of the ZPD. Additionally, the data can be acquired during forward movement of the mirror only or during forward and backward movement of the mirror, which results in a single-direction or bi-directional interferogram, respectively. Here, we will consider the case of a double sided, bi-directional interferogram.
We give an example of such an interferogram in Figure 2 , the two large spikes in signal are the ZPD, the first being measured during the forward mirror movement, the second during the backward mirror movement. Reflectance data sets were provided by the Air Force Research Lab at Wright-Patterson Air Force Base which we collected using a Bruker Vertex 80V FTIR spectrometer. Here we will detail the process used by the software on the instrument to covert the interferograms to a spectrum.
An interferogram contains out of phase elements which are a results of optical path differences in the spectrometer. In order for the spectrum to be photometrically accurate, the data must be phase corrected. When using a bi-directional interferogram, each half of the interferogram needs to be phase corrected separately. The most common phase correction method is the Mertz method which we describe here. The first step is to apodize the interferogram, this was done using a three-term Blackman-Harris window function. Then the data is zero padded using a zerofilling factor of 8 (the number of data points was multiplied by 8, then zero filled until the next power of 2 is reached). The data is then shifted about its maximum value and a FFT is taken resulting a complex signal Y . The phase curve is computed by
where Re(Y ) and Im(Y ) are the real and imaginary parts of Y , respectively. Finally, the spectrum, B, is computed by
Once both halfs of the interferogram are converted into a spectrum separately, the spectrums are averaged together. In order to obtain reflectance data of a sample, two interferograms are collected, one from the sample (the sample interferogram), and one with the sample removed (the reference interferogram). Then the reflectance data is obtained by taking the ratio of the spectrum computed from the sample and reference interferograms. For further details on converting an interferogram to a spectrum and using this to obtain the reflectance, see [16, Section 4.3] .
Measurement errors
Since we are interested in quantifying the uncertainty in the estimates resulting from the inverse problem, we must understand the measurement error process in order to correctly specify a statistical model. Because an FTIR spectrometer does not directly measure the reflectance, we must take extra care to avoid as much as possible altering the measurement errors in the conversion of the interferograms to the spectrum. To illustrate some of the possible pitfalls, we give the estimated measurement errors in the reflectance data obtained using three different methods of converting the interferograms to reflectance. The measurement errors are estimated using a second order difference
where the {y j } are the observed data (see [17, 23] for further details) where as usual endpoints are formed with one-sided differences.
There are several methods one might use to preprocess the data. This first method is the method used by the software associated with the Bruker Vertex 80V (the method described in detail above), in which a zerofilling factor of 8 was used, and the spectrums from the first and second ZPD are averaged. In Figure 3 we see that the estimated measurement errors using this method exhibit an oscillatory behavior. The second method which we consider also uses a zerofilling factor of 8, but this time only the spectrum from the first ZPD is used. The estimated measurement errors, shown in Figure 4 , again have oscillations present, however the magnitude of the errors is more consistent in the middle of the interrogating range. The final method we consider uses no zero padding, and only uses the spectrum from the first ZPD. In Figure 5 , we now see that the estimated measurement errors do not have any oscillations present, and the magnitude of the error is fairly consistent throughout the entire wavenumber sample, with slightly larger errors occurring at the ends of the interrogating range. For this reason, for the remainder of the results we present here, we use the third method in which there is no zero padding and only the spectrum from the first ZPD is used. 
Inverse problem 4.1 Statistical model
In the previous section we observed that if we do not zero pad the interferogram and only use the spectrum from the first ZPD, we can avoid the oscillations in the plots of the estimated measurement errors. However, in Figure 5 , we see that the estimated measurement errors are larger at the two ends of the data set, near 600 and 1600 cm −1 . Additionally, if we inspect more closely, we see that the measurement errors increase in magnitude near 850, 1050, and 1200 cm −1 . In Figure 6 we show the estimated measurement errors for a typical data set obtained from the 100 hour heat treated sample 1. In this case, it is even more clear that we cannot assume our data sets contain measurement errors which are independent and identically distributed (i.i.d.). Thus, we need to take care in choosing an appropriate statistical model so that we can carryout a meaningful uncertainty quantification. k, 1/cm Estimated Measurement Error Figure 6 : Estimated measurement error from a data set from Sample 1 obtained when using no zero padding and using only the spectrum from first ZPD.
We consider a weighted error statistical model of the form
In the above equation Y j is a random variable which is composed of the reflectance with G 0 the nominal or "true" probability measure and q 0 the nominal or "true" parameters at a sampling wavenumber k j , and the measurement error V j with weight w j . For simplicity, we consider that the errors V j are independent and identically distributed random variables with mean 0 and constant variance σ 2 0 and realizations v j . We must choose the weights w j in a way which represents our knowledge of the measurement errors present in the data collection process. The increase in the magnitude of the estimated measurement errors which occurs at the beginning and end of the data set could be a result of the measurements occurring at the fringes of the detector's capabilities in the spectrometer. The larger measurement errors which occur near 1050 and 1200 cm −1 , and near 850 cm −1 in some of the data sets, correspond to regions of rapid change in the magnitude of the reflectance signal. With this in mind we choose the weights as
wherek is the center of the interrogating wavenumber interval, y ′′ (k j ) is the second derivative of the reflectance data, and c 1 and c 2 are scaling parameters. The second derivative is calculated using central differences for the interior points, and single sided differences for the end points. Figure 7 presents the weights w j and the estimated measurement errors which are now computed by η j = w −1 j ν j , where ν j is given in (3.3), c 1 = 1.5/(600 −k), and c 2 = 7 × 10 3 . From here we see that the values η form an approximate horizontal band centered about 0 as desired. 
Weighted least squares
With the assumptions we have made for the measurement errors in the statistical model, the
T can be obtained through a weighted least squares formulation
with realizations
In the above equation, the cost functional J is defined as
where y j is a realization of Y j , j = 1, ..., n in (4.1). That is, y j = R(k; G 0 , q 0 ) + w j ν j , j = 1, 2, ..., n, (4.6) with ν j a realization of V j . We note that (4.3) is an infinite-dimensional optimization problem. Thus, we need to approximate the infinite dimensional space P(K) with a finite dimensional space P N (K) in order to have a computationally tractable finite-dimensional optimization problem
We will consider the finite-dimensional P N S (K), a space defined using piecewise linear splines, to approximate P(K). We define this space as Unfortunately, sample calculations (see below) reveal that this inverse problem is illposed, due to a lack of identifiability in the parameters. To resolve this issue we reparameterize the permittivity model as follows. Using the spline approximation scheme, we have the model for the complex permittivity
(4.10)
Let β m = (ε s − ε ∞ )α m . Then the permittivity model is transformed into
where 12) which can be enforced after the optimization has been preformed. Therefore we have transformed the constrained optimization problem (4.9) into an unconstrained optimization problem given by ( β, q β ) = arg min
Uncertainty quantification
The standard weighted least squares estimator θ N , where we define θ N = (β T , q T β ) to be the vector of all the model parameters, has the asymptotic properties [8, 12, 13] : (4.14) where θ N 0 is the nominal parameter vector, and the (N + 2) × (N + 2) covariance matrix is given approximately by
Here the n × (N + 2) sensitivity matrix is given by
and the matrix W is defined as
Since θ N 0 is unknown, we will use the estimates
where we use the approximation
(4.15)
We can then construct the 100(1 − ρ)% level confidence intervals by
where SE j = Σ jj , and the critical value t 1−ρ/2 is determined by Prob{S > t 1−ρ/2 } = ρ/2, where S has a students's t distribution with n − N − 2 degrees of freedom. Additionally, we would like to construct a pointwise confidence band for the distribution G N (k 0 ) and the density G ′ N (k 0 ). To do this we follow the ideas presented in [4] , however we ignore the contributions of model discrepancy. We assume that the effects of model discrepancy are negligible. For this to be a reasonable assumption, we must check that the residual plots do not show any major signs of model discrepancy (see Section 5.4 below).
Define the vectors
Then, using the spline approximation for the probability measure, we have, for any
Then by (4.14) we know that for any sufficiently large n
Now we can compute the 100(1 − ρ)% level confidence intervals for the pointwise estimates by
and 20) where
Results
In this section we present various results of the inverse problem using data obtained from the thermally treated SiC/SiCN CMC samples.
Consistency as N increases
Before making any claims about the model's ability to fit the data and the resulting estimations, we must first ensure that we have convergence of the spline approximation scheme as N increases. As was mentioned previously, the inverse problem (4.9) has been observed to be ill-posed. In Figure 8 we show the model fits and the estimated density using one data set obtained from the 10 hour heat treated sample 32 where the number of spline nodes was taken to be N = 74 and 75. We see that the model fits both agree very well with the data, however, the estimated densities are quite different, as well as the estimated parameters which are given in Table 1 . We see a similar phenomenon in Figure 1 and Table 2 in which we fit a data set obtained from the 100 hour heat treated sample 13. Again, both model fits, using N = 72 and 74, agree well with the data, but the estimate densities and parameters are quite different. If we choose to use this inverse problem, it is not clear which approximation is more "correct". Table 1 : The estimated parameters using a data set from the 10 hour heat treated sample 32 for N = 74 and 75.
To alleviate this issue, we consider the re-parameterization of the model which results in the inverse problem (4.13). In Figure 10 we show the model fit and estimated density using a data set obtained from the 10 hour heat treated sample 4. As before, the model fits agree very well with the data, but now the estimated densities using N = 70, 71 and 80 also are in Table 2 : The estimated parameters using a data set from the 100 hour heat treated sample 13 for N = 72 and 74. good agreement. We do note that the estimated parameter values of ε ∞ and τ for N = 80 are dissimilar to the values found using N = 70 and 71. It is also important to remark that the parameters in the model for reflectance will at some level be unidentifiable due to the absolute values in (2.4). Table 3 : The estimated parameters using a data set from the 10 hour heat treated sample 4 for N = 70, 71 and 80.
Optimal value of N
One needs a way of determining the value of N in the inverse problem. To determine the optimal value of N we use the model selection criteria the Aikakie Information Criterion (AIC). The AIC (as summarized in [8, Chap. 4] )is given by
is the likelihood function, θ M LE is the maximum likelihood estimate of the parameters θ, y = [y 1 , ..., y n ] T is the vector of observations, and κ is the total number of parameters estimated (the number of unknown parameters in the mathematical model and the statistical model).
Under the assumption of the errors V j , j = 1, ..., n being i.i.d. N (0, σ 2 ) with weighting terms w j for the statistical model (4.1), we have that {Y j } n j=1 are independent with mean E(Y j ) = R(k j ; G 0 , q 0 ), and variance Var(Y j ) = σ 2 w 2 j . Taking the natural log of the likelihood function gives
We remark that maximizing the log-likelihood function to obtain the maximum likelihood estimate (β M LE , q β M LE ) of (β, q β ) is the same as minimizing the cost function (4.13). Hence, the weighted least squares and maximum likelihood estimates are identical, that is ( β, q β ) = (β M LE , q β M LE ), where ( β, q β ) solves (4.13)-see [8, Chap. 4] . Once the estimate θ N is obtained, we can solve the equation
to obtain the maximum likelihood estimate σ M LE of σ. It can be easily verified that
Thus, we find that the maximum likelihood estimate σ M LE of σ is given by
which is different than the estimate for σ given by the approximated finite dimensional weighted least squares procedure (4.15). Substituting these estimates θ N and σ M LE into (5.2) we obtain
Then, by (5.1) we have
Note that the first term of the above equation is constant with respect to the number of observations n, so we may omit these terms. It is known that the AIC may perform poorly if the sample size n is small relative to the total number of estimated parameters. It is recommended [10] that the AIC should only be used if n/κ ≥ 40. We have n = 448 for a typical reflectance data set used in this work, and thus we will use a small sample AIC, denoted by AIC c , which is given by
We remark that for our reflectance model, κ = N + 3 since we are using N spline elements, for each of which there is an associate weight β m to be estimated, and we also estimate the additional mathematical model parameters ε ∞ and τ as well as the statistical model parameter σ.
For each data set, the AIC c values were computed to determine the optimal value of N. In Figure 11 the AIC c values are presented where a data set from 10 hour heat treated sample 4 was used. Typically, for each data set considered the optimal value of N was found to be between N = 80 and 90. 
Comparison of heat treated samples
In this section we compare the results of the inverse problem (4.13) obtained using the 10 and 100 hour heat treated samples. For all of the following results the number of spline functions was determined using the AIC c . In Figures 12-14 we give the model fits and the estimated densities using the data obtained from the first three locations of the 10 hour heat treated samples 4, 16, and 32, respectively. In Figures 15-16 we present the model fits and the estimated densities using the data obtained from the first three locations of the 100 hour heat treated samples 1 and 13, respectively. In Table 5 .3, we give the estimated parameters and the value of the cost function for each of the first three locations from each sample. We see in each case that there is variation in the magnitude of the reflectance data, yet the model is able to fit all of the data sets very well. Additionally, for each sample, the estimated densities are similar. To better illustrate the differences in the estimated densities between the 10 and 100 hour heat treated samples, we show the densities from each location for the 10 hour heat treated samples in Figure 17 and for the 100 hour heat treated samples in Figure 18 . We also computed the mean density for each sample, which can be seen in Figure 19 . Recall that for SiO 2 we should see oscillators at approximately 800 and 1080 cm −1 . We see that the estimated densities from the 100 hour samples have lager peaks near 1080 cm −1 compared to the estimated densities from the 10 hour samples. Near 800 cm −1 , the estimated densities have peaks which are wider for the 10 hour samples than for the 100 hour samples which has sharper peaks. For the SiN peaks, at approximately 640 and 1200 cm −1 , we do not see a distinguishable difference between the estimated densities using the 10 and 100 hour data samples. The larger peaks near 1080 cm −1 in the estimated densities using the 100 hour samples may indicate more SiO 2 content compared to the 10 hour samples, which we would expect. However, the estimated densities for both the 10 hour and 100 hour samples indicate that there is little difference in the SiN content. Additionally, the broader peaks in the estimated densities for the 10 hour samples near 800 cm −1 may indicate that the SiO 2 present in the 10 hour samples is in more of an amorphous state and the SiO 2 present in the 100 hour samples is in more of a crystalline state. k 0 , 1/cm Average Probability Density S4 S16 S32 S1 S13 Figure 19 : The mean density for each sample.
Pointwise confidence bands
In order to understand the uncertainty present in the estimated quantities in our mathematical model, we will compute the 95% confidence intervals for the model parameters ε ∞ and τ according to (4.16) , and construct the pointwise asymptotic confidence band for the probability density using (4.20) . Modified residual plots will be used as a way as to assist in the determination of whether or not the form of the measurement errors was correctly specified. The modified residuals are computed by
Since we have a large number of data sets, we will only present a subset of the data sets which show typical results. We consider a data set obtained from the 10 hour heat treated sample 32 and a data set obtained from the 100 hour heat treated sample 1. The modified residuals are plotting against the wavenumber k and against the model solution value in Figure 20 for sample 32 and in Figure 21 for sample 1. We see that the modified residuals from both data sets show a random pattern centered about zero when plotted against the interrogating wavenumber k and the model solution value. This indicates that the error model is correctly specified. The pointwise 95% confidence band was computed according to (4.20) for the estimated density from each inverse problem and is presented in Figure 22 and Figure 23 for the data sets from Sample 32 and 1, respectively. In both cases, we observe very narrow confidence bands around the estimated density. Additionally, the 95% confidence intervals were computed using (4.16) for the additional model parameters are are given in Table 4 . The confidence interval for the estimated value of ε ∞ is extremely narrow for both data sets, however there is much more uncertainty in our estimate for τ . This is consistent with previous work in which it was determined that the reflectance model has a low sensitivity to the relaxation time τ . 700 800 900 1000 1100 1200 1300 Table 4 : The 95% confidence intervals for the estimated model parameters from a representative data set from the 10 and 100 hour heat treated samples.
Concluding remarks
We are able to obtain accurate fits of our mathematical model for the reflectance, which includes a probability distribution of resonance wavenumbers, to experimental data sets. By re-parameterizing the inverse problem, we were able to establish the convergence of the estimated probability measure. The average estimated probability density was calculating for 700 800 900 1000 1100 1200 1300 each sample, and with this we were able to see that the samples which were heat treated for 10 hours have lower peaks near 1080 cm −1 and broader peaks near 800 cm −1 when compared to the 100 hour average densities. This indicates that there is more SiO 2 present in the 100 hour samples and it is in more of a crystalline state than the 10 hour samples. We were not able to detect a difference in the amount of SiN present between the 10 and 100 hour samples.
The uncertainty associated with the estimated parameters and the estimated density was computed. It was found that we have a high degree of confidence for the relative permittivity at infinite frequency ε ∞ and the estimated density and have a relatively low degree of confidence in the estimate for the relaxation time τ .
