Small RNAs impact several cellular processes through gene regulation. Argonaute proteins bind small RNAs to form effector complexes that control transcriptional and post-transcriptional gene expression. PIWI proteins belong to the Argonaute protein family, and bind PIWI-interacting RNAs (piRNAs). They are highly abundant in the germline, but are also expressed in some somatic tissues. The PIWI/piRNA pathway has a role in transposon repression in Drosophila, which occurs both by epigenetic regulation and post-transcriptional degradation of transposon mRNAs. These functions are conserved, but clear differences in the extent and mechanism of transposon repression exist between species. Mutations in piwi genes lead to the upregulation of transposon mRNAs. It is hypothesized that this increased transposon mobilization leads to genomic instability and thus sterility, although no causal link has been established between transposon upregulation and genome instability. An alternative scenario could be that piwi mutations directly affect genomic instability, and thus lead to increased transposon expression. We propose that the PIWI/piRNA pathway controls genome stability in several ways: suppression of transposons, direct regulation of chromatin architecture and regulation of genes that control important biological processes related to genome stability. The PIWI/piRNA pathway also regulates at least some, if not many, protein-coding genes, which further lends support to the idea that piwi genes may have broader functions beyond transposon repression. An intriguing possibility is that the PIWI/piRNA pathway is using transposon sequences to coordinate the expression of large groups of genes to regulate cellular function.
INTRODUCTION
Small RNA pathways have diverse roles in regulating gene expression in eukaryotic organisms. Post-transcriptional gene silencing via translational repression and mRNA degradation, is ubiquitous in animals, plants, and fungi (Ghildiyal and Zamore, 2009 ). In addition, small RNAs are able to direct heterochromatin formation in both fission yeast and plants, thereby silencing gene transcription (Martienssen et al., 2008) . The profound impact of small RNA pathways on gene regulation is obvious from the significant roles they play in a variety of biological processes including stem cell self-renewal and differentiation (Gangaraju and Lin, 2009; Subramanyam and Blelloch, 2011) , various aspects of animal development (Stefani and Slack, 2008) , germline development (Saxe and Lin, 2011) , and human diseases including cancer (Esteller, 2011) . It is increasingly clear that small RNA pathways exert significant control over the expression of large numbers of genes, and therefore can exert significant influence over gene networks.
Three major classes of small RNAs have been identified in animals: microRNAs (miRNAs), small interfering RNAs (siRNAs), and PIWI-interacting RNAs (piRNAs), and each class operates in a distinct pathway (reviewed in Ghildiyal and Zamore, 2009) . Mature small RNAs associate with Argonaute proteins and guide them to their sites of action---for example, to cleave target RNAs or direct epigenetic changes on chromatin (Hammond et al., 2001; Liu et al., 2004a) . Phylogenetic analysis clearly distinguishes two subfamilies of Argonaute proteins: the AGO and PIWI subfamilies (Mochizuki et al., 2002) . AGO proteins are ubiquitously expressed in animal tissues and bind both miRNAs and siRNAs, whereas PIWI subfamily proteins bind piRNAs and exhibit more restricted expression patterns that include germline and adult stem cells (reviewed in Juliano et al., 2011) . The founding member of the PIWI family was identified as an essential gene for the maintenance of fertility in Drosophila. Subsequent work demonstrated evolutionary conservation in germline expression and the requirement for fertility in Caenorhabditis elegans, zebrafish, and mice (Lin and Spradling, 1997; Cox et al., 1998; Deng and Lin, 2002; Houwing et al., 2007) . Although originally identified in the germline, PIWI proteins are also expressed in somatic tissues, including different kinds of adult stem cells that reside within these tissues (see Table 1 for comprehensive classification of expression patterns). piRNAs are approximately 23À31 nucleotides long and are highly expressed in the Drosophila germline and mouse testes (Aravin et al., 2006; Girard et al., 2006; Grivna et al., 2006a; Saito et al., 2006; Vagin et al., 2006; Brennecke et al., 2007) . piRNA populations exhibit stark differences when compared to miRNA populations. miRNAs are often conserved between species and exhibit limited diversity. For example, the human genome is predicted to encode between 1,000 and 10,000 miRNA precursor sequences (Bentwich et al., 2005; Miranda et al., 2006) . By contrast, one species has hundreds of thousands unique piRNA sequences, and these sequences are not conserved between species. This sequence complexity of piRNA populations makes functional deductions challenging. In Drosophila, the majority of piRNAs share sequences with repetitive elements such as transposons. This observation lends support to the widely accepted hypothesis that the PIWI/piRNA pathway represses transposon expression in the germline (Brennecke et al., 2007; Gunawardane et al., 2007) . Indeed, when PIWI proteins are depleted in Drosophila, transposon levels increase (Reiss et al., 2004; Sarot et al., 2004; Savitsky et al., 2006) .
Transposable elements are mobile genetic fragments that are able to self-propagate, thereby achieving high abundance in eukaryotic genomes (Table 2) . Transposons are split into two classes based on their mode of replication. Class 1 elements, or retrotransposons, utilize reverse transcriptase to replicate via an RNA intermediate. Representatives include autonomous elements that encode their own reverse transcriptase, such as the long terminal repeat elements (LTRs) and the long interspersed nuclear elements (LINEs), which do not contain LTRs. Non-autonomous retrotransposons, such as short interspersed nuclear elements (SINEs), which do not encode their own reverse transcriptase, also exist and usually depend on autonomous elements for their transposition. Class-2 elements are DNA transposons and can also be autonomous or nonautonomous. The transposase encoded by a DNA transposon can directly cut and paste transposon sequences or can be copied by rolling-circle DNA replication (Wicker et al., 2007; Rebollo et al., 2012) . Uncontrolled transposition is a threat to genomic integrity and may be especially important to control in the animal germline, where genetic information is stored and passed on to future generations. Klattenhoff et al. (2007) observed that mutations in the PIWI/piRNA pathway lead to increased DNA doublestranded breaks in Drosophila ovarian germ cells. It was thus proposed that the increase in DNA double-stranded breaks could be due to the upregulation of transposons and their mobilization, although it was astutely pointed out by these authors that an alternative explanation is equally possible: mutations in the PIWI/piRNA pathway could lead to DNA damage, which then triggers the upregulation of transposons. Furthermore, evidence of transposon upregulation is largely measured at the RNA level. Therefore, it is not yet understood if increased levels of transposon RNA correlates with increased transposon mobilization in PIWI/piRNA-pathway mutants. The hypothesis that the PIWI/piRNA pathway functions primarily to silence transposons in the germline has gained enormous traction in the past few years, and we will discuss the evidence supporting this idea. We will also discuss evidence that disruptions in genome stability cause transposon upregulation, consistent with the alternative possibility that the PIWI/piRNA pathway directly regulates processes that affect genome stability. PIWI mutant animals appear to have pleiotropic phenotypes, which likely indicates that the PIWI/piRNA pathway is regulating several biological processes, the misregulation of which could cause genomic instability. A consequence of this instability could be transposon upregulation.
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Embryos Stage 1-20. Germline/Somatic separation unknown (Wilczynska et al,2009) Unknown Unknown FUNCTIONS OF THE PIWI/piRNA PATHWAY upregulation. We will additionally discuss increasing evidence for PIWI protein-mediated regulation of nontransposon gene expression both transcriptionally and post-transcriptionally, which further suggests a much broader role for the PIWI/piRNA pathway in controlling biological processes.
piRNAs AND TRANSPOSON REPRESSION IN DROSOPHILA
Evidence accumulated from many studies in Drosophila suggests that the PIWI/piRNA pathway functions to repress transposons in the germline (Malone et al., 2009; Lau, 2010; Senti and Brennecke, 2010; Siomi et al., 2010b Siomi et al., , 2011 . This is thought to occur at both the transcriptional and post-transcriptional levels. Important clues about PIWIs, piRNAs, and their association with transposon repression were gained from pioneering work in Drosophila ovaries. piRNAs were identified in the Drosophila ovary by sequencing the small RNAs specifically associated with PIWI proteins. About 80% of the piRNAs identified from the Drosophila ovary (both germ and somatic cells) map to repeat sequences, and the vast majority of these are transposons or transposon remnants (Brennecke et al., 2007) . This is a significant enrichment for transposon sequences, as only 10% of the Drosophila genome is composed of repetitive elements (Table 2 ; Sela et al., 2010) . Drosophila has three PIWI proteins: Piwi (the founding member of the Argonaute family), Aubergine (Aub), and Argonaute 3 (Ago3), and each binds a distinct population of piRNAs (Lin and Spradling, 1997; Brennecke et al., 2007) .
1 Piwi protein is nuclear and found in both germ and somatic cells of the ovary, whereas Aub and Ago3 are cytoplasmic, enriched in the perinuclear nuage, and are primarily restricted to germ cells (Cox et al., 2000; Harris and Macdonald, 2001; Brennecke et al., 2007) .
Post-transcriptional repression of transposons can occur concurrently with piRNA biogenesis. As it is currently understood, this process can be described in three steps in the Drosophila female ovary: (1) Transcription of long, single-stranded precursors from piRNA cluster loci (Figs. 1 and 2); (2) Processing of precursor transcripts into piRNAs by primary biogenesis (while the details of primary piRNA biogenesis have been worked out in ovarian somatic cells, it is also thought to occur in germ cells; Fig. 1) ; and (3) The production of secondary piRNAs by ping-pong biogenesis mediated by Aub and Ago3. The last step is concomitant with post-transcriptional silencing of functional (Funayama et al, 2010) mRNA Choanocytes (Funayama et al, 2010) mRNA Pluripotent stem cells -Archaeocytes (Funayama et al, 2010) mRNA Pluripotent stem cells -Archaeocytes (Funayama et al, 2010 ) EfPiwiB
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transposon mRNAs in germ cells (Fig. 2 ). Primary and secondary processing likely occurs in specialized cytoplasmic compartments. While there are obvious correlative links between biogenesis and post-transcriptional repression, many open questions remain. In addition, posttranscriptional degradation of transposons also likely occurs in processing bodies via mRNA deadenylation and exonuclease degradation (Lim et al., 2009 ). Finally, transposon repression also occurs at the transcriptional level and is directed by Piwi/piRNA complexes in the nucleus.
piRNA Biogenesis May Be Coupled to Post-Transcriptional Repression of Transposons
Step 1: Transcription of piRNA precursor transcripts
The first step of piRNA biogenesis is the transcription of long, single-stranded RNA precursors from regions in the genome called piRNA cluster loci (Figs. 1 and 2 ). Approximately 92% of piRNAs in the Drosophila ovary are derived from piRNA cluster loci: these regions comprise 3.5% of the genome and are enriched in non-functional transposon remnants (Brennecke et al., 2007) . The piRNA clusters that are active in germ cells are largely dual-stranded, which means that piRNAs originate from both genomic strands, while somatic piRNA clusters are largely derived from only one strand (Brennecke et al., 2007; Malone et al., 2009) . The presence of long precursor transcripts has been clearly demonstrated, but very little is currently understood about the transcriptional regulation of these transcripts (Brennecke et al., 2007; Klattenhoff et al., 2009) . A recent study suggests that RNA Polymerase II is used to transcribe piRNA cluster transcripts in mice (Gu et al., 2012) , but a comprehensive understanding of the identity of the promoters and the transcriptional machinery required is still a wide-open question. Of the 142 clusters identified in the Drosophila genome, only seven are found in euchromatic regions (Brennecke et al., 2007) . This begs the question, how are the precursor transcripts transcribed if they are embedded in highly heterochromatic regions? 0 -end to create the mature piRNA. (6) The Piwi/piRNA complex is imported into the nucleus by an unknown mechanism; where (7) it is required for H3K9 methylation and transcriptional silencing of transposons. Piwi directly binds Heterochromatin Protein 1 (HP1) and thus may recruit HP1 to the chromatin. Table 2 ). Processing occurs as follows: (1) Primary transcripts are synthesized from piRNA cluster loci, which have bidirectional promoters in Drosophila female germ cells. Primary transcripts consist largely of dead transposon sequences oriented in both the sense and antisense directions. (2) Transcripts are exported and (3) processed into primary piRNAs that are antisense to active transposons (see Fig. 1 ). In Drosophila, both Piwi and Aub are capable of binding primary piRNAs. Secondary piRNA processing (also called ping-pong processing) requires the input of mature Aub/piRNA complexes from either primary processing or from (4) maternal contribution. The relative importance of these two sources of PIWI/piRNA complexes is not understood, and may depend on the type of transposon being silenced. (5) Aub/piRNA complexes bind to active transposon mRNAs, resulting in cleavage to form the 5 0 -end of a new piRNA; this slicing activity of PIWI proteins has only been shown in vitro. It is unknown how the 3 0 -end of the piRNA is formed, but it likely occurs by 3 0 -end trimming similar to primary piRNA processing. The newly formed piRNA is sense to active transposon mRNAs and bound by Ago3. This complex can direct the formation of new piRNAs from piRNA cluster loci, thus reinforcing the antisense nature of piRNAs bound to Aub. (6) Primary piRNAs bound to Piwi are transported into the nucleus to transcriptionally silence transposons, similar to Figure 1 , but it is unclear if these piRNAs are made from ping-pong processing or solely from primary piRNA biogenesis.
Interestingly, an HP1 (heterochromatin protein 1) homolog, Rhino, binds to dual-strand clusters and is required for their transcription . Mutations in rhino result in the collapse of germline piRNA biogenesis and upregulation of transposon RNAs ). Rhino complexes with Cutoff, a novel homolog of the yeast transcription termination factor Rai1; mutations in cutoff display the same phenotypes as rhino mutants (Pane et al., 2011) . The histone methyl transferase SETDB1, which normally promotes heterochromatin formation, is also required for transcription of piRNA precursor transcripts (Rangan et al., 2011) . Piwi protein itself functions as an epigenetic modulator and is required for the transcription of the piRNA 3R-TAS1 from the telomeric region of chromosome 3 (Yin and Lin, 2007) . Finally, both piwi and ago2 (which generally binds siRNAs) are required for the transcription of a transgene integrated in a piRNA cluster locus (Moshkovich and Lei, 2010) . Taken together, these data suggest a piRNA cluster-specific chromatin state that allows for their transcription in highly heterochromatic regions.
Step 2: Primary piRNA biogenesis in somatic cells and the germline Primary transcripts from piRNA clusters are processed into piRNAs by a mechanism termed primary piRNA biogenesis (Fig. 1) . The details are largely being worked out in Drosophila ovarian somatic cells, where only one PIWI protein (Piwi) is expressed and piRNAs are made solely by this mechanism. A similar primary piRNA biogenesis pathway seems to occur in germ cells, but there are notable differences, which are discussed in detail below (see Cellular compartmentalization of piRNA biogenesis section). The majority of piRNAs produced via primary piRNA biogenesis in somatic cells are made from a single-stranded piRNA locus called flamenco Malone et al., 2009) . Transposon remnants in this locus are overwhelmingly oriented in the antisense orientation, thus resulting in the production of antisense Piwi-bound piRNAs with a strong bias for uridine at the 5 0 position (Malone et al., 2009 ). The piRNA pathway in the somatic cells of the ovary represses the expression of several retrotransposons, including many from the gypsy family (Prud'homme et al., 1995; Mevel-Ninio et al., 2007; Desset et al., 2008) . This repression is required to maintain the integrity of the germline because these retrotransposons are capable of forming viral particles and invading the neighboring oocyte (Pelisson et al., 1994; Chalvet et al., 1999; Leblanc et al., 2000; Brasset et al., 2006) . Primary piRNA biogenesis is generally thought to involve cleavage of primary transcripts into smaller pieces, binding to PIWI proteins, and then trimming them to the final piRNA size. It is well established that primary processing requires the endonuclease Zucchini (zuc), which appears to nonselectively cut piRNA primary transcripts into smaller and perhaps variably sized pieces (Pane et al., 2007; Olivieri et al., 2010; Nishimasu et al., 2012) . Drosophila zuc mutants have an increased abundance of piRNA primary transcripts (Haase et al., 2010) . It is likely that initial processing occurs in the cytoplasm where Zuc protein is localized, although nothing is understood about the export of primary piRNA transcripts from the nucleus prior to their processing. It appears that the RNA fragments initially cut by Zuc are subsequently bound by Piwi. Evidence that the initial fragments bound to Piwi are longer than the mature piRNAs comes from mouse testes, where it was demonstrated that MIWI and MILI (mouse PIWI homologs, see Table 1 ) bind to piRNA precursors that are identical to mature piRNAs at the 5 0 -end, but are extended at the 3 0 -end (Vourekas et al., 2012) . In addition, incubating Siwi (silkworm Piwi) with artificial piRNA precursors in vitro demonstrates that Siwi preferentially binds RNA fragments with a 5 0 -uridine (Kawaoka et al., 2011b) . This suggests a model by which Zuc randomly cuts piRNA precursor transcripts and Piwi selects those that have a 5 0 -uridine; the remaining are likely unstable and therefore degraded. This could be similar to the preference of human Ago2 for miRNAs with either an adenine or uridine at the 5 0 -end, which bind to a specific pocket in Ago2 (Frank et al., 2010) . piRNA precursors bound to Piwi are trimmed to the appropriate size at the 3 0 -end by an unidentified exonuclease, followed by 2 0 -O-methylation of the 3 0 -end by Hen1 Kawaoka et al., 2011b) . It is possible that the size of the mature piRNA is dictated simply by the footprint of the bound Piwi protein, which would explain why different Piwi protein homologs preferentially associate with piRNAs of different sizes (Brennecke et al., 2007) .
Step 3: Secondary piRNA biogenesis (ping-pong) in the germline may be coupled with post-transcriptional transposon repression In Drosophila female germ cells, primary piRNAs are predominantly antisense to transposon coding regions and are thought to trigger secondary piRNA biogenesis, which occurs as a backand-forth mechanism between Aub and Ago3 (Fig. 2) . Aub-bound primary piRNAs are predominantly antisense (83%), whereas Ago3-bound secondary piRNAs are predominantly sense to transposons (75%). Aub in complex with piRNAs may target transposon RNAs for degradation by processing them into secondary piRNAs (Brennecke et al., 2007) . These secondary piRNAs, in complex with Ago3, can direct the production of more antisense piRNAs from piRNA cluster transcripts. This process is thus termed ping-pong piRNA biogenesis to signify the back-and-forth nature of the mechanism (Brennecke et al., 2007) . These new Aub-bound piRNAs are called primary piRNAs, but the definition here is murky because it is impossible to tell if these piRNAs were produced by primary or secondary piRNA biogenesis. The ping-pong mechanism produces a recognizable signature in piRNA sequences. So-called primary piRNAs have a uridine bias at the 5 0 -end and secondary piRNAs have an adenine bias at the 10th position. Furthermore, a 10-base complementary overlap is observed between primary and secondary RNAs, which is predicted to occur because Argonaute proteins are known to slice their target RNAs 5 0 to the base paired with the 10th nucleotide of the small RNA guide (Brennecke et al., 2007; Gunawardane et al., 2007) . This complementary overlap is particularly strong when comparing Ago3-bound and Aub-bound piRNAs (48%; Brennecke et al., 2007) . Piwi function in flies is completely independent of its slicing activity, which strongly suggests that Piwi does not participate in secondary piRNA biogenesis (Darricarrere et al., 2013) . Unfortunately, slicer mutants in Aub and Ago3 have not yet been analyzed to definitively test the model that these proteins are responsible for slicing RNA substrates during secondary piRNA biogenesis.
An intriguing aspect of the ping-pong model is that piRNA biogenesis is linked to the post-transcriptional repression of transposons, such that the production of sense piRNAs from a specific transposon will seed the production of yet more antisense piRNAs from precursor transcripts that will then target that particular transposon for degradation. piRNA cluster loci that are expressed in the germline consist of transposon remnants oriented randomly in the sense or antisense direction (Brennecke et al., 2007; Malone et al., 2009) , although antisense piRNAs predominate in both the Aub-and Piwi-bound populations and the total piRNA population (Brennecke et al., 2007) . Ago3-bound sense piRNAs are derived from active transposon mRNAs and may act to amplify the production of antisense piRNAs from piRNA clusters, thus giving rise to the antisense bias. In support of this, antisense piRNA populations collapse in ago3 mutant ovaries and transposon mRNA levels are highly upregulated . Furthermore, piRNAs bound to Aub showed no antisense bias in the absence of Ago3 ). An intriguing study supports this model by demonstrating that the transcription of functional copies of the I-element retrotransposon are required for the production of sufficient I-element piRNAs and silencing of the functional I-element RNA (Chambeyron et al., 2008) . I (Inducer) Drosophila strains contain 10 functional I-element copies in euchromatin, whereas R (Reactive) strains have no functional copies (both strains have non-functional copies in the heterochromatin). The I strains produce sufficient numbers of antisense piRNAs against the I-element to promote silencing; R strains do not (Brennecke et al., 2008; Chambeyron et al., 2008) . This demonstrates that for the I-element, functional copies of a retrotransposon are required for transposon silencing.
It is important to note that post-transcriptional degradation of transposon RNAs likely does not occur exclusively by piRNA biogenesis. In the Drosophila ovary, PIWI proteins, piRNAs, and retrotransposon RNAs co-localize with proteins involved in mRNA degradation. Mutations in these genes leads to the accumulation of retrotransposon transcripts, which strongly suggests that retrotransposon RNAs can also be degraded by the same mechanisms as mRNAs (Lim et al., 2009 ).
Cellular compartmentalization of piRNA biogenesis
The bulk of primary piRNA biogenesis in ovarian somatic cells likely occurs in cytoplasmic granules called Yb bodies, so named because they were first identified by the accumulation of the TUDOR-domain-containing protein Yb (Szakmary et al., 2009; Olivieri et al., 2010; Qi et al., 2010; Fig. 1) . Both the putative RNA helicase Armitage (Armi) and the TUDOR-domaincontaining protein Vreteno (Vret) are required for primary piRNA biogenesis and also localize to the Yb bodies (Olivieri et al., 2010; Handler et al., 2011; Zamparini et al., 2011) . It is not clear how Armi and Vret function in the primary piRNA pathway, although Armi, Vret, Piwi, and Yb have been demonstrated by immunoprecipation experiments to be in a common complex (Haase et al., 2010; Olivieri et al., 2010; Handler et al., 2011) . Interestingly, in zuc mutants, Piwi protein is lost from the nucleus and accumulates both diffusely in the cytoplasm and in perinuclear spots coincident with Yb bodies (Olivieri et al., 2010) . Furthermore, Armi, Vret, and Yb accumulate in significantly more massive Yb bodies in zuc mutants (Olivieri et al., 2010; Handler et al., 2011) . This suggests that the loss of Zuc disrupts the dynamics of the downstream proteins in the pathway, perhaps causing these proteins to accumulate at sites where they normally transit through temporarily. In zuc, armi, and vret mutants, Piwi is not loaded with piRNAs and accumulates in the cytoplasm, strongly suggesting that piRNA loading onto Piwi takes place in the cytoplasm and is required for Piwi transport into the nucleus (Olivieri et al., 2010; Handler et al., 2011; Zamparini et al., 2011) . Indeed, constituitively cytoplasmic Piwi mutants that are missing their nuclear localization signal are still loaded with mature piRNAs, and a Piwi mutant that cannot load piRNAs does not localize to the nucleus (Saito et al., 2009 . In further support of this, two other nuclear PIWI homologs in distantly related animals require piRNA loading for nuclear localization: (1) In mouse male germ cells, MIWI2 loses nuclear localization in mili mutants, where MIWI2 no longer associates with piRNAs (Aravin et al., 2008; Zheng et al., 2010) ; and (2) In Tetrahymena, association with mature small RNAs is required for the nuclear localization of the Piwi homolog Twi1p (Noto et al., 2010) . Thus, piRNA loading of PIWI is a conserved requirement for nuclear localization.
Several of the same genes are required in the germline for primary piRNA biogenesis, including zuc, armi, and vret (Olivieri et al., 2010; Handler et al., 2011; Zamparini et al., 2011) . By contrast, Yb is specific for the somatic cells and Yb bodies do not exist in germ cells. Instead, primary piRNA biogenesis may occur in the nuage where Armi and Vret accumulate (Fig. 2; Lim and Kai, 2007; Pane et al., 2007; Handler et al., 2011) . The function of Yb may be replaced in the germline by two closely related proteins called brother and sister of Yb (Handler et al., 2011) . In zuc mutants, Piwi is delocalized from germline nuclei into clouds around the nucleus that also contain Armi (Olivieri et al., 2010) . This is reminiscent of piRNA pathway protein mislocalization in somatic zuc mutants, and suggests that primary piRNA biogenesis in the Drosophila female germline may be similar to the mechanism observed in the somatic cells of the ovary. Secondary piRNA biogenesis likely also occurs in the nuage where both Aub and Ago3 are found (Brennecke et al., 2007) .
Open questions about the relationship between piRNA biogenesis and transposon repression The details of the ping-pong model are still under investigation, and many open questions remain, including the following examples:
(1) How is the ping-pong cycle initiated? It was initially proposed that Aub is loaded with piRNAs that are made by the primary piRNA pathway, and that these Aub/piRNA complexes can then initiate secondary piRNA biogenesis (Brennecke et al., 2007; Gunawardane et al., 2007) . In support of this model, ectopically expressed Aub in an ovarian somatic cell line is loaded with almost the identical piRNA population as Piwi (Olivieri et al., 2012) . Considering that secondary piRNA biogenesis cannot occur in this cell line due to the lack of Ago3 expression, this strongly supports the hypothesis that Aub can be loaded with piRNAs that are made by primary biogenesis. Furthermore, when Ago3 is ectopically expressed in these cells, it is not loaded with piRNAs, which suggests that Ago3 can only load piRNAs made by secondary piRNA biogenesis (Olivieri et al., 2012 ). Yet, maternally inherited piRNAs can also initiate secondary piRNA biogenesis, which offers an alternative source of piRNAs to start the ping-pong cycle (Brennecke et al., 2008; Kawaoka et al., 2011a) . The relative importance of primary piRNA biogenesis versus maternally inherited piRNAs in initiating the ping-pong cycle remains to be determined, although a recent study suggests that this may be different for different transposons (Olivieri et al., 2012) . Olivieri and coworkers found that germline transposons could be split into two classes: (A) Transposons that can be processed by ping-pong in the absence of primary biogenesis (i.e., mutations in armi or zuc) and (B) Transposons that require primary piRNA biogenesis factors to maintain the ping-pong cycle (Olivieri et al., 2012) . The authors speculate that class A transposons could rely on maternally loaded piRNAs to support ping-pong biogenesis. (2) As discussed above, Piwi is involved in primary piRNA biogenesis, but is this role specific for the somatic cells of the gonad where it is the only PIWI protein expressed? In the germline, both Aub and Piwi bind primary piRNAs (i.e., piRNAs with a 5 0 -uridine bias), and thus it is not completely clear how the functions of Aub and Piwi are delineated in the germ cells. Phylogenetic analysis demonstrates that Piwi and Aub are the products of a recent gene-duplication event, and could share similar functions (Juliano et al., 2011) . In the silkworm, where it was demonstrated that Siwi can selectively bind 5 0 -uridine RNAs, there are only two Piwi proteins: Siwi (related to both Aub and Piwi in fly) and BmAgo3 (related to fly Ago3; Kawaoka et al., 2008 Kawaoka et al., , 2011b . Therefore, it could be Aub that is selecting the 5 0 -uridine products of primary transcript processing either in addition to, or instead of, PIWI in the female germ cells of Drosophila.
(3) The ping-pong model is predicated on Aub and Ago3 being able to slice their target RNAs, but is this activity required for piRNA biogenesis? Slicing activity has been demonstrated for all three Drosophila PIWI proteins in vitro, but an in vivo requirement for the catalytic residues of Aub or Ago3 have not been demonstrated (Saito et al., 2006; Gunawardane et al., 2007) . Further, Piwi slicing activity is not required for piRNA biogenesis, thus it likely does not significantly participate in ping-pong piRNA biogenesis (Darricarrere et al., 2013) . It has, however, been established that the catalytic activity of MILI in mice is required for piRNA biogenesis (details discussed below; De Fazio et al., 2011). (4) How does the total piRNA population of the Drosophila ovary remain biased for the antisense orientation (i.e., Aub and Piwi-bound piRNAs are much more abundant than Ago3-bound piRNAs)? If functional transposon RNAs are readily processed into sense piRNAs, it is unclear what becomes of these piRNAs; perhaps they are selectively degraded and/or piRNAs are less stable when not associated with PIWI proteins. (5) Currently it is thought that the repression of transposons in the Drosophila female germline occurs both transcriptionally (see below) and post-transcriptionally, but what is the relative importance of these two mechanisms? It is possible, for example, that post-transcriptional repression of transposons is not significant, and instead the ping-pong cycle is required to fuel the production of piRNAs that will be used in transcriptional silencing.
Several genes are required for piRNA production in Drosophila female germ cells. Obtaining a better understanding of the molecular functions of these genes in piRNA biogenesis will help answer some of these outstanding questions. These genes include RNA helicases (spindle-E and vasa) and a host of TUDOR-domain containing genes (krimper, tejas, qin, tudor, and kumo) (Lim and Kai, 2007; Malone et al., 2009; Nishida et al., 2009; Patil and Kai, 2010; Zhang et al., 2011; Anand and Kai, 2012) . A recent study combined epistatic analysis and comparisons between the piRNA populations of different germline knockdowns to group these factors in discrete steps (Olivieri et al., 2012 ). First, as described above, zuc and armi are required only for primary piRNA biogenesis. By contrast, spindle-E, vasa, and krimper were found to be required only for secondary piRNA biogenesis. A recent study suggests an additional function for Vasa in the transport of cluster piRNA transcripts from the nucleus to the nuage, which occurs prior to primary piRNA biogenesis . Finally, some genes are required for both primary and secondary biogenesis: vret, brother and sister of Yb, and Shutdown (shu). [Although it should be noted that two previous studies demonstrate that vret is dispensable for ping-pong biogenesis (Handler et al., 2011; Zamparini et al., 2011) .] This last category of genes may be required to complete downstream steps that are common to both primary and secondary piRNA processing, such as piRNA loading and the maturation of a PIWI/piRNA complex (Olivieri et al., 2012) . For example, shu binds the chaperone protein Hsp90 and is required for both primary and secondary piRNA biogenesis (Olivieri et al., 2012; Preall et al., 2012) . In shu-mutant Drosophila ovaries, all transposable element-derived piRNA populations completely collapse (Allan and Ratajczak, 2011; Olivieri et al., 2012; Preall et al., 2012) . Additionally, mutations in shu that abrogate Hsp90 binding cannot restore piRNA levels in the shu mutant, and epistatic analysis places shu downstream of other piRNA biogenesis factors (Olivieri et al., 2012) . These data support a model by which Hsp90 and its co-chaperone shu are required to load piRNAs onto Argonaute proteins, regardless of how (i.e., by which pathway) those piRNAs are produced. This hypothesis is supported by the fact that Hsp90 is required to load siRNA duplexes onto Argonaute proteins in plants and Drosophila, and the Hsp90 cochaperone Cyclophilin40 is required for siRNA loading in plants (Iki et al., 2010 (Iki et al., , 2012 Iwasaki et al., 2010; Miyoshi et al., 2010) .
Transcriptional Silencing of Transposons by PIWI/piRNA Complexes in the Nucleus
In addition to functioning in piRNA biogenesis, the nuclear protein Piwi, in association with mature piRNAs, may be an effector of transposon silencing by epigenetic mechanisms. In support of this, transposons are derepressed when Piwi nuclear localization is disrupted (Klenov et al., 2011) . Piwi protein bound to a transposonderived piRNA produced by aub/ago3 ping-pong biogenesis is thought to translocate to the nucleus and to silence transposons epigenetically ( Figs. 1 and 2 ). This is supported by three observations: (1) When Piwi is knocked down specifically in germ cells, transposon expression increases, piRNA levels go up (presumably due to increased levels of functional transposon mRNAs being funneled into secondary piRNA biogenesis), and Aub remains localized to the nuage (Wang and Elgin, 2011) . (2) In aub and ago3 mutants, piRNA levels are reduced and Piwi protein is no longer localized to the nucleus Wang and Elgin, 2011) . (3) In both piwi and aub mutants, there is a loss of repressive chromatin marks at transposon loci (Klenov et al., , 2011 Wang and Elgin, 2011; Sienski et al., 2012 ). Piwi's association with HP1a offers an attractive mechanistic model for chromatin regulation via recruitment of HP1a to transposon loci (Brower-Toland et al., 2007) . In support of this model, a new study demonstrates that binding of Piwi/piRNA complexes to ectopic euchromatic sites recruits HP1, leads to increases in repressive chromatin marks, and a loss of RNA Polymerase II binding (Huang et al., 2013) . Thus, piRNAs may act as sequence-specific guides to recruit epigenetic machinery to particular chromatin sites.
A recent study further supports the model that Piwi/ piRNA complexes in the nucleus can direct epigenetic silencing of transposons in cultured ovarian somatic cells (Sienski et al., 2012) . In this case, piRNAs are made by primary processing rather than by Ago3/Aub, which are not expressed in ovarian somatic cells. In piwi knockdown ovarian somatic cells, both total levels, as measured by RNA-seq, and levels of nascent transcript, as measured by global run-on sequencing (GRO-seq), of transposon RNA increase (Sienski et al., 2012) . Furthermore, RNA Polymerase II occupancy is increased and H3K9me3 levels are decreased (Sienski et al., 2012) . These data strongly support a model in which piwi is required for the epigenetic silencing of transposable elements in ovarian somatic cells, and are consistent with the in vivo data described above.
Is Transposon Repression Conserved in Animal Germlines?
The function of the PIWI/piRNA pathway to repress transposons is well established in the Drosophila ovary, yet evidence from the male germline suggests that the pathway could function more broadly. In the fly testes, less than 10% of the piRNAs bound to Aub are transposon-derived and 54% of Ago3-bound piRNAs are transposon-derived (Table 2 ; Nagao et al., 2010) . Although there is evidence that these piRNAs are produced by the ping-pong mechanism, transposon levels do not significantly increase in aub and ago3 mutant testes by RT-PCR, contrary to what is observed in Drosophila ovaries (Brennecke et al., 2007; Nagao et al., 2010) . By contrast, repression of specific transposons in the male Drosophila germline is dependent on piwi (Kalmykova et al., 2005) . Thus, while the piRNA pathway does play some role in Drosophila testis in repressing transposons, this may be independent of the ping-pong cycle. Whole genome transposon depression needs to be performed in Drosophila testis, however, before definitive conclusions can be made. In the mouse testis, there is evidence that the pathway is required for the repression of LINE1 transposons (Reuter et al., 2011) . But given that piRNAs derived from transposons in the adult mouse testis are lower than would be expected by chance, there are very likely other functions as well (Table 2) . Furthermore, there is no enrichment for transposon sequences in the piRNA populations of the zebrafish or rat testis (Table 2) . Therefore, there may be conserved spermatogenesis-specific functions for the PIWI/piRNA pathway that go beyond transposon control. In addition, significant numbers of piRNAs map to protein-coding genes (Table 2) , which implies that the PIWI/piRNA pathway could be directly regulating these genes; documented cases of this are discussed in detail below.
Transposon upregulation after PIWI mutation has been reported in the fly, mouse, zebrafish, and C. elegans (Kalmykova et al., 2005; Aravin et al., 2007b; Brennecke et al., 2007; Carmell et al., 2007; Batista et al., 2008; Das et al., 2008; Houwing et al., 2008; KuramochiMiyagawa et al., 2008 ). Yet, as discussed further below, there is variability in the extent of upregulation, the number of transposon families affected, and in the mechanism of repression. piRNAs are remarkably enriched for transposon sequences in the Drosophila ovary; the percentage of piRNAs that map to transposons is approximately seven-times higher than the percentage of transposon sequences in the genome (Table 2) . A survey of piRNA mapping data currently available indicates that this trend may not be true for animals generally. The highest transposon enrichment seen in other animals is twofold, and in many cases, there is a depletion of transposon sequences (Table 2 ). This does not mean that transposon repression is not a vital function of the PIWI/piRNA pathway in these animals, but it certainly suggests that additional functions are likely.
OTHER MECHANISMS OF FOREIGN DNA REPRESSION BY THE PIWI/piRNA PATHWAY
The PIWI/piRNA pathway may have a conserved role in recognizing and silencing foreign DNA, such as transposon sequences, although the actual mechanisms of this process appear to vary significantly between organisms. Repression of transposons by the pathway in the mouse testes does share some significant similarities with the Drosophila ovary, such as ping pong-mediated post-transcriptional repression and epigenetic silencing. On the other hand, there are also clear mechanistic differences between PIWI/piRNA function in the fly and mouse. In C. elegans and the ciliate Tetrahymena, the pathway also recognizes and represses foreign DNA, but the mechanisms are strikingly different. Thus, although the function of the pathway to repress foreign DNA may be widely conserved, the method by which this is achieved is divergent.
Transposon Repression by the PIWI/piRNA Pathway in Mouse Testes
All three PIWI homologues in mice, miwi, mili, and miwi2, are required for fertility in males Kuramochi-Miyagawa et al., 2004; Carmell et al., 2007) . piRNAs are abundantly expressed in the testes of mice that are at least 14 days old (14 days post-partum), where meiosis has progressed to the pachytene stage and mili and miwi are expressed (Aravin et al., 2006; Girard et al., 2006; Grivna et al., 2006a) . Sequencing of these pachytene piRNAs from adult mouse testes reveals that they have no observable ping-pong signature, and they are depleted for repeat sequences (Aravin et al., 2006 (Aravin et al., , 2007a Girard et al., 2006; Grivna et al., 2006b) . Nevertheless, when the catalytic domain of MIWI is mutated, piRNA biogenesis is unaffected but expression of the LINE1 retrotransposon class increases in mouse testes (Reuter et al., 2011) . These data suggest that MIWI represses LINE1 retrotransposons in the adult testes by cleaving the RNA in a ping-pong-independent manner.
In the pre-natal mouse testes (16.5 days post-coitum), where miwi2 and mili are expressed, piRNA populations are biased for transposon sequences and exhibit the ping-pong signature (5 0 -uridine piRNAs and 10th position adenosine piRNAs) for LINE1 and IAP (Intracisternal A-particle) retrotransposons (Aravin et al., 2008) . Furthermore, both mili and miwi2 mutants exhibit increased RNA levels of LINE1 and IAP retrotransposons (Aravin et al., 2007b; Carmell et al., 2007; Kuramochi-Miyagawa et al., 2008) . MIWI2 and MILI localize to cytoplasmic granules in male fetal germ cells, where they may function in the ping-pong biogenesis pathway to post-transcriptionally repress retrotransposons. In contrast to flies, where primary piRNAs are derived from cluster transcripts, murine primary piRNAs (5 0 -uridine bias) bound to MILI are sense (likely derived from the RNAs of functional transposons) and the secondary piRNAs (10th position adenosine bias) bound to MIWI2 are antisense (likely produced from piRNA cluster transcripts; Aravin et al., 2008) . This model may not be correct, however, because a catalytic mutation in MILI, but not MIWI2, leads to decreased piRNA populations and increased retrotransposon expression (De Fazio et al., 2011) . Therefore, an intra-MILI ping-pong cycle may exist to produce piRNAs in the pre-natal mouse testes (De Fazio et al., 2011) . Indeed, when pre-pachytene piRNAs were sequenced from 10-days post-partum testes where only mili is expressed, evidence for ping-pong amplification was found, which supports the existence of an intra-MILI ping-pong cycle (Aravin et al., 2007b) . This is similar to an intra-Aub pingpong cycle that is detected in Drosophila ovaries in addition to the typical Aub-Ago3 ping-pong cycle Zhang et al., 2011) .
Both mili and miwi2 mutants exhibit a loss of methylation at retrotransposon promoters in mouse testes, suggesting epigenetic repression by the PIWI/piRNA pathway (Kuramochi-Miyagawa et al., 2008) . MIWI2 is a nuclear protein and therefore may have a role in directing the methylation of transposon sequences during the period of de novo DNA methylation that occurs in the male just before birth (Hajkova et al., 2002; Kato et al., 2007; Aravin et al., 2008) . piRNAs derived from ping-pong biogenesis could be loaded onto MIWI2, then MIWI2/piRNA complex may enter the nucleus to direct transcriptional silencing of transposons (Aravin et al., 2008; De Fazio et al., 2011) . A direct role for MIWI2 in DNA methylation has not been definitively demonstrated, however.
While the details remain to be worked out, it is already clear that the mechanisms of piRNA biogenesis and transposon repression are complex and there are significant differences between species, despite the similarities in the genes required for the function of the PIWI/piRNA pathway between Drosophila and mice. For example, the mouse zuc homolog is also required for primary piRNA biogenesis by cleaving of single-stranded piRNA precursor transcripts (Watanabe et al., 2011a; Ipsaro et al., 2012) . The mouse putative DEAD box helicase MOV10L1 is related to the Drosophila armi, and may also be required for piRNA biogenesis because there is a lack of all mature piRNAs in mov10l1 mutant testes (Frost et al., 2010; Zheng et al., 2010) . The mouse homolog of the DEAD box helicase Vasa, Mvh, has been implicated in piRNA biogenesis in fetal male germ cells, which is consistent with its function in the Drosophila ovary (Kuramochi-Miyagawa et al., 2010) . Finally, several TUDOR-domain containing proteins are also required in both mouse and Drosophila for proper PIWI/piRNA pathway function, which has been previously reviewed (Siomi et al., 2010a) .
The PIWI/piRNA Pathway Functions to Stably Silence Foreign DNA Over Many Generations in C. elegans C. elegans has two Piwi homologs, prg-1 and prg-2, which are 91% identical and are a product of a recent gene duplication as other Caenorhabditis species have only one prg gene (Das et al., 2008) . Mutations in prg-1 lead to reduced fertility and temperature-sensitive sterility, whereas prg-2 mutants show no obvious defects (Batista et al., 2008; Wang and Reinke, 2008) . PRG-1 binds to a class of RNAs (21U-RNAs) that, like piRNAs have a 5 0 -uridine bias, but are only 21 nucleotides long (Fig. 3) . The presence of 21U-RNAs is dependent upon prg-1, and both PRG-1 and 21U-RNAs are restricted to the germline (Batista et al., 2008; Das et al., 2008; Wang and Reinke, 2008) . When mapped back to the genome, 21U-RNAs are largely found in two genomic clusters on chromosome IV, concentrated in between protein coding genes and in introns (Ruby et al., 2006) . In contrast to the long precursor transcripts required for piRNA production in mice and flies, 21U-RNAs are transcribed as individual transcription units that are approximately 25À26 nucleotides long, and are subsequently shortened to 21 nucleotides (Ruby et al., 2006; Cecere et al., 2012; Gu et al., 2012;  Fig. 3 ). While the 21U-RNAs are not enriched for transposon sequences, two studies found that the DNA transposon family Tc3 is upregulated approximately fourfold in prg-1 mutants (Batista et al., 2008; Das et al., 2008) . prg-1 acts upstream of the C. elegans endogenous siRNA pathway (or 22G-RNAs) to regulate Tc3 expression; this pathway was previously shown to silence transposons in the C. elegans germline (Sijen and Plasterk, 2003; Das et al., 2008) . Transposon repression could thus be happening through the endogenous siRNA pathway and not directly through the piRNA pathway. Several recent studies have now demonstrated that PRG-1 and associated 21U-RNAs act to recognize and silence foreign DNA, such as an introduced transgene, in the germline (Ashe et al., 2012; Lee et al., 2012; Shirayama et al., 2012;  Fig. 3) . Targeting of PRG-1 to the mRNA of a single-copy transgene triggers the production of 22G-RNAs from surrounding regions via RNA-dependent RNA polymerase (Ashe et al., 2012; Bagijn et al., 2012; Lee et al., 2012; Shirayama et al., 2012) . Subsequently, these 22G-RNAs are loaded into germline Argonaute proteins that translocate to the nucleus and direct epigenetic silencing of the region. The silencing of the transgene is then stable over many generations (Ashe et al., 2012; Shirayama et al., 2012) . It is not yet clear how the PIWI pathway is able to recognize self from non-self in C. elegans, although it was noted that there are endogenous 21U-RNAs that could imperfectly recognize the GFP transgene (Shirayama et al., 2012) . This is clearly an exciting discovery that may shed light on a conserved function for the PIWI/piRNA pathway in repressing the expression of foreign DNA.
The PIWI/piRNA Pathway Is Required for DNA Elimination in the Somatic Macronucleus of Ciliates
The ciliates are a group of protozoans typified by cilia structures and nuclear dimorphism. The diploid micronucleus (germline) contains a transcriptionally silent, complete copy of the genome that will be passed on to the next generation. By contrast, the polyploid macronucleus (somatic) has undergone DNA elimination and serves as the template for gene transcription (Prescott, 1994) . During sexual reproduction, the micronucleus undergoes meiosis and exchanges haploid nuclei with a mating partner. The old macronucleus is lost and the newly formed zygotic nucleus divides to form a new micronucleus and macronucleus. The macronucleus subsequently undergoes DNA elimination, a process by which repetitive DNA, transposons, and unidentified AT-rich regions, collectively known as internal eliminated sequences (IES), are removed from the macronuclues, leaving behind the genes that will be transcribed (reviewed in Chalker and Yao, 2011). The mechanisms of DNA elimination have been best worked out in Tetrahymena, where the PIWI homolog TWI1 is required for this process (Mochizuki et al., 2002) . scanRNAs (27À30 nt long) are made in the micronucleus in a Dicer-dependent fashion (which differs from metazoan piRNAs), and are loaded onto Twi1p (Mochizuki et al., 2002; Mochizuki and Gorovsky, 2005) (Fig. 4) . The Twi1p/scanRNA complex directs H3K9 methylation and HP1 binding, thus marking DNA for elimination in the macronucleus (Liu et al., 2004b (Liu et al., , 2007 (Fig. 4) . The process shares significant similarities with the transcriptional transposon silencing described above for Drosophila. In Tetrahymena, however, the DNA (1) Bidirectional transcription in the micronucleus creates double-stranded RNAs, which are a substrate for Dicer (DCL2). (2) Long-stranded RNAs are processed into scanRNAs by a Dicer-dependent mechanism. ScanRNAs are made from all sequences in the micronucleus, but only those made against internal eliminated sequences (IES) are shown above. (3) Scan RNAs are exported from the micronucleus (germline nucleus) and bind to a protein complex that contains the PIWI homolog Twi1p. Before entering the new macronucleus (somatic nucleus), Twi1p/scanRNA complexes enter the old macronucleus and scanRNAs that have homology against the DNA are destroyed (not shown in figure) . (4) Twi1p/scanRNA complexes that remain are homologous only to IES regions, and are imported into the new macronucleus. (5) The Twi1p/scanRNA complexes mark IES regions for elimination by directing H3K9 methylation. (6) The Pdd1 protein contains a chromoshadow domain, which recognizes the H3K9 methylation on IES regions and recruits the machinery required for IES excision (7) leaving behind DNA enriched only for transcribed genes.
is eliminated rather than transcriptionally silenced. A recent study in a distantly related ciliate, Oxytricha, demonstrated that a similar pathway is used. Instead of marking sequences for elimination, the scanRNAs (or piRNAs) are produced from the maternal macronuclear genome and thus mark sequences for protection in the new macronucleus (Fang et al., 2012) . Despite the large evolutionary distance and differences in life strategy, the role for the PIWI/piRNA pathway in elimination of transposon and other repeat sequences from the ciliate somatic genome points to an ancient relationship between Piwi, piRNAs, and foreign DNA regulation.
THE PIWI/piRNA PATHWAY AND THE MAINTENANCE OF GENOMIC INTEGRITY
Mutations in the PIWI/piRNA pathway lead to a dramatic upregulation of phosphorylated H2Ax, which is generally thought to mark unrepaired DNA double-stranded breaks. Furthermore, axis-determination defects observed in some Drosophila PIWI/piRNA-pathway mutants are partially rescued by inactivation of DNA damage signaling (Khurana et al., 2010) . The currently accepted hypothesis suggests that uncontrolled transposition is the cause of DNA damage in PIWI/piRNA-pathway mutants. Support for this hypothesis arises from two general observations: (1) Several piRNAs map to transposons and (2) transposon mRNA levels are highly upregulated in piRNA pathway-deficient Drosophila ovaries and mouse testes (see above for details). Transcripts of functional transposons even accumulate within the oocyte nucleus in mutant backgrounds (Chambeyron et al., 2008) , and integration of one particular transposon into the genome occurs in male Drosophila piwi mutants (Kalmykova et al., 2005 ). Yet, several piRNAs do not map to transposons (Table 2) , evidence for transposon integration is scarce, and a comprehensive connection between transposon mobilization and DNA damage has not been elucidated. Causality thus remains undetermined, especially in light of the complex relationship between transposon mobilization and genome instability that we will discuss in this section. Barbara McClintock's genomic stress hypothesis, which proposes transposon mobilization as an innate defense against stress, highlights the equally probable alternative that transposon upregulation is a consequence of genome instability rather than a cause (McClintock, 1984) . Defects in PIWI mutants are immediate, and effects are seen within one generation, which may not be expected for transposon insertion-inflicted damage. In addition, it is not entirely clear that the upregulation of transposons alone could have the long-lasting, deleterious effects observed in PIWI/piRNA-pathway mutants. Finally, there is increasing evidence supporting the alternative that the pathway could directly regulate genome stability via the regulation of chromosome architecture, cell division, and apoptosis (Fig. 5) . All of these possibilities will be discussed below in detail, and are important to keep in mind as we move forward in untangling the complex relationship between the PIWI/piRNA pathway and transposon regulation.
The Link Between Transposons and Genome Stability
DNA damage can cause increases in transposition A growing body of evidence suggests that DNA damage induced by both exogenous and endogenous sources can cause the mobilization of both DNA and RNA transposons in a variety of organisms. For example, the Ty element in yeast, an LTR retrotransposon, is mobilized in response to DNA damage-inducing agents such as UV light and 4-nitroquinoline-1-oxide (4NQO; Bradshaw and McEntee, 1989) . The mobility of Ty1 is regulated by factors involved in the overall maintenance of genome integrity, such as telomere maintenance, DNA repair, suppression of DNA recombination, and DNA-damage response pathways (Scholes et al., 2001) . The loss of any of these regulators contributes to the hypermobility of Ty1, indicating that changes in genome integrity can modulate transposition. In telomerase mutants that underwent telomere erosion, Ty1 retrotransposition increased in parallel to the Figure 5 . The relationship between PIWI/piRNA pathway depletion, transposon upregulation, and the loss of genomic integrity. One currently accepted hypothesis suggests that the loss of the PIWI/piRNA pathway leads to uncontrolled transposon mobilization, which causes a loss of genomic integrity. An equally probable alternative is that the pathway could directly impact genome stability, which could then lead to the transposon upregulation seen in mutants. In this scenario, transposon upregulation is a symptom of the loss of genomic integrity rather than the cause. The double-headed arrow indicates the uncertain relationship between transposon upregulation and the loss of genome integrity in PIWI mutants. Emerging roles in the maintenance of chromosome architecture via epigenetic regulation and DNA repair; cell division via the regulation of chromosome dynamics and progression through the cell cycle; and programmed cell death offer experimental evidence for this alternate possibility.
shortening of telomere DNA (Scholes et al., 2003) . Activation of a DNA-damage signaling pathway was essential to this process, suggesting that an increase in retrotransposon mobility could be part of the cellular response to DNA damage. A later study found that activation of S-phase checkpoint pathways in yeast, via the replication stress pathway and/or the DNA damage pathway, is also able to increase Ty1 mobility, giving further support to this idea (Curcio et al., 2007) .
Several results in Drosophila indicate that transposon mobilization in response to DNA damage is conserved in multicellular animals. First, injecting healthy male Drosophila with Mitomycin D to induce DNA damage results in a high mutation frequency in offspring; this is a result of genomic rearrangements due to excision of the gypsy transposon (Georgiev et al., 1990) . Second, heat shock induces the mobility of an LTR transposon of the copia family (Ratner et al., 1992) . Third, the effects of hybrid dysgenesis, which is thought to be due to transposon upregulation, are increased when parental females are treated with gamma rays and inhibitors of DNA replication (Bregliano et al., 1995) . Furthermore, sub-lethal doses of gamma irradiation led to increases in excision of the P-element, a well studied DNA transposon (Handler and Gomez, 1997) .
Several cell culture experiments demonstrate that transposon mobilization in response to DNA damage also occurs in vertebrates. Exposure of apoptosis-resistant murine and human cells to DNA-damaging agents increased SINE RNA levels and endogenous reverse transcriptase activity, thus indicating increased mobilization (Rudin and Thompson, 2001) . SINE elements do not have their own reverse transcriptase activity, and are thought to utilize LINE family proteins for transposition. Indeed, it was later shown that LINE-1 retrotransposition increases upon gamma irradiation of cultured cells (Farkash et al., 2006) . Oxidative stress, a common source of endogenous DNA damage, was also found to increase LINE-1 activity in human neuronal precursor cells as observed by an increase in LINE-1 RNA levels as well as transposition events (Giorgi et al., 2011) . This was also observed in yeast, where an increase in levels of reactive oxygen species resulted in increased mobility of Ty1 (Stoycheva et al., 2010) . Thus, a broad survey of the literature points to a conserved phenomenon: transposon mobility in response to genotoxic stress. It is therefore important to keep this in mind when observing the effects of PIWI/piRNA pathway mutations on genomic integrity. The possibility that transposon upregulation is at least in part a response to increased DNA damage triggered by mutations in the PIWI/piRNA pathway remains a distinct possibility.
Transposon mobilization and the induction of immediate and lasting damage It is generally assumed that rampant transposition is an obvious source of genome instability, but it is not clear if these effects are in fact immediately catastrophic to the organism. It is important to understand if damage induced by mobilization of transposons sufficiently explains the various defects observed in PIWI/piRNA-pathway mutants. For example, in male mice mutant for PIWI homologues, germ cells exhibit increased DNA damage, increased apoptosis, a block in meiosis, and ultimately a complete lack of fertility Kuramochi-Miyagawa et al., 2004; Carmell et al., 2007) . Similarly, PIWI/piRNA pathway-depleted Drosophila show a wide range of developmental defects, and any embryos laid are ultimately unable to develop (Cox et al., 1998; Harris and Macdonald, 2001; Li et al., 2009) . Can the DNA damage induced by upregulation of transposons explain the results of mutations in the PIWI/piRNA pathway?
Drosophila hybrid dysgenesis models offer a good source of comparison since transposons are highly overactive while the PIWI/piRNA pathway is presumably intact. Hybrid dysgenesis is a syndrome resulting from an intraspecies cross. Paternal transposons not present on the maternal side are introduced into a zygote and triggers genetic instability due to a lack of protection on the part of the zygote against the newly introduced transposon(s) (Bregliano et al., 1980) . The most obvious and common consequence of hybrid dysgenesis is sterility resulting from gonadal atrophy, very similar to flies lacking PIWI proteins and piRNAs. Additionally, eggs laid by dysgenic flies do not hatch. As dysgenic flies age, however, fertility is restored; a phenomenon that has puzzled researchers ever since it was first described (Bucheton, 1979) . A recent paper connected the piRNA pathway to this syndrome by showing that new transposons introduced to dysgenic progeny are gradually silenced through the production of de novo piRNAs as flies age. These new piRNAs are produced both from paternally inherited piRNA clusters and resident element transposition into piRNA clusters, where they template new piRNA production (Khurana et al., 2011) .
A major difference does however exist between PIWI/ piRNA pathway mutant flies and hybrid dysgenesis models. Hybrid dysgenesis results in the misregulation of just one transposon during oogenesis whereas a large number of transposable elements appear de-repressed in PIWImutant flies (Bingham et al., 1982; Bucheton et al., 1984; Brennecke et al., 2007) . This would suggest that any phenotype seen in dysgenic flies should be greatly exacerbated in PIWI mutants. Yet, embryos laid by young dysgenic females undergo catastrophic meiosis, which causes death within the first embryonic cell division, unlike embryos depleted of PIWI proteins and piRNAs, which are able to proceed further in development (Lavige, 1986; Khurana et al., 2010) . Overall this suggests that while overactive transposons could certainly cause infertility, the upregulation of transposons in hybrid dysgenesis models does not exactly phenocopy PIWI/piRNA-pathway mutants. Thus, transposon upregulation may not fully explain the myriad of phenotypes observed in PIWI/piRNA-pathway mutants.
Few studies show that overactive transposons can directly induce genome instability due to the sole presence of unrepaired DNA double-stranded breaks. In the most well-cited example, increases in DNA double-stranded breaks due to over-activity of LINE-1 were observed in mammalian cell culture, but these were repaired 48 hr after the insult and no consequent increase in apoptosis was reported (Gasior et al., 2006) . This is significantly different from PIWI/piRNA mutants, where unrepaired DNA doublestranded breaks persist, and are often accompanied by rampant apoptosis (Kuramochi-Miyagawa et al., 2004; Carmell et al., 2007; Houwing et al., 2007; Watanabe et al., 2011a) . If the yeast genome is artificially overloaded with retroelements, no defects in growth rate or gross morphology are observed, but there is increased sensitivity to DNA-damaging agents and DNA-replication errors, which then lead to loss of genomic integrity. In combination with the results obtained in mammalian cells, this suggests that increases in retrotransposon abundance need not be immediately deleterious to the genome, unless perhaps defects in the DNA-replication and error-prevention machinery exist (Scheifele et al., 2009) .
Two primary sources of genome instability can arise from uncontrolled transposition. The first category involves physical rearrangements due to ectopic recombination. This occurs primarily due to the presence of homology to transposable elements interspersed through the genome. Second, the regulation of gene expression can be altered via de novo insertion near regulatory elements or into coding sequences (Hedges and Deininger, 2007) . Importantly, transposon upregulation does not generally lead to increased amounts of unrepaired DNA double-stranded breaks that go unresolved, as is seen in PIWI/piRNApathway mutants where DNA double-stranded breaks persist (Gasior et al., 2006; Hedges and Deininger, 2007; Robert et al., 2008; Scheifele et al., 2009; Huefner et al., 2011) . A careful study of the spatial and temporal regulation of transposons correlated to the type of genomic damage sustained in PIWI mutants is required to resolve the root cause of defects seen.
PIWI Proteins and Their Role in the Regulation of Chromatin Architecture
The regulation of chromatin organization has a large impact on genome function (Van Bortle and Corces, 2012) . Recent work suggests that the PIWI/piRNA pathway is an epigenetic regulator. While a connection to genome stability is still nebulous, independent work ascribing a role for the pathway in DNA repair via modulation of chromatin architecture suggests that PIWI/piRNA pathway participation in the regulation of chromatin could have a direct impact on genome integrity.
Epigenetic regulation mediated by the PIWI/piRNA pathway Mutations in piwi and aub suppress positioneffect variegation (Pal-Bhadra et al., 2004) , which occurs when a gene is situated near heterochromatin and is thus variably expressed from cell-to-cell. This is typified in the fly eye by a P-element mediated insertion of a tandem repeat of the white gene (required for red eye pigment), which induces heterochromatin formation and results in a mosaic red and white eye color (Dorer and Henikoff, 1994) . Piwi and Heterochromatin protein-1 (HP1) physically interact, as demonstrated by immunoprecipitation from embryo extracts and co-localize on polytene chromosomes, along with the repressive chromatin mark H3K9 methylation (Pal-Bhadra et al., 2004; Brower-Toland et al., 2007) . Mutations in piwi and aub lead to re-distribution of HP1 along the chromosome, and a decrease in H3K9 methylation (Pal-Bhadra et al., 2004) . These results taken together suggest that the PIWI/piRNA pathway could be directing heterochromatin formation by the recruitment of HP1a.
This hypothesis is supported by the demonstration that inserting transposon 1360 into a normally euchromatic site induced heterochromatin formation, and that the potential piRNA binding sites in transposon 1360 are required for this phenomenon (Sentmanat and Elgin, 2012) . The authors of this study suggest that heterochromatin domains are set up in the embryo by the PIWI/piRNA pathway, and are subsequently propagated in the adult tissue by chromatin marks. It is important to note that the euchromatic sites tested in this study are adjacent to heterochromatin sites, which could indicate that Piwi is only capable of spreading heterochromatin rather than initiating de novo heterochromatin formation. A recent study demonstrates that ectopic recruitment of Piwi/piRNA complexes to euchromatic sites does promote de novo heterochromatin formation, however, and loss of Piwi perturbs the epigenetic state of the genome, suggesting that Piwi/piRNAs complexes are a global regulator of chromatin (Huang et al., 2013) . piwi is also required for the transgenerational suppression of cryptic phenotypes in the fly, and epigenetic silencing initiated by Piwi in the worm is very stable and can be inherited over several generations (Gangaraju et al., 2011; Shirayama et al., 2012) . These studies additionally point to a vital role for the pathway in initiating stable chromatin states.
A potentially conflicting study shows that P-element insertions into piRNA clusters require the PIWI/piRNA pathway to be expressed, and there is an increase of HP1 at cluster loci in Piwi/pRNA pathway mutants. These data are seemingly contrary to previous reports of the PIWI/ piRNA pathway promoting heterochromatin formation (Moshkovich and Lei, 2010) , but may be related to the piRNA cluster loci examined, which are transcribed despite being embedded in heterochromatin. Piwi was also shown to promote euchromatin marks at the telomere region of chromosome 3, thus promoting the production of piRNA 3R-TAS1 (Yin and Lin, 2007) . Therefore, PIWI/piRNA pathway function may depend on chromatin context. Furthermore, Piwi localization on polytene chromosomes is differentially sensitive to different RNase enzymes, suggesting both RNA/RNA and DNA/RNA hybrids are used at different locations for targeting PIWI/piRNA complexes to the chromatin (Brower-Toland et al., 2007) .
DNA repair mediated by the PIWI/piRNA pathway
Recent studies point to the possibility of a direct role for the PIWI/piRNA pathway in repairing DNA damage. Both Mili and Hili, respectively murine and human PIWI proteins, have a role in maintaining an open chromatin state that aids DNA repair. In cells damaged with cisplatin, chromatin relaxation usually occurs via histone acetylation to facilitate repair. Acetylase activity was decreased in mili mutants, thus impeding chromatin relaxation and repair after cisplatin insult. Furthermore, enhanced PIWI protein expression was described as a key factor in the cisplatin resistance of human ovarian cancer cells (Wang et al., 2011b) . In a separate study, mili knock-out cells were deficient in DNA repair after irradiation and cisplatin insult. A variety of DNA double-stranded break repair defects and increased susceptibility to apoptosis were observed, and these were again attributed to chromatin relaxation defects due to impaired histone acetylation ). An interesting study examining proteins associated with Alu retrotransposon-derived piRNAs also indicates a role for the pathway in the maintenance of genome stability. Lentiviral knockdown of these piRNAs were found to reinstate self-renewal of senescent human adipocytes stem cells (Wang et al., 2011a) . Analysis of nuclear interactors of Alu-derived piRNAs revealed proteins associated with DNA repair and chromatin remodeling (Blackwell et al., 2012) , suggesting that the cytotoxicity associated with the upregulation of Alu-associated piRNAs is due to a loss of efficient DNA repair and chromatin regulation, which leads to genome instability. Stable suppression of Alu transcription thus probably reverses senescence by reinstating appropriate DNA repair and maintaining chromosome architecture.
Small RNAs may have a conserved role in repairing DNA double-stranded breaks. In both Arabidopsis and human cells, small RNAs (double-stranded break-induced small RNAs or diRNAs) were produced from regions in the immediate vicinity of the targeted break sites, and these small RNAs were required for efficient repair. It was proposed that the small RNAs function as guide molecules for histone modifications around the DNA double-stranded breaks, which could then facilitate recruitment of repair components (Wei et al., 2012) . It would be interesting to test if piRNA production increases specifically at DNA double-stranded break sites, or if the PIWI/piRNA pathway only functions more widely in chromatin relaxation to aid DNA repair. Modulation of chromatin is a key factor in most DNA repair pathways (Cann and Dellaire, 2011) , and PIWI's involvement in this facet of genome stability is intriguing especially given its role as an epigenetic regulator (Lin and Yin, 2008) .
PIWI Proteins and Their Role in Cell Division
Normal cell division hinges on coordination between the regulation of chromosome dynamics and regulation of progression through the cell cycle. Recent studies highlight an emerging role for PIWIs/piRNAs in both aspects of cell division, and fully understanding these functions will require careful scrutiny.
Regulation of chromosome dynamics Centromeres and telomeres, major structural components of the chromosomes, are comprised of heterochromatin. Therefore, the organization of heterochromatin is essential for accurate chromosome dynamics during both mitosis and meiosis (Dernburg et al., 1996; Bernard et al., 2001 ). As discussed above, Drosophila Piwi is enriched at constitutive heterochromatin domains and associates with HP1. Piwi depletion impacts not only HP1 localization, but also key histone modifications traditionally associated with gene silencing, which suggests an involvement in chromatin organization (Pal-Bhadra et al., 2004) . The loss of HP1 and inappropriate histone modification are increasingly being associated with defects during mitotic and meiotic progression due to kinetochore depletion, centromere abnormalities leading to segregation defects, and telomere shortening, all of which could compromise chromosome stability leading to abnormal cell division (Dialynas et al., 2008; Heit et al., 2009; Xu et al., 2009 ).
Telomeres were first described as structures capping and protecting the ends of chromosomes to prevent chromosome fusions. A second, important end-elongation function was later discovered, which is required to maintain the fidelity of DNA replication. Thus telomeres have an important role in the cell cycle. Drosophila is unique in that telomeres are maintained by the mobilization of three telomere-localized retrotransposons, HeT-A, TART, and TAHRE, instead of the telomerase enzyme (Pardue and DeBaryshe, 2011) . Sub-telomeric sequences produce piRNAs that map to these transposons, and transcripts of all three retrotransposons are upregulated with the loss of PIWI proteins, suggesting a role in telomere dynamics (Brennecke et al., 2007; Shpiz et al., 2007 Shpiz et al., , 2009 ). Heterozygous mutations in aub and spindle E increase retrotransposition events to broken chromosome ends, as was shown in an elegant assay utilizing de novo telomere formation at induced, broken chromosome ends to study the frequency of telomere mobilization events (Savitsky et al., 2006) . The PIWI/piRNA pathway is thus likely capable of regulating telomere length by regulating retrotransposons. Functional conclusions are hard to make based on this study, however, since flies with only one copy of aub or spindle E did not display an appreciable change in HeT-A or TART retrotransposon activity without the use of this assay. While this could merely be because Drosophila telomeres are extremely long, and any phenotype would require generations before being noticed, PIWI/piRNA involvement in telomere elongation could also be occurring only in a broken chromosome situation.
More recently, a role for piRNA pathway proteins was shown in facilitating chromosome-end protection via recruitment of the telomere-capping complex (Khurana et al., 2010) . Telomere fusions in Drosophila embryos depleted of aub and armi indicate a requirement for the PIWI/piRNA pathway in telomere resolution. Indeed, telomeric recruitment of HP1 and HOAP (HP1/origin of replication-associated protein), components of the telomereprotection complex (TPC), did not occur in mutants. Thus, a sub-population of telomere-specific piRNAs may be required to recruit the TPC to chromosome ends, which are mediated by Aub and Armi and are unique among piRNA pathway proteins for this function. Depleting components required for non-homologous end joining (NHEJ) in a mutant background rescued the telomere fusion defect in aub and armi mutants, suggesting NHEJ as a mechanism for telomere ligation. Yet, studies of telomere fusions in TPC mutants in Drosophila do not suggest the involvement of NHEJ in this process (Rong, 2008) . The contribution of NHEJ in this situation is thus puzzling, and might suggest mis-regulation of the pathway in a PIWI-mutant background. The proposed small RNA involvement in this process also suggests sequence-specificity requirements conferred by the piRNAs. In Drosophila, however, capping does not require sequence specificity, that is, any sequence at the end of a broken chromosome can be capped (Rong, 2008) . Dissection of the functional requirement of this subpopulation of piRNAs and examination of the exact mechanism underlying telomere fusions seen will therefore prove to be very interesting.
PIWI proteins and associated piRNAs can also directly impact chromosome condensation and segregation. During mitosis, condensin loading begins at the peri-centromeric region and spreads to cover the chromosome arms, reaching a maximum at anaphase to facilitate chromosome separation (Oliveira et al., 2007) . In Drosophila germ cells, mitotic bodies composed of piRNA pathway proteins bind to peri-centromeric, piRNA-producing loci. Mutants display aberrant condensin loading, leading to a delay in chromosome condensation and segregation defects (Pek and Kai, 2011) . This finding suggests a model in which recruitment of the condensin complex is piRNAguided and implicates the PIWI/piRNA pathway in another facet of chromosome structural organization.
Regulation of cell cycle progression While PIWI/ piRNA requirement in stem cell self-renewal has garnered a lot of attention, important roles that have been emerging in parallel are in the regulation of both mitosis and meiosis. The mitotic proliferation of primordial germ cells during development and maintenance of adult stem cells via mitosis are universal themes (Kimble, 2011) . While a direct involvement in the regulation of mitosis has not been adequately explored, the PIWI family's role in sustaining an adequate population of germ cells appears to be conserved. In adult flies, the self-renewing divisions of germline stem cells are governed by somatically expressed Piwi. In contrast, Piwi within germline stem cells acts cell-autonomously as a mitotic promoter; loss of Piwi within germline stem cells reduces the rate of division while overexpression increases the rate of stem cell divisions (Cox et al., 1998 (Cox et al., , 2000 . It is interesting to note that this function of Piwi is genetically separable from transposon repression; Piwi mutants that cannot localize to the nucleus are able to rescue germline stem cell defects, but not transposon repression (Klenov et al., 2011) . Similarly in C. elegans, depletion of prg1 and 2 drastically reduces the mitotic proliferation zone at the distal end of each gonadal arm. Within this shortened zone, the number of cells that do undergo mitosis have a highly reduced mitotic index, suggesting that Piwi in C. elegans is capable not only of modulating the number of cells undergoing mitosis but also the rate at which they go through mitosis (Cox et al., 1998) . Zebrafish and mouse orthologues of Piwi are additionally implicated in the maintenance of germ cells. The loss of Ziwi and Zili triggers massive apoptosis, resulting in the complete loss of germ cells within 40 days of development, while miwi2 mutants display similar phenotypes with regards to male germ cells (Carmell et al., 2007; Houwing et al., 2007 Houwing et al., , 2008 .
A requirement for PIWI proteins during meiotic progression was first found in mice, where MILI and MIWI2 depletion results in male germ-cell arrest at prophase of meiosis I. In contrast, miwi, which is expressed during later steps of spermatogenesis, is required at post-meiotic stages of spermatogenesis (discussed further below; Deng and Lin, 2002; Kuramochi-Miyagawa et al., 2004; Carmell et al., 2007; Houwing et al., 2007 Houwing et al., , 2008 . A detailed examination of meiotic defects in Miwi À/À ; Mili À/À mice, which results in a loss of all PIWI/piRNA function in the adult testes, suggests that the mechanics of meiotic prophase, including homolog pairing and synapsis formation, occur normally. Beyret and Lin speculate that the modification of epigenetic status or perturbation of recombination dynamics could explain the arrest phenotypes seen. Interestingly, the same study found that piRNAs are significantly upregulated during the first wave of meiosis in mice, concurrent with an upregulation of their protein partners, providing additional evidence for a potential function in the regulation of entry or progression through meisois (Beyret and Lin, 2011) .
This putative function in facilitating meiotic progression appears to be conserved. Two meiotic checkpoints have been described in Drosophila: a DNA-damage checkpoint and a pachytene checkpoint (Joyce and McKim, 2011; Lake and Hawley, 2012) . While activation of the DNA-damage checkpoint has been demonstrated in PIWI/piRNA mutant oogenesis, this may not indicate a specific meiotic involvement, but a general requirement for genome stability in the accurate completion of meiosis (Ghabrial et al., 1998; Klattenhoff et al., 2007) . Yet a recent paper described the involvement of Maelstrom, a PIWI/piRNA pathway component, in repression of the pachytene checkpoint, which is commonly triggered by a failure in chromosome synapsis, and merits exploration of possible defects in the mechanics of meiosis in Drosophila PIWI/piRNA-pathway mutants (Pek et al., 2012) .
A meiotic-progression function has also been ascribed to zili in zebrafish. Houwing and colleagues show that oocytes laid by heterozygotic females depleted of one copy of zili arrest at meiosis I despite being normally fertilized. It is important to note that this defect is seen without an increase in transposon transcripts. Along with the observation that a sizeable percentage of piRNAs in zebrafish map to genic instead of transposon regions (Table 2) , this suggests that the regulation of meiosis by PIWIs and associated piRNAs could be separable from transposon regulation (Houwing et al., 2008) .
A role for the PIWI/piRNA pathway in the regulation of cell division outside the germline is also emerging through studies in the sea urchin embryo, fly embryo, and mouse. As described above, vasa is a key player in the PIWI/piRNA pathway (Arkov and Ramos, 2010; Kuramochi-Miyagawa et al., 2010) . A recent study in the sea urchin embryo shows an interesting function for Vasa in mitotic progression via the regulation of mitotic cyclins. Vasa localizes to spindles and separating chromatids during mitosis, and is dependent on regulation by cyclin-dependent kinases (Cdks) for this localization. Depletion of Vasa in early embryos perturbs cyclin B translation and arrests the cell cycle at M-phase, suggesting an essential involvement in cell cycle progression (Yajima and Wessel, 2011) . A recently identified function of Piwi proteins in regulation of maternal transcript destruction during the maternal-to-zygotic transition in early embryos also suggests the potential for mitotic regulation (Rouget et al., 2010) . While the study focused on the misregulation of nanos translation, there are other targets identified in the study. While they do not look at cyclinB, this gene is also a target of mRNA decay at the maternal-to-zygotic transition and may be also targeted by the PIWI/piRNA pathway (Benoit et al., 2009) . Considering the variety of targets aberrantly stabilized by loss of some piRNA pathway components, it is not a stretch to consider inappropriate regulation of cyclin B mRNAs, levels of which are essential to the normal progression of mitosis during Drosophila embryogenesis (McCleland et al., 2009) .
In adult mouse mesenchymal stem cells, MILI and associated piRNA expression are found in the cytoplasm selectively in mitotic cells. An analysis of potential MILI target genes revealed a non-random enrichment of cell cycle and microtubule regulation associated genes suggesting an involvement in the regulation of proliferation. The authors go on to show that the depletion of MILI from these cells pushes the cells into mitosis and increases proliferation. This is in contrast to piwi mutations in the germline, where depletion results in decreased proliferation. This indicates a role for the PIWI/piRNA pathway in the somatic cell cycle that may or may not be analogous to its functions in the regulation of germ cell divisions (Wu et al., 2010) .
These studies suggest the PIWI/piRNA pathway exerts either a direct or indirect role in ensuring the fidelity of the cell cycle. Work implicating human and mouse homologues of PIWI proteins in the development of cancer highlights the importance of exploring this model further (Suzuki et al., 2012) .
PIWI Proteins and Their Role in Programmed Cell Death
PIWI function appears to be intertwined with the induction of apoptosis, as seen by drastic increases in apoptosis in the germ cells of both mice and zebrafish lacking PIWI homologues. This phenotype was first detected in miwimutant mice, which show survival deficiencies of spermatognia, spermatocytes, and spermatids. These defects are seen only in the second wave of spermatogenesis, and thus are attributed to indirect effects of an earlier spermiogenic arrest . In both miwi2-and mili-mutant mice, however, apoptosis appears to begin concurrently with spermatogenesis arrest at meiosis I of prophase, suggesting that the two defects are linked (KuramochiMiyagawa et al., 2004; Carmell et al., 2007) . Similar results are seen in other murine piRNA pathway mutants, including Tdrd1, Tdrd5, Tdrd9, Mov10L1, Mael, and MitoPLD (Chuma et al., 2006; Soper et al., 2008; Shoji et al., 2009; Frost et al., 2010; Watanabe et al., 2011a; Yabuta et al., 2011) . This correlation between the onset of germ-cell defects and apoptosis induction is also seen in zebrafish, where loss of Ziwi results in depletion of germ cells and an increase in apoptosis. A partial loss of Ziwi, to a degree that allows for the survival of germ cells, unexpectedly causes increases in apoptosis that become evident in adulthood. This indicates that ziwi mutants have a defect that leads to apoptosis independent of Ziwi's roles in germ cell development (Houwing et al., 2007) . Although Zili-depleted zebrafish also lose germ cells, no evidence for an increase in apoptosis is seen, suggesting distinct mechanisms for each zebrafish PIWI homolog in maintaining germ cells (Houwing et al., 2008) .
While apoptosis could be an indirect consequence of PIWI's other biological functions going awry, especially when an association with DNA damage signaling is taken into consideration (Klattenhoff and Theurkauf, 2008) , the possibility of a more direct involvement in apoptotic signaling is coming to light based on studies in cancer cell lines. The anti-apoptotic gene BCL-XL is a potential downstream target of Piwil2 in cancer cells; STAT3, a positive regulator of BCL-XL was additionally found to be upregulated upon PIWI expression. In addition, the removal of Piwil2 increased apoptosis whereas overexpression decreased apoptosis. Findings in NIH-3T3 cells were confirmed in mouse and human cancer cell lines as well as in breast cancer stem cells (Lee et al., , 2010 . A more mechanistic understanding of PIWI's role in modulating this pathway was recently described in HeLa cells, where its antiapoptotic function may derive primarily from the repression of p53 via formation of a tripartite, nuclear complex of PIWIL2, STAT3, and SRC. In the nucleus, the complex induces silencing of the p53 promoter via histone modification, suggesting that PIWIL2 control of p53 expression is transcriptional (Lu et al., 2012 ).
An alternative mechanism for PIWI proteins in modulating apoptosis involves the activation of pro-survival factors. On examination of PIWI expression in pre-cancer stem cell lines, a large number of previously unknown variants of PIWI were discovered. These variants were detected in cancer stem cell lines, mouse and human tumor cell lines, as well as in primary and metastatic tissue samples. The expression of one variant in particular, PL2L60, resulted in the nuclear localization of NF-kB and subsequent upregulation of BCL2, a pro survival factor. Indeed breast cancer cells overexpressing PL2L60 form tumorous nodules when transplanted into mice (Ye et al., 2010) .
It is important keep in mind that most studies exploring a direct function for PIWI in apoptosis have been limited to cancer cells, which is a specialized model system. While increased apoptosis is also observed in the germline after depletion of PIWI/piRNA pathway function, the genomic instability induced by these mutations could explain the increased cell death observed. Testing for a direct role of the PIWI/piRNA pathway in apoptosis using physiologically normal cells is required to draw any definitive conclusions.
What Is the Relationship Between the PIWI/ piRNA Pathway, Transposons, and Genome Stability?
PIWI/piRNA pathway mutations lead to transposon upregulation, increased DNA double-stranded breaks, and increased rates of apoptosis. A proposed explanation of these observations is that the PIWI/piRNA pathway functions primarily in transposon repression, and that the unbridled expression of transposons in a PIWI/piRNA pathway mutant leads to genomic instability. In light of the data reviewed in this section, an alternative interpretation for the phenotypes observed in PIWI/piRNA mutants can be put forth. If the PIWI/piRNA pathway is itself required to regulate or maintain genome stability, then mutations in the pathway may lead to such phenotypes as unresolved double-strand DNA breaks. Furthermore, the persistent DNA damage in these mutants could ultimately lead to transposon upregulation. This scenario does not exclude the role of the Piwi/piRNA pathway in repressing transposon transcription and translation, which has been well documented and is likely required for the long-term fitness of the organism. Still, it has not yet been definitively shown that transposon upregulation directly leads to the immediate and catastrophic myriad of phenotypes observed in PIWI/piRNA-pathway mutants. Rather, the PIWI/piRNA pathway appears to control a multitude of processes, and thus mutant phenotypes are likely pleiotropic. The upregulation of transposon sequences in PIWI/piRNApathway mutants is likely due in part to a direct role for the pathway in repressing transposon transcription and degrading transposon transcripts, but could further be exacerbated by a loss of genome stability. It is clear that the relationship between transposons, DNA damage, and genome stability is fraught with complexity. Every possibility needs to be considered when trying to delineate PIWI function in the context of transposon upregulation.
REGULATION OF NON-TRANSPOSON GENES BY THE PIWI/piRNA PATHWAY
A growing number of studies now supports the conclusion that the PIWI/piRNA pathway functions not only to repress transposons, but also to regulate protein-coding genes. Throughout animal phylogeny, PIWI proteins are found in both the nucleus and the cytoplasm (summarized in Table 1 ). Additionally, gene regulation can occur at both the transcriptional and post-transcriptional levels.
Transcriptional/Epigenetic Regulation of Protein Coding Genes
Two studies demonstrate that the PIWI/piRNA pathway represses the expression of a gene by the methylation of its promoter: (1) Rasgrf1 in the mouse and (2) CREB2 in the sea slug (Watanabe et al., 2011b; Rajasethupathy et al., 2012) . In the mouse, imprinted genes have monoallelic expression due to the methylation of either the maternal or paternal allele. Differential methylation is erased in primordial germ cells and is subsequently established de novo in male prospermatogonia (Sasaki and Matsui, 2008) . The PIWI/piRNA pathway is required for re-establishing methylation for imprinting at the Rasgrf1 gene locus (Watanabe et al., 2011b) . Hundreds of piRNAs that are derived from a piRNA cluster and resemble LTR transposons map antisense to a specific region in the Rasgrf1 locus. A non-coding RNA is also transcribed from this region, so it was proposed that the MIWI2/piRNA effector complex is targeting the nascent transcript of this non-coding RNA, which subsequently recruits methylation machinery (Watanabe et al., 2011b) . This model resembles transcriptional silencing in Schizosaccharomyces pombe and Arabidopsis, where siRNA/Argonaute complexes bind nascent RNAs and recruit epigenetic modifiers (Buhler et al., 2006; Wierzbicki et al., 2009) . The PIWI/piRNA pathway is also required for methylation of the CREB2 promoter in the Aplysia (sea slug) central nervous system (Rajasethupathy et al., 2012) . CREB2 is a transcription factor that inhibits long-term memory, thus silencing of the gene by the PIWI/piRNA pathway is required to establish long-term memories (Bartsch et al., 1995; Rajasethupathy et al., 2012) . PIWI/piRNA complexes are expressed in the nucleus of Aplysia nerve cells, and a specific piRNA (aca-pIR-F) is required for the methylation of CREB2. Interestingly, a putative sequence near the CREB2 transcription start site allows for PIWI/piRNA (aca-piR-F) complex binding and recruitment of methylation machinery (Rajasethupathy et al., 2012) .
As Drosophila do not have DNA methylation, the PIWI/ piRNA pathway directs the epigenetic silencing of transposons in the Drosophila ovary by H3K9 methylation. It is not yet clear if this mechanism is also used to regulate protein-coding genes in Drosophila. Intriguingly, one study suggests that piRNAs produced from the 3 0 -untranslated region (UTR) of traffic jam mRNA in Drosophila ovarian somatic cells may be required to repress the transcription of the FasIII gene (Saito et al., 2009 ). In addition, it was recently demonstrated that insertion of a transposon into a protein-coding gene in ovarian somatic cells leads to Piwi-dependent silencing of that gene (Sienski et al., 2012) . Thus, it is possible that the PIWI/piRNA pathway functions to repress protein-coding genes at the transcriptional level in Drosophila, similar to the mechanisms observed in mouse and sea slug.
Post-Transcriptional Regulation of Protein Coding Genes
Several PIWI protein homologs are cytoplasmic (Table 1) , and are thus poised to regulate gene expression at the post-transcriptional level. It is well established that Argonaute proteins, in complex with miRNAs, target mRNAs for translational repression and ultimately degradation (Bazzini et al., 2012) . PIWI/piRNA effector complexes could work in a similar manner, but data supporting such a mechanism are still scarce. Work in the Drosophila ovary demonstrated that components of the PIWI/piRNA pathway co-localize with a subset of processing bodies, which were thus named pi-bodies (Lim et al., 2009) . Processing bodies are a site of mRNA degradation and contain enzymes responsible for the de-capping and degradation of RNA (reviewed in Eulalio et al., 2007) . PIWI proteins, piRNAs, processing body enzymes, and retrotransposon transcripts co-localize in pi-bodies. Furthermore, mutations in the PIWI/piRNA pathway or processing body genes lead to the stabilization of HeT-A retrotransposon mRNA (Lim et al., 2009 ). This suggests that the PIWI/piRNA pathway can direct degradation of transposon RNAs via post-transcriptional mechanisms similar to those used to degrade mRNAs in processing bodies. This may be a conserved function of the pathway, as similar co-localization was observed in the mouse fetal testis between PIWI/piRNA pathway proteins and processing body enzymes; these bodies were termed piP-bodies (Aravin et al., 2009) .
Data identifying non-transposon mRNA targets that are degraded by the PIWI/piRNA pathway are still rare. In one well-documented example, the pathway targets maternally loaded mRNAs for deadenylation and subsequent degradation at the maternal-to-zygotic transition in Drosophila embryos (Rouget et al., 2010) . Using nanos mRNA as a model, it was demonstrated that transposable element-like sequences in the 3 0 -UTR are targeted by Aub and/or Ago3 in complex with piRNAs derived from transposon sequences. Transposable element-like sequences were also found in the 3 0 -UTRs of several other mRNAs that are turned over at the maternal-to-zygotic transition, suggesting a widespread mechanism for clearing mRNAs (Rouget et al., 2010) . There are piRNAs complementary to the vasa transcript in the Drosophila testes, and Vasa protein levels are increased in aub and ago3 mutants (Nishida et al., 2007; Li et al., 2009) . Furthermore, Aub/piRNA complexes immunoprecipitated from the testes can slice vasa transcripts in vitro, suggesting a potential mechanism for repressing vasa in vivo (Nishida et al., 2007) . Although there are relatively few reported examples of the PIWI/ piRNA pathway targeting mRNAs for transcriptional silencing, a large number of piRNAs are derived directly from the 3 0 -UTRs of select genes (Robine et al., 2009 ). This suggests that the pathway may repress gene expression by turning mRNAs into piRNAs. An alternative, but not mutually exclusive, possibility is that piRNAs derived from 3 0 -UTRs are subsequently used to regulate the expression of other genes.
In contrast to known roles for Argonaute proteins in directing mRNA silencing, MIWI is required for protecting mRNAs that function in spermiogenesis, the final stage of spermatogenesis in which mature sperm are formed from spermatids Vourekas et al., 2012) . In the first description of the miwi-mutant mouse, it was noted that the phenotype was very similar to the CREM-mutant phenotype; CREM is a transcription factor and master regulator of spermiogenesis (Fimia et al., 2001; Deng and Lin, 2002) . In miwi-mutant testes, the transcriptional targets of CREM are lost and in wild-type testes, MIWI directly interacts with the CREM target mRNAs . The authors speculated that MIWI binding could function to stabilize the CREM target mRNAs, which was demonstrated to be the case 10 years later (Vourekas et al., 2012) . Using high-throughput sequencing of RNA isolated by cross-linking immunoprecipitation (HITS-CLIP), it was found that MIWI coats several hundred mRNAs, and this population is enriched for genes required in the postmeiotic stages of spermatogenesis (Vourekas et al., 2012) . The genes required for spermiogenesis are transcribed earlier in spermatogenesis before chromatin compaction occurs, and the mRNAs are stored in messenger ribonucleoprotein particles (mRNPs; Bagarova et al., 2010) . MIWI proteins bound to repressed mRNAs accumulate in these mRNPs, but these mRNAs are lost in miwi-mutant testis (Vourekas et al., 2012) . The repressed mRNPs were isolated, and it was found that piRNAs are absent from the mRNPs, thus suggesting that MIWI can directly bind to mRNA without a piRNA guide. Partially consistent with this, an earlier study found that MIWI associates with polysomes; these isolated complexes also included the repressed mRNPs (Grivna et al., 2006b; Bagarova et al., 2010 ). Yet, piRNAs were also found in association with polysomes, suggesting that PIWI/piRNA complexes are required for post-transcriptional control, perhaps in addition to stabilizing mRNAs for spermiogenesis. MILI is also associated with polysomes, and overall protein synthesis is significantly reduced in mili-mutant testes (Unhavaithaya et al., 2009 ). Finally, both MIWI and MILI associate with core components of the translational machinery and thus may function broadly in regulating translation (Grivna et al., 2006b; Unhavaithaya et al., 2009) . The function of PIWI proteins in stabilizing mRNAs required during spermiogenesis may be conserved. In C. elegans, over 500 mRNAs are down-regulated in prg-1 mutants; these mRNAs are enriched for spermatogenesis genes, especially those required in later stages (Wang and Reinke, 2008) . prg-1 mutants are temperature-sensitive sterile, perhaps indicating that mRNA protection is paramount at increased temperatures (Batista et al., 2008; Wang and Reinke, 2008) .
CAN THE PIWI/piRNA PATHWAY HARNESS THE REGULATORY POWER OF TRANSPOSONS?
In the more than 60 years since the initial discovery of transposons by Barbara McClintock (McClintock, 1951) , the impact of transposable elements on genomes has been hotly debated. On the one hand, they are considered genomic parasites that exist because of their selfish nature and thus have deleterious effects on the fitness of their host genomes (Doolittle and Sapienza, 1980; Orgel and Crick, 1980) . On the other hand, they may prove useful to their host genomes by providing a mechanism for inventing novel regulatory networks (McClintock, 1951; Britten and Davidson, 1969) . Transposable element insertion into the genome can directly affect gene expression in several ways. For example, insertions into open reading frames are generally deleterious and selected against (Medstrand et al., 2002) . By contrast, insertions into regulatory regions are common: 18.1% of mice transcription start sites and 31.4% of human transcription start sites have transposable element insertions (Faulkner et al., 2009) . Ultimately the propagation of transposable elements requires the survival of their host. Thus, transposable elements regulate their own mobilization such that they can co-exist with the host genome (Rebollo et al., 2012) . Transposable elements have evolved to interact with host regulatory genes and thus transposable element regulatory regions can be co-opted by the host genome for gene regulation. Therefore, the relationship between host genomes and transposable elements is not strictly antagonistic; instead, there is a complex interplay between the two. It is important to keep this in mind when considering the relationship between transposon regulation and the PIWI/piRNA pathway.
In an adult organism, maintaining homeostasis requires coordinately regulating large groups of genes both at the transcriptional and post-transcriptional levels. For example, in stem-cell driven processes such as gametogenesis or hematopoiesis, individual cells transit through many intermediate states before completing differentiation. This requires synchronized transitions in gene expression levels, which need to be regulated with precision. Transposon sequences inserted into regulatory regions could potentially impact transcription, mRNA stability, or translation. Furthermore, transposon mobilization allows for the insertion of common regulatory sequences throughout the genome. We propose that the PIWI/piRNA pathway is wellpositioned to regulate large groups of genes with common transposon-derived sequences due to its intimate relationship with transposons. Therefore the PIWI/piRNA pathway could be coordinately regulating large numbers of genes required for normal function, either maintaining homeostasis or transitioning through cellular states.
In addition to regulating gene expression, specific targeting of piRNAs to complementary sites on chromatin could impact chromosome structure through the recruitment of epigenetic regulators, DNA repair machinery, and molecules involved in the coordinated movement of chromatin during the cell cycle. Disruption of these processes along with abnormal alterations of gene expression levels in PIWI/piRNA-pathway mutants could lead to the variety of phenotypes observed. It is probable that the regulatory control of the PIWI/piRNA pathway reaches far beyond our current understanding. Research has largely focused on its function as a transposon repressor in the germline. Yet, PIWI proteins are also expressed in the soma, can regulate gene expression, including protein-coding genes, on several different levels, and can modulate chromatin architecture. A deeper exploration of these additional functions is warranted and should prove very illuminating.
NOTE ADDED IN PROOF
The mouse homolog of shutdown, Fkbp6, binds to Hsp90 and is required for repression of LINE1 in the testis and is involved in piRNA biogenesis. This demonstrates the conserved nature of the Hsp90 machinery for piRNA biogenesis (Xiol et al., 2012 
