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Abstract
We study formal power series solutions to the initial value problem for semilinear heat equation ∂tu − u = f (u) with poly-
nomial nonlinearity f and prove that they belong to the formal Gevrey class G2. Next we give counterexamples showing that the
solution, in general, is not analytic in time at t = 0.
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1. Introduction
We consider the initial value problem for a semilinear heat equation{
∂tu − u = f (u),
u|t=0 = u0, (1)
where  is the Laplace operator on Rd , d ∈ N, and f is a polynomial. The initial data will be supposed to be analytic
on a domain Ω ⊂ Rd .
Equation (1) arises in many physical, chemical and biological problems involving diffusion and nonlinear growth.
For example, if a chemical reaction generates heat at a rate depending on the temperature u, then u satisfies (1).
Other problems described by (1) include the spread of animal or plant populations with f representing the growth
rate [2,12].
Since the nonlinearity f (u) is locally Lipschitz it follows from the general theory of evolution equations (see [16])
that any nonnegative solution of (1) is, in fact, classical that is u ∈ C1,2((0, T ) × Rd) ∩ C([0, T ) × Rd). However, in
general, the solution exists only locally in time [4,8]. Concerning analyticity of solutions to (1) S. ¯Ouchi has proved
in [13] that if f (u) is a monotone nonincreasing polynomial vanishing at the origin, then for any u0 ∈ C0b(Rd) any
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A remarkable smoothing property of solutions to (1) was obtained by H. Aikawa and N. Hayashi [1]. Namely they
proved that if u0 ∈ Lp(Rd) and f is a polynomial of degree  1 + 2p/d , then the unique solution of (1) has an
analytic continuation to S = {(teiθ , x + iy): 0 < t < T, |θ | < α, x ∈ Rd , |y| < β√t} with some T > 0, α < π/2,
β > 0. However, all known results do not guarantee the analyticity in time at t = 0. In fact, since the surface {t = 0}
is characteristic for the linear part of (1), in general, one cannot expect the solution u to be analytic in time at t = 0.
It appears that even global analyticity of the initial data do not guarantee analyticity of solution in time at t = 0 as it
was shown in the case d = 1, f (u) = u2 and u0(x) = 1/(1 + x2) in [10].
On the other hand, it is well known that for analytic data the solutions to the linear heat equation ∂tu − u = 0
belong to the Gevrey class G2 in time. So, one expects that the same is true for (1). Indeed, T. Gramchev and G. Łysik
studied (1) in the anisotropic Gevrey type spaces G˜τ,σ ([0, T ] × Rd). They proved in [6] that the solution of (1) with
f (u) = uj , j  2, and u0 ∈ G˜σ (Rd), σ  1, belongs to G˜τ,σ ([0, T ] × Rd) provided that τ  2σ and u0 is small
enough. The proof is done by detailed study of solutions to the nonhomogeneous heat equation in Gevrey spaces,
followed by multilinear estimates of Gevrey norms and iterative fixed point methods.
Here we present another approach. Namely, we study formal power series solutions
uˆ(t, x) =
∞∑
k=0
ϕk(x)t
k. (2)
Note that if (2) is a solution to ∂tu−u = 0, u|t=0 = u0, then ϕk = 1k!ku0, and one easily obtains Gevrey estimates
of ϕk in terms of the regularity of u0. Let us mention here the papers of D.A. Lutz, M. Miyake and R. Schäfke [9],
W. Balser and S. Malek [3] and S. Michalik [11], where results on Borel summability of formal solutions to the
linear heat equation were obtained. Also S. ¯Ouchi obtained in [15] some results on summability of formal solutions
to some linear partial differential equations. As for the nonlinear equations the situation is more complicated and very
few results are known. Namely only S. ¯Ouchi studied in [14] formal solutions to some nonlinear equations and their
relations to the genuine solutions.
The paper is organized as follows. In Section 2 we construct the power series solution (2) of (1) and prove that
if u0 is analytic on a domain Ω ⊂ Rd , then the solution (2) belongs to the formal Gevrey class G2(Ω) in time. The
proof is based on some combinatorial identities and estimates. In the next section we prove that solutions to (1), in
general, cannot be analytic in time at t = 0. Here the main role in the nonanalyticity of solutions will play the nonlinear
term of (1). In the final section we shall give a few other examples of initial value problems (1), which do not admit
solutions analytic in time at t = 0. In these examples the nonanalyticity will be caused by the initial data and not by
the nonlinear term.
2. Gevrey estimates of formal solutions
In this section we shall prove that the formal power series solution to (1) belongs to formal Gevrey class G2 pro-
vided that the initial data is analytic. In order to study the growth properties of formal solutions we use the definition.
Definition 1. Let Ω ⊆ Rd and s  1. A formal power series (2) is said to belong to the Gevrey class Gs(Ω) in time if
for any compact set K Ω one can find L < ∞ such that
sup
k∈N0
sup
x∈K
|ϕk(x)|
Lk(k!)s−1 < ∞. (3)
Remark that for s = 1 we get the convergence, i.e. G1(Ω) =A(Ω).
Clearly one can easily construct a formal solution (2) to Eq. (1). Namely, if f (u) =∑Nj=2 cjuj is a polynomial of
degree N  2 the functions ϕk are given by the recurrence relations{ϕ0 = u0,
ϕk+1 = 1
k + 1 (ϕk + ψk), k ∈ N0,
(4)
where
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N∑
j=2
cj
∑
κ1+···+κj=k
ϕκ1 · · ·ϕκj , k ∈ N0. (5)
Indeed, inserting (2) into (1) we obtain
∞∑
k=0
(k + 1)ϕk+1(x)tk =
∞∑
k=0
ϕk(x)t
k +
N∑
j=2
cj
∞∑
k=0
( ∑
κ1+···+κj=k
ϕκ1(x) · · ·ϕκj (x)
)
tk,
which implies (4) and (5). It is easy to note that the above relations imply
ϕk+1 = 1
(k + 1)!
(
k+1u0 +
k∑
l=0
l!k−lψl
)
, k ∈ N0. (6)
Theorem 1. Let f be a polynomial vanishing at zero together with its derivative and let u0 ∈A(Ω). Then the formal
power series solution (3) of (1) belongs to G2(Ω) in time.
In the proof of Theorem 1 we use Lemma 1 stated below and the combinatorial identity∑ (|β1| + κ1)!
β1!κ1! · · ·
(|βj | + κj )!
βj !κj ! =
(|α| + |κ| + j − 1)!
α!(|κ| + j − 1)! , j ∈ N, κ ∈ N
j
0, α ∈ Nd0 , (7)
where the sum is over β1, . . . , βj ∈ Nd0 with β1 + · · · + βj = α. The formula (7) can be proved by the combinatorial
interpretation of both sides (if j = 2 see [17, form. 4.2.5.36]). To formulate Lemma 1 for  = (l1, . . . , lj ) ∈ Nj0 with
j  2 and || = l1 + · · · + lj = l ∈ N0 define(
l

)
=
(
l
l1, . . . , lj
)
= l!
l1! · · · lj ! .
Lemma 1. Let j  2 and γ = j − 1. Then for any l ∈ N0,∑
∈Nj0, ||=l
(
l

)γ−1/(γ l
γ 
)
 (γ l + γ )!
(γ l)!(l + 1)γ−2 . (8)
Remark. The estimation (8) is far from optimal but sufficient for our purposes.
Proof. First of all observe that by the combinatorial interpretation of
(
l

)
we have(
l

)γ

(
γ l
γ 
)
.
So it is sufficient to show∑
∈Nj0, ||=l
1
/(l

)
 ((j − 1)(l + 1))!
((j − 1)l)!(l + 1)j−3 for j  2, l ∈ N0. (9)
Clearly (9) holds for l = 0, j  2. Next for j = 2, l ∈ N0, we get∑
l1+l2=l
1
/( l
l1, l2
)
 l + 1 (l + 1)2.
So we can assume that j  3 and l  1. Now the crucial observation in proving (9) is the formula
∑
∈Nj , ||=l
1
/(l

)
=
j∑
i=1
(
j
i
)
· Bi(l), j  2, l  1, (10)0
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Bi(l) =
∑
∈Ni , ||=l
1
/(l

)
, i, l ∈ N.
To justify (10) note that on the left-hand side we have a sum over all  ∈ Nj0 with || = l. On the other hand we
first choose the number i of nonzero coordinates of  and then take the sum over  ∈ Ni . Note that Bi(l) = 0 for
l = 1, . . . , i − 1, Bi(i) = 1i! , Bi(i + 1) = Bi(i + 2) = 2i(i+1)! . Next for l  i the number of terms in Bi(l) is
(
l−1
i−1
)
and
every term is  (l−i+1)!
l! . So
Bi(l)
(l − 1)!
(i − 1)!(l − i)! ·
(l − i + 1)!
l! =
l − i + 1
(i − 1)!l 
1
(i − 1)!  1 for l  i.
Thus (9) holds by the estimations
∑
∈Nj0, ||=l
1
/(l

)

min(j,l)∑
i=1
(
j
i
)
· Bi(l) 2j
and
2j  ((j − 1)(l + 1))!
((j − 1)l)!(l + 1)j−3 for j  3, l  1,
which follows from 2γ+1(l + 1)γ−2  (γ l)γ for γ  2, l  2 and for γ  4, l  1. 
Proof of Theorem 1. Assume f (u) = uj with j  2. Put γ = max(2, j − 1). We shall prove inductively that for any
compact set K Ω one can find 1C < ∞ such that for any k ∈ N0 and α ∈ Nd0 ,
sup
x∈K
∣∣∂αϕk(x)∣∣ akC|α|+γ k+1 (|α| + γ k)!
k!γ−1 , (11)
sup
x∈K
∣∣∂αψk(x)∣∣ bkC|α|+γ (k+1)+1 (|α| + γ (k + 1))!
k!γ−1 , (12)
where
ak = a0dk +
k−1∑
i=0
bid
k−i−1(i + 1)γ−2, (13)
bk = (γ k)!
(γ k + γ )! ·
∑
κ∈Nj0, |κ|=k
aκ1 . . . aκj
(
k
κ
)γ−1/(γ k
γ κ
)
. (14)
Clearly, since u0 = ϕ0 ∈A(Ω), (11) holds for k = 0 with a0 = 1 and some 1 C < ∞. Now fix k ∈ N0 and assume
that (11) and (13) hold for ϕl and al with 0 l  k, and that (12) and (14) hold for ψl and bl with 0 l < k. Then
by (5), the Leibniz rule, the inductive assumption and (7) we estimate for α ∈ Nd0 ,
sup
x∈K
∣∣∂αψk(x)∣∣ ∑
κ∈Nj0, |κ|=k
∑
β1+···+βj=α
α!
β1! . . . βj ! supx∈K
∣∣∂β1ϕκ1(x)∣∣ · · · sup
x∈K
∣∣∂βj ϕκj (x)∣∣
 C|α|+γ (k+1)+1
∑
|κ|=k
aκ1 . . . aκj
κ1!γ−1 . . . κj !γ−1 α!
∑
β1+···+βj=α
(|β1| + γ κ1)!
β1! · · ·
(|βj | + γ κj )!
βj !
= C|α|+γ (k+1)+1 (|α| + γ k + j − 1)!
(γ k + j − 1)!
∑
aκ1 . . . aκj
(γ κ1)! . . . (γ κj )!
κ1!γ−1 . . . κj !γ−1|κ|=k
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(γ (k + 1))!
(γ k)!
k!γ−1 ·
∑
|κ|=k
aκ1 . . . aκj
(
k
κ
)γ−1/(γ k
γ κ
)
 bk · C|α|+γ (k+1)+1 (|α| + γ (k + 1))!
k!γ−1
where bk is given by (14).
Next observe that for m ∈ N0, m is a sum of dm operators of the form ∂2ml1l1...lmlm with some li ∈ {1, . . . , d} for
i = 1, . . . ,m. So by (6) we estimate if C  1,
sup
x∈K
∣∣∂αϕk+1(x)∣∣ 1
(k + 1)!
[
a0C
|α|+2(k+1)+1(|α| + 2(k + 1))!dk+1
+
k∑
l=0
l!blC|α|+2k−2l+γ (l+1)+1 (|α| + 2k − 2l + γ (l + 1))!
l!γ−1 d
k−l
]
= 1
(k + 1)!
[
a0d
k+1C|α|+2(k+1)+1
(|α| + 2(k + 1))!
+
k∑
l=0
bld
k−lC|α|+2(k−l)+γ l+γ+1 (|α| + 2(k − l) + γ l + γ )!
l!γ−2
]
 C|α|+γ (k+1)+1 (|α| + γ (k + 1))!
(k + 1)!γ−1 ·
[
a0d
k+1 (|α| + 2(k + 1))!
(|α| + γ (k + 1))! · (k + 1)!
γ−2
+
k∑
l=0
bld
k−l · (|α| + 2(k − l) + γ l + γ )!
l!γ−2 ·
(k + 1)!γ−2
(|α| + γ (k + 1))!
]
 C|α|+γ (k+1)+1 (|α| + γ (k + 1))!
(k + 1)!γ−1 ·
(
a0d
k+1 +
k∑
l=0
bld
k−l · (l + 1)γ−2
)
 ak+1C|α|+γ (k+1)+1
(|α| + γ (k + 1))!
(k + 1)!γ−1
since
(|α| + 2(k + 1))!
(|α| + γ (k + 1))! · (k + 1)!
γ−2 = 1
/( |α| + γ (k + 1)
|α| + 2(k + 1), k + 1, . . . , k + 1
)
 1
and
(|α| + 2(k − l) + γ l + γ )!
(l + 1)!γ−2 ·
(k + 1)!γ−2
(|α| + γ (k + 1))!
=
( |α| + 2(k − l) + γ l + γ
|α| + 2(k + 1), l + 1, . . . , l + 1
)/( |α| + γ (k + 1)
|α| + 2(k + 1), k + 1, . . . , k + 1
)
 1
for l = 0,1, . . . , k. Hence (11)–(14) hold for ϕk+1,ψk, ak+1 and bk .
Now we shall prove that relations (13) and (14) imply
an  (1 + d)n and bk  (1 + d)k/(k + 1)γ−2 for 0 k < n, n ∈ N0, (15)
provided that a0 = 1.
Clearly (15) holds for n = 0. Next assuming (15) for al with l  n and for bl with l < n we get by (14) and
Lemma 1
bn = (γ n)!
(γ n + γ )! ·
∑
κ∈Nj , |κ|=n
aκ1 . . . aκj
(
n
κ
)γ−1/(γ n
γ κ
)
0
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(γ n + γ )! (1 + d)
n · (γ n + γ )!
(γ n)!(n + 1)γ−2 =
(1 + d)n
(n + 1)γ−2 .
Hence by (13)
an+1  dn+1 +
n∑
l=0
bld
n−l(l + 1)γ−2
 dn+1 +
n∑
l=0
(1 + d)l
(l + 1)γ−2 d
n−l(l + 1)γ−2  (1 + d)n+1.
So (15) holds for an+1 and bn.
Note that (11) and (15) imply
sup
x∈K
∣∣ϕk(x)∣∣ (1 + d)kCγk+1 (γ k)!
(k!)γ−1 , k ∈ N0.
Hence we get (3) with s = 2 and L = (1 + d)(Cγ )γ .
In the general case f (u) =∑Nj=2 cjuj the inductive estimation (11) takes the form
sup
x∈K
∣∣∂αϕk(x)∣∣ akC|α|+γ k+1 (|α| + γ k)!
k!γ−1
where γ = max(2,N −1) and ak  (d +∑Nj=2 |cj |)k , which implies (3) with L = (d +∑Nj=2 |cj |)(Cγ )γ , s = 2. 
3. Nonlinear terms and nonanalytic solutions
In this section we shall prove that solutions to (1), in general, cannot be analytic in time at t = 0. Here the main role
in the nonanalyticity of the solutions will play nonlinear term of (1). In particular, we show that the solutions of (1)
with nonlinear term f (u) = uj , j  2, and initial data u0(x) = xK or u0(x) = ex cannot be analytic in time, while the
solutions of the linear heat equation with the same initial data are analytic.
We first consider the Cauchy problem for a semilinear heat equation
∂tu − u = auj , u|t=0 = u0, (16)
where j ∈ N, j  2, a > 0 and u0 ∈A(Ω).
By (4) and (5) the initial value problem (16) has the unique formal solution (2), where the functions ϕk are given
by the recurrence relations⎧⎪⎨⎪⎩
ϕ0 = u0,
ϕk+1 = 1
k + 1
(
ϕk + a ·
∑
κ1+···+κj=k
ϕκ1 · · ·ϕκj
)
. (17)
Theorem 2. Let us suppose that the Cauchy data u0 is an analytic function on a domain Ω ⊆ Rd and there exists
x˚ ∈ Ω such that u0(x˚) > 0 and ∂αu0(x˚) 0 for every α ∈ Nd0 .
If u0 is a polynomial of degree K  1, then the formal solution (2) of the Cauchy problem (16) does not belong to
Gs(Ω) in time for any s < 1 + K(j−1)2+K(j−1) .
If u0 is not a polynomial, then the formal solution (2) of the Cauchy problem (16) does not belong to Gs(Ω) in
time for any s < 2.
Proof. First at all we shall show that
ϕk(x˚) = c(k)aku0(x˚)k(j−1)+1 + Rk(x˚) for k ∈ N, (18)
where c(k) 1 and the rest Rk and all its derivatives are nonnegative at x˚.
Clearly (18) holds for k = 0 with c(0) = 1 and R0(x˚) = 0.
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ϕn+1(x˚) = 1
n + 1
(
ϕn(x˚) + a
∑
n1+···+nj=n
(
c(n1)a
n1u0(x˚)
n1(j−1)+1 + Rn1(x˚)
)
· · · (c(nj )anj u0(x˚)nj (j−1)+1 + Rnj (x˚)))
= c(n + 1) · an+1u0(x˚)n(j−1)+j + Rn+1(x˚),
where
c(n + 1) = 1
n + 1
∑
n1+···+nj=n
c(n1) · · · c(nj )
and
Rn+1(x˚) = 1
n + 1
[
ϕn(x˚) + a
∑
n1+···+nj=n
((
c(n1)a
n1u0(x˚)
n1(j−1)+1 + Rn1(x˚)
)
· · · (c(nj )anj u0(x˚)nj (j−1)+1 + Rnj (x˚)))− c(n1) · · · c(nj )an+1u0(x˚)n(j−1)+j].
We have
∑
n1+···+nj=n 1 =
(
n+j−1
j−1
)
 n + 1, so c(n + 1)  1. Since a > 0, c(ni)  1 and u0, ϕn and Rni (i =
1, . . . , j ) are nonnegative at x˚ with all their derivatives, Rn+1 satisfies the same property. So, (18) holds for k = n+ 1.
Fix n ∈ N. By (18), for every α ∈ Nd0 we have
∂α
(
ϕ2n(x˚)
)
 ∂α
(
a2nu0(x˚)
2n(j−1)+1).
Hence, in particular,
ϕ2n(x˚)
(
a2nu0(x˚)
2n(j−1)+1)
 a2n
(
2n(j − 1) + 1)u0(x˚)2n(j−1)−1
×
(
2n(j − 1)
∑
α∈Nd0 , |α|=1
(
∂αu0(x˚)
)2 + u0(x˚) ∑
α∈Nd0 , |α|=1
∂2αu0(x˚)
)
 a2n
(
2n(j − 1) + 1)2n(j − 1)u0(x˚)2n(j−1)−1 ∑
α∈Nd0 , |α|=1
(
∂αu0(x˚)
)2
. (19)
Thus, by (17),
ϕ2n+1(x˚) a2n
(2n(j − 1) + 1)2n(j − 1)
2n + 1 u0(x˚)
2n(j−1)−1 ∑
α∈Nd0 , |α|=1
(
∂αu0(x˚)
)2
. (20)
Similarly, in next step we get
ϕ2n+2(x˚)
1
2n + 2ϕ2n+1(x˚)
 a2n (2n(j − 1) + 1)2n(j − 1)
(2n + 1)(2n + 2) 
(
u0(x˚)
2n(j−1)−1 ∑
α∈Nd0 , |α|=1
(
∂αu0(x˚)
)2)
 a2n (2n(j − 1) + 1)2n(j − 1)(2n(j − 1) − 1)(2n(j − 1) − 2)
(2n + 1)(2n + 2)
× u0(x˚)2n(j−1)−3
∑
α∈Nd0 , |α|=1
(
∂αu0(x˚)
)4
. (21)
So, after n(j − 1) such steps we obtain
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(2n(j − 1) + 1)!(2n)!
(2n + n(j − 1))! u0(x˚)
∑
α∈Nd0 , |α|=1
(
∂αu0(x˚)
)2n(j−1)
 a2n (2n(j − 1))!(2n)!
(2n + n(j − 1))! u0(x˚)
∑
α∈Nd0 , |α|=1
(
∂αu0(x˚)
)2n(j−1)
. (22)
Next, using (17), (22) and (19) with u0(x˚)2n(j−1)+1 replaced by (∂αu0(x˚))2n(j−1), α ∈ Nd0 , |α| = 1 we get
ϕ2n+n(j−1)+1(x˚)
1
2n + n(j − 1) + 1ϕ2n+n(j−1)(x˚)
 a2n (2n(j − 1))!(2n)!
(2n + n(j − 1) + 1)!u0(x˚)
∑
α∈Nd0 , |α|=1

((
∂αu0(x˚)
)2n(j−1))
 a2n (2n(j − 1))!2n(j − 1)(2n(j − 1) − 1)(2n)!
(2n + n(j − 1) + 1)! u0(x˚)
×
∑
α∈Nd0 , |α|=1
((
∂αu0(x˚)
)2n(j−1)−2 ∑
β∈Nd0 , |β|=1
(
∂α+βu0(x˚)
)2)
.
So after n(j − 1) steps
ϕ2n+2n(j−1)(x˚) a2n
((2n(j − 1))!)2(2n)!
(2n + 2n(j − 1))! u0(x˚)
∑
α∈Nd0 , |α|=2
(
∂αu0(x˚)
)2n(j−1)
.
Repeating K times the procedure (19)–(22) we obtain
ϕ2n+Kn(j−1)(x˚) a2n
((2n(j − 1))!)K(2n)!
(2n + Kn(j − 1))! u0(x˚)
∑
α∈Nd0 , |α|=K
(
∂αu0(x˚)
)2n(j−1)
.
Since (e−1n)n  n! nn for n ∈ N we get
((2n(j − 1))!)K(2n)!
(2n + Kn(j − 1))!  B
n
1 (n!)K(j−1)  Bn2
((
2n + Kn(j − 1))!) K(j−1)2+K(j−1)
with some B1,B2 > 0. Note that if u0 is a polynomial of degree K , then∑
α∈Nd0 , |α|=K
(
∂αu0(x˚)
)2n(j−1) = c > 0.
Hence
ϕ2n+Kn(j−1)(x˚)AB2n+Kn(j−1)
((
2n + Kn(j − 1))!) K(j−1)2+K(j−1)
with A = u0(x˚)c and some B > 0. This proves the first part of Theorem 2.
The second part follows by a passage with K to ∞. 
Now we consider the Cauchy problem for a more general semilinear heat equation
∂tu − u = f (u), u|t=0 = u0, (23)
where f is supposed to be analytic.
Theorem 3. Let the Cauchy data u0 in (23) be an analytic function on a domain Ω ⊆ Rd and there exists x˚ ∈ Ω
such that u0(x˚) > 0 and ∂αu0(x˚) 0 for every α ∈ Nd0 . Assume that the function f (u) is analytic on a neighborhood
of u(x˚) and satisfies
there exist J ∈ N, J  2 and a > 0 such that 0 < (auJ )(n)  f (n)(u) for u = u0(x˚) and every n ∈ N0. (24)
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Gs(Ω) in time for any s < 1 + K(J−1)2+K(J−1) .
If u0 is not a polynomial, then the formal solution does not belong to Gs(Ω) in time for any s < 2.
Proof. Let (2) be a formal solution to the initial value problem (23). Then (2) is unique and since
f
(
uˆ(t, x)
)= ∞∑
k=0
∂kt f (u(0, x))
k! t
k
the functions ϕk are given by the recurrence relations⎧⎨⎩
ϕ0(x) = u0(x),
ϕk+1(x) = 1
k + 1ϕk(x) +
1
(k + 1)!∂
k
t f
(
u(0, x)
)
.
(25)
We shall show that the formal solution vˆ(t, x) =∑∞k=0 ϕ˜k(x)tk of the Cauchy problem
∂tv − v = avJ , v|t=0 = u0
satisfies for any k ∈ N0,
∂αϕ˜k(x˚) ∂αϕk(x˚) for every α ∈ Nd0 (26)
or equivalently
∂αx ∂
k
t v(0, x˚) ∂αx ∂kt u(0, x˚) for every α ∈ Nd0 . (27)
Then Theorem 3 follows from Theorem 2. Clearly, (26) and (27) hold for k = 0. Next, by (25)
ϕk+1(x˚) = 1
k + 1ϕk(x˚) +
1
(k + 1)!∂
k
t f
(
u(0, x˚)
)
,
ϕ˜k+1(x˚) = 1
k + 1ϕ˜k(x˚) +
1
(k + 1)!∂
k
t av(0, x˚)J .
By inductive assumption ∂α( 1
k+1ϕ˜k(x˚)) ∂α(
1
k+1ϕk(x˚)). Analogously, by (24), inductive assumption and the Faà
di Bruno formula we get
∂αx ∂
k
t av(0, x˚)J  ∂αx ∂kt f
(
u(0, x˚)
)
,
which completes the proof. 
Remark. Observe that condition (24) is satisfied by f (u) = ∑Ji=0 ciui with cJ > 0 and sufficiently large u0(x˚).
Similarly, (24) is satisfied by f (u) = eu with any u0(x˚).
Corollary 1. Let J  2, K  1 and cJ > 0, aK > 0. Then the formal solution of the Cauchy problem
∂tu − ∂2xu =
J∑
i=0
ciu
i, u(0, x) =
K∑
i=0
aix
i
does not belong to the Gevrey class Gs(R) in time for any s < 1 + K(J−1)2+K(J−1) .
Remark. Using transformations u1(t, x) = −u(t, x) or u2(t, x) = u(t,−x), or u3(t, x) = −u(t,−x) we can replace
the condition (cJ > 0, aK > 0) in Corollary 1 by ((−1)J cJ < 0, aK < 0) or (cJ > 0, (−1)KaK > 0), or ((−1)J cJ < 0,
(−1)KaK < 0).
To end this section we give a few examples of equations without solutions analytic in time.
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∂tu − ∂2xu = uJ , u(0, x) = xK (28)
does not belong to the Gevrey class Gs(Ω) in time for any s < 1 + K(J−1)2+K(J−1) and for any neighborhood Ω of the
origin. Thus, the formal solution of (28) is divergent.
Example 2. Let J  2. Then the formal solution of the Cauchy problem
∂tu − ∂2xu = uJ , u(0, x) = ex (29)
does not belong to the Gevrey class Gs(Ω) in time for any s < 2 and for any neighborhood Ω of the origin. In
particular, the formal solution of (29) is divergent.
Example 3. Let K  1. Then the formal solution of the Cauchy problem
∂tu − ∂2xu = eu, u(0, x) = xK (30)
does not belong to the Gevrey class Gs(Ω) in time for any s < 2 and for any neighborhood Ω of the origin. In
particular, the formal solution of (30) is divergent.
4. Homogeneity degree and nonanalytic solutions
In this section we shall give a few other examples of initial value problems (1), which do not admit solutions
analytic in time at t = 0. In these examples the nonanalyticity will be caused by the initial data and not by the
nonlinear term. In fact, even the solution to the linear heat equation with the same initial data is nonanalytic. The first
such an example with f (u) = u2 and u0(x) = 11+x2 was given by G. Łysik in [10].
We shall apply the method of J. Gorsky and A. Himonas [5] to a semilinear heat equation
∂tu − ∂2xu = uj , j  2. (31)
Following [5], for a solution u of (31) we define the homogeneity degree of the term(
∂α1x u
)
. . .
(
∂αmx u
)
, α ∈ Nm0 , m ∈ N,
to be (
α1 + 2
j − 1
)
+ · · · +
(
αm + 2
j − 1
)
= |α| + 2m
j − 1 .
Lemma 2. Let u satisfy (31). Then for every k ∈ N,
∂kt u = ∂2kx u +
k∑
l=1
∑
α∈Nm0 ,m=1+l(j−1)|α|=2k−2l
Cα
(
∂α1x u
)
. . .
(
∂αmx u
)
with some Cα  0. (32)
A similar lemma for the case of generalized KdV equation was obtained by H. Hannah, A. Himonas and G. Petron-
ilho, see [7, Lemma 2.2]. However, for the sake of completeness we give its proof.
Proof. First of all observe that the homogeneity degree of every summand on the right-hand side of (32) is equal to
2k + 2
j−1 .
If k = 1, then (32) with C0 = 1 reduces to (31). Now assume (32) for a fixed k ∈ N. Then by (31) and the Leibniz
rule
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(
∂2xu + uj
)+ k∑
l=1
∑
α∈Nm0 ,m=1+l(j−1)|α|=2k−2l
Cα∂t
((
∂α1x u
)
. . .
(
∂αmx u
))
= ∂2k+2x u +
∑
α∈Nj0|α|=2k
(
2k
α
)(
∂α1x u
)
. . .
(
∂
αj
x u
)
+
k∑
l=1
∑
α∈Nm0 ,m=1+l(j−1)|α|=2k−2l
Cα
m∑
ν=1
(
∂α1x u
)
. . .
(
∂ανx ∂tu
)
. . .
(
∂αmx u
)
. (33)
Note that the first sum in (33) is over α ∈ Nm0 with m = j = 1+1(j −1) and |α| = 2(k+1)−2. Next for ν = 1, . . . ,m
we get by (31) and the Leibniz rule(
∂α1x u
)
. . .
(
∂ανx ∂tu
)
. . .
(
∂αmx u
)= (∂α1x u) . . . (∂αν+2x u) . . . (∂αmx u)
+
∑
β∈Nj0 , |β|=αν
(
αν
β
)(
∂α1x u
)
. . .
(
∂β1x u
)
. . .
(
∂
βj
x u
)
. . .
(
∂αmx u
)
. (34)
For the first term in (34) we have |α| + 2 = 2(k + 1) − 2l. While the second term in (34) can be written in the form∑
Cα(∂
α1
x u) . . . (∂
αm
x u), where the sum is over α ∈ Nm0 with m = 1 + l(j − 1) + j − 1 = 1 + (l + 1)(j − 1) and|α| = 2(k + 1) − 2(l + 1). So we get (32) with k replaced by k + 1. 
Example 4. Let j  2, b ∈ C \ R and δ = 2/(j − 1). Then the formal solution of the Cauchy problem{
∂tu − ∂2xu = uj ,
u(0, x) = (b − x)−δ (35)
does not belong to the Gevrey class Gs(Ω) in time for any s < 2 and for any neighborhood Ω of the origin. In
particular, the solution of (35) is not analytic in time at t = 0.
Proof. Observe that for n ∈ N it holds
∂nx u(0, x) = δ(δ + 1) . . . (δ + n − 1)(b − x)−δ−n.
Therefore, by Lemma 2 we get for k ∈ N,
∂kt u(0, x) = δ(δ + 1) . . . (δ + 2k − 1)(b − x)−δ−2k
+
k∑
l=1
∑
α∈Nm0 ,m=1+l(j−1)|α|=2k−2l
Cα
m∏
μ=1
(
δ . . . (δ + αμ − 1)(b − x)−δ−αμ
)
=
(
δ(δ + 1) . . . (δ + 2k − 1) +
k∑
l=1
∑
α∈Nm0 ,m=1+l(j−1)|α|=2k−2l
C′α
)
(b − x)−δ−2k,
since
∑m
μ=1(−δ − αμ) = −δm − |α| = − 2j−1 (1 + l(j − 1)) − 2k + 2l = −δ − 2k. Moreover, since C′α =
Cα
∏m
μ=1(δ . . . (δ + αμ − 1)) 0, we get∣∣∂kt u(0, x)∣∣ δ(δ + 1) . . . (δ + 2k − 1)|b − x|−δ−2k,
which implies that the formal solution does not belong to Gs in time at t = 0 for any s < 2. 
Next we shall give an example with the real-valued Cauchy data.
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∂tu − ∂2xu = u2,
u(0, x) = Re(ic − x)−2 = x
2 − c2
(x2 + c2)2
(36)
does not belong to the Gevrey class Gs(Ω) in time for any s < 2 and for any neighborhood Ω of the origin. Thus, the
solution of (36) is not analytic in time at t = 0.
Proof. Observe that for n ∈ N it holds
∂nx u(0, x)|x=0 = (n + 1)!Re(ic)−2−n.
Hence by Lemma 2 we get for k ∈ N,
∂kt u(0,0) = (2k + 1)!Re(ic)−2−2k +
k∑
l=1
∑
α∈Nm0 ,m=1+l|α|=2k−2l
C′α
m∏
μ=1
Re(ic)−2−αμ.
Note that Re(ic)−2−2k = c−2−2k(−1)k+1 and a term in the sum over α is nonzero only if αμ is even for μ = 1, . . . ,m.
In that case
∏m
μ=1 Re(ic)−2−αμ = c−2−2k(−1)k+1 since
∑m
μ=1(1 + αμ/2) = m + |α|/2 = 1 + l + k − l = 1 + k. So
∂kt u(0,0) = (−1)k+1c−2−2k
(
(2k + 1)! +
k∑
l=1
∑
α∈Nm0 ,m=1+l|α|=2k−2l
C′α
)
.
Finally, since C′α  0 we get∣∣∂kt u(0,0)∣∣ c−2−2k(2k + 1)!,
which implies that the formal solution does not belong to Gs in time at t = 0 for any s < 2. 
In the next two examples we shall treat periodic Cauchy data.
Example 6. Let j  2, δ = 2/(j − 1) and M > 1. Then the formal solution of the Cauchy problem⎧⎨⎩
∂tu − ∂2xu = uj ,
u(0, x) = iδ e
ix
M − eix
(37)
does not belong to the Gevrey class Gs(Ω) in time for any s < 2 and for any neighborhood Ω of the origin. Thus, the
solution of (37) is not analytic in time at t = 0.
Proof. For n ∈ N0 we have
∂nx u(0, x) = iδ
∞∑
ν=1
M−ν(iν)neiνx.
So
∂nx u(0,0) = in+δAn where An =
∞∑
ν=1
M−ννn.
Hence by Lemma 2 we get for k ∈ N,
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k∑
l=1
∑
α∈Nm0 ,m=1+l(j−1)|α|=2k−2l
Cα
(
∂α1x u(0,0)
)
. . .
(
∂αmx u(0,0)
)
= i2k+δA2k +
k∑
l=1
∑
α∈Nm0 ,m=1+l(j−1)|α|=2k−2l
Cα · Aα1 · · ·Aαmi|α|+δm
=
(
A2k +
k∑
l=1
∑
α∈Nm0 ,m=1+l(j−1)|α|=2k−2l
Cα · Aα1 · · ·Aαm
)
i2k+δ
since |α| + δm = 2k − 2l + 2
j−1 (1 + l(j − 1)) = 2k + δ. Finally since Cα  0 and A2k M−2k(2k)2k we get∣∣∂kt u(0,0)∣∣M−2k(2k)2k
which implies that the formal solution does not belong to Gs in time at t = 0 for any s < 2. 
For the periodic real-valued initial data we have
Example 7. Let M > 1. Then the formal solution of the Cauchy problem⎧⎨⎩
∂tu − ∂2xu = u2,
u(0, x) = −Re e
ix
M − eix =
1 − M cosx
1 + M2 − 2M cosx
(38)
does not belong to the Gevrey class Gs(Ω) in time for any s < 2 and for any neighborhood Ω of the origin. Thus, the
solution of (38) is not analytic in time at t = 0.
Proof. By the computations of the previous example we have
∂kt u(0,0) = Re
(
i2k+2
)
A2k +
k∑
l=1
∑
α∈Nm0 ,m=1+l|α|=2k−2l
Cα
m∏
μ=1
Aαμ Re
(
iαμ+2
)
.
Note that a term in the sum is nonzero only if all αμ,μ = 1, . . . ,m, are even. In that case∏mμ=1 Re(iαμ+2) = (−1)k+1.
So
∂kt u(0,0) = (−1)k+1
(
A2k +
k∑
l=1
∑
α∈Nm0 ,m=1+l|α|=2k−2l
Cα · Aα1 · · ·Aαm
)
.
Hence∣∣∂kt u(0,0)∣∣M−2k(2k)2k
and so the formal solution does not belong to Gs in time at t = 0 for any s < 2. 
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