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Re´sume´. La prise en compte de donne´es toujours plus nombreuses complexifie sans
cesse leur analyse. Cette complexite´ se traduit notamment par des variables de types
diffe´rents, la pre´sence de donne´es manquantes, et un grand nombre de variables et/ou
d’observations. L’application de me´thodes statistiques dans ce contexte est ge´ne´ralement
de´licate.
L’objet de cette pre´sentation est de proposer une nouvelle me´thode d’imputation mul-
tiple base´e sur l’analyse factorielle des donne´es mixtes (AFDM). L’AFDM est une me´thode
d’analyse factorielle adapte´e pour des jeux de donne´es comportant des variables quantita-
tives et qualitatives, dont le nombre peut exce´der, ou non, le nombre d’observations. En
vertu de ses proprie´te´s, le de´veloppement d’une me´thode d’imputation multiple base´e sur
l’AFDM permet l’infe´rence sur des variables quantitatives et qualitatives incomple`tes, en
grande et petite dimension.
La me´thode d’imputation multiple propose´e utilise une approche bootstrap pour refle´ter
l’incertitude sur les composantes principales et vecteurs propres de l’AFDM, utilise´s
ici pour pre´dire (imputer) les donne´es. Chaque re´plication bootstrap fournit alors une
pre´diction pour l’ensemble des donne´es incomple`tes du jeu de donne´es. Ces pre´dictions
sont ensuite bruite´es pour refle´ter la distribution des donne´es. On obtient ainsi autant de
tableaux impute´s que de re´plications bootstrap.
Apre`s avoir rappele´ les principes de l’imputation multiple, nous pre´senterons notre
me´thodologie. La me´thode propose´e sera e´value´e par simulation et compare´e aux me´thodes
de re´fe´rences : imputation se´quentielle par mode`le line´aire ge´ne´ralise´, imputation par
mode`le de me´langes et par “general location model”. La me´thode propose´e permet d’ob-
tenir des estimations ponctuelles sans biais de diffe´rents parame`tres d’inte´reˆt ainsi que des
intervalles de confiance au taux de recouvrement attendu. De plus, elle peut s’appliquer
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sur des jeux de donne´es de nature varie´e et de dimensions varie´es, permettant notamment
de traiter les cas ou` le nombre d’observations est plus petit que le nombre de variables.
Mots-cle´s. Donne´es manquantes, imputation multiple, donne´es mixtes, analyse fac-
torielle des donne´es mixtes
Abstract. Accounting for more and more data complicates increasingly their analysis.
This complexity results in variables of various types, the presence of missing data, and a
large number of variables and / or observations. The application of statistical methods in
this context is usually tricky.
The purpose of this presentation is to propose a new multiple imputation method
based on the factorial analysis of mixed data (FAMD). FAMD is a suitable factor analysis
method for datasets with quantitative and qualitative variables, the number of which may
or may not exceed the number of observations. By virtue of its properties, the development
of a multiple imputation method based on FAMD allows inference from quantitative and
qualitative incomplete variables, in large and small dimension.
The proposed multiple imputation method uses a bootstrap approach to reflect the
uncertainty on the principal components and eigenvector of FAMD, used here to predict
(impute) the data. Each bootstrap replication then provides a prediction for incomplete
data of the dataset. Next, these predictions are noised to reflect the distribution of the
data. We thus obtain as many imputed tables as bootstrap replicates.
After recalling the principles of multiple imputation, we will present our methodology.
The proposed method will be evaluated by simulation and compared to the reference mul-
tiple imputation methods : sequential imputation by generalized linear model, imputation
by non-parametric Bayesian joint model, and by general location model. The proposed
method provides unbiased point estimates of various parameters of interest as well as
confidence intervals at the expected coverage. In addition, it can be applied to datasets
of various type and of various sizes, in particular to deal with cases where the number of
observations is smaller than the number of variables.
Keywords. Missing values, multiple imputation, mixed data, factorial analysis of
mixed data
La prise en compte de la varie´te´ des donne´es analyse´es est une difficulte´ de plus
pre´gnante dans la pratique de la statistique d’aujourd’hui. Citons par exemple le domaine
me´dical ou` l’on peut disposer pour chaque patient de re´ponses a` un questionnaire, de
comptes-rendus me´dicaux, de re´sultats d’analyse... Cette varie´te´ se traduit notamment
par des variables parfois quantitatives, parfois qualitatives. Par exemple, on disposera
de donne´es qualitatives pour des questionnaires a` choix multiples, ou pour des comptes-
rendus, et de donne´es quantitatives pour des mesures de marqueurs biologiques. On parle
alors de donne´es mixtes.
A cette premie`re difficulte´ s’ajoute ge´ne´ralement celle des donne´es manquantes. Les
causes en sont multiples : proble`me de saisie, fusion de fichiers, appareil de mesure
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de´fectueux, etc. Les donne´es e´tant par ailleurs de plus en plus volumineuses, le nombre
d’individus incomplets est ne´cessairement de plus en plus grand, rendant cette proble´matique
de plus en plus incontournable.
La gestion des donne´es manquantes en pre´sence de donne´es mixtes est de´licate. Une
solution consiste a` remplacer les donne´es incomple`tes par des valeurs plausible, on parle
alors d’imputation simple.
Re´cemment, une me´thode d’imputation simple reposant sur l’analyse factorielle des
donne´es mixtes (AFDM) a e´te´ propose´e (Audigier et al., 2016) avec des re´sultats encou-
rageants en termes de pre´diction. Toutefois, bien que pre´dire une valeur manquante soit
inte´ressant en soi, le statisticien est ge´ne´ralement plus inte´resse´ par la mise en oeuvre
d’une analyse statistique sur ses donne´es, par exemple l’infe´rence via le mode`le line´aire
ge´ne´ralise´. Or, l’imputation simple ne suffit ge´ne´ralement pas a` une telle analyse car elle
ne prend pas en compte l’incertitude lie´e aux donne´es impute´es. En conse´quence, ap-
pliquer une me´thode statistique sur un tableau impute´ simplement impliquera une sous-
estimation de la variabilite´ des estimateurs associe´s a` cette me´thode. Pour pouvoir refle´ter
la variance de pre´diction de chaque donne´e manquante, on impute plusieurs fois chaque
valeur manquante de fac¸on stochastique, amenant donc a` plusieurs tableaux impute´s.
Puis, sur chacun des diffe´rents tableaux, on applique la me´thode statistique souhaite´e
dont on agre`ge ensuite les parame`tres selon les re`gles de Rubin (Rubin, 1987). On parle
d’imputation multiple (Rubin, 1987; Little and Rubin, 2002). On obtient ainsi une unique
estimation des parame`tres de la me´thode ainsi qu’une estimation de la variabilite´ associe´e.
Ainsi, cette communication a pour but de pre´senter l’extension de l’imputation simple
des donne´es mixtes par l’AFDM a` sa version imputation multiple.
Pour imputer un jeu de donne´es mixtes a` l’aide de l’AFDM on utilise un algorithme ap-
pele´ AFDM ite´rative. Cet algorithme de´bute par une phase d’initialisation ou` les variables
qualitatives sont dans un premier temps recode´es en tableau disjonctif, les variables quan-
titatives ne sont quant a` elles pas modifie´es. Puis, les valeurs manquantes sont impute´es
par la moyenne de chaque colonne du nouveau tableau. A partir de ce tableau rendu
complet, une de´composition en valeurs singulie`res permet d’estimer les composantes prin-
cipales et les vecteurs propres qui constituent les parame`tres de l’AFDM. Les donne´es sont
ensuite impute´es en effectuant le produit matriciel des S premie`res composantes princi-
pales et vecteurs propres. Ces e´tapes d’estimation des parame`tres et d’imputation sont
alors re´pe´te´es jusqu’a` convergence. On pourra noter que l’AFDM ite´rative est l’e´quivalent
de l’ACP ite´rative (Kiers, 1997) qui, comme l’algorithme NIPALS (Christoffersson, 1970),
permet d’estimer les parame`tres d’une analyse en composantes principales avec donne´es
manquantes. A l’issue de l’algorithme, on obtient donc un tableau dans lequel les indi-
catrices codant pour chaque variable qualitative sont des re´els sommant a` 1 par variable
et non uniquement des ze´ros et des uns comme dans un tableau disjonctif “classique”.
Ces valeurs re´elles sont ensuite ramene´es a` l’intervalle [0, 1] via une normalisation, ce qui
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permet de les lire comme des probabilite´s d’appartenance. On remonte alors aux donne´es
qualitatives en effectuant un tirage selon ces probabilite´s pour chaque donne´e incomple`te,
simulant ainsi la distribution originelle du jeu de donne´es. Les valeurs impute´es sur les
variables quantitatives sont quant a` elles bruite´es par un bruit gaussien pour la meˆme
raison.
L’imputation multiple par AFDM ne peut cependant pas se limiter a` une succession
d’imputations simples de ce type. En effet, les parame`tres du mode`le d’imputation sont
estime´s a` partir d’un meˆme e´chantillon : le tableau incomplet. Il est ne´cessaire de prendre
en compte l’incertitude vis-a`-vis de cette estimation. Pour ce faire il faut se doter d’un
jeu de M parame`tres obtenus a` partir des donne´es observe´es. Cela permet de refle´ter, a`
travers les donne´es impute´es, l’incertitude dans l’estimation des parame`tres du mode`le
d’imputation. Pour se procurer un tel jeu de parame`tres on propose d’adopter une ap-
proche bootstrap. Celle-ci consiste a` effectuer un tirage dans les indices des individus,
puis a` affecter a` chaque individu un poids proportionnel au nombre de fois ou` son indice
a e´te´ tire´. Les individus dont l’indice n’a pas e´te´ tire´ se voient attribuer un poids nul.
On de´finit ainsi M ponde´rations diffe´rentes, puis on impute de fac¸on simple le tableau
de donne´es selon chacune de ces ponde´rations. La ponde´ration intervient au niveau de la
de´composition en valeurs singulie`res et ame`nera donc a` une estimation particulie`re des
parame`tres. De cette fac¸on, on obtient M jeux de donne´es impute´s refle´tant l’incertitude
sur les parame`tres du mode`le d’imputation.
La ve´rification de la validite´ d’une me´thode d’imputation multiple s’effectue par simu-
lation. En particulier, la me´thode d’imputation doit permettre d’obtenir des estimations
ponctuelles fiables de la quantite´ d’inte´reˆt associe´e a` la me´thode statistique employe´e, ainsi
que de la variabilite´ associe´e a` cette estimation. Des simulations ont e´te´ effectue´es dans
le cadre classique de donne´es manquantes distribue´es au hasard (MAR) pour plusieurs
quantite´s d’inte´reˆt.
La me´thode propose´e a e´te´ compare´e a` l’imputation multiple par le “general location
model” (Schafer, 1997), me´thode de re´fe´rence, mais rapidement limite´e en pre´sence d’un
nombre mode´re´ de variables qualitatives ; l’imputation selon des mode`les de me´langes
(Murray and Reiter, 2016), me´thode la plus re´cente ge´rant la complexite´ combinatoire
engendre´e par les donne´es qualitatives ; l’imputation multiple se´quentielle (van Buuren,
2018), probablement la me´thode la plus ple´biscite´e par les utilisateurs. L’imputation mul-
tiple par AFDM fournit de bonnes estimations ponctuelles des parame`tres d’inte´reˆt tout
en construisant des intervalles de confiance valides. De plus, elle peut s’appliquer sur
des jeux de donne´es de tailles quelconques et permet notamment de traiter les cas ou` le
nombre d’individus est infe´rieur au nombre de variables.
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