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Abstract
We examine the connections between several automorphism groups associated with a saturated
di!erentially closed #eld U of characteristic zero. These groups are: , the automorphism group
of U ; the automorphism group of ; Aut(G(U )), the automorphism group of the di!erential
combinatorial geometry of U and AutG(U−), the group of #eld automorphisms of U that respect
di!erential closure.
Our main results are:
• If U is of cardinality +=2 for some in#nite regular cardinal , then the set of subgroups
of  consisting of all pointwise stabilizers of Dcl’s of #nite subsets of U is invariant under
Aut() (Theorem 2:10).
• If U is of arbitrary in#nite cardinality, then each automorphism of the di!erential combi-
natorial geometry is induced by a #eld automorphism of U that respects di!erential closure
(Theorem 3:1).
• If U is of cardinality + =2 for some in#nite regular cardinal , then each automorphism
of  is induced by an element of AutG(U−) acting on  by conjugation (Theorem 4:10).
• If U is of cardinality + = 2 for some in#nite regular cardinal , then the outer auto-
morphism group of  is isomorphic to the multiplicative group of the rationals (Theorem
4:18).
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1. Introduction
1.1. Overview
In this paper we set out to analyze the automorphism group of a saturated
di!erentially closed #eld of characteristic zero using for the most part model theo-
retic techniques. In [4] Evans and Lascar proved the following theorem:
Theorem 1.1. Let L be an algebraically closed 3eld of characteristic zero, either
countable of in3nite transcendence degree, or of cardinality 2 = + for some in3nite
cardinal . Then its automorphism group is complete.
We will determine what happens if one replaces algebraically closed #elds with
saturated di!erentially closed #elds. In fact we will prove:
Theorem 1.2. Let U be a saturated di5erentially closed 3eld of characteristic zero of
cardinality 2 = + for some in3nite regular cardinal . Then its automorphism group
has outer automorphisms and the outer automorphism group of Aut(U ) is isomorphic
to the multiplicative group of the rationals.
The proof consists of analyzing the interactions between three groups of automor-
phisms. The #rst is the group of #eld automorphisms of U that respect di!erential
closure on U . We will denote the pure #eld structure on U by U− and the group of
pure #eld automorphisms that respect di!erential closure by AutG(U−). The second is
the automorphism group of Aut(U ), denoted by Aut(Aut(U )). The third automorphism
group is the group of automorphisms of the combinatorial geometry of di!erentially
closed #elds. This needs some explanation.
Denition 1.3. A closure operation on a set X is a map cl :P(X )→P(X ) (P(X )
denotes the power set of X ) such that for any subsets Y; Z of X we have Y ⊆ cl(Y ),
and if Y ⊆ cl(Z) then cl(Y )⊆ cl(Z).
A pregeometry (X; cl) is a set X together with a closure operation cl on X such
that:
(1) for all Y ⊆X we have cl(Y )=⋃{cl(Z) :Z is a #nite subset of Y},
(2) (the exchange condition) if Y ⊆X and x; y are elements of X − cl(Y ) with x∈
cl(Y ∪{y}) then y∈ cl(Y ∪{x}).
A pregeometry is a geometry if in addition
(3) for all x∈X , cl({x}) = {x}.
A bijection f :X →X is an automorphism if for all x∈X and Y ⊆X we have
x∈ cl(Y )⇔f(x)∈ cl(f(Y )).
Now let U be a di!erentially closed #eld. For Y ⊆U denote by Dcl(Y ) the set of
elements of U that satisfy a di!erential polynomial equation over Y . Then Dcl is a
closure operation on U and (U;Dcl) is a pregeometry. To obtain a geometry from this
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we consider the set
G(U ) := {K ⊆ U :K = Dcl(K); K has di!erential transcendence degree 1}:
Then Dcl induces a closure operation on G(U ), which we also denote Dcl: For
X ⊆G(U ) set
Dcl(X ) :=
{
K ∈ G(U ) :K ⊆ Dcl
(⋃
X
)}
:
We will denote this geometry by G(U ): The third group we are interested in is
Aut(G(U )), the automorphism group of G(U ).
Now that we have de#ned the three groups AutG(U−), Aut(Aut(U )) and
Aut(G(U )), how do they interact?
(1) Aut(Aut(U )) and Aut(G(U )):
This is the least obvious interaction between the three groups.
Let ∈Aut(Aut(U )). We are trying to have  induce an automorphism   on
G(U ). So let K ∈G(U ), we have to #nd an image under   for K . Now  acts
naturally on P(Aut(U )), the power set of Aut(U ). Let
H0 := {Aut(U=M) :M = Dcl(A); A ⊂ U #nite}
be the set of all pointwise stabilizers of Dcls of #nite subsets of U . We can show
in Section 2 that
Theorem 2.10. Let U be a saturated di5erentially closed 3eld of cardinality + =2;
where  is an in3nite regular cardinal. Then the set H0⊆P(Aut(U )) is 3xed setwise
by Aut(Aut(U )).
We can now set  (K) :=K ′, where K ′ is such that (Aut(U=K))=Aut(U=K ′). The
-#eld K ′ is uniquely determined. Indeed suppose that K∗ is another element of G(U )
such that Aut(U=K∗)=Aut(U=K ′) By Corollary 2.5 Aut(U=K∗) acts transitively on the
-transcendentals over K∗. It follows that K ′⊆K∗, and by symmetry also K∗⊆K ′.
We then get a group homomorphism  : Aut(Aut(U ))→Aut(G) by setting  ()= .
The proof of Theorem 2.10 proceeds by showing that we can recover the set
H0 from the group structure of Aut(U ). This is done using ideas from [4,7]. The
two main ingredients are the small index property 2:15 (see [9]) and the support
Lemma 2.18 (see [11]). Both these results are only proved for uncountable U ,
although we #nd a way to get around the support lemma that also works for
countable U (Section 2.3.3). So the last obstruction for an extension of Theorem
2.10 to the countable case is the small index property for countable U .
(2) AutG(U−) and Aut(G(U )):
Each #eld automorphism ∈AutG(U−) naturally induces an automorphism 
of G(U ) by setting (K) := (K). The map  from AutG(U−) into Aut(G(U ))
de#ned by () := is a group homomorphism.
For the case of algebraically closed #elds Evans and Hrushovski proved in
[3] that if L is an algebraically closed #eld then every automorphism of the
combinatorial geometry of algebraically closed sub#elds of L (replace Dcl by
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algebraic closure in the above de#nition) is induced by a #eld automorphism of L.
In Section 3 we will prove using mostly the same methods as [3] that the map  is
a bijection (Theorem 3.1). The injectivity of  follows from Proposition 2.9 (that
proves to be extremely useful throughout). To show surjectivity we use a process
reminiscent of the proof of the fundamental theorem of projective geometry. Our
particular proof is an adaptation of the method used by Evans and Hrushovski in
[3] to show the analogous result for algebraically closed #elds. It consists mainly
of recovering the pure #eld U from the geometry G(U ). The main ingredients are
results of Cassidy on di!erential algebraic groups (see [2]) and the group con#g-
uration, a result of Hrushovski (see [1]) allowing us to deduce the existence of
de#nable groups from certain geometric con#gurations.
The result we prove is not completely analogous to the result about algebraically
closed #elds, since in that case all automorphisms of the geometry are induced by
automorphisms of L, but in the di!erential case automorphisms of the di!erential
#eld U do not account for all elements of Aut(G(U )). One has to go to the larger
group AutG(U−)¿Aut(U ) to induce all automorphisms of the geometry.
(3) AutG(U−) and Aut(Aut(U )):
From now on we will denote Aut(U ) by  and the normalizer of  in AutG(U−)
by N. Each element  of N induces an automorphism  of  by setting
()= −1. Then the map  :N→Aut() de#ned by ()=  is a group ho-
momorphism.
In Section 4 we will piece the various parts together. By combining (1), (2) and
(3) we get a bijection
AutG(U−)
→Aut(G(U )) (1)
and a commutative diagram
N
−−→ Aut(G(U ))

  id
Aut()
 −−→ Aut(G(U ))
: (2)
From this we will deduce that  is a bijection of Theorem (4.10) and hence  has
an outer automorphism group that is isomorphic to N=.
The next step is to give a more detailed description of N by analyzing the deriva-
tions  := −1 induced by elements ∈N, where  is the original derivation
on U . We show that each such derivation  is a rational multiple of  (see
Lemma 4.15) and from this we deduce that the outer automorphism group of 
is isomorphic to the multiplicative group of the rationals (Theorem 4.18).
We assume the reader to be reasonably familiar with di!erential algebra and the
model theory of di!erential #elds. We brieNy give the basic de#nitions and state
some important facts. We refer to [5,6,10] for more in-depth treatment.
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1.2. Di5erential algebra
Let K be a #eld of characteristic zero. A derivation of K is an additive map
 : K→K which satis#es the multiplicative law (ab)= a(b) + b(a). A di5erential
3eld is a #eld equipped with a derivation.
Notation. The pre#x  in front of a word will stand for ‘di!erential’ or ‘di!erentially’.
We will also use a′; a′′ etc. to denote low order derivatives.
The ring of di5erential polynomials over K will be denoted by K{X }. Let f; g∈
K{X }. We say that g is simpler than f (g¡¡f) if either g has order less than f or
f and g have the same order, but g has smaller degree. Suppose that f has order n.
The separant of f is
sf(x) :=
@f
@X (n)
:
De#ne I(f) := {g∈K{X } : (sf)kg∈ 〈f〉 for some k ∈N}. Whenever f∈K{X } is ir-
reducible I(f) is a prime -ideal. Moreover if I⊂K{X } is a prime -ideal, and
f =0 is irreducible of minimal order and degree in I , then I = I(f). We call such a
-polynomial f a minimal polynomial of I . Denote by RD(I) the order of the minimal
polynomial of I .
1.3. Basic model theory of di5erentially closed 3elds
Let L be the language of rings together with a unary function symbol . We can
axiomatize the theory of di!erentially closed #elds of characteristic zero (DCF0) as
follows:
(1) axioms for algebraically closed #elds of characteristic zero.
(2) (∀x; y) (x + y)= (x) + (y).
(3) (∀x; y) (xy)= x(y) + y(x).
(4) For any non-constant di!erential polynomials f and g, where the order of g is less
than the order of f, there is an x such that f(x)= 0∧ g(x) =0.
DCF0 is a complete and model complete theory. As in the model theory of algebraically
closed #elds an element a is algebraic in the model theoretic sense over a set A if
and only if it is algebraic over A in the usual #eld theoretic sense. The di!erential
#eld generated by a set A will be denoted by 〈A〉. It is nothing else than the de#nable
closure of A. If K is -closed then CK , the #eld of constants of K is algebraically
closed. Every -#eld K has an extension that is -closed.
There is a close connection between complete n-types of DCF0 and prime -ideals
of k{X1; : : : ; Xn}. Let k be a -#eld. We denote by Sn(k) the n-types of DCF0 with
parameters from k. For each p( Px)∈ Sn(k) let Ip := {f∈ k{X1; : : : ; Xn} : (f( Px)= 0)∈p}.
Clearly Ip is a prime -ideal and the map p→ Ip is a bijection from Sn(k) to the space
of prime -ideals of k{X1; : : : ; Xn}. It follows that DCF0 is !-stable.
For p∈ S1(k) we de#ne RD(p) :=RD(Ip), further a minimal polynomial of p is
de#ned to be a minimal polynomial of Ip.
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Let K ⊃ k. We call a∈K , a root of f∈ k{X }, a generic solution of f if and only if
for all g∈ k{X } with g¡¡f we have g(a) =0. In order to realize a complete 1-type
p in DCF0 one has to #nd a generic solution of the minimal polynomial of p.
Let k be a di!erential #eld. We say that K ⊃ k is a di5erential closure of k if
K |=DCF and whenever L⊃ k is -closed there is an embedding ' : K→L, which
is the identity on k. In other words a di!erential closure of k is a prime model of
DCF0 over k. Since DCF0 is !-stable such prime models exist and are unique up to
isomorphism.
The di!erential closure K of a -#eld k is not as well behaved, as one would wish
it to be:
• There are -polynomials with coeQcients in K that have roots outside of K . This
is a fundamental di!erence to the algebraic closure of a #eld.
• K is not minimal, in the sense that there are di!erentially closed #elds containing
k that are strict sub#elds of K (see [10] for a proof of this).
1.4. Types and ranks in di5erentially closed 3elds
Let k ⊆ l be -#elds and let p∈ S1(k), q∈ S1(l) and p⊆ q. Then q forks over k if
and only if RD(p)¿RD(q).
Denote Lascar and Morley rank by RU , RM , respectively. We have the following
relation between RU , RM and RD. Let p∈ S1(k). Then RU (p)¡RM (p)¡RD(p). If
p is the type of a -transcendental, then RU (p)=RD(p)=!.
In the next few subsections we introduce some useful notions that will be needed
later on. We start with di!erential #eld extensions.
1.5. Di5erential 3eld extensions
Let K ⊆L be di!erential #elds. An element a∈L is di5erentially algebraic over
K if there is 0 =f∈K{X } such that f(a)= 0. We call L=K a di5erentially algebraic
extension (-algebraic extension) if all elements of L are -algebraic over K . A #nitely
generated di!erential #eld extension L=K is di!erentially algebraic if and only if L=K
has #nite transcendence degree (in the usual #eld theoretic sense).
A di!erential #eld extension L=K is di5erentially transcendental (-transcendental)
if it is not -algebraic. A set A⊂L is di5erentially independent over K if there is no
#nite subset of A that satis#es a di!erential polynomial equation with coeQcients in
K . Otherwise A is di5erentially dependent over (on) K .
We call B⊂L a di5erential transcendence base of L=K if
(1) B is di!erentially independent over K and
(2) L is -algebraic over K〈B〉.
Di!erential transcendence bases exist by Zorn’s Lemma. Moreover all -transcen-
dence bases of L=K have the same cardinality. Hence we can de#ne the di5erential
transcendence degree (or di!erential transcendence rank) of L=K to be the cardinal-
ity of a (any) -transcendence base of L=K . Di!erential transcendence degree will be
denoted by trd(L=K).
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1.6. Dcl ; G(U ) and the specialization lemma
Let U be a saturated di!erentially closed #eld, and let A be a subset of U . We
denote by Dcl(A) the set of all elements of U that are di!erentially dependent on A.
We call Dcl(A) the big di5erential closure of A (in U ). Then Dcl(A) is a di!erentially
closed sub#eld of U . The reason why Dcl is called ‘big’ di!erential closure is that
Dcl(A) has cardinality equal to that of U no matter what the cardinality of A is.
Let K be a di!erential sub#eld of U . Big di!erential closure induces a closure
operation on the subsets of U containing K , and hence it induces a geometry on the
set of Dcls in U of -transcendence degree one over K . We denote this geometry by
G(U=K). If K is equal to Q, the prime -sub#eld of U , then we just write G(U ). The
points of G(U=K) are the Dcls in U of -transcendence degree one (over K) and the
lines of G(U ) are Dcls of -transcendence degree two. A generic element of a point
P of G(U ) is an element of P of maximal -transcendence degree over K , in this
case 1. A generic element of a line L is a 2-tuple of elements of L of -transcendence
degree 2.
The next lemma demonstrates another important property of Dcl. It will prove very
useful in adapting certain arguments to the di!erential case that in the pure #eld case
rely on the #nite number of roots of an algebraic polynomial.
Lemma 1.4 (Specialization Lemma). Suppose ( Px)=(x1; : : : ; xn) is a formula with
parameters in A and let B be any subset of U . Suppose that Pd=(d1; : : : ; dn) is a
solution of  such that Pd does not satisfy any -polynomial equation over 〈A∪B〉.
Then there exists Pb∈Dcl(B) that satis3es .
Proof. Induction on n.
n=1: By quanti#er elimination we may assume that  is of the form
(x) =
m∧
i=1
fi(x) = 0;
where fi ∈ 〈A〉{X }. Formally  is a disjunction of formulas of this form, but it is
enough to show the lemma for a formula of the above form. Note that there are only
inequalities in the formula because  is satis#ed by an element that is not -algebraic
over A.
Let f :=
∏m
i=1 fi. The formula (x) is then equivalent to f(x) =0. Now take any
g∈ 〈B〉{X } of order greater than f. (If f is algebraic the claim follows from the
in#nity of Dcl(B).) By the de#nition of di!erentially closed #elds there exists b∈U
such that
g(b) = 0 and f(b) = 0:
Then b is the required element.
n+1: Let  (x1; : : : ; xn) :=(x1; : : : ; xn; dn+1). By the induction hypothesis for n,  (x)
has a solution (b1; : : : ; bn)∈Dcl(B). So U |=(b1; : : : ; bn; dn+1). By the hypothesis of
the lemma dn+1 does not satisfy any -polynomial equation over 〈A∪B〉. In particular
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dn+1 =∈Dcl(A∪B). Since (b1; : : : ; bn)∈Dcl(B) it follows that dn+1 does not satisfy any
-polynomial equations over 〈A; B; b1; : : : ; bn〉. Then by the induction hypothesis for 1,
(b1; : : : ; bn; xn+1) has a solution bn+1 in Dcl(B).
From the Specialization Lemma we get the following two corollaries.
Corollary 1.5. Suppose that ( Px)=(x1; : : : ; xn) is a formula with parameters in A
that has a solution Pd=(d1; : : : ; dn) such that at least one di is a -transcendental over
A. Then there exists a solution Pa∈Dcl(A).
Proof. Let D⊆{d1; : : : ; dn} be maximal -independent over A. Assume w.l.o.g. that
D= {d1; : : : ; dm}. If m= n the lemma follows from the Specialization Lemma.
Otherwise there are nonzero -polynomials pi(X; Y1; : : : ; Ym)∈ 〈A〉{X; Y1; : : : ; Yn} such
that pi(di; d1; : : : ; dm)= 0 for each i=m+ 1; : : : ; n. De#ne
 (x1; : : : ; xm) := ∃xm+1; : : : ; xn((x1; : : : ; xn) ∧
n∧
i=m+1
[pi(xi; x1; : : : ; xm) = 0 ∧ ∃z(pi(z; x1; : : : ; xm) = 0)]):
Then  is a formula with parameters in A that has a solution (d1; : : : ; dm) that is
independent over A. By the Specialization lemma  has a solution (a1; : : : ; am)∈Dcl(A).
So there exist am+1; : : : ; an ∈Dcl(A) such that Pa := (a1; : : : ; an) satis#es ( Px).
Corollary 1.6. Let K0; K1; K2 be -sub3elds of U such that Dcl(Ki)=Ki for i=0; 1; 2.
Assume further that both K1 and K2 have 3nite -transcendence degree over K0. Then
K1 |ˆ K0K2 if and only if trd(K1 ∪K2=K0)= trd(K1=K0) + trd(K2=K0).
Proof. Suppose that K1 |ˆ K0K2 but trd(K1 ∪K2=K0)¡trd(K1=K0) + trd(K2=K0). Let
Pa; Pb be transcendence bases of K1; K2 over K0, respectively. Then Pa is -dependent on
K0〈 Pb〉. It follows that K1 |=ˆ K0K2.
Conversely suppose that trd(K1 ∪K2=K0)= trd(K1=K0) + trd(K2=K0). Let Pb be a
-transcendence basis of K2 over K0. We show that for each #nite Pa∈K1 and each
#nite Pc∈K2
Pa |ˆ K0 Pb Pc:
The result then follows. The proof is by induction on n, the length of Pa.
n=1: This is clear, since Pa is a -transcendental over both K0 and K2.
n+ 1: By induction we have (a1; : : : ; an) |ˆ K0 Pb Pc and an+1 |ˆ K0 Pb Pc.
Claim.
an+1 |ˆ K0〈a1 ;:::;an〉 Pb Pc:
Proof of the claim. This is true if and only if an+1 has the same order over K0〈a1; : : : ;
an; Pb; Pc〉 as over K0〈a1; : : : ; an〉. Suppose the contrary. Let l be the order of an+1
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over K0〈a1; : : : ; an〉 (clearly we may assume that an+1 is not -transcendental over
K0〈a1; : : : ; an; Pb; Pc〉) and suppose that p(X; a1; : : : ; an; Pb; Pc) is a -polynomial with coef-
#cients in K0〈a1; : : : ; an; Pb; Pc〉 of order less than l such that
p(an+1; a1; : : : ; an; Pb; Pc) = 0:
Let Pc=(c1; : : : ; cm). Then for each i=1; : : : ; m there is a nonzero -polynomial qi(X; Pb)
with parameters in K0〈 Pb〉 such that qi(ci; Pb)= 0. De#ne
 ( Py) := ∃x1; : : : ; xm((p(an+1; a1; : : : ; an; Py; Px) = 0 ∧
∃z(p(z; a1; : : : ; an; Py; Px)) = 0) ∧
m∧
i=1
[qi(xi; Py) = 0 ∧ ∃z(qi(z; Py) = 0)]):
Note that Py has #nite length since only #nitely many elements of Pb are needed in any
of the -polynomials above.
Now  is a formula with parameters in K0〈an+1; a1; : : : ; an〉 that has a solution Pb that
is independent over K0〈an+1; a1; : : : ; an〉. By the Specialization Lemma 1.4  has a so-
lution Pd∈Dcl(K0)=K0. Then there exist e1; : : : ; em ∈K0 such that p(an+1; a1; : : : ; an; Pd;
e1; : : : ; em)=0, but p(X; a1; : : : ; an; Pd; e1; : : : ; em) is a -polynomial with coeQcients in
K0〈a1; : : : ; an〉 of order less than l, a contradiction. This proves the claim.
We now have
Pb Pc |ˆ K0〈a1 ;:::;an〉(an+1; a1; : : : ; an)
and
Pb Pc |ˆ K0 (a1; : : : ; an):
Transitivity of nonforking now gives Pb Pc |ˆ K0 (a1; : : : ; an+1).
1.7. The Kolchin topology
We #x U a saturated di!erentially closed #eld. Let K be a -closed sub#eld of U of
cardinality less than U . We can de#ne a topology on aQne space Un. The closed sets
of this topology are the zero sets of subsets of K{X1; : : : ; Xn}. This topology is known
as the Kolchin topology. We also call the closed sets (a=ne) di5erential varieties,
Kolchin closed sets or -closed sets. Note that the term ‘variety’ is sometimes used
to denote irreducible closed sets. Here -variety will simply denote Kolchin closed
sets. Also we have restricted our -closed sets to those de#ned by polynomials with
coeQcients in K . We do this in order to avoid talking about #elds of de#nition.
Of course if S is a subset of K{X1; : : : ; Xn} then the zero set of S, V (S) is the same
as the zero set of {S}, the radical -ideal generated by S.
The following di!erential analogue to Hilbert’s Nullstellensatz holds (see [17]).
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Theorem 1.7 (Di!erential Nullstellensatz (Ritt–Raudenbush)). Let F be a di5erentially
closed 3eld and let X1; : : : ; Xn be di5erential indeterminates. Let I be a radical di5er-
ential ideal in R=F{X1; : : : ; Xn} distinct from R. Then I has a zero in Fn, and if f
is a di5erential polynomial in R that vanishes on the set of all zeros of I , then f is
in I .
Let A be any subset of Un. We denote the closure of A in the Kolchin topology by
PA. A set A is dense in a -variety V if PA=V . Note that A is dense in V if and only
if A meets all open subsets of V .
We call a subset C of Un (di5erentially) constructible if it is a #nite boolean
combination of Kolchin closed sets. Since DCF has elimination of quanti#ers the
-constructible sets are exactly the sets de#nable over K .
A Kolchin closed set V is (di5erentially) irreducible if V cannot be written as the
union of two proper -closed subsets of V .
If A is any subset of Un denote by I(A) the set of all -polynomials f∈K{X1; : : : ; Xn}
such that f(a)= 0 for all a∈A. Clearly I(A) is a radical di!erential ideal.
There is an inclusion reversing bijective map between the -closed sets and the
radical di!erential ideals of K{X1; : : : ; Xn}, de#ned by
V → I(V ):
The inverse is given by
I → V (I):
In this correspondence irreducible -varieties correspond to prime di!erential ideals.
The following analogue of primary decomposition holds.
Theorem 1.8 (Decomposition Theorem). Let R be a -ring with ACC on radical
-ideals. Any radical -ideal is the intersection of a 3nite number of prime -ideals.
Thus any radical di!erential I ideal is the intersection of #nitely many prime di!er-
ential ideals which are uniquely determined by I . It follows that each -closed set V
can be written uniquely as the union of #nitely many -subvarieties, the components
of V .
The next theorem is a di!erential version of Hilbert’s Basis Theorem.
Theorem 1.9 (Ritt–Raudenbush Basis Theorem). Let R⊇Q be a di5erential ring such
that every radical di5erential ideal is 3nitely generated. Then every radical di5erential
ideal in R{X } is 3nitely generated.
This implies that all increasing chains of radical di!erential ideals are #nite, and
hence all decreasing chains of -closed sets are #nite, in other words the Kolchin
topology is Noetherian.
An element v of an irreducible aQne di!erential variety V is generic if v is not
contained in any proper closed subset of V . If V is not irreducible then v∈V is
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generic if v is a generic element of a component of V . It is easy to see that V is
irreducible if and only if all generics of V are conjugate by Aut(U=K).
Let V ⊆Un be an aQne -variety. Let a∈V . A not necessarily everywhere de#ned
function f from V to U is said to be regular at a if there is a Kolchin open subset O
of V containing a and there are p(X1; : : : ; Xn), q(X1; : : : ; Xn)∈U{X1; : : : ; Xn} such that
q(X1; : : : ; Xn) is everywhere nonzero on O and fU =p=q.
Let V ⊆Un and W ⊆Um be -varieties. A morphism from V to W is a map
f=(f1; : : : ; fm) :V →W such that fi is regular at each point a∈V for all 16i6m.
A morphism is an isomorphism if it is one to one and the inverse map is a morphism
from W to V . Morphisms are continuous maps in the Kolchin topology.
An abstract -variety is a set V ⊆Un with a covering by subsets V1; : : : Vn, for each
i a bijection fi :Vi→Oi, where Oi is an aQne -variety such that for each 16i, j6m
(1) Oij :=fi(Vi ∩Vj) is an open subset of Oi, and
(2) fj ·f−1i is an isomorphism between Oij and Oji.
We will identify an abstract -variety with the disjoint union of the Oi factored by the
equivalence relation
oi ≡ oj if and only if f−1i (oi) = f−1j (oj);
where oi ∈Oi and oj ∈Oj. We can then equip V with its own Kolchin topology by
taking the quotient topology on (
⋃
Oi)=≡. As before an abstract -variety is irreducible
if it is not the union of two proper closed subsets. Any abstract -variety V is the
disjoint union of #nitely many uniquely determined -closed subsets, its components.
A generic point of an irreducible abstract -variety is a point of V that is not contained
in any proper closed subset of V and a generic point of a general abstract -variety
is a generic point of one of its components. By the above identi#cation Aut(U=K) can
be seen to act on V and as in the aQne case a -variety V is irreducible if and only
if its generics are conjugate by Aut(U=K), see [15].
If (V; Vi; fi) and (W;Wj; gj) are abstract -varieties then a map f:V →W is said to
be a morphism if f is continuous and for all i; j; gj ·f(f−1(Wj)∩Vi) is a morphism.
Any aQne -variety V becomes an abstract -variety by taking the covering of V
by itself.
By the product of two abstract -varieties (V; Vi; fi) and (W;Wj; gj) we mean the
-variety (V ×W;Vi×Wj; (fi; gj)).
1.8. Di5erential algebraic groups
As in algebraic geometry there are natural group objects associated with the Kolchin
topology. A di5erential algebraic group (-algebraic group) is a group, whose uni-
verse is an abstract -variety G, such that multiplication > :G×G→G and inversion
? :G→G are given by morphisms. G is an a=ne di5erential algebraic group, if its
underlying variety is aQne.
A -algebraic group G is connected if G has no proper closed subgroups of #nite
index, or equivalently if the underlying -variety of G is irreducible.
In the context of model theory there are other naturally occurring group objects,
namely the groups de3nable over K . A group G, de#nable over K , is connected if it
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has no proper de#nable subgroups of #nite index. One also has the notion of generic
elements of G which are simply elements of maximal Morley rank (over K).
Pillay shows in [12,15] that the two categories of di!erential algebraic groups and
of groups de#nable in di!erential #elds are in fact the same even with respect to #elds
of de#nition. Moreover, the notions of connectedness and of generic elements agree
for the two categories. In the future we will use whichever de#nition of -algebraic
group seems more convenient at that time.
As for aQne algebraic groups one can show that de#nable subgroups of aQne dif-
ferential algebraic groups are closed.
The following lemma comes from the theory of !-stable groups, see for instance [18].
Lemma 1.10. Let G be a -algebraic group. If g∈G is generic and h∈G is indepen-
dent from g, then g−1 and gh are also generic. Moreover any element of G is the
product of two generic elements.
We will make heavy use of results by Cassidy in [2]. One should note that the
objects de#ned in [2] as di!erential algebraic groups are what we have called aQne
di!erential algebraic groups. We will take care to only apply Cassidy’s results to aQne
-algebraic groups, in fact we will only apply them to U+ and U ∗.
2. The action of Aut(Aut(U )) on G(U )
In this section U will always denote a saturated di!erentially closed #eld of char-
acteristic zero and U− will be the pure #eld with underlying set U . All di!erential
#elds we mention will be -sub#elds of U .
Let A be a subset of U . The set of automorphisms of U that stabilize A point-wise
will be denoted by Aut(U=A). The set of automorphisms of U that stabilize A setwise
will be denoted by Aut(U={A}). We denote by AutG(U−={A}) the set of pure #eld
automorphisms that #x A setwise and induce automorphisms of the geometry G(U ),
or in other words preserve Dcl on U .
DclA will mean big di!erential closure over A and A-transcendental will stand for
di!erential transcendental over A. Similarly tpA(a=B) will mean tp(a=AB).
We call a subset A of U small if it is of cardinality less than U . Small subsets A
are well behaved insofar as every type in S(A) has a realization in U . Unfortunately
Dcl(A) is no longer small. We will work a lot with Aut(U=Dcl(A)), but at this point
it is not at all clear that Aut(U=Dcl(A)) is nontrivial for a small set A. The next part
will take care of this.
2.1. Some notes on automorphisms of di5erentially closed 3elds
2.1.1. Extending automorphisms
Lemma 2.1. Let K1⊆U be a di5erential 3eld. Suppose that f :K1→K26U is an
isomorphism of di5erential 3elds. Then for any element a∈ acl(K1)−K1 there exists
b∈ acl(K2)− K2 realizing f(tp(a=K1)).
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Proof. Let ma be the minimal polynomial of a over K1 and let b be a root of f(ma)
(b exists since U is algebraically closed). Since f(ma) is an irreducible algebraic
polynomial all roots of f(ma) are generic roots and hence f(ma) is the minimal
polynomial of b over K2. Clearly f(ma) is also the minimal polynomial of f(tp(a=K1))
and hence tp(b=K2)=f(tp(a=K1)).
Lemma 2.2. Let K1⊆U be a di5erential 3eld. Then any partial isomorphism
f :K1→K26U extends to an isomorphism f˜ : acl(K1)→ acl(K2).
The proof is a standard back and forth argument using Lemma 2.1 to extend partial
automorphisms.
Lemma 2.3. Let A1; : : : ; Al⊂U be subsets of U of cardinality less than U. Set L1 :=
〈Dcl(A1); : : : ;Dcl(Al)〉 and K1 :=L1〈ai : i∈ I〉, where {ai : i∈ I} is a subset of U of
cardinality less than U. Suppose f:K1→K2¡U is an isomorphism. Then for any
element a∈U − K1 there exists b∈U − K2 realizing f(tp(a=K1)).
Proof. If a is a -transcendental over K1 any -transcendental over K2 will satisfy our
requirements. If a is algebraic over K1, the result follows from Lemma 2.1.
Suppose now that a is -algebraic but not algebraic over K1. Let ma be the minimal
polynomial of a over K1 and set n to be the order of ma.
Set B1 := 〈A1 ∪ · · · ∪Al ∪{k ∈K1 : k a coeQcient of ma}∪ {ai : i∈ I}〉. Then B1 is
a subset of U of small cardinality such that tp(a=K1) does not fork over B1. Also
tp(a=acl(K1)) does not fork over K1 and hence by transitivity of forking tp(a=acl(K1))
does not fork over acl(B1). Now let f˜ be the extension of f to acl(K1) given by
Lemma 2.2. Let p1 be the stationary type tp(a=acl(B1)) and set p2 := f˜(p1).
Claim 1. p2 has a realization b in U .
Proof of Claim 1. By de#nition p2 is a type with parameters in acl(B2), where
B2 := f˜(B1). Note that f˜ is elementary by quanti#er elimination and hence p2 is
consistent. If U is uncountable then acl(B2) is a small subset of U and p2 has a
realization by saturation of U .
If U is countable we have to be a bit more careful. Let b be a realization of p2B2.
Now b realizes p2 if and only if it is a generic root of the minimal polynomial mp2
of p2 over B2. However mp2 =f(ma) and since the coeQcients of ma are in B1 it is
clear that the coeQcients of mp2 are in B2. So b is a generic root of mp2 over B2. Since
tp(b=acl(B2)) does not fork over B2 it follows that b has minimal polynomial mp2 over
acl(B2) and hence b realizes p2. This proves Claim 1.
Claim 2. tp(b=K2) does not fork over B2.
Proof of Claim 2. We know that tp(b=K2) does not fork over B2 if and only if the
minimal polynomial of b over B2 has the same order as the minimal polynomial of b
over K2. The minimal polynomial of b over B2 is f(ma) and it has order n. Suppose for
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a contradiction that tp(b=K2) forks over B2. Then there exists a -polynomial g∈K2{X }
of order less than n such that g(b)= 0. Let k1; : : : ; kt ∈K2 be the coeQcients of g.
Now K2 is the -#eld generated by L2 :=f(L1) and {bi : i∈ I}, where L2 :=〈Dcl(A′1);
: : : ;Dcl(A′l)〉, A′j :=f(Aj) for j=1; : : : ; l and bi :=f(ai) for all i∈ I . So there are
-polynomials g1; : : : ; gt ; h1; : : : ; ht ∈L2{Xi : i∈ I} (each gj; hj is a -polynomial in only
#nitely many of the Xi) such that k1 = g1( Pb)=h1( Pb); : : : ; kt = gt( Pb)=ht( Pb), where Pb is a
tuple enumerating {bi : i∈ I}. Let c1; : : : ; cs ∈L2 be all the coeQcients of g1 : : : ; gt ;
h1; : : : ; ht . There exist terms t1; : : : ; ts in elements of Dcl(A′1)∪ · · · ∪Dcl(A′l) such that
c1 = t1; : : : ; cs = ts. Let c′1; : : : ; c
′
r be all the elements of Dcl(A
′
1)∪ · · · ∪Dcl(A′l)
appearing in the terms t1; : : : ; ts. There exist -polynomials q1; : : : ; qr such that each
qj ∈A′i{X } for some i6l and q1(c′1)= 0; : : : ; qr(c′r)= 0.
Now regard t1; : : : ; ts as terms in the free variables c′1; : : : ; c
′
r . Further regard g1( Pb); : : : ;
gt( Pb); h1( Pb); : : : ; ht( Pb) as terms in the free variables c1; : : : ; cs with parameters Pb and
regard g(x) as a term in the free variables k1; : : : ; kt ; x.
We can now de#ne a formula
(x) := ∀k1 : : :∀kt∀c1 : : :∀cs∀c′1; : : : ; c′r[(
(q1(c′1) = 0 ∧ · · · ∧ qr(c′r) = 0)
∧
(t1 = c1 ∧ · · · ∧ ts = cs)
∧(
k1 =
g1( Pb)
h1( Pb)
∧ · · · ∧ kt = gt(
Pb)
ht( Pb)
))
→ g(x) = 0
]
:
This is a formula with parameters in A′1 ∪ · · · ∪A′l ∪{bi : i∈ I}⊆B2. Since g(b)= 0,
(x) is not contained in tp(b=B2)=f(tp(a=B1)). On the other hand consider f−1
((x))=:  (x), a formula with parameters in A1 ∪ · · · ∪Al ∪{ai : i∈ I}⊆B1. The
-polynomial f−1(g(X )) has order less than ma. So f−1(g(a)) =0 and hence  (x)∈
tp(a=B1), which implies (x)∈ tp(b=B2), a contradiction. Thus the claim is proved.
We can now prove the lemma from Claim 2. Since tp(b=K2) does not fork over
B2 also tp(b=acl(K2)) does not fork over acl(B2). By stationarity p2 = tp(b=acl(B2))=
f˜(tp(a=acl(B1))) has a unique nonforking extension to acl(K2). It therefore follows
that tp(b=acl(K2))= f˜(tp(a=acl(K1))) and in particular tp(b=K2)=f(tp(a=K1)).
Lemma 2.4. Let A1; A2; : : : ; Al⊂U be subsets of U of cardinality less than U. Set
L1 := 〈Dcl(A1); : : : ;Dcl(Al)〉 and K1 :=L1〈ai : i∈ I〉, where {ai : i∈ I} is a subset of U
of cardinality less than U. Then any partial automorphism f :K1→K2¡U extends
to a full automorphism of U.
Proof. Denote the cardinality of U by . Let D0 :=K1, I0 :=K2, U −D0 = {a : ¡}
and U − I0 = {b : ¡}, further de#ne D :=D0〈ai : i¡〉 and I := I0〈bi : i¡〉. We
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will construct by induction on  partial isomorphisms f with the following properties:
(1) f extends f> for all >¡¡,
(2) D⊆Dom(f), I⊆ Im(f) and
(3) trd(Dom(f))= trd(D), trd(Im(f))= trd(I) for all ¡.
Then f :=
⋃
¡ f is the desired automorphism in Aut(U ) extending f.
For =0 set f0 :=f. For  a limit ordinal we set f :=
⋃
i¡ fi.
Now suppose that f is constructed. If a ∈Dom(f) we are done. Otherwise use
Lemma 2.3 to #nd c∈U − Im(f) such that f(tp(a=Dom(I)))= tp(c=Im(f)).
Extend f to f′+1 by setting f
′
+1(a)= c. Then extend f
′
+1 to the whole of
Dom(f)〈a〉. Similarly if b =∈ Im(f′+1) #nd d∈U − Dom(f′+1) such that
tp(b=Im(f′+1))=f
′
+1(tp(d=Dom(f
′
+1))). Now extend f
′
+1 to f+1 by setting
f+1(d)= b. It is then clear how to extend f+1 to Dom(f′+1)〈d〉.
Corollary 2.5. Let A⊂U be a small subset of U. Then Aut(U=Dcl(A)) acts transi-
tively on U −Dcl(A). In particular Aut(U=Dcl(A)) is nontrivial.
Proof. Let a; b∈U − Dcl(A). Then a and b have the same type over Dcl(A). So we
can de#ne an isomorphism f : Dcl(A)〈a〉→Dcl(A)〈b〉 by setting f(a)= b and f(c) := c
for all c∈Dcl(A). By Lemma 2.4 f extends to an automorphism of U and we are
done.
Corollary 2.6. Let K1; K2; K3 be -sub3elds of U of small -transcendence degree
such that Ki =Dcl(Ki) for i=1; 2; 3. Suppose that Pk2; Pk3 are tuples enumerating
K2; K3, respectively, such that tp(Pk2=K1)= tp(Pk3=K1). Then there exists an automor-
phism f∈Aut(U=K1) such that f(Pk2)= Pk3.
Proof. Since tp(Pk2=K1)= tp(Pk3=K1) there is a -#eld isomorphism g :K1〈Pk2〉→K1〈Pk3〉
that is the identity on K1. This isomorphism then extends to the whole of U by
Lemma 2.4.
2.1.2. Automorphism that stabilize all Dcls
Next we present the di!erential analogue of a theorem of Lascar [8].
Lemma 2.7. Let K be a -sub3eld of U of small -transcendence degree and let  be
a pure 3eld automorphism in AutG(U−={Dcl(K)}) such that (x)∈DclK (x) for all
K -transcendentals x. If (a)= a for one K -transcendental a, then  is the identity
(see Lemma 2 of [8]).
Proof. Let b be K -independent from a. Then (b)∈DclK (b) and so is (b) − b.
Moreover (a+b)= a+(b) and so a+(b)∈DclK (a+b), and so is (a+(b))− (a+
b)= (b) − b. So c := (b) − b is contained in DclK (b) and in DclK (a + b). Since a
and b are K -independent this means that c∈Dcl(K). Similarly, (ab)− ab∈Dcl(K).
But (ab)= a(b)= ab + ac, and so ac∈Dcl(K). Since a is a K -transcendental this
means that c=0 and thus  is the identity on U − Dcl(K) and hence on U .
16 R. Konnerth / Annals of Pure and Applied Logic 118 (2002) 1–60
Corollary 2.8. Let K be as in Lemma 2:7 and let ; A∈AutG(U−={Dcl(K)}). Assume
further that (x)∈DclK (x) for all K -transcendentals x. (This time we do not assume
that  3xes a K -transcendental). Then the following hold:
(1) if A(a)= A(a) for one K -transcendental a, then  commutes with A;
(2) if A 3xes both a, (a) for one K -transcendental a, then A= A.
Proof. (1) Let  := −1A−1A. Then  #xes a and (x)∈DclK (x) for all K -transcen-
dentals x. By Lemma 2.7  is the identity and so A= A.
(2) Note that A(a)= A(a).
Proposition 2.9. Let K be a -sub3eld of U of small -transcendence degree and let
 be a pure 3eld automorphism in AutG(U−={Dcl(K)}) such that (x)∈DclK (x) for
all K -transcendentals x. Then  is the identity on U.
Proof. Let A be a -transcendence base of K and let a; b be independent K -transcen-
dentals. So a is K -independent from (b), and (a) is from K -independent b and
(b). By Lemma 2.4 there is a Aa′ ∈Aut(U=A) mapping (a) to any realization a′ of
tp((a)=A; b; (b); a) and #xing b; (b); a. Since Aa′ #xes both b; (b), it commutes with
. Now, since Aa′ #xes a, it must also #x (a), which means that a′= (a), and hence
tp((a)=A; b; (b); a) has only one realization, namely (a). It follows that
(a) ∈ dcl(A; a; b; (b)):
So by elimination of quanti#ers there is a rational di!erential function f with param-
eters in K such that
(a) = f(a; b; (b)):
Now let c be any K -transcendental not in DclK (b). Then c is (like a) a K -transcen-
dental over (b; (b)) and there is an automorphism A∈Aut(U=K) #xing (b; (b)) and
mapping a to c. By Corollary 2.8 A commutes with . So
(c) = A(f(a; b; (b))) = f(A(a); b; (b)) = f(c; b; (b)):
This means that
(a) = f(a; b; (b)) (3)
for all K -transcendentals a not in DclK (b).
We can regard g(x) :=f(x; b; (b)) as a rational di!erential function from U ∗ into
U ∗ such that g(xy)= g(x)g(y) for all x; y K -transcendental over 〈b; (b)〉.
Proposition 6 of [2] then implies that g is indeed an everywhere de#ned rational dif-
ferential function g :U ∗→U ∗. By Proposition 34 of [2] g is of the form x→ xm for
some m∈N. Now g and  agree on the K -transcendentals over 〈b; (b)〉. It follows
that g(x)= (x) for all x∈U ∗ and hence (x)= xm for all x∈U . Since  is also ad-
ditive it follows that m=1 and (x)= x for all x∈U . This ends the proof of the
proposition.
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2.2. The main theorem
De#ne
H0 := {Aut(U=Dcl(K)) : K is a #nitely generated -sub#eld of U}:
We will show the following.
Theorem 2.10. Let U be a saturated di5erentially closed 3eld of cardinality + =2;
where  is an in3nite regular cardinal. Then the set H0⊆P(Aut(U )) is 3xed setwise
by Aut(Aut(U )).
The bulk of the work in the proof is to produce a class PH, of subgroups of Aut(U )
that is invariant under Aut(Aut(U )) such that each element of PH has a ‘support’ and
such that PH contains the following class:
H1 := {Aut(U={Dcl(K)}) : K a #nitely generated -sub#eld of U}:
Denition 2.11. Let H6Aut(U ). We call a -sub#eld Dcl(k) of U a support of H if
Dcl(k) has #nite -transcendence degree and
Aut(U=Dcl(k)) ⊆ H ⊆ Aut(U={Dcl(k)}):
Supports are unique, indeed let K1 :=Dcl(k1) and K2 :=Dcl(k2) be supports of H . Then
Aut(U=K1)⊆H ⊆Aut(U={K2}). Now if K2*K1 there exist a∈K2 − K1 and b∈U −
(K2∪K1). By Corollary 2.5 a and b are conjugate by an automorphism f∈Aut(U=K1).
But then clearly f =∈Aut(U={K2}). It follows that K2⊆K1, and similarly K1⊆K2.
Theorem 2.10 then follows from the next proposition if we can produce a class PH
as in the proposition.
Proposition 2.12. Let U be a saturated di5erentially closed 3eld. Suppose that there
is a class PH of subgroups of Aut(U ) such that
• PH is invariant under Aut(Aut(U ));
• each element H of PH has a support,
• PH contains H1.
Then H0 is invariant under Aut(Aut(U )).
2.2.1. Proof of Proposition 2.12
Lemma 2.13. Let k be the algebraic closure of a 3nite subset of U and H∈ PH such
that H6Aut(U={Dcl(k)}). Then Dcl(k) is a support of H if and only if⋂
g∈Aut(U={Dcl(k)})
gHg−1 = {e}:
Proof. Suppose #rst that Dcl(k) is a support of H . So we have Aut(U=Dcl(k))6H .
For g∈Aut(U={Dcl(k)}) we have
gAut(U=Dcl(k))g−1 = Aut(U=gDcl(k))
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and thus ⋂
g∈Aut(U={Dcl(k)})
gAut(U=Dcl(k))g−1 = Aut(U=Dcl(k)) = {e}:
Conversely if Dcl(k) is not a support of H , let Dcl(k1) be a support. We have
Aut(U=Dcl(k1))6 H 6 Aut(U={Dcl(k)})
and hence Dcl(k)⊂Dcl(k1). The inclusion is strict, since otherwise Dcl(k) would be
a support.
We will show⋂
g∈Aut(U={Dcl(k)})
gAut(U={Dcl(k1)})g−1 = {e}
or equivalently⋂
g∈Aut(U={Dcl(k)})
Aut(U={gDcl(k1)}) = {e}:
Let {a1; : : : ; an} be a -transcendence basis of k1 over k. De#ne k2 as the algebraic
closure of k〈a1; : : : ; an−1〉.
Claim. For each f∈⋂g∈Aut(U={Dcl(k)}) Aut(U={gDcl(k1)}) and each b∈U; f(b)∈
Dclk2 (b).
Case 1 (b∈Dcl(k2)): There is a g∈Aut(U={Dcl(k)}) such that gDcl(k1)∩Dcl(k1)
=Dcl(k2) (g #xes a1; : : : ; an−1 and maps an to something outside Dcl(k2)). So f sta-
bilizes Dcl(k2).
Case 2 (b =∈Dcl(k2)): There is a g∈Aut(U={Dcl(k)}) such that g(ai)= ai for i=
1; : : : ; n − 1 and g(an)= b. Then gDcl(k1)=Dcl(k〈a1; : : : ; an−1; b〉)=:K3, and since f
stabilizes K3 we get f(b)∈K3 and the claim is proved.
By Proposition 2.9 f is the identity.
Let K0 :=Dcl(∅). Lemma 2.13 implies in particular that H ∈ PH does not contain
Aut(U=K0) if and only if
⋂
g∈Aut(U ) gHg
−1 = e; that is, H is core free. On the other
hand if H ∈ PH does not contain Aut(U=K0) then it has a support Dcl(k) distinct from
K0 and we have H6Aut(U={Dcl(k)})¡Aut(U ). Moreover if Dcl(k) =Dcl(k1) then
Aut(U={Dcl(k)})*Aut(U={Dcl(k1)}). So H1 − Aut(U ) is the set of maximal core
free elements of PH, and is therefore left #xed by Aut(Aut(U )).
Let
F := {(H;Aut(U={Dcl(k)})) : H ∈ PH; k #nitely generated;
H 6 Aut(U={Dcl(k)});Dcl(k) a support of H}:
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By Lemma 2.13 F is left #xed by Aut(Aut(U )) and the same is true for the class

⋂
(H;H1)∈F
H : H1 ∈H1

 :
For H1 =Aut(U={Dcl(k)})∈H1 we know that Aut(U=Dcl(k))⊆
⋂
(H;H1)∈F H and
since for a∈Dcl(k) − k; Dcl(k) supports Aut(U=k〈a〉) the converse is also true, and
so the last class is exactly
{Aut(U=Dcl(k)) : k a #nitely generated -sub#eld of U} =H0
and Proposition 2.12 is proved.
So in order to complete the proof of Theorem 2.10, we have to #nd a class PH with
the required properties.
2.3. Construction of PH
The reader might have noticed that in contrast to Theorem 2.10 Proposition 2.12
has no restrictions on the cardinality of U . We are, however, only able to produce PH
for U of cardinality + =2 for some in#nite regular cardinal . The main ingredients
in the construction are the Small Index Property, which at the moment is only proved
for uncountable models of DCF0, and the Support Lemma, which also only works for
uncountable U .
Denition 2.14. Suppose that H is a subgroup of Aut(U ). We say that H has small
index if the index of H in Aut(U ) is at most the cardinality of U .
We state next a theorem of Lascar and Shelah [9], the #rst main ingredient in our
proof.
Theorem 2.15 (The Small Index Property). Suppose that U has uncountable cardi-
nality A= A¡A. Let H be a subgroup of Aut(U ) of small index. Then there exists a
small subset A of U such that Aut(U=A) is contained in H .
Note that if U has cardinality + =2 then U satis#es the hypothesis of the theorem.
2.3.1. Preparations
Lemma 2.16. Let K1 be a -sub3eld of U of 3nite -transcendence degree and let
K2 be any algebraically closed -sub3eld of U. Then
Aut(U=K2) ⊆ Aut(U={Dcl(K1)})
if and only if there exists a 3nite tuple Pb∈K2 such that Dcl( Pb)=Dcl(K1).
Proof. The direction ‘⇐’ is clear.
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Conversely assume that Aut(U=K2)⊆Aut(U={Dcl(K1)}). Let Pa := (a1; : : : ; an) be a
-transcendence basis of K1. It is clear that Pa∈Dcl(K2). Let p := tp( Pa=K2) and let
B :=Cb(p), the canonical base of p. Since DCF0 has elimination of imaginaries B⊆K2.
Then p does not fork over B. Further since DCF0 is !-stable there exists a #nite tuple
Pb∈B such that pB does not fork over Pb. Transitivity of nonforking now implies that
p d.n.f over Pb.
Claim. Pa∈Dcl( Pb).
Otherwise we can assume without loss of generality that a1 =∈Dcl( Pb). Now we have
Pa |ˆ PbK2, so it follows that a1 =∈Dcl(K2〈 Pb〉), a contradiction. This proves the claim.
Let
A := {f( Pa) :f ∈ Aut(U=K2)};
the set of realizations of p. By choice of Pb any automorphism of U that stabilizes A
must #x Pb and hence we have Pb∈dcl(A)⊆Dcl(A).
Now
Aut(U=K2) ⊆ Aut(U={Dcl(K1)}) = Aut(U={Dcl( Pa)})
implies that Dcl(A)=Dcl( Pa) and so Pb∈Dcl( Pa). The claim now gives Dcl( Pb)=Dcl( Pa)
=Dcl(K1) and the lemma is proved.
Next we state a theorem of Pillay [11] that will be important for us. Let T be a
complete superstable theory. Let M be a saturated model of T of cardinality E¿|T |+.
We will write RU ( Pa=A) instead of RU (tp( Pa=A)).
Denition 2.17. Let A⊆M and let  be an ordinal. De#ne
cl(A) := {a ∈ M eq : RU (a=A) ¡ !}:
The Lascar inequality
RU ( Pa=A Pb) + RU ( Pb=A)6 RU ( Pa Pb=A)6 RU ( Pa=A Pb)⊕ RU ( Pb=A)
implies that cl(·) is transitive, that is if b1; : : : ; b1 ∈ cl(A) and c∈ cl(b1; : : : ; bn) then
c∈ cl(A). For completeness we set !−1 = 0 and cl−1(A)= ∅.
Remark. If we take our U to be the M in the above de#nition and set =1 then
cl(A) is nothing else than Dcl(A).
In [11] Pillay proves the following theorem.
Lemma 2.18 (Support Lemma). Let T be superstable, and Aut(M=A)6H6Aut(M),
where A is the algebraic closure (in Meq) of a 3nite set. Then there are B⊆A; B the
algebraic closure of a 3nite set, and  such that !6RU (B)¡!+1 and Aut(M=B)6H
6Aut(M={cl(B)}).
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Remark 2.19. Let K the algebraic closure of a #nite set and H6Aut(U ), such that
Aut(U=K)6H . By Lemma 2.18 there are L⊆K; L the algebraic closure of a #nite
set, and an ordinal  such that !6U (L)¡!+1 and Aut(U=L)6H6Aut(U={cl(L)}).
Since we are working in DCF0 there are only two possibilities for ; (=0) or (=1).
In the #rst case L is contained in Dcl(∅) and cl is algebraic closure. In particular
Aut(U=Dcl(∅))6 H 6 Aut(U={Dcl(∅)}) = Aut(U ):
In the second case cl is big di!erential closure, and
Aut(U=Dcl(L))6 H 6 Aut(U={Dcl(L)}):
So by the Support Lemma, if H6Aut(U ) contains Aut(U=K), where K is the algebraic
closure of a #nite set, then H has a support in the sense of De#nition 2.11.
2.3.2. The 3nal steps in the construction of PH
In this section U will always have cardinality + =2 for some regular in#nite
cardinal .
De#ne
H := {H 6 Aut(U ) : H is of small index in Aut(U )}
and
H2 := {Aut(U=K) : K a saturated -closed sub#eld of U of cardinality }:
Remark 2.20. The condition + = |U |=2 is needed in order to make sure that the el-
ements of H2 are of small index. Indeed, let G :=Aut(U=K)∈H2. Then g; h∈Aut(U )
are in the same G-coset if and only if g K = h K: That means that the index
of G in Aut(U ) is the number of distinct images of K under Aut(U ) which is
|U ||K|=(+)¿2. On the other hand (+)6(2) =2 and hence G has index 2
in Aut(U ):
The next two lemmas are the di!erential analogues of Lemmas 11 and 12 in [4].
Also see [8] for more background on automorphism groups of saturated structures.
Lemma 2.21. H2 is the unique subset of H satisfying the following 3 conditions:
(1) All elements of H2 are conjugate;
(2) H2 is closed under decreasing intersections of length ;
(3) If H ∈H, then there exists H ′∈H2 such that H ′6H .
Proof. We #rst check that H2 satis#es the three properties: #rstly all saturated
-sub#elds of U of cardinality  are conjugate by an automorphism in Aut(U ). The
second condition follows from the fact that if Ki is a saturated -sub#eld of U of
cardinality  for i¡ and Aut(U=K0)¿Aut(U=K1)¿ · · · ; then K06K16 · · · and
⋂
i¡
Aut(U=Ki) = Aut
(
U
/⋃
i¡
Ki
)
:
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We need to verify that L :=
⋃
i¡ K
i is a saturated di!erentially closed #eld of cardi-
nality . The only property that is not immediate is saturation. So let A be a subset
of L of cardinality less than  and p∈ S(A). By the regularity of  there is i¡ such
that A⊆Ki. Then Ki⊆L contains a realization of p.
The third property follows from the small index property (see Theorem 2.15).
Assume now that G⊆H satis#es the three conditions. We have to show that G=H2.
By condition (1), it suQces to show that G and H2 intersect. Using condition (3), we
can inductively construct subgroups Hi and Gi for i¡ such that Hi ∈H2 and Gi ∈G
and H0¿G0¿H1¿G1¿ · · ·¿Hi¿Gi¿ · · · :
The construction is clear at successor stages. Suppose now that F is a limit ordinal
and that Hi; Gi are constructed for i ¡ F. We then have⋂
i¡F
Hi =
⋂
i¡F
Gi:
Let Ki be such that Hi =Aut(U=Ki). Set K :=
⋃
i¡F Ki. Then Aut(U=K)⊆Gi for each
i¡F and Aut(U=K) has small index. By condition (3) there exists HF ∈H2 such that
HF ⊆ Aut(U=K) ⊆
⋂
i¡F
Gi =
⋂
i¡F
Hi:
The existence of GF follows from (3).
Now having constructed Hi; Gi for i¡ we see by (2) that⋂
i¡
Hi =
⋂
i¡
Gi ∈H2 ∩ G:
Note that Lemma 2.21 implies that H2 is #xed by any ∈Aut(Aut(U )). We now
de#ne
H3 := {Aut(U=K) : K the algebraic closure of a #nite subset of U}
and
H4 := {H ∈H : H contains an element of H3}:
Moreover, let H5 be the class of subgroups H of Aut(U ) of small index that satisfy
the following condition:
• If X= {Hi : i¡>} is a subset of cardinality at most  of H2 whose elements form
a decreasing sequence (under inclusion) such that
⋂
X⊆H , then there exists i¡>
such that Hi⊆H .
Remark. Let X be a subset of H2 as above. Let K:= {Ki : Aut(U=Ki)=Hi; i¡>}.
ThenK is an increasing sequence of saturated -closed sub#elds of U of cardinality .
Clearly H5 is left #xed by elements of Aut(Aut(U )). The next lemma puts H5 into
relation with H4 and H1.
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Lemma 2.22. The classes of subgroups of Aut(U ) de3ned above satisfy the following.
H1 ⊆H5 ⊆H4:
Proof. We have to show that every H ∈H1 satis#es the de#ning condition of H5 and
that every H ′ satisfying the condition lies in H4.
Suppose #rst that H ∈H1 and X= {Hi : i¡>} is a decreasing sequence of elements
of H2 such that
⋂
X⊆H . Let k be a #nitely generated -sub#eld of U such that
H =Aut(U={Dcl(k)}). The hypothesis of the condition tells us that ⋂X⊆Aut(U={Dcl
(k)}). By Lemma 2.16 there is a #nite tuple Pb∈⋃K such that Dcl(k)=Dcl( Pb). Since
K is an increasing sequence, there is an element Ki of K such that Pb⊆Ki. Using
Lemma 2.16 again we see that Aut(U=Ki)⊆H .
Assume now that H is an element of H5. We have to #nd a #nitely generated
algebraically closed -sub#eld K of U such that Aut(U=K)⊆H . The existence of such
a -sub#eld follows from Fact 3:4 of [7]. This ends the proof of the lemma.
By Remark 2.19 every group in H4 has a support hence by Lemma 2.22 the same
is true for elements of H5. So we can take H5 for PH and thus conclude the proof of
Theorem 2.10.
2.3.3. An alternative to the Support Lemma
We have remarked before that proof of the Support Lemma only works for uncount-
able U . We will now present an alternative way of producing supports for H4 that
also works in the countable case.
Lemma 2.23. Let K0; K1; K2 be -sub3elds of U of small -transcendence degree such
that Ki =Dcl(Ki) for i=0; 1; 2. Suppose that K1; K2 are independent over K0 and
K0⊆K1 ∩K2. Then
〈Aut(U=K1); Aut(U=K2)〉 = Aut(U=K0):
Proof. The direction “⊆” is trivial.
Conversely, let g∈Aut(U=K0). Suppose #rst that K2 and gK1 are independent over
K0. Then tp(K1=K2) and tp(gK1=K2) are both nonforking extensions of the stationary
tp(K1=K0)= tp(gK1=K0), and hence tp(K1=K2)= tp(gK1=K2).
By Corollary 2.6 there is a h∈Aut(U=K2) such that h−1g∈Aut(U=K1), and we
are done.
We return now to the general case. Let >¡|U | be the -transcendence degree
of K2 over K0. Let {ci : i¡>} be -independent over Dcl(gK1 ∪K1 ∪K2) and set
K3 :=Dcl(K0 ∪{ci : i¡>}). By Corollary 2.5 there is an automorphism f∈Aut(U=K0)
that takes a -transcendence basis of K2 to {ci : i¡>}. Then f must take K2 to
Dcl(K0 ∪{ci : i¡>}) and hence tp(K2=K0)= tp(K3=K0). We also have K3 |ˆ K0K1 and
by hypothesis K2 |ˆ K0K1. The stationarity of tp(K2=K0) now implies tp(K2=K1)=
tp(K3=K1). Then K2 and K3 are conjugate over K1, and thus Aut(U=K3)6〈Aut(U=K1);
Aut(U=K2)〉. Moreover, by the choice of K3; K3 and gK1 are independent over K0. We
can now replace K2 by K3 and use the previous case to #nish the proof.
24 R. Konnerth / Annals of Pure and Applied Logic 118 (2002) 1–60
Lemma 2.24. Let K0; K1; K2 be -sub3elds of U of small -transcendence degree such
that Ki =Dcl(Ki) for i=0; 1; 2. Suppose that K0 =K1 ∩K2 and that K1 and K2 are
of 3nite -transcendence degree over K0. Then
〈Aut(U=K1); Aut(U=K2)〉 = Aut(U=K0):
Proof. Let n1; n2; n3 be the -transcendence degrees of K1; K2;Dcl(K1 ∪K2) over K0,
respectively. The proof will be by induction on m= n1 + n2− n3. If m=0 then K1 and
K2 are independent over K0 and the result follows from Lemma 2.23.
Claim. Let L0; L1; L2 be -closed sub3elds of U such that Li =Dcl(Li), for i=0; 1; 2
and L0 =L1 ∩L2. Let a be a 3nite sequence of elements of U which is -independent
over L1 ∪L2. Then
Dcl(L1 ∪ {a}) ∩Dcl(L2 ∪ {a}) = Dcl(L0 ∪ {a}):
Proof of Claim. By induction, it is enough to prove the claim for the case where a is
a single element. Let Pc1; Pc2 be -transcendence bases of L1; L2 over L0, respectively.
Assume that ∈Dcl(L1 ∪{a})∩Dcl(L2 ∪{a}) but  ∈Dcl(L0 ∪{a}). Let p1(x; a; Pz1)
and p2(x; a; Pz2) be polynomials of minimal order and degree with coeQcients in L0
such that p1(; a; Pc1)= 0 and p2(; a; Pc2)= 0. Consider the set of elements y such that:
• the order or degree in x of both p1(x; y; Pc1) and p2(x; y; Pc2) is positive,
• the order or degree in Pz1 of p1(x; y; Pz1) is positive,
• p1(x; y; Pc1) and p2(x; y; Pc2) have a common root.
This set is de#nable over L0 ∪{ Pc1}∪ { Pc2} and it contains an element (namely a) that is
-independent from L0 ∪{ Pc1}∪ { Pc2}. By the Specialization Lemma there exists b∈L0
satisfying the conditions. Let A be a common root of p1(x; b; Pc1) and p2(x; b; Pc2) such
that p1(x; b; Pz1) is of positive order or degree in Pz1. Then A∈L1 ∩L2 but A ∈L0, since
then Pc1 would be -dependent over L0. This is a contradiction.
We now return to the proof of the lemma. Let (a1; : : : ; an1 ) and (b1; : : : ; bn2 ) be
-transcendence bases of K1; K2 over K0, respectively. We can assume that b1; : : : ; bm are
-algebraic over K0 ∪{a1; : : : ; an1 ; bm+1; : : : ; bn2}. Let cm+1; : : : ; cn2 be -independent over
K1 ∪K2. By Corollary 2.5 there is an automorphism ∈Aut(U=K1) mapping (bm+1; : : : ;
bn2 ) to (cm+1; : : : ; cn2 ). Set K
′
2 := K2 and (c1; : : : ; cm) := (b1; : : : ; bm). Clearly Aut(C=K
′
2)
⊆〈Aut(U=K1)∪Aut(U=K2)〉. By choice of K ′2 we have
K ′2 |ˆ K1K2
and hence K2 ∩K ′2⊆K1, which implies K2 ∩K ′2 =K0. So it is enough to show that
〈Aut(U=K ′2);Aut(U=K2)〉 = Aut(U=K0):
Now c1∈Dcl(K1 ∪{cm+1; : : : ; cn2}) but c1 =∈Dcl(K0 ∪{cm+1; : : : ; cn2}). By the claim
Dcl(K1 ∪ {cm+1; : : : ; cn2}) ∩ Dcl(K2 ∪ {cm+1; : : : ; cn2})
= Dcl(K0 ∪ {cm+1; : : : ; cn2}):
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Hence c1 =∈Dcl(K2 ∪{cm+1; : : : ; cn2}) and so the -transcendence degree of K2 ∪K ′2 over
K0 is at least 2n2 − m + 1 and we may apply the induction hypothesis to #nish the
proof.
Corollary 2.25. Let U be a saturated di5erentially closed 3eld. As aboveH4 is de3ned
as
H4 := {H ∈H : H ⊇ Aut(U=K) for some K;
the algebraic closure of a 3nite set}:
Then every H∈H4 has a support.
Proof. Let K be the algebraic closure of a #nite set such that Aut(U=K)⊆H .
Then clearly also Aut(U=Dcl(K))⊆H . Now let L=Dcl(L) be minimal such that
Aut(U=Dcl(L))⊆H . Such an L exists by Lemma 2.24 in fact
L =
⋂
Aut(U=Dcl(M))⊆H
Dcl(M):
Claim. L is a support of H.
Proof of the Claim. We have to show that H⊆Aut(U={L}). Suppose otherwise, then
there is f∈H such that f(L) =L, and so L0 :=L∩f(L) is a strict subset of L. On
the other hand H ⊇fAut(U=L)f−1 =Aut(U=f(L)) and hence by Lemma 2.24 also
Aut(U=L0)⊆H . This contradicts the minimality of L. Thus as claimed L is a support
of H .
So we now have a way of producing supports in the countable case. Theorem 2.10
would now follow for countable U if countable models of DCF0 had the small index
property. Then H4 would be nothing else but the set of all subgroups of Aut(U ) of
small index, which is clearly invariant under Aut(Aut(U )) and contains H1. So H4
could be chosen for PH. Note that not the full force of the small index property is
needed. It would be enough to know that for every H6Aut(U ) of small index there
is a #nite set A⊆U such that Aut(U=Dcl(A))6H . The proof of Corollary 2:25 would
then provide supports for all groups of small index. So far, however, we have not
been able to prove the small index property for countable U . Attempts to prove the
weaker version mentioned above have also been unsuccessful. So the countable case
of Theorem 2.10 remains open.
3. The automorphism group of G(U=K)
In this section K will always be a small di!erentially closed sub#eld of U: Dcl(·)
will always mean DclK (·). Further rk is the same as di!erential transcendence degree
over K .
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The aim of this section is to prove the following theorem.
Theorem 3.1. Let U be a saturated di5erentially closed 3eld and K an di5erentially
closed small sub3eld of U. Then each automorphism of G(U=K) is induced by a 3eld
automorphism of U.
The proof of this theorem is along the lines of [3], where the analogous theorem
for algebraically closed #elds was proved. Some of the proofs can be taken directly
from that paper (after making some obvious changes). The remaining parts, where the
proofs in the di!erential case are not just transcriptions of the pure #eld proofs rely
heavily on results of Cassidy in [2].
However, there is a di!erence with the pure #eld case. In the category of alge-
braically closed #elds each automorphism of the geometry is induced by an automor-
phism in the category. This is not the case here. In our case automorphisms of the
di!erential #eld U do not account for all automorphisms of the geometry G(U=K).
Indeed if c∈Dcl(Q) then ′ := c is a derivation on U that induces the same clo-
sure operation on U as . Hence ′ also induces the same geometry, and all auto-
morphisms of the di!erential #eld (U; ′) induce automorphisms of G(U=K), which by
Proposition 2.9 are distinct from those induced by Aut(U=K). This means that
Theorem 3.1 is the best result possible.
We will treat this in more detail in Section 4.
3.1. 3-point con3gurations
First we prove a lemma of a very technical nature that will be very helpful in
characterizing certain 3-point con#gurations of G(U=K).
Lemma 3.2. Let (G1;×); (G2;⊗) be Dcl(K)-de3nable connected di5erential algebraic
groups of rank at least one. Suppose there exist generic elements x1; y1∈G1 and
elements x2; y2∈G2 such that Dcl(x1) |ˆ Dcl(K)Dcl(y1); x1×y1 is generic and
x2 ∈ Dcl(x1); y2 ∈ Dcl(y1); x2 ⊗ y2 ∈ Dcl(x1 × y1):
Then there exists a di5erential algebraic group H˜ and a Dcl(K)-de3nable homomor-
phism 1∈Hom(G1; H˜) and Dcl(K)-de3nable surjective 2∈Hom(G2; H˜) such that
1(t1 × x1) = 2(t2 ⊗ x2)
for all t−1i := (xi); where ∈Aut(U=Dcl(K)〈x1 × y1; x2⊗y2〉) such that
((x1); (x2)) |ˆ Dcl(K)(x1; x2) ˆ(y1; y2):
Furthermore ker(2)⊆Dcl(K) and if Dcl(y2)=Dcl(y1) then also ker(1)⊆Dcl(K).
Proof. Let G :=G1×G2 and let B be the Aut(U=Dcl(K))-orbit of (y1; y2) in G. Let
H := {g∈G : for some b∈B with g |ˆ Dcl(K)b we have gb∈B}.
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We make several claims about H .
(1) H is a subgroup of G. Note that by Lemma 2.4 and the stationarity of the type
de#ning B, if b1; b2∈B are such that g |ˆ Dcl(K)b1 and g |ˆ Dcl(K)b2 then b1; b2 are in
the same Aut(U=Dcl(K)〈g〉)-orbit. Thus, if gb∈B for some b∈B with g |ˆ Dcl(K)b,
then gb∈B for all b∈B with g |ˆ Dcl(K)b. Let h; g∈H and choose b |ˆ Dcl(K)h gˆ.
Then gb∈B and gb |ˆ Dcl(K)h: The last statement needs justi#cation. In order to
show that tp(gb=Dcl(K)h) does not fork over Dcl(K) we will show
tp(gb=Dcl(K)g ˆh) does not fork over Dcl(K)
and then use transitivity of nonforking.
We show that q := tp(gb=Dcl(K)g hˆ) is de#nable over Dcl(K). Let (x; Pk; g; h)
∈ q. Since multiplication in G is Dcl(K)-de#nable there is a formula  (y; z; Ps; g; h;
Pk ′) such that U |=  (b; g; Pl; g; h; Pk ′)⇔U |=(gb; Pl; g; h) for all Pl∈Dcl(K). Since
tp(b=Dcl(K)g hˆ) d.n.f over Dcl(K) there is a formula d (z; z′; Ps; Pt) with parameters
in Dcl(K) such that U |=d (g; h; Pl; Pk ′)⇔U |=  (b; g; Pl; g; h; Pk ′)⇔U |=(gb; Pl; g; h)
and so d (z; z′; Ps; Pk ′) is the de#ning formula for  over Dcl(K). Thus tp(gb=Dcl
(K)gˆ h) is de#nable over Dcl(K). We can now return to our main proof.
Since gb |ˆ Dcl(K)h we have h(gb)∈B which means hg∈H . If h∈H and
h |ˆ Dcl(K)b. then also h
−1 |ˆ Dcl(K)b, so by the above b
′ := hb∈B and b′ |ˆ Dcl(K)h−1.
Hence h−1b′= b∈B and h−1 ∈H .
(2) H is Dcl(K)-de#nable. Firstly, it is clear that B is type-Dcl(K)-de#nable, by p
say, since B is a Aut(U=Dcl(K))-orbit. Next examining the de#nition of H we see
that
H ′ := {(h; b) : h ∈ G; b ∈ B such that h |ˆ Dcl(K)b and hb ∈ B}
is type-Dcl(K)-de#nable. Indeed, G is Dcl(K)-de#nable, B is de#ned by p, so
what remains to be shown is that h |ˆ Dcl(K)b, or in other words tp(b=Dcl(K)h)
d.n.f over Dcl(K), is expressible by a type over Dcl(K). Now tp(b=Dcl(K)) := r
is stationary, so r has a unique nonforking extension r′ to Dcl(K)h. Every formula
(x; Py) is thus de#nable by a formula d( Py) that depends only on r and not on
b. Hence b∈B satis#es
F(x) := {(x; Pk)↔ d( Pk) : for all formulas (x; Py) and all Pk ∈ Dcl(K)h}
if and only if b |ˆ Dcl(K)h. So we have established that H
′ is type-Dcl(K)-de#nable,
by q(x; y) say. Note that we can assume that q is closed under conjunctions.
Compactness now implies that
H = {g ∈ G : g realizes s(x) := {∃y((x; y)) :(x; y) ∈ q(x; y)}}
and so H is a type-Dcl(K)-de#nable group. Now by Lemma 2.1.18 of [18] a type
de#nable subgroup H of a stable group G is the intersection of de#nable subgroups
of G (over the same parameters as those used to type de#ne H). In our case G
is !-stable and so by the chain condition for !-stable groups (see 1:0:10 of [18])
H is indeed the intersection of only #nitely many de#nable subgroups of G and
thus H itself is de#nable over Dcl(K).
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(3) Let ∈Aut(U=Dcl(K)〈x1 × y1; x2⊗y2〉) be such that for t−1i := (xi) we have
(t1; t2) |ˆ Dcl(K)(x1; x2) ˆ(y1; y2):
Note that such  exist by Corollary 2.5. Then (t1× x1; t2⊗ x2)∈H .
We have
(x−11 × (x1 × y1); x−12 ⊗ (x2 ⊗ y2)) = (y1; y2) ∈ B:
Applying  we get
(t1 × (x1 × y1); t2 ⊗ (x2 ⊗ y2)) ∈ B:
Now by choice of (t1; t2) we have (t1; t2) |ˆ Dcl(K)(x1; x2) ˆ(y1; y2) and hence
(t1; t2) |ˆ Dcl(K)(x1 ; x2) (y1; y2): Also by hypothesis (x1; x2) |ˆ Dcl(K)(y1; y2). It then
follows by forking calculus that (t1; t2) ˆ(x1; x2) |ˆ Dcl(K)(y1; y2). Since multiplication
in G1 and G2 is Dcl(K)-de#nable it follows that (t1× x1; t2⊗ x2) |ˆ Dcl(K)(y1; y2)
and so by the de#nition of H we get (t1× x1; t2⊗ x2)∈H .
(4) Let G1 :H →G1 be the projection onto the #rst coordinate. Then G1 is surjective. By
the above t1× x1 ∈ G1(H). As t1 |ˆ Dcl(K) x1 we get that t1× x1 is a generic element
of G1. Now G1 is connected and so G1 has a unique generic type. Let F be a
small -closed #eld that contains all the parameters needed to de#ne G1 and H . By
saturation of U the realizations of the generic type of Gi are all conjugate under
Aut(U=F). So since G1(H) is invariant under Aut(U=F) it contains all generics of
G1 which means that G1(H) = G1.
(5) ker(G1)⊆Dcl(K). Suppose for instance that (1; x)∈H . Let (s1; s2)∈B be indepen-
dent from (1; x). Then (s1; x⊗ s2)∈B, which implies that x⊗ s2 ∈Dcl(s1) and so
x∈Dcl(s1). As this works for any (s1; s2)∈B with (s1; s2) |ˆ Dcl(K)(1; x) we must
have x∈Dcl(K). If Dcl(y2) = Dcl(y1) then one can show in the same way that
ker(2)⊆Dcl(K).
Now let N1 := G1(ker(G2))EG1 and N2 := G2(ker(G1))EG2. We can de#ne a homo-
morphism  :G1=N1→G2=N2 by setting (g1×N1) := g2⊗N2, where (g1; g2)∈H . One
easily checks that  is well de#ned and injective.
To conclude the proof we set H˜ :=G2=N2; 1 :=  ◦ 1 and 2 := 2, where
i :Gi→Gi=Ni are the canonical quotient maps. Since G2 has rank at least one G2
is not contained in Dcl(K). However N2⊆Dcl(K). It follows that H˜ is nontrivial.
By (3) we have (t1× x1; t2⊗ x2)∈H and thus
1(t1 × x1) = ((t1 × x1)× N1) = (t2 ⊗ x2)⊗ N2 = 2(t2 ⊗ x2):
Also it is clear from the de#nition of 2 that 2 is surjective and by (5) ker(2)⊆
Dcl(K) and if Dcl(y2)=Dcl(y1) also ker 1⊆Dcl(K). This concludes the proof of the
lemma.
Lemma 3.3. Suppose that (G1;×) and (G2;⊗) are di5erentially algebraic groups such
that G1; G2 ∈{U ∗; U+}. Let  :G1→G2 be a de3nable homomorphism.
Then there are -polynomials p(X ); q(X ) such that (x)=p(x)=q(x) for all x∈G1.
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Proof. Let  be the de#ning formula of  and let F be a small -closed #eld that
contains the parameters of .
Let a be a -transcendental over F . Since (a) is de#nable over F〈a〉 there are
-polynomials p; q∈F{X } such that (a)=p(a)=q(a). Now Aut(U=F) acts transitive
on the -transcendentals over F and  is Aut(U=F)-invariant. So we have (a)=
p(a)=q(a) for all -transcendentals over F . Now let a; b be -transcendentals such
that a× b is also -transcendental. It follows that
p(a× b)
q(a× b) =
p(a)
q(a)
⊗ p(b)
q(b)
:
Let ′ :G1→G2 be the -rational polynomial map de#ned by ′(x) :=p(x)=q(x). By
Proposition 6 of [2] any -rational polynomial map A :G1→G2 such that A(a × b)
= A(a)⊗ A(b), for all independent generics a; b of G1, is indeed an everywhere de-
#ned homomorphism A :G1→G2 of -algebraic groups. Hence ′(x)=p(x)=q(x) is an
everywhere de#ned homomorphism. Recall that G1 ∈{U ∗; U+}. Now any element of
U can be expressed as a sum or product of -transcendentals over F . Since  and ′
agree on U − Dcl(F) it follows that (x)= ′(x)=p(x)=q(x) for all x∈U .
The next theorem is the analogue of Theorem 1.1 in [3]. In the pure #eld case the
theorem has only one case, namely case (1), but in the di!erential #eld case things
are a bit more complicated. The main reason behind this is that a di!erential #eld has
nontrivial de#nable homomorphisms between its multiplicative and its additive group.
These homomorphisms account for the second case.
Theorem 3.4. Let x1; x2; y1; y2 be elements of U−Dcl(K) such that Dcl(x1)=Dcl(x2);
Dcl(y1)=Dcl(y2) and Dcl(x1y1)=Dcl(x2y2). Assume further that x1 and y1 are
independent over Dcl(K). Then one of the following occurs:
(1) There exist a; b∈Dcl(K) and a rational number r such that x2=axr1 and y2=byr1.
(2) There exist a; b∈Dcl(K) and linear homogeneous -polynomials D1; D2 ∈Dcl(K)
{X } such that D1((x1)=x1)=a+D2((x2)=x2) and D1((y1)=y1)=b+D2((y2)=y2).
Proof. We can apply Lemma 3.2 with G1 =G2 =U ∗ to get a di!erential algebraic
group H and Dcl(K)-de#nable homomorphisms 1; 2∈Hom(U ∗; H) such that 1(t1x1)
=2(t2x2), for t1; t2 as in Lemma 3.2. Let N1; N2 be the kernels of 1; 2, respectively.
N1 and N2 are de#nable subgroups of U ∗ hence they are closed. By Chapter IV of [2]
N1 and N2 are intersections of kernels of multiplicative and additive characters of U ∗.
A multiplicative character of U ∗ is a de#nable homomorphism (of di!erential al-
gebraic groups)  :U ∗→U ∗. By the last lemma and Proposition 34 of [2] all multi-
plicative characters are of the form (x)= xn for some integer n.
An additive character is a de#nable homomorphism A :U ∗→U+. By the last lemma
and the corollary to Proposition 36 of [2] A is of the form D ◦ l, where D is a linear
homogeneous di!erential polynomial and l is the logarithmic derivative x→ (x)=x.
We can write N1 in the form N1 =N+ ∩N ∗, where N+ consists only of intersections
of kernels of additive characters and N ∗ consists only of intersections of kernels of
multiplicative characters. Note that N+⊇C and if N ∗ involves a nontrivial character
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then N ∗⊆C. Also note that since these intersections are intersections of groups de-
#nable in an !-stable structure they are #nite intersections by the chain condition for
!-stable groups.
We now have the following cases.
Case 1. N ∗ involves a nontrivial character. Then, since N ∗⊆N+, it follows that N1
is the intersection of kernels of multiplicative characters, A1; : : : ; Al say. These characters
are all of the form Ai(x)= xni . Now let m be the greatest common divisor of n1; : : : ; nl
and let 1(x) := xm. Then clearly N1 = ker(1). Hence H can be chosen as U ∗ and
therefore N2 = ker(2) for some multiplicative character 2. Thus there exist integers
m; n such that
(t1x1)m = (t2x2)n:
So tm1 =t
n
2 = x
n
2 =x
m
1 ∈Dcl(x1)∩Dcl(t1)=Dcl(K) and hence xn2 = axm1 for some a∈Dcl(K).
To get the result for y1; y2 consider
(x2y2)n
(x1y1)m
= a
yn2
ym1
∈ Dcl(x1y1) ∩ Dcl(y1) = Dcl(K):
Thus there is b∈Dcl(K) such that yn2 = bym1 .
Case 2. N1 =N+. So N1 is the intersection of the kernels of #nitely many additive
characters. Let A1; : : : ; Al be these characters. By [2] each Ai is of the form Di(l(X )),
where Di ∈U{X } and l is the logarithmic derivative. So for u∈U we have u∈N1 if
and only if
∧l
i=1 Di(l(u))= 0. Let a1; : : : ; al be independent from the coeQcients of
the Di and de#ne D′(l(X )) := a1D1(l(X )) + · · ·+ alDl(l(X )). Then D′ is a linear
homogeneous -polynomial and D′(l(u))= 0 if and only if
∧l
i=1 Di(l(u))= 0. So
D′(l(X )) de#nes N1. Now N1 is de#ned over Dcl(K), by  (x) say. Let c1; : : : ; cn be
the coeQcients of D′(X )=D′(X; c1; : : : ; cn). Suppose that there is at least one ci that
is not contained in Dcl(K). Let ( Py) be the following formula:
(y1; : : : ; yn) := ∀x(D′(l(x); y1; : : : ; yn) = 0↔  (x)):
Then ( Py) is a formula with parameters in Dcl(K) that has a solution c1; : : : ; cn such
that at least one of the ci is -transcendental over K . By the corollary to the Special-
ization Lemma 1.5 ( Py) has a solution k1; : : : ; kn in Dcl(K). Then D′(l(X ); k1; : : : ; kn)
is an additive character with kernel N1 de#ned over Dcl(K). It follows that H can be
chosen as U+ and hence 1 is an additive character. In the same way one shows that
N2 = ker(A2) for some additive character A2. Hence, by the characterization of addi-
tive characters, there exist linear homogeneous di!erential polynomials D1; D2∈U{X }
such that 1(x)=D1(l(x)) and 2(x)=D2(l(x)) We can use Corollary 1.5 again to
conclude that D1 and D2 have coeQcients in Dcl(K). We then have
D1(l(t1x1)) = D2(l(t2x2)):
So D1(l(t1=t2))=D2(l(x2=x1))∈Dcl(t1)∩Dcl(x1)=Dcl(K) and thus D1(l(x1))=
a+ D2(l(x2)) for some a∈Dcl(K).
R. Konnerth / Annals of Pure and Applied Logic 118 (2002) 1–60 31
To get the result for y1; y2 consider
D1(l(x1y1))− D2(l(x2y2)) = a+ D1(l(y1))− D2(l(y2))
∈ Dcl(x1y1) ∩ Dcl(y1) = Dcl(K):
So there exists b∈Dcl(K) such that D1(l(y1))= b+ D2(l(y2)).
The following follows directly from the proof of 3:4.
Corollary 3.5. Let x1; x2; y1; y2 ∈U−Dcl(K) be such that Dcl(x1)=Dcl(x2); Dcl(y1)
=Dcl(y2) and Dcl(x1y1)=Dcl(x2y2). Suppose further that x1 |ˆ Ky1 and there exist
a∈Dcl(K) and linear homogeneous di5erential polynomials D1; D2 ∈Dcl(K){X } such
that D1((x1)=x1)= a+D2((x2)=x2). Then there is b∈Dcl(K) such that D1((y1)=y1)
= b+ D2((y2)=y2).
Lemma 3.6. Let x1; x2; y1; y2 ∈U−Dcl(K) be such that Dcl(x1)=Dcl(x2); Dcl(y1)=
Dcl(y2) and Dcl(x1 + y1)=Dcl(x2 + y2). Suppose further that x1 |ˆ Ky1. There exist
a; b∈Dcl(K) and linear homogeneous di5erential polynomials D1; D2 ∈Dcl(K){X }
such that D1(x1)= a+ D2(x2) and D1(y1)= b+ D2(y2).
Proof. As in the proof of Theorem 3.4 the proof proceeds by applying Lemma 3.2 to
G1 =G2 =U+, and noting that by Proposition 11 of [2] the homomorphisms i :Gi→ H˜
given by Lemma 3.2 are linear homogeneous di!erential polynomial maps. The rest of
the proof is analogous to Case 2 in the proof of Theorem 3.4.
In order to prove Theorem 3.1 we will #nd geometric characterizations for addition
and multiplication and thus recover the pure #eld structure of U from the geometry
G(U=K). This is done in the following section.
3.2. Arithmetic tuples
Denition 3.7. A partial quadrangle (over K) is a six-tuple (A; B; C; X; Y; Z) of pairwise
distinct points in G(U=K) such that the only triples of collinear points are:
(A; B; C); (A; X; Y ); (B; Z; Y ); (C; Z; X ):
Fig. 1 illustrates a partial quadrangle.
The following lemma will be used frequently.
Lemma 3.8. Let A; B; C; X; Y; Z be a partial quadrangle in G(U=K) and Pa; Px; Py be
generic tuples in A; X; Y , respectively. Suppose that Py is de3nable over K〈 Pa; Px〉, by
 ( Pa; Px; Py) say. Then there exist generic tuples Pa′; Px′ in B; Z respectively, such that
U |=  ( Pa′; Px′; Py).
Proof. Let b∈B; z ∈Z; c∈C be generic elements.
Since Pa=(a1; : : : ; an)∈Dcl(b; c) there are di!erential polynomials pi ∈K〈b; c〉{X }
such that pi(ai; b; c)= 0, for each i=1; : : : ; n. Similarly, for Px=(x1; : : : ; xm) there are
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di!erential polynomials qi ∈K〈z; c〉{X } such that qi(xi; z; c)= 0 for i=1; : : : ; m. Then
’(a∗; x∗;y∗; b∗; z∗; c∗)
:=
(
n∧
i=1
pi(a∗i ; b
∗; c∗) = 0
)
∧
(
m∧
i=1
qi(x∗i ; z
∗; c∗) = 0
)
∧  (a∗; x∗;y∗)
is a formula with parameters in K(a∗; x∗;y∗; b∗; z∗; c∗ are variables) such that
(1) ’( Pa; Px; Py; b; z; c) holds in U ;
and if ’( Pa′; Px′; Py′; b′; z′; c′) holds in U then
(2) Pa′ ∈Dcl(b′; c′) and Px′ ∈Dcl(z′; c′);
(3) and U |=  ( Pa′; Px′; Py).
The one variable formula (s) :=∃ Pa′; Px′’( Pa′; Px′; Py; b; z; s) with parameters in K〈Y; B; Z〉
is satis#ed by c∈C. The Specialization Lemma 1.4 supplies a solution c′ ∈Dcl(K).
Then Pa′ and Px′ from the formula satisfy our requirements.
Most of the proofs in this section use Theorem 3.4. Therefore a priori each of the
proofs would have to consider the two cases of Theorem 3.4 separately. However, we
do not need the complete detailed information supplied by Theorem 3.4. The following
rephrasings of Theorem 3.4 and Corollary 3.5 will suQce for our purposes and will
help us deal with both cases of Theorem 3.4 in a uni#ed matter.
Theorem 3.9. Let x1; x2; y1; y2 ∈U−Dcl(K) be such that Dcl(x1)=Dcl(x2); Dcl(y1)=
Dcl(y2) and Dcl(x1y1)=Dcl(x2y2). Suppose further that x1 |ˆ Ky1. Then there exist:
• a Dcl(K)-de3nable di5erential algebraic group (U˜ ; ∗),
• Dcl(K)-de3nable group-homomorphisms 1 :U ∗→U and 2 :U ∗→U˜ ,
• a; b∈Dcl(K),
such that U˜ is either the multiplicative group U ∗ (case 1) or the additive group U+
(Case 2), and
1(x1) = a ∗ 2(x2);
1(y1) = b ∗ 2(y2):
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Corollary 3.10. Let x1; x2; y1; y2 ∈U−Dcl(K) be such that Dcl(x1)=Dcl(x2); Dcl(y1)
=Dcl(y2) and Dcl(x1y1)=Dcl(x2y2). Suppose further that x1 |ˆ Ky1 and there exist
a∈Dcl(K), Dcl(K)-de3nable group-homomorphisms 1 :U ∗→ U˜ and 2 :U ∗→ U˜ ,
where U˜ =U ∗ or U˜ =U+, such that 1(x1)= a∗2(x2). Then there exists b∈Dcl(K)
such that 1(y1)= b ∗ 2(y2).
From now on, when we quote Theorem 3.9, (U˜ ; ∗) is always understood to denote
one of (U ∗; ·); (U+;+).
Denition 3.11. Let P denote the set of points of G(U=K). De#ne L⊆P4 to be
L := {(Dcl(x);Dcl(y);Dcl(x + y);Dcl(x ·y−1)) :
x; y independent generic elements of U}
= {(Dcl(x);Dcl(x · z);Dcl(x · z + x);Dcl(z)) :
x; z independent generic elements of U}:
Lemma 3.12. Suppose we have the con3guration of points and lines in G(U=K) as in
Fig. 2, where (X; Y;W; Z)∈L.
Then there exist x∈X and y∈Y with x + y∈W and x ·y∈T .
Proof. Let x; y be such that (Dcl(x);Dcl(y);Dcl(x+y);Dcl(x ·y−1))= (X; Y;W; Z). By
Lemma 3.8 applied to the partial quadrangle (X; B; A; Y; Z; C) there exist generic ele-
ments x′∈B and y′∈C such that x′ ·(y′)−1=x ·y−1. So x−1 ·x′=y−1 ·y′∈Dcl(X; B)∩
Dcl(Y; C)=A and hence A=Dcl(x−1 ·x′). Similarly, x′ ·y=x ·y′∈Dcl(B; Y )∩Dcl(X; C)
=Q and so Q=Dcl(x′ ·y).
It is now easy to see that T =Dcl(x−1 · x′; x′ ·y)∩Dcl(y; x ·y−1)=Dcl(x ·y), which
is what we wanted.
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Denition 3.13. We de#ne L′ to be the set of 4-tuples (X; Y;W; T ) appearing in con-
#gurations (A; B; C; D; X; Y; Z) as in Fig. 2. Note that
L′ = {(Dcl(x);Dcl(y);Dcl(x + y);Dcl(x ·y)) :
x; y independent generic elements of U}:
Proposition 3.14. Suppose we have the con3guration of points and lines as in 3, where
(X;Q; R; A)∈L and (X; A; P; Q)∈L′.
Then there exist generic elements x∈X and a∈A such that x+a∈P; x · a∈Q and
x + a · x∈R.
Proof. We can #nd generic x; x′∈X and a; a′∈A such that x′ + a′∈P; a · x; a′ · x′∈Q
and a · x + x∈R (Fig. 3). By Lemma 3.8 applied to the partial quadrangle (Q; B; D; R;
X; C) there is b∈B such that b+ x∈C. We apply Lemma 3.8 again, this time to the
partial quadrangle (B; A; E; C; X; P) to get a′′ ∈A such that a′′ + x∈P (see Fig. 3).
By Theorem 3.9 there exist Dcl(K)-de#nable group-homomorphisms 1 :U ∗→ U˜ ,
2 :U ∗→ U˜ and ; A∈Dcl(K) such that
1(a) =  ∗ 2(a′);
1(x) = A ∗ 2(x′): (∗)
By Lemma 3.6 there exist linear homogeneous -polynomials D3; D4 ∈Dcl(K){X } and
; K∈Dcl(K) such that
D3(a′′) = + D4(a′);
D3(x) = K+ D4(x′): (∗∗)
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Let f∈Aut(U=Dcl(K)) such that f(x′)= a′ and set a∗ :=f(x). Then by (∗) and (∗∗)
1(a∗) = A ∗ 2(a′); (+)
D3(a∗) = K+ D4(a′): (++)
Combining (∗) and (+) we get
1(x · a∗) = (A ∗ A) ∗ 2(x′ · a′):
This means that x · a∗ ∈Dcl(x′ · a′)=Dcl(x · a). Hence a∗ · a−1 ∈Dcl(x · a)∩Dcl(a)=
Dcl(K). So there is k ∈Dcl(K) such that a∗= k · a.
Next, adding (∗∗) and (++) we get
D3(x + a∗) = 2K+ D4(x′ + a′)
and so x+ a∗= x+ k · a∈Dcl(x′ + a′)=P. We can now multiply by k−1 and replace
x by k−1 · x. The elements x and a then satisfy our requirements.
Denition 3.15. Let (U − Dcl(K))(2) denote the set of pairs of independent elements
from U − Dcl(K) and let P be the set of points of G(U=K). De#ne a function
j : (U − Dcl(K))(2) → P5;
j(x; a) := (Dcl(x);Dcl(x + a);Dcl(x · a);Dcl(x + x · a);Dcl(a)):
Denote the image of j by S.
Lemma 3.16. If (x; a); (y; a)∈ (U − Dcl(K))(2) and x; y; a are independent, then the
con3gurations in Figs. 4 and 5 hold between j(x; a); j(y; a); j(x− y; a); j(x ·y−1; a).
Thus if we know j(x; a) and j(y; a), then in the geometry G(U=K) we can construct
j(y−1; a); j(−y; a); j(x + y; a) and j(x ·y; a).
Proof. The proof is clear from the pictures.
Theorem 3.17. If (x1; a1); (x2; a2)∈ (U − Dcl(K))(2) then j(x1; a1)= j(x2; a2) if and
only if x1 = x2 and a1 = a2.
Proof. Suppose that j(x1; a1)= j(x2; a2). By Lemma 3.6 there exist ; A∈Dcl(K) and
linear homogeneous di!erential polynomials D1; D2∈Dcl(K){X } such that D1(x1)= +
D2(x2) and D1(a1)= A + D2(a2).
Further by Theorem 3.9 and Corollary 3.10 there exist ; K; >∈Dcl(K) and Dcl(K)-
de#nable group-homomorphisms 1 :U ∗→U˜ ; 2 :U ∗→U˜ such that 1(x1)=  ∗2(x2);
1(a1)= K ∗2(a2) and 1(a1 + 1)= > ∗ 2(a2 + 1) (1 and 2 work for a1 + 1 and
a2 + 1 by Corollary 3.10).
De#ne D to be the set of tuples (y1; y2)∈ (U − Dcl(K))2 such that there exist
A′; K′ ∈Dcl(K) such that the following equations are satis#ed:
(1) D1(y1)= A′ + D2(y2) and
(2) 1(y1)= K′ ∗ 2(y2).
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Claim. For y1; y2 independent from a1 we have (y1; y2)∈D if and only if j(y1; a1)=
j(y2; a2).
Proof. Indeed suppose that (y1; y2)∈D. Then y1; y2 satisfy (1) and (2). Also a1; a2
satisfy
D1(a1) = A + D2(a2); (∗)
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1(a1) = K ∗ 2(a2); (∗∗)
1(a1 + 1) = > ∗ 2(a2 + 1): (∗ ∗ ∗)
(1) and (∗) imply that Dcl(y1+a1)=Dcl(y2+a2), (2) and (∗∗) imply that Dcl(y1 · a1)
=Dcl(y2 · a2) and (2) and (∗∗∗) imply that Dcl(y1 · (a1 +1))=Dcl(y2 · (a2 +1)), and
so j(y1; a1)= j(y2; a2).
Conversely suppose that j(y1; a1)= j(y2; a2). Eqs. (∗), (∗∗) and (∗ ∗ ∗) hold for
a1; a2. Corollary 3.10 and Lemma 3.6 then implies that there exist A′; K′ such that (1)
and (2) are satis#ed. This proves the claim.
We will show that there is a #eld automorphism g of U , such that g(a1)= a2,
g(x1)= x2 and g(x)∈DclK (x) for all x∈U . The theorem then follows since by Propo-
sition 2.9 each such #eld automorphism is the identity.
We make a series of claims about D.
(1) For each y; -transcendental over K , there is a unique y∗ ∈Dcl(y) such that
(y; y∗)∈D.
By de#nition D is Aut(U=Dcl(K)) invariant. Now Aut(U=Dcl(K)) acts transi-
tively on the -transcendentals over K , so for each y; -transcendental over K ,
there exists y1 such that (y; y1)∈D. Now assume that (y; y1); (y; y2)∈D. So there
exist ; ′; A; A′ such that
D1(y) = + D2(y1);
D1(y) = ′ + D2(y2);
1(y) = A ∗ 2(y1);
1(y) = A′ ∗ 2(y2):
Subtracting the #rst two equations we get 0= − ′+D2(y1−y2) and so there
exists c∈Dcl(K) such that
y1 = c + y2: (∗)
Similarly using the last two equations there exists c′∈Dcl(K) such that
y1 = c′ · y2: (∗∗)
It is now easy to see that (∗) and (∗∗) imply y1 =y2.
So we can de#ne a map y→y∗ on the -transcendentals over K by setting y∗
to be the unique element of U−Dcl(K) such that (y; y∗)∈D. We have just proved
that this map is well de#ned. One can similarly show that for -transcendentals
y; z if y∗= z∗ then y= z, so the map y→y∗ is injective on the -transcendentals
over K . Moreover, surjectivity follows from the transitivity of Aut(U=Dcl(K)) on
the -transcendentals over K .
(2) Let y1; z1 be independent -transcendentals over K〈a1〉. If (y1; y2); (z1; z2)∈D then
(y−11 ; y
−1
2 ); (−y1;−y2); (y1 + z1; y2 + z2); (y1 · z1; y2 · z2)∈D.
By Lemma 3.16 we can construct j(y−1i ; a1); j(−y1; a1); j(y1 + z1; a1) and
j(y1 · z1; a1) from j(y1; a1) and j(z1; a1). Since j(y1; a1)= j(y2; a2) and j(z1; a1)=
j(z2; a2) the constructions for a2; y2; z2 give the same results and thus we must also
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have j(y−11 ; a1)= j(y
−1
2 ; a2); j(−y1; a1)= j(−y2; a2); j(y1 + z1; a1)= j(y2 + z2; a2)
and j(y1 · z1; a1)= j(y2 · z2; a2). The claim now follows.
We can now use the transitivity of Aut(U=Dcl(K)) on the -transcendentals over
K to show that for y1; z1 independent -transcendentals over K , if (y1; y2)∈D and
(z1; z2)∈D then (y−11 ; y−12 ); (−y1;−y2); (y1 + z1; y2 + z2); (y1 · z1; y2 · z2)∈D.
(3) Let y; z be dependent -transcendentals over K〈a1〉 such that y + z; y · z ∈U −
Dcl(a1), then (y + z; y∗ + z∗); (y · z; y∗ · z∗)∈D.
Let s be a -transcendental over K〈a1〉 independent from yˆz. Then y − s is
independent from z so D ((y−s)+z; (y−s)∗+z∗)= (y−s+z; y∗−s∗+z∗). Further
D ((y−s+z)−z; (y∗−s∗+z∗)−z∗)= (y+z; y∗+z∗), since (y−s+z) |ˆ K (−z).
Similarly, (y · z; y∗ · z∗)∈D.
Again the transitivity of Aut(U=K) on the K -transcendentals implies that if y; z
are dependent -transcendentals over K such that y + z; y · z ∈U − Dcl(K), then
(y + z; y∗ + z∗); (y · z; y∗ · z∗)∈D.
Summarizing, we have de#ned a bijective map y→y∗ on the -transcendentals over
K such that for y; z ∈U − Dcl(K)
(−y)∗ = −(y∗); (y + z)∗ = y∗ + z∗ if y + z ∈ U − Dcl(K)
and
(y−1)∗ = (y∗)−1; (y · z)∗ = y∗ · z∗ if y · z ∈ U − Dcl(K);
where y∗; z∗ are the unique elements such that (y; y∗); (z; z∗)∈D.
We can now de#ne the #eld automorphism g.
• For x∈U − Dcl(K) set g(x)= x∗.
• For c∈Dcl(K) choose y∈U − Dcl(K) and set g(c)= g(c + y)− g(y).
The de#nition of g on Dcl(K) is independent from the choice of y: for all x∈U −
Dcl(K) we have g(c)= g(x + c) − g(x). Indeed, if x + y + c =∈Dcl(K), and x; y are
independent over K , this follows immediately from (2) because g(x+ y+ c)= g(x) +
g(y + c)= g(y) + g(x + c). The remaining cases follow from this.
Claim. The map g :U →U is a 3eld automorphism with the required properties.
We #rst show that g(x)∈DclK (x) for all x∈U . For x∈U − Dcl(K) this is clear
from the de#nition of D. If c∈Dcl(K) let x; y be independent -transcendentals over K .
Now g(c)= g(c + x)− g(x)= g(c + y)− g(y)∈DclK (x) ∩ DclK (y)=Dcl(K).
It is clear from the de#nition of g that it is an additive homomorphism. We now
show that it is multiplicative. Let x; y∈U − {0}. If x; y; x ·y =∈Dcl(K) this is clear by
(2) and (3). Suppose now that x∈Dcl(K) and y =∈Dcl(K). Choose z =∈DclK (y). Then
g((x+z) ·y)= g(x+z) · g(y)= g(x) · g(y)+g(z) · g(y) and also g(x ·y+z ·y)= g(x ·y)+
g(z ·y)= g(x ·y) + g(z) · g(y). It follows that g(x ·y)= g(x) · g(y). Next, suppose that
x; y∈Dcl(K). Choose z =∈Dcl(K). Then g(x) · g(y) · g(z)= g(x) · g(y · z)= g(x ·y · z)=
g(x ·y) · g(z) by the previous case, and so g(x ·y)= g(x) · g(y). Finally, suppose that
x; y =∈Dcl(K) and x ·y∈Dcl(K): Let z =∈Dcl(x; y) be such that y · z =∈Dcl(K). Then
g(x ·y) · g(z)= g(x ·y · z)= g(x) · g(y · z)= g(x) · g(y) · g(z).
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So we get that g is a ring homomorphism and thus g is injective. Furthermore,
the image of g contains U − Dcl(K) and as any element of U is the sum of two
elements of this set, it follows that g is surjective. By the de#nition of g we have
g(a1)= a2 and g(x1)= x2, moreover, we have shown above that g(x)∈DclK (x) for all
x, -transcendental over K . This proves the claim and the theorem.
Lemma 3.18. If a; x; y∈U −Dcl(K) are independent, a′ ∈Dcl(a) and the con3gura-
tion in Fig. 6 holds between j(x; a) and j(y; a′), then a′= a.
Proof. By Lemma 3.8 applied to the partial quadrangle
(Dcl(x);Dcl(y); P;Dcl(ax);Dcl(a);Dcl(a′ · y));
there exists y′ ∈Dcl(y) such that a ·y′ ∈Dcl(a′ ·y). By Theorem 3.9 there exist ;
A∈Dcl(K) and Dcl(K)-de#nable group-homomorphisms 1 :U ∗→ U˜ ; 2 :U ∗→ U˜
such that
1(a) =  ∗ 2(a′);
1(y′) = A ∗ 2(y): (∗)
Applying Lemma 3.8 again, this time to the partial quadrangle
(Dcl(x);Dcl(y); Q;Dcl(a+ x);Dcl(a);Dcl(a′ + y));
we get y′′ ∈Dcl(y) such that a+ y′′ ∈Dcl(a′ + y).
So by Lemma 3.6 there are linear homogeneous -polynomials D3; D4 ∈Dcl(K){X }
and ; K∈Dcl(K) such that
D3(a) = + D4(a′);
D3(y′′) = K+ D4(y): (∗∗)
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Let g∈Aut(U=Dcl(K)) be such that g(a′)=y. Then by (∗) and (∗∗) y∗ := g(a) satis#es
the following equations:
1(y∗) =  ∗ 2(y);
D3(y∗) = + D4(y);
which imply that a ·y∗ ∈Dcl(a′ ·y) and a+ y∗ ∈Dcl(a′ + y).
Now note that P=Dcl(x−1 ·y∗) and hence Dcl((a′+1) ·y)=Dcl((a+1) · x; x−1 ·y∗)
∩Dcl(a; y∗)=Dcl((a + 1) ·y∗). It follows that j(a; y∗)= j(a′; y). Hence by Theorem
3.17 y=y∗ and a= a′ which concludes the proof of the lemma.
Denition 3.19. If the con#guration in Lemma 3.18 holds for f1 = j(x; a) and f2 =
j(y; a′) we write f1∼=f2. We can extend this de#nition to the case where x; y; a are
collinear, by saying that f1∼=f2 if and only if there is f3 = j(z; a′′) with z independent
from Dcl(a; x) and f1∼=f3 and f3∼=f2.
Then Theorem 3.17 and the last lemma give the following.
Lemma 3.20. We have j(x; a)∼= j(x′; a′) if and only if a= a′. Moreover, x′ is the
unique element in Dcl(x′) such that j(x′; a′)= j(x′; a):
We summarize the results of this section in the following lemma.
Lemma 3.21. (1) If (x; a); (y; a)∈ (U−Dcl(K))(2) and x; y; a are independent, then the
con3gurations in Figs. 4 and 5 hold between j(x; a); j(y; a); j(x− y; a); j(x ·y−1; a).
Thus if we know j(x; a) and j(y; a), then in the geometry G(U=K) we can construct
j(y−1; a); j(−y; a); j(x + y; a) and j(x ·y; a).
(2) Suppose that h∈Aut(G(U=K)) stabilizes the set L. Then h stabilizes L′ and
S. Suppose that h 3xes f0 = j(z; a). Let f1; f2 ∈S be such that fi∼=f0 and f1; f2
are independent over Dcl(a). Let x; y be the unique elements such that f1 = j(x; a);
f2 = j(y; a).
(a) There exist unique x′; y′ ∈U such that
h(j(x; a)) = j(x′; a) and h(j(y; a)) = j(y′; a):
(b) With x′; y′ as in (a) we have:
h(j(x−1; a)) = j((x′)−1; a); h(j(−x; a)) = j(−x′; a);
h(j(x + y; a)) = j(x′ + y′; a); h(j(x · y; a)) = j(x′ · y′; a):
Proof. (1) This is Lemma 3.16.
(2) Note that if (X; Y;W; T )∈L′ then there is a con#guration A; B; C; D; X; Y; Z as in
Lemma 3.12. Since h stabilizes L, Lemma 3.12 implies that h also stabilizes L′. We can
now deduce that h #xes S in a similar fashion from Proposition 3.14. Then (a) is by
Lemma 3.20 and the fact that h preserves S, and (b) follows from (a) and the pictures
(Figs. 4 and 5).
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Theorem 3.22. Suppose that h∈Aut(G(U=K)) stabilizes the set L. Then there exists
a 3eld automorphism g of U such that g 3xes Dcl(K) setwise, g respects big di5er-
ential closure in U (i.e. g∈AutG(U−={Dcl(K)})) and h(Dcl(x))=Dcl(g(x)) for all
x∈U−K .
Proof. Note #rst that AutG(U−={Dcl(K)}) stabilizes L and is transitive on S. Thus
we can assume that h #xes j(z; a), for some (z; a)∈ (U − Dcl(K))(2).
De#ne a function g0 :U − Dcl(a)→U − Dcl(a) by setting g0(x) := x′, where
h(j(x; a))= j(x′; a): This is well de#ned by Lemma 3.21(2)(a). Since h is bijective
it is clear that g0 is a bijection. Further we know from Lemma 3.21(2), that if
x; y∈U − Dcl(a) are independent over a, then
g0(x + y) = g0(x) + g0(y) and g0(x · y) = g0(x) · g0(y): (4)
If x; y are dependent over a, choose w∈U −Dcl(a; x). Then w; x are independent over
a, and x + w is independent from y over a. Thus by (4) we have
g0(x + w + y) = g0(x + w) + g0(y) = g0(x) + g0(w) + g0(y): (5)
If x + y∈U − Dcl(a), then x + y is independent from w over a and hence by (4)
g0(x + w + y) = g0(x + y + w)− g0(x + y) + g0(w): (6)
By comparing (4) and (6) we see that
if x; y; x + y∈U − Dcl(a); then g0(x + y) = g0(x) + g0(y): (7)
Similarly,
if x; y; x · y∈U − Dcl(a); then g0(x · y) = g0(x) · g0(y): (8)
Now let c∈Dcl(a) and choose y∈U − Dcl(a). De#ne
g(c) := g0(c + y)− g0(y):
This is independent of the choice of y; for all x∈U − Dcl(a) we have g(c)=g0(x +
c)− g0(x). Indeed, if x+ y+ c =∈Dcl(a), and x; y are independent over a, this follows
immediately from (7) because g0(x + y + c)= g0(x) + g0(y + c)= g0(y) + g0(x + c).
The remaining cases follow from this.
For x∈U − Dcl(a) de#ne g(x) := g0(x).
Claim. The map g :U →U is a 3eld automorphism that 3xes Dcl(K) (and Dcl(a))
setwise.
We #rst show the invariance of Dcl(a) and Dcl(K) under g. If c∈Dcl(a) and
y∈U−Dcl(a), then Dcl(y+c; a)=Dcl(y; a) and so Dcl(g0(c+y); a)=Dcl(h(Dcl(y+
c)); a)=Dcl(h(Dcl(y)); a)=Dcl(g0(y); a). Thus we get g(c)∈Dcl(g0(y); a). Since this
is true for all y =∈Dcl(a) we must have c∈Dcl(a). Similarly, if c∈K , then g(c)∈
Dcl(g(y)) for all y independent from a and so g(c)∈Dcl(K).
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It is clear from the de#nition of g that it is an additive homomorphism. So it remains
to be shown that g is multiplicative. This is exactly as in the proof of Theorem 3.17
and will not be repeated here.
So the claim is proved. Now recall that g stabilizes Dcl(a) and Dcl(K), and that for
x =∈Dcl(a) we have h(j(x; a))= j(g0(x); a)= j(g(x); a) and so h(Dcl(x))=Dcl(g(x))
for all x∈U . Thus g respects di!erential closure. This concludes the proof of the
theorem.
So what remains in order to prove Theorem 3.1 is to show that Aut(G(U=K))
stabilizes the set L.
3.3. Preparations
We #rst need a few preparatory lemmas. These lemmas will all be used at a later
stage of the proof of the main theorem. They are of no particular interest by themselves
(except maybe for Lemma 3.23) and we recommend that the reader only returns to
them when they are referred to later on.
Lemma 3.23. Let F be an in3nite 3eld of in3nite Morley rank de3nable in U. Then
F is de3nably isomorphic to U−.
Proof. Analogous to the proof of Corollary 1.6 in [13].
Since F is de#nable in a !-stable structure F is !-stable and hence algebraically
closed by Macintyre’s theorem. PSL2(F) is a simple group of in#nite Morley rank (over
U ) de#nable in U . By the in#nite rank version of Cassidy’s Theorem [13] Section 5
PSL2(F) is de#nably (in U ) isomorphic to an algebraic matrix group H6GL(n; U−).
By Corollary 4.2 of [16] a connected group G de#nable in a pure algebraically
closed #eld is either nilpotent or has a connected soluble subgroup B that is de#nable
in the pure group language of G. Since PSL(2; F) is simple it is connected and not
nilpotent. So PSL(2; F) has a connected soluble subgroup B that is de#nable in the
pure group language of PSL(2; F). By Theorem 3.20 of [16] there is an algebraically
closed #eld F ′ de#nable in G. Since PSL(2; F) is de#nable in F it follows that F ′
is de#nable in F . By ([16] 4.15) F ′ is isomorphic to F and hence F is de#nable in
PSL(2; F).
Using the same argument we can show that U− is de#nable in the pure group
language of the simple algebraic group H .
Since H and PSL2(F) are isomorphic, U− is de#nable in the pure #eld F and by
([16] 4:15) de#nably isomorphic to F (in F). Finally the de#nability of F in U gives
that F and U− are de#nably isomorphic in U .
Lemma 3.24. Let F be a -closed sub3eld of U of small -transcendence degree
and let B be a small subset of U. Let f∈F〈B〉{X } be the minimal polynomial of
0 = t ∈U . Then
(1) f cannot be the minimal polynomial of each At, for A∈F .
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(2) Let s∈B be di5erentially dependent on t. Then f cannot be the minimal polyno-
mial of each t + As, for A∈F .
Proof. (1) Suppose that for each A∈F , f is the minimal polynomial of At.
Suppose that f has order m. We can write f(X ) in the form
f(X ) =
∑
=(0 ;:::;m)
k((X )(m))0 : : : (X )m ;
where  ranges over a set of multiindices ⊆ (N∪{0})n and only #nitely many of the
k =0. We can order the multiindices  lexicographically. Let 0 be maximal such that
k0 =0. We say that f has total degree 0.
Suppose for a while that A is a constant (A∈C the #eld of constants of F). Then
f(At) =
∑
=(0 ;:::;m)
k((At)(m))0 : : : (At)m
=
∑
=(0 ;:::;m)
kA0+···+m(t(m))0 · · · tm :
Since t is a root of f, At must be a root of
fA(X ) :=
∑
=(0 ;:::;m)
k(A−1)0+···+m(X (m))0 · · ·X m :
Now fA has the same order as f and since f is the minimal polynomial of At, f must
divide fA. Since a monomial (X (m))0 · · ·X m appears in f if and only if it appears in
fA we must have fA = kf for some k ∈F〈B〉. By comparing coeQcients we see that f
must be homogeneous, that is, there is an n∈N such that 0 + · · ·+ m = n for all .
Suppose now that A(1) =0 but A(2) = 0. One shows easily that
(AX )(n) = nA(1)X (n−1) + X (n)A:
We have
f(AX )) =
∑
=(0 ;:::;m)
k((AX )(m))0 · · · (AX )m
=
∑
=(0 ;:::;m)
k(mX (m−1) + X (m)A)0 · · · AmX m
=
∑
=(0 ;:::;m)
k
[
0∑
i=0
(
0
i
)
(mA(1)X (m−1))0−i(AX (m))i
]
· · · AmX m
=
∑
=(0 ;:::;m)
k
[
0−1∑
i=0
((
0
i
)
(mA(1)X (m−1))0−i(AX (m))i
)
+ (AX (m))0
]
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· · ·
[
l−1∑
i=0
((
l
i
)
((m− l)A(1)X ((m−l)−1))l−i(AX (m−l))i
)
+(AX (m−l))l
]
· · · AmX m
= Anf(X ) + g(X ):
By choice of A; g(X ) is nontrivial. Now f(AX ) is clearly homogeneous of the same
order and total degree as f(X ) so the same must be true about g(X ). If we now
consider the maximal  (in the lexicographical order) such that (X (m))0 · · ·X m appears
in f we see that this monomial does not appear in g. The coeQcients of g are elements
of F〈B; A〉, where the highest derivative of A appearing is A(1). Moreover, if c is a
constant of F then we have
0 = f(cAt) = c0+···+mA0+···+mf(t) + g(ct)
and thus g(ct)= 0. Since f is the minimal polynomial of ct; f must divide g. Now f
and g have the same total degree and so g= kf for some k∈F〈B〉. In particular all
monomials appearing in f appear in g, a contradiction.
(2) Again suppose for a contradiction that f is the minimal polynomial of t + As
for each A∈F . Choose A to be a constant and consider f(X + As).
f(X + As) =
∑
=(0 ;:::;m)
k(X (m) + As(m))0 · · · (X + As)m
=
∑
=(0 ;:::;m)
k
(
0∑
i=0
(
0
i
)
(As(m))0−i(X (m))i
)
· · ·
(
m∑
i=0
(
m
i
)
(As)m−iX i
)
=
∑
=(0 ;:::;m)
k
(
0−1∑
i=0
[(
0
i
)
(As(m))0−i(X (m))i
]
+ (X (m))0
)
· · ·
(
m−1∑
i=0
[(
m
i
)
(As)m−iX i
]
+ X m
)
=f(X ) + g(X );
where g(X )∈F〈B〉{X } is a nonzero polynomial of the same order as f whose total
degree is strictly smaller (in the lexicographical ordering of the ) than the total degree
of f. Now t is a root of f(X + As) and a root of f, hence t is also a root of g. This
implies that f divides g, which is impossible since g has smaller total degree than f.
This is the desired contradiction.
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Lemma 3.25. Let K1; K2 be di5erentially closed 3elds of small -transcendence degree
such that K16K2 and K2 is of -transcendence degree 1 over K1. Let s; t ∈K2 − K1.
Let G6Aut(K2=K1) such that:
• g(t)t−1 =: (g)∈K1 for all g∈G,
• for all 0 = k ∈K1 there is g∈G such that g(t)t−1 = k.
Suppose further that for each g∈G there exists A(g)∈K1 such that g(s)= s+ A(g)t.
Then there exist ; ∈K1 such that s= t + .
Proof. De#ne a function  :G→K∗1 by g(t)= (g)t. Since h(gt)= (h)(g)t for h; g
∈G, it follows that  is a homomorphism. Also, h(g(s))= s+A(h)t+ (h)A(g)t. Thus
the map  :G→K+1 oK∗1 given by  (g)= (A(g); (g)) is a homomorphism from G
into the 1-dimensional aQne group of K1. Note that (G)=K∗1 . Furthermore,  is
not surjective as otherwise for every A∈K1 there would exist g∈G such that g(t)= t
and g(s)= s + At. This is impossible by Lemma 3.24(2) (roles of s and t reversed).
Thus  (G) contains no translations and so is a complement to K+1 in K
+
1 oK
∗
1 . It is
easy to show that  (G) is a conjugate of K∗1 (in fact this amounts to proving that
the #rst cohomology group H 1(K+1 ; K
∗
1 ) is trivial, which is true for any #eld) and
so there exists k ∈K1 such that A(g)= k(1 − (g)) for all g∈G. So for g∈G we
have that g(s)= s + kt − k(g)t and thus g(s + kt)= (s + kt). If s + kt =∈K1, then t is
dependent on s+kt and so is g(t) (in fact t and g(t) have the same minimal polynomial
over K1〈s+ kt〉) for all g∈G. Since {g(t) : g∈G}= {ct : c∈K∗1 } this is impossible by
Lemma 3.24(1). So s+ kt ∈K1 and the lemma follows.
3.4. Proof of the main theorem
By Theorem 3.22, to prove the main theorem, it suQces to show that the set L is
left #xed by Aut(G(U=K)). We will show this by proving that every element of L is
part of a certain rank #ve con#guration in G(U=K) and all these con#gurations contain
an element of L.
Theorem 3.26. Suppose that A; B; C are lines of G(U=K) which are pairwise indepen-
dent and rk(A∪B∪C)= 4. Suppose that X; Y; Z are points of G(U=K) each of rank 1
over Dcl(A∪B∪C) such that rk(X=A∪Y )= 0; rk(Z=B∪Y )= 0 and rk(Z=C ∪X )= 0.
Suppose further that:
(1) for all a′ ∈A; b′ ∈B; c′ ∈C of rank 1 we have rk(X={a′}∪Y )= rk(Z=
{b′}∪Y )= rk(Z={c′}∪X )= 1.
(2) S; T; V are points of A; B; C, respectively, which are collinear, and suppose that
there exist points S ′; T ′; V ′ such that (S; T; V; S ′; T ′; V ′) is a partial quadrangle.
Then there exist generic elements a; b∈A; c; d∈B and x∈X such that Dcl(ax+b)
=Y; Dcl(cax + bc + d)=Z; Dcl(ac; bc + d)=C and S =Dcl(a); T =Dcl(c); V =
Dcl(ac) (see Fig. 7).
Proof. The proof is mainly an application of the so called group con#guration discov-
ered by Hrushovski.
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(1) We #rst apply [1] and (the proof of) Theorem 4.5 of [14, pp. 206–211] to the
partial quadrangle (A; B; C; X; Y; Z) to get
• a -closed M¿K independent from Dcl(A∪B∪X ) over K ;
• a connected rank 2 group (G; ∗) which is de#nable over M ;
• an M -de#nable set M of rank 1 over M ;
• an M -de#nable action G×M→M;
• generic elements (over M) g1∈DclM (A)∪G; g2∈DclM (B)∩G; x∈DclM (X )∩M,
such that
DclM (g1 ∗ g2) = DclM (C); DclM (g1 ∗ x) = DclM (Y );
DclM (g2(g1x)) = DclM (Z):
We explain brieNy how to get the above from [1,14]. Firstly, note that the notions of
p-weight and p-closure used in [1] are the same as -transcendence degree and Dcl,
respectively.
Secondly, the existence of generic group elements with the claimed properties follows
from the proof of Theorem 4.5 of [14] which goes through in our situation if one
replaces acl by Dcl.
We can now use results due to Hrushovski (see [1, p. 209]) to get more information
about G and M. Since A; B; C are of rank 2 each we can deduce that M is an alge-
braically closed #eld de#nable (with parameters) in U and G is the aQne group of M
acting on the aQne line. By Lemma 3.23 we can assume M=U− and the action is
M -de#nably equivalent to the aQne group
G1 := {t → at + b : a; b ∈ U; a = 0}
acting on U . Denote t→ at+b by (a; b). Then there exist a; b∈DclM (A), c; d∈DclM (B)
and x∈DclM (X ) such that DclM (ac; cb+d)=DclM (C), DclM (ax + b)=DclM (Y ),
DclM (acx + cb+ d)=DclM (Z). So we have now produced elements a; b; c; d; x which
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have the right closures, but only over an independent set M that is larger than K . The
next step is to dispose of M .
Let M be a di!erential transcendence basis for M over K . We can assume M
to be a #nite tuple Pm. Let a′; b′ ∈A; c′; d′ ∈B; x′ ∈X; e′; f′ ∈C; y′ ∈Y; z′ ∈Z be
generic elements (over K). As in the proof of Lemma 3.8 there is a #rst order for-
mula  (a; b; c; d; x; a′; b′; c′; d′; x′; e′; f′; y′; z′; Pm) with parameters in K expressing the
following:
• a′ satis#es a di!erential polynomial equation over K〈a; b; Pm〉;
• b′ satis#es a di!erential polynomial equation over K〈a; b; Pm〉;
• c′ satis#es a di!erential polynomial equation over K〈c; d; Pm〉;
• d′ satis#es a di!erential polynomial equation over K〈c; d; Pm〉;
• x′ satis#es a di!erential polynomial equation over K〈x; Pm〉;
• e′ satis#es a di!erential polynomial equation over K〈a · c; b · c + d; Pm〉;
• f′ satis#es a di!erential polynomial equation over K〈a · c; b · c + d; Pm〉;
• y′ satis#es a di!erential polynomial equation over K〈a · x + b; Pm〉;
• z′ satis#es a di!erential polynomial equation over K〈a · c · x + b · c + d; Pm〉.
Now consider a′; b′; c′; d′; x′; e′; f′; y′; z′ as parameters. The formula with free variable
Pl; ( Pl)=∃a∗; b∗; c∗; d∗; x∗ (a∗; b∗; c∗; d∗; x∗; a′; b′; c′; d′; x′; e′; f′; y′; z′; Pl) has a solution
Pm∈M which is independent from K〈A; B; X 〉. The Specialization Lemma 1.4 now
provides a solution Pm′ ∈Dcl(K) and the a∗; b∗; c∗; d∗; x∗ given by the formula then
are generics elements over K such that Dcl(a∗; b∗)=Dcl(A); Dcl(c∗; d∗)=Dcl(B);
Dcl(x∗)=Dcl(X ); Dcl(a∗c∗; c∗b∗+d∗)=Dcl(C); Dcl(a∗x∗+b∗)=Dcl(Y ); Dcl(a∗c∗x∗
+ c∗b∗ + d∗)=Dcl(Z).
(2) We use [1,14] again, this time applied to the partial quadrangle (S; T; V; S ′; T ′; V ′)
to get
• a -closed N¿K independent from Dcl(S ∪T ∪T ′) over K ;
• a connected rank 1 abelian group (G2;×) which is de#nable over N ;
• an N -de#nable set M′ of rank 1 over N ;
• an N -de#nable action G2×M′→M′;
• generic elements (over N ) s∗ ∈DclN (S)∩G2; t∗ ∈DclN (T )∩G2, such that DclN
(s∗× t∗)=V .
By applying an automorphism in Aut(U=K〈S; T; T ′〉) we can assume that N is inde-
pendent from Dcl(A; B; X; S; T; T ′).
Let ∈Aut(U=N 〈(a∗; b∗) ∗ (c∗; d∗); s∗× t∗〉) be such that for t1 := ((a∗; b∗))−1 and
t2 := (s∗)−1 we have (t1; t2) |ˆ Dcl(N )((a
∗; b∗); s∗) ˆ((c∗; d∗); t∗).
We can now apply Theorem 3:2 (with N instead of K) to get a di!erential algebraic
group (H˜ ;⊗) and Dcl(N )-de#nable homomorphisms 1 ∈Hom(G1; H˜), 2 ∈
Hom(G2; H˜) such that
1(t1 ∗ (a∗; b∗)) = 2(t2 × s∗): (+)
Now 2 is surjective and since G2 is abelian this implies that H˜ is abelian. Hence
2(t2)−1 ⊗ 1(t1) = 2(s∗)⊗ 1((a∗; b∗))−1
∈ DclN (t1) ∩ DclN ((a∗; b∗)) = Dcl(N );
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in other words there exists ∈Dcl(N ) such that
1((a∗; b∗)) = ⊗ 2(s∗): (∗)
Now consider
1((c∗; d∗) ∗ (a∗; b∗))⊗ 2(t∗ × s∗)−1 = 1((c∗; d∗))⊗ ⊗ 2(t∗)−1 (9)
∈ Dcl(C) ∩ Dcl(B) = Dcl(N ): (10)
So there exist A∈Dcl(N ) such that
1((c∗; d∗)) = A ⊗ 2(t∗): (∗∗)
The surjectivity of 2 gives that H˜ is at most of rank 1, which implies that 1 :G1→ H˜
has a nontrivial kernel. Since G1 is the aQne group, this kernel must contain U+ (the
translations). Now let  :G1→U ∗ be the natural map with kernel U+. Then 1 factors
through , that is, there is a Dcl(N )-de#nable homomorphism ˜1 : U
∗→ H˜ such that
˜1 ◦  = 1:
Applying the last equation to (∗) we get
⊗ 2(s∗) = 1((a∗; b∗)) = ˜1(((a∗; b∗))) = ˜1(a∗):
Similarly, from (∗∗) we get A ⊗ 2(t∗)= ˜1(c∗).
Now since ker(2)⊂Dcl(N ) it follows that 2 is nontrivial. Hence by (+) 1 is
nontrivial, which implies that ˜ : U ∗→ H˜ is nontrivial. As in the proof of Theorem
3.4 it follows that H˜ can be chosen as either U ∗ or U+. Hence ˜ is either an additive
or a multiplicative character de#nable over Dcl(N ). Since ˜ is nontrivial it follows
that ker(˜)⊂Dcl(N ).
The last two equations then imply that
DclN (S) = DclN (s∗) = DclN (a∗); DclN (T ) = DclN (t∗) = DclN (c∗)
and from multiplying (∗) and (∗∗)
DclN (V ) = DclN (s∗ ⊗ t∗) = DclN (a∗c∗):
As above we can now specialize the parameters in N to conclude the proof of the
theorem.
Lemma 3.27. Let a; x; b be independent elements of U − Dcl(K). Suppose that x′ ∈
Dcl(x) is such that Dcl(ax + b; ax′)∩Dcl(a; b)=Dcl(e) has rank one. Then there
exist ; A∈Dcl(K) such that Dcl(a+ Ab)=Dcl(e).
Proof. If e∈Dcl(b) we are done, otherwise we have the picture in Fig. 8. By
Lemma 3.8 there exists b′ ∈Dcl(e) such that ax + b− b′ is generic in Dcl(ax′).
Since b′ =∈Dcl(b); b−b′ =∈Dcl(K). Thus a′= b−b′ is generic in Dcl(a)=Dcl(b; b′)∩
Dcl(ax; ax + b− b′). So we have the picture in Fig. 9.
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For every ∈Dcl(K)−{0} there exists g∈Aut(U=Dcl(a)) such that g(x′)= x′. For
such g we have g(ax + a′)∈Dcl(ax + a′), so a(x − g(x))∈Dcl(ax′). Since
x − g(x)∈Dcl(x′), we have that (x′)−1(x − g(x))∈Dcl(x′)∩Dcl(ax′)=Dcl(K). So
there is A∈Dcl(K) such that g(x)= x + Ax′. With Lemma 3.25 we now get that
x′= x +  for some ; ∈Dcl(K). Thus ax + a and ax + a′ are mutually di!eren-
tially algebraic over K and so a− a′ ∈Dcl(a)∩Dcl(ax′)=Dcl(K). The lemma now
follows.
Corollary 3.28. Let A; B; C; X; Y; Z; S; T; V be as in Lemma 3:26. Let P;Q; R be points
of A; B; C respectively, such that
Dcl(P; Y ) ∩ Dcl(S; X ) = D; Dcl(T; Y ) ∩ Dcl(Q; Z) = E
for points D; E, and let L;M be points such that
Dcl(T; X ) ∩ Dcl(D; V ) = L; Dcl(S; Y ) ∩ Dcl(E; V ) = M:
Assume further that F;G;H; I are points such that
Dcl(V; X ) ∩ Dcl(T; D) = F; Dcl(F; Z) ∩ C = R;
Dcl(P; T ) ∩ Dcl(Q; R) = G; Dcl(V;G) ∩ A=H;
Dcl(H; X ) ∩ Dcl(P; Y ) = I:
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Then there exist a; b; c; d∈U − K such that
A = Dcl(a; b); B = Dcl(c; d); C = Dcl(ac; bc + d); S = Dcl(a);
T = Dcl(c); V = Dcl(ac); X = Dcl(x); Y =Dcl(ax + b);
P=Dcl(b); Z = Dcl(c(ax + b) + d); D = Dcl(ax);
E = Dcl(c(ax + b)); Q = Dcl(d); F = Dcl(acx); R = Dcl(cb+ d);
G = Dcl(bc); H = Dcl(ab−1); I = Dcl(b−1ax):
in particular, with the notation as in De3nition 3:11 we have (P;D; Y; I)∈L.
Proof. Let a; b; c; d; x be the generics given by Theorem 3.26 such that a; b∈A; c; d∈B;
x∈X ; ax + b∈Y ; c(ax + b) + d∈Z; ac; bc + d∈C; a∈S; c∈T and ac∈V .
Consider the six-tuple of points (V;D; L; T; S; X ). These points form a partial quad-
rangle (see Fig. 10).
By Lemma 3.8 there is x′ ∈X such that ax′ ∈D. Then P=Dcl(a; b)∩Dcl(ax′; ax+b)
and hence by Lemma 3.27 there exists b′ ∈P with b′=−a+ b for some ∈Dcl(K).
It follows that x′ can be chosen as x′= x+ . Then ax′+ b′= ax+ b∈Y; cax′+ b′c+
d= cax + bc + d∈Z and (ac; b′c + d)= (ac;−ac + bc + d)∈C. Thus, by replacing
b by b′ and x by x′, we can keep the labels produced so far and we may assume that
b∈P and ax∈D.
Now consider the six-tuple of points (S; Y;M; V; T; E). Again these points form a
partial quadrangle (see Fig. 10). By Lemma 3.8 there is y′ ∈Y such that cy′∈E.
Then Q=Dcl(c; d)∩Dcl(cy′; c(ax + b) + d) and hence by Lemma 3.27 there exists
d′ ∈Q with d′=−Ac + d for some A∈Dcl(K). It follows that y′ can be chosen as
y′=(ax+ b) + A. Then A=Dcl(a; b)=Dcl(a; b+ A), B=Dcl(c; d)=Dcl(c;−Ac+ d),
C =Dcl(ac; bc+d)=Dcl(ac; (b+A)c+(−Ac+d)), S =Dcl(a), T =Dcl(c), V =Dcl(ac),
X =Dcl(x), Y =Dcl(ax+b)=Dcl(ax+b+A), P=Dcl(b)=Dcl(b+A), Z =Dcl(c(ax+
b) + d)=Dcl(c(ax + b + A) + (−Ac + d)), D=Dcl(ax), Q=Dcl(−Ac + d) and
E=Dcl(c(ax + b + A)). So by replacing d by −Ac+d and b by b+A we can as-
sume that Q=Dcl(d) and E=Dcl(c(ax+b)) while preserving the previous labeling.
The assertions for F; R; G; H; I now follow.
Finally (P;D; Y; I)= (Dcl(b);Dcl(ax);Dcl(ax+b);Dcl(b−1ax))∈L.
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We can now prove Theorem 3.1.
Proof of Theorem 3.1. It is easy to see that if (P;D; Y; I)∈L then there exist A; B; C; X;
Z; S; T; V; Q; R; E; F; G; H; L;M such that the hypotheses of Corollary 3.28 hold. This
together with Corollary 3.28 implies that the set L is invariant under Aut(G(U=K)).
Theorem 3.1 now follows from Theorem 3.22.
4. The automorphism group AutG(U−)
We will denote by AutG(U−) the group of #eld automorphisms of the pure #eld U
that induce automorphisms on G(U ). These are exactly the #eld automorphisms  of
U such that x∈Dcl( Py)⇔ (x)∈Dcl(( Py)) for all x; Py∈U .
Let u∈U . It is easy to see that ′ := u de#nes a derivation on U . Now let ′ be any
derivation on U and let A⊂U We will write Aut′(U=A) for the group of automor-
phisms of the structure (U;+; ·; ′) that #x A pointwise. We will still write Aut(U=A)
instead of Aut(U=A), where  is our original derivation. Further for A⊂U; 〈A〉′ will
denote the di!erential #eld with respect to ′ generated by A; A{X }′ will denote the
set of di!erential polynomials in ′ with coeQcients in A and Dcl(A)′ will denote the
set of all elements in U di!erentially dependent over A with respect to ′.
The next lemmas demonstrate some properties of the objects de#ned above.
Lemma 4.1. Let 1; 2 be derivations on U such that 2 := c1 for 0 = c∈U . Then
the following equation holds:
(n)2 =
n∑
i=1
q(n;i)
(i)
1 =: Sn(c; 1);
where n∈N; (n)j is j applied n times and q(n; i) ∈Q{c}1 such that q(n; n) = cn.
Proof. Induction on n.
n=1: 2 = c1.
n+1:
(n+1)2 = c1(
(n)
2 )
= c1
(
n∑
i=1
q(n;i)
(i)
1
)
= c
(
n∑
i=1
(1(q(n;i))
(i)
1 +q(n;i)
(i+1)
1 )
)
;
which can be written as
n+1∑
i=1
q(n+1;i)
(i)
1 ;
where q(n+1; n+1) = cq(n; n) = cn.
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Lemma 4.2. Let 0 = c∈U be any element and let ′ := c. Then (U;+; ·; ′) is a
saturated di5erentially closed 3eld of characteristic zero.
Proof. It is clear that (U;+; ·; ′) is a di!erential #eld of characteristic zero.
Let g′; h′ ∈U{X }′ be di!erential polynomials such that h′ has order less than g′.
We have to show that there is a∈U such that g′(a)= 0 and h′(a) =0. Let g; h be the
-polynomials in U{X } obtained by replacing every instance of ′ in g′; h′, respec-
tively, by c. By Lemma 4.1 g has the same order as g′ and the same is true for h and
h′. So, since (U;+; ·; ) is di!erentially closed there is a ∈ U such that 0= g(a)= g′(a)
and 0 = h(a)= h′(a). Thus (U;+; ·; ′) is di!erentially closed.
To prove saturation let K¡U be of cardinality less than U and let p∈ S1(K)′ .
There is a one to one correspondence between types in S1(K)′ and prime -ideals
given by p→ Ip, where Ip = {f∈K{X }′ :f(x)= 0∈p}. So u∈U is a realization of
p if and only if I(u=K)= Ip.
Suppose #rst that Ip =0. Let m′ be the minimal polynomial of I p, and suppose that
a is a generic root of m′. Then I(a=K)= I(m′)= Ip and hence a realizes p.
To show the existence of a generic root we have to #nd a∈U such that a realizes
q′ := {m′(x) = 0} ∪ {g′(a) = 0 : g′ ∈ K{X }′ of order less than m′}:
As above we can now replace instances of ′ in formulas of q′ by c to get a partial
type q involving only di!erential polynomials in . Now q is consistent since the above
substitution preserves orders of di!erential polynomials and (U;+; ·; ) is di!erentially
closed. By saturation of (U;+; ·; ) it follows that q and hence q′ has a realization a.
So all is well if Ip =0.
If Ip =0, then p is the type of a di!erential transcendental over K (in (U;+; ·; ′))
and any di!erential transcendental over K〈c〉 (in (U;+; ·; )) realizes p. This concludes
the proof of the lemma.
Lemma 4.3. Let 0 = c∈Dcl(∅) and let ′ := c Then the following hold:
(1) 〈∅〉′ = 〈∅〉=dcl(∅)=Q.
(2) c∈Dcl(∅)′ .
(3) Dcl(∅)=Dcl(∅)′ .
(4) For any A⊂U; Dcl(∅)′〈A〉′ = Dcl(∅)〈A〉.
(5) For any A⊂U;Dcl(A)′ =Dcl(A):
Proof. (1) Suppose that a∈ 〈∅〉′ . Then there exist di!erential polynomials p; q in ′
over Q and Pk ∈Q such that a=p(Pk)=q(Pk). But ′(b)= 0 for all b∈Q. Therefore p
and q are really just polynomials over Q. It follows that a∈Q.
(2) Since c∈Dcl(∅) the same is true for 1/c. Hence there is a di!erential polynomial
p∈Q{X } such that p(1=c)= 0. We can write p(X ) in the form
P(X )=
∑
=(1 ;:::;m)
k((m)(X ))1 ((m−1)(X ))2 · · ·X m : (∗)
We now replace all instances of (i), (16i6m); in (∗) by Si(X; ′), where Si(1=c; ′)
is the function given by Lemma 4.1 with 2 =  and 1 = c, to get a di!erential
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polynomial q(X )∈Q{X }′ with q(1=c)= 0. So 1=c∈Dcl(∅)′ and hence also c∈
Dcl(∅)′ .
(3) Suppose that a∈Dcl(∅). Then there is a di!erential polynomial p in  over
Q such that p(a)= 0. Now replace instances of (i) in p by Si(1=c; ′) in to get a
di!erential polynomial p′ in ′ over Q(c)′ ⊂Dcl(∅)′ . It follows that a∈Dcl(∅)′ .
The other direction follows by symmetry.
(4) Suppose that a∈Dcl(∅)′〈A〉′ . Then there are di!erential polynomials p; q in ′
with coeQcients in Dcl(∅)′ =Dcl(∅) and Pa∈A such that a=p( Pa)=q( Pa). We make the
substitutions in p; q as above to get di!erential polynomials p′; q′ in  with coeQcients
in Dcl(K) such that a=p′( Pa)=q′( Pa). The other direction works similarly. (5) Similar
to the proofs above.
Our next step will be to show that the distinction between AutG(U−) and Aut(U )
is indeed necessary.
Lemma 4.4. Let 0 = c∈Dcl(∅). Then ′ := c ·  de3nes a derivation on U with the
following properties:
(1) Every ∈Aut′(U ) is an element of AutG(U−), that is,  respects di5erential
closure with respect to .
(2) Aut′(U )∩Aut(U )=Aut(U=c)=Aut′(U=c).
In particular Aut(U ) is a proper subgroup of AutG(U−).
Proof. (1) This is a direct consequence of Lemma 4.3(5).
(2) Suppose #rst that 1 = ∈Aut′(U ) and u∈U such that (u) =0. Then ((u))
= (1=c′(u))= (1=c)′((u)) and so ((u))= ((u)) if and only if (c)= c. So
∈Aut(U ) if and only if  #xes c. Similarly, one shows that if A∈Aut(U ) then
A∈Aut′(U ) if and only if A #xes c.
The ‘in particular’ follows by taking ∈Aut′(U ) that does not #x c.
There is yet another way of producing new derivations from .
Denition 4.5. Let  be any #eld automorphism. We de#ne  := −1. One easily
checks that  is a derivation on U .
Note that  does not have to be an element of AutG(U−). The next lemma contains
some trivialities about .
Lemma 4.6. Let ;  be 3eld automorphisms of U. Then:
(1) () = ,
(2) Aut(U )= Aut(U )
−1.
Proof. (1) () =  −1 = −1−1 = ()()−1 = .
(2) Let f∈Aut(U ). Then f−1 = f−1 = f−1 = f−1, and hence
f−1 ∈Aut(U ). The other direction follows from symmetry.
We now have all the necessary tools to analyze Aut(Aut(U )).
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4.1. Aut(Aut(U ))
For the rest of this section denote Aut(U ) by .
Denition 4.7. We introduce group homomorphisms
 : Aut()→ Aut(G(U ))
and
 : AutG(U−)→ Aut(G(U ))
in the following way:
(1) Let g∈Aut(). By Theorem 2.10 g stabilizes the set
H0 := {Aut(U=Dcl(M)) : M is a #nitely generated -sub#eld of U}:
So g induces an automorphism  g on G(U ) by setting  g(M)=M ′, where
g(Aut(U=M))=Aut(U=M ′) for M ∈G(U ). Now one easily checks that the map
 : Aut()→ Aut(G(U )) de#ned by  (g)=  g is a group homomorphism.
(2) Let ∈AutG(U−). Then  induces an automorphism  on G(U ) by setting
(M)= (M) for M ∈G(U ). Again it is easy to check that the map  : AutG(U−)
→Aut(G(U )) de#ned by ()= is a group homomorphism.
Lemma 4.8. Let  and  be de3ned as in De3nition 4:7. Then:
(1)  is bijective,
(2)  is injective.
Proof. (1)  is surjective by Theorem 3.1. To prove injectivity suppose that ()=
idG(U ). Then (M)=M for all M ∈G(U ). Then  is the identity by Theorem 2.9.
(2) Suppose g∈Aut() is in the kernel of  . Then for each ∈ and M ∈G(U )
we have g(Aut(U=(M)))=Aut(U=(M))= −1Aut(U=M). So
Aut(U=(M)) = g(−1Aut(U=M))
= g()−1g(Aut(U=M))g()
= g()−1(Aut(U=M)g())
= Aut(U=g()(M)):
This implies (M)= g()(M) which means that  and g() induce the same automor-
phism on G(U ). Now Theorem 2.9 gives = g() and hence g is the identity on .
Now let N denote the normalizer of  in AutG(U−). Then N acts by conjugation
on . So we get a group homomorphism  :N→Aut() de#ned by ()= , where
(f)= f−1 for all f∈.
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The following diagram illustrates the situation:
N
−−→ Aut(G(U ))

  id
Aut()
 −−→ Aut(G(U ))
(11)
Lemma 4.9. The above diagram commutes.
Proof. Let ∈N. Then (M)= (M) for all M ∈G(U ). We have to show that
 (())(M)= (M) for all M ∈G(U ). Now  (())=  ()=   and  (M)=M ′,
where M ′ is such that (Aut(U=M))=Aut(U=M ′). Moreover, (Aut(U=M))=
Aut(U=M)−1 =Aut(U=(M)). Hence  (())(M)= (M) for all M ∈G(U ) and
we are done.
Theorem 4.10. The group homomorphism  :N→Aut() is an isomorphism. In other
words every automorphism of  is induced by an element of N acting on  by
conjugation.
Proof. The injectivity of  follows from the diagram and the injectivity of . As
for surjectivity, let g∈Aut(). Then g induces an automorphism  g on G(U ). Since
 : AutG(U−)→Aut(G(U )) is surjective there is ∈AutG(U−) such that  g =.
Hence for each M ∈G(U ) we have  g(M)=(M)= (M). On the other hand by
the de#nition of  , we get  g(M)=M ′, where g(Aut(U=M))=Aut(U=M ′)=Aut(U=
(M)). Now we would like to have Aut(U=(M))= −1 Aut(U=M) but this is not
necessarily true, since we do not know yet that ∈N. We have to be more careful
here. What we get is Aut(U=(M))= Aug−1 (U=M)
−1.
So summarizing, we have
g(Aut(U=M)) = Aut−1 (U=M)
−1 (∗)
for each M ∈G.
Now let ∈ and let (M)=M ′. Then
g(Aut(U=(M))) = g(Aut(U=M)−1)
= g()g(Aut(U=M))g(−1)
= g()Aut(U=(M))g()−1
= Aut(U=g()(M ′)):
On the other hand looking at the right-hand side of (∗) we get
Aut−1 (U=(M))
−1 = Aut−1−1 (U=M)
−1−1
= (−1)Aut−1−1 (U=M)
−1(−1−1)
= (−1)Aut−1−1 (U=(M))(
−1−1)
= Aut(U=−1(M ′)):
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From the two equations we now get that g()(M ′)= −1(M ′) for all M ′∈G(U ).
Theorem 2.9 again implies that g()= −1 for all ∈. In particular  normalizes .
Denote by O the outer automorphism group of . As a direct consequence of
Theorem 4.10 we get
Corollary 4.11. Aut()=N and O =N=Aut().
In the next section we will give a more exact description of O.
4.2. The outer automorphism group of Aut(U )
Our next aim is to give a more exact description of N and thus get a closer grip
on O. We give this description of N in terms of the derivations  induced on
U by ∈N.
Lemma 4.12. Let ∈AutG(U−). Then  normalizes Aut(U ) if and only if
Aut(U )=Aut(U ).
Proof.  normalizes Aut(U ) if and only if for all ∈Aut(U )
−1 = −1
⇔  = −1
⇔ −1 = −1
⇔  = ;
which happens if and only if ∈Aut(U ).
The next step is to analyze derivations ′ such that Aut′(U )=Aut(U ).
Lemma 4.13. Suppose that ′ is a derivation of U such that Aut(U )=Aut′(U ).
Then ′ is de3nable in (U;+; ·; ).
Proof. By the hypothesis N the graph of ′ is Aut(U ) invariant. Let O be the
-transcendentals of (U; ). Since both N and O2 are Aut(U ) invariant the same is
true for p :=N∩O2. Now Aut(U ) is transitive on O, so p is a single Aut(U )-orbit
and by saturation a type. In fact p is the type of a pair (x; ′(x)), where x is a
-transcendental. Since p is a subset of the graph of a derivation, if (x1; x2) |ˆ (y1; y2)
and both (x1; x2); (y1; y2) realize p then (x1+y1; x2+y2) will also realize p. Thus there
is a de#nable generic group law + (the addition on U ) on p. Then by Hrushovski’s
Theorem (5.23 of [16]) there is a type-de#nable connected group (G; ∗) and a de#n-
able bijection f between the generics of G and the realizations of p such that f takes
the group operation of G to +. Now #x any generic g∈G. We can de#nably (with
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additional parameter g) extend f to the whole of G by setting f(h) :=f(h∗g)−f(g)
for all nongenerics h∈G. Thus f becomes a de#nable isomorphism between (G; ∗)
and (N;+) and hence (N;+) is a type-de#nable group. Since (N;+) is type-de#nable
in a !-stable structure it is indeed de#nable (5.19 of [16]) and the lemma is proved.
Here is what we can say about de#nable derivations.
Lemma 4.14. Suppose that ′ is a de3nable (possibly with parameters) derivation on
U. Then there exist -polynomial functions p, q such that ′(u)=p(u)=q(u) for all
u∈U .
Proof. We can consider ′ as a de#nable homomorphism ′ :U+→U+. By Lemma
3.3 there are -polynomials p(X ); q(X )∈U{X } such that ′(u)=p(u)=q(u) for all
u∈U .
The form of ′ can be simpli#ed even further.
Lemma 4.15. Any derivation ′ of U given by ′(x)=p(x)=q(x), where p,q∈U{X },
for all x∈U must be of the form ′= k ·  for some k ∈U .
Proof. Let F be the di!erential #eld generated by the coeQcients of p and q.
Since ′ is everywhere de#ned q(X ) cannot have any roots in U and hence q must
be a constant -polynomial. We can assume that q≡ 1.
Let p1; : : : ; pn be the irreducible factors of p in F{X } of the same order as p. Let
a be a generic root of p1. Then by the pigeon hole principle there are i6n; l; s∈N
such that l divides s and both la and sa are roots of pi. Note that la and sa must be
generic roots of pi over F since any polynomial q of smaller order than pi with root
la say, would give a polynomial, namely q(lX ), of the same order as q with root a,
which would contradict the choice of a. Replace p1 with pi and a with la. So there
exists k ∈N such that both a; ka are generic roots of p1. We have seen in the proof
of Lemma 3.24 that this implies that p1 is homogeneous, that means p1 is of the
form
p1(X ) =
∑

k(X (m))0 · · ·X m ;
where 0+ · · ·+m = n1 for all multiindices . Now write p in the form p=p1p2 and
let a be a transcendental over F . Then, since p(X ) de#nes a derivation 2p1(a)p2(a)=
2p(a)=p(2a)= 2n1p1(a)p2(2a). And hence
p2(a) = 2n1−1p2(2a):
This implies that p2 is homogeneous of total degree A=(A1; : : : ; Am) say. Let n2 :=
A1 + · · ·+ Am. Then p2(2a)= 2n2p2(a) and the following equation must hold between
n1 and n2:
2n1−12n2 = 1;
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which means that n1 +n2 = 1. Since both n1 and n2 are nonnegative there are only two
possibilities for this.
Case 1: n1 = 0; n2 = 1. This means that p1 is of degree 0, that is, p1 is constant.
By choice of p1; p2 has order at most the order of p1 and so p2 is algebraic of degree
one (and homogeneous). So p is of the form p(X )= uX for some u∈U . But this
formula cannot de#ne a derivation since it does not satisfy the multiplicative law. This
rules out Case 1.
The only remaining case is.
Case 2: n1 = 1; n2 = 0. So p2 is constant and p1 is such that 0 + · · ·+ m =1 for
all multiindices . Hence p is of the form
p(X ) =
m∑
i=0
kiX (i):
Let c =0 be a constant. Then 0=p(c)= k0 and so k0 = 0.
Now let a; b be independent -transcendentals over F . Then
ap(b) + bp(a) =p(ab)
=
m∑
i=1
ki(ab)(i)
=
m∑
i=1
ki

 i∑
j=0
(
i
j
)
a(j)b(i−j)


=
m∑
i=1
ki

 i−1∑
j=1
(
i
j
)
a(j)b(i−j) + ab(i) + ba(i)


= ap(b) + bp(a) +
m∑
i=1
ki

 i−1∑
j=1
(
i
j
)
a(j)b(i−j)


= ap(b) + bp(a) = h(a; b):
This implies that h(a; b)= 0. But clearly h(X; Y ) ≡ 0 if m¿2, which contradicts the
choice of a and b. It follows that m=1 and p(x)= k1X (1) and hence ′= k1.
As an immediate consequence of Lemmas 4:14 and 4:15 we get:
Corollary 4.16. Suppose that ′ is a derivation that is de3nable in U. Then ′ is of
the form u for some u∈U .
Finally we can give the following description of N and O.
Theorem 4.17. Let ∈AutG(U−). Then  normalizes Aut(U ) if and only if  = k
for some 0 = k ∈Q.
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Proof. Suppose #rst that  normalizes Aut(U ). Then by Lemmas 4:12, 4:13 and
Corollary 4:16,  is of the form k for some k ∈U . Since Aut(U )=Aut(U ) it
follows by Lemma 4:4(2) and saturation that k ∈ dcl(∅)=Q.
Conversely, if  = k for some 0 = k ∈Q then by Lemma 4.4(2) Aut(U )=Aut(U )
and Lemma 4.12 implies that  normalizes Aut(U ).
Theorem 4.18. Let  :=Aut(U ). For each ∈N let k be the element of Q such
that  = k. Then the map ’ : O → Q∗ de3ned by ’()= k for each coset 
is a group isomorphism.
Proof. ’ is well de#ned: Let ∈. Then  = −1−1 = −1 = k and so
k = k.
’ is a group homomorphism: Let 1; 2 ∈N. Then
12 = 12
−1
2 
−1
1
= 1k2
−1
1
= k21
= k2k1
and so k12 = k1k2 .
’ is injective: Suppose that k =1. Then  =  and =  which implies that
∈.
’ is surjective: Let 0 = k ∈K . Then k is a derivation on U . Since the structure
(U;+; ·; ) is a saturated di!erentially closed #eld of characteristic zero by Lemma 4.2
the same is true for (U;+; ·; k). So there is an isomorphism (in the model theoretic
sense)  : (U;+; ·; )→ (U;+; ·; k). This means that = k and hence k= . Thus
k is in the image of ’. What remains to be shown is that ∈AutG(U−). It is clear
that  is a #eld automorphism, so we just have to show that  respects Dcl in U . So
let x∈Dcl( Py). Then clearly (x)∈Dcl(( Py))k (4:3)= Dcl(( Py)) and we are done.
4.3. Open questions
There are two open questions that spring to mind.
• The #rst being, is there a more exact description of Aut(G(U ))∼=AutG(U−)? This
question about #eld automorphisms of U that respect di!erential closure translates
into a question about derivations on U as follows. What are the derivations  =
−1 of U that are induced by ∈AutG(U−)? Another rephrasing of this question
is, what are the derivations ′ of U such that (U; ′) is a saturated di!erentially
closed #eld and that induce the same closure operation as ? Are these derivations
all de#nable? If yes, then they are all of the form u for some u∈Dcl(∅) by
Lemmas 4.14 and 4.15. If the answer is no what do they look like?
• The second question comes from Section 2 and concerns countable U . Are our
results true for countable U? The results of Section 3 are true for |U |=! and
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those of Section 4 hold if the map  : Aut()→Aut(G(U )) exists for countable U .
We have remarked in Section 2 that the only problem for this is a weak version of
the small index property. So the real question is:
Suppose that G6Aut(U ) is of small index. Is there a #nite subset A of U such
that Aut(U=Dcl(A))6G?
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