ABSTRACT A method based on the Fourier convolution theorem is developed for the analysis of data composed of random noise, plus an unknown constant "base line," plus a sum of (or an integral over a continuous spectrum of) exponential decay functions. The Fourier method's usual serious practical limitation of needing high accuracy data over a very wide time range is eliminated by the introduction of convergence parameters and a Gaussian taper window. A computer program is described for the analysis of discrete spectra, where the data involves only a sum of exponentials. The program is completely automatic in that the only necessary inputs are the raw data (not necessarily in equal intervals of time); no potentially biased initial guesses concerning either the number or the values of the components are needed. The outputs include the number of components, the amplitudes and time constants together with their estimated errors, and a spectral plot of the solution. The limiting resolving power of the method is studied by analyzing a wide range of simulated two-, three-, and four-component data. The results seem to indicate that the method is applicable over a considerably wider range of conditions than nonlinear least squares or the method of moments.
INTRODUCTION
There is a wide variety of experiments in which the data are represented by an integral over an exponential (Laplace) kernel: rZ y(t) = f e-'s(X)dx, (1) and it is desired to determine the "spectrum" s(X) from a set of n experimentally measured values of y(t) of limited accuracy. Such problems arise in the relaxation kinetics of cooperative conformational changes in biopolymers (1, 2) and in sedimentation equilibrium (3) (4) (5) and light scattering (6) in polymer solutions. Similar integral equations of the first kind or deconvolution problems occur in areas ranging from instrument broadening in diffraction (7, 8) , spectroscopy (9) , and chromatography (10) and overlapping excitation in fluorescence decay (1 1) to aerial broadening (12) in radio astronomy.
The most common form of this problem in biophysics involves "discrete spectra," where the integral in Eq. 1 becomes a sum: NA y(t) = E ajexp(-Xjt), (2) j-0 and N. is usually only of the order of 5 or less. In this case the spectrum may be represented by a sum of Dirac delta functions: NA s(A) = E aj6( -X).
(3) j-0
We include the possibility of having an unknown instrument "base-line" component a0 with Xo = 0. Data of this type occur in relaxation (13, 1) and tracer (14) kinetics, fluorescence (11) and radioactive (15) decay, radioisotope exchange kinetics (16) , and sedimentation equilibrium in paucidisperse solutions (17) .
This problem is especially difficult in biophysics because one is often attempting to determine an unknown mechanism or appropriate model. The presently available methods like (nonlinear) least squares (16, (18) (19) (20) or the method of moments (1 1, 17) , require a potentially biased initial guess at N, as well as (in the case of least squares) the set of 2NA + 1 parameters, Iaj, Aj j. If the guess is not good enough, the methods can converge to completely incorrect fa1, XjI. Furthermore, because of the well known severe nonorthognality of exponentials, these incorrect Iaj,A,I can still reproduce the data well enough to be accepted, especially if N, is unknown (21, 11, 16) .
In this paper we develop a method based on an exact formal solution of Eq. 1 by Fourier transforms (22) . Although this approach had been used on deconvolution problems (7, 12) similar to Eq. 1, it was Gardner et al. (15, 23) who first used it on discrete spectra. In principle, this method is very attractive since the solution is of the form of a spectrum vs. ln X, with sharp peaks at ln ½j and with amplitudes proportional to aj!/Aj. Thus NA, as well as I aj, ½>}, is automatically determined without any initial assumptions. In practice, their method often gave rather disappointing results with large "error ripples" obscuring the spectrum unless the t range was extremely wide (typically five decades) and the data very accurate. Because of this only a few workers (14, 24) have used this method.
For the analysis of sedimentation equilibrium data Provencher and Gobush (5) modified the Fourier solution of Eq. 1 to include two parameters which make the solution a usable one in spite of a severely restricted t range. In this paper we use these parameters, which will be called , f and e, and some additional improvements to develop a method for data of limited accuracy as well as restricted t range. Although the method is applicable to Eq. 1 as well as many similar data deconvolution problems (5-7, 9-12), we defer this for later treatment, and here we specialize to discrete spectra.
In the final section a completely automatic computer program is used to analyze some simulated two-, three-, and four-component data containing pseudorandom errors. The only necessary input to the program are the y(t) and t values (not necessarily in equal intervals of t); no potentially biased information is needed. The output includes NA, la, XjI with their estimated errors, and plots of the spectrum.
The effect of such conditions as error level and type, a ratios, A ratios, knowledge that a0 = 0, t range, n, and NA on the limiting resolving power of the method are studied. The results seem to indicate that this method is applicable over a considerably wider range of conditions than the method of moments or least squares.
Over 300 analyses of a wide variety of real and simulated data have been performed without any modifications to the program. Therefore, since a user-oriented FOR-TRAN IV version together with a detailed description will be available on request, no attempt will be made here to give all the programming details.
FORMAL SOLUTION
We want to solve the following equation for S(X): rZ
(The reason for changing the notation of Eq. 1 will be obvious in the next section.) The lower limit is zero simply because it is usually assumed that there is only exponential decay, i.e., S(A) = 0 for A < 0. Thus for arbitrary ,B > 0, we can extend the lower limit to -,B. Then, making the changes of variables T = ex and A = e~-ZS, -I (5) and multiplying both sides by exp[(l + e)x -vex] with e -1, we can put Eq. 4 in the form of a convolution:
where
gs(z) = ezS(ez-O) = e"S(X),
If we use -to represent the Fourier transform of g: gs(z) = 2 f g(As)e-iDzd (11) where gs(4) = gY(II)/1K(A). (12) The Fourier transform of the kernel function, Eq. 9, is a complex gamma function:
gK(A) = r(1 + e + i,u), (13) and is evaluated using standard formulas (25) . However, -y(lu) must be evaluated numerically from the data:
Hence the solution involves two main steps: numerical evaluation of the Fourier transform in Eq. 14 and then numerical evaluation of the inverse transform in Eq. 11. We then have our spectrum S(X) by the simple relation in Eq. 8. Our solution reduces to that of Gardner et al. (15) when, = e 0.
METHOD Autocorrelation Data Smoothing
If the data are in equal intervals, At, of t, we use the following smoothing process: taking its Fourier transform along the z axis, we get the theoretical form of the integrand in Eq. 11: NA g5(I) = E A/A1 + 8)('+')exp(igzj), (20) i-O where zj= -In(Aj + fl). (21) Thus, even in the absence of errors, ks(i) is a sum of periodic imaginary exponentials, and the integral in Eq. 11 does not converge. However, we can substitute Eq. 20 into Eq. 11, evaluate the integral with the limits is0, and take the limit as AO -o:
The limit of the sinc function in square brackets is a definition of b(zj -z). Thus, in principle, we can get arbitrarily good resolution in the spectrum by performing the integration in Eq. 11 out to large enough iso. In practice, as g increases in Eq. 12, both the analytic function -g,.') and the exact part of -y(,g) rapidly approach zero; however, the high frequency noise components in ky (4) (27) , where one must estimate an infinite Fourier transform from a finite range of data. It is now well known (8, 27, 28) that by multiplying ks(is) by a more smoothly tapering "window" function (instead of the infinitely sharp "boxcar function" that represents the cutoff used by Gardner et al.) the spectrum will have smaller side peaks at the expense of only slightly broader true peaks. Of the several windows tried, the best results were obtained using a simple Gaussian window; i.e., instead of Eq. 11 we evaluate G(z) = Ij exp ( A _($)es zdg. (23) Substituting Eq. 20 into Eq. 23 we obtain the theoretical form of the spectrum: (24) j-O where Cj = (2 r)'1/2aAj(Xj + fl)-(0+0). (25) Thus, by using a window that is not identically zero for i > .AO, as most windows are, we obtain a spectrum that has the unusual property of having no false side peaks at all; Eq. 24 is just a sum of NA + I Gaussians with precisely one peak per component. Furthermore, the accuracy of the spectrum should be improved since ks(is) in Eq. 23 is weighted most heavily for small s where it is most accurate and is rapidly forced toward zero for large s where it is dominated by amplified noise.
Because ks(js) diverges quite suddenly, it is easy for the program to locate a sufficiently sharply defined divergence point, AO. The program then adjusts a so that the total contribution of the integrand in Eq. 23 from the regions u > A0 is between 0.1% and 0.3% of the total G(0). Once a is set, G(z) is evaluated at N2 = 201 equally spaced points using Filon's quadrature formula (29) 
The program chooses the NA with the minimum Table I , except that we have introduced a base-line error ao. Also, their simulated data was convoluted with the exciting lamp flash. To partly compensate for this, n and the t range were reduced by 25%, since that is nearly the time needed for the lamp flash to reach peak intensity. Because t, was still so large, the original , = ftmin, and only one iteration was necessary (see Table II ). In order to determine the limiting resolving power of the method, a2/al, X2/X1, and the RMS were each gradually made worse until the method failed for one or more of the three pseudorandom sequences. II This is the number of components with the lowest ayG and hence is the final solution. Least squares fits with larger NA up through NA = 5 were attempted, but they failed to converge and error exits had to be taken. Because our method involves numerical integration and the method of Gardner et al. requires a very wide t range, it was important to test our method using a small number of data points over a restricted t range. Example II in Table I is the one used by Laiken and Printz (16) to simulate hydrogen-exchange data, except that we have introduced a base-line error. The shortest-lived component goes through about three half-lives in the first six data points, and the optimum value of A, t. seems to be at least four instead of 1.6. In Fig. 1 the plots of the spectrum, which are output options, graphically show the inadequacies of the data, with worse visual resolution than one might expect considering the separation of the IA,j 1. The solid curves show the spectrum, G(z); the broken curves show GG(z), the best least squares fit to the spectrum assuming NA components. In iterations 0 and 3, the NA = 3 and NA = 5 fits failed to converge. The NA, -4 fit failed to converge in iteration 0, but in iteration 3 (the final solution) it agreed with the spectrum to within the line thickness in the drawings. In iterations 0 and 3, , was 1.26 and 0.056, a was 1.62 and 1.42, and e was -0.58 and -0.79, respectively. See Table III for other parameter values.
Example III in Table I represents the type of data that might be obtained using digital data acquisition techniques for rapid chemical relaxation kinetics (18) . In Table lI the closeness of ayG for NA = 3 and 4 is a clear warning that the failure limit is close. When the RMS, the X ratios, or the amplitude of the shortest-lived component was made more unfavorable, both the method and the ILSS soon failed.
Although the base-line error is very small, the extra degree of freedom considerably decreases the resolving power. When it was known that ao = 0, the three analyses were still successful with three times as high an RMS. This is shown in example IlIa in Table III .
All the examples so far have had all the {a>} the same sign because this is the most difficult case. For N. = 4, the most difficult arrangement of f laj is small et, and a4. The a2 tends to get lost between the larger a, and a3, and the shortest-lived a4 contributes too little information to the data. However, when a2 and a4 are negative, they are considerably easier to resolve, as can be seen in example IlIb in Table III and Fig. 2 .
DISCUSSION
The results show that the method is applicable over a wide range of conditions, and this is important if the program is to be truly automatic. It should be-especially helpful where the other available methods have special difficulties; i.e., where N. is unknown and can be greater than two.
It is of course very convenient that only the raw data is needed as input, with no prejudgements or guesses required or even allowed. However the objectivity is even more important. There have already been two users who were convinced that there could not possibly be as many components as the NA determined by the program. In one case an instrumental problem was later found to be producing an extra component; in the other the extra component was reproducible and the postulated mechanism had to be rejected. Both had been using methods that, when combined with their biases, gave incorrect solutions and NA, values, which nevertheless usually reproduced the data to their satisfaction.
There are of course many situations that make the concept of a completely unambiguous determination of NA meaningless; e.g., a A, can be orders of magnitude too large to be detected in the experimental t range, or two components could have practically the same A. Thus one must always think in terms of resolving power and t range. The spectral plots, standard error estimates, and a parameter provide objective indications of the accessible A range and resolving power of the data.
When the conditions in Table III were further worsened so that the method did fail, the ILSS failed at the same stage or soon thereafter. Thus the method made nearly optimum use of the resolving power inherent to the data.
The results show that the resolving power decreases as the number of closely spaced components increases. Thus, to even see five or more components, one would need two or more interval sizes (as in example II) to cover the necessarily wide t range with a reasonable number of data points. The method should have no special problems for NA > 5 provided adequate data can be obtained over the wide t range.
Computations were performed on the Univac 1108 at the Gesellschaft fiir wissenschaftliche Datenverarbeitung m.b.H., Gottingen.
