In this paper we describe magnitude and phase measurements obtained from primary single unit recordings in the cat auditory nerve. Levels range from threshold to 100 dB SPL, with frequencies from 0.1-]0.0 kHz. The upper limit on the phase measurements was limited by the loss of neural phase locking at 4-5 kHz. For each unit, the frequency tuning curve {FTC) was measured by the method of Kiang and Moxon [M. C. Liberman, J. Acoust. Soc. Am. 63, 442 445 11978)] to establish the threshold frequency response of the unit. Data from several selected animals, organized by characteristic frequency (CF), are presented showing phase response, group delay, frequency tuning, and tuning slope for each CF range. The major emphasis in this paper is on the "linear" aspects of the data as characterized by the filter properties of the single unit response, however a number of nonlinear (level-dependent} effects are described. Data are presented showing the phase response normalized by the cochlear microphonic {CM) recorded at the round window membrane. This normalization simplifies the phase data since it produces a constant phase slope with respect to frequency (constant group delay} for high CF units (fcF > 1 kHz) for frequencies more than one octave below their characteristic frequencies. A model of CM, as measured at the round window (RW), is presented and compared to experimental CM measurements. The CM model gives a reasonable fit to the experimental data above 500 Hz. Our interpretation of the CM normalization is that it remove• driver and middle ear effects. In the model we assume that the CM is generated by the displacement of the basilar membrane near the round window recording site.
INTRODUCTION
It is widely accepted that the main function of the cochlea is that of an analyzing filter bank which reduces an acoustic stimulus to its various frequency components. Neural measurements indicate that the eochlear filters are very sharply tuned, having skirts with slopes greater than several hundred dB/oct. In the cat, an estimated 40 000 afferent neurons carry the resulting narrow-band hair-cell responses to the coehlear nucleus, apparently coded as a pulse-rate modulated digital code.
While the frequency selectivity of the auditory neurons has long been the subject of frequent study, only a few studies of neural signal phase have been undertaken. One purpose of this paper is to present detailed neural magnitude and phase data which might be used to refine mathematical models of Using a dorsal approach, the bulla and septurn were opened on the left side. Two silver-ball electrodes were cemented to the skull; one grounded in the bone, dorsal to the meatus, and the other was placed directly on the round window membrane. All signals were presented through a pushpull electrostatic acoustic driver as described by Sokolich (1977) . Experiments were performed in an ICA doublewalled sound-proof chamber. The round window electrode was used to measure tone-pip N 1 thresholds and CM (relative to the bone electrode) as a function of frequency and level. The auditory nerve was next exposed by opening the dorsal aspect of the posterior fossa and retracting the cerebellum. After the retraction, CM and threshold tone-pip N 1 were again measured and compared with the values measured prior to the retraction. Glass microelectrodes, filled with 3M KC1, were used to record from single auditory nerve fibers. Electrode impedances ranged from 5 to 30 MR (dc). The electrodes were advanced into the auditory nerve using a Burleigh "inch-worm" PZT drive. This drive provided a precise control over the electrode tip placement (e.g., Ax• 11tm). Under optimal recording conditions, units could frequently be held for well over 1 h. However, typical measurements never required more than 10-15 min; accordingly we frequently moved to the next unit before the previous unit was lost. Typically, a distance of 10-50 Itm was traveled between units when experimental recording conditions were optimal. After 1200-2500itm of electrode motion, the dectrode was withdrawn and manually advanced until a new unit was acquired. At that point, the digital position indicator of the PZT drive was reset and the electrode was again advanced under push button, electronic control.
B. Computer methods
All data generation and collection was done using a 16-bit Data General S/200 Eclipse minicomputer running with the Data General Real Time Disk Operating System (RDOS). This system was equipped with 192 kbytes of core memory, a 96 Mbyte disk drive, two Tektronies 4010 graphic I/O terminals, a 32-bit floating-point hardware multiplier, 100 kHz ! 5-bit D/A and A/D multichannel hardware with programmable clock, a nine-track magnetic tape drive, a line printer, real-time plotting hardware, hardware which controlled an analog signal attenuator having a 100-dB range in l-dB steps, and a Rockland programmable analog anti-aliasing filter (model 816, 48 dB/oct, Butterworth response). A special purpose interrupt-driven digital real-time counter (we shall refer to this hardware as the "histogram counter") was designed which was incremented by the D/A clock. The histogram counter was used to record the neural event times to within one D/A clock period, which in this series of experiments was 21 its. Each neural event caused a computer interrupt and loaded the histogram counter value into a hardware register. Each time this interrupt was answered (within 120 Its} the histogram hardware was reset to accept the next neural spike. The histogram counter could also be cleared by the unused least significant bit (LSB) of the real-time D/A word, thereby allowing the neural histogram to be exactly synchronized to the D/A output signal. All signals presented to the cat were generated digitally and were presented via the D/A through the acoustic driver transducer. The analog attenuator was only used to determine the maximum signal level for each set of presentations (e.g., once for each tuning curve or once each phase versus frequency measurement).
C. Data collection methods
The method of Kiang and Moxon (Liberman, 1978 ) was used to measure the neural threshold tuning curve. A shaped, 50-ms tone burst having sound level S and frequency fwas presented to the cat's ear followed by a 50-ms period of silence. The number of neural spikes N (S } counted during the tone burst was determined by the histogram counter hardware, as well as the number of spikes during the silent interval M = N(0). At each of the measurement frequencies, the signal level S was then stepped in multiples of 2/3 dB until N($o),,-.M + 1. This condition specifies that the number of spikes during the driven interval N($) at level S =-So is one more than the number of spikes during the silent interval M. In this manner the threshold excitation tuning Sol f} was found as a function of frequency. As a result of some experimentation, it appears that the Kiang-Moxon neuron tuning curve paradigm is reproducible to within about -t-3 dB in level, independent of the estimated threshold value [see for example Fig. 19lb) 
D. Experimental methods
Neural units were found using a gated wideband digitally generated acoustic noise search stimulus. The noise level was such that it would drive any unit having a threshold below 80 dB re: 20pPa. Once a unit was acquired, the neural threshold curve (I•C, or frequency tuning curve) was determined, as described above, and displayed on the computer terminal. After the CF (characteristic frequency) had been determined from the FTC, a delay compensation To(fcv) was entered. The delay compensation was an empirically determined function of CF (its choice will be discussed below). Next a locus (straight line connecting two points in the log-frequency, log-pressure plane) through the suprathreshold response range in the frequency versus SPL (sound pressure level) plane was established via input cursors on the computer terminal. The sweep defined the locus of frequencies and levels used in measuring the phase. For most of the experiments reported on here, single tones were generated having a geometric frequency separation of 90 points per decade quantized to the nearest multiple of 22 Hz. At each measurement frequency a continuous tone was gated on for 2 s. During this time, neural spikes were collected and a stimulus locked (PST, post-stimulus time) histogram was formed. The neural phase was then estimated from the PST histogram by computing the phase of the Fourier transform of the period histogram at the stimulus frequency (Pfeiffer and Molnar, 1970 ). All measured phases have been referenced to the computer defined stimulus. Ear canal pressure magnitude and phase were measured for each animal several times during the experiment via a calibrated probe microphone. For frequencies of interest, namely frequencies below 5 or 6 kHz, the driver response was typically quite flat (• + 3-dB deviation from a fiat response). Although the magnitude and phase of ear canal pressure was recorded, ear canal corrections were not made to the plots presented in this paper. Such corrections were not necessary because of the uniformity of the measured driver magnitude and phase response below 6 kHz. In many figures the driver voltage required to produce a pressure of 10 dB re: 20pPa is shown as a solid line (e.g., Fig. 1 ).
During estimation of the neural phase-at each frequency, a specific CF-dependent time delay compensation (for acoustic, cochlear, and neural delays) was made. This delay compensation was equivalent to removing a linear regression line from the phase versus frequency data, since a pure delay is equivalent to a phase shift proportional to frequency. this CF-dependent delay compensation, the phase roll was sufficiently reduced that we avoided the problem of 2•r phase ambiguities. 
II. ASSESSMENT OF ANIMAL VARIABILITY
In order to assure that the data being presented are typical, it is necessary to establish some general measures of neural response for each animal.
In Fig. I we show is not clear what this 10 dB difference is due to. All of our levels are peak values whereas rms is usually quoted. This makes our levels 3 dB greater than Libermans, assuming he used an rms scale. Differences in the tuning curve paradigm (Liberman used a 0 tuning curve criterion, while we used a criterion of 11 will give rise to threshold differences of about 6 dB. Chamber noise could also raise the thresholds, however, the chamber noise is known to be frequency-dependent (it increases at low frequencies). Thus chamber noise as a possible source of error is inconsistent with the neural thresholds which are relatively constant over frequency. seemed to be a very sensitive indicator; thus threshold elevatiens at CF and the maximum slope below CF seem to be correlated for high-CF units (as the threshold increases the slope below CF decreases in magnitude).
When an animal showed thresholds and slopes in the range of those seen in Fig. 3 , and when the number of recorded units was greater than 90, the data were defined to be "normal." Data from different animals were never pooled, although such a procedure seems justifiable based on the similarities seen across animals.
IlL GROUP DELAY MEASUREMENTS
Because of the very large range of delays within the cochlea, it is quite difficult to display the measured phase data while simultaneously displaying the detailed phase variations as a function of frequency. For this reason is is useful to plot the group delay rather than the phase. The group delay is defined as %P)- Regardless of its interpretation, the group delay is useful because it greatly reduces the range of data. Thisallows us to effectively display data from different CF ranges on one plot.
The upper panel, Fig. 4{a ), shows all the FTC's for animal 9 and shows the locus of each stimulus (dashed lines) used in the phase measurements. In Fig. 4lb ), we show the group delay as derived from the neurally measured phase data in cat 9. The purpose of Fig. 4lb ) is to show the range of the group delay over the CF range (as outlined by the heavy lines). From this figure it is clear that the phase slopes are highly correlated with frequency above 400 Hz. High CF units have small phase slopes and small phase slope variation, while low-frequency units show large delays Iphase slopes} and large delay variation. The range of group delay is a well defined function of CF. Occasional outliers (less than five traces for cat 9), which were removed from the figure, could be identified with a number of problems, such as temporary loss of the unit, errors in the spline fits to the phase due to too few points, numerical sensitivity in computing the derivative from the fitted data, and occasional locking to the CM at very high sound pressure levels during the data collection process le.g., due to poor recording conditions). 
Rhode's mechanical group delay data
Below CF Rhode's (1978) BM phase data is frequently idealized as being well approximated by two straight lines (Rhode, 1973 ) (on a linear frequency scale). From this description Rhode's group delay data would be constant to the first break frequency, beyond which the group delay would increase. Above CF, in the cutoff region, according to the idealization, the group delay would become zero.
In Fig. 6{a} we show two mechanically measured response curves as measured by Rhode { 1978} in squirrel monkeys. In the lower right panel, Fig. 6(d) , we show Rhode's group delay measurements. Note that while the group delay is somewhat noisy, it is approximately constant up to 5 kHz, and then increases up tOfcF.
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In Fig. 7(a) we replot the phase data of Pfeiffer and Molnar (1970) and in Fig. 7(c) 
IV. PHASE DATA MEASUREMENTS
In this section we present data (Figs. 9-15) where we separate the neural phase data into approximate octave CF groups. Each plot displays all the phase data for the specified animal in the CF range indicated. In each CF range four plots will be given. .• , , -, , ,. ,,,,, , , , , 300 .0 dent of level then each of the curves, taken at 10-dB SPL intervals, would superimpose. However, because of the CM saturation effect, after normalization, the CM data taken at higher levels is smaller as a result of its being divided by the larger ear canal pressure. Below about 80 dB re: 20/zPa, the CM (re: ear canal pressure} becomes level independent. The lowest curve in Fig. 16{a} corresponds to 10 V into the driver, or about 100 dB re: 20/zPa sound pressure. In Fig. 16(b) we show the phase of the CM at the driven frequency, and in Fig. 16(c) the group delay is shown. One feature of these data which is beyond our present understanding is the oscillation seen in the group delay at, and below, 1 kHz. This feature seems to indicate a weak reflection in the third turn of the cochlea.
From Fig. 16 (b} we see that the CM phase is close to zero for frequencies above 2.0 kHz. Correspondingly the group delay is near zero in this frequency range. We interpret this phase and delay data as a demonstration of the fact that the electrode pickup must be local. If the electrode were summing voltages from points other than just the first few millimeters along the cochlea, then the cochlear delays would affect the round window CM phase response for frequencies above 1 kHz.
A. Cochlear microphonic model
Our interpretation of this data may be summarized by the following model. We assume that the microphonic signal generators are proportional to the basilar membrane displacement, presumably through sheafing of the outer hair cells. (The exact nature of this generation mechanism is unimportant for the present discussion.) We also assume that only a few millimeters of the basilar membrane contribute to the CM signal at the round window.
In In our modal calculation we did not include the incudomalleolar joint or the middle ear and bu!la air cavities. Because the incudo-malleolar joint has been ignored, we would expect the model to deviate from measurements near and above 10 kHz.
B. CM normalization
Armed with this interpretation of the round window CM data, we may now interpret the neural phase, referenced to the CM, as the neural phase referenced to the basilar membrane displacement at the stapes. This normalization is convenient for many reasons, the most important here being that it removes the middle ear and driver transfer functions from the results. It would also remove middle ear nonlinear effects.
In Fig. 17 In Fig. 18 we show the effect of normalizing the neural data by CM magnitude and phase. In Figs. 181a} and Ic} we see that the slopes are near zero below 800 Hz due to the normalization. In Figs. 18lb) and (d) the leading phase shift is gone and the group delay is a constant 1.2 ms below about 1.4 kHz. These phase plots should be compared to those of Rhode, Fig. 6lb ). It is presently unclear what the effect of CM normalization would be for low CF units (fcv < 1 kHz} since for low frequencies both the CM and the neural phase are quite level dependent. We did not attempt to account for level effects here since we used only one nominal CM curve for all neural normalization. It would seem that the proper way to do the normalization is to measure the CM simultaneously with the neural phase so that common level-dependent effects would cancel.
C. Discussion
The correction of the neural phase by the CM phase removes middle ear transfer function effects from the neural phase and group delay. After being corrected, the neural phase is qualitatively similar to Rhode's measured phase of basilar membrane motion. These data also make certain "second filter" models as being unlikely explanations of cochlear sharpening, such as the model proposed by this author IAllen, 1980), or other two-component cancellation models IZwislocki and Sokolich, 1974}, since such models would have a phase behavior quite unlike that found here. This point is one of the main conclusions of this paper since it clearly rules out the "second filter" model proposed by this author IAllen, 1980}.
VI. LEVEL-DEPENDENT PHASE EFFECTS
In this section we summarize numerous nonlinear (NL) effects seen in the data. A phase measurement is defined here as being nonlinear when it depends on the sound level of the where a family of curves all intercept at a common point (where they are level independent) a "pivot point." In each case in this figure the CF (arrowhead) is very close to the pivot point. As the CF increases the concept of the pivot point degenerates and, when such points exist, they were well below the CF of the unit, and always below 1.5 kHz. Low-frequency pivot points were previously observed by Anderson et al. (1970) .
In Fig. 22 we show a nonlinear effect which was observed in two animals (cats 8,9) and then only under very limited conditions (very high pressure levels, frequencies below 1.5 kHz, for units having CFs below 2 kHzt. It is mentioned here only in that it seems to relate to the rate-level nonlinearity described by Kiang phase locking (neural phase response, estimated by Fourier transforms of neural period histograms} as a function of frequency and level in cat primary units have been presented in some detail. As was shown, a great deal of information may be obtained from the phase locked response as estimated from the Fourier transform of the stimulus-synchronized, neural period-histogram response. Phase data were measured, as a function of frequency and level, in more than 1000 primary fibers from more than 47 mature cats. To interpret the phase measurements three different transformations were performed on the measured data. First, a flat {frequency-independent} delay was subtracted from the neural phase data in order to remove the large phase roll which obscures interesting detail. Second, the slope of the phase was estimated providing a measure of the neural {cochlear) group delay. Third, neural phase was normalized by the cochlear microphonie {CM) phase measured at the round window (RW) membrane.
Four observed effects are most notable.
(a) For all high-frequency units (fcF > 1 kHz} and for frequencies less thanfcv, we found a phase shift {relative to ear canal pressure} having a group delay inversely proportional to frequency. The source of this phase shift was found to be due to the cochlear input impedance loading the middle ear transfer impedance since it also appeared in the CM measurements and could be removed by referencing the neural phase to the CM phase (see Figs. 17, 18}. For these units the group delay tends to sharply increase near the CF where the unit response goes into cutoff. The combination of these two effects produced a CF-dependent local minimum in the group delay about one octave below CF {f•fcF/2}. {b) At stimulus levels above 75 dB SPL, for high CF's (fcF > 1 kHz}, the large phase shifts {large group delay} associated with the sharp high-frequency band edge of the cochlear filters were found to shift down in frequency with increasing level {see Fig. 19}. {c} For low-frequency units {fcv < 1 kHz}, very complicated level-dependent phase was observed {Figs. 9-13, 20-22}. The CM phase measurements also displayed significant level-dependent effects below 1 kHz. {d} For frequencies above I kHz and levels below 75 dB SPL, the phase was almost always independent of level {Fig. 19}.
The phase measured in the auditory nerve was found to have two components. The first was cochlear in nature, being similar to the mechanical phase measurements of Rhode. When the two phase components, coehlear and middle ear, are added together, the resulting group delay decreases with increasing frequency. Since the group delay increases at the CF, there is a local minimum in the group delay just below CF. This local minimum can give rise to leading phase shifts in the delay compensated phase for certain choices of delay compensation (Fig. 17(b) 
B. Nonlinear phase effects
As previously mentioned, the CM group delay shows large oscillations for frequencies below 1 kHz. These standing wavelike oscillations are always observed in our CM measurements. As a function of level, the peak group delay decreases as the level is increased. Below I kHz, the CM phase is usually nonlinear. For high sound levels the total phase shift between 60 and 1000 Hz is less than that at low sound levels. This nonlinear effect is not well represented by the data of Fig. 16{b} which is relatively level independent. No attempt has been made to remove N 1 from the CM data. At low levels N 1 could be affecting these measurements.
The neural phase measurements seem to be linear (levelindependent} over a very large range of levels and frequencies, namely above I kHz and below 70 dB SPL. Since our phase measurements necessarily stop at 4 kHz, we do not know if this range extends into the above 4 kHz range. The general trend however is that the phase shows less level dependence as the frequency is increased. 
VIII. CONCLUDING REMARKS
This paper has only begun to focus on what seems to be a rich area, namely cochlear neural phase response to single frequency tones. One important question which remains unexplored is single unit phase under conditions of a second, sub-threshold suppresser tone. Since we know that single unit threshold rate response can be altered by the presence of a suppresser tone, phase, in the presence of a suppressing tone. should be studied. If, as found by Arthur {1976}. phase is invariant to a rate suppressing tone, then perhaps two-tone rate suppression is not mechanical in origin. On the other hand, (assuming the mechanical elements determine the neural frequency selectivity} if two-tone suppression nonlincar phase effects change in a frequency-dependent manner. in the frequency region near CF, then two-tone suppression is likely to be mechanical, having its counterpart at the cochlear mechanical level.
