A new class of generalized backward doubly stochastic differential equations (GBDSDEs in short) driven by Teugels martingales associated with Lévy process are investigated. We establish a comparison theorem which allows us to derive an existence result of solutions under continuous and linear growth conditions. MSC:Primary: 60F05, 60H15; Secondary: 60J30
Introduction
Backward Stochastic Differential Equations (BSDEs) have been introduced (in the nonlinear case) by Pardoux and Peng [16] . Originally, the study of the BSDEs has been motivated by its connection with partial differential equations (PDEs, in short). Indeed, BSDEs provides the probabilistic interpretation for solutions of both parabolic and elliptic semi linear partial differential equations generalizing the well-know Feynman-Kac formula (see Pardoux and Peng [17] , Peng [19] ). Very quickly this kind of equations has gained importance because of their many applications in the theory of mathematical finance (El Karoui et al., [8] ), in stochastic control (El Karoui and Hamadène, [7] ) and stochastic games (Hamadène and Lepeltier, [9] ). Roughly speaking, BSDEs is equation in the form:
where f is the generator, ξ is the terminal value and W is the brownian motion. All of them are the given data. Denote by (F t ) 0≤t≤T the natural filtration generated by W , the solution of BSDE (ξ, f ) is the F t -adapted process (Y, Z) satisfies (1.1) and belongs in the appropriate space. In [16] , Pardoux and Peng derived existence and uniqueness result to BSDE (ξ, f ) under uniformly Lipschitz generator. They used the martingale representation theorem which is the main tool in the theory of BSDEs. A few years later, further researches weak the Lipschitz condition. Lepeltier and San Martin [12] study BSDEs with continuous coefficients, Kobylanski [11] introduced BSDEs with the quadratic coefficients in z, Briand and Carmona [6] considered BSDEs with polynomial growth generators.
On the other hand, applying the idea used in [16] , Pardoux and Peng introduced in [18] the so-called backward doubly stochastic differential equations (BDSDEs, in short). This kind of BDSDEs gives a probabilistic representation for a class of quasilinear stochastic partial differential equations (SPDEs, in short). Next, Bally and Matoussi [3] used also BDSDEs to give the probabilistic representation of the weak solutions of parabolic semi linear SPDEs in Sobolev spaces; Matoussi and Scheutzow [13] introduced another kind of BDSDEs to derive a probabilistic representation for the solution of SPDEs with nonlinear noise term given by the Itô-Kunita stochastic integral.; Boufoussi et al. [5] recommended a class of generalized BDSDEs (GBDSDEs, in short) which involved an integral with respect to an adapted continuous increasing process and gave the probabilistic representation for stochastic viscosity solutions of semi-linear SPDEs with a Neumann boundary condition.
In [14] , Nualart and Schoutens proved a martingale representation theorem associated to a Lévy process. This progress allows them to establish in [15] the existence and uniqueness result for BSDEs associated with a Lévy process. In continuation of all this works, Ren et al. [10] showed existence and uniqueness result to GBDSDEs driven by Lévy process (GBDSDEL, in short) under Lipschitz on the generator. Moreover, the probabilistic interpretation for solutions of a class of stochastic partial differential integral equations (SPDIEs, in short) with a nonlinear Neumann boundary condition has been established.
In this note, we consider GBDSDEL
More precisely, we establish the existence result to BDSDEs (2.1) under continuous condition on the generators. The proof is strongly linked to the comparison theorem which do not hold in general case (see [2] for BDSDE and the counter-example in [4] for BSDEs driven by Lévy processes). To overcome this difficulty, we assume relation (2.3) between the generator f and Lévy process L which have only m different jump size with no continuous part. The rest of the paper is organized as follows. In section 2, we introduce some preliminaries and deal with a comparison theorem for GBSDEL under Lipschitz generators. Section 3 is devoted to prove the existence result to GBDSDEs driven by Lévy processes under continuous generators.
Preliminaries

Notations and Definition
Let (Ω, F , P) be a complete probability space on which are defined all the processes stated in this paper and T be a fixed final time. Let {B t ; 0 ≤ t ≤ T } be a standard Brownian motion, with values in R and {L t ; 0 ≤ t ≤ T } be a R-valued Lévy process independent of {B t ; 0 ≤ t ≤ T } corresponding to a standard Lévy measure ν such that R (1 ∧ y)ν(dy) < ∞.
Let N denote the class of P-null sets of F . For each t ∈ [0, T ], we define
where for any process
} is an increasing filtration and {F B t,T , t ∈ [0, T ]} is a decreasing filtration. Thus the collection {F t , t ∈ [0, T ]} is neither increasing nor decreasing so it does not constitute a filtration.
In the sequel, {A t ; 0 ≤ t ≤ T } is a F t -measurable, continuous and increasing real valued process such that A 0 = 0.
Let us introduce some spaces:
denotes the space of R m -valued random process satisfying:
Similarly, S 2 (0, T ) stands for the set of real valued random processes which satisfy:
A 2 (0, T ) denotes the set of (class of dP ⊗ dA t a.e. equal) real valued measurable random
is a Banach space. Furthermore, let consider the Teugels Martingale (H (i) ) i≥1 associated with the Lévy process {L t ; 0 ≤ t ≤ T } defined by: 
and verifies (2.1).
GBDSDEL with Lipschitz coefficients
For memory, let recall the existence and uniqueness result for GBDSDEL under Lipschitz condition due to Ren et al., [10] . Here, the function g depends on z and we have the following assumptions: Hence, if h satisfies (iv) with a possibly non negative β 2 , we can always choose λ such thath satisfies (iv) with a strictly negative β 2 . Consequently, (v) is not a severe restriction.
(ii) To assure the existence and uniqueness of the solution to the GBDSDEL (2.1), there is no need to have the assumptions (iv) and (v) of (A2). It is just needed to simplify the calculation in the proof of a priori estimate.
Comparison theorem
The comparison theorem is one of the principal tools in the theory of the BSDEs which does not hold in general for BSDEs with jumps (see the counter-example in Barles et al. [4] ). With a additional property of the jumps size (2.3) as in [20] , we derive the comparison theorem for GBDSDEs driven by Lévy processes under Lipschitz condition which generalizes the work of Yufeng et al. [21] for GBDSDEs with non jumps. In this fact, given ξ k and f k , h k , g for k = 1, 2 we consider
Under assumptions (A1), (A2) and (A3), it follows from Theorem 2.3 that (Y k , Z k ) is a unique solution of BDSDEL (2.2).
Theorem 2.5. Assume (A1)-(A3)
and let (Y 1 , Z 1 ) and (Y 2 , Z 2 ) be the solutions of equations (2.2) for k = 1, 2. We suppose:
• ξ 1 ≥ ξ 2 , P-a.s.
• f 1 (t, y, z) ≥ f 2 (t, y, z), and
where
Then, we have for all t
Proof. Set 
Itô's formula to Γ s,r Y r from r = t to r = T provides
Taking conditional expectation w.r.t. F s , is not hard to see that for s = t
Since, according to (2.3), the process Γ t,r is strictly positive, we obtainȲ t ≥ 0, a.s. i.e.
GBDSDEL with continuous coefficients.
In this section, we study the GBDSDEL under the continuous and linear growth condition on the coefficients. Roughly speaking, We prove the existence of a minimal or maximal solution by the well know approximation method of the functions f and h (Lemma 3.2) and the comparison theorem (Theorem 2.5).
In addition, we give the following assumptions:
isfy, for some constants β 1 ∈ R, β 2 < 0, K > 0 and three F t -measurable processes y) and h(., y) are jointly measurable,
and y → h(t, y) are continuous for all z, ω,t.
The main result of this paper is the following theorem. To prove this theorem, we need an important result which gives an approximation of continuous functions by Lipschitz functions (see Lepeltier and San Martin [12] to appear for the proof). 
Proof of theorem 3.1. For fixed (t, ω), it follows from (H2) that f (t, ω) and h(t, ω) are continuous and with linear growth. Hence, by Lemma 3.2 there exist sequences of functions f n (t, ω) and h n (t, ω) associated to f and h, respectively. Then f n , h n are measurable functions as well as Lipschitz functions. Moreover, since ξ satisfies (H1) we get from Ren et al. [10] that there is a unique pair {(Y n t , Z n t ), 0 ≤ t ≤ T } of F t -measurable processes taking values in R × R m and satisfying
and
Since for fixed (t, ω), f n+1 (t, ω) ≥ f n (t, ω), h n+1 (t, ω) ≥ h n (t, ω) and inequality (2.3) still holds, for all n ≥ K, it follows from the comparison theorem (Theorem 2.5) that for every
2)
The idea of the proof of Theorem 3.1 is to establish that the limit of the sequence (Y n , Z n ) is a solution of the BDSDE (2.1). It follows by the same steps and technics as in [1] (see Theorem 3.1).
Step 1: A priori estimates There exists a constant C > 0 independent of n such that 
Assumption (H2) together with Young's inequality imply, for any σ > 0 et γ > 0,
Therefore taking expectation in both side of (3.4) with the suitable λ and σ as n goes to infinity. Next, for all n ≥ n 0 ≥ K, it follows from Itô's formula, taking t = 0, as n goes to infinity. Finally, passing to the limit in (3.1), we conclude that (Y, Z) is a solution of GBDSDEL (2.1).
Step 4 
