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Abstract
We construct the stress-energy tensor correlation functions in probabilistic Liouville confor-
mal field theory (LCFT) on the two-dimensional sphere S2 by studying the variation of the
LCFT correlation functions with respect to a smooth Riemannian metric on S2. In particular
we derive conformal Ward identities for these correlation functions. This forms the basis for
the construction of a representation of the Virasoro algebra on the canonical Hilbert space
of the LCFT. In Kupiainen et al. (Commun Math Phys 371:1005–1069, 2019) the confor-
mal Ward identities were derived for one and two stress-energy tensor insertions using a
different definition of the stress-energy tensor and Gaussian integration by parts. By defin-
ing the stress-energy correlation functions as functional derivatives of the LCFT correlation
functions and using the smoothness of the LCFT correlation functions proven in Oikarinen
(Ann Henri Poincaré 20(7):2377–2406, 2019) allows us to control an arbitrary number of
stress-energy tensor insertions needed for representation theory.
Keywords Liouville model · Conformal field theory · Ward identities · Stress-energy tensor
1 Introduction andMain Result
1.1 Local Conformal Symmetry
Two-dimensional conformal field theory (CFT) is characterized by local conformal sym-
metry, an infinite dimensional symmetry that strongly constrains the theory. A formulation
of this symmetry can be summarised as follows [9]. The basic data of CFT are correlation
functions
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〈 N∏
i=1
Vαi (xi )
〉
,g
(1.1)
of primary fields Vα(z) defined on a compact two-dimensional surface  equipped with a
smooth Riemannian metric g. In a probabilistic formulation of CFT the angular bracket 〈·〉,g
is an expectation in a suitable positive (not necessarily probability) measure and the primary
fields often are (distribution valued) random fields.
The local conformal symmetry arises from the transformation properties of the correla-
tion functions under the action of the groups of smooth diffeomorphisms and local Weyl
transformations of the metric. The former acts by pullback on the metric g → ψ∗g and the
latter acts by a local scale transformation g → eϕg with ϕ ∈ C∞(,R). In axiomatic CFT
one postulates1〈 N∏
i=1
Vαi (xi )
〉
,ψ∗g
=
〈 N∏
i=1
Vαi (ψ(xi ))
〉
,g
(1.2)
〈 N∏
i=1
Vαi (xi )
〉
,eϕg
= ecA(ϕ,g)
N∏
i=1
e−αi ϕ(xi )
〈 N∏
i=1
Vαi (xi )
〉
,g
(1.3)
where the conformal anomaly is given by
A(ϕ, g) = 196π
∫
(|∇gϕ|2 + 2Rgϕ)dvg (1.4)
and the constant c is the central charge of the CFT, which in our case will belong to the
interval (25,∞). The number α is called the conformal weight of the field Vα . We denoted
by vg the Riemannian volume measure and by Rg the curvature scalar (see “Appendix”).
The stress-energy tensor field Tμν(z) is a symmetric 2 by 2 complex matrix valued field
defined indirectly through the formal variation of the (inverse of the) metric at a point z ∈ 
in the correlation function (1.1) (the precise definition can be found in Sect. 3.2):〈
n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j (x j )
〉
,g
:= (4π)n
n∏
i=1
δ
δgμi νi (zi )
〈 N∏
j=1
Vα j (x j )
〉
,g
, (1.5)
where gμi νi denotes a component of the inverse of the metric g. The functions on the right-
hand side of (1.5) turn out to be analytic or anti-analytic in the variables zi in the complex
coordinates (4.14) as long as zi 
= z j , xi 
= x j for i 
= j and zi 
= x j for all i and j . These
functions diverge when two variables merge but for certain choices of the indices μi and
νi the functions turn out to be meromorphic with poles described by the conformal Ward
identities. Let us specialize to the case of the sphere,  = S2. Then every smooth metric g can
be obtained from a given one gˆ by the action of diffeomorphisms and Weyl transformations:
g = eϕψ∗gˆ.
This fact together with the symmetries (1.2) and (1.3) yields the tools for defining and
computing the functional derivatives on the right-hand side of (1.5). The result is a recursive
formula, the conformal Ward identity, that allows to express (1.5) in terms of derivatives (in
the xi ’s) of (1.1).
1 For scalar fields Vα .
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Ward identities take an especially simple form in complex coordinates. Recall that a
Riemannian metric determines a complex structure on : a system of local coordinates
where the metric takes the form
gˆ = 12 eσ (dz ⊗ dz¯ + dz¯ ⊗ dz).
In such coordinates consider the zz-component of the stress-energy,
Tzz(z) = 14 (T11 − T22 − 2iT12)
where {Ti j }2i, j=1 are the components of T in the Euclidean coordinates of the plane. We
define
T (z) = Tzz(z) + c12 t(z) (1.6)
where
t(z) = ∂2z σ(z) − 12 (∂zσ(z))2. (1.7)
Then for distinct points {zi , x j } the Ward identity in the case  = S2 reads〈
n∏
k=1
T (zk)
N∏
i=1
Vαi (xi )
〉
S2,g
= 12
n∑
j=2
c
(z1 − z j )4
〈
n∏
k 
=1, j
T (zk)
N∏
i=1
Vαi (xi )
〉
S2,g
+
n∑
j=2
(
2
(z1 − z j )2 +
∂z j
z1 − z j
)〈 n∏
k=2
T (zk)
N∏
i=1
Vαi (xi )
〉
S2,g
+
N∑
j=1
(
α j
(z1 − x j )2 +
α j ∂zσ(x j )
z1 − x j +
1
z1 − x j ∂x j
)〈 n∏
k=2
T (zk)
N∏
i=1
Vαi (xi )
〉
S2,g
.
(1.8)
The definition (1.6) was already introduced in [8], and it is natural in the sense that it makes
T (z) meromorphic also in the regions where there are curvature, which is essential for the
Virasoro algebra discussed in Sect. 4. Iterating this identity, the left-hand side of (1.5) in the
case (μi , νi ) = (z, z) will be expressed in terms of the functions (1.1) and their derivatives in
the xi ’s. A corollary of this identity is that the functions (1.5) are holomorphic in the variables
{zi } in the region {zi 
= z j : i 
= j} ∩ {zi 
= x j : ∀ i, j}.
The conformal Ward identities have been studied before with theoretical physics level of
rigour. For a flat background metric the conformal Ward identities were initially derived in
[3]. For a general metric and surface the identities were derived in [8], where also a term
dealing with variation of the moduli of the surface appears. This term originates from the
fact that compact Riemann surfaces with positive genus have non-trivial moduli spaces, so
variation of the metric can also vary the conformal class of the surface.
1.2 Path Integrals and Liouville Conformal Field Theory
In constructive quantum field theory one attempts to construct the expectation as a path
integral
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〈F〉,g :=
∫
F(φ)e−S(φ,g) Dφ, (1.9)
over some space of fields φ :  → R (in the scalar case). The symmetries (1.2) and (1.3)
should then arise from the corresponding symmetries of the action functional S with the
anomaly (1.4) arising from the singular nature of the integral in (1.9). A case where this
program can be carried out is the Liouville conformal field theory (LCFT hereafter) which
was introduced in 1981 by Polyakov [18] in the context of developing a path integral theory
for two-dimensional Riemannian metrics.
Liouville field theory is described by the Liouville action functional, which for γ ∈ (0, 2)
and μ > 0 is given by
SL(φ, g) = 1π
∫

(
|∇gφ(z)|2 + Q4 Rg(z)φ(z) + πμeγφ(z)
)
dvg(z). (1.10)
The term Q is given by
Q = 2
γ
+ γ2 .
The primary fields for LCFT are the vertex operators
Vα(z) = eαφ(z)
where α ∈ C. Their conformal weights are given by
α = α2
(Q − α2 ) .
A rigorous construction of the path integral, and in particular the correlation functions of
the vertex operators, was given in [5] and will be recalled in Sect. 2 in the present setup. In
[13] the conformal Ward identities (1.8) were derived in the case of one or two T -insertions
(n = 1, 2). Instead of deriving the conformal Ward identities by varying the background
metric, the authors of [13] defined (the zz-component of) the stress-energy tensor directly as
the field
Tzz(x) = Q∂2x φ(x) − (∂xφ(x))2 (1.11)
and computed the correlation functions (1.5) for n = 1, 2 for a specific metric by Gaussian
integration by parts. Generalizing this approach to arbitrary n was obstructed by a lack of
proof of smoothness of the correlation functions (1.1) (which was later proven [17]) and the
difficulty of simplifying the expressions coming from the integration by parts. It is however
necessary to have (1.8) for arbitrary n in order to construct the representation of the Virasoro
algebra for LCFT. This is the motivation and the objective of the present paper. Its main
technical input is the recent proof of smoothness of the LCFT correlation functions by the
second author [17].
1.3 Main Result
Our main result is a proof of the conformal Ward identities for arbitrarily many T -insertions
for arbitrary metrics on the sphere by varying the background metric. The precise result is
formulated in Propositions 2.3, 3.3 and 3.6.
Theorem 1.1 Let (x1, . . . , xN ) ∈ (S2)N , with N ≥ 3, be a tuple of non-coinciding points
on the two-dimensional sphere and assume that the real numbers α1, . . . , αN satisfy the
Seiberg bounds. The LCFT correlation functions (1.1) are smooth functions with respect to
123
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the Riemannian metric g, and they satisfy the diffeomorphism and Weyl symmetries (1.2),
(1.3). The derivatives (1.5) exist and are smooth in zi , x j in the region of non-coinciding
points. The correlations for the field T defined by (1.6) satisfy the Ward identities (1.8).
The content of the article is as follows. In Sect. 2 we recall the definition of the correlation
functions (1.1) and formulate and prove the diffeomorphism and Weyl covariance of LCFT
on a compact surface . In Sect. 3 we prove the Ward identities (1.8) for  = S2 and in
Sect. 4 we discuss future work on the construction of the Virasoro representation of LCFT.
The appendix collects the elementary definitions and notations from Riemannian geometry
used in the paper.
2 Covariant Formulation of LCFT
In this section we recall the construction of LCFT correlation functions given in [5] and
extend it to include the diffeomorphism covariance (1.2). Similar discussion can be found
in [10], Sects. 3 and 4, where the authors work on compact Riemann surfaces with genus
2 or higher, but the cases of the sphere and the torus work almost the same way. The main
mathematical objects appearing in the construction are the Gaussian Free Field and Gaussian
Multiplicative Chaos which we need to define in a covariant way. The appendix collects the
elementary definitions and notations from Riemannian geometry used in this section.
2.1 Gaussian Free Field
Let (, g) be a two-dimensional smooth compact Riemannian manifold and g be the
Laplace–Beltrami operator. It is well-known that g is a positive self-adjoint operator on
L2(, dvg). The set of of orthonormal eigenfunctions eg,n , n = 0, 1, . . . ,
−geg,n = λg,neg,n,
is complete in the sense that the L2-closure of span(eg,n)∞n=0 is the whole space L2(, dvg).
It holds that λg,n > 0 for n > 0 and λg,0 = 0 with eg,0 the constant function.
The Gaussian Free Field (GFF) Xg on the Riemannian surface (, g) is defined as the
random generalised function
Xg =
√
2π
∞∑
n=1
an
eg,n√
λg,n
,
where an are independent and identically distributed standard Gaussians. The series converges
in the negative order Sobolev space H−s(, dvg) for any s > 0 (see e.g. Sect. 4.2 of [7]).
The covariance of Xg has an integral kernel
E[(Xg, f )g(Xg, h)g] =
∫
Gg(x, y) f (x)h(y) dvg(x) dvg(y),
where vg is the volume measure of g,
Gg(x, y) =
∞∑
n=1
eg,n(x)eg,n(y)
λg,n
,
and (Xg, f )g denotes the dual bracket, so formally (Xg, f )g =
∫

Xg f dvg . This justifies
the notation
EXg(x)Xg(y) := Gg(x, y),
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even though Xg is almost surely not a function. An application of the Plancherel theorem
gives
− 12π gGg(x, y) = 1√det g(x) δ(x − y) − 1vg() , (2.1)
that is, Gg(x, y) is the Green function of −g having zero average on :∫

Gg(x, y)dvg(x) = 0 =
∫

Gg(x, y)dvg(y).
Define the average in the metric g as
mg( f ) := 1vg()
∫

f (z)dvg(z).
Then the GFF satisfies the following covariance under diffeomorphisms and Weyl transfor-
mations:
Proposition 2.1 (a) Let ψ ∈ Diff(). Then
Xg ◦ ψ law= Xψ∗g. (2.2)
(b) Let g and g′ be conformally equivalent, that is, g′ = eϕg with ϕ ∈ C∞(,R). Then
Xg′
law= Xg − mg′(Xg). (2.3)
Proof (a) Follows from covariance of the Laplacian:
ψ∗g(ψ−1)∗ = ψ∗g
where ψ∗ acts on functions by ψ∗ f = f ◦ ψ . Hence ψ∗en,g = en,ψ∗g from which (2.2)
follows.
(b) We have g′ = eϕg for some ϕ ∈ C∞(,R). Since mg′(Xg) = 1vg′ () (Xg, e
ϕ)g the
field X = Xg − mg′(Xg) has covariance
EX(z)X(z′) = Gg(z, z′) − 1vg′ ()
( ∫
Gg(z, x)dvg′(x) +
∫
Gg(x, z′)dvg′(x)
)
+ 1
vg′ ()2
∫
Gg(x, y)dvg′(x)dvg′(y).
Since eϕg = e−ϕg we get from (2.1)
− 12π g′ Gg(z, z′) = 1√det g′(z) δ(z − z
′) − 1
vg()
e−ϕ
and thus
− 12π g′EX(z)X(z′) = 1√det g′(z) δ(z − z
′) − 1
vg′ ()
.
This implies that EX(z)X(z′) = Gg′(z, z′), meaning that X has the same covariance as Xg′ .
Since the fields are Gaussian, the equality in distribution follows. unionsq
Choose now a local conformal coordinate z on U ⊂  so that the metric is
g(z) = 12 eσ(z)(dz ⊗ dz¯ + dz¯ ⊗ dz). (2.4)
Then Eq. (2.1) becomes
− 12π Gg(x, y) = δ(x − y) − 1vg()eσ (2.5)
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where  is the standard Laplacian. Hence, for z, z′ ∈ U we have
Gg(z, z′) = ln 1|z − z′| + hg(z, z
′) (2.6)
where hg is a smooth function ensuring that Gg has zero vg-mean over  both in z and z′.
For later purpose we note that if ψ is conformal on U then
Gg(ψ(z), ψ(z′)) = Gψ∗g(z, z′) = ln 1|z − z′| + hψ∗g(z, z
′)
so that
hg(ψ(x), ψ(x)) = hψ∗g(x, x) + ln |ψ ′(x)|. (2.7)
In particular for  = S2 we take U = C and have
hg(z, z′) = 1vg(C)2
∫
C
∫
C
ln
|z − u||z′ − u|
|u − v| dvg(u)dvg(v). (2.8)
2.2 GaussianMultiplicative Chaos
Next, we want to define the measure eγ Xg dvg . We regularise the GFF by setting
Xg,N (z) =
√
2π
N∑
n=1
an√
λn
eg,n(z). (2.9)
Then
Eeγ Xg,N (x) = e γ
2
2 EXg,N (x)
2 → ∞
as N → ∞. Hence it is natural to consider the measure
dmγ,g,N (x) = eγ Xg,N (x)−
γ 2
2 EXg,N (x)
2 dvg(x).
If ψ ∈ Diff(6) then the properties ψ∗eg,n = eψ∗g,n and λψ∗g,n = λg,n imply
ψ∗Xg,N = Xψ∗g,N .
Hence
ψ∗mγ,g,N = mγ,ψ∗g,N . (2.10)
Let N be the sigma-algebra generated by a1, . . . , aN . Then, for M < N and any continuous
f :  → R
E
(∫

f dmγ,g,N |M
)
=
∫

f dmγ,g,M ,
that is, the integrals against continuous functions are martingales. This leads to the almost
sure existence of the weak limit
mγ,g = lim
N→∞ mγ,g,N
and the limiting measure is non-trivial for γ < 2 (see e.g. [4]) which is the origin of the
parameter range γ ∈ (0, 2) that we mentioned in the introduction. The critical value γ = 2
also leads to a non-trivial measure (see e.g. [6]), but requires a different renormalisation so we
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choose not to include it. The limiting measure is an instance of the Gaussian Multiplicative
Chaos and it inherits the property (2.10)
ψ∗mγ,g = mγ,ψ∗g. (2.11)
2.3 Weyl Invariance
To have the Weyl transformation law for LCFT we need to modify the chaos measure a bit.
Fix conformal coordinates so that (2.4) holds and consider the circle average regularization
of Xg given by
Xg,(z) := 12π
∫ 2π
0
Xg(z + eiθ ) dθ, (2.12)
see e.g. Lemma 3.2. in [10] for the precise definition of the circle average. From (2.8) and∫ 2π
0
∫ 2π
0
ln |eiθ − eiθ ′ | dθdθ ′ = 0
we deduce
EXg,(z)2 = ln −1 + hg(z, z) + o(1), (2.13)
where o(1) stands for terms that vanish as  → 0. It is known that the limit
lim
→0 
γ 2
2 eγ Xg, (z)d2z
exists in the sense of weak convergence in probability (see e.g. [4]). By uniqueness of the
Gaussian Multiplicative Chaos measure (see [4]), we have the equality
mγ,g
law= eσ(z)e− γ
2
2 hg(z,z) lim
→0 
γ 2
2 eγ Xg, (z)d2z,
where d2z denotes the two-dimensional Lebesgue measure. Let
ργ,g(z) := e
γ 2
4 σ(z)+ γ
2
2 hg(z,z) (2.14)
and define the measure
Mγ,g := ργ,gmγ,g. (2.15)
This definition ensures that we get the transformation law under g → eϕg in Proposition 2.2,
which will later turn out to be the correct one for the Liouville expectation in Sect. 2.4 in the
sense that it leads to the property (1.3). We have
Mγ,g = e
γ Q
2 σ(z) lim
→0 
γ 2
2 eγ Xg, (z)d2z.
From this formula and the fact that Xeϕg
law= Xg−meϕg(Xg) we infer the Weyl transformation
law
Mγ,eϕg
law= e γ Q2 ϕ−γ meϕ g(Xg)Mγ,g.
Note that our definition of ργ,g so far depends on the choice of conformal coordinates. Let
ψ be a diffeomorphism. We want to define ρ in different coordinates by
ργ,ψ∗g := ργ,g ◦ ψ. (2.16)
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We have to check that this is well-defined, meaning that the above formula is consistent with
(2.14) in the case when ψ∗g is also a conformal metric. Hence suppose we have a metric g
and two different conformal coordinates are given by the diffeomorphisms ψ1 and ψ2. Thus
we have g = ψ∗1 g1 and g = ψ∗2 g2 with
gi = 12 eσi (dz ⊗ dz¯ + dz¯ ⊗ dz).
From ψ∗1 g1 = ψ∗2 g2 we get g1 = (ψ−11 )∗ψ∗2 g1 = (ψ2 ◦ ψ−11 )∗g2 which implies ψ :=
ψ2 ◦ ψ−11 is a conformal map and
σ1 = σ2 ◦ ψ + 2 ln |ψ ′|,
where ψ ′ denotes the complex derivative. Using the above formula and (2.7) we conclude
(ργ,g1 ◦ ψ1)(z) = e
γ 2
4 (σ1◦ψ1)(z)+ γ
2
2 hg1 (ψ1(z),ψ1(z))
= e γ
2
4 ((σ2◦ψ2)(z)+2 ln |ψ ′(ψ1(z))|)+ γ
2
2 (hg(z,z)+ln |ψ ′1(z)|)
= e γ
2
4 ((σ2◦ψ2)(z)+2(ln |ψ ′2(z)|−ln |ψ ′1(z)|)+ γ
2
2 (hg2 (ψ2(z),ψ2(z))−ln |ψ ′2(z)|+ln |ψ ′1(z)|)
= e γ
2
4 (σ2◦ψ2)(z)+ γ
2
2 hg2 (ψ2(z),ψ2(z))
= (ργ,g2 ◦ ψ2)(z)
and this implies that (2.14) does not depend on the choice of conformal coordinates and
(2.16) is consistent with it.
Now from Proposition 2.1 we infer
ψ∗Mγ,g = (ργ,g ◦ ψ) mγ,ψ∗g = Mγ,ψ∗g. (2.17)
We can summarize these considerations to
Proposition 2.2 Let ψ ∈ Diff() and ϕ ∈ C∞(). Then we have the following equality of
joint probability distributions
(Xg ◦ ψ,ψ∗Mγ,g) law= (Xψ∗g, Mγ,ψ∗g)
(Xeϕg, Mγ,eϕg)
law= (Xg − cg(ϕ), e
γ Q
2 ϕ−γ cg(ϕ)Mγ,g),
where the random variable cg(ϕ) is given by
cg(ϕ) = 1veϕ g()
∫
Xgdveϕg.
2.4 Liouville Expectation
The GFF Xg is almost surely an element of H−s(, dvg) for any s > 0. Let F :
H−s(, dvg) → C. The Liouville expectation of F , initially defined in Sect. 3 of [5],
is given by
〈F〉,g := Z(, g)
∫
R
E
[
F(c + Xg)e−
Q
4π
∫
Rg(z)(c+Xg(z)) dvg(z)−μeγ c Mg,γ (1)
]
dc (2.18)
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where we use the notation Mg,γ ( f ) =
∫

f d Mg,γ so that Mg,γ (1) denotes the total mass
of the measure Mγ,g . The factor Z(, g) is the “partition function of the GFF”, explicitly
Z(, g) = e 12 ζ ′,g(0)vg()
1
2
where the zeta function is defined as
ζ,g(s) =
∞∑
n=1
λsg,n
for real part of s small enough and ζ ′,g(0) is defined by analytic continuation, see Sect. 1
of [20] for details. We include Z(, g) in the definition (2.18) to match physics literature
conventions. Especially this has the effect of shifting the central charge of the theory from
6Q2 to 1 + 6Q2, see Proposition 2.3. For a diffeomorphism ψ ∈ Diff(6) the property
λψ∗g,n = λg,n implies
Z(,ψ∗g) = Z(, g)
and furthermore, Eq. (1.13) in [20] gives
Z(, eϕg) = eA(ϕ,g)Z(, g)
where
A(ϕ, g) = 196π
∫

(|∇gϕ(z)|2 + 2Rg(z)ϕ(z)) dvg(z). (2.19)
Proposition 2.3 Suppose F : H−s(, dvg) → R is such that 〈|F |〉,g < ∞. Then we have
the diffeomorphism covariance
〈F〉,ψ∗g = 〈ψ∗F〉,g,
where (ψ∗F)(X) := F(X ◦ ψ) and the Weyl covariance
〈F〉,eϕg = ecA(ϕ,g)
〈
F
(
· − Q2 ϕ
)〉
,g
, (2.20)
where ϕ ∈ C∞(,R) and c = 1 + 6Q2.
Proof The first claim follows directly from the identities
(Xψ∗g, Mψ∗g,γ (1))
law= (Xg ◦ ψ, Mg,γ (1)),
Rψ∗g = Rg ◦ ψ
which follow from Proposition 2.2, and the fact that Rg is a scalar function (a 0-form). The
second claim follows along the same lines as in [5]. For completeness we give the main steps.
Let g′ = eϕg. By Proposition 2.2 and a shift c′ = c − cg(ϕ) in the c integral we have
Yg′ :=
∫
R
E
[
F(c + Xg′)e−
Q
4π
∫
 Rg′ (c+Xg′ ) dvg′−μeγ c Mg′,γ (1)
]
dc
=
∫
R
E
(
F(c′ + Xg)e−
Q
4π
∫
 Rg′ (c′+Xg)dvg′−μeγ c
′ Mg,γ
(
e
γ Q
2 ϕ
))
dc′.
Using Rg′vg′ = (Rg − gϕ)vg and dropping the prime from c this becomes
Yg′ =
∫
R
E
(
e
Q
4π (Xg ,gϕ)g F(c + Xg)e−
Q
4π
∫
 Rg(c+Xg)dvg−μeγ c Mg,γ
(
e
γ Q
2 ϕ
))
dc.
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Next we apply the Girsanov theorem to the factor e
Q
4π (Xg ,gϕ)g
. Denoting the rest of the
integrand by H(Xg, Mg,γ ) we have
E(H(Xg, Mg,γ )e
Q
4π (Xg ,gϕ)g ) = e Q
2
32π2
(gϕ,Gggϕ)g
E(H(Xg + h, eγ h Mg,γ )),
with
h = Q4π Gggϕ.
From (2.1) we obtain Gggϕ = −2πϕ + c˜ with c˜ = Q2
∫
ϕdvg∫
dvg
so that h = − Q2 ϕ + c˜ and
thus
Yg′ = e
Q2
32π2
(gϕ,Gggϕ)g
∫
R
E
(
F(c + c˜ + Xg − Q2 ϕ)e−
Q
4π
∫
 Rg(c+c˜+Xg−
Q
2 ϕ)dvg−μeγ (c+c˜) Mg,γ (1)).
After a shift in the c-integral we obtain
Yg′ = eB(ϕ,g)
∫
R
E
(
F(c + Xg − Q2 ϕ)e−
Q
4π
∫
 Rg(c+Xg)dvg−μeγ c Mg,γ (1)),
with
B(ϕ, g) = Q232π2 (gϕ, Gggϕ)g + Q
2
8π
∫

Rg(z)ϕ(z)dvg(z).
The claim follows since
(gϕ, Gggϕ)g = (ϕ,gGggϕ)g = −2π(ϕ,gϕ)g.
unionsq
2.5 Liouville Correlation Functions
Choose a local conformal coordinate. We define
ρα,g(z) := e
α2
4 σ(z)+ α
2
2 hg(z,z) (2.21)
and we define the regularized vertex operators by
Vα,g,N (z) = eα(c+Xg,N (z))− α
2
2 EXg,N (z)
2
ρα,g(z).
Again we set
ργ,ψ∗g = ργ,g ◦ ψ,
which is well defined by the same argument as with α = γ earlier. Hence
Vα,g,N ◦ ψ = Vα,ψ∗g,N . (2.22)
Proposition 2.4 The correlation functions〈
n∏
i=1
Vαi ,g(zi )
〉
,g
:= lim
N→∞
〈
n∏
i=1
Vαi ,g,N (zi )
〉
,g
,
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exist and are non-zero if and only if the αi ’s satisfy the Seiberg bounds
n∑
i=1
αi > Qχ(), αi < Q ∀i, (2.23)
where χ() = 2 − 2genus(6) is the Euler characteristic. Furthermore they satisfy the
diffeomorphism and Weyl transformation laws (1.2) and (1.3) with α = α2 (Q − α2 ).
Proof The strategy for the proof of convergence is the following. We first switch the inte-
gration order and argue that the c-integral converges. Then we evaluate the c-integral which
then yields a different representation of the correlation function in terms of an expecta-
tion of a moment of a GMC integral with no c-integral remaining. Consider (2.18) with
F(X) = e(X , f )g with f ∈ C∞(). For the scalar curvature the Gauss–Bonnet theorem
takes the form2
∫
Rgdvg = 4πχ(), so we get
〈F〉,g = Z(, g)
∫
R
ec(( f ,1)g−Qχ())E
⎡
⎣e
((
f − Q4π Rg
)
,Xg
)
g e−μeγ c Mg,γ (1)
⎤
⎦ dc
= Z(, g)E
[
e(h,Xg)g
∫
R
ec(( f ,1)g−Qχ())e−μeγ c Mg,γ (1) dc
]
(2.24)
where we used Fubini’s theorem and defined
h = f − Q4π Rg.
Since Mg,γ (1) > 0 almost surely, the c-integral converges provided
( f , 1)g > Qχ(), (2.25)
and after evaluating the c-integral we get
〈F〉,g = γ−1μ−s f (s f )Z(, g)E
[
e(h,Xg)g Mγ,g(1)−s f
]
,
where
s f = ( f ,1)g−Qχ()γ .
Finally a shift in the Gaussian integral (Girsanov theorem) gives
〈F〉,g = γ−1μ−s f (s f )Z(, g)e
1
2 (h,Ggh)g E
[
Mγ,g(eγ Ggh)−s f
]
.
For the correlation functions we take
F(X) = e(Xg , f )g−
∑n
i=1(
α2i
2 EXg,N (zi )
2+ln ρg,αi (zi ))
with f = ∑ni=1 αi ∑Nn=0 eg,neg,n(zi ), because then (Xg, f )g = ∑ni=1 αi Xg,N (zi ). Then,
the condition (2.25) becomes the first of the conditions (2.23). As N → ∞ in a neighborhood
of zi
eγ Ggh(z) = |z − zi |−γαi + O(1)
and the condition αi < Q is needed for the Mγ,g integrability of this singularity, see Lemma
3.3 in [5].
Diffeomorphism covariance follows from (2.22) in the limit.
2 Note that we are using the scalar curvature Rg , which is twice the Gaussian curvature Kg .
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For the Weyl covariance let us again choose conformal coordinates around the insertion
points zi and use the circle average regularization〈
n∏
i=1
Vαi ,g(zi )
〉
,g
:= lim
→0
〈
n∏
i=1
V αi ,g(zi )
〉
,g
,
where
V α,g(z) = e
α2
4 σ 
α2
2 eα(c+Xg, (z)). (2.26)
By (2.20) we have then〈
n∏
i=1
V αi ,eϕg(zi )
〉
,eϕg
= ecA(ϕ,g)
n∏
i=1
e
α2i
4 ϕ(zi )− 12 Qαi ϕ(zi )
〈
n∏
i=1
V αi ,g(zi )
〉
,g
which implies the claim since ϕ(zi ) → ϕ(zi ) as  → 0. unionsq
3 Conformal Ward Identities
We will now specialize to the case  = S2 = Cˆ and consider the metric dependence of the
vertex correlation functions:
g → F(g, x) =
〈 N∏
i=1
Vαi ,g(xi )
〉
g
where from now on we drop the  from the notation. Our objective is to construct the deriva-
tives (1.5) and prove the identities (1.8). The identities (1.2) and (1.3) make the dependence
on the metric quite explicit since the sphere has only one conformal class (see below for the
definition), a fact we will recall next.
3.1 Beltrami Equation
Let M be the set of smooth metrics in Cˆ. We may work on the coordinate chart C and identify
g ∈ M with a smooth function g(z) = {gαβ(z)} taking values in positive matrices such that
Dζ T (g ◦ ζ )Dζ is smooth as well where ζ(z) = z−1 (this means that g is smooth at infinity).
Similarly ψ ∈ Diff(Cˆ) can be identified with a diffeomorphism ψ ∈ Diff(C) satisfying the
additional condition ψ ◦ ζ ∈ Diff(C).
The sphere has only one conformal class of metrics, which means that for a fixed metric
gˆ ∈ M, any other metric g ∈ M can be written as g = eϕψ∗gˆ, where ϕ ∈ C∞(Cˆ) and
ψ ∈ Diff(Cˆ). We aim to prove the conformal Ward identities by varying the metric gˆ and
seeing how this affects the correlation function 〈∏Ni=1 Vαi ,gˆ(zi )〉gˆ . To this end, we want to
compute how ϕ and ψ depend on the perturbed metric g, or more concretely, if g is roughly
of the form g = gˆ +  f , what is the f dependency of ϕ and ψ in the first order in . The
purpose of this section is to find the relation between the perturbation f and the functions ψ
and ϕ, and we will see that the equation g = eϕψ∗gˆ will lead us to the Beltrami equation.
Let g ∈ M and set
gˆαβ(z) = eσ(z)δαβ, (3.1)
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where σ ∈ C∞(Cˆ) and δ denotes the Euclidean metric. Let us look for a function ϕ and a
diffeomorphism ψ such that
g = eϕψ∗gˆ = eϕ+σ◦ψ(Dψ)T Dψ, (3.2)
where the second equality comes from (4.9). By taking determinants we get
det g = (eϕ+σ◦ψ det Dψ)2, (3.3)
and by plugging this back into the equation we get
(Dψ)T Dψ = γ det Dψ
where
γ := g√det g .
Hence DψT = γ (Dψ)−1 det Dψ which in complex coordinates becomes the Beltrami
equation (see Theorem 10.1.1. in [2])
∂z¯ψ = μ∂zψ, (3.4)
where
μ := γz¯ z¯1
2 +γzz¯
. (3.5)
It is readily checked that
‖μ‖∞ < 1.
Indeed, we have
|μ|2 = γz¯ z¯γz¯ z¯
( 12 + γzz¯)( 12 + γzz¯)
= γ
2
zz¯ − 14
γ 2zz¯ + γzz¯ + 14
.
Above we used (4.15) (note that γz¯ z¯ = γzz always in the complex coordinates), det γ = 1,
and the fact that γzz¯ is always real (to simplify the denominator) and positive, which follows
from the facts that γ is positive definite and 4γzz¯ = tr γ . Now ‖μ‖∞ < 1 follows.
The Beltrami equation is solved by writing
ψ(z) = z + u(z) (3.6)
whereby (3.4) becomes
∂z¯u − μ∂zu = μ. (3.7)
To solve this recall the Cauchy transform C : C∞0 (C) → C∞(C)
(C f )(z) := 1
π
∫
C
f (z′)
z − z′ d
2z′,
and the Beltrami transform B : C∞0 (C) → C∞(C) given by B := ∂zC = C∂z (see Chap. 4
of [2] for basic properties of these integral transforms). We have ∂z¯C f = C∂z¯ f = f so that
(3.7) can be written for u ∈ C∞(C) as
(1 − C(μ∂z))u = Cμ (3.8)
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and then as a Neumann series
u = (1 − Cμ∂z)−1Cμ =
∞∑
n=0
(Cμ∂z)nCμ =
∞∑
n=0
Cvn (3.9)
where
vn := (μB)nμ.
We will also denote
un := Cvn . (3.10)
The convergence of this series is classical and for what follows we state it in a slightly
more general setup for a smooth family of Beltrami coefficients μ(z, ). Our proof is a
slight variation of the proof [2], Sects. 5.1 and 5.2, so we will be brief. For a multi-index
l = (l1, l2, l3) let Dl = ∂ l1 ∂ l2z ∂ l3z¯ .
Proposition 3.1 Let μ ∈ C∞0 (C × R) with k := ‖μ‖L∞(C×R) < 1. Then the series (3.9)
converges uniformly together with all its derivatives and setting un = Cvn we have
|Dlu(z, )| ≤ Cl(1 + |z|)−1, (3.11a)
|Dlun(z, )| ≤ Cl(1 + |z|)−1. (3.11b)
Furthermore, for each  the function ψ(z, ) = z +u(z, ) defines a smooth diffeomorphism
of Cˆ.
Proof First, Theorem 4.5.3 in [2] implies Sp := ‖B‖L p(C)→L p(C) → 1 as p → 2 with
S2 = 1. From this we obtain
‖μB‖L p(C)→L p(C) ≤ kSp < 1
for p close enough to 2. For the rest of the proof we fix any such p, say p = 2.3 It follows
that the series
∑∞
n=0(μB)nμ converges in L2(C) uniformly in . Next we show that the limit
belongs to the Sobolev space W k,2(C) for all k and . By applying the product rule of the
derivative and ∂zBμ = B∂zμ, ∂z¯Bμ = B∂z¯μ, we get for vn = (μB)nμ
‖Dlvn‖2 =
∥∥∥∥∥∥∥
∑
∑n+1
i=1 ki =l
Dk1μBDk2μB . . . Dkn+1μ
∥∥∥∥∥∥∥
2
.
By using ‖Dki μBDk j μ‖2 ≤ ‖Dki μ‖∞S2‖Dk j μ‖2, we get the upper bound∥∥∥∥∥∥∥
∑
∑n+1
i=1 ki =l
Dk1μBDk2μB . . . Dkn+1μ
∥∥∥∥∥∥∥
2
≤ C(l, n)(kS2)n−‖l‖
where the constant C(l, n) depends on ‖Dkμ‖∞ for |k| ≤ |l|. This shows z → v(z, ) :=∑∞
n=0 vn(z, ) is in the Sobolev space W k,2(C) for all k and , and since μ(·, ) ∈ C∞0 (C)
we conclude vn(·, ) ∈ C∞0 (C) and v(·, ) ∈ C∞0 (C). For the bounds (3.11) recall that
3 Note the slight difference between our proof and the proofs in Sects. 5.1 and 5.1 of [2]. In [2] p > 2 is
assumed to establish integrability properties of u (see e.g. Lemma 5.2.1). For us the estimate (3.11) is enough
(and implies u(·, ) ∈ W k,p(C) for p > 2) so we can fix p = 2.
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un = Cvn and u = Cv. Since C maps C∞0 (C) into C∞(C), the functions z → un(z, ) and
z → u(z, ) belong to C∞(C) and are bounded on compact sets. Now we get the bound
|Dlu(z, )| ≤ 1
π
∫
supp(v(·,))
|Dlv(y, )|
|z − y| d
2 y ≤ C 1
1 + |z| ,
where supp v denotes the support of v. Same argument yields the same bound for un . Now we
have shown that ψ(z, ) = z+u(z, ) belongs to C∞(C) for each  and ψ(z, ) = z+O(1/z)
as z → ∞. Theorems 5.2.3 and 5.2.4 in [2] then imply that ψ(z, ) = z +u(z, ) is a smooth
diffeomorphism of Cˆ for each . unionsq
Next we want to argue that the function ϕ in (3.2) is smooth. Equation (3.3) implies that
ϕ is given by
eϕ = e−σ◦ψ
√
det g
det Dψ
= e−σ◦ψ
√
det g
|1 + ∂zu|2 − |∂z¯u|2
where we used det Dψ = |∂zψ |2 − |∂z¯ψ |2 and ψ(z) = z + u(z). Since g is a metric on the
Riemann sphere Cˆ, the volume density
√
det g must be smooth at infinity. This means that√
det ζ ∗g is a smooth (and positive) function at the origin, where ζ(z) = 1z . Thus we can
write
√
det ζ ∗g = eρ(z,) where ρ ∈ C∞(C × R). We have√
det ζ ∗g =
√
det(Dζ(g ◦ ζ )Dζ T ) = det Dζ√det g ◦ ζ = 1|z|4 √det g ◦ ζ .
Thus we get
ln
√
det g(z, ) = −4 ln |z| + ρ(1/z, ).
On compact sets this function is bounded, and as z → ∞ the absolute value is dominated
by C |z|−1. Thus the bound (3.11) holds when we replace u by ln √det g or σ (by the same
argument). We conclude then
|Dlϕ(z)| ≤ Cl(1 + |z|)−1. (3.12)
Thus ϕ(·, ) ∈ W k,p(C) for all k and p > 2 and we conclude ϕ ∈ C∞(C × R).
3.2 The Stress-Energy Tensor
In this section we give the precise definition of the derivatives (1.5).
Definition 3.2 Let S : C∞(C) → C be a functional (not necessarily linear) such that for
all h ∈ C∞(C) the function  → S(h +  f ) is differentiable at 0 for all f ∈ C∞0 (C). If it
also holds that the derivative is linear and continuous in f , we denote by δS
δh ∈ D′(C) the
distribution (
δS
δh , f
) := dd ∣∣=0S(h +  f ).
These derivatives are also known as the Gateaux differentials. If δS
δh can be realized as a
continuous function, that is, if we have
(
δS
δh , f
) = ∫
C
s(z) f (z) d2z
for some s ∈ C(C), then we define δS
δh(z) := s(z).
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The Liouville correlation functions (1.1) are functions of the metric g. As was explained
in the beginning of Sect. 3, we identify g with a positive matrix valued smooth function
g(z) = {gμν(z)} on C such that also Dζ T (g◦ζ )Dζ is smooth, where ζ(z) = z−1. We denote
the inverse matrices by {gμν(z)}. In this picture the correlation functions are functions of the
smooth functions gμν and by perturbing these functions we may compute derivatives of the
form
δ
δgμν
〈 N∏
i=1
Vαi ,g(xi )
〉
g
,
where this derivative is to be understood in the way that was explained above. Note that we
have to show that the derivatives
d
d
∣∣
=0
〈 N∏
i=1
Vαi ,g (xi )
〉
g
exist, where gμν = gμν +  f μν , f μν ∈ C∞0 (C). Once the existence of these derivatives is
established, they are shown to be given by distributions evaluated at the perturbation functions
f μν . Then we prove that these distributions can be represented by functions, which will be
denoted by 〈Tμν(z)∏Ni=1 Vαi ,g(zi )〉g .
Let
Cx := C \ {x1, . . . , xN }
and let f ∈ C∞0 (Cx, M2) be a smooth function with compact support in Cx and taking values
in symmetric 2 × 2 matrices. Consider the perturbed metric g(z, ) with the inverse given by
gμν = gˆμν +  f μν (3.13)
where gˆ is given by (3.1) so that gˆμν = e−σ δμν . It follows that g defines a metric (i.e. is
positive definite) if  is small enough. We will also use the notation
F(gˆ, ) :=
〈 N∏
i=1
Vαi ,g(xi )
〉
g
. (3.14)
Then we have
Proposition 3.3 The function F(gˆ, ·) :  → 〈∏Ni=1 Vαi ,g(xi )〉g4 is smooth in a neighbour-
hood of the origin. Furthermore, for any positive integer n we have
∂n F(gˆ, )|=0 = Tn( f , . . . , f ) (3.15)
where the n-linear function Tn defines a distribution Tn ∈ (C∞0 (Cx, M2)⊗n)∗5.
Furthermore, let fi ∈ C∞0 (Cx, M2), i = 1, . . . , n have disjoint compact supports and
set
gμν = gˆμν +
n∑
i=1
i f μνi .
4 The function F also depends on the points xi , but we omit this from the notation.
5 That is, Tn is a complex valued continuous linear map, taking as arguments functions from the n-fold tensor
product
⊗n
k=1 C∞0 (Cx , M2). We use the notation Tn( f1, . . . , fn) := Tn( f1 ⊗ . . . ⊗ fn).
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Then for the function F(gˆ, ·) : (1, . . . , n) → 〈∏Ni=1 Vαi ,g(xi )〉g we have
n∏
i=1
∂i F(gˆ, 1, . . . , n)|(1,...,n)=0 = Tn( f1, . . . , fn)
=
∫
Fgˆμ1ν1...μnνn (z1, . . . , zn)
n∏
i=1
f μi νii (zi )dvgˆ(zi ), (3.16)
where we sum over repeated indices and Fgˆμ1ν1...μnνn (z1, . . . , zn) are smooth functions in the
region zi ∈ Cx with zi 
= z j when i 
= j .
Proof By Proposition 3.1 for  small enough we have
g = eϕψ∗gˆ.
Writing
g = eσ (δ + ζ ) (3.17)
the Beltrami coefficient (3.5) is
μ = ζz¯ z¯√
(1 + 4ζzz¯)2 − 4ζzzζz¯ z¯ + ζzz¯
(3.18)
and the function ϕ is given by
ϕ = σ − σ ◦ ψ + 12 ln((1 + 4ζzz¯)2 − 4ζzzζz¯ z¯) − ln(|1 + ∂zu|2 − |∂z¯u|2). (3.19)
Now by the diffeomorphism and Weyl transformation laws in Proposition 2.4
F(gˆ, ) =
〈 N∏
i=1
Vαi ,g(xi )
〉
g
=
〈 N∏
i=1
Vαi ,eϕψ∗ gˆ(xi )
〉
eϕψ∗ gˆ
= ecA(ϕ,ψ∗ gˆ)e−
∑N
i=1 αi ϕ(xi )
〈 N∏
i=1
Vαi ,gˆ(ψ(xi ))
〉
gˆ
. (3.20)
We will now argue that smoothness of Fgˆ in  will follow from smoothness of ϕ and u in
 (recall that ψ(z) = z + u(z)). First, to prove smoothness of the expectation on the right-
hand side of (3.20) we use the result of the second author [17] that the correlation function
(x1, . . . , xN ) → 〈∏Ni=1 Vαi ,gˆ(xi )〉gˆ is smooth in the region of non-coinciding points. Since
ψ is a diffeomorphism the points ψ(xi ) are non-coinciding as well and smoothness of the
expectation in  follows. Smoothness of the anomaly term follows from the bounds (3.11)
and (3.12) which guarantee convergence of the integrals over C.
We will now deduce from Eqs. (3.6), (3.19) and (3.20) that to compute the derivative
(3.15) it is fundamental to compute ∂m u|=0 and ∂m ζμν |=0 for m ≤ n. Before starting the
computations it is useful to remark that ζ can be written in terms of the functions f αβ by
combining (3.13) and (3.17). This yields
g = gˆ + eσ ζ = (gˆ−1 +  f −1)−1 = gˆ
∞∑
k=0
(− gˆ f −1)k (3.21)
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where f −1 is the matrix with entries { f αβ} and gˆ f −1 is a matrix product. It follows that
∂mζμν |=0 is a homogeneous polynomial of degree m in the variables { f αβ(z)} and
μ = ζz¯ z¯ + O(2) = − 4 eσ f zz + O(2).
Hence μ = O() and from (3.10) we get uk = C(μB)kμ = O(k+1). Now u = ∑k uk
implies
∂m u|=0 =
m−1∑
k=0
∂m uk |=0.
From (3.18) and (3.21) we have
∂ lμ(z)|=0 = pl(z)
where pl(z) is a homogeneous polynomial of degree l in the variables { f αβ(z)}. In particular
pl ∈ C∞0 (Cx). Hence
∂m uk |=0 =
∑
∑k+1
i=1 li =m
C pl1Bpl2 . . .Bplk+1 . (3.22)
Now we know how the basic terms ∂m u|=0 and ∂m ζμν |=0 look like.
Let us now look at the various contributions to the derivative (3.15). From (3.20) we see
that we get derivatives of the form
∂k A(ϕ, ψ
∗gˆ)|=0, ∂k ϕ(xi )|=0, ∂k
〈 N∏
i=1
Vαi ,gˆ(ψ(xi ))
〉
gˆ
|=0, (3.23)
with k ≤ n. The anomaly term equals
A(ϕ, ψ∗gˆ) = 196π
∫
C
(ψ∗gˆ)αβ∂αϕ∂βϕdvψ∗g + 148π
∫
C
Rψ∗ gˆϕdvψ∗g.
By recalling that (ψ∗gˆ)αβ = (Dψ(gˆ ◦ ψ)DψT )αβ , dvψ∗ gˆ = | det Dψ |dvgˆ and Rψ∗ gˆ =
Rgˆ ◦ ψ we see that to compute ∂ A(ϕ, ψ∗gˆ) it suffices to compute ∂ϕ and ∂ψ = ∂u. For
the derivatives ∂k ϕ(xi ) it suffices to know ∂k u because of (3.19) and (3.21). Finally, for the
last term in (3.23) we note that
∂
〈 N∏
i=1
Vαi ,gˆ(ψ(xi ))
〉
gˆ
=
N∑
j=1
∂ψ(x j )∂x j
〈 N∏
i=1
Vαi ,gˆ(xi )
〉
gˆ
=
N∑
j=1
∂u(x j )∂x j
〈 N∏
i=1
Vαi ,gˆ(xi )
〉
gˆ
.
Thus, we see that all the derivatives in (3.23) reduce to computing derivatives of u and
derivatives of ζμν . The derivatives of u we already computed above and the derivatives of ζ
are easily read off of (3.21).
Next we argue that the left-hand side of (3.15) can really be expressed in terms of a
distribution. Let l be a positive integer and fix a set of positive integers (li )ki=1 such that∑
i li = l. Let mili ( f ) denote a monomial of degree li in the variables {DK f αβ(x)} where
D = ∂x , ∂x¯ and K ≤ 2. We will now explain that the above and (3.19) imply that the derivative
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(3.15) consists of products and sums of terms that are l-linear functionals of { f αβ(x)} of the
form∫
C
Tp,l(z, f , . . . , f ) dvg(z) =
∫
C
(C pm1l1( f )Bm2l2( f ) . . .Bmklk ( f ))(z) dvg(z), (3.24a)
Tp,l(xi , f , . . . , f ) = (C pm1l1( f )Bm2l2( f ) . . .Bmklk ( f ))(xi ), (3.24b)
with p = 0, 1 and l = (l1, . . . , lk). The fact that the above expression can be written in terms
of an l-linear functional Tp,l follows from the definition of mili . The derivatives containing
the integral over z arise from taking derivatives of A(ϕ, ψ∗gˆ) in (3.20) and the terms with
the xi ’s come from the derivatives of ϕ(xi ) and 〈∏Ni=1 Vαi ,gˆ(xi )〉gˆ . Then the expressions
(3.24) come from the observation above that everything reduces to derivatives of u and ζ
and using (3.21) and (3.22). The maps f → mili ( f ) and ( f , g) → f Bg are continuous
maps C∞0 → C∞0 and C∞0 ×C∞0 → C∞0 , respectively (in the Fréchet topology of C∞0 ), and
f → (C f )(z) is continuous C∞0 → C. We conclude that Tp,l is continuous in its arguments
and by the nuclear theorem defines a distribution in D′(Clx).
The fact that the derivative (3.15) can be expressed in terms of an n-linear functional Tn
then comes from the fact that we take n-derivatives, so that the result is a sum of terms of the
form ∏
j
∫
Tp j ,l j (z j , f . . . , f )dvg(z j )
∏
k
Tp,lk (xik , f , . . . , f ),
with
∑
j |l j |+
∑
k |lk | = n, where |l| =
∑
i li . From the definitions of Tp,l and mili it follows
that such integrals can be written in terms of an n-linear functional on C∞0 (Cx, M2) and in
the end we define Tn to be the resulting sum of such functionals.
For the third claim let fi ∈ C∞0 (Cx, M2), i = 1, . . . , n have disjoint supports and consider
the perturbed metric
gμν = gˆμν +
n∑
i=1
i f μνi .
Next we explain that from the definition of Tn and the fact that the fi ’s have disjoint support
we get
Tn( f1, . . . , fn) = (4π)n
n∏
j=1
∂ j | j =0
〈 N∏
i=1
Vαi ,g(xi )
〉
g
. (3.25)
To see this note that in the previous computation with (3.13) for example the term ∂2 μ|=0(z)
was a homogeneous polynomial of degree 2 in the variables { f αβ(z)}. If we were to do
the same computation with the perturbation 1 f1 + 2 f2 of the metric and then com-
pute ∂1 |0∂2 |0μ(z) the result vanishes if f1 and f2 have disjoint support. On the other
hand, the term (∂μ|0)(∂μ|0) (meaning we hit different terms with the derivatives) is a 2-
linear functional S on C∞0 (Cx, M2) so can be written as S( f , f ) and in this case we have
S( f1, f2) = (∂1μ|0)(∂2μ|0). Applying the same logic for all the terms appearing in the
computation of the derivatives we end up with (3.25).
From the assumption that the fi ’s have disjoint supports it follows (as in (3.21)) that
eσ ζ = gˆ
∞∑
k=1
n∑
i=1
(−i gˆ f −1i )k . (3.26)
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In particular, this implies ∂i ∂ j μ(z)|(1,...,n)=0 = 0 for i 
= j so that li = 1 in (3.24) for all
i . Furthermore
∂i μ|(1,...,n)=0 = ∂i γz¯ z¯ |(1,...,n)=0 = ∂i ζz¯ z¯ |(1,...,n)=0 = − 14 eσ f zzi .
Hence
k∏
i=1
∂i uk−1(z)|(1,...,n)=0 =
(− 14 )k ∑
π∈Sk
Ceσ f zzπ(1)Beσ f zzπ(2)B . . .Beσ f zzπ(k)(z)
=
∫
uk(y, z)
k∏
j=1
f zzj (y j ) dvg(y j )
where
uk(y, z) = 1π
( 1
4π
)k ∑
π∈Sk
1
z − yπ(1)
1
(yπ(1) − yπ(2))2 . . .
1
(yπ(k−1) − yπ(k))2 .
From (3.19) we also get terms which contain the derivatives of ζ
∂i |i =0 12 ln((1 + 4ζzz¯)2 − 4ζzzζz¯ z¯) = 14 eσ f zz¯i .
Thus the derivatives of ζ in the anomaly term in (3.20) give contributions of the form.
c/2
96π
∫
Rgˆ(z) fi (z)zz¯dvgˆ(z).
The term e−
∑
i αi ϕ(xi ) in (3.20) contributes only derivatives of u since ζ(xi ) = 0 by the
assumption on the supports of the fi ’s.
We conclude that the functions Fgˆμ1ν1...μnνn in (3.16) are polynomials in the variables
(zi − z j )−1, (zi − x j )−1, Rgˆ(zi ),
and their complex conjugates. The complex conjugates come from the derivatives of ln(|1 +
∂zu|2 − |∂z¯u|2) in (3.19) since |1 + ∂zu|2 = (1 + ∂zu)(1 + ∂z¯ u¯) and the derivatives of
A(ϕ, ψ∗gˆ) since (ψ∗gˆ)αβ contains elements of the derivative matrix
Dψ =
(
1 + ∂zu ∂z¯u
∂z u¯ 1 + ∂z¯ u¯
)
.
Thus the functions Fgˆμ1ν1...μnνn are smooth on the claimed region. unionsq
To avoid confusion with the notations in the following computations, we now carefully
explain what the previous result says about the functional derivatives of the LCFT correlation
function. Recall that we are denoting gμν = gˆμν + ∑ni=1 i f μνi and F(gˆ, 1, . . . , n) =
〈∏Ni=1 Vαi ,g(xi )〉g . First of all, we want to interpret (3.16) using the functional derivative from
Definition 3.2. Note that we can think of gˆ → F(gˆ, 0) as being a function of the four smooth
functions given by the components of the inverse metric gˆμν . Denote gμν1 = gˆμν + 1 f μνk .
Now, provided that the functional derivatives δF(·,0)
δgˆμν exist, we have
∂1 |0 F(gˆ, 1) =
∑
μ,ν
∫
δF(gˆ, 0)
δgˆμν(z)
f μν1 (z)d2z,
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The right-hand side of the above equation has four terms, which arise from the fact that on
the left-hand side F(gˆ, 1) is a function of all the four components gμν1 , and the derivative
∂1 has to operate on all these four arguments. By taking more derivatives we get
n∏
k=1
∂k |k=0 F(gˆ, 1, . . . , n) =
∫
δn F(gˆ, 0)
δgˆμ1ν1(z1) . . . δgˆμnνn (zn)
n∏
k=1
f μkνkk (zk)d2zk .
Now comparing with (3.16) and noting that
n∏
k=1
∂k F(gˆ, 1, . . . , n)|(1,...,n)=0 =
n∏
k=1
∂k |k=0 F(gˆ, 1, . . . , n)
we get
e
∑n
k=1 σ(zk )Fgˆμ1ν1...μnνn (z1, . . . , zn) =
δn F(gˆ, 0)
δgˆμ1ν1(z1) . . . δgˆμnνn (zn)
, (3.27)
where the factor e
∑
k σ(zk ) comes from the fact that in (3.16) the right-hand side contains the
volume forms dvgˆ(zk) = eσ(zk )d2zk . This shows that Proposition 3.3 gives the existence of
the functional derivatives of the LCFT correlation functions with respect to the metric and
that these functional derivatives are given in terms of the functions Fgˆμ1ν1...μnνn . Thus, we
introduce the notation〈
n∏
k=1
Tμkνk (zk)
N∏
i=1
Vαi ,gˆ(xi )
〉
gˆ
:= (4π)n F gˆμ1ν1...μnνn (z1, . . . , zn). (3.28)
We add the factor of (4π)n to match conventions of physics literature. This means that the
left-hand side on the above expression is not the Liouville expectation of some function, but
rather it is just a function of the zk’s and xi ’s.
At this point we remark that Proposition 3.3 applies to an arbitrary metric g˜ on the Riemann
sphere Cˆ, although in the proof we considered a diagonal metric gˆ = eσ δ. Indeed, there exists
a smooth diffemorphism ψ˜ of Cˆ such that g˜ = ψ˜∗(eσ˜ δ) where σ˜ : Cˆ → R is a smooth
function. Now a perturbed metric g˜μν = g˜μν +  f μν can be written in the form
g˜μν +  f μν = ((ψ˜)−1)∗(e−σ˜ δ + ψ˜∗ f )μν.
After using the diffeomorphism transformation law from Proposition 2.4 the more general
result follows. Then, using (3.16) for the metric gμν1 = gˆμν + 1 f μν1 instead of gˆ we get
n∏
j=1
∂ j | j =0 F(gˆ, 1, . . . , n)
= ∂1 |1=0
∫
F
g1
μ2ν2...μnνn (z2, . . . , zn)
n∏
j=2
f μ j ν jj (z j )dvg1 (z j ). (3.29)
Now Definition 3.2 applied to the derivative ∂1 |1=0 on the right-hand side implies
n∏
j=1
∂ j F(gˆ, 1, . . . , n)|(1,...,n)=0
=
∫
f μ1ν11 (z1)
δ
δgˆμ1ν1(z1)
Fgˆμ2ν2...μnνn (z2, . . . , zn)
n∏
j=2
f μ j ν jj (z j )dvgˆ(z j )d2z1, (3.30)
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where we sum over repeated indices. Comparing this with (3.16) gives
eσ(z1)Fgˆμ1ν1...μnνn (z1, . . . , zn) =
δ
δgˆμ1ν1(z1)
Fgˆμ2ν2...μnνn (z2, . . . , zn). (3.31)
We will use this equation later.
Definition 3.4 It is natural to define the notations
〈(aTμν(z) + f (z))
n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,g(x j )〉g := a〈Tμν(z)
n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,g(x j )〉g
+ f (z)
〈
n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,g(x j )
〉
g
,
(3.32)
where a ∈ C and f : C → C is a smooth function. We will also denote〈
∂z Tμν(z)
n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,g(x j )
〉
g
:= ∂z Fgμν...μnνn (z, z1, . . . , zn), (3.33)
and 〈∑
α,β
(DψT )μα(z)Tαβ(ψ(z))(Dψ)βν(z)
n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,g(x j )
〉
g
:=
∑
α,β
(DψT )μα(z)(Dψ)βν(z)F
g
αβμ1ν1...μnνn
(ψ(z), z1, . . . , zn), (3.34)
where ψ : Cˆ → Cˆ is a smooth diffeomorphism. Denote
T˜μν(z) =
∑
α,β
(Dψ)TμαTαβ(ψ(z))(Dψ)βν(z).
The notation (3.34) has an obvious generalisation for multiple T˜μi νi + fi -insertions, where
fi : C → C is a smooth function, given recursively by〈
m∏
k=1
(
T˜αkβk (zk) + fk(zk)
) n∏
i=1
Tμi νi (wi )
N∏
j=1
Vα j ,g(x j )
〉
g
:=
〈
m∏
k=2
(
T˜αkβk (zk) + fk(zk)
)
T˜α1β1(z1)
n∏
i=1
Tμi νi (wi )
N∏
j=1
Vα j ,g(x j )
〉
g
+ f1(z1)
〈
m∏
k=2
(
T˜αkβk (zk) + fk(zk)
) n∏
i=1
Tμi νi (wi )
N∏
j=1
Vα j ,g(x j )
〉
g
. (3.35)
For the time being let us consider the variation of these T -correlation functions under dif-
feomorphisms and Weyl transformations.
Let us define
aαβ(ϕ, g, z) := 4πc δ
δg(z)αβ
A(ϕ, g). (3.36)
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In conformal coordinates gˆαβ = eσ δαβ we have from a computation similar to Lemma 4.2
aαβ(ϕ, gˆ, z) = c24π (∂αϕ(z)∂βϕ(z) − 12 δαβ(∂ϕ(z))2 − ∂α∂βϕ(z)
+ 12 (∂ασ (z)∂βϕ(z) + ∂βσ (z)∂αϕ(z))). (3.37)
Furthermore we have the locality property for z 
= z′:
δ2
δgˆμν(z)δgˆμ′ν′(z′)
A(ϕ, gˆ) = 0. (3.38)
Indeed by the definition of the functional derivative in Definition 3.2
δ2
δgˆμν(z)δgˆμ′ν′(z′)
A(ϕ, gˆ) = 1
4πc
δ
δgμ′ν′(z′)
aμν(ϕ, gˆ, z) = 0
for z′ 
= z.
Then
Proposition 3.5 Let (x1, . . . , xN ) ∈ CN and (z1, . . . , zn) ∈ Cnx be tuples of disjoint points.
Then the stress-energy tensor correlation functions satisfy〈
n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,ψ∗g(x j )
〉
ψ∗g
=
〈
n∏
i=1
T˜μi νi (zi )
N∏
j=1
Vα j ,g(ψ(x j ))
〉
g
(3.39)
where T˜μν = ∑α,β(DψT )μα(Tαβ ◦ ψ)(Dψ)βν and the right-hand side above is defined in
(3.35). Also,〈
n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,eϕg(x j )
〉
eϕg
= ecA(ϕ,g)
N∏
k=1
e−αk ϕ(xk )
〈
n∏
i=1
(Tμi νi (zi ) + aμi νi (ϕ, g, zi ))
N∏
j=1
Vα j ,g(x j )
〉
g
(3.40)
where the right-hand side above is defined in (3.35) by setting fk(z) = aμkνk (ϕ, g, zk) and
ψ(z) = z.
Proof For the first claim let
hαβ = (ψ∗g)αβ +
n∑
i=1
i f αβi ,
where the fi ’s have disjoint supports. Then
h = ψ∗g˜
where
g˜αβ = gαβ +
n∑
i=1
i f˜ αβi + γ αβ
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with f˜ = (Dψ−1)T ( f ◦ ψ−1)(Dψ−1) and γ = O(i j ) meaning ∂i γ |(1,...,n)=0 = 0. We
denote F(g, x1, . . . , xN ) = 〈∏Ni=1 Vαi ,g(xi )〉g . Thus by (3.16), (3.28) and the diffeomor-
phism covariance in Proposition 2.4 we get (we sum over repeated indices)∫ 〈 n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,g(x j )
〉
ψ∗g
n∏
i=1
f μi νi (zi )dvψ∗g(zi )
= (4π)n
n∏
i=1
∂i |0 F(ψ∗g˜, x1, . . . , xN )
= (4π)n
n∏
i=1
∂i |0 F(g˜, ψ(x1), . . . , ψ(xN ))
=
∫ 〈 n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,g(ψ(x j ))
〉
g
n∏
i=1
f˜ μi νi (zi )dvg(zi )
=
∫ 〈 n∏
i=1
T˜μi νi (zi )
N∏
j=1
Vα j ,g(ψ(x j ))
〉
g
n∏
i=1
f μi νi (zi )dvψ∗g(zi ).
In the last equality we did a change of variables zi → ψ(zi ) and used∑
μ,ν
(Tμν ◦ ψ)( f˜ μν ◦ ψ) =
∑
μ,ν
∑
α,β
(DψT )βν(Tμν ◦ ψ)(Dψ)μα f αβ =
∑
α,β
T˜βα f βα,
where we used Dψ−1(ψ(z)) = (DψT )(z) and the symmetry of T and f . Now the first claim
is proven.
The second claim follows from the Weyl transformation law in Proposition 2.4 in the
following way. Let
hαβ := e−ϕgαβ +
n∑
i=1
i f αβi
and
h˜αβ := gαβ +
n∑
i=1
i e
ϕ f αβi .
Now h = eϕ h˜. Denote F(g) = 〈∏Nj=1 Vα j ,g(x j )〉g . Then∫ 〈 n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,eϕg(x j )
〉
eϕg
n∏
i=1
f μi νi (zi )dveϕg
= (4π)n
n∏
i=1
∂i |i =0 F(h)
= (4π)n
N∏
j=1
e
−α j ϕ(x j )
n∏
i=1
∂i |0
(
ecA(ϕ,h˜)F(h˜)
)
, (3.41)
where the first equality comes from (3.16) and (3.28), and the second equality uses the Weyl
transformation law from Proposition 2.4. To compute the derivative on the last line we apply
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the locality (3.38). Indeed, it implies
∂1∂2 A(ϕ, h˜)|(1,2)=0 =
∫
f μν(z) f μ′ν′(z′) δ
2 A(ϕ, h˜)
δgμν(z)δgμ′ν′(z′)
d2z d2z′ = 0, (3.42)
where we sum over repeated indices. Now differentiating the product and using (3.42) gives
n∏
i=1
∂i |0
(
ecA(ϕ,h˜)F(h˜)
) = n∏
i=2
∂i |0
(
∂1(e
A(ϕ,h˜))F(h˜) + eA(ϕ,h˜)∂1 F(h˜)
)|1=0
=
n∏
i=2
∂i |0
(
ecA(ϕ,h˜)(∂1 + c∂1 A(ϕ, h˜))F(h˜)
)|1=0
= ecA(ϕ,g)
n∏
i=1
(∂i + c∂i A(ϕ, h˜))F(h˜)|i =0 .
Using (3.16) and (3.28) again gives
n∏
i=1
(∂i + c∂i A(ϕ, h˜))|i =0 F(h˜) = 1(4π)n
∫ n∏
i=1
eϕ(zi ) f μi νii (zi )
〈
(Tμi νi (zi )
+aμi νi (ϕ, g, zi ))
N∏
j=1
Vα j ,g(x j )
〉
g
.
Plugging the result back into (3.41) yields∫ 〈 n∏
i=1
Tμi νi (zi )
N∏
j=1
Vα j ,eϕg(x j )
〉
eϕg
n∏
i=1
f μi νi (zi )dveϕg
=
N∏
j=1
e
−α j ϕ(x j )ecA(ϕ,g)
∫ 〈 n∏
i=1
(Tμi νi (zi )
+aμi νi (ϕ, g, zi ))
N∏
j=1
Vα j ,g(x j )
〉
g
n∏
i=1
f μi νi (zi )eϕ(zi )dvg(zi ).
The claim now follows from eϕvg = veϕg . unionsq
3.3 Ward Identities
In this section we will demonstrate that Propositions 3.3 and 3.5 allow us to compute T -
correlations inductively. By Proposition 3.5 it suffices to do this in the conformal coordinates.
Furthermore, only Tzz and Tz¯z¯ correlations are non-trivial and they may be computed sepa-
rately (see Remark 3.7 below). We have then
Proposition 3.6 The Ward identity (1.8) holds whenever zi 
= z j for i 
= j , and zi 
= x j for
all i and j .
Proof Let gˆ = eσ δ, where δ denotes the Euclidean metric, and consider the perturbed metric
g with the inverse metric having the components
gzz¯ = gˆzz¯ = 2e−σ , gzz =  f ,
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where f is real and has compact support outside the points {zi }ni=2 and {x j }Nj=1, and  ∈ C
(so that gz¯z¯ = ¯ f ). We will denote  = 1 + i2, 1, 2 ∈ R and ∂ = 12 (∂1 − i∂2) so that
∂ ¯ = 0. By (3.28) and (3.31)∫
f (z1)〈Tzz(z1)
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )〉gˆdvgˆ(z1)
= (4π)n
∫
f (z1)Fgˆzz...zz(z1, . . . , zn)dvgˆ(z1)
= (4π)n
∫
f (z1) δ
δgˆzz(z1)
Fgˆzz...zz(z2, . . . , zn)d2z1.
Next we apply Definition 3.2 and (3.28)
(4π)n
∫
f (z1) δ
δgˆzz(z1)
Fgˆzz...zz(z2, . . . , zn)d2z1
= (4π)n∂ |0 Fgzz...zz(z2, . . . , zn)
= 4π∂ |0
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,g(x j )
〉
g
.
To compute the -derivative we want to utilize the Weyl and diffeomorphism transformation
laws from Proposition 3.5. To this end we write (see Sect. 3.1)
g = eϕψ∗gˆ.
Note that the dependence on  is in ϕ and ψ . Using the Weyl transformation law from
Proposition 3.5 we get
∂
∣∣
0
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,g(x j )
〉
g
= ∂
∣∣
0
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,eϕψ∗ gˆ(x j )
〉
eϕψ∗ gˆ
= ∂
∣∣
0
⎛
⎝ecA(ϕ,ψ∗ gˆ) N∏
k=2
e−αk ϕ(xk )
〈
n∏
i=2
(
Tμi νi (zi ) + aμi νi (ϕ, ψ∗ gˆ, zi )
) N∏
j=1
Vα j ,ψ∗ gˆ(x j )
〉
ψ∗ gˆ
⎞
⎠ .
Note that the last line uses the notation introduced in Definition 3.4. We can further simplify
this by using the diffeomorphism transformation law from Proposition 3.5 (and again using
notations from Definition 3.4)〈
n∏
i=2
(
Tμi νi (zi ) + aμi νi (ϕ, ψ∗gˆ, zi )
) N∏
j=1
Vα j ,ψ∗ gˆ(x j )
〉
ψ∗ gˆ
=
〈
n∏
i=2
(
T˜μi νi (zi ) + aμi νi (ϕ, ψ∗gˆ, zi )
) N∏
j=1
Vα j ,gˆ(ψ(x j ))
〉
gˆ
.
We arrive at
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∂
∣∣
0
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,g(x j )
〉
g
= ∂
∣∣
0
(
ecA(ϕ,ψ
∗ gˆ)
N∏
k=1
e−αk ϕ(xk )
〈
n∏
i=2
(
T˜zz(zi ) + azz(ϕ, ψ∗gˆ, zi )
) N∏
j=1
Vα j ,gˆ(ψ(x j ))
〉
gˆ
)
.
(3.43)
To proceed with the computation we now compute ψ and ϕ to first order in . First, recall
Eqs. (3.17) and (3.18). To first order in  the metric is gz¯z¯ = − 4 e2σ f . Hence
ζz¯ z¯ = − 4 eσ f + O(2)
and ζzz¯ = 0. Then, for the γ appearing in (3.5) we have γz¯ z¯ = − 4 eσ f + O(2) so that
μ = −
4
eσ f + O(2).
Now recall from Sect. 3.1
ψ(z) = z +
∞∑
n=0
(μB)nμ.
Thus
∂
∣∣
0ψ(z) = − 14C(eσ f )(z) = − 14π
∫ 1
z − x f (x)dvgˆ(x) =: u(z). (3.44)
From (3.19) we infer
∂ |0ϕ = −u∂zσ − ∂zu. (3.45)
Based on these formulas we remark that
ψ(z)|=0 = z, ϕ(z)|=0 = 0.
The latter equation together with (3.37) further imply azz(ϕ, ψ∗gˆ, z)|=0 = 0. Thus, contin-
uing from (3.43) we get
∂
∣∣
0
⎛
⎝ecA(ϕ,ψ∗ gˆ) N∏
k=1
e−αk ϕ(xk )
〈 n∏
i=2
(
T˜zz(zi ) + azz(ϕ, ψ∗gˆ, zi )
) N∏
j=1
Vα j ,gˆ(ψ(x j ))
〉
gˆ
⎞
⎠
= c∂ |0 A(ϕ, ψ∗gˆ)
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
−
n∑
k=2
αk ∂ |0ϕ(xk)
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
+ ∂
∣∣
0
〈
n∏
i=2
(
T˜zz(zi ) + azz(ϕ, ψ∗gˆ, zi )
) N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
+ ∂
∣∣
0
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(ψ(x j ))
〉
gˆ
. (3.46)
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Next we evaluate all the derivatives appearing above. Since ϕ = (−u∂zσ − ∂zu) + O(2)
and eσ Reσ δ = −4∂z∂z¯σ we get
c∂
∣∣
0 A(ϕ, ψ
∗gˆ) = c48π
∫
Reσ δ∂
∣∣
0ϕdveσ δ(z) = c12π
∫
∂z∂z¯σ(u∂zσ + ∂zu)d2z
= c12π
∫
u(∂z¯∂zσ∂zσ − ∂z¯∂2z σ)d2z = c12π
∫
∂z¯u(∂
2
z σ − 12 (∂zσ)2)d2z
= − c48π
∫
f (∂2z σ − 12 (∂zσ)2)dvgˆ = − c48π
∫
f tdvgˆ (3.47)
where t is defined in (1.7).
The second term on the right-hand side of (3.46) is readily evaluated by using (3.45)
−
n∑
k=2
αk ∂ |0ϕ(xk) =
n∑
k=2
αk (u(zk)∂zk σ(zk) + ∂zk u(zk))
= 14π
n∑
k=2
αk
∫
f (z)
(
∂zk σ(zk)
z − zk +
1
(z − zk)2
)
dvgˆ(z).
For the third term on the right-hand side of (3.46) we have
∂
∣∣
0
〈
n∏
i=2
(
T˜zz(zi ) + azz(ϕ, ψ∗gˆ, zi )
) N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
= ∂
∣∣
=0
〈
n∏
i=2
T˜zz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
+
n∑
k=2
∂ |0azz(ϕ, ψ∗gˆ, zk)
〈
n∏
i 
=1,k
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
,
where we again used azz(ϕ, ψ∗gˆ, zi )|=0 = 0. Denote b(z j , f ) = ∂
∣∣
0azz(ϕ, ψ
∗gˆ, z j ).
Using ϕ = O(), (3.36) and (3.45) we get
b(x, f ) = − c12
δ
δgzz(x)
∫
(u(z)∂zσ(z) + ∂zu(z))Rg(z)dvg(z)|g=eσ δ.
The derivative is calculated in Lemma 4.2:
b(x, f ) = − c12
( − ∂2x + ∂xσ(x)∂x)(u(x)∂xσ(x) + ∂x u(x)).
Some algebra then gives
b(x, f ) = c12
(
∂3x u(x) − 2t(x)∂x u(x) − u(x)∂x t(x)
)
= c48π
∫
f (z)
( 6
(z − x)4 +
2t(x)
(z − x)2 +
∂x t(x)
z − x
)
dvgˆ(z).
Next we compute (recalling Definition 3.4)
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∂
∣∣
=0
〈
n∏
i=2
T˜zz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
=
n∑
k=2
∂ |0
⎛
⎝∑
μ,ν
(Dψ)Tzμ(zk)(Dψ)νz(zk)
〈
Tμν(ψ(zk))
n∏
i 
=1,k
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
⎞
⎠ ,
where we used ψ(z)|=0 = z. We have
Dψ =
(
∂zψ ∂z¯ψ
∂zψ¯ ∂z¯ψ¯
)
=
(
1 + ∂zu ∂z¯u
∂z u¯ 1 + ∂z¯ u¯
)
.
Thus
∂ |0(Dψ)zz(zk) = ∂zk u(zk),
∂ |0(Dψ)zz¯(zk) = ∂z¯k u(zk) = − 14 eσ(zk ) f (zk) = 0,
∂ |0(Dψ)z¯ z¯(zk) = 0,
∂ |0(Dψ)z¯z(zk) = 0,
where in the second equality we used ∂z¯C(eσ f ) = eσ f and the assumption that the support
of f does not intersect {z2, . . . , zk} and in the third and the fourth equalities we used ∂ ¯ = 0.
We get
n∑
k=2
∂ |0
⎛
⎝∑
μ,ν
(Dψ)Tzμ(zk)(Dψ)νz(zk)
〈
Tμν(ψ(zk))
n∏
i 
=1,k
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
⎞
⎠
=
n∑
k=2
(
∂ |0(Dψ)Tzz(zk) + ∂ |0(Dψ)zz(zk)
) 〈 n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
+
n∑
k=2
∂ |0ψ(zk)∂zk
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
=
n∑
k=2
(
2∂zk u(zk) + u(zk)∂zk
) 〈 n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
= 14π
n∑
k=2
∫
f (z)
(
2
(z − zk)2 +
∂zk
z − zk
)〈 n∏
i=2
Tzz(zi )
∏
j
Vα j ,gˆ(x j )
〉
gˆ
dvgˆ(z).
By the chain rule the last term on the right-hand side of (3.46) takes the form
∂
∣∣
0
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(ψ(x j ))
〉
gˆ
=
N∑
l=1
∂ |0ψ(xl)∂xl
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
=
N∑
l=1
u(xl)∂xl
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
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= 14π
N∑
l=1
∫
f (z) 1
z − xl ∂xl
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
dvgˆ(z).
Collecting all the derivatives we computed together we get
∂
∣∣
0
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,g(x j )
〉
g
= − c48π
∫
f (z)t(z)dvgˆ(z)
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
+ 14π
n∑
k=2
αk
∫
f (z)
(
∂zk σ(zk)
z − zk +
1
(z − zk)2
)
dvgˆ(z)
×
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
+ c48π
n∑
k=2
∫ ( 6
(z − zk)4 +
2t(zk)
(z − zk)2 +
∂z t(zk)
z − zk
)
f (z)dvgˆ(z)
×
〈
n∏
i 
=1,k
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
+ 14π
n∑
k=2
∫
f (z)
(
2
(z − zk)2 +
∂zk
z − zk
)〈 n∏
i=2
Tzz(zi )
∏
j
Vα j ,gˆ(x j )
〉
gˆ
dvgˆ(z)
+ 14π
N∑
l=1
∫
f (z) 1
z − xl ∂xl
〈
n∏
i=2
Tzz(zi )
N∏
j=1
Vα j ,gˆ(x j )
〉
gˆ
dvgˆ(z),
and stripping out the arbitrary test function f we conclude〈
Tzz(z1)
n∏
i=2
Tzz(zi )
∏
j
Vα j ,gˆ(x j )
〉
gˆ
= − c12 t(z1)
〈
n∏
i=2
Tzz(zi )
∏
j
Vα j ,gˆ(x j )
〉
gˆ
+ c12
n∑
k=2
(
6
(z1 − zk)4 +
2t(zk)
(z1 − zk)2 +
∂z t(zk)
z1 − zk
)〈 n∏
i 
=1,k
Tzz(zi )
∏
j
Vα j ,gˆ(x j )
〉
gˆ
+
n∑
k=2
(
2
(z1 − zk)2 +
1
z1 − zk ∂zk
)〈 n∏
i=2
Tzz(zi )
∏
j
Vα j ,gˆ(x j )
〉
gˆ
+
∑
l
(
αl
(z1 − xl)2 +
αl ∂zσ(xl)
z1 − xl +
1
z1 − xl ∂xl
)〈 n∏
i=2
Tzz(zi )
∏
j
Vα j ,gˆ(x j )
〉
gˆ
.
This is equivalent with (1.8) once one uses the definition (1.6). unionsq
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Remark 3.7 Using the computations from the proofs of Propositions 3.3 and 3.6 it is simple
to check that 〈
Tz¯z¯(z1)
n∏
k=2
Tzz(zk)
m∏
j=n+1
Tz¯z¯(z j )
N∏
i=1
Vαi ,gˆ(xi )
〉
gˆ
= − c12 t¯(z1)
〈
n∏
k=2
Tzz(zk)
m∏
j=n+1
Tz¯z¯(z j )
N∏
i=1
Vαi ,gˆ(xi )
〉
gˆ
,
〈
n∏
k=1
Tz¯z¯(zk)
N∏
i=1
Vαi ,gˆ(xi )
〉
gˆ
=
〈
n∏
k=1
Tzz(zk)
N∏
i=1
Vαi ,gˆ(xi )
〉
gˆ
, (3.48)
whenever zi 
= z j for i 
= j and zi 
= x j for all i and j , where t is the function from (1.7).
In similar fashion it is also possible to compute that〈
Tzz¯(z1)
n∏
k=2
Tμkνk (zk)
N∏
i=1
Vαi ,gˆ(xi )
〉
gˆ
= c48 Rgˆ(z1)
〈
n∏
k=2
Tμν(zk)
N∏
i=1
Vαi ,gˆ(xi )
〉
gˆ
(3.49)
whenever zi 
= z j for i 
= j and zi 
= x j for all i and j , but we skip this computation since
the identity is not relevant from the point of view of the Virasoro algebra discussed in the
next section.
These formulae motivate the focus on the Tzz correlations: the Tz¯z¯ correlations are obtained
from Tzz correlations by complex conjugation, and the other correlations are rather trivial.
We finish this section with a formulation of the Ward identity for the case where the vertex
operators are replaced by a smooth version as follows.
Definition 3.8 Let F : H−s(Cˆ) → C be such that 〈|F |〉g < ∞.
(1) We call the support of F , denoted by supp F , the smallest closed set K satisfying F(X) =
0 whenever supp X ⊂ K c. Here supp X denotes the support of X , which is the usual
notion of the support of a distribution.
(2) We say that F is smooth if the derivatives
d
d F(X +  f )|=0
exist for all X ∈ H−s(Cˆ) and all f ∈ C∞0 (Cˆ) and they can be written as
d
d F(X +  f )|=0 =
∫
C
h(z) f (z) d2z,
for all f where h : Cˆ → C is continuous. If F is smooth, we denote δF
δX(z) := h(z).
Let F : H−s(Cˆ) → C be smooth and g and gˆ be as in the beginning of proof of Proposi-
tion 3.6, except now we assume that the support of f does not intersect the support of F (in
the previous setting this assumption corresponded to assuming that support of f does not
overlap with the points zi and xi ). By Proposition 2.3 we have
〈F(X)〉g = 〈F(X)〉eϕψ∗ gˆ = ecA(ϕ,ψ∗ gˆ)〈F((X − Q2 ϕ) ◦ ψ)〉gˆ
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so that recalling (3.44) and (3.45) we get
∂ |0〈F(X)〉g =
∫
〈(−∂x u(x)X(x) + Q2 (u(x)∂xσ(x) + ∂x u(x))Fx (X)〉gˆd2x
+ c∂ |0 A(ϕ, ψ∗gˆ)〈F(X)〉gˆ,
where the last term was computed in (3.47) and we denoted
Fx = δF
δX(x)
. (3.50)
Integrating by parts and using (3.44) we get∫
〈−∂x u(x)X(x)Fx (X)〉gˆd2x = − 14π
∫ f (z)
x − z 〈∂x X(x)Fx (X)〉gˆdvgˆ(z)d
2x,
Q
2
∫
(u(x)∂xσ(x) + ∂x u(x))〈Fx (X)〉gˆd2x
= Q/24π
∫ (
− f (z)
x − z ∂xσ(x) +
f (z)
(x − z)2
)
〈Fx (X)〉dvgˆ(z)d2x .
We conclude using ∂ |0〈F〉g =: 14π
∫ f (z)〈Tzz(z)F〉gˆdvgˆ(z) that
〈T (z)F〉gˆ =
∫ 1
z − x 〈(∂x X +
Q
2 ∂xσ)Fx 〉gˆd2x + Q2
∫ 1
(z − x)2 〈Fx 〉gˆd
2x, (3.51)
where T is given by (1.6). Note that all the terms are well-defined since F is smooth and if x
is outside the support of F , then Fx = 0, which especially means that in the above integrals
Fx vanishes in a neighbourhood of z.
In what follows we are interested in F of the form
F(X) = eX(h0)
N∏
j=1
X(h j ) (3.52)
where N ≥ 0 and the functions h j are complex valued and smooth with compact support and
X(hi ) =
∫
hi (z)X(z)d2z. Furthermore we require 
∫
C
h0 > 2Q, where z denotes the real
part of z, so that 〈|F |〉gˆ < ∞, as was discussed in the proof of Proposition 2.4. Let V denote
the linear span of such F . Then by the definition of the functional derivative Definition 3.8
we get (eX(h0))z = h0(z)eX(h0) and X(h0)z = h0(z). We conclude
Fx = (h0(x) +
N∑
j=1
h j (x)X(h j )−1)F . (3.53)
Note that supp F is the union of the supports of the h j ’s. Then, if z ∈ (supp F)c
〈T (z)F〉gˆ = 〈Tz F〉gˆ (3.54)
where Tz F is determined by plugging (3.53) into (3.51) and integrating by parts. Explicitly
(Tz F)(X) :=
(
X(τzh0) + ρzh0 +
N∑
j=1
(X(τzh j ) + ρzh j )X(h j )−1
)
F(X),
(τzh j )(x) := −∂x
(
h j (x)
1
z − x
)
,
ρzh j := Q2
∫ ( 1
z − x ∂xσ(x) +
1
(z − x)2
)
h j (x)d2x . (3.55)
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It is simple to check that Tz F ∈ V and supp(Tz F) ⊂ supp F .
Now to get the Ward identities for the observables (3.52) we proceed as in the proof of
Proposition 3.6 where the diffeomorphism and Weyl transformation laws from Proposition
3.5 were used. A direct consequence of Proposition 2.3 and the computations in the proof of
Proposition 3.5 is that the transformation laws (3.39) and (3.40) in this case take the form〈
n∏
i=1
Tμi νi (zi )F
〉
ψ∗g
=
〈
n∏
i=1
T˜μi νi (zi )ψ∗F
〉
g
,
〈
n∏
i=1
Tμi νi (zi )F
〉
eϕg
= ecA(ϕ,g)
〈
n∏
i=1
(Tμi νi (zi ) + aμi νi (ϕ, g, zi ))F(· − Q2 ϕ)
〉
g
.
Now we get the Ward identity almost identically as in the proof of Proposition 3.6 by using
the above transformation laws and the computations leading to (3.51). The result is〈
T (z1)
n∏
i=2
T (zi )F
〉
g
=
n∑
k=2
c/2
(z1 − zk)4
〈
n∏
i 
=1,k
T (zi )F)
〉
g
+
n∑
k=2
(
2
(z1 − zk)2 +
1
z1 − zk ∂zk
)〈 n∏
i=2
T (zi )F
〉
g
+
〈
n∏
i=2
T (zi )Tz1 F
〉
g
, (3.56)
whenever F is as in (3.52), zi 
= z j for i 
= j and zi /∈ supp F for all i .
4 Prospects: Representation Theory
The Ward identities have well known algebraic consequences. To formulate these note that
by iterating (3.56) for F ∈ V we get〈
n∏
i=1
T (zi )F
〉
g
= 〈G〉g
with G ∈ V . This can be viewed as an action T (z) : V → V . This action gives rise to a
representation of the Virasoro algebra on the physical Hilbert space H which is canonically
related to LCFT. To describe the latter (see [16] for details) it is convenient to choose the
metric g = eσ |dz|2 with
σ = −2 ln(z¯z)1|z|≥1 (4.1)
i.e. the metric is Euclidean |dz|2 on the unit disc D and |z|−4|dz|2 on Dc. The curvature of
g is concentrated on the equator: Rg(z) = 4δ(|z| − 1). We denote the GFF Xg simply by X .
It has the covariance
EX(z)X(z′) = ln 1|z − z′| + (ln |z|) ∨ 0 + (ln |z
′|) ∨ 0. (4.2)
The function (2.14) becomes in this metric
ργ,g = eσ
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and thus the chaos measure is
d Mγ (z) = eγ X(z)−
γ 2
2 EX(z)
2 dv(z) (4.3)
where the volume is dv(z) = eσ d2z.
The Liouville expectation is then given by
〈F〉 =
∫
dc e−2QcE[F(X)e−μeγ c Mγ (C)]. (4.4)
Let FD consist of functions (3.52) with supp F ⊂ D (see Definition 3.8 for the definition
of the support) and  ∫
D
f > Q, where  denotes the real part. Let θ : Cˆ → Cˆ be the
reflection θ(z) = 1/z¯. Given a F ∈ FD define
(F)(X) = F(X ◦ θ)
where X ◦ θ refers to the distribution f → X( fθ ) where fθ = |z−4|( f ◦ θ). Obviously
supp(F) ⊂ Dc.
We define a sesquilinear form (·, ·) : FD × FD → C by
(F, G) = 〈(F)G〉. (4.5)
Since (∫
C
( f + f¯θ )) = 2
∫
D
f > 2Q this is well defined. Reflection positivity is the
following statement:
Proposition 4.1 The form (4.5) is positive semidefinite:
(F, F) ≥ 0. (4.6)
For proof see [16]. It is simple to check that (F, G) = (G, F) by using a decomposition
of the GFF described in Proposition 2.2 of [16], but we skip the computation to keep this
discussion short.
We define the Hilbert space H of LCFT as the completion of FD/N , where
N = {F ∈ FD | (F, F) = 0}.
Let F and G have supports in the disc Dr with r < 1 and let Ci be circles of radii 1 > r1 >
r2 · · · > rk > r . Define the objects
(F, Ln1 . . . Lnk G) :=
( 1
2π i
)k ∮
C1
dz1 zn1+11 . . .
∮
Ck
dzk znk+1k 〈T (z1) . . . T (zk)(F)G〉.
(4.7)
Note that the left-hand side is just a notation and as such does not define the operators
Ln1 . . . Lnk : FD → FD. Even if we can guess what the definition of the Lni ’s is supposed
to be (which is readable from the above notation), showing that Ln1 . . . Lnk maps FD into
FD seems difficult.
As a consequence of iterating the Ward identities, the integrand on the right-hand side
of (4.7) is analytic in zi ∈ D \ Dr , zi 
= z j , the right-hand side depends on the contours
Ci only through their order, meaning that the value of the integral possibly changes if one
swaps Ci and C j for i 
= j . The Ward identities then imply (see [9]) that the commutator
[Ln, Lm] := Ln Lm − Lm Ln is given by
[Ln, Lm] = (n − m)Ln+m + c12 (n
3 − n)δn,−m, (4.8)
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where δi, j is the Kronecker delta, in the obvious sense as a relation among the objects (4.7).
However we would like to realize the Ln’s as operators acting on a suitable dense domain
in H with the adjoints satisfying L∗n = L−n and construct a representation of the Virasoro
algebra (4.8). This will be the subject of the forthcoming publication [15].
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Appendix
We collect here some notations from Riemannian geometry, see for example [11]. Let (, g)
be a smooth compact two-dimensional Riemannian manifold. In this section we use the
Einstein summation convention. Given a local coordinate x = (x1, x2) we denote ∂α = ∂∂xα .
Hence vectors are given as u = uα∂α and covectors as λ = λαdxα . The space of all
diffeomorphisms ψ :  →  (smooth maps with smooth inverse) is denoted by Diff(6).
The Riemannian metric g is given by
g(x) = gαβ(x)dxα ⊗ dxβ
where gαβ(x) is a smooth function taking values in positive matrices. The metric g determines
a volume measure vg on  given in local coordinates by
dvg(x) =
√
det g(x)d2x
where d2x is the Lebesgue measure on R2. We denote the scalar product by
( f , h)g =
∫
f (x)h(x) dvg(x).
and then L2(, g) := { f :  → C | ( f , f )g < ∞}.
The group of smooth diffeomorphisms Diff() acts on the space of smooth metrics by
g → ψ∗g where the pullback metric is given in coordinates as
(ψ∗g)(x) = Dψ(x)T g(ψ(x))Dψ(x). (4.9)
Then we have the change of variables formula
( f , h)g = ( f ◦ ψ, h ◦ ψ)ψ∗g.
We say that two Riemannian metrics g′ and g belong to the same conformal class if there
exists ϕ ∈ C∞() and ψ ∈ Diff() such that g′ = eϕψ∗g. We say that g′ and g are
conformally equivalent if there exists ϕ ∈ C∞() such that g′ = eϕg.
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Let us denote the inverse of the matrix g(x) by gαβ(x). The reason for the upper indices
is that the tensor field gαβ∂α ⊗ ∂β is invariantly defined. It allows us to define the Dirichlet
form
Dg( f , h) :=
∫

gαβ∂α f ∂βh dvg (4.10)
and the Sobolev space H1(, g) = { f ∈ L2(, g) : Dg( f , f ) < ∞}. The Dirichlet form
gives rise to a positive self-adjoint operator −g by
Dg( f , h) = −( f ,gh)g.
On smooth functions f by integration by parts one gets the formula for the Laplace–Beltrami
operator as
g f = 1√det g ∂α(
√
det ggαβ∂β f ).
The Dirichlet form satisfies the diffeomorphism invariance
Dg( f , h) = Dψ∗g( f ◦ ψ, h ◦ ψ),
which implies
(g f ) ◦ ψ = ψ∗g( f ◦ ψ). (4.11)
The Laplace–Beltrami operator has a discrete spectrum (λg,n)∞n=0, 0 = λ0 < λ1 ≤ λ2 . . . ,
and a complete (in L2(, g)) set of smooth eigenfunctions (eg,n)∞n=0 with eg,0 the constant
function. The property (4.11) implies
eg,n ◦ ψ = eψ∗g,n,
λg,n = λψ∗g,n . (4.12)
The zero-mean Green’s function is defined by the formula
Gg(x, y) =
∞∑
n=1
eg,n(x)eg,n(y)
λg,n
.
Then (4.12) implies
Gψ∗g(x, y) = Gg(ψ(x), ψ(y)). (4.13)
We can view the diffeomorphisms also passively as changes of coordinates. Then locally
we can find a coordinate so that gαβ = eσ δαβ with a smooth σ (the proof is a small variation
of Proposition 3.1). An atlas of such coordinates defines a complex structure on  since the
transition functions are easily seen to be analytic. Indeed, if on R2 we have g = ψ∗h with
g and h diagonal matrices then ψ(x1, x2) = (u(x1, x2), v(x1, x2)) where u, v satisfy the
Cauchy–Riemann equations. We can then introduce complex coordinates z = x1 + i x2, z¯ =
x1 − i x2 and write tensors using them. E.g. T = Tαβdxα ⊗ dxβ becomes
T = Tzzdz ⊗ dz + Tz¯z¯d z¯ ⊗ dz¯ + Tzz¯dz ⊗ dz¯ + Tz¯zd z¯ ⊗ dz, (4.14)
where
Tzz = 14 (T11 − T22 − 2iT12),
Tzz¯ = Tz¯z = 14 (T11 + T22)
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and Tz¯z¯ = Tzz . Furthermore, for a 2×2 symmetric matrix f the formulae for the determinant
and the trace in complex coordinates are
det f = 4 f 2zz¯ − 4 fzz fz¯z¯, (4.15)
tr f = 4 fzz¯ . (4.16)
See for example Sect. 2.9.1 in [2] for some other basic properties of the complex coordinates.
We denote the scalar curvature of g by Rg . It is defined by contracting the Ricci tensor
Rμν
Rg := gμν Rμν, (4.17)
where the Ricci tensor comes from contracting the Riemann tensor
Rμν = Rαμαν.
Finally, the Riemann tensor is defined by the formula
Rαβγ δ = ∂γ αβδ − ∂δαβγ + αλγ λβδ − αλδλβγ ,
where the ’s are the Christoffel symbols
αβγ = 12 gαδ(∂βgδγ + ∂γ gδβ − ∂δgβγ ).
As Rg is defined by contractions of the metric and its derivatives, under diffeomorphisms it
transforms as
ψ∗ Rg = Rψ∗g. (4.18)
In coordinates where gαβ = eσ δαβ we have the formula
Rg = −4e−σ ∂z∂z¯σ.
From this together with (4.18) and the existence of conformal coordinates it is easy to infer
that in general
Reϕg = e−ϕ(Rg − gϕ). (4.19)
As an application of these definitions we have the Lemma used in the text:
Lemma 4.2 Let
F(g) =
∫
h Rgdvg.
Then
F(z) := δ
δgzz(z)
F(g)|g=eσ δ = −∂2z h + ∂zσ∂zh
in coordinates where gαβ = eσ δαβ .
Proof By definition
∂
∣∣
0 F(g) =
∫
F(z)φ(z)dvg(z)
where gzz¯ = 2e−σ and gzz = φ. Let g˜ = e−σ g . Then
Rg dvg = (Rg˜ − g˜ σ )dvg˜
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and g˜zz¯ = 2 and g˜zz = eσ φ. We have
∂
∣∣
0 Rg˜ = −∂2z (eσ φ) (4.20)
∂
∣∣
0vg˜ = 0 and
∂
∣∣
0g˜ σ = ∂z(eσ φ∂zσ).
Hence
∂
∣∣
0 F(g) =
∫
h(−∂2z (eσ φ) − ∂z(eσ φ∂zσ))d2z
=
∫
(−∂2z h + ∂zσ∂zh)φdvg
which yields the claim. unionsq
References
1. Alvarez, O.: Theory of strings with boundary. Nucl. Phys. B 216, 125–184 (1983)
2. Astala, K., Iwaniec, T., Martin, G.: Elliptic Partial Differential Equations and Quasiconformal Mappings
in the Plane. Princeton University Press, Princeton (2009)
3. Belavin, A.A., Polyakov, A.M., Zamolodchikov, A.B.: Infinite conformal symmetry in two-dimensional
quantum field theory. Nucl. Phys. B 241, 333–380 (1984)
4. Berestycki, N.: An elementary approach to Gaussian multiplicative chaos. Electron. Commun. Probab.
27, 1–12 (2017)
5. David, F., Kupiainen, A., Rhodes, R., Vargas, V.: Liouville quantum gravity on the Riemann sphere.
Commun. Math. Phys. 342, 869–907 (2016)
6. Duplantier, B., Rhodes, R., Sheffield, S., Vargas, V.: Renormalization of critical Gaussian multiplicative
chaos and KPZ relation. Commun. Math. Phys. 330, 283–330 (2014)
7. Dubédat, J.: SLE and the free field: partition functions and couplings. J. Am. Math. Soc. 22(4), 995–1054
(2009)
8. Eguchi, T., Ooguri, H.: Conformal and current algebras on a general Riemann surface. Nucl. Phys. B 282,
308–328 (1987)
9. Gawedzki, K.: Lectures on conformal field theory. In: Quantum Fields and Strings: A Course for
Mathematicians, Vols. 1, 2 (Princeton, NJ, 1996/1997), pp. 727–805. American Mathematical Society,
Providence (1999)
10. Guillarmou, C., Rhodes, R., Vargas, V.: Polyakov’s formulation of 2d bosonic string theory. Publ. Math.
IHES 130, 111–185 (2019)
11. Jost, J.: Riemannian Geometry and Geometric Analysis. Springer, Berlin (2011)
12. Kahane, J.-P.: Sur le chaos multiplicatif. Ann. Sci. Math. Québec 9(2), 105–150 (1985)
13. Kupiainen, A., Rhodes, R., Vargas, V.: Local conformal structure of Liouville quantum gravity. Commun.
Math. Phys. 371, 1005–1069 (2019)
14. Kupiainen, A., Rhodes, R., Vargas, V.: Integrability of Liouville theory: proof of the DOZZ formula. Ann.
Math. 191(1), 81–166 (2020)
15. Kupiainen, A., Oikarinen, J.: in preparation
16. Kupiainen, A.: Constructive Liouville conformal field theory. arXiv:1611.05243
17. Oikarinen, J.: Smoothness of correlation functions in Liouville conformal field theory. Ann. Henri Poincaré
20(7), 2377–2406 (2019)
18. Polyakov, A.M.: Quantum geometry of bosonic strings. Phys. Lett. 103B, 207 (1981)
19. Rhodes, R., Vargas, V.: Gaussian multiplicative chaos and applications: a review. Probab. Surv. 11, 315–
392 (2014)
20. Sarnak, P., Osgood, B., Phillips, R.: Extremals of determinants of Laplacians. J. Funct. Anal. 20, 148–211
(1988)
Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.
123
