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Tot op heden is de verbrandingsmotor de belangrijkste methode van voortstuwing
voor passagiers- en vrachtvervoer. Deze transportsector is verantwoordelijk
voor het uitstoten van aanzienlijke hoeveelheden broeikasgassen. Hoewel het
verbranden van fossiele brandstoffen met de verbrandingsmotor zorgt voor
een grote bijdrage aan de opwarming van de aarde door de uitstoot van
broeikasgassen, is de verbrandingsmotor zelf een duurzame technologie. De
verbrandingsmotor is gemaakt van recycleerbare materialen en verschillende
alternatieve (hernieuwbare) brandstoffen kunnen gebruikt worden. Verder wordt
het rendement van de motor voortdurend verbeterd en bruto geı¨ndiceerde
rendementswaarden tot 57% zijn al aangetoond tijdens labo-experimenten. Het
is duidelijk dat de verbrandingsmotor nog voor enkele decennia een belangrijke
rol zal spelen in de transportsector. Abrupte maatregelen zoals een volledige
omschakeling naar elektrisch rijden is niet haalbaar door beperkingen van de
elektrische batterij zoals de schaalbaarheid, het rijbereik en recyclageproblemen.
Er is echter een duidelijke behoefte aan alternatieve brandstoffen voor de
verbrandingsmotor opdat de motor een volwaardige langetermijnoptie zou zijn.
Waterstof geproduceerd uit hernieuwbare energiebronnen is een veelbelovende
alternatieve brandstof met verbrandingseigenschappen die een hoog rendement
mogelijk maken over het hele belastingbereik. Daarnaast levert de verbranding
van waterstof geen broeikasgassen op. De belangrijkste reden waarom waterstof
als brandstof voor de verbrandingsmotor nog niet is doorgebroken, is door de
beperkingen omtrent de opslag en distributie. Een vloeibare brandstof die op
een duurzame manier geproduceerd kan worden, kan de oplossing zijn voor deze
beperkingen. Een goed voorbeeld is methanol dat kan worden geproduceerd uit
gecapteerd CO2 en duurzaam geproduceerd waterstof. Lichte alcoholen zoals
methanol en ethanol hebben aantrekkelijke verbrandingseigenschappen waardoor
ze geschikt zijn voor hoge vermogens en rendementen.
Het probleem van de opwarming van de aarde leidde tot nieuwe
wetgevingen wereldwijd om oplossingen te stimuleren. Daarom richt het
kortetermijnonderzoek zich op de vermindering van het brandstofverbruik
en de uitlaatemissies van het voertuig door het rendement van de motor
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te optimaliseren. Dit leidde tot nieuwe motortechnologiee¨n die bijdragen
aan een hoger motorrendement. Kleine verbeteringen in het rendement
kunnen leiden tot grote bijdragen omdat grote hoeveelheden personenauto’s,
vrachtwagens en schepen elk jaar verkocht worden. De ontwikkeling van nieuwe
technologiee¨n heeft gezorgd voor een toename van het aantal vrijheidsgraden
(meer motorparameters). Hierdoor wordt motoroptimalisatie een complex proces
omdat verschillende afwegingen tussen motorinstellingen moeten gemaakt
worden met het doel om een hoog vermogen, hoog rendement en lage emissies
te bekomen. Daarom is het gebruik van een thermodynamische simulatiecode
een must geworden. Deze code bestaat uit verschillende submodellen die
diverse processen berekenen, inclusief de warmteoverdracht van de gassen naar
de cilinderwanden. Andere submodellen beschrijven b.v. de turbulentie, de
mengselsamenstelling en de verbranding.
Het warmteoverdrachtsmodel berekent de hoeveelheid warmte die verloren
gaat via de cilinderwand. Dit warmteverlies heeft een invloed op de
drie te optimaliseren parameters (vermogen, rendement en emissies).
Hoewel de verbrandingsmotor een volwassen technologie is, zijn de
warmteoverdrachtsmodellen niet mee gee¨volueerd. De modellen die in de
literatuur terug te vinden zijn kunnen de invloed van de volledige parameterruimte
van motorinstellingen en het effect van alternatieve brandstoffen op de
warmteoverdracht niet capteren. Dit komt doordat deze modellen gebaseerd
zijn op metingen uitgevoerd op verouderde motoren (van 40 jaar geleden).
Niettemin worden deze modellen nog altijd gebruikt in commercie¨le simulatie
software. Om verdere vooruitgang in motoroptimalisatie te ondersteunen is de
kennis van de warmteoverdracht in de verbrandingskamer van groot belang. Het
beter begrijpen van de warmteoverdrachtsfenomenen zou moeten leiden tot een
verbeterd warmteoverdrachtsmodel.
In een vorig onderzoek werd een nieuw warmteoverdrachtsmodel voor
vonkontstekingsmotoren opgesteld. Dit resulteerde in aanzienlijk nauwkeurigere
resultaten. Belangrijke stappen naar een brandstofonafhankelijk model werden
gezet. Deze verbeteringen aan het warmteoverdrachtsmodel werden gebaseerd
op nieuwe metingen uitgevoerd op e´e´n enkele motor (een onderzoeksmotor aan
constante snelheid). Verschillende alternatieve brandstoffen werden gebruikt
en een variatie in motorinstellingen werd toegepast. Deze warmtefluxmetingen
werden uitgevoerd met een commercie¨le warmtefluxsensor, de HFM (heat flux
microsensor). Deze sensor werd op drie locaties langs de cilinderwand geplaatst.
Twee aanpassingen werden ingevoerd aan het warmteoverdrachtsmodel, namelijk:
een twee-zone verbrandingsmodel en het gebruik van de juiste gaseigenschappen
van het mengsel door mengregels toe te passen.
Er is duidelijk een nood aan een uitgebreidere validatie van dit model. Hiervoor
zijn nauwkeurige warmtefluxmetingen in productiemotoren nodig. Dit om het
effect van toerental en een andere motorgeometrie te controleren. Door de
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hoge cyclische druk en temperatuur en de complexe motorgeometrie zijn deze
warmtefluxmetingen uitdagend. Bovendien kan de commercie¨le HFM sensor niet
gebruikt worden om een productiemotor te instrumenteren omwille van de grote
dimensies van de sensor. Er werd aangetoond dat dunnefilmthermistoren (Thin
Film Gauge, TFG) het potentieel hebben om een alternatief te zijn voor de HFM
warmtefluxsensor. De TFG sensoren zijn klein waardoor de verbrandingskamer
op meerdere locaties kan geı¨nstrumenteerd worden. Deze meerdere meetlocaties
zijn nodig om de ruimtelijke variatie in warmteflux veroorzaakt door de turbulente
stroming en voortschrijdend vlamfront te capteren. Het uitgangssignaal van
de HFM sensor is rechtstreeks gerelateerd aan de warmteflux, terwijl het
uitgangssignaal van de TFG sensors nog moet verwerkt worden. Voor deze
signaalverwerking zijn gekalibreerde thermische eigenschappen vereist van de
sensor.
Dit doctoraatsonderzoek focust zich op de ontwikkeling van de TFG-meettechniek
voor metingen in een productiemotor. Ten eerste moeten de twee
thermische eigenschappen (de temperatuursensitiviteit en het zogenaamd
thermisch product) van de TFG sensoren nauwkeurig gekalibreerd worden. De
temperatuursensitiviteit moet bepaald worden via een statische kalibratie en
het thermisch product met een dynamische kalibratie. Dit laatste werd door
veel onderzoekers niet uitgevoerd. Verschillende statische kalibratieproefstanden
werden getest en vergeleken. De nauwkeurigheid van de temperatuursensitiviteit
werd bepaald en het temperatuurbereik van de kalibratie werd vergroot. Een
dynamische kalibratieproefstand werd ontwikkeld gebaseerd op een elektrische
ontlading om het thermisch product te kalibreren. De invloed van verschillende
proefstand parameters werd onderzocht en de gekalibreerde waarde werd
vergeleken met de literatuur. Er werd geconcludeerd dat een dynamische kalibratie
essentieel is aangezien de waarde verschilt van deze geleverd door de fabrikant.
Het ontwerp van de TFG sensor werd onderzocht om de implementatie in
de verbrandingskamer te vereenvoudigen. Verschillende alternatieven werden
getest en suggesties werden geformuleerd. Ten tweede werden verschillende
oppervlakken van de verbrandingskamer geı¨nstrumenteerd met TFG sensoren,
zoals de cilinderkop en een inlaatklep. Dit liet toe om de ruimtelijke variatie
in warmteflux vast te leggen. Ten derde werden meerdere metingen uitgevoerd.
Om het effect van de gasstroming, zonder het effect van verbranding, op het
warmteverlies te bestuderen werden compressiemetingen uitgevoerd. Een variatie
in motorsnelheid en inlaatdruk werd verricht. Naast de compressiemetingen
werd ook een verbrandingsmeetpunt uitgevoerd. Deze metingen werden gebruikt
om het effect van de motorinstellingen op het warmteverlies te bestuderen.
De warmteoverdrachtsmodellen uit de literatuur en het nieuwe model werden
gee¨valueerd voor de productiemotor en verbeteringen werden voorgesteld.
Er kan besloten worden dat dit doctoraatsonderzoek in zijn opzet geslaagd is.
De TFG-meettechniek voor productiemotoren is ontwikkeld. De nauwkeurigheid
van de metingen is verbeterd door een uitgebreide statische en dynamische
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kalibratie. Verschillende suggesties voor verbeteringen aan het sensorontwerp
werden vooropgesteld. Een productiemotor werd geı¨nstrumenteerd met TFG
sensoren op verschillende locaties en verschillende warmtefluxmetingen werden
uitgevoerd. Deze metingen werden gebruikt om de warmteoverdrachtsfenomenen
beter te begrijpen en verschillende modellen te evalueren en te verbeteren.
English summary
Until today, the internal combustion engine is the most important method of
propulsion for passenger and freight transport. This transportation sector is
responsible for emitting a significant amount of greenhouse gases. Although
burning of fossil fuels is the main contributor to global warming due to the
emission of greenhouse gases, the internal combustion engine itself is a sustainable
technology. It is made of recyclable materials, it can work on alternative
(renewable) fuels and the energy efficiency of an internal combustion is still
significantly being improved, with gross indicated efficiency values up to 57%
reported on lab scale. It is clear that for decades to come the internal combustion
engine will still play a significant role in the transportation sector. Abrupt measures
as going full electric is simply not feasible due to scalability, driving range and
recyclability issues concerning electric batteries.
There is however a clear need for alternative fuels for the internal combustion
engines, to create long-term sustainable transportation. Hydrogen produced from
renewable energy sources is an interesting fuel due to its combustion properties
which allow a high efficiency over the entire load range. Furthermore burning
hydrogen produces zero greenhouse gas emissions. The main reason hydrogen
as a fuel for internal combustion engines has not had a breakthrough is due to
its limitations concerning storage and distribution. A liquid fuel which can be
produced in a sustainable manner would be the solution to the latter problems.
A good example is methanol which can be produced using captured CO2 and
renewable hydrogen. Light alcohols such as methanol and ethanol have attractive
combustion properties making them suitable for high power output and efficiency.
The energy problem led to new legislation worldwide to stimulate solutions.
Therefore, short term research focuses on the reduction of the fuel consumption
and the exhaust emissions of the vehicle by optimizing the engine efficiency. This
led to new engine technologies contributing to a higher engine efficiency. Small
improvements in efficiency can lead to large contributions since large quantities
of passenger cars, trucks and ships are sold every year. The development of
new technologies led to an increase in the degrees of freedom (more engine
parameters), which make engine optimization a complex process as different
trade-offs between engine settings exist in the aim for a combination of high
power output, high efficiency and low emissions. Therefore, engine optimization
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using thermodynamic simulation codes has become a must. These codes exist out
of different sub-models calculating diverse processes, including the heat transfer
from the working gases to the in-cylinder walls. Other sub-models are e.g. the
turbulence, mixture composition and combustion.
The heat transfer sub-model calculates the amount of heat which is lost to the
cylinder walls. The heat loss will affect the three targeted parameters to optimize
(power, efficiency and emissions). Although the internal combustion engine is
a mature technology, the heat transfer models have not evolved. The models
used in the literature are unable to capture the effects of the full parameter space
of engine settings and the influence of alternative fuels on the heat transfer, as
they are built based on inaccurate measurements on outdated engines (40 years
ago). Nevertheless, these models are still used today in commercial simulation
software. To support further progress in engine optimization better knowledge
of the in-cylinder heat transfer is paramount. A better understanding of the heat
transfer phenomena should result in a better heat transfer model.
In previous research a new heat transfer model for spark ignition engines was
obtained which resulted in significantly more accurate results. Furthermore,
important improvements were achieved towards a fuel independent model.
These heat transfer modelling improvements were based on new measurements
performed on a single cylinder engine (a research engine running at a constant
speed) for a variety of fuels and engine settings. The heat flux measurements were
performed with a commercial heat flux sensor, the HFM sensor, at three locations
at the cylinder liner. Two adjustments were introduced, a two-zone combustion
model and the use of the correct gas properties of the mixture using mixing rules
were incorporated in the model.
It is necessary to validate this model more thoroughly. Accurate in-cylinder heat
transfer measurements in representative production engines are clearly needed to
check for the effect of engine speed and a different engine geometry. The high
cyclic pressure and temperature and the complex engine geometry however make
in-cylinder heat transfer measurement challenging. Furthermore, the commercial
HFM sensor cannot be used in a production engine due to its dimensions. It was
shown in previous research that Thin Film Gauge (TFG) heat flux sensors have the
potential to be an alternative to the HFM sensor. The TFG sensor is smaller which
could allow instrumentation of these sensors inside the combustion chamber of a
production engine. Multiple instrumentation locations are necessary to capture the
spatial variation in heat flux which is caused by the turbulent flow and propagating
flame front. The output of the HFM sensor is directly related to the heat flux,
whereas the TFG sensors need signal processing using thermal properties that need
to be calibrated.
This doctoral work focuses on the development of the TFG measurement technique
for measurements in a production engine. First, the two thermal properties
(temperature sensitivity and the so-called thermal product) of the TFG sensors
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need to be accurately calibrated. The temperature sensitivity needs to be
determined in a static calibration and the thermal product in a dynamic calibration.
The latter calibration has been neglected by many researchers. Different static
calibration setups were tested and compared. The accuracy on the sensitivity
coefficient was checked and the calibration temperature range was extended. A
dynamic calibration setup based on an electrical discharge was built to calibrate
the thermal product value. The influence of a variation in the setup parameters
on the calibrated value was studied and compared to literature values. It was
concluded that a calibration of this value was required as the value differs from
the manufacturer’s value. The design of the TFG sensor was examined in
order to facilitate the implementation in the combustion chamber of an engine.
Several alternatives were tested and suggestions were formulated. Second, several
combustion chamber surfaces of a production engine were instrumented such as
different zones in the cylinder head and the inlet valve surface. This allowed to
capture the spatial variation in heat flux. Third, several engine measurements
were performed. To study the effect of the gas flow absent combustion on the
heat transfer, motored measurements were performed. A variation in engine
speed and inlet pressure was conducted. Besides the motored measurements set
a fired operating point was conducted. The measurements were used to investigate
the effect of engine settings on the heat loss and to study local heat transfer
phenomena. The heat transfer models from literature and the new heat transfer
model were evaluated and improvements were suggested.
It can be concluded that this doctoral work has succeeded in its goal. The TFG
measurement technique has been developed for measurements in a production
engine. The accuracy of the measurements have been improved by performing a
static and dynamic calibration. Different suggestions about design improvements
have been provided. A production engine was instrumented with TFG sensors
at multiple locations and several heat flux measurements were performed. These
measurements were used to better understand the heat transfer phenomena and to
evaluate and improve different heat transfer models.

1
Problem and goal statement
1.1 The internal combustion engine
Until today, the internal combustion engine is the most important method of
propulsion for passenger and freight transport. This transportation sector is
responsible for emitting a significant amount of greenhouse gases. Predictions for
2025 claim a total of 2500MtCO2−equivalent emissions for freight transportation
alone [1]. The transport energy source is predominantly fossil fuels, 96%
from the total energy demand for transportation, as can be seen in Figure 1.1.
Although burning of fossil fuels is the main contributor to global warming due
to the emission of greenhouse gases, the internal combustion engine itself is
a sustainable technology. It is made of recyclable materials, it can work on
alternative (renewable) fuels and the energy efficiency of an internal combustion
is still significantly being improved, with gross indicated efficiency values up to
57% reported on lab scale [2]. It is clear that for decades to come the internal
combustion engine will still play a significant role in the transportation sector.
Abrupt measures as going full electric are simply not feasible due to scalabilty,
driving range and recyclability issues concerning electric batteries [3, 4]. However
in certain transportation sectors such as public transport an electric drive can be a
solution for reducing carbon emissions.
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There is however a clear need for alternative fuels for the internal combustion
engines, to create long-term sustainable transportation. Hydrogen produced from
renewable energy sources is an interesting fuel due to its combustion properties
which allow a high efficiency over the entire load range [5]. Verhelst et al. [5]
demonstrated that a brake thermal efficiency of 45% for single-cylinder research
engine is achievable. Furthermore burning hydrogen produces zero greenhouse gas
emissions. The main reason hydrogen as a fuel for internal combustion engines has
not had a breakthrough is due to its limitations concerning storage and distribution.
A liquid fuel which can be produced in a sustainable manner would be the solution
to the latter problems. A good example is methanol which can be produced using
captured CO2 and renewable hydrogen [6]. Light alcohols such as methanol and
ethanol have attractive combustion properties making them suitable for high power
output and efficiency [7].
The energy problem led to new legislation worldwide to stimulate solutions. In
Europe new passenger cars can only emit 95gCO2/km by 2021 [8]. Therefore,
short term research focuses on the reduction of the fuel consumption and the
exhaust emissions of the vehicle by optimizing the engine efficiency by reducing
pumping (for spark ignition engines) and heat losses and improving combustion
speed. Small improvements can lead to large contributions since large quantities
of passenger cars, trucks and ships are sold every year. New engine technologies


























Worldwide energy use 
Figure 1.1: Transport is responsible for 26% of the worldwide energy consumption, mainly
consuming oil (95.8%) [9]
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1.2 Heat transfer: a hot topic in internal combustion
engine research
The increased degrees of freedom due to the increase in engine technologies (more
engine parameters), make engine optimization more complicated. Furthermore,
several trade-offs between engine parameters exist in the aim for a combination
of high power output, high efficiency and low emissions. Therefore, engine
optimization using thermodynamic simulation codes has become a must. This
code exist out of different sub-models calculating diverse processes, including the
heat transfer from the working gases to the in-cylinder walls. Other sub-models
are e.g. the turbulence, mixture composition and combustion.
The heat transfer sub-model calculates the amount of heat which is lost to the
cylinder walls. The heat loss will affect the three targeted parameters to optimize
(power, efficiency and emissions). The definition of the heat loss used in this
work is the heat transfer from the working gases to the combustion chamber walls,
shown in Figure 1.2.
Figure 1.2: Illustration of the heat loss discussed in this work, the heat transfer from the
working gases to the combustion chamber surfaces
Although the internal combustion engine is a mature technology, the heat transfer
models have not evolved. The models used in the literature such as the models
of Annand [10] and Woschni [11] are unable to capture the effects of the full
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parameter space of engine settings and the influence of alternative fuels on the
heat transfer [12], as they are built based on inaccurate measurements on outdated
engines (40 years ago). Nevertheless, these models are still used today in
commercial simulation software.
In previous research conducted by Demuynck [12], a new heat transfer model
was obtained which resulted in significantly more accurate results. Furthermore,
important improvements were achieved towards a fuel independent model.
These heat transfer modelling improvements were based on new measurements
performed on a research engine (at constant speed of 600rpm) for a variety of
fuels and engine settings. The heat flux measurements were performed with a
commercial heat flux sensor, the HFM sensor [13]. A two-zone combustion model
and the use of the correct gas properties of the mixture using mixing rules were
incorporated in the model.
It is necessary to validate this model more thoroughly. Accurate in-cylinder heat
transfer measurements in representative production engines are clearly needed to
check for the effect of engine speed and a different engine geometry. The high
cyclic pressure and temperatures and the complex engine geometry however make
in-cylinder heat transfer measurement challenging. Furthermore, the commercial
HFM sensor can not be used in a production engine due to its dimensions.
Demuynck [12] compared the HFM sensor to two alternatives on a calibration
rig, namely an eroding ribbon sensor and the Thin Film Gauge (TFG) heat flux
sensor and showed the potential of the TFG sensor as an alternative to the HFM
sensor. The TFG sensors need signal processing using thermal properties that
need to be calibrated, in contrast with the commercial HFM sensor of which the
output is directly proportional to the heat flux. The TFG sensor is smaller which
could allow instrumentation of these sensors inside the combustion chamber of a
production engine. Multiple instrumentation locations are necessary to capture the
spatial variation in heat flux [12].
1.3 Research goals
Clearly, there is a need for an extension of the heat flux measurement database.
Measurements in a production engine are essential. These are needed to validate
the model proposed by Demuynck [12]. The effect of a different engine geometry
and a wider range of engine parameter settings such as engine speed were not yet
validated. For that purpose the Thin Film Gauge measurement technique will be
developed so that it can be applied to a production engine, as the commercial HFM
sensor is unsuitable. Special care to perform accurate heat flux measurements
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using these TFG sensors will be taken. These sensors measure the wall temperature
and require signal processing to calculate the heat transfer from the working gases
to the in-cylinder walls. This signal processing depends on thermal properties of
the sensor. A proper calibration of these thermal properties is needed to ensure
accurate heat transfer measurements. This work will show the implementation
of multiple TFG sensors on different surfaces of the combustion chamber of a
production engine. This allows to capture the spatial variation in heat flux. The
heat flux measurements will be used to investigate the heat transfer phenomena
and evaluate heat transfer models.
In the end this database can be used to improve the heat transfer modelling and
can be implemented in a thermodynamic engine code to improve overall engine
simulation accuracy.
In summary, three research goals are defined:
1. Calibration of the thermal properties of the TFG sensor. A static and
dynamic calibration will be performed.
2. The implementation of the TFG sensor inside a production engine.
Improvements to the TFG sensor design will be tested and suggestions are
formulated.
3. The heat flux measurements will be used to analyze the heat transfer,
validate and improve heat transfer models and study local phenomena.
1.4 Outline
Chapter 2 will first give information about the Thin Film Gauge sensor and
its different construction types. It will also cover the signal processing and
suggestions to improve the design of the sensors. The different measurement
setups and the implementation of the TFG sensors are covered in this chapter
as well. The calibration of the sensors is discussed in detail in chapter 3. The
experimental investigation of the heat transfer is covered in chapter 4, such as
effect of engine settings and the use of the TFG sensors as a tool for flow
diagnostics. Chapter 4 gives an overview of existing heat transfer models. The
existing models are evaluated for the measurements performed on the production
engine. The new heat transfer model is evaluated and improvements are suggested.




To meet the objective of this research, instantaneous in-cylinder heat transfer
measurements are needed to study the heat transfer phenomena. Hence a heat
flux sensor which is capable of capturing the high frequency phenomena needs to
be mounted in the combustion chamber.
During combustion the heat released is partially lost to the combustion chamber
walls by convection and radiation. However we can neglect the radiative heat
transfer since the set-ups used in this research are port fuel injected spark ignition
engines. Soot particles which can radiate heat are absent in these engines [14]. The
convective heat transfer from the working gases to the walls is then transferred into
the combustion chamber walls to the cooling circuit via conduction. Heat transfer
sensors measure the convective heat flux indirectly by measuring the conductive
heat flux in the wall. The heat flux sensors measure the wall temperature which can
be correlated with the conductive heat transfer using Equation 2.1. Q is the heat
transfer, A is the surface area of the sensor body, k is the conduction coefficient of
the sensor material, T is the temperature and x is the distance measured from the
inner wall surface. The heat flux is defined as positive if it is directed from the gas





= −k · dT
dx
(2.1)
This current chapter will first elaborate on the heat flux sensor’s construction,
its calibration and signal processing. Next, the different engine set-ups and the
implementation of different heat flux sensors is discussed.
2.1 Thin film gauge heat flux sensor
The heat flux sensors used in this research are thin film gauges (TFG). This heat
flux sensor is chosen based on the comparison study performed in the work of
Demuynck [12]. The work compared three sensors: the TFG sensor, a commercial
heat flux sensor (called the HFM sensor [13]) and a eroding ribbon sensor. Based
on their frequency response, accuracy and rise time it was concluded that the TFG
sensor showed potential for in-cylinder heat flux measurements.
The TFG sensors are thermistor type sensors and were developed at the
Osney Thermo-Fluid laboratory of the University of Oxford for high frequency
measurements in gas turbines. The thin film acts as a resistance temperature
detector (RTD) and measures the instantaneous wall temperature. Using the
wall temperature trace the instantaneous heat transfer can be calculated, see
paragraph 2.3. The sensing thin film is made of platinum because of its thermal
and corrosion resistance properties in oxidizing environments. This makes the
sensor appropriate for measurements inside the combustion chamber of an internal
combustion engine. The thin film of platinum has a low thermal mass resulting in
a high frequency response of up to 100kHz [15].
Two construction methods of these sensors are used to perform measurements in
gas turbines. Figure 2.1 shows a sketch of both construction methods. The first
method is called a single layer sensor. A platinum thin film is painted and fired
onto an insulating substrate. The substrate used is Macor®, which is a machinable
glass-like ceramic. To insert this type of sensor into the combustion chamber a
slot or pocket needs to be machined where the ceramic insert is placed and fixed.
This can make the implementation difficult because of a lack of space and wall
thickness. The second method is called a double layer sensor. The thin film of
platinum is magnetron deposited onto a insulating layer, which can be glued to
any surface. The insulating layer that is used is Kapton®, a polyimide polymer,
which remains stable over a wide range of temperatures. The latter construction
type seems more suitable for application in internal combustion engines since no
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slots for a ceramic substrate need to be machined. However previous research [12]
comparing both construction methods showed that only the single-layer sensor is
robust enough to survive in-cylinder measurements. It appeared that the glue layer
of the double-layer sensor did not withstand the cyclic pressure and temperature
variations.
If a reference thermocouple is inserted underneath the TFG, the sensor is called
a direct-heat-flux gauge (DHFG). This thermocouple is placed into the Macor®
substrate in the case of a single-layer sensor at a known distance from the surface







Figure 2.1: Schematic drawing the two construction methods of a TFG heat flux sensor:
single layer (left), double layer (right)
2.2 Insulating coatings
The implementation of a double layer TFG sensor is more convenient in the
combustion chamber of internal combustion engines. However the glue makes
this construction method not suitable, since it does not survive fired operation for
long periods.
Several alternatives were tested to make the glue layer unnecessary by putting a
insulating layer directly onto the substrate. The insulating layer needs to have
several properties:
• good adhesion with substrate
• nonporous
• electrically insulating
• high temperature capable
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In this respect oxide layers have been investigated due to their properties. Three
different coating techniques to coat a metal substrate with an oxide layer are
discussed and initial tests are conducted as guide for future design improvements
for a double layer TFG sensor which is suitable for internal combustion engine
measurements.
2.2.1 Sputter deposition
In [16, 17] an aluminium oxide (alumina, Al2O3) layer of several µm is used as an
insulation for sputtered thin film thermocouples. The alumina is deposited using
reactive sputtering.
Since a lot of the cylinder blocks are made up of aluminium alloys it was
considered to put an alumina layer on several aluminium test samples using
reactive sputtering deposition. The deposition of the alumina is performed at the
department of Solid State Sciences at Ghent University.
Several thicknesses are tested ranging from 0.5µm to 1µm. The platinum TFGs
are magnetron deposited on top of the alumina coating. Painting and firing of
the platinum films is not applicable due to the high temperatures (up to ±700○C)
needed for the sintering of the platinum particles. These temperatures would soften
the aluminium substrate. Figure 2.2 shows an example of one of the test samples
with 3 sputtered platinum TFGs.
Figure 2.2: Picture of a test sample with a coating of alumina and 3 sputtered platinum
TFGs
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By measuring the resistance of the platinum films, and between the films, between
the film and the substrate, the quality of the coating is tested. Only the sample
with the thickest coating of 1µm showed potential for further development.
The platinum films have a resistance value and the alumina layer provides an
electrically insulating layer. However, it appears the alumina coating is pierced
at certain locations due to the surface roughness of the test sample since a short is
measured at different locations on the sample.
Optimizing the coating procedure using magnetron deposition is out of the scope
of this research. The initial tests however show the potential of using this technique
to improve the double layer sensor construction. The thickness of the oxide layer
needs to increase to provide proper insulation of the substrate. In the case of
the work of Godefroy et al. [16] a nickel-base super-alloy is first coated with a
NiCoCrAlY coating of 25µm thick before depositing an alumina layer. The use
of yttrium allows a good adherence of the deposited alumina layer. A similar
technique is found in [17]. To drastically increase the thickness of the insulting
layer, a “primer” oxide layer needs to be used.
2.2.2 Dipcoating
An alternative to reactive magnetron deposition of an oxide layer is the use of a
dipcoat technique [18]. At the department of Inorganic and Physical chemistry
they specialize in chemical-solution-based coating techniques of titania (TiO2)
thin films on various substrates. Titania nano-particles are kept in a solution,
using chemical agents, in which the sample is dipcoated. The sample is treated
afterwards to allow the titania film to form. This process can be repeated to
increase the overall thickness of the coating.
Aluminium samples and cast iron samples are prepared. To investigate the effect
of the film thickness each sample is dipcoated a different number of times. For
each substrate material a sample is dipcoated 5, 10, 15 and 20 times respectively.
The resulting thickness was not measured. Figure 2.3 shows an example of an cast
iron sample (dipcoated 20 times) with a coating of titania and 3 platinum TFGs
which are painted and fired.
All the aluminium samples failed, the coating appeared to be conductive. The
author believes this is attributed to the bad adherence of the titania to the
aluminium sample. As a result, the coating does not cover the base substrate.
All the coatings on the cast iron samples have a good resistance to the substrate.
The cast iron sample which is dipcoated 20 times is the only sample where the
platinum films have a resistance, however the different films are shorted with each
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Figure 2.3: Picture of a cast iron test sample with a coating of titania and 3 platinum
TFGs which are painted and fired onto the substrate
other. The author believes this is due to a porous insulating layer. The author
believes the platinum particles are diffused through the pores of the coating when
firing the film. For the double layer sensor application this technique does not
seem promising.
2.2.3 Low current density anodizing
The last technique that is tested to deposit an oxide coating is the electro-chemical
oxidation of aluminium using a low current density anodizing (LCD anodizing)
set-up. This technique was performed at the Osney-Thermo-Fluid laboratory
during a research stay. The process involves placing the aluminium test samples
in an electrolyte (in this case a weak sulfuric acid solution) and passing a constant
current through it. The aluminium samples are connected to the positive (anode)
side and the negative side (cathode) consists of lead connectors which are put into
the electrolyte. The overall chemical oxidation reaction is [19]:
2Al+3H2O→ Al2O3+6H+6e− (2.2)
The resulting structure of the anodic layer produced by the LCD anodizing process
is shown in Figure 2.4.
During the anodizing process an anodic film consisting of two layers is formed.
The first is a barrier layer, which is nonporous. The barrier layer has a thickness
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Figure 2.4: Schematic of an anodized aluminium substrate [19]
around 0.08µm which depends on the composition of the electrolyte and the
operating conditions, such as the forming voltage [20]. The second is a thick,
porous and crystalline layer. The open pore-like structure is a consequence of the
competing anodizing and acid solution processes.
The anodized layer can then be dyed and sealed. The sealing is done by boiling the
sample during a 15min period [19]. A mineral called Boehmite is formed which
closes the pores at the surface. The mineral is hard, transparent and has a greater
volume than the aluminium oxide layer.
The operating parameters of the LCD anodizing set-up are determined using the
720-rule [21]. This rule states that 720A·min/ft2 is needed to produce 1mil of
oxide (where A=ampere, mil=25.4µm, 1ft2=9.29dm2). Figure 2.5 shows the
set-up.
In the first test, 3 samples are produced with a total submersed surface of 0.0069ft2
(=0.21dm2). A constant current density of 4.5A/ft2 (=0.48A/dm2) is used. The
maximum peak voltage is 11.25Vdc and the current is 0.1A. Using the 720-rule
the following samples are produced:
After the anodizing process the samples are dyed and sealed. The results are shown
in Figure 2.6. We can clearly see a more intense red color with sample C, because
of the thicker anodic layer more dye is absorbed.
Next, platinum films are painted on all 3 samples. The platinum is fired at 550○C
since 700○C would have destroyed the aluminium sample. The dye is faded due
to the high temperatures, see Figure 2.7. The anodic film survived and is still
insulating the aluminium substrate. The platinum films however are all shorted
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Figure 2.5: Picture of the anodizing set-up, 3 aluminium samples are submersed in the
electrolyte
with the aluminium substrate. The author believes this is due to the poor sealing
of the pores at higher temperatures.
In a second test a commercially anodized sample is used (sample D), see Figure
2.8. The platinum film is sputtered onto the aluminium substrate instead of
painting and firing. All of the platinum gauges have a resistance and only 1 of
the resulting platinum gauges is shorted with the substrate. The insulation of
the anodic layers is not affected by the magnetron deposition. Sample D is then
tested in the oven under 400○C. The insulation survived and only 1 film lost its
resistance. The authors believe this technique has potential to improve the existing
double layer TFG sensor design.
The anodizing process can be tuned to inhibit the formation of the porous anodic
layer [20]. The anodic layer can only exist out of a barrier type coating. This is
done by using a different electrolyte such as a solution of boric acid and the use of
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Table 2.1: Test 1: Overview of the samples produced with LCD anodizing
thickness [mil] / [µm] time duration [min]
sample A 0.2 / 5.08 30
sample B 0.3 / 7.62 45
sample C 0.35 / 8.89 60
Figure 2.6: Picture of the samples A,B and C
Figure 2.7: Picture of the samples A,B and C after painting and firing platinum thin films
higher voltages. The optimum process parameters for the LCD anodizing set-up
need to be investigated further, however this is not the scope of this research.
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Figure 2.8: Picture of sample D with 3 thin films of platinum deposited using magnetron
deposition
2.2.4 Closure
Several deposition methods for oxide layers were tested. Oxide layers were
considered as an insulating layer to improve the double layer TFG sensor’s design.
The techniques that were tested included: sputter deposition, dipcoating and
anodizing. The magnetron sputter deposition showed potential. However, the
thickness of the oxide layer needs to increase, this can be achieved using a “primer”
oxide layer. The dipcoating technique did not provide a oxide coating with reliable
properties. The anodizing deposition technique in combination with sputtered
TFG sensor showed the best potential to improve the design. The coating had
good insulating and mechanical properties. Most of the sputtered TFG sensors
had a resistance. The tuning of this process however was not in the scope of this
doctoral work.
2.3 Signal processing
The resistance of the platinum TFG has a linear relationship with temperature
and is expressed through the temperature sensitivity coefficient α0. The linear
relationship is given in equation 2.3. The suffix 0 represents a reference condition
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which is selected to be at atmospheric temperature.
R = R0[1+α0(T −T0)] (2.3)





The sensitivity of the TFG is directly proportional to V0 (and thus I0), the
magnitude of which is limited by the heat dissipation (ohmic heating) that occurs
in the TFG by the current flowing through. This could result in a temperature offset
which is undesirable.
As explained in the introduction the measured wall temperature is used to solve the
heat conduction equation Eq. 2.1. To be able to solve this equation the temperature
field is needed, which describes the temperature as a function of time and distance
measured from the wall into the substrate. The temperature field is computed by
solving the one-dimensional heat conduction equation, see Equation 2.5, where
α is the thermal diffusivity. The derivative of the wall temperature at x = 0 is
substituted in equation 2.1 to calculate the heat transfer at the gas-wall interface.
∂T
∂ t
= α ∂ 2T
∂x2
(2.5)
To solve Eq. 2.5 analytically two boundary conditions are necessary. The
measured instantaneous wall temperature (T1) is used as a first boundary condition.
The measured temperature trace is transformed into an analytical expression using
a Fourier analysis, the resulting expression for T1 is given in equation 2.6 [10].
B1,Kn and Gn are the numerical coefficients of the Fourier analysis and ω is the
natural frequency of the signal.
T1 = B1+ ∞∑
n=1{Kn · cos(nωt)+Gn · sin(nωt)} (2.6)
There are two possibilities for the second boundary condition. The first option is
to measure a second temperature in the cylinder wall (T2) at a known distance from
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the surface as described by Annand [10]. This temperature measurement can be
carried out with standard, low frequency response temperature detectors, since the
high frequency component is very quickly damped in the wall. Consequently,
a constant temperature is assumed (T2 = B2). Care has to be taken to ensure
this one-dimensional heat flow, because two and three-dimensional effects can
influence the accuracy of the measurement as described by Buttsworth [22]. The
obtained analytical solution of Equation 2.5 is as follows:
q = k · (B1−B2)
X




n=1[(Kn+Gn) · cos(nωt)+(−Kn+Gn) · sin(nωt)] (2.7)
Where X is the distance between T1 and T2. The first term in equation 2.7 is the
steady state part of the heat flux and the second term is the transient part. Two
material properties of the sensor need to be determined. On the one hand, the ratio
of the thermal conductivity to the distance (k/X) is required to calculate the steady
state part. On the other hand, the so called thermal product (T P =√ρck, with ρ ,
c and k being the density, heat capacity and thermal conductivity of the substrate
respectively) is needed to determine the transient part.
The second option for the second boundary condition is to assume zero heat flux
at the instant that the gas temperature is equal to the wall temperature as described
by Woschni [23]. With this option, B2 is determined without measuring it. A
bulk gas temperature in the cylinder is needed, being calculated out of a pressure
measurement with the equation of state of an ideal gas. In this way only one
wall temperature measurement is needed, which simplifies the sensor construction.
Consequently, it is the preferred method in literature. However, there are some
doubts about the accuracy, since Lawton [24] and Nijeweme et al. [25] have
reported non-zero heat fluxes at the instant of equal wall and gas temperature.
This is the reason both authors opted for a heat transfer model which can take
into account the phase lag between the temperature difference and the heat flux,
see paragraph 5.1.3. In previous research conducted at the lab [12] an evaluation
between the two boundary conditions methods showed no difference using the
TFG sensors. Lawton and Nijeweme et al. both used eroding ribbon heat flux
sensors. It was shown that these sensors seem to behave unpredictably [12].
An alternative for the analytical solution used in the two Fourier methods described
above, is the impulse response processing method of Oldfield [26], called the
Finite Impulse Response (FIR) method. This method is developed for heat transfer
HEAT FLUX MEASUREMENT METHOD FOR SI ICES 19
measurements in gas turbines and has already been used by Wang et al. [27]
in internal combustion engines. The method assumes that the sensor is a linear
time-invariant system of which the surface temperature is the input and the heat
flux is the output. The heat flux is determined out of the measured surface wall
temperature by taking the convolution of the temperature and the impulse response
of the sensor. This impulse response has to be determined once for each sensor.
This can be done with theoretical test functions based on Equation 2.5 [26] or with
a calibration experiment [28]. The same thermal properties (k and TP) need to be
determined in the case an analytical test function is used. There are two important
drawbacks of this method. First, a linear system is assumed, which implies that
the material properties of the sensor do not vary with temperature. The impact
of this assumption will further be discussed in the sections below. Second, the
sensor is assumed to be at a uniform temperature when the measurement is started
(t = 0). This is mostly not the case during measurements in an internal combustion
engine, because the measurement cannot be continued in between the selection of
different operation modes. Consequently, only the transient part of the heat flux
can be determined with the impulse response method and the steady state part of
the heat flux needs to be calculated with one of the two options of the Fourier
method described above. The FIR method is used for all the heat flux calculation
in this doctoral work. It was shown in the work of Demuynck [12] that there is no
difference between the Fourier and FIR method. A detailed description of the FIR
method can be found in Appendix A.
In summary, the transient surface temperature of the cylinder wall always has to
be measured to determine the high frequency heat flux in an internal combustion




To evaluate the heat flux sensors a hot-air-gun rig was built at the lab by Demuynck
[12]. The rig was inspired by the hot-air-gun rig by Piccini et al. [15]. However
the hot-air-gun was pointed upwards so that natural and forced convection work in
the same direction. Both a single heat flux step (with use of a shutter) and multiple
heat flux steps (with a rotating chopper) can be generated. Figure 2.9 shows the
two resulting heat flux traces. Figure 2.10 shows a sketch of the shutter version
of the hot-air-gun rig. The setup is used to evaluate the rise-time and accuracy of
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the TFG sensors. The accuracy is tested by comparing the output to a commercial
heat flux sensor, called the HFM sensor [13]. The rise time can be evaluated, at
atmospheric temperature using the shutter rig and at elevated temperatures using








Figure 2.9: Heat flux traces imposed with the shutter (top) and chopper (bottom)
As an illustration the determination of the rise time of a TFG sensor is shown.
Figure 2.11 shows the heat flux trace measured on the shutter rig. The measured
heat flux is zero up to approximately100ms. At that moment the shutter passes the
sensor and the TFG sensor is exposed to the hot air jet. The TFG sensor measures
an average heat flux of 14W/cm2 which is indicated by the red line. The rise time
is measured by the time difference between the two green markers on the graph.
The markers indicate 10% and 90% of the average heat flux respectively. In this
case the resulting rise time was 2ms.
2.4.2 Research engine
One of the engines that is used in this research on which in-cylinder heat transfer
measurements are performed is a four-stroke single-cylinder SI engine based on
a CFR (Cooperative Fuel Research) engine. The engine can be seen in Figure
2.12. The engine is operated at a constant speed of 900rpm. A cross section of the
cylinder head is given in Figure 2.4.2, showing the possible sensor positions in the
cylinder liner. The heat flux sensors can be installed in three different positions
under fired operation (P2, P3, P4 as shown in Fig. 2.13). These openings are
at the same height on the cylinder liner and are equally distributed around the
circumference of the cylinder. The spark plug was placed in position P1 and the
heat flux sensor in position P2 for the measurements performed in this research.
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Figure 2.10: Schematic of the shutter rig
The spatial variation is analyzed in [12]. Figure 2.14 shows the spatial variation in
heat flux. The peak heat flux occurs the latest for P3 which is furthest away from
the spark plug in position P1. The IGN line indicates the moment of ignition. The
CFR engine is equipped with port fuel injection and has a variable compression
ratio. Two types of injectors are available in the intake manifold, one for gaseous
fuels and one for liquid fuels. The injection and ignition are controlled by a MoTeC
M4Pro electronic control unit.
Data acquisition
In-cylinder pressure was measured with a water-cooled Kistler 701A piezoelectric
sensor (mounted in P4 or P2). Inlet and outlet pressure were measured with two
Kistler 4075A10 piezoresistive pressure sensors. The inlet pressure was used to
reference the in-cylinder pressure. Gas flows were measured with Bronkhorst
Hi-Tec F-201AC (gas) and F-106BZ (air) flow sensors. Liquid fuel mass flow rate
is measured gravimetrically. Finally, type K thermocouples were used to measure
coolant, oil and inlet and exhaust gas temperatures.
All the signals were acquired with a National Instruments PXI system. For
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Figure 2.11: The rise time is calculated between the two green symbols which represent
10% and 90% of the mean heat flux respectively, the red line indicates the mean amplitude
of the heat flux step
the experiments on the CFR engine, crank angle resolved signals (heat flux and
pressure signals) were acquired synchronously with a PXI-6143 S-series card
every 0.5○CA (average sample rate of 10.8kHz) during 100 consecutive cycles.
Next, an instantaneous thermocouple measurement was performed synchronously
with the channels of the 6143 S-series card with a PXI-6251 M-series card. The
thermocouple signal conditioning was delivered by an SCXI-1102 unit which
allows a bandwidth of 10kHz. Finally, the other signals were not time critical
so they were averaged over time and acquired with a PXI-6224 M-series card at a
sampling rate of 1 Hz.
TFG implementation
Since the CFR engine is equipped with mounting orifices it is opted to design a
TFG sensor bolt, see Figure 3.2 in paragraph 3.1. 3 TFGs are mounted on the
surface of the bolt. When the bolt is mounted the surface of the bolt is flush with
the cylinder liner of the CFR engine (when placed in P2, P3 or P4). The gold leads
which ensure the electrical connection with the TFGs are insulated from the metal
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Figure 2.12: Picture of the CFR engine setup
bolt using a Macor® ring which can be seen on Fig. 3.2. The Macor® is fixated
using a second, hollow bolt which is screwed in at the back of the bolt.
2.4.3 Production engine
The production internal combustion engine used in this research is a Volvo B4184S
SI engine. This is a four in-line cylinder 1.8l engine. The engine is equipped with
a modified port fuel injection (PFI) system, using two fuel rails and two sets of
port fuel injectors capable of injecting both liquid and gaseous fuels. A MoTeC
M800 engine control unit (ECU) can be used to control the engine parameters.
The characteristics of this engine are shown in table 2.3. The set-up is illustrated
in Figure 2.15.
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Figure 2.13: Cross section of the CFR engine, P1 spark plug position, P2-4: possible
sensor positions, IV: intake valve, EV: exhaust valve

























Figure 2.14: Illustration of the spatial variation in a the CFR engine
Data acquisition
Crank angle measurements were performed with a Kistler COM 93218 crank angle
encoder. Pressure measurements were performed in both the cylinder and the inlet
manifold. The in-cylinder pressure was measured using an instrumented spark
plug, equipped with a Kistler type 6118AFD13 piezoelectric pressure transducer.
The inlet manifold absolute pressure is measured using a Kistler type 4075A10
piezo-resistive pressure transducer. Temperature measurements were performed
on different locations of the engine. Thermocouples are installed in the inlet and
outlet port of the instrumented cylinder. The air-to-fuel equivalence ratio (λ ) is
measured by means of a Bosch LSU 4.2 lambda sensor situated in the exhaust and
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Table 2.2: CFR-engine properties
Bore 83.06mm
Stroke 114.2mm






Table 2.3: Geometrical properties and valve timing of the production engine
Bore 83mm
Stroke 83mm
Connecting rod length 152mm
Swept volume 1796cm3
Compression ratio 10.3:1





can also be read by an Innovate LM-2 air-fuel reading unit. The air flow through
the inlet manifold is measured by a Bronkhorst F-106BZ mass air flow sensor. All
sensor signals are read with an NI CompactDAQ data acquisition system. Data
pre-processing was done by a LabVIEW program and final data processing is
performed by MATLAB scripts. Table 2.4 gives an overview of the measurement
errors of the equipment.
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Figure 2.15: Volvo engine setup
Table 2.4: The accuracy of the measurement equipment
Variable Device Accuracy
In-cylinder pressure Kistler 6118AFD13 ±1%FS
Intake manifold pressure Kistler 4075A10 ±0.03bar
Air flow rate Bronkhorst F-106BZ ±0.4%FS
Atmospheric temperature ATAL TRP232-102D ±0.4○C
Atmospheric pressure ATAL TRP232-102D ±130Pa
TFG implementation
The instrumentation of the production engine started with implementing TFG
sensor onto an inlet valve resulting in a first design (design 1), see Figure 2.16.
The inlet valve was instrumented with 7 TFG sensors. A disk shaped pocket was
machined in the valve. A Macor® disk with 7 painted TFGs was glued into the
pocket and fixed by a laser-welded metal ring on top of the surface. The 7 platinum
films are soldered to the signal wires. This instrumented inlet valve design is not
resistant to fired operating conditions as the temperatures would soften the solder
joints.
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Figure 2.16: Implementation of 7 TFG sensors on an inlet valve for the production engine
setup, design 1
In Figure 2.17, the implementation of the TFGs in the cylinder head and a new
inlet valve design (design 2) can be seen. Three different zones (squish zone
surface, end gas zone and inlet valve surface) of the combustion chamber are
instrumented to capture the spatial variation in heat transfer. The squish and end
gas zone zone is instrumented with 5 TFG sensors. All 3 zones are of interest
for heat flux measurements. The end zone is located furthest away from the spark
plug (at the cylinder liner). The inlet valve surfaces represent a large part of the
cylinder head surface and the squish zone is used to induce turbulence at the end of
the compression stroke to enhance fast combustion and improve engine efficiency
[29].
Figure 2.18 shows the signal wires in the intake port. Instrumenting an exhaust
valve is not considered due to the difficulty of insulating the signal wires against
the high temperature exhaust gases.
In the cylinder head a pocket in the end gas zone and squish zone is machined.
The shape is determined to provide mechanical strength and prevent the inserts to
be sucked in the engine during the compression stroke, since this is a naturally
aspirated engine a vacuum occurs during the intake stroke. The gold leads are
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Figure 2.17: Implementation of the thin film gauge heat flux sensors, showing 3
instrumented zones in the combustion chamber, 1-5 indicate the sensor number
painted on top of the insert, see Figure 2.19. The gasket of the engine would
short all the gold lead, therefore a Kapton® sheet is glued on top of both Macor®
inserts, see Fig. 2.17. The inserts are flush with the cylinder head to prevent gas
leakage.
A piston was instrumented with 9 TFGs. A dovetail cut was machined in the piston
crown, this ensured mechanical fixing of the Macor® insert. The instrumented
piston mounted in the engine is shown in Figure 2.20, the sensors are numbered as
shown.
2.4.4 Error analysis
A thorough error analysis is performed using the methods described in [30] to
assess the experimental results. The analysis starts with the determination of the
errors on the measured variables. Then, the propagation of these errors will be
investigated to obtain the experimental uncertainty on the calculated variables.
The detailed description of the error analysis can be found in Appendix B. The
following general equation (Equation 2.8) is used to calculate the propagation of
the errors of variables a, b and c, X being a random function of a, b and c:
AEx =√(∂ f∂a AEa)2+(∂ f∂b AEb)2+(∂ f∂c AEc)2 (2.8)
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Figure 2.18: Picture showing the signal wires of the TFG inlet valve
The maximum measurement uncertainties are shown in Table 2.5 using the values
of Table 2.4.
Table 2.5: The maximum relative errors on the measured and calculated variables
Variable Symbol Accuracy
Heat flux q ±6%
Wall temperature Tw ±5%
Gas temperature Tg ±7%
Air flow rate - ±5%
Total cycle heat loss Ql ±5%
Convection coefficient h ±14%
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Figure 2.19: Picture showing the gold lead on the Macor® insert in the end gas zone
Figure 2.20: Picture of the instrumented piston with 9 TFG sensors
3
Calibration of the TFG sensor
Accurate instantaneous heat transfer measurements call for the calibration of the
temperature sensitivity (α0) and thermal product (T P) values. These values are
TFG sensor dependent and are needed in the signal processing of the heat transfer.
Two types of calibration are necessary to determine the two thermal properties
of the TFG sensor. The TFG sensor measures the temperature of the surface
of its substrate. A steady state temperature calibration, measuring its resistance
as a function of temperature, is needed to determine the temperature sensitivity
coefficient α0. Next, the thermal product of the substrate needs to be calibrated.
This values is needed to derive the instantaneous conductive heat flux into the
substrate from the temperature trace.
This section addresses the calibration of both thermal properties of a Thin Film
Gauge sensor. First, the methods for temperature sensitivity coefficient calibration
will be discussed and analyzed. The second part will focus on the experimental
results and analysis of the calibration of the T P value.
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3.1 Static calibration
The platinum films of the single-layer TFG sensor are painted by hand. This
causes variability in the dimensions of the TFGs. Therefore each TFG should be
calibrated separately since the resistance cannot be calculated from its resistivity.
The temperature sensitivity coefficient (α0) of the TFG sensor needs to be
calibrated in the temperature range that is expected at the wall of the combustion
chamber (of the order of 250○C [12]).
The TFGs can be calibrated in a fluid bath (water see Fig. 3.1 or oil) or an oven.
In [15] a water bath is used. The maximum temperature (80○C) is limited by
local boiling of the fluid at the location of the heating elements which would
cause an inhomogeneous temperature field and hence an incorrect reading. Higher
temperatures can be reached using an oven [12, 31]. In [12] values of α0 seem to
be inconsistent when using an oven calibration. This was explained by the natural
convection causing a vertical temperature gradient and the presence of a thicker
boundary layer which occurs in the oven in comparison with a fluid bath. In [32]
the use of thermal oil is suggested as a useful alternative to increase the maximum
temperature during calibration. If oil is used no electrical insulation of the TFGs is
necessary since the oil itself can be electrically insulating and thus the sensor can
be placed directly into the oil.
Figure 3.1: Picture of the water bath calibration setup
This section will compare the temperature sensitivity coefficient (α0) determined
using three calibration methods:
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• water bath [15]
• oil bath [32, 33]
• oven [31]
The comparison is done for a TFG on a Macor® substrate (single layer TFG). The
sensor used for these calibrations is shown in Fig. 3.2. The sensor consist of three
TFGs. The gold leads are used to connect the gauges with the signal wires coming
out of the back of the bolt. This is a prototype single-layer TFG sensor especially
made for a CFR (Cooperative Fuel Research) engine which has special mounting
holes for this TFG-equipped bolt, see Figure 2.13.
Figure 3.2: Picture of single layer TFG sensor bolt for use in the CFR engine
To counter the natural convection problem occurring in the oven calibration a
device was designed, which is shown in Figure 3.3. The single-layer TFG bolt
is clamped between two blocks of metal. The gauges are pressed against a copper
block. To ensure electrical insulation a layer of Kapton® was put between the
copper block and the surface of the TFG bolt. The steady state temperature in the
copper block is homogeneous due to its high thermal conductivity and is measured
with a K-type thermocouple shown in Fig. 3.3. The use of the clamping device
eliminates natural convection.
The oil used in the fluid bath is Therminol® 66 [34] heat transfer oil which has a
maximum working temperature of 345○C.
The temperature range during the oven and oil bath calibration is roughly
double that of the water bath calibration, see Figure 3.4. This is a significant
improvement in comparison with the maximum temperature of 80○C of the water
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Figure 3.3: Clamping device for single layer TFG sensor (bolt) for oven calibration
bath calibration. The oil bath maximum temperature was limited due to the heating
element. A higher power heating element will be used in future research for higher
temperature calibrations. For the oven calibration the protection of the signal wires
is the limiting factor for the maximum temperature. The TFG bolt clamped into
the calibration device is put entirely in the oven. To protect the wires the TFG bolt
should be mounted in the wall of the oven to keep the signal wires of the sensors
out of the oven. However, then the TFGs would be close to the wall and boundary
layer effects could occur. This needs to be taken into account in future research.
Figure 3.4 shows the resistance as a function of temperature for one gauge of
the single-layer TFG sensor. The oven calibration was performed twice to check
if inconsistencies would still occur using the clamping device. The offset in
resistance between the water bath and the other calibration in Figure 3.4 is due
to the use of different signal wires and the re-soldering of the signal wires for that
TFG which will have an influence on α0. The water bath and the other calibrations
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Figure 3.4: Comparison of steady state calibration results for the different setups for one
single-layer TFG
are performed at different times (the oil bath and oven calibrations are performed
relatively short after each other without measurements in between calibrations). A
time and wear aspect is expected to have an influence on the temperature sensitivity
coefficient α0. This is however not the focus here. Figure 3.4 shows that the
linearity of Equation 2.3 is maintained for the higher temperature range. This is
an important result. A regression analysis on each measurement is conducted to
compare the temperature sensitivity coefficient for a reference temperature of 0○C
and to check the accuracy of each calibration setup. The results are shown in
Figure 3.5.
The inconsistency mentioned in [12] with the oven calibration has been solved
with the clamping device as no significant difference is noted between both oven
calibrations. It can be concluded that natural convection was indeed the main
problem. The inconsistency seen with the value from the oil bath calibration
can be assigned to two flaws in the oil bath setup. No stirring was performed
and the sensor was mounted close to the heating element in the oil (due to
mounting limitations). This could lead to a significant temperature gradient near
the gauges. The oil bath setup will be revised to solve this problem. No significant
difference between the water bath and oven calibrations is noted. Because the
offset influences the temperature sensitivity coefficient, the slope must be different
as well. This must be due to a time and wear effect which is not the focus in this
work. For all TFG sensors in this work a water bath calibration is performed. This
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Figure 3.5: This figure shows the temperature sensitivity coefficient (for a reference
temperature of 0○C) with error bars (twice the standard deviation determined with
regression analysis) for the different calibration tests
water bath calibration can be found in Appendix C.
In a next step, the temperature range needs to be expanded to 250○C. For the oil
bath and the oven the setup needs to be adjusted as mentioned above. However no
significant differences are expected. The other TFG sensors used in this work are
calibrated using a water bath.
3.2 Dynamic calibration
As discussed above the transient heat flux is directly proportional to the
thermal product TP (= √ρck). When applying a platinum film on Macor®, an
interpenetration of platinum in the Macor® substrate occurs at the surface [35].
Also the sintering (firing) at highly elevated temperatures of the platinum film
after painting affects the thermal properties [33]. Therefore the TP value of bulk
Macor® cannot be used for the signal processing. A calibration of the “effective
thermal product” value is required, see Fig. 3.6.
By exposing the sensor surface to a step in heat flux and recording the sensor
response, the thermal product of the substrate can be derived. This can be seen by
solving the one dimensional heat conduction equation (Equation 2.1) for a step in
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Figure 3.6: Illustration of the “effective thermal product” at the interaction of the
platinum film and the substrate







∆Tw(t) is the sensor’s response and qs represents the step in heat flux. If the
response of the sensor exhibits a clear square root of time trace then constant
material properties can be assumed as well as the one dimensional assumption for
the heat conduction. To calibrate the thermal product the step in heat flux needs to
be known and the response ∆Tw(t) monitored.
Gatowski et al. [31] used a radiative heat source (500W) to apply a step in heat
flux. Using a reference calorimeter the amplitude was determined. This way the
thermal product was tuned. Gatowski et al. noted that an error of 20% on the
measured heat flux was possible when the material properties were obtained from
literature for an eroding ribbon thermocouple sensor.
Billiard et al. [32] and Piccini et al. [15] used a convective source to determine the
thermal product. The measured temperature trace was compared to the analytic
solution to calibrate the thermal product. Piccini et al. [15] noted an overall
uncertainty of 4.2% on the thermal product (for the top layer of a double-layer
TFG sensor).
An alternative method consists of dipping the sensor into a fluid bath [36]. The
thermal product of the fluid and the initial temperature of both the fluid and the
sensor need to be known. Buttsworth et al. [37] built a variation on this setup by
letting a drop of water fall onto the sensor to simulate a step in heat flux.
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The techniques mentioned above use a step in temperature to simulate a step in
heat flux. Billiard et al. [32] mention that a step in fluid temperature is only an
approximation of a constant heat flux for short time periods. For the time scale
of interest in internal combustion engines (ms) this assumption is justified. Figure
3.7 shows the comparison between the constant heat flux and constant temperature
solutions.
Figure 3.7: Comparison between the constant heat flux and constant temperature solutions
An important advantage of TFG thermistor sensors is that a step in heat flux can
be simulated using an electrical discharge due to the ohmic heating effect. This
is not the case for thermocouple heat flux sensors (e.g. thin film thermocouple
sensor, eroding ribbon sensor). Using an electrical discharge as a step in heat flux
comes with different advantages in terms of repeatability of the experiment as well
as the compatibility with a data-acquisition system since the setup only consists of
an electrical circuit, see paragraph 3.2.1. The duration of the electrical discharge
as well as the amplitude can easily be altered using the DAQ (data-acquisition
system). Buttsworth et al. [37] showed that the timescale of the step in heat
flux has an important effect on the thermal product value. The study showed
that the thermal product value was 30% lower for microsecond timescale than
for millisecond timescale. Several authors make use of an electrical discharge
[33, 35, 38]. No detailed study is available of the influence of duration and
amplitude of the electrical discharge on the thermal product. In paragraph 3.2.3
the calibration method using a convective heat source as by Billiard et al. [32] and
Piccini et al. [15] will be discussed.
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3.2.1 Double electrical discharge
A step in current or voltage will lead to a step in dissipated electrical power through
the RTD, see Equation 3.2. This power pulse will cause a change in temperature
hence resistance of the RTD. The resulting heat flux due to the dissipated power is
shown in Equation 3.3 where A is the film area if the test was to be performed in
vacuum.
P =VRT DIRT D = RRT DI2RT D = V 2RT DRRT D (3.2)
q = RRT DI2RT D
A
(3.3)
To accurately measure the change of resistance a Wheatstone bridge is used.
The bridge is originally balanced by a potentiometer (Rpot ). The other resistors
(besides the RTD) in the bridge are temperature invariant so that the out of balance
voltage Vout is directly related to the change in resistance of the RTD. The voltage
supplied to the bridge is controlled by a PXI-6251 card by NI® and can deliver
voltages up to 10V. To overcome the supplied current limit of the DAQ (5mA)
a voltage follower is used (op-amp AD471SH in series with 2N1711 transistor).
The electronic schematic can be seen in Figure D.1, a detailed schemactic can be
seen in Appendix D. The hardware of the DED setup can be seen in Figure 3.9.
Figure 3.8: Basic schematic of the electronic circuit used for the dynamic calibration
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Figure 3.9: Picture of the DED box, IN = input, OUT = out of balance voltage, Cs = shunt
resistor voltage, TFG = TFG voltage
To calculate the power dissipated by the RTD the voltage over the RTD as well as
the current must be measured. This is done by placing a shunt resistor (not shown
in D.1) in series with the RTD of the heat flux sensor and measure the voltage drop
over the shunt resistor to calculate the current.
By using the relationship between the resistance of the RTD and the temperature
(Equation 2.3), Equation 3.1 can be rewritten as follows:







Using Equation 3.3 this becomes Equation 3.5 [33] where ∑R represents the sum
of all resistances in the Wheatstone bridge.










Because the used Wheatstone bridge is a quarter bridge a linearity error results,
of 0.5% per % change of the resistance of the RTD. This is neglected in Equation
3.5.
The direct use of Equation 3.5 has some disadvantages, as mentioned in [33, 38].
First of all the film area needs to be known which may not be straightforward.
Second, the bridge is not dynamically balanced so a transient response can appear
at the beginning of the power pulse. Third, non-uniformities present in the
thin film can produce errors up to 15% on the thermal product value [33] due
to non-uniform film heating. The error introduced by measuring the film area
can be overcome by performing the same measurement in air and in a liquid
with known thermal properties hence the name Double Electrical Discharge. A
commonly used liquid is glycerin. The TP of glycerin is taken out of [33] and
is 0.0925J/cm2Ks1/2 with a relative measurement error of 4%. The two slopes
(regression coefficients) ∆Vout/√t or ∆R/√t of the measured traces need to be
determined using a regression analysis. It is shown that the “effective” thermal





This way the effect of non-uniform thickness as well as the uncertainty of the
film area determination is eliminated. To derive Equation 3.6, it was assumed that
for the experiment in air, all the heat generated is conducted into the substrate.
Ideally the experiment in air should be executed in vacuum. The heat loss to the
surrounding air is neglected. This assumption was checked by comparing the heat
supplied to the TFG sensor and the heat lost to the air. To calculate the heat lost to
the air the thin film was assumed to be vertical plate. A correlation for the natural
convection over a vertical flat plate was used [39], see Equation 3.7.
h = k
L
(0.68+ 0.67Ra1/4L(1+(0.492/Pr)9/16)4/9 ) (3.7)
With Ra, the Rayleigh number defined as:
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RaL = gβthνα (Tw−Tair)L3 (3.8)
Where:
• h: convection coefficient, see Equation 5.1
• k: thermal conductivity
• L: characteristic length equal to the length of the thin film
• g: acceleration due to gravity
• βth: thermal expansion coefficient
• ν : kinematic viscosity
• α: thermal diffusivity
• Tair: air temperature (atmospheric)
• Pr: Prandtl number, see Equation 5.4c
Using Equation 5.1, the heat lost to the air was calculated (for a time duration of
5ms). The ratio of the heat lost to the air to the heat supplied to the sensor is
0.3%. This means that the heat loss to the air can be neglected and allows the use
of Equation 3.6.
The DED method and applying a step in heat flux through ohmic heating great care
has to be taken concerning the time duration of the experiment. Because only the
RTD itself undergoes the step in heat flux and none of the surrounding surface, the
time limit is set to a few milliseconds to maintain the validity of the 1D assumption.
With longer time durations lateral effects will become important. For internal
combustion engines the timescale of interest is in the order of milliseconds.
DED measurements
To accurately calculate the thermal product an experimental step in heat flux needs
to be supplied to the RTD. The power pulse over the RTD is shown in Figure 3.10,
showing a clear step in heat flux. This is calculated out of the measured current
and voltage over the RTD.
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Figure 3.10: This Figure shows the power pulses over a RTD in air and glycerin during a
DED calibration. Points representing the time delay between the start of the power pulse
and the rise in out of balance voltage (blue); transient points, not used in the regression
analysis (green); the regression points (red). This power pulse is also used to determine
the start point of the regression
From a regression analysis of the slopes of the out of balance voltages, the
coefficients ∆Vout/√t for air and glycerin are determined. This regression analysis
is very sensitive to the determination of the start point of the regression, t0 [32, 33].
The start point of the regression is chosen to be the beginning of the power pulse
because the starting point is not easily determined due to transient effects in the
out of balance voltage trace (see Figure 3.11).
The start of the regression as well as the points used to determine the slopes (shown
in red on Figure 3.10) are set, both are determined out of the power pulses. The
results of the regression analysis in the two media are shown in Figure 3.11. The
Figure shows the data of the calibration performed in air and glycerin together
with the regression lines. The higher out of balance voltage in air is due to the fact
that heat is conducted away more easily in glycerin than in air therefore higher
temperatures are reached in air.
The quality of the regression is checked using two parameters, the noise-to-signal
ratio (Equation 3.9) and the correlation coefficient. The noise-to-signal ratio is
defined as the ratio of the power of the noise signal (the residual, which is the
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Figure 3.11: This Figure shows the response of the out of balance voltage in air and
glycerin for the calibration experiment
difference between the data points and the regression) to the power of the data
signal. The power can be calculated with Equation 3.10 where N represents the









The DED calibration setup has been used several times in literature, but only
limited details or studies about the influence of the process parameters (voltage
amplitude and duration) is given. In [35] the Wheatstone bridge is supplied with
a voltage of 6V during a time of 5ms. These values are used here as a basis.
A variation of bridge voltage will be tested. The effect on the regression quality
and thermal product value will be analyzed. The time duration is short enough
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to maintain the 1D hypothesis so the use of Equation 3.6 is justified. The time
duration of the step pulse used for the regression in [33, 38] is 0.5ms. Due to
transient effects in the beginning of the out of balance voltage trace this time
duration was not usable. In the next subsections a study of the process parameters
of the DED setup will be discussed.
Voltage variation The voltage delivered to the Wheatstone bridge should be
high enough to cause ohmic heating of the RTD but is limited due to sensor burn
out. An ohmic heating test has been performed for a RTD placed in the bridge.
This is shown in Figure 3.12 where Vout represents the out of balance voltage of
the bridge and Vin the voltage delivered to the bridge by the DAQ.
Figure 3.12: Ohmic heating test
To balance the bridge the DAQ is sending out a DC voltage. From experience
a higher initial input voltage gives fewer transients in the Vout traces when
performing the DED calibration though this DC voltage should be kept to a
minimum to prevent an offset in temperature of the RTD. The initial bridge DC
voltage is 1V to deal with this trade-off.
The calibration of the TP was performed at different pulse voltages to investigate
the influence of the voltage. These voltage pulses are superimposed on the DC
voltage. If the one dimensional hypothesis is maintained no influence of the
voltage pulse is expected since the TP does not depend on the amplitude of the
heat flux. An overview of the number of runs per level, the mean TP value and the
relative deviation from the mean value for each setting is given in Table 3.1.
Figure 3.13 gives a visualization of the TP values derived from the DED
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Table 3.1: This Table gives an overview of the results from the voltage variation for a pulse
duration of 5ms
voltage [V ] number of runs TP [J/cm2Ks1/2] % deviation
4 3 0.2004 27
5 3 0.2543 23
6 3 0.2354 5
8 3 0.2419 16
9 7 0.2687 10
calibrations for different voltage pulses. The minimum of 4V is chosen since
lower voltages did not cause enough self-heating of the RTD hence the SNR was
too low, rendering the signal unusable. The maximum of 9V was limited due to the
output of the DAQ which is 10V. No results are given for a voltage pulse of 7V.
This is because the data is unusable due to high noise. No significant difference
between the TP values can be seen in Figure 3.13 as expected. The SNR ratios are
significantly improved with higher voltages levels. The noise levels are reduced
with a factor 100 using voltage levels of 8 or 9V compared to 4 or 5V. The
lower noise has a positive effect on the regression as can be seen in the correlation
coefficients up to 99% for voltage levels of 8V and 9V. This good regression for
the 9V results is demonstrated with a relative measurement error of only 4.5%
(using Equation 3.6). This can be further brought down if the relative error on the
TP of glycerin (4%) is reduced. Using the DED setup, the bridge voltage pulse
needs to be considered. To reduce errors on the TP values, an as high as possible
voltage pulse needs to be delivered to the bridge, of course limited by burn out.
The mean TP value for a pulse of 9V is 0.2687J/cm2Ks1/2 while the bulk TP value
for Macor® is 0.1708J/cm2Ks1/2 [40]. This proves the need for calibration since
the TP value has a great effect on the transient heat flux calculation, see section
2.3.
Time duration variation A different set of measurements was taken at 10ms
time duration to investigate the effect of the time duration of the pulse on the
TP. This pulse duration is considered as the upper limit to prevent sensor burn.
Only measurements at 8 and 9V were performed. It was checked if the longer
time duration had a positive effect on the regression analysis. Table 3.2 gives an
overview of the measurements performed at 10ms pulse duration.
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Figure 3.13: This Figure gives a visualization of the TP values for different voltage pulses
used in the DED calibration
Table 3.2: This Table gives an overview of the measurements at 10ms time duration.
voltage [V ] number of runs TP [J/cm2Ks1/2] % deviation
8 7 0.2687 10
9 5 0.2604 16
The results of Table 3.2 are visualized in Figure 3.14. It can be seen that the mean
values for TP using a 9V pulse are closer than for an 8V pulse. Furthermore no
significant differences are noted when using a longer 10ms pulse duration.
The substrate needs to be sufficiently thick to still allow a 1D conduction model to
be valid for a longer duration pulse. Schultz et al. [33] proposed a rule of thumb
for the thickness of the insulating substrate so that at the back of the substrate
the heat flux would fall to 1% of the value exposed at the sensing surface. The
necessary substrate thickness for a 10ms voltage pulse is 0.34mm using Equation
3.11. The thermal diffusivity (α) value for Macor® used is 7.310−7 m2/s [36].
x = 4√αt (3.11)
The Macor® substrate is thicker than the minimum value necessary, confirming
the 1D assumption for a pulse of 10ms. Even though the RTD is heated locally no
2D effects are noticed.
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Figure 3.14: This Figure gives the results of the TP values for a variation in pulse duration
During the DED experiments the resistance of the RTD is monitored. Using the
temperature sensitivity coefficient the temperature of the RTD is derived. For a
9V pulse with a time duration of 10ms the maximum temperature reached for the
RTD is 236○C (232○C for 5ms pulse). This means that the TP is calibrated in the
appropriate temperature range.
Effect of thermal product on heat flux trace To illustrate the influence of the
thermal product on actual heat flux traces inside an engine the Fourier method was
calculated twice for the same operating point. First, the bulk thermal product value
of the Macor® substrate was used, 0.1708J/cm2Ks1/2 [40]. Second, the calibrated
thermal product value was used in the Fourier method, 0.2687J/cm2Ks1/2. The
two heat flux traces are shown in Figure 3.15.
The error bars shown on Figure 3.15 indicate the absolute measurement error on
the peak heat flux. Not calibrating the thermal product of the TFG sensor would
lead in this case to a significant underestimation of the peak heat flux. This clearly
indicates the need for thermal product calibration when using TFG sensors for
measuring heat flux.
In summary, accurate heat transfer measurements in ICEs imply proper calibration
of the used sensor. The goal was to discuss the calibration of a TFG heat flux sensor
used in ICEs. The author investigated improvements of the calibrations of TFG
sensors in order to allow accurate heat transfer measurements. The temperature
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Figure 3.15: This Figure shows the heat flux traces for both the bulk thermal product value
(0.1708J/cm2Ks1/2 [40]) and the calibrated value (0.2687J/cm2Ks1/2) used in the signal
processing
range of the temperature sensitivity coefficient has been successfully expanded
and a comparison was made between different setups. The process parameters of
the DED setup were argued and guidelines were given for proper use. The need for
a calibrated thermal product value is demonstrated which is in line with previous
findings in literature, summarized as follows:
• The regression procedure has proven to be accurate, attaining correlation
coefficients over 99% if process parameters of the DED are tuned.
• A minimum bridge supply voltage is required to have a high enough SNR
to allow accurate regressions. The highest possible bridge voltage gives the
best results. This is limited by sensor burnout.
• Monitoring the RTD resistance, the temperature during the DED calibration
can be derived. The DED measurements resulted in an appropriate TP
calibration since the temperature of the RTD is close to the wall temperature
expected in ICEs.
Finally, to demonstrate the importance of a proper calibration of the thermal
product, its influence was shown through the calculation of heat flux traces from
the RTD signal in an ICE.
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Double layer TFG sensor
This paragraph will discuss the calibration of a double layer TFG sensor. This
technique can be applied to characterize the thermal properties of future designs
using insulating coatings. The thickness of the top layer directly influences the heat
flux determination and needs calibration as well. The thermal product value of the
top layer (T P1) can be determined using a DED calibration. The time duration to
perform the regression needs to fulfill the 1D assumption meaning Equation 3.11.
Depending on the deposition method of the coating a guess of the thickness of
the coating is necessary to determine the valid time interval to perform the DED
calibration. This requires good knowledge and practice of the process parameters.
The wall temperature response of a double layer TFG sensor for a step in heat flux
is given by Equation 3.12 [26] with T P1 and T P2, the thermal product value of
the top and substrate layer respectively. Another parameter that needs calibration
is d1/k1, which is called the thermal thickness and is the ratio of the thickness of
the top layer (coating) to the thermal conductivity of the top layer. A is given in
Equation 3.13





er f c[ nd1(α1t)1/2 ])]
(3.12)
A = T P1−T P2
T P1+T P2 (3.13)
Equation 3.12 can be used to determine T P2 and d1/k1. For large t Equation 3.12
becomes Equation 3.14.
∆Tw = 2qs√piT P2 √t +qs d1k1 (1− T P21T P22 ) (3.14)
This would be the measured temperature if the sensor was mounted on top of the
substrate (second layer). The first term gives us the slope of the measured trace
as a function of T P2. The second term represents an offset due to the presence of
the insulating coating (top layer). For short time periods Equation 3.12 is equal to
Equation 3.1.
Figure 3.16 shows a plot of the analytical solution for a double layer TFG sensor.
T P1 and T P2 can be determined from the two slopes (red and blue line). The
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thermal thickness can be determined using the time
√
t1 (section of the two slopes),
using Equation 3.15.
Figure 3.16: Plot of the analytical solution for a double layer TFG sensor [32]
d1
k1






T P1 of the insulating coating can be calibrated using the DED method. Using the
Equations 3.14 and 3.15, both T P2 and d1/k1 can be determined.
3.2.2 Single electrical discharge
The use of a single electrical discharge (SED) has some disadvantages as
mentioned previously. However the use of a single discharge was checked and
compared to the DED method. For a single layer TFG sensor this means Equation
3.5 is directly applied. The single layer TFG sensor that was calibrated is shown
in Figure 3.17.
Figure 3.18 shows a comparison that was made using both methods. No
significant difference is noted between both methods however the error using
a SED is considerably larger. The absolute error was 0.056J/cm2Ks1/2 and
0.0082J/cm2Ks1/2 for the SED and DED respectively. See Appendix B for a
detailed error analysis of both calibration techniques.
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Figure 3.17: Light microscopic image to determine the dimensions of a single layer TFG
sensor
Figure 3.18: Comparison between single electrical discharge and double electrical
discharge on the calculated TP value
CALIBRATION OF THE TFG SENSOR 53
3.2.3 Hot-air-gun rig
Billiard et al. [32] and Piccini et al. [15] used a convective source to determine the
thermal product of single and double layer TFG sensors. The technique to calibrate
the thermal product values using a convective heat source will be discussed below
for both single and double layer TFG sensors.
A convective heat source cannot be assumed to be a step in heat flux meaning
Equation 3.1 cannot be used to calibrate the thermal product. Assuming a constant
step in gas temperature (Tg) and convection coefficient (h), an analytical solution
for the wall temperature for a step in fluid temperature for a single layer TFG
sensor can be calculated as shown in Equation 3.16 [32] with β = h√t/√ρck.
Twall(t)−Twall(t = 0)
Tg−Twall(t = 0) = 1−e(β 2)er f c(β) (3.16)
To be able to use Equation 3.16 to calibrate the thermal product value (
√
ρck),
the gas temperature (Tg) and the convection coefficient (h) need to be known.
More information about the definition of the convection coefficient can be found
in chapter 5. The shutter rig test was performed for a time period of 5s. The
measurements can be seen in Figure 3.19. The measurements were performed
using a calibrated single layer TFG sensor of the inlet valve (design 1, see Figure
2.16). The thermal product from the DED calibration, 0.2687J/cm2Ks1/2, was
used to calculate the heat flux using the FIR method (section 2.3). The fluctuations
on the heat flux trace (q) were not due to noise as these fluctuations were not
present before the shutter has passed the sensors (before the steep rise in heat flux).
The wall temperature (Twall) starts to increase from atmospheric temperatures
(±24○C) to 134○C during the 5s exposure to the hot air.
To compare the experimental heat flux with the analytical trace, the gas
temperature needs to be known. This was measured using a K-type thermocouple
mounted close to the sensor position, into the hot air flow, and was about 260○C.
Using Equation 5.1, the convection coefficient, h, was determined and averaged
for the duration of the experiment. Twall(t = 0) was taken to be the atmospheric
temperature. Figure 3.20 shows the comparison of the analytical solution and the
measured wall temperature trace. A good agreement was observed. This confirms
the hypothesis that the hot-air-gun rig can be used for a constant step in fluid
temperature and the assumption of a constant convection coefficient. The thermal
product values for other single layer sensors can be calibrated using Equation
3.16, when knowing the convection coefficient (from Equation 5.1) and the gas
temperature, by fitting the experimental trace to the analytical one.
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Figure 3.19: Heat flux and wall temperature trace for shutter measurement






















Figure 3.20: Comparison of the measured wall temperature and the analytical wall
temperature for a step in fluid temperature
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Once the convection coefficient was determined using a calibrated single layer
TFG this can be used to calibrate the thermal product values of the two layers in
a double layer TFG sensor, assuming the convection coefficient to be constant.
There is no analytical solution of the wall temperature for a step in fluid
temperature for a double layer sensor to the author’s knowledge. The analytical
solution for a step in heat flux was shown in Equation 3.14.
To be able to use Equation 3.14, the heat flux needs to be constant. Therefore,
Piccini et al. [15] suggested a superposition method using a transfer function to
transform the heat flux trace to a step in heat flux. The heat flux trace (qexp) can be
calculated since the convection coefficient is known and the gas temperature and
wall temperature are measured, see Equation 3.17. qexp needs to be transformed
into qs, Equation 3.18. This is done using a transfer function. A discrete
convolution between the heat flux and the transfer function with coefficients z(n)
is conducted for time t = n∆t, see Equation 3.19.
qexp = h(Tg−Twall) (3.17)
qs = cte (3.18)
qs(n) = n∑
i=0 z(i)qexp(n− i) = cte (3.19)
z(n) needs to determined for every time step by solving Equation 3.19. More
information about the determination of the transfer function’s coefficients can be
found in [15]. The corresponding transformation of the wall temperature (Twall,s)
(for a constant step in heat flux) can be calculated using Equation 3.20 with the
same transfer function.
Twall,s = n∑
i=0 z(i)Twall(n− i) (3.20)




This chapter extensively discussed the calibration of the thermal properties of TFG
sensors. The main focus was the calibration of single layer TFG sensors. Different
static calibration setups were compared to assess the effect of an extended
temperature range on the temperature sensitivity coefficient. No significant
difference between a water bath or oven calibration was found. A dynamic
calibration setup to characterize the effective thermal product value of the single
layer TFG sensor was built. The effect of the voltage amplitude and time
duration of the electrical discharge on the thermal product value was analyzed.
No significant difference was noted as the 1D assumption was valid for all time
durations. The amplitude of the step in heat flux did not have an effect on the
effective TP. This confirms the correct use of Equation 3.1. The thermal product
was calibrated in the right temperature and time range. In the previous chapter the
deposition of insulation coatings was discussed. Therefore, the calibration of the
thermal product of the insulating coating of a double layer TFG sensor was also
discussed using the electrical discharge setup as well as a hot-air-gun rig.
4
Experimental investigation of heat flux
This chapter shows the effect of engine settings on the convective heat transfer.
Under motored operation the effect of inlet pressure and engine speed was
analyzed. Under fired operation a variation in ignition timing (IT) was conducted.
Other engine parameters were not varied due to failure of the cylinder head sealing.
A detailed literature overview convering the effect of the engine parameters under
motored and fired operation can be found in ref. [12].
4.1 Effect of engine settings on the heat flux
4.1.1 Motored operation
To study the effect of the gas motion on the in-cylinder heat transfer. The
motored measurements that were performed are shown in Figure 4.1. For these
measurements cylinder 4 of the production engine (see paragraph 2.4.3) was
equipped with an inlet valve TFG sensor (design 1, see paragraph 2.4.3). The
engine is coupled to an eddy current brake therefore no external drive is present.
To overcome this problem the engine was run on 3 of the 4 cylinders to be able
to change the speed of the engine. No combustion takes place in the instrumented
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cylinder (cylinder 4). The engine speed was varied between 1200 and 2600 rpm.
The second controllable parameter under motored operation is the manifold inlet
pressure which was varied using the throttle valve position. The average inlet
pressure for a whole engine cycle was taken as the controllable parameter. The
inlet pressure was varied between 350 and 950 hPa. For each engine parameter
(engine speed and inlet pressure) 5 levels were chosen. The minimum and
maximum inlet pressure levels had to be chosen carefully so that the levels could
be reached at each level of engine speed because the engine speed has a large
influence on the achievable inlet pressures. The interaction effect between both
engine parameters can be analyzed with the performed measurement set. This has
been overlooked by most authors who varied one engine setting at a time. This is in
contrast with the methodology that is used in [12, 41] who performed a screening
based on Design of Experiments to study the interaction effect of different engine
settings on the heat flux.
Figure 4.1: Motored measurement set performed with inlet valve equipped with TFG
sensors
Figure 4.2 shows a typical heat flux trace. The trace is measured with TFG sensor
4 for the center point of the measurement set shown in Figure 4.1 (1900 rpm,
650 hPa). The figure shows the closing of the inlet valve (IVC=290○CA) and the
opening of the exhaust valve (EVO=480○CA) with two vertical black lines. The
trace is an ensemble average over 50 cycles. The general form of the trace is
comparable to measurements found in literature [42–44]. A sharp rise in heat flux
occurs around IVC. The trapped air is compressed causing the gas temperature to
increase and hence the heat flux. After EVO a sudden drop in heat flux is noticed.
The drop in heat flux is due to the gas flow caused by the opening of the exhaust
valve intensifying the convective heat transfer. This does not happen at EVO itself
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due to the zero valve lift at that moment. This explains the delay of the heat flux
trace drop. The peak heat flux value of around 20W/cm2 is comparable with
values found for motored measurements in literature [25, 43, 44].



















q FIR (1900rpm, 650hPa)
Figure 4.2: Heat flux trace for TFG sensor 4 under motored operation
Next, the effect of the engine speed and inlet pressure variations under motored
operation on the peak heat flux was checked. The error bars were calculated
according to the principles described in [30]. The peak heat flux for TFG sensor
4 is plotted for the whole measurement set (Figure 4.1), see Figure 4.3. Similar
results were found for the other TFG sensors.
For every inlet pressure there is a clear increase in peak heat flux with increasing
engine speed which was also found in [42, 45, 46]. This increase in heat flux
can be attributed to the increase in gas velocity in the combustion chamber due to
higher piston acceleration and deceleration and a higher mean piston speed. This
gas velocity is still present at Top Dead Center (TDC) even with a piston speed
close to zero. This is due to the gas motion’s inertia.
Figure 4.4 shows the effect of the inlet pressure on the heat flux traces for a
constant engine speed of 1900rpm measured with TFG sensor 4. For an increase
in inlet pressure from 350hPa to 950hPa the peak heat flux increases from 14
to 25W/cm2. Dao et al. [45] confirmed that the peak heat flux increases with
increasing inlet pressure. The heat flux is more negative for higher inlet pressures
during the intake stroke, see Figure 4.5 which zooms in on the negative heat flux
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Figure 4.3: Effect of engine speed and inlet pressure on the peak heat flux

























Figure 4.4: Effect of inlet pressure on the heat flux trace for a constant engine speed of
1900rpm
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around IVO. This was also observed by Overbye et al. [47] and can be explained
by the higher trapped mass due to the higher inlet pressures and accompanying
higher gas velocities enhancing the convective heat transfer.


























Figure 4.5: Effect of inlet pressure on the negative heat flux trace around IVO for a
constant engine speed of 1900rpm
This effect can be seen by looking at the convection coefficient. The convection
coefficient includes the effect of the gas flow velocity on the convective heat
transfer. Dao et al. [45] have shown that turbulence created during the intake
stroke persists throughout the whole engine cycle. The convection coefficient
for the position of peak heat flux is calculated and is shown in Figure 4.6. The
convection coefficient increases with engine speed and inlet pressure as expected
following previous reasoning. The trends are very similar to those found for the
peak heat flux.
Next, Figure 4.7 zooms in on the negative heat flux around EVO. For a lower inlet
pressure the heat flux increases more after the drop in heat flux around EVO. Due
to the lower in-cylinder pressures for lower inlet pressure operating points, the hot
exhaust gases (since 3 out of the 4 cylinders are firing) can get into the combustion
chamber causing the increase in heat flux. This would not be the case if the engine
could be driven externally. This effect is unwanted to study the effect of the gas
motion on the in-cylinder heat transfer.
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Figure 4.6: Effect of inlet pressure on the peak convection coefficient





















Figure 4.7: Effect of inlet pressure on the negative heat flux trace around EVO for a
constant engine speed of 1900rpm
The effect of the engine speed for a constant inlet pressure of 650hPa was analyzed
next. Figure 4.8 shows that around IVO the heat flux is more negative for higher
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Figure 4.8: Effect of engine speed on the negative heat flux trace around IVO for a
constant inlet pressure of 650hPa
engine speeds. This is explained by the higher gas velocities enhancing the
convective heat transfer from the (hot) valve to the intake air.
The measurements from Figure 4.1 were subjected to a ANOVA (Analysis of
Variance). The results of the ANOVA are shown in Table 4.1. The peak heat flux
was taken as the dependent variable. This analysis was used to check if interaction
between the engine speed (n) and inlet pressure (pinl) is present. No decisive
answer can be seen from Figure 4.3 since the slopes are not perfectly parallel.
The source terms are shown in the first column. Only second order source terms
were considered. The second and third columns shows the degrees of freedom
(DF) and the sum of squares (SS) respectively. The fourth column contains the
F-ratio which is the ratio of the mean sum of squares divided by the DF. Since
the DF is equal to 1 there is no difference. The last column shows the p-value
which indicates whether the source term has a significant influence on the peak
heat flux. This p-value was determined using an F-test. A significane level of 5%
was used. The ANOVA also provided the source terms’ coefficients. The center
point of the measurement set was repeated 5 times. This way a lack of fit test can
be performed. The result of the lack of fit test was also included in Table 4.1. For
this, the error term is split up in pure error and lack of fit. The pure error term
represents the variation of the replications. The lack of fit represents the unused
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degrees of freedom. If the variation of the unused degrees of freedom is much
larger than that of the pure error, the data indicates that the model does not fit the
data accurately.
Table 4.1: ANOVA results for motored measurement set
source term DF SS F-ratio p-value
n 1 182.54 147.72 0.00
pinl 1 357.19 289.06 0.00
n ·n 1 3.27 2.64 0.12
n · pinl 1 6.67 5.40 0.03
pinl · pinl 1 0.69 0.56 0.46
lack of fit 15 19.29 1.23 0.47
pure error 4 4.19
total error 19 23.48
The significant source terms are those with a p-value lower than 0.05, these
terms are shown in bold in Table 4.1. We see that the engine speed (n) and
inlet pressure (pinl) have a significant effect on the peak heat flux which was
already shown above. Important to note is that there is a significant interaction
effect between both engine parameters since its p-value is 0.03. However its
coefficient is about an order of magnitude smaller than those of n and pinl . Both
parameters have an influence on the amount of mass and hence the convective heat
transfer. The significant effect of the engine speed and engine on the peak heat flux
confirms previous observations. The engine speed and inlet pressure influence the
in-cylinder flow and hence the convective heat transfer. Both parameters must have
an enhancing effect on the in-cylinder gas flow since the interaction source term
is significant and has a positive coefficient. The lack of fit test does not indicate a
bad model fit since its p-value is larger than 0.05.
A response surface model (RSM) is first constructed using the 3 significant source
terms. This RSM is compared to the experimental results. A bad model fit for
higher engine speed was observed. This was improved by including the quadratic
term in engine speed (n ·n) since its p-value is 0.12 and should not be overlooked.
This source term has a negative coefficient which is a order of magnitude smaller
than the coefficients of n and pinl . For higher engine speeds the increase in the
peak heat flux diminishes, due to a diminishing increase in volumetric efficiency
which lowers the convective heat transfer. Figure 4.9 shows the effect of engine
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Figure 4.9: RSM versus experimental peak heat flux for a variation in engine speed at
650hPa
Figure 4.10: RSM versus experimental peak heat flux for a variation in inlet pressure at
1900rpm
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speed on the peak heat flux and compares the RSM with the experimental results.
The experimental results were taken at 650hPa. A good comparison is observed.
The RSM can be used to predict the peak heat flux at intermediate engine settings.
The same is done for a variation in inlet pressure for a constant engine speed of
1900 rpm. The result is shown in Figure 4.10. Only the linear source term is
significant which is shown with a black trend line.
4.1.2 Fired operation
The effect of ignition timing on the heat flux was analyzed. Alkidas [43] varied the
spark timing around MBT (=minimum spark advance for maximum brake torque).
Figure 4.11 shows the effect of advancing the spark from 22○BTDC to 30○BTDC
for measurement 6 (see Table 5.1). The heat flux starts to rise earlier in the cycle
with an advanced timing due to an earlier flame arrival. The difference in the steep
rise in heat flux between the two locations is due to the difference in flame arrival,
see paragraph 4.2.2. The peak heat flux increases for both zones because of a
higher gas temperature and higher density due to a higher in-cylinder pressure.
These observations were confirmed by others [27, 48–50].
Figure 4.11: Effect ignition timing on the heat flux trace for the squish and valve zone, V3
and S4 are the heat flux traces measured with TFG 3 on the inlet valve and TFG 4 on the
squish insert respectively
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4.2 Spatial variation in heat flux
4.2.1 Motored operation
The spatial variation in the production engine was analyzed using the same
measurement set, Figure 4.1. The engine was first only equipped with an
instrumented inlet valve (design 1), see paragraph 2.4.3.
Alkidas et al. [43] and Nijeweme et al. [25] used eroding ribbon heat flux sensors
to investigate the spatial variation in heat flux under motored operation. They
concluded that heat transfer is mainly driven by the bulk gas motion since the heat
flux started to increase at the same time for different measurement positions. It was
shown in [12] that the accuracy on the calculated heat flux using eroding ribbon
sensors has a relative error of up to 20% in comparison with 4% for TFG sensors.






















Figure 4.12: Heat flux traces for 4 TFG sensors of the inlet valve, 650hPa and 1900rpm
under motored operation
First, the heat flux traces for the 4 TFG sensors of the instrumented inlet valve
are plotted in Figure 4.12 for the center point of the measurement set, 650hPa and
1900rpm. The heat flux traces start to increase at the same moment in time for the
different TFG sensors confirming the results found in [25, 43]. The measurement
errors on the peak heat flux are added for all TFG sensors. Peak heat flux occurs
around TDC for the different TFG sensors which agrees with the observations in
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[25, 43]. No significant difference can be noted between the different TFG sensors
since the error bars overlap. This is expected since the sensors are relatively close
to each other. Every heat flux trace obtained with one of the TFG sensors on the
inlet valve represents the same heat flux. This is contrast with the measurement
of Nijeweme et al. and Alkidas et al.: Nijeweme et al. measured on several parts
of the combustion chamber (cylinder liner, cylinder head and piston surface) and
observed a spatial variation in heat flux which was claimed to be due to local
differences in gas turbulence. Alkidas et al. noticed a difference in peak heat flux
values between 4 measurement locations on the cylinder head. In the case for the
operating point plotted in Figure 4.12 no difference in heat flux, hence gas flow
is observed. The absolute value of the average peak heat flux is about 20W/cm2,
which is in the same order of magnitude as the results shown in [25] for an engine
setup with a similar compression ratio.
It was analyzed if the effect of the engine settings could influence the spatial
variation in peak heat flux. The effect of the engine speed on the spatial variation
is analyzed for a constant inlet pressure of 650 hPa, see Figure 4.13. No clear
trend can be noted. However for an engine speed of 1550 and 2250rpm we could
observe a significant difference between the TFG sensors. This must be caused by
local gas velocity differences affecting the peak heat flux.






















Figure 4.13: Effect of engine speed on the spatial variation of the peak heat flux for 4 TFG
sensors of the inlet valve, 650hPa
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The engine speed was kept constant at 1900rpm and we checked for the influence
of the inlet pressure on the spatial variation, see Figure 4.14. No spatial variation
was noted for the sweep in inlet pressure.





























Figure 4.14: Effect of inlet pressure on the spatial variation of the peak heat flux for 4 TFG
sensors of the inlet valve, 1900rpm
In the next step we further instrumented the production engine as shown in Figure
2.17. The spatial variation between the three different measurement zones was
compared for the center point of Figure 4.1. All the measured heat flux traces are
shown in Figure 4.15.
Only one TFG in the end gas zone was still working (shown in red) while 5 and 4
TFG sensors were working in the valve (shown in black) and squish zone (shown
in blue) respectively. Looking at the peak heat fluxes, no clear distinction could
be made between the different zones. It appears that the blue squish zone heat
flux traces start to increase more early during the compression cycle compared
to the traces in the other two zones. This was checked by averaging the heat
flux traces for each zone which confirmed that the mean heat flux trace of the
squish zone tends to be shifted, see Figure 4.16. The author believes this is due
to the location of the squish TFG sensors. During compression the piston surface
approaches the squish surface causing air to be pushed radially into the combustion
chamber leading to a increased convective heat transfer. Since this effect is caused
by intensified gas velocity this effect has to be clear on the convection coefficient as
this contains all the characteristics about the gas flow and gas properties, see Figure
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Figure 4.15: All measured heat traces for an engine speed of 1900rpm and an inlet
pressure of 650hPa
4.17. However, due to the larger errors on the traces (because the error on the gas
temperature is incorporated) no significant difference between the zones observed.
These hypotheses can only be checked using computational fluid dynamics (CFD),
which was not the focus in this work. After averaging the heat flux traces for each
zone, the peak heat fluxes were similar.
It was checked if only one TFG sensor could represent the heat flux in that
zone. Figure 4.18 shows the heat flux traces for the closed part of the engine
cycle measured with just one of the TFG sensors mounted in each zone of the
combustion chamber (end TFG 5, squish TFG 3, valve TFG 3). No significant
difference is observed between the heat loss in the end and valve zone. However
the heat flux trace measured in the squish zone differs significantly. First, the peak
heat flux is lower compared to the other two zones. Second, a phase lag is present
with the peak and decrease in heat flux occurring earlier for the squish zone.
The peak squish velocity occurs slightly before TDC [29]. Air is pushed radially
inwards when the piston approaches TDC, increasing the in-cylinder turbulence,
leading to a peak in heat flux slightly after TDC due to the gas flow inertia for the
valve and end zone TFGs.
The total heat loss is calculated by multiplying the instantaneous heat flux with the
instantaneous combustion chamber surface and integrating over the closed part of
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Figure 4.16: Comparison of the mean heat flux traces for the valve, squish and end gas
zone






























Figure 4.17: Comparison of the mean convection coefficient traces for the valve, squish
and end gas zone
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the engine cycle. The total heat loss using the experimental trace of valve TFG
sensor 3 is 12.8J. The total heat loss calculated using squish TFG 3 (see Fig. 4.18)
is 12.0J. Even though a significant difference in heat flux (between the zones)
is observed around TDC (Fig.4.18), the total amount of heat loss does not differ
significantly since it is within measurement uncertainty. This is mainly due to
the low instantaneous combustion chamber surface around TDC. We can conclude
that under motored operation a spatial difference in peak heat flux can be observed
for different surfaces of the combustion chamber, this difference however does not
result in a different calculated total heat loss.






















Figure 4.18: Spatial variation under motored operation, 650hPa and 1900rpm
An initial test was performed using the instrumented piston under motored
operation. Figure 4.19 shows the accompanying heat flux traces. Sensor 3 was
broken and is not shown on the graph.
We note some spatial variation on the peak values of the heat flux traces. Sensors
1 (in black) measured the highest peak heat flux value compared to the sensor 9
(in red). Sensor 1 is located closed to the adjacent cylinder (cylinder 3) which
was firing during the experiment. This causes a temperature gradient across the
combustion chamber which influenced the spatial variation on the heat flux.
Next, all heat flux traces of the piston were averaged and compared to the averaged
heat flux traces of the valve and squish zone for an engine speed of 1200rpm and
an inlet pressure of 500hPa, see Figure 4.20. Only 20 cycli were recorded using
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Figure 4.19: Heat flux traces for a motored measurement derived using the piston TFGs,
engine speed was 1300rpm and the inlet pressure 413hPa





















Figure 4.20: Spatial variation in heat flux, comparison between piston, valve and squish
zone under motored operation
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the piston TFGs. This explains the less smooth trace compared to the mean trace
of the valve and squish zone. The heat flux traces for all three zones are similar. A
significant difference on the peak heat flux is observed. The piston measurements
were performed later in time (with the engine only being equipped with the piston
TFGs). The recorded cycli were at a slightly higher engine speed (1230rpm) for
the piston measurement.
4.2.2 Fired operation
In this paragraph the spatial variation under fired operation is studied. All the
end gas zone TFG sensors failed while 3 and 4 TFG sensors of the valve and
squish zone respectively were still working. The spatial variation was checked for
the fired operating point shown in Table 5.1, measurement 6. Figure 4.21 shows
the different heat flux traces captured with the gauges in the valve (black) and
squish zone (blue). The peak heat flux is an order of magnitude greater compared
to motored operation. The moment the peak heat flux occurs does not coincide
with the TDC center as was the case under motored operation, showing the effect
of combustion on the heat flux. The steep rise in heat flux occurs at a different
moment in time for the two zones. This clearly shows the effect of the propagating
flame front on the heat flux, this was also noted by Alkidas et al. [43] who
correlated the steep rise in heat flux with the moment of flame arrival. As the inlet
valve is located closer to the spark plug, the heat flux trace starts to increase more
early compared to the traces of the squish zone. Similar to the spatial variation
under motored measurement, it can be seen that during compression the squish
heat flux traces tend to be higher. The lower peak heat flux for the squish zone
can be explained by the fact that this zone is exposed to the burned gases later in
the expansion stroke, therefore the burned gas temperature will be lower (2258 vs
2306○C) and hence the heat transfer. The the convection coefficient is also lower
(401 vs 535W/m2K) mainly due to a lower density at the moment of maximum
heat flux in the squish area. Figure 4.22 shows that there is spatial variation on
the peak heat flux for each zone. The author believes this is attributed to local
differences in gas temperature and gas velocity.
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Figure 4.21: Spatial variation under fired operation, heat flux traces from the valve and
squish zone, a motored heat flux trace is added as a reference
Figure 4.22: Spatial variation on the peak heat flux under fired operation, heat flux traces
from the valve and squish zone
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A fired measurement with the piston TFGs was conducted. The signals of sensors 1
to 3 were lost before the measurement. The author believes the wires were broken
due to the rotation of the crankshaft and/or vibrations. Figure 4.23 shows the heat
flux traces for the 6 working TFG sensors. The engine was running on gasoline at
an engine speed of 2323rpm, an inlet pressure of 344hPa and an ignition timing
of 22○BTDC. The flame propagation can be noted clearly. The sensor closest to
the spark plug is sensor 5 and hence the heat flux starts to increase first due to the
flame arrival at this sensor position. As shown in Figure 2.20, sensor 9 is located
the furthest. The steep rise in heat flux occurs later in the engine cycle for this
sensor position. A significantly higher peak heat flux for sensor 9 is observed.
This can be explained by 2D effects. Hot air in the space next to the Macor®
insert, see Figure 2.20, causes heat to conduct lateral in the Macor® heating up
the platinum film and influence the 1D heat conduction. This shows that sensor 9
is not representative for the heat flux through the piston surface.





























Figure 4.23: Heat flux traces of 6 piston TFGs under fired operation
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4.3 Length scale calculations
Since the TFG sensors are small and have a high frequency response, the
instantaneous heat flux measurements can be used to determine information about
the flow pattern inside the combustion chamber as suggested by Boggs [51]. In
this paragraph it is shown that heat transfer measurements at multiple locations
can be used as a tool to identify the size of the largest eddies in the flow structure
and hence support interpretation of measurements as well as Computational Fluid
Dynamics (CFD).
To characterize the in-cylinder flow, different turbulence length and time scale
definitions are used [29, 52]. Different eddy sizes are present in the combustion
chamber. These eddies are introduced during the intake stroke. The size of these
eddies are limited by the system boundaries on one hand and on the other by
molecular diffusion.
Figure 4.24: Schematic of the inlet jet, the generation of eddies and the characteristic
length scales of the turbulence[52]
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The dimension of the eddies that contain most of the turbulent kinetic energy is
called the integral length scale li. The eddies that are responsible for generating
most of the turbulence in an internal combustion engine are the eddies in the
conical inlet jet flow. The dimensions of these eddies are roughly the size of the
jet thickness which is approximately the valve lift. These eddies are unstable and
break down into a cascade of smaller eddies. Figure 4.24 illustrates the inlet jet
flow and the break up of the larger eddies into smaller eddies due to shear.
The integral length scale, li, can be determined if velocity measurements are
made a distance apart that is significantly less than the integral scale. Then
these velocities will correlate. The spatial correlation coefficient, Rx is given in
Equation 4.2. Rx is defined in terms of velocity fluctuations (u) at a location x0
and the velocity fluctuations at a distance x away [52], where n is the number of
measurements (cycles). The velocity fluctuation is the mean velocity subtracted
from the measured velocity, defined in Equation 4.1 where U is the measured
velocity and U¯ the time averaged velocity.
u(t) =U(t)−U¯ (4.1)
Rx = 1n−1 n∑i=1 u(x0)u(x0+x)u′(x0)u′(x0+x) (4.2)
u′ is the root mean square, rms, value of the velocity fluctuations (u). This is known






T ∫ t0+Tt0 [u(t)]2dt (4.3)
li is defined as the area under the curve shown in Figure 4.25 as a function of
distance. li is then calculated using Equation 4.4.
li = ∫ ∞
0
Rxdx (4.4)
To determine the integral length scale, velocity measurements at multiple location
inside the combustion chamber are necessary and are quite challenging. Three
techniques are available to perform these measurements: 1) hot wire anemometry,
2) laser Doppler anemometry and 3) particle image velocimetry. These techniques
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Figure 4.25: The variation of the spatial correlation coefficient Rx, and illustration of the
definition of li and lm [52]
will not be discussed in this work as they were not used for velocity measurements
on the engine setups.
Boggs and Borman suggested an alternative method to determine the integral
length scale using heat flux measurements [51] using the same technique as
described above by substituting heat flux fluctuations for velocity fluctuations.
Although a physical different quantity the technique should result in a size which
is characteristic to the larger eddies in the flow as the heat flux is influenced by the
gas velocities by convective heat transfer. The mean heat flux was chosen to be the
ensemble average.
This technique was tested using the measurements shown in Table 5.1 on the
production engine setup with the instrumentation shown in Figure 2.17. The
end gas zone TFG sensors failed during previous measurements and will not be
included in the following graphs. The inlet valve had 5 working TFGs and the
squish zone insert 4, both with an average separation (∆x) between the gauges of
3.5mm. Equation 4.4 is calculated using discretization and trapezoidal integration.
The integral can be approximated by Equation 4.5. With M the number of sensor
separations and R(x1,xk) the correlation coefficient (see Equation 4.2) between




According to the sampling theorem, the lower measurable length scales is twice
the sensor spacing (7mm). However, trapezoidal integration assumes a linear fit
so that there is a continuous function down to 0 separation. The upper limit is
determined by the number of sensors and their spatial separation. For the inlet
valve gauges this is 14mm (=4·3.5mm) and for the squish gauges 10.5mm.
For measurement 1 from Table 5.1 using the gauges of the inlet valve the
correlation coefficient as a function of sensor separation for three different crank
angles is plotted in Figure 4.26. For all three crank angles the correlation
coefficient (R) approaches zero. The trend is similar to the one found in Figure
4.25. Since R is not exactly zero at 14mm a truncation error is introduced when
integrating using the trapezoidal method, see Equation 4.5 which can lead to over-
or underestimation of the integral length scale for that crank angle.
Figure 4.26: Correlation coefficient as a function of sensor separation for 3 different crank
angles
The integral length scale is calculated using Equation 4.5 for the squish and inlet
valve zone, see Figure 4.27. Only 4 of the 5 sensors of the inlet valve were used in
order to have the same measurable upper limit of the integral length scale. Figure
4.27 shows the integral length scale calculated using the gauges in the squish and
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inlet valve zone for a crank angle window around TDC. No clear trends are seen
for the engine cycle. This is confirmed by the results of Lancaster [53], which used
hot wire anemometry to calculate the integral length scale. Taken the average over
the whole engine cycle gives the same mean integral length scale of 5.1mm. This
shows that the time averaged integral length scale is independent on the location
in the engine. The integral length scale is just above half of the maximum valve
lift (9.02mm), this is the right order of magnitude compared to literature [29, 52].
Figure 4.27: The integral length scale traces calculated with the TFG sensors on the
squish and inlet valve inserts
The engine settings do not influence the integral length scale since it is only
determined by the system boundaries. The influence of engine speed and inlet
pressure was checked for the integral length scale for a crank angle window
of 180○CA around TDC. Figure 4.28 shows the effect of engine speed on the
calculated integral length scale. No clear trend was observed as was expected.
The same conclusion could be drawn for the effect of inlet pressure.
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Figure 4.28: The effect of engine speed on the integral length scale for a crank angle
window around TDC
Boggs [51] noted a difference in integral lenght scale right after the moment of
flame arrival. Figure 4.29 compares the integral length scale for motored and
fired operations using measurement 1 and 6 from Table 5.1. The graph shows
the moment of flame arrival in red. Similar to the results of Boggs a small peak
after flame arrival could be observed but in this case less pronounced. Boggs
explained this peak by the increase in viscosity of the burnt gases causing the
viscous dissipation rate to increase, thus tending to shift the energy into the larger
eddies [51].
To conclude, it can be said that fast heat flux measurements performed using TFG
sensors at multiple locations look to be a promising way to determine the integral
length scale of turbulence. This can be used as an input for CFD computations and
give insight in the in-cylinder flow.
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Figure 4.29: Comparison of the integral length scale for motored and fired operation
4.4 Closure
This chapter presented the measurements performed on the production engine. An
extensive database under motored operation was conducted and used to study the
effect of engine speed and inlet pressure on the convective heat transfer. It was
shown that an increase in both parameters led to an increase in the heat transfer. An
interaction effect between the two engine parameters can occur as was determined
using a ANOVA study. No spatial variation was noted after averaging all the heat
flux traces of the TFG sensors per instrumented zone.
Under fired operation it was clear that the propagating flame front causes spatial
variation in the heat flux trace. The steep rise in heat flux is caused by the moment
of flame arrival. The peak heat flux was higher at the valve zone compared to the
squish zone as the flame arrived earlier, exposing the valve to higher temperature
burned gases. An advanced ignition timing led to an advanced and higher heat
transfer due to a higher gas temperature and gas density.
Lastly, the measurements under motored operation were used to characterize
the flow pattern inside the combustion chamber. The integral length scale of




5.1 Overview of existing empirical heat transfer
models
The in-cylinder heat transfer is a complex heat transfer problem due to the rapid
changes in pressure, temperatures and gas velocities. The gas temperature and the
gas velocities are characterized by a large spatial and temporal variation caused
by the turbulent flow and propagating flame front in spark ignition engines (SI).
Figure 5.1 illustrates this by showing the difference in heat flux between the squish
and the valve zone in the production engine, during a fired operating point (see Fig.
2.17). Accurate prediction of the in-cylinder heat transfer is needed to calculate the
heat release rate, to solve the energy equation and to improve the overall accuracy
of engine simulations. Although an important topic, no satisfactory and definite
heat transfer model exists for SI engines. The heat transfer is the result of several
sub processes such as the diffusion, convection, pressure work and heat generation
by combustion (and radiation). These processes can be expressed using energy
equations. These equations cannot be solved due to the coupling of the different
processes and the insufficient information. Therefore different approaches used to
model the heat transfer are available and are subdivided in the following groups by
Borman et al. [14]:
86 CHAPTER 5
• Global (one-zone) thermodynamic models
• Zonal thermodynamic models
• One-dimensional analytical and numerical fluid dynamic models
• Multidimensional numerical fluid dynamic models




















Figure 5.1: Spatial variation between the heat flux traces from a TFG in the valve zone
and squish zone
This section will discuss different modelling approaches to predict the in-cylinder
convective heat transfer in SI engines. Radiant heat transfer models will not be
discussed further since radiation can be neglected in premixed SI engines.
5.1.1 Global models
Global models only predict the spatially averaged heat loss. Even though these
models only predict the global heat loss they are based on (multiple) local
instantaneous heat transfer measurements. Global models are based on the
quasi-steady assumption although in reality this is a transient process. The
convective heat transfer (q) can then be described by a convection coefficient h,
see Equation 5.1. Tg is the bulk gas temperature and Twall is the wall temperature.
This is similar to the steady state heat transfer correlation found for the flow over
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flat plates or in pipes [39]. In these heat transfer problems the momentum and
thermal boundary layers are fully developed and in equilibrium with each other.
q = h ·(Tg−Twall) (5.1)
The underlying assumption on which these correlations are based is the Reynolds
analogy [39]. This analogy describes the analogous behavior of heat and
momentum transfer. By rewriting the analogous relationship of the shape
(gradient) of the boundary layers the convection coefficient h can be linked to
the friction coefficient C f through the Stanton number St, see Equation 5.2. This
equation is the Reynolds analogy, where ρ is the free stream density, V the velocity
and cp the heat capacity. The definition for the Stanton number can be written as









The Stanton number equals the Nusselt number divided by the product of the
Reynolds and Prandtl number. These dimensionless groups are defined by the
following equations:
Nu = h ·L
k
(5.4a)
Re = V ·L
ν








L is the thickness of the hydraulic boundary layer, k is the thermal conductivity, α
is the thermal diffusivity and ν is the kinematic viscosity. The Reynolds analogy
has two restrictions. Equation 5.2 is only valid for a Pr number equal to unity and
when no form drag is present. The latter means that its application is only valid
for a flow parallel to a plane surface or flow in a closed conduit. The restriction
that Pr is unity limits the use of Eq. 5.2. Colburn [54] suggested and validated an




3 = C f
2
(5.5)
Knowledge of the friction coefficient enables the convective heat transfer
coefficient to be evaluated. Blasius solved the friction coefficient C f as a function
of the local Reynolds number for the laminar boundary layer on a flat plate, see
Equation 5.6 [39]. If we insert Blasius’s solution, Equation 5.5 is transformed into
Equation 5.7 which is called the Polhausen equation.





Nu = 0.332·Re 12 ·Pr 13 (5.7)
Two widely used global models are based on the Polhausen equation. Annand [10]
proposed a dimensionless consistent equation based on the Polhausen equation
by keeping its form and finding the appropriate coefficients a and b. Annand
neglected the effect of the Prandtl number since it is almost constant at 0.7 for most
gases and lumped it into parameter a. Parameter a is used to scale the correlation
to different engine setups, since it varies widely with the intensity of the charge
motion. Annand suggested to use the bore diameter (B) and the mean piston speed
(cm) as the characteristic length (L) and speed (V ) respectively. Equation 5.8 can
then be rearranged into Equation 5.9. By fitting the correlation to the data of Elser
[55], Annand suggested a value of 0.7 for the coefficient b and a value between
0.35 and 0.8 for coefficient a.
Nu = a ·Reb (5.8)





A second widely used model is the model of Woschni [11] which is also based on
Equation 5.8. Woschni lumped the Prandtl number into parameter a like Annand
and he made assumptions on the gas properties which are listed below.
• ρ ∼ p/T
• k ∼ T 0.75g
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• µ ∼ T 0.62g
Equation 5.8 is transformed into Equation 5.10 using the above assumptions.
This gives an equation for the convection coefficient as a function of the cylinder
pressure, temperature and the characteristic length and velocity. Coefficient aWo
is equal to 0.013 and coefficient b is equal to 0.8. These values are based on heat
transfer correlations which describe the heat loss of internal flows in tubes.
h = aWo ·B−0.2 · p0.8 ·V 0.8 ·T−0.53g (5.10)
The last two assumptions made by Woschni in the derivation of Equation 5.10 are
only valid for air, so the extrapolation of the model to other gases is actually not
justified. These assumptions lead to high discrepancies between the gas properties
of the real mixture in the combustion chamber and those of air evaluated at the
same temperatures [12].
The same characteristic length, the cylinder bore B, is used as by Annand. Woschni
however adapted the characteristic speed to account for the effect of combustion on
the in-cylinder heat transfer by adding an extra term as a function of the pressure
difference between a fired and a motored cycle. The characteristic speed is shown
in equation 5.11.
V = c1 ·cm+c2 · Vs ·Trpr ·Vr ·(p− p0) (5.11)
With the following values for the coefficients:
• c1 = 6.18 during the scavenging period and c1 = 2.28 during the compression,
combustion and expansion period
• c2 = 0 during the scavenging and compression period and c2 = 3.24·10−3
during the combustion and expansion period, [m/s○C]
• subscript r denotes a reference state where volume, pressure and temperature
are known
• p0 is the in-cylinder pressure under motored conditions
Only the model of Annand and Woschni are presented here in detail. The first
reason is that these models are widely used in commercial simulation software
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to predict heat flux traces in SI engines. Second, other models (e.g. [56–58])
have mostly tuned the exponent of the pressure and temperature in Equation 5.10
for a better correspondence with a particular measurement set. These models are
therefore no longer based on Equation 5.8. Most models that are developed later
use the models of Annand and Woschni as a basis.
Next to the global models based on the Polhausen equation the first heat transfer
models were empirical models [59–62]. Since these models do not rely on a
physical background the author believes these models not to be a good foundation
to improve the heat transfer modelling and to extrapolate well to other engines.
The assumptions used in this modelling approach need to be regarded. The
unsteady nature of the heat transfer implies that the thermal and momentum
boundary layers are not in equilibrium or in a steady state. Due to the compression
and expansion of the combustion chamber the density of the charge and hence
the thickness of the boundary layers change. Next, the velocity field is not as
organized as in the pipe flow or flow over a flat plate heat transfer problems.
The velocity field changes too quickly to support a boundary layer which is in
equilibrium. These models however are widely used in simulations software even
though these assumptions seem strict. The overall prediction of the heat transfer
is the main focus. A good prediction of total heat loss is necessary to have an
accurate estimate of the overall engine performance such as engine output, fuel
consumption, thermal load, exhaust temperatures, etc. Their simplicity makes
them fast and easy to integrate in an engine cycle code.
5.1.2 Zonal models
Global models cannot describe the details of local and unsteady heat transfer
effects, they only provide a global prediction of the convective heat transfer. The
zonal modelling approach divides the combustion chamber in two or more zones.
At least two zones are necessary to study the effect of the propagating flame front
and investigate the heat transfer mechanisms from the unburned mixture zone and
burned zone separately. The development of zonal models has been a necessity
to assess the complex flame-wall interaction [63]. Some of the zonal models are
presented here.
Poulos and Heywood [64] used a two-zone thermodynamic model subdividing the
burned zone in an adiabatic core and a thermal boundary layer. The heat transfer
modelling is also based on the Polhausen equation 5.7. However the characteristic
length was taken to be the macroscale of turbulence, instead of the bore as in
the model of Annand and Woschni. This turbulence length scale was assumed
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to be proportional to the instantaneous volume of the combustion chamber, see
Equation 5.12. Where Vs is the instantaneous volume of the combustion chamber
and B the bore. The characteristic velocity was taken as an effective velocity due
to different contributions such as the mean kinetic energy, the turbulent kinetic
energy and piston motion, see Equation 5.13. Where U is the mean flow velocity,
u′ the turbulent intensity and Vp the instantaneous piston speed. The mean flow
velocity and the turbulent kinetic energy were obtained from an energy balance






Morel et al. suggested a model for diesel engines [65] and derived a model for
SI engines from it [66]. The convection coefficient was described by the Colburn
analogy shown in Equation 5.14. C f is the friction coefficient, which is different
than the one used by Annand. The coefficient a is the mean value of the coefficients
of the correlations which model the C f for a flat plate boundary layer and a fully
developed pipe flow, see Equation 5.15. The characteristic length δ is the boundary
layer thickness which is related to the geometrical dimensions of the combustion
chamber. ρ is the average boundary layer density , cp is the heat capacity of the
gas and Pr is the Prandtl number. The density and the transport properties are
evaluated at a film temperature, which is a combination of the wall, burned and
unburned temperature. Furthermore, Morel et al. used a two-zone combustion
model, dividing the combustion chamber in a burned an unburned zone which
is coupled to a four-zone flow model, the four zones are shown in Figure 5.2.
The Navier-Stokes equations are calculated for the mean motions and scale effects
smaller than that of the zone scale are lumped into turbulence. A k− ε model is
used to calculate the transport equations for the turbulent kinetic energy (k) and the
dissipation rate (ε) in each zone. The characteristic speed V is an effective velocity
outside a boundary layer at a particular surface location using some outputs of the
k−ε model such as the axial and tangential components (Ux,Uy) of the gas velocity
and the turbulent kinetic energy (k), see Equation 5.16.
h = 1
2
C f ·ρ ·V ·cp ·Pr−2/3 (5.14)
C f = 0.05655(ρ ·V ·δµ ) 14 (5.15)
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Figure 5.2: Schematic representation of the four regions used to represent the flow [66]
V = (U2x +U2y +2k) 12 (5.16)
The model of Bargende [67] is based on the Woschni model. However, he tried to
model the effect of the combustion in a different manner. Similar to the model
of Morel et al. he included the turbulent kinetic energy in the characteristic
velocity. Next, he multiplied Equation 5.10 with a term ∆. This term represents a
weighted effect of the difference between the gas temperature of the burned (Tb)
and unburned zone (Tu), see Equation 5.17. Heinle et al. [68] adjusted the model
of Bargende by adding a term to the characteristic velocity which represents the
flame propagation.




Tg−Tw +(1−X) · TuTg · Tu−TwTg−Tw ]
2
(5.17)
These adaptations to these models change the exponents of pressure and
temperature in Equation 5.10. Therefore, there is no link anymore with Equation
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5.7 and the effect of the gas properties is no longer properly modelled. These
models are not considered to be fundamental improvements, since extrapolation
beyond the measurement range for which they were validated can be expected to be
worse than for the models of Annand, Woschni or Morel et al. The models however
do contain interesting ideas for alternative characteristic lengths and velocities
[12].
5.1.3 Fluid-dynamical models
Instead of trying to describe the convective heat transfer using a convection
coefficient, another modelling approach is to set up the equations describing
non-steady heat transfer and to solve them analytically by introducing
simplifications. Each author makes different assumptions concerning the heat
transfer problem.
Han and Reitz [69] try to model the unsteadiness by solving the energy equation of
the boundary layer. They assume one-dimensionality, meaning that the gradients
normal to the wall are much greater than those parallel to the wall, leading to the
following energy conservation equation, Eq. 5.18. The heat flux is calculated
using the Fourier law, shown in Equation 5.19. k is the thermal conductivity and
kt is the turbulent thermal conductivity.
∂q
∂y
= −ρcp ∂T∂ t + ∂ p∂ t −Qc (5.18)
q = −(k+kt)∂T∂y (5.19)
The first term of the right-hand-side, in Eq. 5.18, is the transient term
which accounts for the energy change with time in the control volume. The
second one is the pressure work term and the third one is the heat generation
term due to chemical reactions. Han and Reitz derived a wall temperature
function (temperature profile) by solving the one-dimensional energy conservation
equation. This function is suitable for variable density turbulent flows which can
be found in internal combustion engines. This wall function was then incorporated
in a multidimensional simulation.
Lawton [24] studied the heat transfer in a motored diesel engine. A theoretical
analysis is given to show the effect of compression and expansion on the
non-steady heat transfer. Assuming one dimensional velocity variations and an
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insulated piston and cylinder liner, the one-dimensional thermal energy equation is
solved, see Equation 5.20. The combustion chamber exists out of one zone and its
boundary layer (at the cylinder head). Lawton suggested an extra non-steady term
in Equation 5.8 to account for the compressibility of the gas. The author believes
this to be non-physical as Equation 5.8 is based on the quasi-steady approach.
∂T
∂ t






T = 0 (5.20)
Borgnakke et al. [70] presented a local heat transfer model which uses a turbulence
model. The heat transfer is described in terms of unsteady boundary layers for
both the burned and unburned zone in the combustion chamber. The proposed
heat transfer model is dependent on the local turbulent field and the rate of flame
propagation. An unsteady boundary layer equation was solved to obtain the
boundary layer thickness in both zones. An effective heat conductivity ke in the
boundary layer, was described in terms of turbulent kinetic energy and an integral
length scale, which were characterized by a k−ε model. Equation 5.21 shows the
local heat flux q. T∞ is the core gas temperature, Tw the wall temperature and δ
the boundary layer thickness.
q = ke T∞−Twδ (5.21)
5.2 Evaluation of existing heat transfer models
In this section the models of Annand [10] and Woschni [11] are evaluated
for measurements on the production engine. Table 5.1 shows the operational
conditions. Measurement 1 in bold is used to calibrate the heat transfer model
scaling coefficients. This calibration is needed to tune the models for the engine.
Annand and Woschni suggested a single calibration per engine setup is sufficient.
After calibration, the effect of the engine speed and inlet pressure on the heat loss
will be investigated for motored operation. Next the models are tested for a fired
operating condition with the same model coefficients. The heat transfer model
needs to predict the total amount of heat loss and peak heat flux during the engine
cycle. A correct prediction of the total amount of heat loss is needed to solve the
energy equation during each calculation step of the engine cycle simulation. The
peak heat flux influences the peak gas temperature which in turn has a large effect
on emissions formation such as thermal NOx [14].
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Table 5.1: Overview of the measurements used for the evaluation
measurement operation fuel rpm pinlet[hPa] λ IMEP[bar]
1 motored air 1900 650 - -0.63
2 motored air 1900 350 - -0.8
3 motored air 1900 950 - -0.4
4 motored air 1200 650 - -0.6
5 motored air 2600 650 - -0.6
6 fired gasoline 1900 650 1 5.1
The evaluation is performed for the inlet valve TFG sensor 3 (see 2.4.3) since the
inlet valve represents the cylinder head valve area which is bigger in comparison
with the squish and end zone. The same results are observed for the other sensors.
5.2.1 Motored operation
Figure 5.3 shows the comparison of the local heat flux measured with inlet
valve TFG sensor 3 and the uncalibrated models of Annand and Woschni for
measurement 1 from Table 5.1. The graph shows the experimental and predicted
heat flux traces for the closed part of the engine cycle. The model of Annand
overpredicts the heat flux for the entire cycle even when using the lowest value
for the scaling coefficient in the suggested range (0.35). The model of Woschni
slightly underpredicts the peak heat flux but over predicts the heat flux during the
compression and expansion stroke.
Next, it was chosen to calibrate both models for the peak heat flux of measurement
1 (for inlet valve TFG sensor 3). If the model prediction approaches the shape
of the heat flux trace then a overall good agreement in total heat loss between
experiment and prediction will be observed. The calibration is done by tuning
parameter a of the Annand model and parameter c1 of the Woschni model. Since
no combustion takes place parameter c2 is 0 and does not need to be calibrated.
The tuned coefficient a is 0.21 which is lower than the suggested minimum of 0.35
(see Fig. 5.3). The calibrated c1 value is 2.44 compared to the suggested value of
2.28 which is in the same order of magnitude. Figure 5.4 shows the result after
calibration. Both models appear to have a similar prediction once calibrated but
both overpredict during the compression and expansion stroke.
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Figure 5.3: Comparison of the model of Annand and Woschni (uncalibrated) with the
experimental heat flux trace of inlet valve TFG sensor 3 for measurement 1
Table 5.2 below shows the simulation results of Annand and Woschni for qmax
and hmax and compares the total heat loss with (modified) and without (standard)
calibration of the model coefficients for measurement 1. The model of Annand
overestimates the peak values and total heat loss significantly, by 64.1% and
121.2% respectively using the standard coefficient of 0.35. Woschni slightly
underpredicts the qmax but predicts the hmax within the measurement uncertainty.
The total heat loss even for the tuned models is a bad estimate since it is outside
the measurement uncertainty. This is due to the fact that the shape of the simulated
heat flux traces does not compare with the experimental trace.
Table 5.2: Overview of the simulations’ accuracy for motored operation for measurement
1
qmax[W/cm2] hmax[W/m2K] Ql,standard[J] Ql,modi f ied[J]
exp. 19.7 306.8 12.8J 12.8J
Annand 64.1% 63.1% 121.2% 34.8%
Woschni −5.3% −5.9% 22.4% 29.3%
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Figure 5.4: Comparison of the model of Annand and Woschni (calibrated) with the
experimental heat flux trace of inlet valve TFG sensor 3 for measurement 1
The tuned coefficients are now used for the simulations of the other motored
measurements to check for the simulation accuracy in predicting the effect of inlet
pressure and engine speed. The numerical values of the peak convection coefficient
hmax and total heat loss Ql are shown in Table 5.3, the measurement numbers are
the same as in Table 5.1.
Table 5.3: Overview of the simulations’ accuracy for motored operation
meas. hmax[W/m2K] hmax,An hmax,Wo Ql,exp[J] Ql,An Ql,Wo
1 306.8 0% 0% 12.8 34.8% 29.3%
2 142.6 30.1% 18.3% 8.4 89.7% 64.9%
3 462.1 −8.7% −3.3% 17.8 7.4% 9.3%
4 193.6 7.0% 0.7% 9.5 39.6% 25.8%
5 402.7 −0.7% 3.6% 16.4 24.0% 24.4%
First, the effect of the inlet pressure (measurements 1-2-3) on the convection
coefficient h is shown in Fig. 5.5. The solid lines are the experimental convection
coefficient traces. The solid blue line represents measurement 1. The simulation
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results of Annand and Woschni are plotted in a dotted and dash dotted line
respectively. A higher inlet pressure causes an increase in the mass flow into the
cylinder and hence a higher kinetic energy and creation of turbulence, resulting
in an increase in convection coefficient. A higher inlet pressure results in a
higher peak pressure around TDC due to an increase of trapped air. The higher
convection coefficient results in a higher heat flux q˙s. Overbye et al. [47] and
Dao et al. [45] confirmed this result. We see that the models can predict the
trend in convection coefficient with a varying inlet pressure. The simulations
of Annand and Woschni however overpredict the convection coefficient during
the compression and expansion stroke. The simulations overpredict the peak
convection coefficient for 350hPa.






































Figure 5.5: The effect of inlet pressure on the simulation results under motored operation
(measurements 1-2-3)
Second, the effect of the engine speed is analyzed (measurement 1-4-5). Figure
5.6 shows the experimental and simulation traces for the convection coefficient. A
higher engine speeds leads to a higher gas velocity and hence a higher convection
coefficient. This is confirmed by [42, 45, 46]. The peak values are predicted by
both simulations since their relative error is smaller than the measurement error
on the peak convection coefficient. The models of Annand and Woschni are able
to predict the peak heat flux qmax for different motored operating conditions after
calibration. However the total amount of heat loss can not be predicted accurately
due to the overprediction during compression and expansion.
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Figure 5.6: The effect of engine speed on the simulation results under motored operation
(measurements 1-4-5)
5.2.2 Fired operation
Next, we will test if the previous calibration of coefficient a of the model of
Annand results in a good simulation for fired operation. The heat loss under
fired operation is analyzed for the operating condition 6 in Table 5.1 which
represents a part load operating point. The ignition timing (IT) is 22○CA BTDC.
These engine settings result in a load of 5.1 bar IMEP. Figure 5.7 compares the
simulation results with experimental traces from the squish and valve area using
the tuned coefficients (from section 5.2.1) and the proposed c2 value from the
work of Woschni (c2 = 3.24·10−3). The TFGs mounted in the end gas zone region
unfortunately did not function anymore due to failure. Two traces are plotted for
the squish (black) and the valve zone (red).
We can clearly see the effect of flame propagation. Figure 2.17 shows that the
valve is closer to the spark plug than the squish TFG sensors. The flame arrives
earlier at the valve than the squish zone resulting in an earlier rise in heat flux.
This is clearly visible in Figure 5.7 and confirms the results observed in [43, 71].
The cited authors ascribe this difference in heat flux rise to the sudden temperature
increase. The peak heat flux is a magnitude larger than under motored operation
(179.7W/cm2 compared to 19.7W/cm2). There is clear spatial variation in peak
heat flux when comparing both zones. This was also observed in [71, 72] and
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Figure 5.7: The simulations of Annand and Woschni in comparison with the experimental
traces from the squish and valve zone for fired operation (measurement 6) with the
calibrated coefficient for measurement 1
must be due to local differences in gas velocity, turbulence and gas temperature.
No spatial variation can be observed between the TFG sensors in the same zone.
This means that one TFG trace represents the heat flux in its zone.
Both simulations overpredict the experimental heat flux with the tuned coefficients
for measurement 1. The model of Annand performs badly even though its
coefficient a should only be calibrated once for each engine. Woschni has a
second parameter that can be tuned, coefficient c2 which determines the effect
of the combustion process on the characteristic velocity V . Next, coefficient a of
the model of Annand is recalibrated together with coefficient c2 of the model of
Woschni. The coefficients are tuned to predict the peak heat flux of valve TFG
sensor 3. The resulting values for a and c2 are 0.12 and 9.89·10−4. Coefficient
a is again smaller than the minimum suggested by Annand and coefficient c2
is an order of magnitude smaller than the value used in Woschni’s work. This
means that the effect of combustion on the characteristic speed was overestimated
significantly. Figure 5.8 shows the results after calibration of a and c2. The peak
heat flux is predicted for valve TFG 3 but simulations overpredict the heat loss
during the compression and expansion. The measurements in the squish and end
zone are not representative for the global heat transfer.
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Figure 5.8: The simulations of Annand and Woschni in comparison with the experimental
traces from the squish and valve zone for fired operation (measurement 6) with retuned
coefficients
The numerical values are shown in Table 5.4 for the valve TFG 3 sensor. Ql,standard
is the total heat loss using the coefficients of section 5.2.1 and Ql,modi f ied using the
tuned coefficients for fired operation. All simulations are outside the measurement
uncertainty. The total heat loss is best predicted with the simulation of Woschni
after calibration (relative error of 20.6%). Both models are unable to capture the
total amount of heat loss when calibrated for the peak heat flux. This is due to the
underlying assumptions. The model of Woschni can predict the heat flux trace after
the flame front has passed accurately for both zones. The steep rise in heat flux due
to the propagating flame front is not captured leading to a significant difference in
the calculated total heat loss which was expected since both models are global.
Table 5.4: Overview of the simulations’ accuracy for measurement 6 for valve TFG 3, fired
operation
qmax[W/cm2] hmax[W/m2K] Ql,standard[J] Ql,modi f ied[J]
exp. 179.7 590.8 93.9 93.9
Annand 75.4% 80.8% 172.3% 55.4%
Woschni 93.9% 105.4% 98.0% 20.6%
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The experimental total heat loss using squish TFG 2 is equal to 83.8J and is not
within measurement uncertainty of the value calculated with valve TFG 3 (93.9J).
This is an expected result because of the spatial variation (see Figure 5.7).
5.3 Improvements towards a fuel independent heat
transfer model
Demuynck [12] proposed a heat transfer model to predict the in-cylinder
convective heat transfer during the closed part of the engine cycle, based on the
Polhausen equation (Equation 5.7), as this is the only feasible modelling approach
to integrate in a thermodynamic simulation code. The model explicitly takes into
account the Prandtl number, see Equation 5.22.
Nu = a ·Reb ·Prc (5.22)
This is in contrast with the models of Annand and Woschni. Demuynck used
measurements on the research engine conducted with a commercial available
heat flux sensor (HFM sensor [13]). The engine had a constant engine speed
of 600rpm. To be able to distinguish between the effect of the gas properties
and that of the combustion characteristics of the fuel, two kinds of experiments
were designed. Under motored operation, different inert gases were injected in
the engine to investigate the effect of the gas properties absent the effects of
combustion. Under fired operation the engine was run on three alternative fuels
(hydrogen, methane, and methanol). It was shown that the heat transfer was greatly
affected by the gas properties of the fuel-air mixture. The heat loss is already
affected by the thermal conductivity and kinematic viscosity of the mixture during
the compression stroke. Demuynck suggested two adjustments to the modelling
approach based on the Polhausen equation. First, correct polynomials and mixing
laws for the determination of the gas properties were introduced, leading to “model
1”. The same characteristic length and velocity of the model of Annand were used.
The gas properties were determined as a function of temperature with polynomials
out of the DIPPR database [73] and mixing rules described in ref. [74]. This in
contrast with the model of Woschni, who made assumptions for the gas properties
which are only valid for air. These adjustments allowed to correctly capture the
heat transfer during the compression stroke for different gases. Figure 5.9 shows
the comparison between model 1 and the Woschni model for 3 different gases (air,
argon and helium).
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Figure 5.9: Comparison between model 1 and Woschni for air, argon and helium during
the compression stroke
Second, the combustion chamber was divided in an unburned and burned zone and
the gas temperature was calculated separately for both zones instead of using an
averaged gas temperature value. A Three Pressure Analysis (TPA) (see Appendix
E) was used in GT-power [75] to be able to calculate the unburned and burned gas
temperature. The TPA matches the measured in-cylinder pressure to determine
the burn rate profile and also performs an energy balance over the entire engine
cycle. The coupling of the heat transfer model to a two-zone combustion model
was used to capture the effect of the propagating flame front, by the increase in
gas temperature the moment the front has passed over the measurement position.
For every measurement location on the CFR engine a switch from the unburned
to the burned gas temperature was used at the moment of flame arrival. The data
around the moment of flame arrival were excluded from the database (see section
5.4). Demuynck developed a methodology to investigate the physical effects on the
convective heat transfer by dividing the engine cycle into “flow regimes”. Seven
flow regimes were defined.
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1. compression before ignition
2. compression after ignition, in contact with the unburned zone
3. compression after ignition, in contact with the burned zone
4. expansion before ignition
5. expansion, in contact with the unburned zone
6. expansion, in contact with the burned zone
7. expansion after the end of combustion
The coupling to a two-zone combustion model captured all the effects for methane.
However, not all relevant fuel properties were included as not all effects for
hydrogen and methanol were predicted. Therefore, Demuynck proposed different
characteristic velocities which improved simulation results for all three fuels. The
characteristic length was kept the same as Annand and Woschni. Demuynck
chose different combinations of flame speeds and turbulence intensities in the
characteristic speed to capture the different fuel properties with the model.
Simulation results were significantly improved especially for the case of hydrogen
and in the decreasing part of the heat flux trace. However, it is necessary to validate
this model more thoroughly: the model was based on measurements on a single
engine (the CFR engine), at a single engine speed (600rpm). Accurate in-cylinder
heat transfer measurements in representative production engines are clearly needed
to check for the effect of engine speed and a different engine geometry.
5.3.1 Motored operation
Compression stroke
First, “model 1” from the work of Demuynck was evaluated for the motored
measurements from Table 5.1 on the production engine. Model 1 was found by
calibrating coefficients a, b and c for the motored measurements on the research
engine, using different inert gases. The coefficients for model 1 can be found
in Table 5.5 [12]. As suggested by Annand [10] coefficient a can be used to
scale the correlation to different engines, to include the effect of a different engine
geometry and charge motion. Coefficient a of model 1 was calibrated for the peak
heat flux of measurement 1 from Table 5.1. The heat flux trace was compared
to the model of Annand, Woschni and Demuynck for the compression stroke of
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measurement 1, see Figure 5.10. All models overpredict the heat flux trace. The
model of Demuynck performes worst for motored operation on the production
engine. This is due to the calibration of the parameters. Since the Prandtl number
for air (±0.7) varies little through the engine cycle it can be lumped into coefficient
a for motored measurement on air. To fit the simulation to the experimental heat
flux trace, the parameter b needs to increase the gradient during the compression
stroke. Parameter a will simultaneously need to decrease to still predict the peak
heat flux. It is clear that only calibrating parameter a for model 1 to simulate the
heat flux trace in the production engine is not sufficient.
Table 5.5: Coefficient a, b and c for model 1
a b c
model 1 2.25 0.573 0.872























Figure 5.10: Comparison between the experimental heat flux and the model of Annand,
Woschni and Demuynck (model 1) for the compression stroke
Next, the effect of the engine speed and inlet pressure on the prediction of the peak
heat flux was checked using measurements 1-5 for the models of Annand, Woschni
and Demuynck (model 1). The calibrated scaling coefficient (a) for measurement 1
(1900rpm and 650hPa) was used. Figure 5.11 shows the effect of engine speed on
the measurement and simulations. It can be seen that Woschni’s model predicts the
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peak heat flux trace for the variation in engine speed. Both the models of Annand
and Demuynck fail to predict the peak heat flux at the lowest engine speed. The
effect of engine speed is captured in the characteristic speed (V ) of the Reynolds
number. The characteristic speed, V1, is equal to the mean piston speed, cm of the
engine, see Equation 5.4b. Table 5.6 shows a comparison of the Reynolds number
exponents for all three models. Woschni has the highest exponent of the Reynolds
number, coefficient b, which led to a correct prediction of the peak heat flux for a
variation in engine speed. The change in peak heat flux for the increase in engine
speed simulated by the model of Demuynck is lower than for the other two models
due to a lower b coefficient.
Figure 5.11: Effect of engine speed on the peak heat flux for the model of Annand, Woschni
and Demunck (model 1)
Table 5.6: Coefficient b from the model of Annand, Woschni and Demuynck
Annand Woschni Demuynck
coef. b 0.7 0.8 0.573
The effect of inlet pressure is shown in Figure 5.12. The inlet pressure changes the
density (ρ) in the combustion chamber. This effect is captured by the Reynolds
and Prandtl number. As the Prandtl number stays almost constant, most of the
inlet pressure effect is captured by the Reynolds number, see Equation 5.4b. All
three models fail to predict the peak heat flux at the lowest inlet pressure (350hPa).
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Only the model of Woschni is able to capture the peak heat flux at the highest
inlet pressure. The change in peak heat flux for the increase in inlet pressure
is underpredicted by all three models, this can again be attributed to the lower
Reynolds number exponent.
Figure 5.12: Effect of inlet pressure on the peak heat flux for the model of Annand,
Woschni and Demunck (model 1)
Since only calibrating parameter a is not sufficient, parameter a and b are now
calibrated together. The Nusselt number is plotted as a function of the Reynolds
number on a logarithmic scale for the compression stroke of measurement 1, see
Figure 5.13. During the compression stroke (in black), a linear trend between Nu
and Re can be seen. A linear regression is used to determine a and b. Parameter a
and b are 0.00156 and 1.1565 respectively. Coefficient b is greater than suggested
by the model of Annand, Woschni and Demuynck as was expected. The simulation
of the heat flux trace using this calibrated correlation (Nu = 0.00156·Re1.1565) was
compared to the experimental heat flux trace, see Figure 5.14. A good comparison
was noted as was expected from the linear fit on the logarithmic graph, Figure 5.13.
To check if the used characteristic speed and length capture all the effects during
compression, a logarithmic plot showing the compression stroke of measurement
1-5 is given, see Figure 5.15. If the characteristic length and speed were chosen
right, all experimental traces should be on the same linear line on the logarithmic
plot. However, some offset between the measurements can be observed. This
suggests that not all convective heat transfer effects are captured using the mean
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Figure 5.13: Nusselt number as a function of Reynolds number on a logarithmic scale for
the compression stroke of measurement 1





















Figure 5.14: Comparison between simulation (calibrated for compression stroke of
measurement 1) and experimental heat flux trace
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Next, the parameters a and b were determined by a linear regression on the
compression part of the measurement 1-5. The overall regression results in a
value of 0.0056 and 1.0297 for a and b respectively. These values differ for the
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Figure 5.15: Nusselt number as a function of Reynolds number on a logarithmic scale for
the compression part of measurement 1-5
The calibration parameter sets (calibration for measurement 1 and for
measurements 1-5) were used to check for the effect of engine settings on the heat
flux trace. Figure 5.16 and Figure 5.17 show the effect of engine speed and inlet
pressure respectively on the peak heat flux for the two calibrations. The second
parameter set performed better for operating points away from the center point
(measurement 1). As expected the first calibration parameter set performs best for
the center point. However, both correlations fail to fully capture the effect on the
peak heat flux.
The accompanying heat flux traces for the simulation results using the latter
calibration coefficients (using measurements 1-5) can be seen in Figure 5.18 and
5.19 (q cal meas 1-5). The experimental heat flux trace during the compression
stroke is well predicted except for the lowest engine speed.
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Figure 5.16: Comparison of the calibration coefficients on the peak heat flux for a
variation in engine speed
Figure 5.17: Comparison of the calibration coefficients on the peak heat flux for a
variation in inlet pressure
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Figure 5.18: The effect of engine speed on the simulation results of the calibrated model




























Figure 5.19: The effect of inlet pressure on the simulation results of the calibrated model
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Model 1 from the work of Demuynck [12] using the original calibration
coefficients (see Table 5.5), was able to predict the peak heat flux for a variation
in throttle position (=inlet pressure) and compression ratio on the research engine.
This is in contrast with results shown above for the production engine. Not all heat
transfer effects are captured by a constant characteristic velocity and length. The
research engine has a pan-cake shape combustion chamber whereas the production
engine has a squish area and piston crown which generates tumble motion. The
author believes that this fundamentally different combustion chamber influences
the gas flow in such a manner that the convective heat transfer cannot be described
using a constant characteristic velocity. It was checked if adding the squish
velocity (vs) to V , improved the correlation results. The characteristic velocity
that was tested is shown in Equation 5.23, with C2 a calibration constant. Figure
5.20 shows vs for measurement 1 using a correlation found in ref. [29]. As
the piston approaches TDC vs increases. This radially inward gas flow induces
turbulence, which is used to accelerate the combustion. It was hypothesized that
this gas flow had a significant effect on the convective heat transfer. However, the
squish velocity approaches zero at TDC. This means that the underprediction of the
peak heat flux for some of the measurements shown in Figure 5.18 and 5.19 will
not be solved as at that moment no contribution of the squish velocity is present.
It was checked if the overall linear regression improved using V2 from Equation
5.23. A sweep in C2 was performed and the correlation coefficient (Rcorr) between
the linear regression and the data was calculated. The highest Rcorr was found for
C2 = 0 (0.98), meaning that including vs did not improve the correlation. Figure
5.21 shows the logarithmic scale plot using a C2 = 0.5 (Rcorr = 0.93). The spread
on the data has increased which was suggested by the lower Rcorr.
V2 =√c2m+C2v2s (5.23)
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Figure 5.20: Squish velocity in the production engine for measurement 1
















log(Nu) vs log(Re) comp
fit comp
Figure 5.21: Nusselt number as a function of Reynolds number on a logarithmic scale for
the compression part of measurement 1-5, using the characteristic velocity 5.23
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Similar to the work of Demuynck, a turbulent kinetic energy term was
subsequently added to the characteristic velocity. Demuynck showed that this
improved simulation results for the expansion stroke. The k−ε model of Bargende
[67] was implemented to calculate the turbulent kinetic energy, k. The differential
equation defining k is shown in Equation 5.24. l is a characteristic length defined
by the cylinder volume, Vs. ks is the kinetic energy of the squish flow and depends













• − 23 kVs dVcdt : density change term
• −ε k1.5l : dissipation term
• εs
k1.5s
l : turbulence generation through squish term
Figure 5.22 shows the turbulent kinetic energy for the compression stroke of
measurement 1. The overall trend is decreasing, however around 340○CA the
decrease is less pronounced. This corresponds with the turbulence generation by
the squish zone (see Figure 5.20).
The following characteristic velocity, Equation 5.25, was checked for
measurement 1-5.
V3 =√c2m+C3k (5.25)
A sweep in C3 was performed to look for an optimum in Rcorr. No improvement
was found by including the turbulent kinetic energy. Other physical variables
should be considered in future research.
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Figure 5.22: Turbulent kinetic energy for the compression stroke of measurement 1
Expansion stroke
Next the expansion stroke under motored operation was investigated. It was first
checked if model 1 could be used to predict the heat flux. The Nusselt number
versus the Reynolds number was plotted for measurement 1, see Figure 5.23. A
bad linear fit on the logarithmic scale can be observed. This suggests that the used
definitions of V and L (of model 1) do not capture the heat transfer effects during
expansion.
By assuming the parameters a, b and L constant, the shape of the characteristic





)b⇔Vrev ∼ hµkρ (5.26)
Vrev for measurement 1 is plotted in Figure 5.24. It shows an overall decreasing
trend of Vrev. This was compared to the turbulent kinetic energy during the same
expansion stroke, see Figure 5.25. A similar decreasing trend was noted. The
regression quality on a logarithmic plot for measurement 1-5 was checked using
V3. Rcorr was improved for high C3 values. This suggested using characteristic
speed V4 (see Equation 5.27) should improve the overall linear regression. Using
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Figure 5.23: Nusselt number as a function of Reynolds number on a logarithmic scale for
the expansion stroke of measurement 1
V4 resulted in a Rcorr of 0.98. This suggests that the effect of engine speed can
be captured by using the turbulent kinetic energy. The engine speed is used in
calculating k, see Equation 5.24.
V4 =√k (5.27)
Parameter a and b were calibrated using V4 as the characteristic speed. This
resulted in 0.6122 and 0.9161 for a and b respectively. Figure 5.26 shows
the logarithmic plot of the Nusselt number versus the Reynolds number for
measurements 1-5.
First, model 1 using V1 (= cm), and the scaled parameter a (for peak heat flux) was
analyzed during the expansion stroke for the different engine settings. The results
were similar to the analysis of the compression stroke. It showed that the model
overpredicts the heat flux due to the low b as explained above.
EVALUATION OF HEAT TRANSFER MODELS 117























Figure 5.24: “reverse” characteristic speed for measurement 1
















































log(Nu) vs log(Re) exp
fit exp
Figure 5.26: Nusselt number as a function of Reynolds number on a logarithmic scale for
the expansion stroke of measurement 1-5, using V4
Next, a = 0.6122 and b = 0.9161 and V4 were used to check for the effect of engine
parameters. Figure 5.27 and 5.28 show the effect of engine speed and inlet pressure
on the expansion stroke respectively. The model is able to predict the heat flux
trace for most part of the expansion stroke and is able to capture the variation in
engine parameters. However, around TDC not all effect were captured.
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Figure 5.27: The effect of engine speed on the simulation results of the calibrated model
using V4





























This paragraph will first describe how the two-zone combustion model was
implemented in the model of Demuynck [12]. The coupling of the heat transfer
model to a two-zone combustion model was also suggested in the work of Poulos
and Heywood [64], Morel et al. [65] and Bargende [67]. The two-zone combustion
model allows the calculation of the unburned and burned temperature separately.
A Three Pressure Analysis (TPA) (see Appendix E) was used in GT-power [75] to
calculate the unburned and burned gas temperature traces. The heat transfer model
used in GT-power is based on the model of Morel et al. [66] for spark ignition
engines.
The following figures in this paragraph are based on a measurement on the research
engine (see paragraph 2.4.2) on a stoichiometric methane mixture at an engine
speed of 900 rpm. Wide open throttle and an ignition timing of 22○BTDC were
used. This measurement was then used to evaluate the model of Demuynck at a
higher engine speed.
The calculation of the two-zone convection coefficient is illustrated. The goal was
to construct a gas temperature trace which the TFG sensor is exposed to. This
trace was constructed using the unburned and burned temperature trace from the
TPA. First, the moment of transition between the unburned gas temperature and
burned gas temperature needed to be determined. This moment represents the
flame arrival at the sensor position. To determine the flame arrival the derivative
of the measured heat flux trace is taken. This allowed to better notice the moment
where the heat flux changes rapidly due to the flame passage. The moment where
the derivative of the heat flux trace exceeded a threshold value of 1W/cm2○CA
(from the work of Demuynck) was chosen to be the moment of flame arrival. In
this case the crank angle at which the flame arrived is 358.5○CA. The ignition
occurs at 338○CA. At an engine speed of 900rpm it takes 3.8ms (or 20.5○CA)
for the flame to reach the TFG sensor. The distance between the spark plug and
the TFG sensor is 30mm which gives an average flame speed of 7.89m/s. The
heat flux trace, its derivative and the threshold value are shown in Figure 5.29. The
solid black line represents the instantaneous heat flux trace. The black dash-dot
line represents the derivative of the heat flux trace and the red dash-dotted line is
the threshold value of the derivative at which the flame arrival occurs.
The moment of transition between the unburned and burned gas temperature is
now fixed. Figure 5.30 compares the one-zone gas temperature trace with the
two-zone gas temperature trace. The one-zone gas temperature is calculated
using the ideal gas law with the measured in-cylinder pressure and trapped mass.
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Figure 5.29: The instantaneous heat flux trace and its derivative are plotted together with
the threshold value to determine the moment of flame arrival
The plotted two-zone gas temperature trace is derived from the unburned and
burned temperature traces. The switch between both traces is at the flame arrival
(358.5○CA). As a reference the heat flux trace is shown in red to visualize the
increase in heat flux at moment of flame arrival.
We notice that the peak value in the case of a two-zone model is clearly higher.
This can be explained by the fact that a one-zone gas temperature is a spatially
averaged value. The TFG sensor does not sense the average bulk gas temperature
(one-zone model) but will see a sudden transition in gas temperature due to the
passage of the flame. An instantaneous transition at flame arrival was used. This
assumption will be checked in section 5.4. The obtained two-zone gas temperature
trace was used further to determine the two-zone convection coefficient.
The one and two-zone convection coefficient using the one and two-zone gas
temperature trace from Figure 5.30 were calculated (using Equation 5.1). Figure
5.31 shows the comparison between the local one-zone and local two-zone
convection coefficient traces (in dash-dotted and solid black line respectively) and
also plots the accompanying heat flux trace (in red).
We notice that during the compression stroke both convection coefficients have
a similar trend. Before the moment of flame arrival the one-zone coefficient
starts to decrease which can be explained by the one-zone gas temperature that
starts to increase earlier in comparison with the two-zone gas temperature (see
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Figure 5.30: Comparison of a one-zone and two-zone gas temperature together with the
local instantaneous heat flux trace
Figure 5.30). At the moment of flame arrival the two-zone convection coefficient
trace drops fast due to the jump in gas temperature and then recovers. These
convection coefficients were not included in the database of Demuynck. The
drop in the convection coefficient was studied in more detail in section 5.4. The
difference in maximum amplitude is 988W/m2K. This is caused due to the
peak gas temperature shift between the two models. Around 400○CA in the
expansion stroke, the two traces converge (similar to the two gas temperature
traces), corresponding to the end of combustion and thus the disappearance of
an unburned zone.
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Figure 5.31: Comparison of the one-zone and two-zone convection coefficient together
with the instantaneous heat flux trace



























Figure 5.32: Comparison of the experimental (local) one-zone and two-zone convection
coefficient traces with the convection coefficient trace from the simulation software
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Next, these experimental (local) one and two-zone convection coefficient traces
were compared with the spatially averaged convection coefficient trace extracted
from the simulation software (h f low), see Figure 5.32. This convection coefficient
trace is derived from the model of Morel et al. [66]. We clearly see that the flow
convection coefficient (h f low) increases before the one and two-zone trace. h f low
starts to increase steeply at the moment of combustion (around ignition timing)
while the experimental convection coefficient traces start to increase when the
flame front has arrived at the measurement position (the moment the heat flux
traces increases). The spatially averaged convection coefficient, h f low, is larger
than the local traces. The local traces are measured at the cylinder liner. The
cylinder liner surface is small in comparison with the piston and head surface
around TDC. Since h f low is higher, this means that the heat loss at the other
surfaces have a higher contribution to the overall convective heat transfer.


















Figure 5.33: Evaluation of model 1 for the compression stroke at 900rpm
Compression stroke
The measurement illustrated above was now used to evaluate the model of
Demuynck for the compression stroke (flow regimes 1 and 2) for a higher engine
speed of 900rpm. The model that was used is model 1, see Table 5.5, using the
mean piston speed as the characteristic speed. Figure 5.33 shows the comparison
of the measurement with the correlation. Model 1 is able to predict the heat transfer
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for a higher engine speed without calibrating its coefficients for flow regimes 1 and
2.
Expansion stroke
The correlation used by Demuynck in the expansion stroke was now evaluated for
the new measurement at higher rpm. The characteristic speed was a combination
of a term representing the engine speed, flame speed and in-cylinder turbulence,
all with a certain weighing coefficient which were calibrated using the extensive
data base at 600rpm [12]. It was observed that the simulation overpredicts the
measurement at 900rpm for the expansion stroke.
By modifying the weighing coefficient in the characteristic speed it was possible to
come to a good agreement between simulation and measurement, see Figure 5.34.
This illustrates that the effect of engine speed is not captured using the original
weighing coefficients (and calibrated a, b and c). The author believes this is due
to the influence of the engine speed on the in-cylinder turbulence and flame speed
which is incorrectly captured using the original weighing coefficients. Optimizing
all coefficient using a data base including more measurements at 900rpm (and a
variation in other engine settings) is necessary to improve the overall prediction
for the expansion stroke for the entire engine parameter space.
The drop in the simulated trace (around 412○CA) indicates the switch from flow
regime 6 to 7 (end of combustion). The switch between the two regimes affects
the used characteristic speed and hence the simulation.
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Figure 5.34: Evaluation of the correlation for the expansion stroke at 900rpm
5.4 Effect of the flame passage
It was checked if the instantaneous switch from the unburned to the burned gas
temperature is justifiable. Two assumptions were tested.
The first assumption is that we look at the TFG as a point sensor (infinitesimally
small). Since the flame has a certain thickness and speed, it takes a certain amount
of time for the flame front to pass over the TFG sensor. This time is calculated to
check if an instantaneous switch between the unburned and burned gas temperature
at the moment calculated previously is justified. This is in contrast with the
infinitesimally thin flame front used in the work of Bargende [67] and Heinle et
al. [68]. The laminar flame thickness and turbulent flame speed were used. The
unburned gas temperature at flame arrival is 780K and the in-cylinder pressure is
20bar. Using CHEM1D [76] software the laminar flame thickness and laminar
flame speed was calculated. The turbulent flame speed was calculated using the
turbulent flame speed correlation by Gu¨lder et al. [77], see Table 5.7. Next we
calculated how much degree crank angle it takes for the flame front to pass over
the TFG sensor. Thus, we divided the flame thickness with the turbulent flame
speed. This gives us 6µs. This results in a crank angle window of 0.03○CA with
an engine speed of 900rpm and a sample resolution of 0.5○CA. The results are
summarized in Table 5.7.
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Table 5.7: CHEM1D results for the laminar flame thickness and laminar flame speed and
the resulting crank angle window for the flame to pass over the TFG sensor, for
assumption 1
CH4−air(λ = 1)
laminar flame thickness (m) 3.13·10−5
turbulent flame speed (m/s) 5.61
delta ○CA 0.03
An instantaneous switch from the unburned to burned gas temperature trace at
the moment of flame arrival is therefore justified under this assumption since
the sampling resolution of the measured heat flux and pressure trace is 0.5○CA.
However we should take into account that the dimensions of the TFG sensor
are a couple of magnitudes greater than the flame thickness. This assumption
is therefore unlikely. However it would be valid in the case the TFG senses the
flame front (i.e. its resistance changes even from small contact with the hot flame)
even though only a small portion is into contact with it.
The second assumption is the one also used in Bargende [67] and Heinle et al. [68]
which is that of an infinitesimally thin flame front. However, here we will try to
incorporate the dimensions of the sensor itself. The longest dimension of the TFG
sensor is 2mm. In the worst case the flame front needs to travel along the length of
the sensor for the burned zone to fully cover the sensor. The accompanying crank
angle window is shown in Table 5.8.
Table 5.8: CHEM1D results for the laminar flame thickness and laminar flame speed and
the resulting crank angle window for the flame to pass over the TFG sensor, for
assumption 2
CH4−air(λ = 1)
size TFG sensor (m) 2·10−3
turbulent flame speed (m/s) 5.61
delta ○CA 1.96
Using these assumptions, an instantaneous switch from the unburned to the burned
gas temperature around flame arrival is not justified since it takes 1.96○CA for the
flame to pass over the TFG sensor. These assumptions are valid if the TFG sensor
needs to be fully covered to sense the gas temperature. In reality a sensor response
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can be expected well before the whole sensor is into contact with the burned zone.
Therefore, it was concluded that the instantaneous switch is acceptable.
To investigate the effect of the flame on the convective heat transfer (q trace) we
now take a look at the two-zone gas temperature (Figure 5.30) and convection
coefficient trace (Figure 5.31). The start of the steep rise in the heat flux
trace is mainly driven by the temperature difference seen by the TFG sensor,
since the convection coefficient momentarily drops. The drop in convection
coefficient can be attributed to a change in gas properties due to the increase in
gas temperature. Demuynck et al. [12] stated that the convection coefficient is
inversely proportional to the Prandtl number. The Prandtl number trace is plotted
in Figure 5.35. However, the effect of the gas temperature increase at flame arrival
has a limited effect on the Prandtl amplitude.
























Figure 5.35: Prandtl number for the two-zone temperature model for a crank angle
window around flame arrival
We can confirm the results from Demuynck et al. [12]. The drop in convection
coefficient is partially explained by the increase in the Prandtl number. After the
drop, the convection coefficient rises again. This can be partially attributed to
the increase in gas velocity after the flame front has passed and the lower Prandtl
number.
The Nusselt number decreases for a decreasing Reynolds number. The Reynolds
number trace for the two-zone model is calculated and shown in Figure 5.36.
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Figure 5.36: Reynolds number for the two-zone temperature model for a crank angle
window around flame arrival
This sudden drop is due to the influence of the gas properties on the Reynolds
number, which are influenced by the gas temperature. The sudden increase in
gas temperature increases the kinematic viscosity (ν) and therefore lowers the
Reynolds number. An important remark is that the influence of the local gas
velocity through the Reynolds number on the convection coefficient cannot be
analyzed due to the definition of the characteristic speed that is used, i.e. which is
constant.
To conclude, a local two-zone convection coefficient can be calculated using a
two-zone combustion model. This convection coefficient trace was used to analyze
the effect of the flame passage. It is shown that using a modelling approach
based on the Polhausen equation can be used to model the flame passage effect.
However, the influence of the local gas velocity through the Reynolds number on
the convection coefficient cannot be analyzed since a constant characteristic speed
was used. In future research extra physical parameters should be investigated to
analyze the effect of the flame passage.
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5.5 Closure
This chapter presented different heat transfer models from literature, classified
based on their modelling approach. Two existing global models (model of Annand
and Woschni) were evaluated on the production engine. These models were able
to predict the trend in peak heat flux for a variation of engine settings. However,
both models failed to predict the total amount of heat loss.
The improvements suggested by Demuynck were summarized and the
implementation of a two-zone combustion model was described in detail. The
correlation by Demuynck was first evaluated for motored measurements on the
production engine. The evaluation was split up in the compression and expansion
stroke of the engine cycle. The analysis of the compression part showed that
the correlation of Demuynck needed recalibration. Satisfying results for the
compression stroke were obtained after calibration. However, the peak heat flux
was not fully captured. Two adjustments of the characteristic speed were suggested
to include the effect of turbulence generation by the squish area. However, no
improvements were found. Other physical variables need to be investigated in
future research. As the in-cylinder flow in the production engine is not only
characterized by the squish turbulence generation but also by a tumble flow,
including a tumble speed might improve the modelling results. The simulation
during the expansion stroke was significantly improved. A measurement at a
higher engine speed on the research engine was used to evaluate the model of
Demuynck. The original calibration coefficients (and characteristic speed) were
able to capture the influence of the higher engine speed. It was shown that the
correlation used for the expansion stroke needed adjustments to capture the heat
flux.
Lastly, the effect of the flame passage using the local two-zone convection
coefficient trace was studied in detail. The local two-zone convection coefficient
is calculated using the measured heat flux trace and the local two-zone gas
temperature trace constructed using a two-zone gas temperature model. At
the moment of flame arrival the two-zone convection coefficient drops from
740W/m2K to 90W/m2K. Next, the Prandtl and Reynolds number were
calculated using the local two-zone gas temperature trace. It was checked if a
modelling approach based on the Polhausen equation could be used to capture the
drop in convection coefficient. It was shown that the effect of the flame passage




6.1 Conclusions of the current work
The problem statement showed that accurate in-cylinder heat transfer
measurements in a production engine are necessary to support new heat transfer
modelling developments. An accurate heat transfer model is required to improve
thermodynamic engine simulation codes. The use of simulation codes is a must, as
engine optimization is becoming more complex due to new engine technologies.
An accurate prediction of the heat loss is needed as this has an influence on the
three targeted parameters during engine optimization (power output, efficiency and
emissions). Models used in literature are inaccurate as these are based on outdated
measurements (40 years ago).
This doctoral work mainly focused on the development of the Thin Film Gauge
(TFG) measurement technique to allow accurate heat transfer measurements in a
production engine. Three research goals were defined and the results showed that
all these were achieved.
The first achievement was the calibration of the TFG sensor. The temperature
sensitivity and the thermal product value of the sensors were calibrated using
a static and dynamic calibration setup. The temperature range of the static
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calibration was improved using an oven and oil bath calibration up to 160○C. A
dynamic calibration setup, based on an electrical discharge, was developed and
built. The results showed that the thermal product value of the singly layer TFG
sensor differs significantly of the manufacturer’s value, demonstrating the need
for a thermal product calibration. The dynamic calibration of the thermal product
resulted in a measurement error of 4.5%. The thermal product calibration has been
neglected by many researchers.
Second, the design of the TFG sensor was examined in order to facilitate the
implementation in the combustion chamber of an engine. The design of the double
layer TFG sensor was investigated. Three different coating methods to deposit
an oxide layer as insulating layer onto a metal substrate were tested (sputter
deposition, dipcoating and anodizing). Different test samples were made and
analyzed. Several suggestions to improve the double layer design were formulated.
The combustion chamber of a production engine was instrumented. Several
surfaces of the combustion chamber, such as the cylinder head and inlet valve,
were instrumented using multiple single layer TFG sensors. This is necessary in
order to study the spatial variation in heat flux.
Finally, different heat flux measurements were performed. Motored and fired
measurements on a production engine were used to study the in-cylinder heat
transfer. The effect of engine speed and inlet pressure was investigated for motored
operation. It was shown that the convective heat transfer increases for an increase
in engine speed and inlet pressure, confirming the results found in literature. These
findings were supported by calculating the convection coefficient. Under fired
operation, the effect of ignition timing was analyzed. Different surfaces of the
combustion chamber were instrumented and the multiple heat flux traces were used
to study the spatial variation in heat flux for motored and fired operation. Under
motored operation no significant difference in the peak heat flux was noted for the
different instrumented zones. Under fired operation the effect of the propagating
flame front can clearly be identified. Differences in the peak heat flux between
sensors located in the same zone were likely caused by local differences in gas
velocities. Since the TFG sensors are small and have a high frequency response,
it was shown that instantaneous heat flux measurements can be used to identify
information about the flow pattern inside the combustion chamber.
The motored measurements on the production engine were used to evaluate a new
heat transfer model. For the compression stroke the model’s coefficient needed
to be recalibrated for this engine. The recalibrated model failed to capture the
effect of the engine settings on the peak heat flux. Two characteristic speeds were
suggested to further improve the simulations. However, these did not improve
the overall accuracy. The simulation of the expansion stroke was significantly
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improved by using the turbulent kinetic energy in the characteristic speed. Next,
the new heat transfer model was evaluated on the research engine at a higher engine
speed of 900rpm. The model was able to predict the heat transfer during the
compression stroke. However, the characteristic speed needed adjustments during
the expansion stroke.
6.2 Outlook for future work
This doctoral work showed significant steps in in-cylinder heat transfer research
and the results can be used as a stepping stone for future research.
The TFG sensor design can be improved by using an insulating (oxide layer)
coating using the formulated suggestions. The thermal properties of this coating
need to be calibrated using the Double Electrical Discharge (DED). A prototype
of this sensor can be built and tested in the research engine. Its robustness and
accuracy need to be tested. Next, the new double layer TFG design can be used to
instrument different combustion chamber surfaces of a production engine.
The TFG sensor was originally designed for measurements in gas turbines but can
also be used for high frequency response measurements in other applications such
as compressors and heat exchangers.
The motored measurements on the production engine need to be used to further
improve the prediction of the heat flux around TDC. The prediction during the
compression and expansion stroke was satisfactory. Other characteristic lengths
and/or speeds should be considered and compared. Information from a CFD
analysis might be necessary to identify an adequate characteristic length and/or
speed to capture all effects.
The fired measurement on the CFR engine at a higher engine speed (900rpm)
showed that the correlation of Demuynck was able to correctly capture the higher
engine speed during compression. However, the correlation used to simulate the
heat transfer in the expansion stroke (after flame arrival) needs tuning. More
measurements at higher engine speed are needed to optimize the correlation’s
coefficients to improve the simulation.
The fired measurements database on the production engine needs to be expanded.
The available measurements are limited due to failure of the cylinder head sealing.
These new measurements need to be used to evaluate the correlation of Demuynck
and suggest improvements as was done for the motored measurements. The
characteristic length and speed should be investigated further.
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The existing heat flux database can be used to support CFD modelling. The heat
transfer measurements can serve as an extra boundary condition. It was possible
to extract information about the flow pattern inside the combustion chamber using
multiple heat flux measurements. This information can be useful when validating
CFD.
Measurements on alternative fuels on the production engine are necessary to verify
the fuel independence of the new heat transfer model. Other engines should be
instrumented as well to be able to evaluate the heat transfer model more for a
wider operating range and investigate the influence of other engine settings (e.g.
turbocharging).
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Based on surface temperature measurement performed using Thin Film Gauges,
this surface temperature can be transformed into the surface heat flux into the
substrate. In this Appendix the Finite Impulse Response method (FIR) developed
by Oldfield [26] will be discussed in detail. This method is based on solving the
one-dimensional heat flux equation (A.1).
∂T
∂ t
= α ∂ 2T
∂x2
(A.1)
In the FIR method, the TFG sensor is considered to behave as a Linear Time
Invariant (LTI) system in which the input of surface temperature results in a
response of surface heat flux. The impulse response method determines the
impulse response of the LTI system, based on a pair of non-singular, discrete
analytic solutions q1[n] and T1[n] of the system, called the base functions.
q1[n] = h[n]∗T1[n] (A.2)
Based on this convolution, the impulse response can be determined by taking the




The convolution of the impulse response and the impulse function result in the
impulse response, resulting in equation (A.4), in which ∆(z) is the Z-transform of
the impulse function. h[n] can be determined by performing a discrete convolution.
H(z) =H(z)δ(z) = Q1(z)
T1(z) ∆(z) (A.4)
This method can be applied for thin film gauge heat flux sensor if the
base functions q1[n] and T1[n] are known. These are determined using a
one-dimensional model of the sensor, provided by Oldfield [26].
Figure A.1: Model of the single layer TFG sensor [26]
A.1 Single layer TFG sensor
The single layer TFG is modeled as if the substrate is semi-infinite, this is
illustrated in figure A.1. The heat equation is adjusted for the transient component
of the temperature θ(x,t) = T(x,t) − Tss(x) and describes the temperature
distribution in the sensor substrate. Tss(x) is the steady state temperature at a
certain depth of the substrate.
∂θ
∂ t
= α ∂ 2θ
∂x2
(A.5)
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By taking the Laplace transform of both the heat equation (A.5) and the boundary
conditions (A.6) the partial differential equation is transformed into an ordinary
differential equation with Laplace variable s. In the following equations, L is the





















Implementing the second boundary condition leads to B(s) = 0. Applying the first
boundary layer, consequently gives:
L{q} =√ρck√sΘ(0,s) =√ρck√sL{θs} (A.10)
In this equation Θ(0,s) is the Laplace transformation of the transient part of the
surface temperature θs.
If at t = 0, a step in heat flux is applied to the surface, L{qstep} becomes 1/s in the
Laplace domain. Consequently, the Laplace transformation of the transient part of












Ultimately this leads to the pair of non-singular analytical solutions to determine
the impulse response h[n].
qstep(t) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 t ≤ 0







A.2 Double layer TFG sensor
This sensor is modeled according to the semi-infinite assumption where an
insulating layer lies in between, see Figure A.2.
The same technique of the single layer TFG sensor is applied. Equation A.5 is
now considered for the two layers. The boundary conditions are:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−k1 dθ1dx ∣x=0 = q−k1 dθ1dx ∣x=a = −k2 dθ2dx ∣x=a−k2 dθ2dx ∣x=∞ = 0
θ1(a,t) = θ2(a,t)
(A.15)
In the Laplace domain:
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Two layer substrate heat transfer gauges 
 
[h,shift] = desT2q2limp1(fs,np,rrck1,rrck2,ak1,test) 
Designs (des) a filter to convert surface temperature T to heat transfer rate q (T2q) for a 
two-layer substrate (2l) and gives impulse response (imp) h. 
 
Use  q = fftfilt(h,T) to convert measured T to q. 
 
[h,shift] = desq2T2limp1(fs,np,rrck1,rrck2,ak1,test) 
Designs (des) a filter to convert heat transfer rate q to surface temperature T (q2T) for a 
two-layer substrate (2l) and gives impulse response (imp) h. 
 
Use  T = fftfilt(h,q) to convert measured q to T. 
 
The basis functions are those for a step in q1(t).  In Laplace transformed form, the solution of 
the heat conduction equations for two layer substrate (Doorly and Oldfield,1987) gives 
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Figure 2  Two layer heat transfer gauge 
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• α1= k1ρ1c1 : The thermal diffusivity of the top layer
As with the single layer TFG sensor a step in heat flux is applied at the surface of
the sensor, transforming Equation A.16 into Equation A.17:
L{θs,stap} = 1√
k1ρ1c1
s− 32 [1+Aexp(−2a√ sα1 )][1−Aexp(−2a√ sα1 )] (A.17)
After decomposition into a power series an taking the inverse Laplace
transformation, the obtained set of functions for the double layer TFG sensor are:
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qstap(t) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 t < 0


























• a: thickness of the top layer
• erfc the complimentary error-function: erfc(z) = 1−er f (z) = 2√pi ∞∫z e−t2dt
The steady state heat flux component can be determined by measuring the gas
temperature and assuming the surface heat flux to be zero when the surface
temperature and gas temperature are equal.
B
Error analysis
In this appendix the error analysis is elaborated. The absolute error AEx and
relative error REx will be given for the measured or calculated quantity x. The
errors of measured quantities can be found in the sensor data sheets and the error
on calculated quantities is determined using error analysis rules.
B.1 Measured quantities
B.1.1 Ambient conditions
The ambient conditions are measured with an ATAL TRP232-102D sensor. The
absolute error on the ambient temperature, pressure and relative humidity is given
in table B.1.
B.1.2 Engine speed
The engine speed n is determined according to the pulse signal of the crank angle
encoder. The absolute error is given in table B.2.
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The intake pressure is measured by a piezoresistive Kistler type 4075A10,
combined with an amplifier type 4678A0. The in-cylinder pressure is measured
with a piezoelectric Kistler type 611 8A FD13 in combination with a type 5011
amplifier. The corresponding errors are given in table B.3.
Table B.3: Error on pressure measurements.
Variable AEx REx Unit
Inlet Pressure 0.03 - bar
In-cylinder Pressure - 2.9 %
B.1.4 Thermocouple temperatures
The error on the temperature measured with a thermocouple is the error on the
thermocouple module, this is shown in table B.4.




B.1.5 Air flow rate
The air flow rate is measured by a Bronkhorst Model F-106BZ-HD-01-V MAF
sensor.




The λ sensor used is a Bosch LSU 4.2 sensor, the corresponding error is given in
table B.6.





To determine the error on a calculated value, an error analysis is performed based
on the merit of Taylor. When an analytical expression exists of the function





AEa)2+(∂ f∂b AEb)2+(∂ f∂c AEc)2 (B.1)
The relative error is defined as the ratio of the absolute error to the actual value.
RE f = AE ff (B.2)
B.2.1 Cylinder mass
The mass contained in the combustion chamber during the closed part of the cycle
is determined by both the MAF and lambda sensor. First production engine, the
air flow is converted from Nm3/h to kg/h. For the production engine the MAF
sensor is installed upstream of the intake manifold, thus the flow is divided into the
different inlet ports for each cylinder, therefore the error value has to be divided
by 4 according to equation (B.3).
AEm˙air = AEMAF 14 (B.3)
Now the absolute error of the contained air mass can be calculated according to
equation (B.5).








The enclosed fuel mass an be determined by the λ -value and the stoichiometric air
to fuel ratio, according to equation (B.7).
m f uel = mairλ a f rstoich (B.6)
AEm f uel =
¿ÁÁÀ( AEmair
λ a f rstoich
)2+( mairAEλ
λ 2 a f rstoich
)2 (B.7)
For the production engine there is internal exhaust gas recirculation determined by
a correlation given by Fox et al. [78]. This correlation is given in equation (B.8).
This equation, the corresponding assumptions and its influences are discussed in
a more detailed way in Appendix F. As there is no valve overlap in the research
engine there is no internal gas recirculation.
xr = 1.266· OFN · ( PiPe )−0.87 ·√∣Pe−Pi∣+0.632·Φrc · ( PiPe )−0.74 (B.8)
Keep in mind that Φ, the fuel-air equivalence ratio is equal to 1λ , this is used to
calculate the absolute error on the estimation of the mass fraction of exhaust gas









It should be noted that for the estimation of xr using equation (B.8), the exhaust
pressure was estimated as it was not measured. Consequently, the absolute error on
the exhaust pressure can not be given. Therefore the error on the exhaust error is
assumed to be zero, a sensitivity analysis on the influence of this exhaust pressure
is given in Appendix F. In the following equations, the partial derivative to Pe
is still given for completeness and as a reference for future work. The partial














































·P−1e · ( PiPe )−0.74
(B.13)
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Using the mass fraction of internal EGR, the trapped cylinder mass can be
calculated using the following equation.
mmix = mair +m f uel1−xr (B.14)




1−xr ·AEmair)2+( 11−xr ·AEm f uel)2+(mair +m f uel(1−xr)2 ·AExr)
2
(B.15)















The absolute error on the air-to-fuel ratio is directly deduced from the measured λ
sensor, according to the following equation (B.18).
AEa f r = AEλ a f rstoich (B.18)
B.2.3 Specific gas constant
The specific gas constant of the mixture is a function of the specific gas constant
of both air and fuel, combined with the air-to-fuel ratio. The corresponding error
can be calculated from equation (B.20).
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Rmix = xair ·Rair +x f uel ·R f uel +xr ·Rexh (B.19)
AERmix =√(Rair ·AExair)2+(R f uel ·AEx f uel)2+(Rexh ·AExr)2 (B.20)
The ideal gas constant of the exhaust gas used in this equation was determined
using an estimation of the exhaust gas composition. This composition was given
in mass fraction as 70% N2, 20% CO2 and 10% H2O. The influence of the
trace elements NOx, CO,... is neglected due to their small contribution in the gas
properties of the exhaust gas.
B.2.4 Gas temperature
The gas temperature is determined by using the ideal gas law. This is only
done for the closed part of the engine cycle. The volume changes due to the
piston movement. The mass and the specific gas constant of the mixture were
elaborated in previous sections. Also the in-cylinder pressure was applied, which is
a measured quantity. The corresponding error expression can be found in equation
(B.22).









B.2.5 Analysis TFG signals
Temperature coefficient of resistance
The TFG sensors were calibrated in a waterbath as explained in Appendix C.
The calibration was performed in the region where the temperature and resistance
behave linearly. The result is that the temperature can be written as a linear
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function of resistance, with coefficients a and b, the resistance at ambient
temperature.
R = aT +b (B.23)
The least square method was used to calculate these coefficients. The absolute
error on these coefficients results from the following equations, with N the number
of data points.





∆ and AER are calculated as:
∆ =N∑x2+(∑x)2 (B.26)
AER =√ 1N −2∑(R j −b−aTj)2 (B.27)
Eventually, the temperature coefficient of resistance and its absolute error result
from:








The wall temperature is based on both the DC and AC signal from the HTA-3
amplifier. It has been determined that for a worst case scenario, the maximum


























For the AC voltage signal, VAC is the output signal of the HTA-3 amplifier, which
explains the appearance of GAC in the denominator of equation (B.32).











The total error on the wall temperature then follows from:
AETw =√AE2TDC +AE2TAC (B.34)
Heat flux
Transient Component The transient component of the heat flux has been
calculated with the 1T FIR method. qtrans is calculated in Matlab using the
fftfilt-command.
qtrans = f f t f ilt(h,Tw) (B.35)
Consequently the heat flux depends on the impulse response h and the surface
temperature Tw. As there is no apparent function connecting those variables and
the resulting heat flux, a grounded prediction on the error on the calculated heat
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flux can be formulated by performing a sensitivity analysis. The absolute error on





As the impulse response is only depending on the thermal properties of the sensor,




AETw)2+(∂qtrans∂T P AET P)2 (B.37)
Since the partial derivatives in equation (B.37) cannot be determined analytically,







Steady state component The steady state component can be determined by
assuming the total heat flux is zero when Tg = Tw, consequently the absolute error
on the steady state heat flux is equal to the transient heat flux at that instant.
AEqss = AEqtrans(Tg = Tw) (B.40)
Total Heat flux Finally the total heat flux is calculated by adding the transient
and steady state heat flux
qtot = qss+qtrans (B.41)
Consequently, the corresponding absolute error corresponding is:
AEqtot =√AE2qtrans +AE2qss (B.42)
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Convection coefficient
The convection coefficient is calculated as
h = q
Tg−Tw (B.43)
In which the error on the temperature difference ∆T between the gas and wall
temperature can be written as:
AE∆T =√AE2Tg +AE2Tw (B.44)







B.2.6 Error on calculated quantities
The error on the calculated quantities is summarised in table B.7 and table B.8 for
both the motored and fired measurements. These errors have been determined at
the center point of the data set and for TFG 4 at inlet valve 4 and the squish region.
For motored measurements, this means an engine speed of 1900 rpm and an inlet
pressure of 650 hPa. For the fired set, this corresponds to an engine speed of 1900
rpm, inlet pressure of 650 hPa, stoichiometric mixture and an ignition timing of
22° BTDC. The relative error on the gas constant of the mixture is zero for motored
operation as the gas in the cylinder is pure air.
It can be seen that the surface heat flux determined by the squish region TFG’s is
far more accurate than those on the inlet valve, this can be attributed to the superior
calibration process used for these sensors. For these sensors, an automated
calibration process was executed at the University of Oxford. The valve sensors
however, were calibrated by hand in the laboratory by the authors.
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B.3 Error analysis on the DED setup
To calculate the error on the thermal product, a detailed analysis was made. To
determine the error on the TP, we need to determine the error on the out of balance
voltage. This voltage is given by:
V0 = VB4 ( ∆RR+ ∆R2 ) (B.46)
Where V0 represents the out of balance voltage, VB the bridge supply voltage which
is generated by the data acquisition which has an absolute error of 2µV. R1,R2,R3
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and R4 are the resistors of the bridge. R2 is the TFG sensor and functions as the
independent variable in this case. Two resistors have a fixed value and a third is the
potentiometer, which is used to balance the bridge. These resistors have a relative
error of 1%, this is ignored in the error analysis. The bridge can be balanced
accurately up to 100µV. Therefore the absolute error of the out of balance voltage
is 100µV.










Where bair and bglyc are the slopes of the regression curves of the linearised out of
balance voltages. The error on these slopes can be written as the standard error,




¿ÁÁÀ 1N−2∑Ni=1(Vi−Vˆi)2∑Ni=1(xi− x¯)2 (B.49)
The absolute error on TP can be written as:
AE f =¿ÁÁÀ( ∂T P∂bair AEbair)2+( ∂T P∂bglyc AEbglyc)2+( ∂T P∂T Pglyc AET Pglyc)2 (B.50)
AE f =¿ÁÁÁÀ(−T Pglycbglycbair −bglyc AEbair)2+( T Pglycbairbair −bglyc AEbglyc)2+( 1bairbglyc −1AET Pglyc)2
(B.51)
Each successful regression will have a correlation coefficient that is 99% or higher.
Therefore, the error on the slopes of the regression are very low. The relative error
of glycerin is 4% [33]. The average relative error on TP is 4.5%.
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B.3.1 Error analysis: single electrical discharge










We assume the error is on the calculated TP is due to the error on the measured
surface (A), the temperature sensitivity (α0) and the slope of the linear regression
(bair = ∆V /√t). The error on TP is calculated using:
AE f =√(∂T P∂A AEA)2+(∂T P∂α0 AEα0)2+( ∂T P∂bair AEbair)2 (B.53)
The maximum error on TP using a single electrical discharge is 0.056J/cm2Ks1/2.
The error introduced to non-uniform heating of the film was not included as this
error could not be characterized. This non-uniform heating of the film can cause





The TFG heat flux sensor can be held at any uniform temperature between room
temperature and 80○C by hanging the valve in the water bath. The water bath
temperature is held constant by a PID-controller. The calibration temperature is
checked using a PT-100 sensor and an analogue thermometer.
In order to determine the temperature coefficient of resistance α0 of the
thin film gauges, the resistance is measured at different water bath temperatures.
First, the sensor is held at atmospheric temperature, consequently the water
bath temperature is increased by 10○C and when a uniform temperature field
has settled, the resistance is measured again. This procedure is repeated until a
temperature of 80○C is reached, from then on the temperature will be lowered in
discrete steps of 10○C. The maximum temperature at which measurements are
performed is limited to 80○C in order to prevent the disruption of the uniform
temperature field by local boiling. The measured resistances are used to perform
the method of least squares to form a regression in which the resistance is given
as a function of temperature.
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R = a ·T +b (C.1)
Using this relation, the temperature coefficient of resistance α0 of the thin film
gauges can be determined.
α0 = ab+a ·T0 (C.2)
This procedure is performed for the inlet valves made at the University of Oxford.
The thin film gauges in the end-gas and squish zone were calibrated with an
automated water bath test set-up at the University of Oxford.
C.2 Test results
The calibration results of the thin film gauges on the inlet valves and the cylinder
head used will be given, both in tabular and graphical format.
Inlet valve, design 1 This is the inlet valve used in the first measurement sets
of this research. These were only used for motored operation as they were not
capable of resisting the high temperatures under fired operation. The soldering of
the thin film gauges to the gold leads, melted under these high temperatures. The
test results are plotted in figure C.1 together with their linear fits using the least
squares linear regression method. The characteristics of this fit are given in table
C.1 for each sensor on the valve.
Inlet valve, design 2 This is the inlet valve used for the motored and fired test
towards the end of this research. These thin film gauges are soldered at the back
of the valve to shield it from the high temperatures under fired operation. The test
results are visualized in figure C.2 and given in table C.2 .
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Figure C.1: Static calibration test results from the TFG sensors on inlet valve, design 1
Table C.1: Static calibration coefficients (inlet valve, design 1) for T0 =20○C
Sensor a [ Ω
K
] b [Ω] α0 [ mΩ
K
] R0 [Ω]
TFG 1 0.0878±0.0007 34.53±0.04 2.42±0.02 34.28±0.04
TFG 2 0.1046±0.0012 49.58±0.06 2.02±0.02 51.67±0.07
TFG 3 0.0834±0.0010 33.88±0.05 2.35±0.03 35.55±0.05
TFG 4 0.0682±0.0010 28.64±0.05 2.27±0.03 30.00±0.05
TFG 5 0.0545±0.0008 23.18±0.04 2.24±0.03 24.27±0.04
TFG 6 0.0765±0.0008 31.23±0.04 2.33±0.02 32.76±0.04
TFG 7 0.0762±0.0008 29.90±0.04 2.43±0.02 31.42±0.04
Table C.2: Static calibration coefficients (inlet valve, design 2) for T0 =0○C
Sensor a [ Ω
K
] b [Ω] α0 [ mΩ
K
] R0 [Ω]
TFG 1 0.0866±0.00013 34.96±0.06 2.48±0.04 34.96±0.06
TFG 2 0.0698±0.0011 30.25±0.05 2.31±0.04 30.25±0.05
TFG 3 0.0888±0.0009 36.01±0.04 2.47±0.03 36.01±0.04
TFG 4 0.0814±0.0008 34.70±0.04 2.35±0.02 34.70±0.04
TFG 5 0.0774±0.0008 32.82±0.04 2.36±0.02 32.82±0.04
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Figure C.2: Static calibration test results from the TFG sensors on inlet valve, design 2
Squish region The static calibration of the thin film gauges in the squish region
was performed at the University of Oxford. The results are visualised in figure C.3
and are given in table C.3.
Table C.3: Static calibration coefficients from the squish zone for T0 =0○C
Sensor a [ Ω
K
] b [Ω] α0 [ mΩ
K
] R0 [Ω]
TFG 1 0.2143±0.0009 79.855±0.036 2.684±0.011 79.855±0.036
TFG 2 0.0873±0.0001 34.219±0.005 2.552±0.004 79.855±0.036
TFG 3 0.0561±0.0002 22.449±0.008 2.497±0.009 22.449±0.008
TFG 4 0.0561±0.0001 22.554±0.004 2.488±0.004 22.554±0.004
TFG 5 0.0533±0.0001 22.386±0.006 2.382±0.006 22.386±0.006
End gas region These thin film gauges were calibrated at the University of
Oxford as well. The results can be seen in figure C.4 and table C.4. It can be
seen that the performed calibration procedure is more accurate than the water bath
calibration set-up in Gent.
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Figure C.3: Static calibration test results from the TFG sensors on squish insert
Table C.4: Static calibration coefficients from the end gas region for T0 =0○C
Sensor a [ Ω
K
] b [Ω] α0 [ mΩ
K
] R0 [Ω]
TFG 1 0.0551±0.0001 24.042±0.004 2.291±0.004 24.042±0.004
TFG 2 0.1349±0.0002 54.677±0.007 2.467±0.003 54.677±0.007
TFG 3 0.1575±0.0003 65.531±0.012 2.403±0.004 65.531±0.012
TFG 4 0.0591±0.0001 22.092±0.003 2.675±0.003 22.092±0.003
TFG 5 0.0986±0.0002 42.203±0.007 2.336±0.004 42.203±0.007
Piston gauges These thin film gauges were calibrated at Transport Technology
lab. The results can be seen in table C.5.
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Figure C.4: Static calibration test results from the TFG sensors on end gas insert
Table C.5: Static calibration coefficients from the piston TFGs for T0 =0○C
Sensor a [ Ω
K
] b [Ω] α0 [ mΩ
K
] R0 [Ω]
TFG 1 0.0565±0.0005 28.86±0.03 1.958±0.002 28.86±0.03
TFG 2 0.0243±0.0006 9.27±0.03 2.624±0.006 9.27±0.03
TFG 3 0.0412±0.0004 15.80±0.02 2.608±0.003 15.80±0.02
TFG 4 0.0346±0.0005 14.07±0.02 2.459±0.003 14.07±0.02
TFG 5 0.0547±0.0004 21.62±0.02 2.531±0.002 21.62±0.02
TFG 6 0.055±0.001 23.25±0.06 2.364±0.005 23.25±0.06
TFG 7 0.0508±0.0006 19.94±0.03 2.548±0.003 19.94±0.03
TFG 8 0.0247±0.0005 10.31±0.03 2.392±0.005 10.31±0.03





















This appendix describes the data reduction that was conducted in this work in
detail. This was often not the case in the literature, which makes it more difficult
to interpret those results. Many publications especially lack a description of the
determination of the amount of residuals that are trapped in the cylinder.
The bulk gas temperature and wall temperature has to be known to be able to
calculate a heat transfer coefficient with equation 5.1. The wall temperature is
the one measured with the TFG sensor. The combustion gases are assumed to
behave like ideal gases. Therefore, the bulk gas temperature is calculated with the
following equation of state:
Tg = p ·Vcm ·R (E.1)
The bulk gas temperature is necessary to provide one-zone convection coefficient.
The variables used in equation E.1 are given below.
• The in-cylinder pressure (p) is measured and the volume (Vc) can be
calculated out of the crank position.
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• The in-cylinder mass (m) is only determined during the closed part of the
combustion cycle, being the sum of the measured incoming mass (air and
fuel) and the residuals (and internal gas recirculation).
• The specific gas constant (R) at IVC can be calculated out of the mass
average of the specific gas constants of the air, the fuel and the residual
gases. This value is used until the beginning of the combustion. At the
end of the combustion, R is equal to that of the combustion products.
The mixture composition of the reaction products is determined out of the
reaction equations, assuming chemical equilibrium and taking into account
dissociation according to the methods described by Heywood [29]. During
combustion, the specific gas constant is calculated with a linear interpolation
between the value before and after combustion. The instant where the
combustion begins and ends is determined with a basic rate of heat release
analysis (γ = 1.35) described by Heywood [29].
The thermal conductivity, kinematic viscosity and Prandtl number of the gas
mixture have to be calculated at each instant. The heat capacity and the dynamic
viscosity are calculated on top of the thermal conductivity to determine the Prandtl
number. These variables are all calculated as a function of the gas temperature
in the same way as the specific gas constant (three zones: between IVC and
beginning of the combustion, during the combustion and during the expansion
period), using the mixing rules described in [74]. These mixing rules rely on the
gas properties of the pure components, which were determined as a function of the
gas temperature with polynomials from the DIPPR database [73]. The kinematic
viscosity is used in the model of Annand, see chapter 5 and in the other models
based on the Polhausen equation (see equation 5.7).
Woschni has converted the equation of the Reynolds analogy so that it is only
a function of pressure and temperature (besides the characteristic length and
velocity). Consequently, it needs less data input. Both the measured cylinder
pressure for the fired and motored case have to be filled in, so measurements
under motored operation for the same compression ratio and throttle position
were conducted. IVC is taken as the reference state in the calculation of the
characteristic velocity (see equation 5.11).
E.1 Three Pressure Analysis
In section 5.4 the research engine is used to perform heat transfer measurements
to investigate the effect of the flame passage. The pressure measurements are
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used in Three Pressure Analysis (TPA) in GT-power to determine the unburned
an burned gas temperature. The TPA matches the measured in-cylinder pressure
to determine the burn rate profile and also performs an energy balance over the
entire engine cycle. The heat transfer model used in GT-POWER is based on the
model of Morel et al. [66] for spark ignition engines. The unburned an burned
gas temperature trace is necessary to provide the two-zone convection coefficient.
Such a TPA analysis uses a model of the cylinder which includes the valves and
ports as shown in Fig. E.1. The part in the blue dotted box is to make sure that
the average temperature in the intake is that measured by the thermocouple in the
intake manifold. The part in the red box is standard and it increases the friction
coefficient to a very high number during the closed part of the cycle to avoid
the generation of unwanted pressure oscillations between the boundaries and the
valves in this part of the engine cycle. The components and their settings are
summarised in Table E.1.
 
Figure E.1: A print screen of the TPA model which is used to calculate the gas temperature
of the unburned and burned zone under fired operation
Figure E.2 shows the comparison the measured in-cylinder pressure and simulated
pressure for the measurement shown in section 5.4.
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adjusted to average measured heat
flux
flow model Morel et al. [66]
engine geometry Table 2.2
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In order to accurately determine the gas temperature, a correct determination of
the cylinder charge is necessary. The cylinder charge consists of three main
components, the air introduced by the inlet manifold, the fuel injected by the
port fuel injection system and the exhaust gases remaining in the cylinder upon
exhaust valve closing due to internal exhaust gas recirculation. The air flow is
accurately measured using a Bronkhorst MAF sensor. The amount of fuel injected
can be determined in two ways, for short measurements, the amount of fuel is
determined using the exhaust lambda measurements. For longer measurement
periods it is possible to gravimetrically determine the fuel mass by measuring the
fuel consumption of the engine. The amount of internal EGR cannot be determined
with the sensor equipment available, therefore a good estimate of the mass fraction
of internal EGR, xr, is necessary.
A correlation, equation (F.1), has been presented by Fox et al. [78] in which the
amount of internal EGR is determined for a single cylinder, 2-valve spark ignition
engine. As this is a correlation based on a 2-valve spark ignition engine, caution
has be taken in quantitative interpretation of the results. However, qualitative
trends should be realistic.
xr = 1.266· OFN · ( PiPe )−0.87 ·√∣Pe−Pi∣+0.632·Φrc · ( PiPe )−0.74 (F.1)
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From equation (F.1) it is clear that the amount of internal gas recirculation depends
on six parameters. The determination of these parameters is explained in detail in
the following paragraphs.
Overlap Factor OF The overlap factor is used to characterise the flow passage
which occurs during the valve overlap between inlet valve opening and exhaust




In this equation the the subscripts i and e refer to the inlet and exhaust valve
respectively. Dx refers to the inner seat valve diameter of the corresponding valve,
Vd is the displacement volume of the cylinder and Ax refers to the area under the
valve-lift curves and are defined by the following equations.
Ai = ∫ IV=EV
IVO
Lidθ (F.3)
Ae = ∫ EVC
IV=EV Ledθ (F.4)
It should be noted that for the 4-valve cylinder used in this research, the nominator
of equation (F.2) is doubled as there are four valves in the cylinder. The inner seat
valve diameters were estimated based on information found on the outer diameter
of the valves. For the inlet and exhaust valve, these diameters were 23 and 19
mm respectively. The displaced volume was 449cm3 and the areas Ai and Ae were
calculated to be 0.01716 and 0.02017○m respectively, this was based on the data
shown in figure F.1. This resulted in an Overlap Factor of 3.465.
As the value of the overlap factor is based on an assumption of the inner valve
seat diameters, a sensitivity analysis was performed to study the influence of the
overlap factor on the resulting mass fraction of internal EGR. These results are
given in figure F.2. It can be seen that the influence of a wrong overlap factor is
rather large, so for an accurate determination of the amount of internal EGR, this
overlap factor should be determined accurately. As mentioned before, the inner
seat valve diameters were estimated. Consequently, for an accurate determination
of the amount of EGR, these diameters should be checked when the cylinder
head of the engine is dismounted for an overhaul in the future. In the authors’
research, the introduced error is not that important as the results are mainly used
for qualitative comparison and is constant throughout the measurement sets.
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Figure F.1: Cam profile of the production engine
Exhaust Pressure Pe As there is no exhaust pressure measurement available, an
estimation of the exhaust pressure is used in the correlation. This estimation was
based on older measurements with the Volvo Flex Fuel and is estimated to be 1.01
bar, for all engine settings. As this is incorrect, the installation of a pressure sensor
in the exhaust manifold should be performed for further research. A sensitivity
analysis has been performed on the effect of the exhaust pressure, the results are
given in figure F.3. From this figure, it is clear that an error in the estimated
exhaust pressure has a greater influence than an error on the Overlap Factor. This
result indicates the importance of an exhaust pressure measurement. In the last
measurement set of this research an exhaust sensor was installed in which for fired
operation there was an exhaust pressure measured of 1.10 bar. This shows that an
estimation of 1.01bar was a adequate estimate.
Inlet Pressure Pi The inlet pressure is measured by a pressure sensor in the inlet
manifold. The value used is the mean inlet pressure during the engine cycle. This
value is directly influenced for every point of the measurement set and thus has an
influence over the measurement set.
Engine Speed N The engine speed used in the correlation is given in revolutions
per second, rps, instead of the conventional use of revolutions per minute. This
value differs for every measurement point as well and is thus gravely important.
176 APPENDIX F
Figure F.2: Sensitivity analysis of the overlap factor
Fuel-air equivalence ratio Φ The fuel-air equivalence ratio is the inverse of
the measured λ -value. It should be noted that for motored operation, the fuel-air
equivalence ratio is 0, consequently the second term of the correlation is omitted.
Compression ratio rc The compression ratio of the Volvo Flex Fuel is 10.3:1
and is a fixed parameter of the engine.
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Figure F.3: Sensitivity analysis of exhaust pressure
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