Traditional queueing networks are still one of the most popular techniques for performance analysis of computer systems, because they combine efficient analysis with accurate performance predictions. However, they have some important limitations when applied to parallel and distributed systems. One of them is that solutions for simultaneous resource possession, which occurs in many parallel computing applications, are hard to find. In this paper we identify classes of scheduling disciplines for simultaneous resource possession, and derive an approximate analytical solution for one of them. We compare the scheduling disciplines with respect to their performance, and validate the accuracy of the approximation.
Introduction
On account of their conceptual simplicity and efficient analytical solutions, (separable) queueing models remain among the most popular techniques for performance analysis of computer and communication systems. However, queueing models have their limitations: due to their limited expressiveness, some important properties of systems cannot be studied.
One of the areas in which the limitations of queueing models are particularly apparent is performance evaluation of parallel and distributed computing systems. One of the problems to solve is how to study the combination of condition synchronisations and mutual exclusion. Another important problem, that has turned out to be particularly hard to solve, is simultaneous resource possession (SRP). In parallel processing, there can be several sources of SRP: several hardware resources that are needed simultaneously, two critical program sections that are entered simultaneously, or a combination of both.
In order to make queueing analysis also available for these types of applications, we are interested to find (approximate) solutions for queueing models with SRP. We propose practical solutions to extend the applicability of queueing analysis to some typical SRP patterns. For more complex situations, we will have to resort to other, less efficient, modelling and analysis techniques (e.g. stochastic Petri nets) or to quantitative simulation. 
Related work

Example model
In this section we introduce a simple example that we use as an illustration throughout this paper. Consider a distributed-memory (DM) computer architecture with three processing nodes, as shown in Figure 1 . The central node, P 0 , is interconnected to node P 1 by a bidirectional interconnection link L A and to node P 2 by link L B .
We assume that all communications are circuit-switched : before a message is sent between two nodes, a connection is established in which the communication links on the path between the source and the destination node are claimed. The links in the circuit are not released until the message has been completely transmitted. Messages from P 1 to P 2 or vice versa can be transmitted directly by establishing a connection using both of the links L A and L B simultaneously; the central node P 0 is not involved. In this example, we will only consider the communication links as shared resources. We distinguish three classes of traffic: (1) messages from P 0 to P 1 or from P 1 to P 0 (needing L A ); (2) messages from P 0 to P 2 or from P 2 to P 0 (needing L B ); (3) messages from P 1 to P 2 or from P 2 to P 1 (needing L A and L B ). In the case We assume that messages for the three traffic classes are generated at a rate of λ 1 , λ 2 and λ 3 , respectively. Messages vary in length and transmission time (the transmission time depends on the message length, but is independent of the distance between the nodes), with a mean transmission time S = 1/µ. Figure 2 shows a queueing model of this system. For each link there is a server in the model, and there is one queue for each traffic class. The two servers connected to the middle queue are both needed simultaneously to serve class 3 customers. 
Scheduling disciplines
In SRP situations, resource scheduling is more complex than in the singleresource case. Pure first-come first-serve (FCFS) scheduling is generally no longer possible, because the first job in line for one resource might also need other resources that are not yet available. Therefore, before we consider solutions for the SRP problem, we need to identify possible scheduling disciplines, and choose one discipline for further study. First, we distinguish non-priority and priority disciplines. As a third class, we consider processor sharing. For each scheduling discipline, we give performance simulation results, with arrival rate λ for each of the three job classes in the example. We assume a service time of S = 1 time unit.
Non-priority scheduling
Non-priority scheduling disciplines for SRP provide the most straightforward generalisation of scheduling disciplines for single resource possession. The two main possibilities are by reservation, where a customer claims each of the needed resources as soon as they become available, and simultaneously, where the needed resources are claimed only when they are all available, as one atomic operation. The latter discipline is more efficient because, contrary to the former discipline, blocking is not possible here. Table 1 shows simulation results for these two scheduling disciplines using our example model from 
Priority scheduling
As the simulation results show, the scheduling disciplines described in the previous subsection favour customers needing only one resource, especially for high workloads. In this section, we consider the possibility to give some sort of priority to customers needing more resources, in order to obtain more balanced response times. We can distinguish non-preemptive and preemptive priority. In the latter case, when a class 3 customer arrives, it claims both resources immediately (unless other class 3 customers are receiving service), and possibly interrupts the service of the low-priority (class 1 and 2) customers. Table 2 presents simulation results for the priority disciplines. 
Processor sharing
In the single-resource possession case, processor sharing (PS) is a good approximation for a number of other scheduling disciplines. E.g., for a regular M/M/1 queue, the performance measures of PS scheduling are identical to those of FCFS. Although this will not be the case in the presence of SRP, PS might still offer a good approximation for other scheduling disciplines. First we generalise the PS discipline to a SRP situation. The principle of PS is that the server capacity is equally shared between jobs in the queue. In the single resource possession case this means that, for a queue with n jobs, the effective service rate for a job is µ/n Considering our example model, with a total of n 1 jobs in queue 1, n 2 jobs in queue 2 and n 3 jobs in queue 3, server 1 is shared by n 1 + n 3 customers and server 2 by n 2 + n 3 customers. We make the additional assumption that class 3 customers always require an equal capacity from both servers. As a consequence, the capacity that remains for the other two classes is also equal, because of our assumption of equal server capacities. We identify two ways to achieve this.
In the first method, which we will call "maximum processor sharing", the maximum of the number of jobs in the class 1 and 2 queues determines the
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departure rate µ 3 for class 3 jobs, which (with a service time of S) results in:
The remaining capacity is available for the class 1 and class 2 jobs:
In this method, class 1 and 2 jobs always get at least their share of the capacity, sometimes more (when there are more customers at the other resource): it can be considered as a kind of (weak) priority for these classes. In the second method, "minimum processor sharing", the minimum number of jobs in the class 1 and 2 queues determines the departure rate µ 3 . Again, the remaining capacity is available for class 1 and class 2 jobs:
and
When n 3 = 0, all the capacity goes to the other jobs, i.e., µ 1 = µ 2 = 1/S. In this discipline, class 3 jobs have some sort of (weak) priority. Table 3 shows the simulation results for the two types of processor sharing scheduling.
Analytical solutions
For the preemptive priority discipline, an exact closed-form solution can be derived for the example model, using an approach similar to 8 . However, this solution cannot easily be generalised to allow for the analysis of more complex systems with SRP. In the remainder of this section, we derive an approximate solution for the maximum processor sharing case.
Approximate solution for maximum processor sharing
The approximate solution that we present in this section assumes maximum processor sharing, and is applicable to any open queueing network in which each job class needs at most two resources. We first consider the solution for the example model of Figure 2 . The first approximation is that we assume that for the jobs that require only one resource (the class 1 and class 2 jobs in our example), the regular multiple-class M/M/1 expressions apply:
Next, we observe that the service rate of class 3 jobs depends on the number of class 3 jobs, and the maximum of the number of class 1 jobs and the
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number of class 2 jobs in the queue. Let us denote this maximum by N 1,2 . We now assume that R 3 ≈ (1 + N 1,2 + N 3 )S. Combining this with Little's law, N 3 = λ 3 R 3 , we can solve R 3 :
Now the only thing we still need is an estimate for N 1,2 . A lowerbound of N 1,2 can be derived when assuming that the number of jobs in queue 1 and queue 2 are independent, resulting following expression (we omit the derivation):
We get a better approximation for N 1,2 when compensating for the dependency. Experiments show that the following approximation gives good results: 
Generalised solution
The above result can be generalised to any model in which every job requires at most 2 resources. Consider a job of class a requiring resources Q and R, denoting the utilisation of class a jobs on the resources by ρ a . The total utilisation of other jobs using resource Q is denoted by ρ b , and of other jobs using resource R by ρ c ; these can be jobs using only one resource, but they can also belong to other classes needing two resources. ρ Q is the total utilisation of resource Q, i.e., ρ Q = ρ a + ρ b ; likewise, ρ R = ρ a + ρ c . In a similar way as for our original example model, we use an approximation for N bc , the expected value of the maximum of the number of non-class-a-customers:
This finally results in the following expression for the response time:
Also in the general case, we use the regular M/M/1 solution as an approximation for job classes that need only one resource. Table 4 compares our approximate solution to the simulation results from section 4.3. For this particular example, with a balanced workload, the approximation appears to be very accurate.
Validation
To validate the generalised solution, we consider an extension of the DM architecture from our original example with an extra node P 3 , as shown in Figure 3 . We assume that, unlike in the first example, the central node P 0 does not send or receive messages, so that all the communications require two links simultaneously. We again distinguish three traffic classes, with arrival rates λ 1 , λ 2 and λ 3 : (1) messages between P 1 and P 2 (using L A and L B ); (2) messages between P 2 and P 3 (using L B and L C ); (3) messages between P 1 and P 3 (using L A and L C ). Figure 4 shows the queueing model for this situation. 6.06 0.3 0.4 0.5 0.7 0.8 0.9 7.10 11.14 11.83 6.33 11.11 12.37
Conclusions and future work
In this paper we considered simultaneous resource possession in the context of open queueing models for parallel processing systems. We identified three classes of scheduling disciplines for SRP and presented simulation results of their performance. For the maximum processor sharing discipline, we derived an analytical approximation, applicable to any open queueing network in which each job requires at most two resources simultaneously. Comparison with simulation results shows that the approximation errors are small.
Many practical and challenging SRP problems remain to be investigated. Some research issues directly related to the problem considered in this paper are to find (approximate) solutions for other disciplines, in particular minimum processor sharing, and a generalisation of the maximum processor sharing solution to allow for jobs requiring more than two resources.
