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Abst ract - - In  1980-1984, v. K. Dzaydyk suggested and modified an iterative approximation 
method (IA-method) for numerical solution of the Cauchy problem: y~ = f(x,y),y(xo) = Yo 
(see [1-3]). In this paper, we will use the same technique of V. K. Dzaydyk to study the approxima- 
tion of the solution for the nonlinear Integro-differential equations on complex domain. At the end, 
the method was tested numerically by four different examples. 
Keywords--Interpolation polynomial, Approximation theory, Lebesgue constant, Integral equa- 
tions. 
1. INTRODUCTION 
One of the advantages of (IA-method) which is suggested by V. K. Dzaydyk [1] is its high 
accuracy. Therefore, Dazydyk's technique has had many useful applications to solve numerically 
many mathematical problems. 
In 1985, and by using Dzaydyk's technique, S. F. Karpenko [4] studied some nonlinear integral 
equations uch as those of Volterra, Yorison and Lapanov-Lichtenistein. Also, in 1986, Dzaydyk 
and Yu. I. Romaneko [5] studied Cauchy, Darbou and Goursat hyperbolic partial differential 
equations. In 1989, A. M. Basov [6] studied the boundary value problem of ODEs of the second 
order. 
In addition, V. K. Dzaydyk, A. M. Basov and M. M. Rizk in 1991 [7] gave a comparison 
between this method and the implicit methods of the Runge-Kutta type. They proved that this 
method is (n+ 1)-stage implicit Runge-Kutta type of order (n+ 1). Furthermore, by using counter 
examples, they showed that this method is better than the 4-stage implicit Butcher's method. 
Also, in 1991, Dzaydyk and Ya. F. Vasilenko studied stiff ordinary differential equations. 
In this paper, we use the same technique of Dzaydyk to study the approximation and con- 
vergence of the solution for the nonlinear Integro-Differential equations on a complex domain. 
Finally, we test this method by giving some counter examples. 
2. PREL IMINARIES  
Let [x0,x0 + h] be a segment in R, w0 c C be a fixed point, r > 1,H > 0 be two real numbers, 
and Cr, D be two regions in C defined as: 
Typeset by A h.~-'l~_~ 
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[x - (xo + h/2)] 2 y2 / 
E~ := C~(xo; h) = (~'Y) • R~: a~ + ~ < 1 , (2.1) 
) 
where a r = (h/4)(r + ( l /r)) ,  br = (h/4)(r - ( l /r))  and 
D := D(wo;H) = {z • C: [ z -  wo[ _ H}. (2.2) 
Let ~t be a compact subset of C n and AC(~) be a Banach space of all functions f which are 
continuous on f~ and analytic in int(gt) with the maximum norm: 
IIflIAc(~) = zmea~ I / ( z ) l .  
Consider the following nonlinear Integro-Differential equation of the form: 
// w'(z) = G(z,w(z)) + A K(z,~,w(~))d~ (2.3a) 
o 
with the initial condition: 
~(~o) = ~o,  
where G(z,w(z)) and k(z,~,w(~)) belong to AC(f~I) and AC(fl2), 
~ l=E~xDandf l2=Erx£~xD.  
It is clear that (2.3a) and (2.3b) are equivalent to the integral equation 
/i[ /; ] w(z) = Wo + G(~?, w(~)) + A K(~?, ~, w(~)) d~ d~. 
o o 
(2.3b) 
respectively, in which 
(2.4) 
3. P ICARD ITERAT ION 
Let ]C H :=  {W : W • AC(Er), [[wllAc(e,.) <_ H} and define the mapping (operator) T on K:H as: 
(3.1) //[ // ] (Tw) (z )=wo+ G(rhw(r])) + A k(~?,~,w(~))d~ &?. 
o 0 
THEOREM 1. If the following conditions: 
(1) [K(zl,z2,z3) - K(zl,z2, z~)[ <_ A[z3 - z~l, A - const., Vzl,z2 E Cr, Vz3,z~ E D; 
(2) [G(zl,z2) - G(zl,z~)[ <_ B[z2 - z~[, B - const., Vzl e Er, Vz2, z~ e D; 
(3) S := (B + (1/2)A[A[q)q < 1, q = (ar + (hi2)); 
(4) [Iwo[ + ([[G[]AC(~I) + (1/2)[AIlIg[IAC(~2)q)q ] <_ H 
are satisfied, then there exists a unique solution w E ]~g Of (2.4) given by: 
where 
oo  
,a=O 
w [°] (z) - wo 
and 
{ S" 
w-  wI.l ,:,, <_ q tjGiiac ,.) +  l lllkllmc(,2)q) 1 - S" 
(3.2a) 
#=0,  I ,2 , . . .  (3.2b) 
(3.3) 
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PROOF.  
(i) By (3.1) and condition 
I (Tw)(z) l  _< ]w01 + 
___ Iwol + 
<-Iwol + 
So, T]~.H C ]C H . 
(4), if w E ](:H, then: 
IG('r/, w('r/))l Idnl + IXl Ik(n,C w(~'))l Id~lldvl 
o o o 
1 
IIGIIAo(a.).Iz - zol + IalllkltAc(fl2)~lz - ~ol 2 
( , ) IIGIIAC(a,) + -~lAlllkllAC(a=)q q <- H. 
(ii) By (3.1) and condition (1), (2), (3), if Wl, W2 E K:H, then: 
/z 
I(TWl)(Z) - (Tw:)(z)[ < Ia(r~,wl(V)) - G(V, w2(v))[ [dvl 
o 
+ [AI [k(rh ~, Wl(~)) - k(~,L w2(~))l Id~lldrll 
o o 
1 
<_ BIIw, - w211~c,,.Iz - Xol + IAlAIIw~ - wetlr.,,.-~lz - zol 2 
< (B+ ~,AlAq) q [ lw l -w2 lbc , - -S l lw i -  ~2ll~:,- 
From (i), (ii), T is a contraction mapping on ](:H, and from the fixed point theorem [8], 
there exists a unique element w E K:H such that Tw = w, given by the uniform limit of 
the sequence: 
w[°l(z) -= w0, w[u+ll(z) = TwM(z).  
(iii) It is clear from (i) and (ii) that: 
w[U+l] -- w[ul K;H -< S~ w[I] -- w[0] 
K:H 
1 
<- SU ("G"AC(nl) + -~A"k"AC(n2)q) q, 
and so, 
w - w M _< 
K: if 
< 
Theorem 1 is thus proven. 
W[#+I] -- W[#] K:,t -]- W[#'t-2] -- W[/~+I] I~01t -~ "'" 
1 k IIGIIAc(a,) + 51)'111 llAc(m)q] q [S" -..~S ~u+l -¥' "'] 
S<1.  IIGNAc(n,) + IAlllkllAc(n~)q q l - s '  
4. THE ALGORITHM 
Let n be an arbitrary natural number and -1  < ~0 < ~1 < "'" < ~n -< 1 be nodes on [-1, 1]. 
The Lagrangian interpolation polynomial for a continuous function g(t) on [-1, 1] which build 
by {~j}j=~,~ is denoted by L~(g;t), and it is defined by: 
n 
L~(g; t) = Z g(~)In#(t), 
i=0 
(4.1) 
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where ln,i(t) is called the fundamental Lagrangian polynomial, and it is defined by: 
l~,i(t) = I~I t - ~5 
5=0 ~ - ~ 
REMARKS. 
1. If 
, , , ;  cos  
then ln,i(t) can be written as [3]: 
ln,i(t) = l*,i(t) ~=~o ~t - ~; 
j = O, n, 
(4.2) 
(4.3) 
5~i (4.2*) )] ei 1+2 --1)kcos Tk(t) (-1)n+iTn(t , i O,n, 
n k=l  
where e0 = e~ -- (1/2), ei = 1(i = 1, n -  1), and Tn(t) = cos(ncos -1 t) is the Chebyshev 
polynomial of degree n. 
2. If 
¢5 = ¢; = - cos (2j + 1)Tr 2u+2 ' j=0 ,n ,  (4.4) 
then ln,i(t) can be written as [3]: 
f I  t - ~; t.,~(t) = l°~(t) = 7o- -~o 
_ 1 1+2 (-1)k e°s 2n+ 
n+l  k=l 
Consider the matrix [ai,j]i,j=0--,r7 of degree (n + 1) x (n + 1) as follows: 
/? aij = a~5(n,(5 ) = ln,i(t) dt. (4.5) 
1 
Notice that [a~,5]ij=g-,~ depends on the natural number n and the choice of the nodes {(5}5=0Z-,~ 
only, but does not depend on the Integro-Differential equation (2.3a, 3b). 
REMARKS. 
1. If {~J}5= ,b'-,~ is chosen by (4.3), then the matrix [ai,5]~,5=o---,r~ hasan explicit form [3]: 
= a i j (n ,~; )= e_i [1 -  cj + -~(1 -  hi* j c2 j  ) 
n L "Z 
n (cL(._l) cj(u + 1) 2 ~] ,  
+ ~ e~ci~, \ v -1  u + l u 2- -1  i, j = O, n, (4.5*) 
/ J  
where eo = en = (1/2), ei = 1, (i = 1, n - 1), and Ck = cos((k~)/n). 
2. If {~5}5=o--,~ is chosen by (4.4), then the matrix [ai5]ij=-ff-.-.~ has an explicit form [7]: 
1 [1+ SS j+ ~Si,I(Sj,2 - 1) ai~ = ai5(n'e;) = n + 1 
+Ss,~(sJ,~+_ ' ss,~-~ (1)~+~ 2 )] 
~=2 ' \u+l  ; - - -1 -  + - v 2 -1  ' i , j=0 ,  n ,  (4 .5  ° ) 
where, Si,j = cos[(j(2n + 1 - 2i)~r)/(2n + 2)]. 
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By using the matrix (4.5), we get for every # = 0, 1,2,... a system of approximate solutions 
for (2.3a),(3b) at the points (zo _< xl < x2 < "'" < xn <- x0 + h), where ~j = Xo + (h/2)(1 + ~j), 
j = 0,n by the formula: 
w~ °] = wo, j = 0, n, (4.6) 
w[•+, 1 h f i  Ea~ik ~,~2~,w['] (4.7) j =wo+~ a~j G xi, wl t'] + , j=0 ,  n. 
i-o r=0 
LEMMA 1. The values w~? +11 which are given by (4.6),(4.7) represent values of the following 
polynomial (of degree no longer than n + 1) at the points z = ~j E [xo, xo + h]: 
w[ °l (n + 1, z) - wo (4.8) 
w[t'+ll(n + 1, z) 
= Wo+ L :  L,~ {G (.,w[t'l(n+ 1 , . ) )+AL:  Ln [k ( . , . . . ,w[t ' ] (n+l , . . . ) ) ;a]  da;t3} d/3 
-- wo + E G (2i,w["](n + 1, 2~)) +A E k (~i, 2r,w["](n + 1,~r)) ~ [~,r (a) da 
i-~O r=O o 
where L~, ln,~ denote the transfer of Ln, l,~,~ from [-1, 1] to [xo, Xo + h], respective/y, i.e., 
w~"l = w["](n + 1, ~3), #=0,1 ,2 , . . . ,  j=O,n. (4.10) 
PROOF. For # = 0, then from (4.6),(4.7) we get (4.10), obviously. 
By the transformation: 
x=xo+ ( l+~) : [ -1 ,1 ] -~[xo ,xo+h]~=- l+~(X-Xo) : [xo ,xo+h] - -~[ -1 ,1 ] ,  
we have 
Similarly: 
x~ ~ 2 (c~ - xo)) dc~ Lo [n,r(a)dc~= Lo Inx ( - l  + h 
h S'l,~r(t)dt=ha~,, ~',i=Oin. 
2 1 
L~J h 
/n,i(~) d~ = -~a~j, i,j = O,n, 
o 
and by mathematical induction on #, we get the result. The lemma is thus proven. | 
Now, by Lemma 1, (4.6) and (4.7), we get a polynomial of degree not exceeding (n + 1) given 
by: 
to] (4.11) P~+l(z) = wo 
i~0  r=0 o 
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REMARKS. 
1. If ~j is chosen by (4.3), then f~o [n,i(j3) d/~ has the form [9] : 
jfx z hei I 1 in , i (~)d~ = ~'n 1 +TI(~) + S~I(T2(~) - 1) 
o 
_F E £~Si; ._.__(_) T~-I (~)  
v=2 v -  1 
2)] 
- -  4- ( - -1 )v+l / z  2 - -  1 ' 
i -- O,n, (4.13) 
where ( = -1  + (2 /h ) (z  - x0); S*j = cos(j(n - i)~r/n); i , j  = O, n and ei, Ti(~) as in (4.2*). 
2. If ~j is chosen by (4.4), then f~o l-n,i(/~) df~ has the form [7]: 
o ln , i (~)d~ - 2(n + 1) (~ + 1) + S°1(~ 2 - 1) 
S ° _ . + E ',~ ) T~-I(~) + 2(-1)  ~-1 
v=2 
i = O, n, (4.14) 
where S~ = cos( j (2n + 1 - 2 i )~) / (2n  + 2); i , j  = O, n and ~ = -1  + (2 /h ) (z  - xo). 
In the following section, we will prove that the polynomials (4.11),(4.12) converges to the 
solution of (2.3a),(3b) as n, # tends to infinity. 
5. THE CONVERGENCE 
If F is a continuous function on [x0, x0 + h], then from Lebesgue theorem [3], we have: 
HF(x) - Ln(F;x)llC[~o,xo+h ] <_ (1 + An)En(F)c[xo+xo+h], (5.1) 
where An := II ~-~4n0 Iln,i(X)ll]C[xo+xo+h] and En(F)c[zo,xo+h] is the functional of the best approx- 
imation of F on [x0, Xo + hi. 
Furthermore, if F is defined and continuous on Se, ~ > 1 and is analytic in int($e), then for 
any r E [1, ~), we have a bound for E(F)Ac(e~)  (by Berneshtien theorem [10, pp. 73-75]): 
(5.2) 
where an = (r / (~ -- r))(1 + 1/(r2n+2)). 
Now, define the mapping (operator) T on )~H as: 
(Tw) (z )  = wo + G(e~,w(~i ) )  + A E k (~, f : r ,W(2r ) ) .  [n,r(~)d~ • fn,,(~?)d~?. 
i----0 r=O o o 
(5.3) 
It is clear from (4.9), (4.10), (4.12) and (5.3) that: 
pn[,+ q ~p[, I  +1 = n+l' ~ = 0, 1, 2 , . . .  (5.4) 
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LEMMA 2. ~f~f~]~H E_ ]~H, then :  
wb] _ p[~,l _< 51. - S_. ~+~ ~:,, 1 - S ' tt = 0, 1, 2 , . . . ,  (5.5) 
where w [~1 is given by (3.2a),(2b), Pn[~i by (4.11),(4.12), S by condition (3) of Theorem 1 and 
5= sup Tw-  Tw ~:n " 
wEtEH 
PROOF. Followed mathematical induction on #, (ii) of the proof of Theorem 1, (3.2a),(2b) 
and (5.4). | 
THEOREM 2. Let ~ > 1, H > 0 and ~ti = C~ x D, (22 = Ce x Ce z D. If  G(zl,z2) • AC(~I )  and 
k(Zl, z2, z~) • AC(f]2) satisfying the fo110wing conditions: 
(1) Ig(z l ,z2,z3)  - K(z l ,z2,  z~)] < AIz3 - z'31, A - const., Vzi,z2 • Ee, Vz3, z~ • D 
(2) IG(z~, z~) - C(z~,4) l  _< BIz~ - 41, B - coast., Vz~ • E~,Vz2,zl  • D 
(3) S := (B + (1/2)AlAIq)q < 1, q = (aT + (h/2)) 
(4) For some ~ > O, we have: M(1 + e) < g where M = max{[Iwo I + (IIGIIAC((il) + 
(1/2)l~lllkllAc(a~)q)q], (IIGIIAc(~I) + (3/2)l~lllkllAc(~)q)q). 
Then the Integro-DifferentiaJ equation (2.3a),(3b) has a unique solution w(z) (from Theorem 1) 
and the polynomials P[n~l(z) approximate w(z) /n the sense that, for any r • [1,~) and for a11 n 
which are satisfying 
~ = (i + ~)a~ < ~, 
where ~ = (~/(e - ~))( i  + (1 / (~+~))  hold the fonowing inequaiity: 
w D["] [ < Mq[S" +Sn(1 - S")] (5.6) 
-~n+l  AC(e~)-- 1 -S  
PROOF.  
(I) For all z • Cr, we have from (3.1) and (5.3): 
I(Tw)(z) - (Tw)(z)l  
= GO? , w(77)) &? - E G(~i, w(~2i)) [n#(~) d77 
o i=0 o 
+ 0 
- A k(2~, ~2~, w(2r)). [n,r(~) d~.rn#(~) d~ 
"~ r~O 0 
<_ J l+ J2+J3 ,  
where, from (5.1), (5.2), we have: 
o i----0 o 
f z G(~, n < w(~?)) - E G(~i, w(~))[n#(~?) Id~?l 
o i=O 
_< (1 + An)En(G)Ac(nl)q 
_< (1 + An)llGIIAC(h,)an ( r )nq ,  
(5.7) 
(5.8) 
76 M.M.  R ,zK  AND S. L .  ZAHER 
z 7] z x i  
= o o - o k(2i, ~, w(~)) d~[n,i(~) d~ J2 I~1 f~ f~ k(~,{,w({))d~d~ f~,o  zo 
< I ,X l  k(~,~,w(~))d~- k(~i,~,w(~)) Idr~ I 
0 0 i=0  o 
(// ) < I)~l(l+An)En k(~,~,w({))d~ q 
o AC(f~) 
_ I),1(1 + .~,,) ~,~ q 
o AC(~)  
q,  (5.9) 
and 
J3 = I~1 k(~i,5,w(5))dSfn,~(~) - k (~,~, ,w(~, ) )  
o "= i=O r=O 
_< I,Xl(1 + ,xn)z,~ (k(:~{, ~, w(~)))AC(n~) • I(S:{ -- xo).[n,{(v)lldvl 
o i=0 
/: < I-~1(1 +) , ,d  max En(k(~i,(,w(~)))AC(a~ ) . I~-xo l ld~l  
- -  O<i<n o 
(r)ol  ~ 
<_ I,xl(1 + ),n) max sup Ik(~,~,w(~))l  c~n ~q 
_< i.Xl(1 + an) l lkt lAc(~)c~ n (r) '~ 5 ql 2. (5.10) 
So, from (5.7), (5.8), (5.9), and (5.10), we get: 
(Tw)(z) - (Tw) (z) <_ (l+An)qO~n (r) n [IIGIIAC(~I) + 31AIIIkllAC(~2)q ] . (5.11) 
(II) If w E K~H,  then from (i) of Theorem 1 and (5.11), we have: 
p~) (z/< jI~/Iz/I + p~)(z/-/~/(z/ 
( ) <_ IWol + IlGllAC¢a~) + -~l)qllkllAC(f~2)q q 
+ (1 + An)qan ( r )  ~ HGHAc(fi~) + ~[Al[[k[[AC(f~,)q 
< (1+ e)M _< g .  
So, ~/%K: H C ](:H. 
(III) From (5.11) and Lemma 2, we get: 
w M pit'] [ < sup Tw- -Tw tCn 1 -S  ~ 
6 M l -S"  <_q n ] :~ .  
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(IV) Finally, from (III) and Theorem 1, we have: 
w-P  M [ w w M ~,+ w[U] ,~{ul n+l K:H -~ -- - - rn+l  K:H 
SU ~ M 1 - S u 
< q M ~-  s + q ~ -1---~ 
= qM Su + 6n(1 - S ~') 
1 -S  
The theorem is thus proven. 
REMARKS. 
1. If {j is chosen by (4.3), then [3]: 
9. 2 
- in(. - 1) < a. = ;~;~ __ -In(n) + 1. 
7r 71- 
2. If ~j is chosen by (4.4), then [3]: 
21n(n) < An = A ° <_ 21n(n + 1)+ 1. 
3. If r = l(i.e., Er = Ix0, x0 + h]), then an = (2 /~-  1) and 5n -- (1 + An)(2/~- 1)(1/~)) n
4. If q < (1/2) and (~/r) > 2, then an _< 2, (~n ~- ((1 -]- )~n)l')/(2n-1). 
6.  EXAMPLES 
By using polynomials (4.11),(4.12) and on P.C 286-A, the following examples which have known 
analytical solutions were solved with respect o the nodes (4.3) (the results of nodes (4.4) are not 
much different). 
Table 1 gives the error en at the last point 2j = X0 + h for different 
h(h = 0.1, 0.5, 1.0, 2.0), different values of n(n = 3, 5, 7, 9, 11) and with (A = 1), i.e., 
[P["] [zo h) w(zo + h)] en=en(h ,#)=  n+lt + - 
where # is the number of iteration. 
EXAMPLE 1. 
/ ;  y' = 2xy - a(1 + 2z) (y  - 1) + x z(1 + 2x) es(~-S)y(s) ds, 0 < x < 2, 
with the initial condition y(0) = 1 and the exact solution y(x) = e ~2 .
EXAMPLE 2. 
y '=2xy-A  x+~-2y  +A +1 ds, 0<x<2,  
with the initial condition y(0) = 1 and the exact solution y(x) = e ~2 .
EXAMPLE 3. 
/0 • y' = (3 -  A)x 2 -  (1 + y)(3/2) - 1] +A (3s2v / l+y(s )+x)ds ,  0<x<2,  
with the initial condition y(0) = 0 and the exact solution y(x) = x 3. 
values of 
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Table 1. 
en of EX 1 
n h 
# 
0.1 04 4.90176E-09 
0.5 04 6.71010E-05 
3 
1.0 04 6.39595E-03 
2.0 03 1.21885E+01 
0.1 06 2.07834E-13 
0.5 06 9.74202E-08 
5 
1.0 04 3.41979E-05 
2.0 02 1.65618E-01 
0.1 06 5.55112E-15 
0.5 08 1.48082E-10 
7 
1.0 08 4.71161E-07 
2.0 04 1.52394E-02 
0.1 06 5.55111E-15 
0.5 10 2.61569E-13 
9 
1.0 10 3.35149E-09 
2.0 06 1.50384E-03 
0.1 06 5.55111E-15 
0.5 12 4.44089E-16 
11 
1.0 12 2.42268E-11 
2.0 08 5.25147E-05 
en of EX2 
# 
02 2.92299E-09 
02 1.21723E-04 
03 2.18126E-02 
03 2.16084E+01 
04 7.26086E-14 
10 8.83341E-08 
07 2.09550E-07 
07 1.41179E-02 
05 1.33227E-15 
09 1.95162E-10 
10 5.77089E-07 
12 7.90616E-03 
06 2.22044E-16 
08 3.08642E-13 
14 3.77088E-09 
13 3.45497E-03 
06 2.22044E-16 
08 3.44089E-16 
15 3.08620E-11 
18 6.82266E-05 
en of EX 3 
# 
04 4.57912E-10 
04 3.07696E-05 
04 2.14859E-03 
10 7.59410E-03 
07 8.41775E-16 
07 3.31918E-09 
07 2.47462E-06 
11 5.34400E-05 
07 4.33680E-18 
90 1.32735E-11 
08 7.83524E-09 
15 4.46151E-06 
08 1.08420E-18 
10 1.60552E-13 
11 3.62693E-10 
15 2.60575E-07 
08 2.16840E-19 
11 1.88738E-15 
12 2.25306E-11 
15 2.37886E-08 
en of EX 4 
tt 
04 1.04801E- 10 
04 4.96886E-06 
04 1.63952E-04 
03 1.93540E-03 
05 4.88498E- 15 
05 7.17392E-09 
05 1.55267E-06 
04 1.19785E-06 
05 8.88178E-16 
06 2.87021E-11 
06 2.11438E- 10 
05 1.52601E-07 
05 8.88178E- 16 
07 6.90558E-14 
08 2.22568E-10 
08 2.60230E-09 
05 8.88178E-16 
10 4.44089E-16 
09 6.81454E- 12 
08 7.05019E-09 
EXAMPLE 4. 
I )l J0( ) y,:2x-  2 
with  the  init ial  cond i t ion  y(0) = 1 and the  exact  so lut ion y(x)  = 1 + x 2. 
ds,  0 < x < 2, 
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