I
n this article, we will describe how to analyze binary data from matched studies in orthodontics. We have previously discussed matched analysis for paired binary data (McNemar test), but now we will focus on the use of regression methods to model our data. 1 The idea is the same as with simple logistic regression models for binary data 2, 3 ; however, we must remember that the observations are not independent, and participants in different treatment groups have been matched for at least 1 characteristic, and this must be taken into account in the analysis. The corresponding regression model used in this case is called "conditional logistic regression."
The philosophy is the same with logistic regression with the exception that the estimates from conditional logistic regression are conditional on the matched treatment groups or on the cases being linked to the controls in a matched case-control study. This type of analysis is required in individually matched studies. However, it is different when studies use frequency matching, which deals with selecting individuals for different groups to have the same overall distribution on a matching variable. In this case, it is acceptable to use unconditional (ordinary) logistic regression and include the matching factor in the model.
In the conditional logistic regression model, the likelihood is formulated in a way that subjects from different treatment groups (or case controls) are only compared within the same matched set; this is called conditional likelihood. The general form of a conditional logistic regression model with a single binary exposure is:
Log odds 5 a 1 set 1 b1 exposure where a 1 set represents the constant term in each set of matched individuals, and b1 exposure represents the estimate of the effect of the exposure of interest. As we will see in the example, the constant in each set is eliminated from the model using conditional likelihood, and only the effect of the exposure and other potential predictors are retained. This means that there is no constant term as in the usual logistic regression in the output from a conditional logistic regression.
We will now look at the example of canine impaction and tooth agenesis, where we would like to estimate the odds ratio (OR) of canine impaction in patients with congenital agenesis of any tooth compared with sexmatched controls (ie, no agenesis). This is an example with 1 binary exposure (canine impaction) and 1 control per case of impaction.
The numbers of cases and controls per exposure level are shown in Table I .
As previously discussed with using the McNemar test, 1 the OR of canine impaction in patients with congenital agenesis compared with nonagenesis is the ratio of the discordant pairs.
So, OR 5 b/c 5 23/5 5 4.6. This means that canine impaction is 4.6 times (or 360%) more likely in patients with congenital agenesis.
Let us now see how this is presented when using conditional logistic regression (Table II) . We can see that the result for the estimate is exactly the same (OR 5 4.6), and we have a measure for the range of the effect (95% CI, 1.75-12.10) and a P value of 0.002.
Another example where conditional logistic regression could be used is when studying pairs of units within the same patient. For example when we are interested in the treatment outcome concerning bilaterally impacted upper canines.
When modeling our data with conditional logistic regression, we can additionally include other potential predictor variables or confounders and test for interactions in the same way that this is done using ordinary logistic regression.
