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vRÉSUMÉ
À ce jour, les maladies cardiovasculaires demeurent au premier rang des principales causes de
décès en Amérique du Nord. Chez l’adulte et au sein de populations de plus en plus jeunes,
la soi-disant épidémie d’obésité entraînée par certaines habitudes de vie tels que la mauvaise
alimentation, le manque d’exercice et le tabagisme est lourde de conséquences pour les per-
sonnes affectées, mais aussi sur le système de santé. La principale cause de morbidité et de
mortalité chez ces patients est l’athérosclérose, une accumulation de plaque à l’intérieur des
vaisseaux sanguins à hautes pressions telles que les artères coronaires. Les lésions athérosclé-
rotiques peuvent entraîner l’ischémie en bloquant la circulation sanguine et/ou en provoquant
une thrombose. Cela mène souvent à de graves conséquences telles qu’un infarctus. Outre les
problèmes liés à la sténose, les parois artérielles des régions criblées de plaque augmentent la
rigidité des parois vasculaires, ce qui peut aggraver la condition du patient. Dans la popu-
lation pédiatrique, la pathologie cardiovasculaire acquise la plus fréquente est la maladie de
Kawasaki. Il s’agit d’une vasculite aigüe pouvant affecter l’intégrité structurale des parois des
artères coronaires et mener à la formation d’anévrismes. Dans certains cas, ceux-ci entravent
l’hémodynamie artérielle en engendrant une perfusion myocardique insuffisante et en activant
la formation de thromboses.
Le diagnostic de ces deux maladies coronariennes sont traditionnellement effectués à l’aide
d’angiographies par fluoroscopie. Pendant ces examens paracliniques, plusieurs centaines de
projections radiographiques sont acquises en séries suite à l’infusion artérielle d’un agent de
contraste. Ces images révèlent la lumière des vaisseaux sanguins et la présence de lésions
potentiellement pathologiques, s’il y a lieu. Parce que les séries acquises contiennent de l’in-
formation très dynamique en termes de mouvement du patient volontaire et involontaire (ex.
battements cardiaques, respiration et déplacement d’organes), le clinicien base généralement
son interprétation sur une seule image angiographique où des mesures géométriques sont ef-
fectuées manuellement ou semi-automatiquement par un technicien en radiologie. Bien que
l’angiographie par fluoroscopie soit fréquemment utilisé partout dans le monde et souvent
considéré comme l’outil de diagnostic “gold-standard” pour de nombreuses maladies vas-
culaires, la nature bidimensionnelle de cette modalité d’imagerie est malheureusement très
limitante en termes de spécification géométrique des différentes régions pathologiques. En ef-
fet, la structure tridimensionnelle des sténoses et des anévrismes ne peut pas être pleinement
appréciée en 2D car les caractéristiques observées varient selon la configuration angulaire de
l’imageur. De plus, la présence de lésions affectant les artères coronaires peut ne pas refléter
la véritable santé du myocarde, car des mécanismes compensatoires naturels (ex. vaisseaux
vi
collatéraux) peuvent estomper la nécessité d’une intervention. Dans cette optique, l’ima-
gerie de perfusion cardiaque par résonance magnétique attire de plus en plus l’attention.
Comme avantage, elle offre une évaluation directe de la viabilité des tissus myocardiques à
la suite d’un infarctus ou d’une maladie coronarienne soupçonnée. Ce type de modalité est,
cependant, susceptible au mouvement, au même titre que l’angiographie par fluoroscopie. Ce
problème oblige les cliniciens à faire une intervention manuelle laborieuse pour aligner une à
une les structures anatomiques dans les séquences d’images, entravant ainsi l’automatisation
des mesures quantitatives des signaux de perfusion.
Les principaux problèmes liés à l’utilisation clinique de ces deux modalités, soit l’angiographie
par fluoroscpopie et l’imagerie de perfusion par résonnance magnétique, en termes d’extrac-
tion efficace et objective d’indices cliniques sont liés à la nature spatiotemporelle des données
qu’ils produisent. Pour les angiographies, les calculs automatiques et rapides sur les artères
coronaires sont possible si elles sont segmentées de manière précise et autonome. Toutefois,
cette étape a été historiquement difficile, car la plupart des approches ont abordé la segmen-
tation sur une image de la série angiographique très dynamique et les régions pathologiques
étaient rarement considérées. Limiter le domaine de l’analyse sur seule image est d’autant
plus problématique, car certaines composantes dynamiques qui peuvent détenir des indices
diagnostiques potentiellement intéressants liés à la santé des vaisseaux sont ignorés. Dans
l’imagerie de perfusion, les structures anatomiques subissant des déformations non rigides
doivent être mises en correspondance d’une image à l’autre pour permettre des estimations
de perfusion à la résolution du pixel. En outre, les séries auxiliaires sont de plus en plus utili-
sées pour améliorer la quantification de la perfusion, mais leur grande variabilité d’apparence
et leur temps d’acquisition non-synchrones aux séries standards de perfusions engendre un
effort manuel considérable afin d’aligner les régions anatomiques correspondantes.
Ces problèmatiques conduisent à la principale question de recherche de cette thèse : La ges-
tion de l’information spatiotemporelle présente dans l’imagerie de perfusion et l’angiographie
fluoroscopique peut-elle améliorer l’extraction d’indices clinique précis, objectifs et améliorer
l’ergonomie opérationnelle ?
Les principaux objectifs du travail présenté dans cette thèse sont la conception de stratégies
translationnelles d’atténuation sélective et d’intégration des composantes spatiotemporelles
retrouvées dans les séries d’images pour faire face aux problèmes inhérents des modalités
mentionnées ci-dessus. Dans l’imagerie de perfusion cardiaque par résonance magnétique, un
système de compensation de mouvement a été développé en utilisant une formulation du flux
optique pour recaller automatiquement les images à une géométrie anatomique commune.
Cette approche jumelle les points de correspondances “histograms of oriented gradients” au
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flux optique variationnel pour atteindre une précision sous-pixel de l’estimation des petites
et grandes déformations non rigides. Une attention particulière a été accordée pour s’assurer
de la fidélité des signaux de perfusion et d’une efficacité opérationnelle en développant une
stratégie de calcul parallèle. Ce système a également été utilisé pour reacaller les séries auxi-
liaires avec les images de perfusion en utilisant un paradigme de réduction à l’unimodalité
qui encode principalement des informations structurelles et apparie les distributions photo-
métriques. L’approche de compensation de mouvement a ensuite été translaté pour les séries
angiographiques, où l’alignement uniforme des artères coronaires a permis leur segmentation
précise en couplant un traitement par filtres anisotropiques Gaussien avec le suivi de la pro-
pagation de l’agent de contraste dans les vaisseaux. La robustesse au niveau des segments
pathologiques tels que les anévrismes ou des zones d’ectasie a été réalisée avec une routine
de correction automatique. Enfin, la performance quantitative et qualitative du résultat de
segmentation a conduit à l’élaboration d’un outil d’évaluation de la distensibilité artérielle
en suivant les parois des vaisseaux sur un cycle cardiaque pour extraire leurs variations de
diamètre. Des indices relatifs à la rigidité apparente de la paroi ont ensuite été proposées.
Cette approche a été testée dans deux études cliniques pour évaluer sa capacité à détecter et
à stratifier la rigidité artérielle apparente dans une cohorte de patients atteints de la maladie
de Kawasaki par rapport à leur historique anévrismal ou des lésions des parois détectées avec
la tomographie par cohérence optique intravasculaire.
L’approche de compensation de mouvement a été évaluée sur une cohorte de 291 patients
adultes ayant subi une imagerie de perfusion cardiaque par résonance magnétique avec une
large gamme de paramètres d’acquisition. Le système proposé a montré une amélioration
des résultats d’alignement anatomiques par rapport à une solution commerciale courante.
Notamment, l’approche a été en mesure de compenser le mouvement pour les patients qui
ont été acquis dans un paradigme de respiration libre ou ceux qui avaient échoué l’apnée. En
outre, les enregistrements auxiliaires comme les “arterial input functions” et de densité de
protons ont été correctement compensés pour le mouvement et ces derniers ont été correcte-
ment alignés aux séries de perfusion. L’application de ce système aux séries fluoroscopiques a
été testé sur une population de 31 patients pédiatriques. Elle a été bénéfique, car le suivi de
l’écoulement de l’agent de contraste à travers l’arbre artériel après compensation de mouve-
ment a aidé la segmentation des vaisseaux. Toutes les régions pathologiques ont été segmentés
avec succès et une routine automatique d’extraction de calibre a été utilisée pour démontrer
la fidélité géométrique avec des systèmes commerciaux manuels et semi-automatiques. Enfin,
ces résultats de segmentation de haute qualité ont été utilisés pour initialiser l’outil d’évalua-
tion de la distensibilité. La première étude clinique a démontré une distensibilité détériorée
chez 13 patients Kawasaki par rapport à cinq sujets sains. L’outil a aussi été en mesure de
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stratifier les patients avec et sans antécédents de lésions anévrismales. Dans une deuxième
étude clinique, des corrélations significatives ont été trouvées entre le nombre de lésions de la
paroi artérielle et les mesures de distensibilité calculées sur une cohorte élargie de 27 patients
atteints de maladie de Kawasaki. Dans l’ensemble, une tendance à une rigidité accrue évaluée
à partir des angiographies a été proportionnelle au nombre de lésions observées de manière
invasive.
En conclusion, cette thèse présente une gestion spatiotemporelle en termes de compensation
de mouvement pour les séries de perfusion (IRM) et fluoroscopiques (angiographie) et en
termes d’intégration en suivant le bolus et les parois des vaisseaux dans les angiographies.
Ces développements bénéficient de plus d’objectivité et d’efficacité d’extraction métrique
en permettant l’automatisation de la quantification de la perfusion et les calculs statiques
et dynamiques des diamètres des vaisseaux. En termes de développement futur, l’évolution
naturelle du système de segmentation est l’intégration de multiples vues angiographiques
autour du patient pour effectuer la reconstruction 3D du réseau artériel. Suite à cela, les
informations du suivi du bolus utilisé pour la segmentation 2D peuvent alors être utilisées
pour initialiser et moduler des simulations de la dynamique des fluides à l’intérieur des ar-
tères coronaires reconstruites pour fournir une évaluation plus précise fondée largement sur
les données du patient. Ces possibilités sont particulièrement intéressantes lorsque des lésions
anévrismales complexes sont présentes où certaines conditions rhéologiques peuvent favoriser
le développement de thromboses ou d’autres conditions sérieuses. Quant à l’outil d’évaluation
de la distensibilité, sa performance encourageante justifie son investigation élargie aux popu-
lations d’athérosclérose adultes, où il pourrait aider à élucider les régions de plaque ambiguës
ou bien pour étudier l’état des vaisseaux suite à une intervention telle qu’une angioplastie ou
un l’installation d’une endoprothèse (stent) biorésorbable.
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ABSTRACT
Cardiovascular disease continues to be the leading cause of death in North America. In adult
and, alarmingly, ever younger populations, the so-called obesity epidemic largely driven by
lifestyle factors that include poor diet, lack of exercise and smoking, incurs enormous stresses
on the healthcare system. The primary cause of serious morbidity and mortality for these
patients is atherosclerosis, the build up of plaque inside high pressure vessels like the coronary
arteries. These lesions can lead to ischemic disease and may progress to precarious blood
flow blockage or thrombosis, often with infarction or other severe consequences. Besides
the stenosis-related outcomes, the arterial walls of plaque-ridden regions manifest increased
stiffness, which may exacerbate negative patient prognosis. In pediatric populations, the
most prevalent acquired cardiovascular pathology is Kawasaki disease. This acute vasculitis
may affect the structural integrity of coronary artery walls and progress to aneurysmal le-
sions. These can hinder the blood flow’s hemodynamics, leading to inadequate downstream
perfusion, and may activate thrombus formation which may lead to precarious prognosis.
Diagnosing these two prominent coronary artery diseases is traditionally performed using
fluoroscopic angiography. Several hundred serial x-ray projections are acquired during se-
lective arterial infusion of a radiodense contrast agent, which reveals the vessels’ luminal
area and possible pathological lesions. The acquired series contain highly dynamic informa-
tion on voluntary and involuntary patient movement: respiration, organ displacement and
heartbeat, for example. Current clinical analysis is largely limited to a single angiographic
image where geometrical measures will be performed manually or semi-automatically by a
radiological technician. Although widely used around the world and generally considered
the gold-standard diagnosis tool for many vascular diseases, the two-dimensional nature of
this imaging modality is limiting in terms of specifying the geometry of various pathological
regions. Indeed, the 3D structures of stenotic or aneurysmal lesions may not be fully appre-
ciated in 2D because their observable features are dependent on the angular configuration of
the imaging gantry. Furthermore, the presence of lesions in the coronary arteries may not
reflect the true health of the myocardium, as natural compensatory mechanisms may obvi-
ate the need for further intervention. In light of this, cardiac magnetic resonance perfusion
imaging is increasingly gaining attention and clinical implementation, as it offers a direct
assessment of myocardial tissue viability following infarction or suspected coronary artery
disease. This type of modality is plagued, however, by motion similar to that present in fluo-
roscopic imaging. This issue predisposes clinicians to laborious manual intervention in order
to align anatomical structures in sequential perfusion frames, thus hindering automation of
xquantitative perfusion signal measurements.
The main issues pertinent to the operational efficiency and metric extraction of these two
modalities in clinical use are related to the spatiotemporal nature of the data they produce.
In fluoroscopic imaging, automatic and fast metric computations from the coronary arteries
are feasible, given accurate and autonomous segmentation of the vessels. However, this step
has historically been challenging because most past approaches tackled the segmentation on
a single frame of the highly dynamic angiographic series and pathological regions were seldom
accounted for. Restricting the analysis domain to a single frame is also problematic because
some dynamic components that may hold potentially valuable diagnostic clues related to the
health of the vessels are discarded. To allow pixel-wise perfusion estimates in cardiac mag-
netic resonance imaging, anatomical structures undergoing complex nonrigid deformations
must be put into strict correspondence from frame to frame. In addition, the registration of
auxiliary series are increasingly used to enhance the perfusion quantification, but their often
large appearance differences and non-synchronous acquisition times engender considerable
manual effort in order to align corresponding anatomical regions.
These problems lead to the main research question of this thesis: Can appropriate man-
agement of spatiotemporal information present in perfusion imaging and x-ray angiography
ultimately improve the precision, objectivity, and ergonomics of clinical metric extraction?
The main objectives of the work presented in this thesis were thus to devise translatable
strategies related to the selective mitigation and integration of the spatiotemporal compo-
nents found in the series to tackle the concurrent and specific issues associated with the
modalities mentioned above. In cardiac magnetic resonance perfusion imaging, a motion
compensation framework was implemented using an optical flow formulation to automati-
cally register sequential perfusion frames to a common anatomical geometry. This engine
coupled histograms of oriented gradients landmark matching with variational optical flow to
achieve subpixel accuracy in estimating both large and small nonrigid deformations. Special
attention was given to ensure perfusion signal fidelity and operational efficiency by leveraging
multithreaded hardware architectures. This framework was also used to register auxiliary
series with perfusion frames using a reduction-to-unimodality paradigm that primarily en-
coded structural information and matched photometric distributions. The motion compen-
sation approach was then translated to angiographic series, where the consistent alignment of
the coronary arteries afforded their precise segmentation through coupling anisotropic Gaus-
sian line filtering with the tracking of the contrast agent’s propagation through the vessels.
Robustness to pathological segments such as aneurysms or ectasia was achieved with an au-
tomatic post-hoc correction routine. Lastly, the quantitative and qualitative performance of
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the segmentation result led to the development of an arterial distensibility assessment tool
that tracked selected vessel walls over a cardiac cycle to extract the variations of the vessels’
diameters. Metrics related to the apparent wall stiffness were then proposed and the ap-
proach was tested in two clinical studies to assess its capacity to detect and stratify arterial
stiffness in a cohort of Kawasaki disease patients with respect to their aneurysmal history or
to lesions detected with intravascular optical coherence tomography.
The motion compensation approach was evaluated on a population of 291 adult patients who
underwent cardiac magnetic resonance imaging under a wide range of acquisition parameters.
The proposed system showed improved anatomical alignment scores compared with a state-
of-the-art commercial solution. Notably, the approach was able to compensate motion both
for those under a free breathing paradigm and for those who had failed apnea and gasped. In
addition, auxiliary recordings such as arterial input function series and proton density images
were successfully motion-compensated and the latter were well-registered to the perfusion se-
ries. The application of this framework to the fluoroscopic series proved beneficial, as the
flow of the contrast agent through the arterial tree was successfully isolated and leveraged
to segment vessels from a population of 31 pediatric patients. All pathological regions were
successfully segmented and an automatic caliber extraction routine was used to demonstrate
geometric fidelity with manual and semi-automatic commercial systems. Finally, the high
quality segmentation results were used to initialize the distensibility assessment tool. The
first clinical study found deteriorated distensibility in 13 Kawasaki patients, compared wth
the results from five healthy subjects. In addition, the tool was able to stratify between
patients with and without a history of aneurysmal lesions. In the second clinical study, sig-
nificant correlations were found between the number of arterial wall lesions and the computed
distensibility metrics in an extended cohort of 27 Kawasaki disease patients. Overall, a trend
towards aggravated stiffness assessed from the angiograms was found to be proportional to
the number of lesions observed invasively.
In conclusion, this thesis presents spatiotemporal mitigation in terms of motion compensa-
tion of both perfusion and fluoroscopic series, and integration in terms of bolus and vessel
wall tracking in the angiograms. These developments afforded greater metric extraction ob-
jectivity and efficiency by permitting the automation of myocardial perfusion quantification,
as well as both static and dynamic vessel diameter extraction. In terms of future devel-
opment, the natural evolution of the high quality segmentation result is the integration of
multiple angiographic views around the patient to perform 3D reconstruction of the arterial
network. Following this, the tracked bolus information used in the 2D segmentation result
may then be used to initialize and modulate computerized fluid dynamics simulations inside
the reconstructed coronary arteries to provide a patient data-driven assessment of blood flow.
xii
These possibilities are particularly interesting when complex aneurysmal lesions are present,
as certain rheological conditions may favor the development of thrombus or other worrisome
conditions. For the distensibility assessment tool, its encouraging performance warrants its
expanded investigation into adult atherosclerosis patients. In this population, it may help
elucidate ambiguous plaque regions and analyze the health of vessel sections following inter-
ventions such as angioplasty or stenting utilizing newer bioresorbable materials.
xiii
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1CHAPTER 1 INTRODUCTION
Globally, cardiovascular disease (CVD) is implicated in more than 17 million deaths per year,
which corresponds to a staggering 30% of all deaths combined [268] and is projected to remain
the leading cause of mortality by 2030 [161]. Within CVD, coronary artery disease (CAD)
alone is responsible for 46% of deaths in men and 38% in women [166]. Injuries or lesions of
the coronary arteries (CA) will affect the irrigation of the myocardial tissue responsible for
pumping blood to and from the lungs and the rest of the body. Myocardial injury related to
CAD is primarily manifested in the form of angina and may progress to infarction, which are
consequences of ischemia related to insufficient oxygenation of the muscular cells comprising
the myocardium.
Diagnosing CAD has traditionally involved imaging the vessels with fluoroscopic (x-ray)
angiography [46]. The procedure involves inserting a catheter through the femoral artery in
the patient’s hip area, guiding it in the aorta, and eventually positioning it to the CA tree’s
ostium. A contrast agent is then pumped in the catheter and released in the arterial network
while a series of x-ray images are acquired at a relatively fast sampling rate (15 to 30 Hz). The
radiodense contrast agent’s propagation through the vessels’ lumen produces a visualization
of the arteries and possible pathological lesions in the form of stenosis or aneurysms are
thus revealed, as shown in Figure 1.1. The length of the acquired series typically reaches
around 200 frames per angular configuration, showing not only the arteries, but a large
portion of the thoracic region undergoing movement related to the patient’s respiration and
heartbeats, in addition to the occasional clinician adjustment of the imaging gantry and
patient position. The radiodense structures (arteries, bones, organs, instruments) thus present
large and complex nonlinear motion throughout the acquired series. These spatiotemporal
components are significantly more pronounced in pediatric patients as they are naturally less
cooperative and their basal heart rate is higher than adults [237, 125].
In addition to the visual information contained in the angiograms, the operator will select
a single frame showing a large portion of the CA tree and collect quantitative metrics to
stratify the severity of the patient’s lesions. The primary clinical measure is the vessels’
diameters (also-known-as calibers) from which an obstruction percentage or dilation index can
be computed by taking the ratio of the vessels size in the pathological region and the adjacent
normal looking areas. These measures are typically performed manually by a radiological
technician and will guide the clinician’s evaluation and subsequent treatment course [51, 224].
Following diagnosis, fluoroscopic angiography is also used during interventional therapy such
2a) b)
Figure 1.1 Fluoroscopic angiography findings of a) CA stenosis in an adult patient (white arrow,
image by Siemens Healthcare Inc.), and b) aneurysms on the left CA of a KD pediatric patient
(image by LIV4D).
as angioplasty, stenting, ablation, and patient follow-up.
The two-dimensional nature of x-ray angiography can, however, be limiting as the angle of
the imaging gantry may affect the appearance of potentially pathological arterial segments.
As such, lesions may be missed or misdiagnosed. Furthermore, in the case of stenotic regions,
apparent narrowing may not entirely reflect the health of the heart’s tissue as collateral ves-
sel formation, which is the body’s response to decreased blood flow from the primary CA,
may compensate and re-establish appropriate myocardial oxygenation. Also noteworthy is
the cumulative radiological exposure induced by this modality and its associated genotoxic
effects [6, 69], which are naturally more worrisome for children due to their young develop-
ment age [3, 5]. In light of this, a relatively newer imaging modality used to diagnose CAD,
cardiovascular magnetic resonance (CMR) perfusion imaging [7], is increasingly gaining clini-
cal implementation as it offers a non-invasive and non-ionizing assessment of cardiac disease,
compared to x-ray angiography, single photon emission computed tomographic (SPECT) or
positron emission tomography (PET). Whereas x-ray angiography is used to evaluate directly
the CA, perfusion imaging is used to detect the downstream capillary blood flow within the
myocardial tissue [80]. This modality uses various T1-weighted sequence types to record the
transit of an intravenously delivered gadolinium-based contrast agent [25] through the car-
diac chambers. The injected bolus will eventually perfuse through the extravascular regions
of the myocardium, which is where qualitative and quantitative information will be analyzed
to assess the health of the patient’s heart following myocardial infarction or suspected CA
narrowing. In the former case, the goal is to precisely estimate the size of the deficient micro-
3vascular perfusion within the myocardium [149]. Compromised areas are known as perfusion
defects and will appear darker compared to healthy, adequately perfused tissue. These regions
can be inspected manually through expert observation and subsequently drawn by hand or
detected fully automatically using quantitative pixel-maps [101], as seen in Figure 1.2. These
geometrical or quantitaive perfusion measurements are then used in treatment planning and
patient prognosis. To investigate suspected CAD, the key metric is a noticeably compromised
perfusion rate resulting from the drop in coronary pressure downstream of the stenotic region
in patients with significant coronary obstruction. In normal non-ischemic myocardiums, the
magnitude of the perfusion will increase without changes in myocardial blood flow [107].
Figure 1.2 CMR perfusion imaging of the LV. Myocardial perfusion defect apparent at the top-left
region of the quantified perfusion pixel map. Image from [101].
Cost and expertise factors will determine the type of magnetic resonance (MR) sequence used
and thus varies from clinical site, but typically include either fast low angle shot (FLASH) or
fast imaging with steady-state free precession (FISP) configurations acquired in 1.5T or 3.0T
magnetic field strengths. These configurations each produce inherently different appearances
of the imaged anatomical structures. Auxiliary images are also increasingly recorded in CMR
imaging to enhance quantitative analysis. For example, AIF images are a class of series
specifically designed to maintain linearity of pixel intensity variations in the LV during bolus
transit and are used to accurately estimate blood flow [79]. Their dynamic range is larger
than the standard T1-weighted images, but as a tradeoff, present lower image resolution and
signal-to-noise ratio (SNR). Examples of different sequence types are shown in Figure 1.3.
Proton density (PD) weighted images are another type of auxiliary series used in a prepro-
cessing step to enhance perfusion quantification precision by normalizing myocardial pixel
intensity inhomogeneities related to the magnetic field’s nonlinear distribution [100, 174]. As
with the AIF series, their appearance is different from perfusion T1-weighted images and may
be acquired using mismatched sequence types. They are typically recorded prior to perfusion
4PDT1 AIF
FISP
FLASH
Figure 1.3 CMR perfusion imaging sequence types. FISP and FLASH sequence types are shown for
T1-weighted, PD, and AIF images. The resolution of the AIF images were doubled to allow better
visualization.
imaging and the resulting anatomical structures may thus be misaligned to their T1-weighted
counterparts.
Despite the development and optimization of acquisition techniques and parameters, many
studies are still hindered by spatiotemporal deformations of the heart and surrounding tis-
sue during the acquisition period [215]. As perfusion analyses increasingly target pixel and
sub-pixel resolutions, the necessity of high quality frame-to-frame anatomical correspondence
becomes critical and is typically performed by labor-intensive and subjective operator inter-
action [264, 88, 283].
1.1 Summary
The recurring issues exposed in this chapter are related to the insufficient use or management
of the recorded spatiotemporal information and the manual, subjective, and laborious nature
of the metrics collected from pervasive cardiac imaging modalities critical to diagnosing CAD.
In x-ray angiography, the dynamic nature of the recorded series have caused researchers and
clinicians to shy away from the spatiotemporal information they contain and thus largely
focus their analysis on a single frame. We thus argued that this modality is under-exploited
5as the temporal tracking of the contrast agent and CA themselves can potentially enhance
image analysis algorithms and provide complimentary and decisive diagnostic clues. Further,
the use of manually measured vessel metrics is problematic in terms intra and inter operator
variability and time management. However, precluding automatic metric extraction from
this modality implies the precise and efficient segmentation of the CA, but as it will be
shown in the following chapters, this procedure presents engineering challenges in terms of
spatiotemporal information management that must be addressed appropriately before clinical
consideration.
CMR perfusion imaging is also plagued by manual intervention due in large part to the se-
ries’ dynamics in terms of anatomical movement and temporal voxel intensity fluctuations
while identifying possible pathological myocardial regions. Indeed, the high-precision per-
fusion information afforded by quantified pixel maps requires substantial operator labor in
terms of aligning the anatomical structures undergoing nonrigid deformations throughout
the perfusion series. Automatic motion compensation (MOCO) within the series would thus
be a welcomed addition to the perfusion analysis pipeline. An extension of this issue is found
in the integration of auxiliary series used to enhance perfusion estimates. These either have
to be corrected for motion intrinsically or registered to the standard perfusion series, despite
their wildly varying appearance characteristics.
This thesis aims to address the problems highlighted above by resolving the specific and
potentially high impact issues related to 1) the automatic nonrigid motion compensation
and registration of CMR perfusion series ; 2) the automatic segmentation of CA from x-
ray angiographic series using spatiotemporal integration and subsequent metric extraction ;
and 3) the automatic assessment of CA distensibility via the spatiotemporal tracking of the
arterial walls using the CA segmentation result.
1.2 Manuscript overview
The thesis is organized as follows : Chapter 2 reviews cardiac physiology, prevalent CAD
in adults and children, CA distensibility, and the background art related to medical image
registration and vessel segmentation techniques. Chapter 3 details the specific research hypo-
thesis and objectives, highlighting the general approach used to remedy the issues outlined
above.
The first article is presented in Chapter 4, where a universal nonrigid CMR perfusion MOCO
and registration framework is proposed. Part of this work was subsequently translated in
the second article proposed in Chapter 5, where the MOCO framework was employed to
6enhance the precision of an automatic segmentation method of healthy and pathological CA
using spatiotemporal integration. The third contribution is detailed in Chapter 6, where the
segmentation framework is used in conjunction with spatiotemporal tracking to compute CA
distensibility from x-ray angiographic series. Multiple stiffness-related metrics are proposed
and two preliminary clinical studies of Kawasaki disease (KD) patients using these measures
are presented with encouraging results.
Chapter 7 offers a global synthesis of the work, including the limitations of the proposed
approaches and Chapter 8 concludes with future development endeavors, recommendations,
and perspectives.
7CHAPTER 2 LITERATURE REVIEW
This chapter first examines cardiac physiology and prevalent CAD in adults and children
with an added focus on their consequences on vascular stiffness. This is followed by the
background art related to general medical image registration techniques and a review of
vascular structure segmentation – the precursory step to automatic clinical metric extraction
– closes the chapter.
2.1 Cardiac physiology
The human heart is a hollow muscular organ that pumps blood to maintain circulation
throughout the body. It is located at the center of the mediastinum and is cone-shaped with
the dimensions of an adult-sized fist (approximately 12 cm x 8 cm x 6 cm) at maturity [178].
The heart is divided into the left and right sides, each comprised of two chambers : an atrium
and a ventricle, as illustrated in Figure 2.1a. The atria receive blood before transferring it to
the ventricles during the cardiac cycle, which is summarized below :
1. Right atrium diastole : Deoxygenated blood enters the right atrium (RA) from the
venae cavae.
2. Right atrium systole : The contraction of the RA pumps blood to the relaxed right
ventricle (RV) through the tricuspid valve.
3. Right ventricle systole : The RV contracts and pushes blood to the lungs through the
pulmonary valve and pulmonary artery. Gaseous exchange oxygenates the blood in
the lungs.
4. Left atrium diastole : The oxygenated blood returns to the heart via the pulmonary
veins and into the left atrium (LA).
5. Left atrium systole : LA contraction, coupled with the expansion of the LV displaces
the oxygenated blood to the LV.
6. Left ventricle systole : The contraction of the LV ejects the oxygenated blood through
the aorta, where is it circulated throughout the body.
The left and right side of the heart operate simultaneously with synchronicity of the cardiac
muscles during contraction (systole) and relaxation (diastole). The contractions are initiated
in the upper chambers (RA and LA) by electrical activation and propagate by conduction
to the lower chambers (RV and LV). The familiar double beat lub-dub sound of the heart
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Figure 2.1 Anatomy of the heart : a) structural components including the right and left atria and
ventricles ; and b) coronary circulation comprised of the right and left coronary arteries supplying
oxygenated blood to the myocardium. Images by Patrick J. Lynch, medical illustrator, used under
Creative Commons license.
is produced by the blood colliding with closed valves. The closure of the tricuspid and mi-
tral valves cause the lub noise, followed by the closure of the pulmonary and aortic valves,
producing the dub sound.
The myocardium is composed of striated involuntary muscles called cardiomyocytes and
is oxygenated through circulation via the left coronary arteries (LCA) and right coronary
arteries (RCA). These vessels run on the surface of the heart, as illustrated in Figure 2.1b,
and are classified as end circulation as they are the sole blood supply to the heart tissue.
Pathology of these vessels is thus of critical concern. The LCA supplies blood to the LA,
LV, and the interventricular septum, whereas the RCA irrigates the RA, portions of both
ventricles, and the heart’s conduction system.
The wall of the CA is composed of three layers (also-known-as tunica) : the adventitia (outer),
media (middle), and intima (inner), as shown in Figure 2.2. The intima is composed of
connective tissue (collagen and elastin), and a layer of elastic tissue (known as the internal
elastic lamina). The luminal surface of the intima is covered with endothelial cells, which
control artery growth and mediate blood pressure and flow through chemical signaling to
the smooth muscle cells of the media layer. These will contract and relax to, respectively,
constrict and dilate the luminal area of the artery. Lastly, the adventitia’s primary function
is structural support and is thus largely composed of connective and supporting tissue.
9Figure 2.2 CA layers. Histological slice of a healthy CA, where connective tissue are dyed blue
(collagen) and black (elastin). Smooth muscles cells are dyed red. Image from Frederick Memorial
Hospital, used under Creative Commons license.
2.2 Pathophysiology of prominent CAD in adults and children
The most prevalent ischemic disease in adults is atherosclerosis, which is the result of plaque
buildup inside the walls of, preferentially, high pressure vessels such as the coronary, femo-
ral, cerebral, and carotid arteries. As illustrated in Figure 2.3, the gradual accumulation
of plaque will narrow the vessels’ lumen and can eventually harden and lead to partial or
complete blockage of the vessels (also-known-as stenosis), which can progress to severe com-
plications, notably when the plaque is located inside the CA. Atherosclerosis begins where
the endothelium is damaged by factors such as high blood pressure, smoking, or high cho-
lesterol diets. The damaged areas allow low-density lipoprotein (LDL), the so-called “bad”
cholesterol, to migrate behind the arteries’ endothelial lining. This triggers white blood cells
to accumulate and neutralize the LDL, creating the plaque. Over time, it will grow and will
be constituted of inflammation-causing active white blood cells, remnants of dead cells, and
fatty material that eventually calcify and crystallize into other material. Understandably,
plaque-ridden areas will increase the arteries’ stiffness. Besides the blood flow obstruction
caused by atherosclerosis, vulnerable plaques may abruptly rupture and release a thrombus
that will migrate downstream to narrower vessels and can suddenly compromise or completely
block blood flow, often with catastrophic outcomes.
In pediatric populations of developed countries, the leading cause of acquired CAD is Ka-
wasaki disease (KD) [188]. In Japan alone, 1% of children between the ages of three months
to five years will develop this self-limited acute vasculitis [180]. The etiology of KD is still
unknown, but some evidence points to a ribonucleic acid (RNA) virus infection in the lungs
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Figure 2.3 Atherosclerosis progression. Circulating cholesterol accumulates between the intima and
media layers of the arterial walls, which progresses to plaque formation and calcification. Image by
Mayo Clinic.
triggering a cascade of events leading to a systemic inflammatory response in children with
a certain genetic predisposition to the disease [204, 205]. Others have found strong and
consistent correlations between seasonable shifts in the winds and regional flareups of the di-
sease. This puts the viral association into question as the incubation period of such infectious
agents is too long compared to the first manifestation of symptoms following the exposure to
what is carried in the wind, as argued by [202]. Indeed, that study pointed to a fungal toxin
related to the candida family that was found in tropospheric winds during high incidence
periods.
Of critical interest, the inflammatory response will affect medium-sized, extraparenchymal
muscular arteries such as the CA [57] and may quickly lead to their deterioration. Histological
findings have demonstrated thinning and destruction of the tunica media [185], the loss of
endothelial cells, and the degradation of the vascular smooth muscles cells and elastic fibers
into hyalinized connective tissue [256]. These factors contribute to the loss of supportive
vessel wall structures and will lead to CA aneurysms in 10% − 25% of the patients during
the acute phase of the disease. This type vessel lesion is characterized physiologically by
localized dilations of the CA, as shown in the angiographic projections of Figure 2.4 and is
defined by its shape as either saccular, fusiform, or ectasic. Its sizing is based on the ratio of
their maximum diameter and adjacent normal looking vessel : small (1.5x increase), medium
(1.5x-4.0x), large (> 4.0x), according to the classification of the Kawasaki Disease Research
Committee of the Japanese Ministry of Health and Welfare [135]. An aneurysm can also
be considered giant if its maximum diameter exceeds eight millimeters. Newer guidelines,
however, encourage the use of the z-score computed using patient’s height, weight, and vessel
caliber measurements, which has been shown to be a robust marker and good predictor of
risk factors during the evolution of the disease [56, 162]. As eluded above, x-ray angiography
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is the gold-standard diagnostic tool, where presence of aneurysmal regions on the CA is
considered the definitive indicator of KD. However, as is the case in adult CAD assessment,
analysis of the angiograms are currently performed using manual measurements.
Figure 2.4 Selective angiograms of a KD patient’s left CA. Aneurysms are observed at the proximal
location of the branches. Images by LIV4D.
Aneurysms may lead to ischemic heart disease in 5% of the KD cases [113, 115] and can
deteriorate to infarction [207, 233, 275, 114, 74]. Autopsy findings have shown that ischemia is
likely the outcome of thrombosis formation on the aneurysms’ wall [238]. Rheological analyses
also point to precarious hemodynamic factors inside these lesions. Using invasive pressure gage
and velocity measurements by Doppler flow, [135] showed that there is a decrease in both
the average peak velocity (APV) and shear index inside aneurysms. These measures were
also negatively correlated with the size of the lesions. For patients with giant aneurysms, the
APV decreases at the proximal position and accelerates at the outset of the aneurysm. This
finding is concerning as it has previously been shown that thrombus formation increases at
low flow velocity and reaches maximum production as the flow rate subsequently accelerates
quickly [16, 194]. It is also known that recirculative flow patterns can form inside aneurysms
and can cause a pronounced drop in sheer stress magnitude, which also activates the platelets
[21]. These results suggest that the fluid mechanical conditions found inside aneurysms are
an ideal breeding ground for thrombosis.
Patients presenting with CA aneurysms can also suffer from non-obstructive ischemic events
caused by the deficient flow characteristics in these pathological segments [134]. Angiographi-
cally, the fluid dynamics inside aneurysms are visually cued by the stasis of dye, segmental
back flow, swirling, and a striking slow flow pattern [133, 200, 236]. These are indicators
of an increase coronary vessel resistance (CVR) and possible inadequate modulation of the
coronary flow volume (CFV). Indeed, [134] showed that the alterations of the flow dynamics
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likely result in inadequate perfusion of the myocardium and can lead to exercise-induced
infarction. Quantitatively, they found an increase in CVR and concurrent decrease in CFV
under cardiac pacing in patients with coronary aneurysms and reported episodes of angina
pectoris. These studies further solidify the correlation between hemodynamic factors and the
propensity of pathological conditions and outcomes. Despite these findings, however, clinical
decisions still largely rely on manual geometrical-based measurements on static frames.
Treatment of KD patients typically involves a pharmaceutical plan consisting of intravenous
immunoglobulin, which is shown to reduce the risk of aneurysm formation by a factor of five
if administered early in the presentation of the disease [183]. The American Heart Institute
guidelines for the long-term management of patients with KD [184] are based on Level of
Evidence C (expert opinion, case studies, or standard of care). For patient with giant aneu-
rysms, systemic anticoagulation therapy is shown to reduce morbidity and mortality [209],
but there is no consensus for patients with smaller aneurysms. Furthermore, even in patients
where aneurysms have regressed, there is concerning evidence of sustained functional sequelae
of the vascular wall despite patent angiographic findings [103].
2.2.1 Vascular distensibility
Pathological investigations have found that regressed aneurysm sites are marked by endothe-
lium injury and the thickening of the intima primarily caused by the proliferation of smooth
muscle cells during the acute phase of KD, but can nonetheless present with normal lumen
diameters [210]. Naturally, one would hypothesize that these findings will have an effect on
the functional properties of the vessels, and intravascular ultrasound (IVUS) was thus used
by [103] to assess the vasomotion response of the arteries following infusion of a vasodilating
agent (acetylcholine). Impaired vasomotion at regressed aneurysm sites was observed by the
paradoxical constriction of the vessels after dilator administration, which is an indication of
endothelium dysfunction [154]. Of particular concern, these findings were shown to persist
over long-term follow-up (over 10 years after disease onset).
For adult patients with CAD, a similar trend is observed. In atherosclerosis, vascular wall
stiffness is directly related to the atheromatous changes of the CA [35], but as reported in
[223], even in the absence of angiographically significant stenosis, the distensibility properties
of the arteries measured manually on magnified angiographic series were found to be impaired.
These results were corroborated with IVUS by [181], who found reduced distensibility without
signs of luminal abnormalities. Quantitative vessel distensibility assessment may thus be an
alternative way to determine the extent of atherosclerosis, especially at the early stages of
the disease.
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These findings of impaired vascular distensibility show a concerning reality for patients with
CAD : the gold-standard diagnostic tool for their disease, namely x-ray angiography, is largely
under-utilized by selecting a single static image where manual calibers at only one point in
time are measured. Disconcertingly, this image may show normal vessels despite vascular
dysfunction. In a hypothetical clinical situation where multiple frames would be used to assess
distensibility, the manual nature of the task may compound measurement errors related to
the natural subjectivity of the human operator and would largely increase measurement time.
The alternatives, IVUS, or more recently optical coherence tomography (OCT), are seldom
used in practice and their invasive nature may not be advisable for certain patients, especially
for those at pediatric ages. A less invasive, automatic assessment of vascular distensibility
using data that is already routinely collected would thus be a welcomed clinical tool.
2.3 Medical image registration
This section reviews medical image registration at a global level. As such, approaches speci-
fically related to MOCO are presented in Chapter 4.
Medical image registration has occupied the computer vision field for more than four de-
cades [98], where the primary area of research was historically focused on registration of
relatively stable brain images acquired on different modalities. In broad terms, image re-
gistration is the spatial alignment of corresponding structural components between a target
and source image by estimating a suitable geometric transformation and applying it under a
strict measure of congruence. This is a crucial preprocessing step as in many clinical proto-
cols, multiple image modalities such as computerized tomography (CT), magnetic resonance
imaging (MRI), ultrasound (US), and x-ray may be acquired. Each offers different qualitative
and quantitative information instrumental to the clinician for diagnosis, treatment planning,
disease monitoring, inter-patient comparisons, and image-guided surgery or intervention. In
other situations, the same modality may be acquired at different temporal points spaced by
days, weeks, or years to track disease response to treatment. Lastly, certain medical imaging
modalities acquire near real-time timeseries data, in which the dynamic nature of the images
provide functional information of the structure under investigation. Registration in these sce-
narios are often related to MOCO, where the series of images are registered to a reference
frame to compensate for external and internal motion. Indeed, misalignment is inevitable.
Whether tied to the different spatial domains in multimodal situations, to the anatomical
changes due to disease evolution in unimodal cases, or to basic patient movement and func-
tional organ displacement during temporal data acquisition, deformations are prevalent and
at worst obviate interpretation and at best reduce analysis precision if left uncompensated.
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A prototypical image registration pipeline, illustrated in Figure 2.5, is typically composed
of three components : 1) the transformation model between the source and target images,
2) a similarity metric (also-known-as a cost function) that quantifies the alignment quality
between the source and target images to guide the 3) optimization procedure used to compute
the optimal transformation parameters between the source and target images.
Transformation 
model
Similarity
metric
Optimization
routine
Source
Target
Registered
Registration pipeline
Figure 2.5 Image registration pipeline. The source image is aligned to the target image following
estimation and optimization of spatial transformation parameters guided by a similarity measure.
2.3.1 Transformation models
Earlier applications typically considered rigid transformations, where translation, rotation,
scale, and shear parameters were estimated [255, 263]. Although useful for correcting cali-
bration differences between modalities or coarse geometrical transformations [158], this type
of transformation model fails to handle the complex deformation profiles of biological tissue.
Indeed, the human body does not abide to rigid displacements or even approximate affine
deformations [98]. The field has thus evolved to nonrigid/nonlinear approaches, which are in-
herently more complex due to the high degrees of freedom and smoothness constraints of the
deformation estimates. In nonrigid approaches, the anatomical context must be considered,
as one would not expect the heart, brain, or liver to undergo the same type of displacement.
The clinical setting (real-time interventional imaging vs. oﬄine analysis) in which the system
is to be used must also be taken into account as the computation times of nonrigid techniques
are inherently prohibitive. This is a substantial drawback in terms of clinical applicability
[253], but nonetheless offers interesting engineering problems [253].
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Elastic models were some of the first used in nonrigid applications [11]. The source image is
considered an elastic object that is deformed following the Navier-Cauchy partial differential
equations and guided with an image similarity measure. The image is deformed until an equi-
librium of the forces is reached. Their basic formulation is biased towards local deformation
modeling, so they are typically used after a global initialization step, commonly referred as
the plastic model.
Radial basis functions (RBF) constitute some of the most popular families of nonrigid inter-
polation techniques used primarily in conjunction with landmark-based approaches (explored
in Section 2.3.2). The basis functions are tied exclusively to the distance between correspon-
ding points of the images and the final transformation is usually a weighted average of these,
which can include Gaussian, quadratic, or splines, to name a few. In spline models, matched
landmarks positions between source and target are considered control points and are used
in a function to define correspondences away from these points. Thin-plate splines [22, 206]
have been investigated extensively, but are hindered by the fact that each control point has
a global influence on the transformation and may thus perturb all other points in the trans-
formed image. These may not be suitable to model small, localized deformations. B-splines,
however, are defined exclusively in the proximity of the control points and thus afford ge-
neralized applicability and computational efficiency. They are often used as weighted basis
functions in the free-form deformation (FFD) model [216], which interpolates any position
on a curve from control points that influence its shape. Although the FFD affords smooth
local deformation, preservation of topology is not guaranteed and its modeling complexity
requiring high computational power may be a roadblock in certain situations [102].
2.3.2 Registration methods
Registration techniques are classified as either extrinsic or intrinsic. In the former, physical
objects are attached to the structure undergoing imaging, such as markers glued to the skin
[70] or screw-mounted tags [142, 77]. Although useful in certain medical contexts such as
brain or orthopedic surgery, their intrusive nature heavily constrains their use. The large
body of work of medical image registration is thus focused on intrinsic, data-driven methods,
where the information contained in the recorded images such as : 1) geometrical landmarks ;
2) the pixel/voxel intensities ; or 3) a combination of both are used to infer the deformation
between target and source.
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Landmark-based approaches
Landmark-based correspondences are typically high-level descriptors of specific geometrical
points [58, 4], contours [145], surfaces [8], or curves [34, 269] at salient image points such
as line terminations, gravity centers of closed surfaces, and meaningful physiological compo-
nents. They are generally useful when anatomical structure appearance remains relatively
consistent but image intensity information is compromised, as is the case, for example, in
certain pathologies encountered in retinal registration applications [228]. Locating reliable
features between the images is an open problem and an active field of research [284] as its
performance can be sensitive to the magnitude of the geometric distortion between the images,
noise, blurring, photometric variability, and the textural coherence between the images [279].
Nonetheless, the use of geometrical/structural point matches maintains biological validity
and affords straightforward interpretation of the transformation in terms of physiology or
anatomy. We describe here popular landmark detectors capable of finding corresponding lo-
cations in the presence of large deformations or displacements of anatomical components
between the source and target images.
The Harris detector [92] can be used to efficiently identify corner landmarks in images by
computing their structure tensor S and thresholding R = det(S) − k(trace(S))2, where
k is determined empirically. With the aim to attain certain geometrical invariance, many
extensions of the Harris detector have been proposed [212, 177] and have proven to be robust
to affine transformations [250, 172].
The wildly popular scale invariant feature transform (SIFT) [153], which is also robust to
affine deformations is often cited. SIFT uses the difference of gaussians (DOG) to create a
scale-space representation of the images where points of interest are detected at local extrema
across varying scales. The SIFT descriptor at these points of interest is then formulated as
gradient histograms of eight orientations, which forms vectors of 128 elements. These are
then normalized to unit length to increase robustness against illumination variability. Many
variants of SIFT such as PCA-SIFT [116], speeded up robust features (SURF) [15], affine-
SIFT [179] and gradient location and orientation histogram (GLOH) [173] were subsequently
proposed and the reader is encouraged to consult [110] for a comprehensive comparisons
between them.
A fast alternative to SIFT are the histograms of oriented gradients (HOG) [55], which consi-
der 15 orientations sampled at nine positions in a 7 x 7 neighborhood (Figure 2.6a). HOG
descriptors are 135 elements long and can be efficiently computed using integral images. As
with SIFT, these descriptors are typically robust to affine displacements, as shown in Figure
2.6b. The multi-layer, convolution approach by [261] extends the formulation to nonrigid es-
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timations by using a hierarchical, bottom-up approach modeling locally rigid transformations
at small local patches that are aggregated into nonrigid deformations at higher levels of a
multi-scale decomposition of the images. The patch-based formulation of this technique also
allows it to handle image regions with weak or sparse textural information.
a) b)
Figure 2.6 Histograms of oriented gradients : a) The HOG descriptor is formed by sampling nine
equidistant points in a 7 x 7 neighbourhood, b) HOG point matches of sequential end-diastolic
angiographic frames. The second frame was rotated and rescaled artificially to demonstrate affine
matching performance.
Matching the detected landmarks between the images is performed by a measure the simi-
larity of their descriptor vectors and/or by considering geometric constraints [42]. In the
former case, the Euclidean distance between the vectors is often used to rank matching can-
didates, where different thresholding schemes are then applied to filter weak matches [173].
These strategies are simple and efficient to compute, but may intuitively be enhanced by also
considering geometric constraints. Graph matching is thus used to incorporate structural
relationships, where matches preserve pairwise geometry [143, 19, 249].
As matches between the images are established to a satisfactory descriptor closeness and/or
geometrical constraint, nonrigid transformation maps can be computed using an interpolation
strategy such as splines [203, 128], RBF [281, 278], or FFD [136, 102], to name a few. Although
well suited in certain applications, these interpolation schemes present a major caveat of
landmark-based registration : the sparsity of matches, which is often found in practice. This
leads to poor interpolation quality inside the interstitial space between matches as it decreases
proportionally to the distance between landmarks.
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Intensity-based approaches
Matching intensity patterns between the source and target images commonly define a si-
milarity measure using a mathematical or statistical metric such as mean squarred diffe-
rences (MSD), sum of squared differences (SSD), or correlation. This class of registration ex-
pects that these metrics will be optimal when alignment converges. Intensity-based schemes
thus assume a certain dependency between the gray values of the target and source images.
These metrics are defined between corresponding pixels and as such, do not take into account
spatial dependencies. Further, they are sensitive to non-stationary pixel values and thus tend
to decrease in precision in multimodal situations, timeseries data where intensity fluctua-
tions can occur, or in situations where the images are corrupted by intensity distortions
(e.g. the spatially varying bias field caused by surface coils in MRI image [174]). Compared
to landmark-based approaches, intensity-based methods are also generally more prone to
converge in local extrema and are thus better suited to tackle smaller deformation tasks. To
mitigate these issues, [222] broke down the images in local segmented areas where so-called
geometrical moment invariants were computed at difference spatial scales. The assumption
was that metrics computed on regions of the images, as opposed to individual pixels, would
be more robust to noise. Indeed fewer local minima where encountered in the optimization
step and better accuracy was achieved. Whereas that method necessitates an explicit seg-
mentation step, [273] use Daubechies wavelets to capture local spatial information, which
obviates the need for an explicit segmentation preprocessing stage. Similarly, Gabor filters
[86] may be used to capture local, spatial-frequency information of the images and have been
shown to be robust in both unimodal and multimodal applications [191, 150]. For example,
an optimized framework of the Gabor filters used to define mutual saliency was proposed by
[146], and reliable locations were automatically identified to drive registration.
Entropy-based approaches using mutual information (MuInfo) [262, 255, 45, 156] as a si-
milarity metric were found to be better suited for multimodal registration tasks [196]. The
benefit of MuInfo in this context lies in its generalization and robustness to pixel intensity
fluctuations. However, it is not overlap invariant, which may produce maxima despite mis-
alignment. Normalized mutual information (NMuInfo) was thus introduced to address this
shortcoming [229]. As with the linear metrics, information theoretic measures are based on
single pixel joint probability models and may fail in certain situations, notably when sha-
ding artefacts are present in the images. As such, regional patches may be used to alleviate
this problem. [43] thus introduced the regional mutual information (RMuInfo) metric using
a weighted sum of local computations of MuInfo. [231] followed a similar approach by first
decomposing the images into homogeneous regions, where MuInfo was then used.
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Optical flow (OF) [192, 12, 159] may also be used in image registration schemes. Spatial
registration and OF estimation are closely related problems. OF is typically used to estimate
spatial deformations over a series of images at different time points, but used diminutively
between only two images, the paradigm is similar to the approaches presented so far. Using
OF as an image registration task is advantageous as it leverages more than two decades of
refinement of this nonrigid displacement estimator. Notable contributions include the ap-
proach by [197], who upgraded the classical variational Horn & Schunck OF model [99] to
allow discontinuities in the displacement field and to add robustness to changes in pixel in-
tensity with their total variation regularization data term. [276] devised an OF formulation
including a so-called inversion consistency procedure to ensure stable alignment quality, as
argued in [41]. The idea was to symmetrically deform each image into one another until both
match their counterparts original appearance.
Variational OF approaches utilize local optimizations and are initialized to a zero-motion flow
field. This leads to accurate description of fine motion, but will inherently under estimate
large deformations. On the other hand, the coarse-to-fine warping scheme proposed by [29]
is an important innovation to the variational OF model as it initializes motion estimates at
coarser resolutions, which captures the large deformation profiles present between the images
and is then sequentially refined by accumulating the estimates at progressively finer scales.
This technique is suitable when the deformation of small structures are similar to the large
ones, but fails when the relative motion of a small structure is larger than its own scale.
In these situations, the displacement estimate is biased towards large deformations. This
approach was successfully applied to register CT lung volumes [65], where the anatomical
structures imaged (the lung cavities) were relatively large and coarse.
There is thus a conundrum related to OF methods : whereas variational approaches are biased
towards fine scale displacement estimates, they fail to accurately capture large deformations.
Conversely, coarse-to-fine warping schemes are well suited to compute large displacements,
but they are not appropriate when small structural motion estimates are required. A hybrid
solution to this problem was thus proposed in the form of large displacement optical flow
(LDOF) [28] and is presented in the following section.
Hybrid approaches
Intuitively, combining landmark and intensity information for the registration process may
lead to better robustness in situations where large and small deformations are present.
The two approaches can be used serially, where landmark-based registration initializes an
intensity-based refinement step. Such is the case in [40], where anatomical landmarks were
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used to correct large deformations and an intensity-based fluid registration scheme was then
applied to finalize the alignment. The authors thus leveraged the coarse registration power
of the landmark approach and the fine tuning capabilities of the nonrigid intensity-based
scheme. Some methods combine both types of approaches into a single similarity measure.
For example, a metric was constructed using the difference of MuInfo computed between
intensity information and the pairwise distance between matching landmarks [208]. The pair
and smooth hybrid algorithm (PASHA) algorithm [32] enhances this formulation by intro-
ducing a global smoothness term to mitigate the risk of local extrema in both landmark and
intensity sub-metrics. In [95], landmarks were used as spatial constraints in parallel to an
intensity-driven nonrigid registration scheme.
Hybridizing OF can be achieved by incorporating the large displacement estimation capabi-
lities of landmark correspondences into the precise, dense deformations flow fields produced
by the variational model. In essence this can be regarded as a combination of discrete optimi-
zation for the landmark matches coupled with continuous optimization to provide subpixel
displacement accuracy. The integration of landmark information can also be beneficial in
situations where structural contrast is low. In these cases, the use of variational OF alone
may fail as gradients are weak, but are well managed when point matches are introduced
as these guide the variational model during displacement estimation [28]. Evidently, robust
point matching algorithms must be used so SIFT or HOG descriptors are obvious candidates.
However, HOG landmark matching has the advantage of greater computational efficiency and
is less prone to produce false matches. The LDOF process is described bellow :
Given two images to be aligned I1, I2 : (ω ⊂ <2) and a point in the image domain ω :
x := (x, y)T , the optical flow field w := (u, v)T is given by the energy :
Ecolor(w) =
∫
ω
ψ(|I2(x +w(x))− I1(x)|2)dx (2.1)
where ψ(s2) =
√
s2 + 2 is a robust function to mitigate occlusions. Equation 2.1 penalizes
deviations from the assumption that corresponding points should have the same intensity,
but this is seldom encountered in practice so a gradient constrain invariant to additive illu-
mination is defined :
Egrad(w) =
∫
ω
ψ(|∇I2(x +w(x))−∇I1(x)|2)dx (2.2)
Equations 2.1 and 2.2 match relatively weak features (intensity and gradient), and may result
in non-unique solutions. A regularization term applied to the computed flow fields can thus
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be introduced :
Esmooth(w) =
∫
ω
ψ(|∇u(x)|2 + |∇v(x)|2)dx (2.3)
The variational optical flow model is thus given by :
E(w) = Ecolor + γEgrad + αEsmooth (2.4)
where γ, α are tunning parameters. The hybridization of this model is achieved by adding a
landmark correspondences energy term :
Ematch(w) =
∫
δ(x)ρ(x)ψ(|w(x)−w1(x)|)dx (2.5)
where w1(x) is a correspondence vector constructed by landmark matching at a given point
x, δ(x) is a binary variable indicating the presence of a descriptor match, and ρ is a matching
score related to the distance between matched landmark descriptor vectors. The task of dis-
crete descriptor matching can be formulated in a continuous approach to make it compatible
with the variational model :
Edesc(w) =
∫
δ(x)|f2(x +w1(x))− f1(x)|2dx (2.6)
where f1(x), f2(x) are the fields of feature vectors in I1, I2. The full LDOF model can thus
be represented as :
E(w) = Ecolor(w) + γEgrad(w) + αEsmooth(w) + βEmatch(w,w1) + Edesc(w1) (2.7)
The properties of LDOF are particularly interesting for medical image registration as the
issues this model addresses are often found in multimodal registration problems or in dynamic
sequences where both large and small motion between the frames are expected, variations in
pixels intensities due to contrast agent transit is observed, and reasonable global differences
in appearance are encountered. As such, this technique was thoroughly explored in Chapter
4 as the basis for a MOCO framework.
22
2.3.3 Reduction to unimodality
When substantial textural differences between the images are present, as is often the case for
multimodal applications, a reduction to unimodality may be advised. The general idea is to
map both images to a third domain that reduces diverging information between the images
and thus allows easier deformation estimations.
A common approach is to exploit the image gradients as anatomical borders typically corres-
pond to regions of intensity changes, regardless of the modality. [89] used this approach to
register T1 and T2 weighted brain scans by mapping the images to an intermediate domain
of normalized intensity gradient fields, which mitigates possible gradient intensity variability
between modalities and theoretically encodes only geometrical information. Similarly, [30]
defined an edgeness operator to map the images to a common domain by encoding local edge
variance. A multi-scale genetic optimization scheme was then used to drive an affine registra-
tion step. The local and texture information encoded by Gabor filters have also been used to
transform the images. [150] used the local phase gradient of the most responsive Gabor filter
output to a mapping domain robust to local edge strength and contrast variance between
the images. Extensions to this approache were performed by [108], who used local frequency
maps, and [191], who represented the images by a rich Gabor feature descriptor vector and
minimized the distance between the vectors of both images. [93] also used descriptor vector
matching by encoding similarities between neighboring patches.
Information theory was used by [257] to derive an intermediate structural representation of
the images, where local entropy of a patch region around each voxel was used to assign a new
intensity value. They also experimented with manifold learning using Laplacian eigenmaps to
extract structural information from the images. This representation produced good registra-
tion performance, at the cost of higher computational complexity, whereas the entropy-based
method was simple to compute but produced slightly poorer alignment.
Finally, supervised learning techniques have been used to learn similarity between the images
and discriminate between high and low scoring values [141]. This technique was used by [27] to
map the images to a Hamming metric space encoding corresponding and non-corresponding
locations and was subsequently extended to 3D deformation tasks [170].
The plethora of medical image registration techniques reflect its caveat of data-dependence.
Approaches are often tied to the modality, image characteristics (SNR, domain, information
sparsity), and anatomical structure under consideration. The type of deformation (rigid vs.
nonrigid, large vs. small) is also a determining factor in choosing the appropriate technique.
However, the hybrid approach paradigm discussed above shows promise as its coverage of
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a wide range of nonlinear motion make it particularly interesting to investigate for highly
dynamic regions, given that adequate image preprocessing steps in the form of filtering,
enhancement, or reduction to unimodality are applied.
2.4 Segmentation of vascular structures
The driving force behind the proliferation of vascular segmentation algorithms is due in part
to their potential as a decisive clinical diagnostic tool. The enhanced visualization and pa-
rametrization of the vessels play an important role to assess various pathologies. Markers
such as tortuosity, reflectivity, abnormal branching, and geometrical vessel statistics can be
efficiently inspected and quantified from segmented regions. A step beyond the promising cli-
nical applications of segmenting two-dimensional vascular images is the full three-dimensional
reconstruction of the vasculature. This is particularly valuable for surgery planning and ins-
trument guidance during invasive interventions. In accordance with strict clinical require-
ments, the 3D reconstruction requires the precise, noise-free precursory segmentation of the
2D vessels and is thus another important factor pushing the development of the field. This
section reviews general vasculature segmentation, but approaches specifically related to CA
segmentation are presented in Chapter 5.
Framed in general terms, the objective is to isolate tube-like curvilinear structures from medi-
cal images. This has been a challenging area of research for the medical imaging community
as issues related to segmenting vasculature are their dynamic nature (notably in the tho-
racic region) and the variability in vessel appearance between and within patients, where
prominent factors contributing to the non-uniform characterization of vessels are intra-image
illumination variations, radiographic noise, overlapping bones and organs, heterogeneous ves-
sel contrast, and abnormal regions related to pathology.
The taxonomy of vessel segmentation approaches includes centerline extraction, appearance-
based, deformable models, and steerable filters. However, this classification is difficult to
clearly formulate as hybrid techniques that blend components of these different paradigms
together are often introduced [122, 60]. Nonetheless, the following sections review the pro-
minent contributions to vasculature segmentation.
2.4.1 Centerline extraction
Centerline-based techniques (also-known-as skeletonization) constitute an important portion
of vessel segmentation approaches at both research and commercial levels. They aim to
represent the vessels as a maximally thin curve equidistant from the structure’s boundaries.
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Under the assumption that vessels are tubular shapes, the diameters of the segments at
centerline vertices are typically computed by growing a normal vector until it reaches the
vessel wall. As shown in Figure 2.7, centerline extraction affords a parametric description of
the vessel comprised of centerline position (red vertex) and associated calibers (green lines).
Figure 2.7 Vessel parametrization via centerline and diameter computation on segmented and
binarized coronary arteries. Image by LIV4D.
Centerlines can be drawn manually by an expert [167, 9], but this inefficient process – al-
though still used in some clinical environments – was replaced by semi-automatic methods
[230, 10, 271] to reduce human interaction by requiring only the input of a segment’s start
and/or end points (typically at easily identifiable landmarks such as bifurcations). Variants
leveraging Markov object processes [137, 138] or coherence enhanced diffusion and Hessian
vesselness [146] are notable contributions, but are hindered by erroneous cyclic centerline
structures for larger-caliber vessels, low-contrast regions due to pathology, and their limita-
tion to small curvatures.
2.4.2 Appearance-based
Of the appearance-based techniques, where a preprocessing stage is typically used to enhance
vessel-like structures, digital subtraction angiography (DSA) is used as a preprocessing step
in some of the more classical commercially available solutions to extract vasculature by sub-
tracting pre (mask) and post (contrast) injected images [26, 39]. For certain anatomical
regions, such as the thoracic area, spatial correspondence between the mask and contrast
frames must be taken into consideration as movement will miss-align the background struc-
tures targeted for suppression. DSA-based techniques are also susceptible to sever branches
that overlap radiodense structures present in both mask and contrast images. Image regis-
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tration between the pre and post frames has thus been used in conjuction with independant
component analysis (ICA) and region-growing [239].
Many appearance-based approaches rely on the modes of variation of the Hessian matrix
[151, 211, 72] to enhance vessel-like structures [139, 259, 213, 118, 52, 235].
The Hessian Hσ(x, y) is a symmetric positive-semidefinite matrix of the second-order de-
rivatives of the image f(x, y) pre-filtered with a zero-mean, σ-variance Gaussian function
gσ(x, y) :
Lσ(x, y) = gσ(x, y) ∗ f(x, y) (2.8)
Hσ(x, y) =
Lσ,xx Lσ,xy
Lσ,yx Lσ,yy
 (2.9)
The Hessian’s eigen-analysis describes local structural information such as the principal di-
rection of the second order image intensity variation around (x, y), given by the three eigen-
vectors of Hσ. The corresponding eigenvalues λi give the modulus of the variations in the
main directions and are used to quantify a vesselness measure in the image.
[151] first proposed a vesselness term given by the three eigenvalues first ordered by absolute
magnitude |λ1| < |λ2| < |λ3| :
VL =
|λ3|+ λ2
2λ1
(2.10)
where homogeneous image areas can be thresholded out as V approaches infinity when the
first eigenvalue λ1 tends to zero.
[211] proposed a slightly more robust measure where the eigenvalues are sorted by signed
value λ1 > λ2 > λ3 :
VS =

exp (− λ212(α1λ2)2 ) λ2 6= 0, λ1 ≤ 0
exp (− λ212(α2λ2)2 ) λ2 6= 0, λ1 > 0
0 λ2 = 0
where α1 and α2 are user-defined parameters adjusting for the local vessel curvature affinity
(e.g. near stenotic segments).
Finally, [72] devised what was to become the standard usage methodology for Hessian-based
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approaches. First, they proposed two measures corresponding to flat and blob-like structures,
and a second-order structureness term defined respectively as follows :
Sflat = |λ1|√
λ2λ3
(2.11)
Sblob = |λ2||λ3| (2.12)
Sstruc =
√
λ21 + λ22 + λ23 (2.13)
Their vesselness measure is thus :
VF =
0 λ2 > 0 or λ3 > 0(1− exp (−S2flat2α2 ))(exp (−S2blob2β2 ))(1− exp (−S2struc2γ2 )) otherwise
where α, β, and γ are user-defined parameters. This formulation is more sensitive than
Sato’s for medium to large vessels at the cost of losing discrimination of smaller curvilinear
structures. By varying the σ parameter of the Gaussian filter used in (2.8), vessels of different
diameters are enhanced, but require further processing as tubular background structures and
noise will also be highlighted and require post-processing [71].
Hessian-based methods tend to create discontinuities by suppressing branching or overlapping
vessel points as these resemble flat areas (Figure 2.10b). Other recurring issues with these
types of techniques include vessel shrinking and sensitivity to parameter selection [259].
2.4.3 Deformable models
A broad view of deformable models applied to medical imaging applications is presented in
surveys by [163] and [270], but highlighted herein are the notable and widely used approaches.
The popular snakes formulation of deformable models are based on parametric curve elements
named snaxels that evolve under the influences of an internal elastic force term and an
external edge based force to minimize an energy criterion [112]. The external forces act as
attractors to pull the curve to a targeted image feature (in the case of vessels, the boundaries
are the attractors), while the internal forces constrain the curve contours’ smoothness and
regularity. The snakes framework is based on a Lagrangian formulation of contour evolution,
which make their execution computationally efficient. Parametrically, they’re represented by
a set of n points : vi(s) = (xi(s), yi(s)), where i = 0...n − 1, s ∈ [0, 1] and x(s), y(s) are
27
coordinate functions. The snake’s energy is given by :
Esnake =
∫ 1
0
Esnake(v(s))ds (2.14)
and can be minimized during the evolutionary phase. Equation (2.14) can can be approxi-
mated by using the discrete vertices on the snake as :
Esnake ≈
n∑
1
Esnake(v¯i(s)) (2.15)
Taking the derivative on both sides :
5 Esnake ≈
n∑
1
5Esnake(v¯i(s)) (2.16)
the point vector vi(s) can be iteratively adjusted by gradient descent minimization (simulated
annealing can also be used as a more robust optimization technique less prone to fall into
local minima) :
v¯i(s)← v¯i(s)−5Esnake(v¯i(s)) (2.17)
The self-adapting nature of snakes make them appealing for biological structure segmenta-
tion as a priori modeling of the target region is not explicitly required. They can also be
adapted to varying image scales by adding a Gaussian smoothing term in the image energy
function. However, as they are governed by the energy over their entire path, they can fail to
properly adapt to small contours elements representing diagnostically-relevant information.
Conversely, this same property makes them robust to noise.
Applied to vessel segmentation, Topology-Adaptive Snakes [164] modify the original frame-
work to allow merging and contour splitting of the evolving foreground region by a explicit
re-parameterizing scheme (Figure 2.8). This proved essential to function on the tree-like
structure of vasculature as distal branching and thin vessels were better handled.
[124] use piecewise cubic B-splines as their snakes’ basis elements as they adapt naturally to
vessel contours. This piecewise description of the splines is well suited for dynamic programing
optimization, where algorithmic complexity drops from O(nN) to O(n4N) for N total control
points and n possible positions. The external attractors to guide the snakes to the vessel
boundaries are the responses of the so-called stretched-Gabor filters [94] tuned to typical
vessel dimensions. Their system affords semi-automatic coronary artery segmentation and
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demonstrated accurate results on select regions of proximal vessels to assess stenosis. No
results were reported on branching regions or smaller, more complex vessels.
The eigen-snakes formulation by [247] first extract vessel orientations by principal component
analysis of the distribution of gradient vectors. The energy term was adapted to use this
information to guide the growing process. Exploiting the principal directional information
lowers the false positive rate as the risk of locking on non-border elements is diminished.
However, the lack of merging and branching handling proved problematic as distal segments
were ignored.
Figure 2.8 Topology-Adaptive Snakes. Merging and branching of multiple snake elements in a
retinal fundus frame. Images adapted from [164].
The level-set framework [221] has arguably become the standard approach in the deformable
model family of methods. They’re an implicit, Eulerian formulation of active contours that
evolve through partial derivative equations after seed initialization (typically performed ma-
nually). Level sets represent propagating curve fronts at a baseline, zero-level set that captures
a higher dimensional function. They can thus capture and adapt to complex structures such
as sharp corners during its evolution. Other advantages include their straightforward exten-
sion to higher dimensional spaces (e.g. 3D, 3D+t), and the Eulerian coordinate system lends
itself well to discrete griding and numerical approximation methods to increase operational
efficiency. Variants of level-set methods have found success in segmenting vasculature.
The Curves method by [152] was adapted specifically for vessel segmentation by evolving a
1D curve on a 3D domain and integrating a geodesic active contour formulation [36]. They
use a smoothing term that constrains the lowest curvature of the 3D domain, rather than the
total curvature, which results in smoothing in only their longitudinal axes. Their edge-based
formulation also implies seed initialization close to the targeted boundaries.
Based on the Curves approach, [252] added a explicit, region-based image term using Gaus-
sian intensity models to segment 3D vessels of varying widths from MR angiography. Their
results demonstrated an impressive level of detail in maximum intensity projection data.
However, the Gaussian intensity model is intrinsically tied to contrast, which is commonly
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non-homogeneous. This might predispose the wave propagation to prematurely stop at tor-
tuous vessel regions.
Finally, a notable method by [201] proposed new geometric constraints on the contours to
represent highly variable, complex structures. Their method performed well on synthetic
curve patterns resembling vasculature and satellite data to segment roads from complex,
natural backgrounds.
2.4.4 Steerable filters
Steerable filers allow selective control of the orientations and widths of the vessels to be
extracted [73]. As illustrated in Figure 2.9, the prototypical architecture of steerable filtering
involves convolving the input image with a set of rotated filters kernels known as the basis
bank (the derivative of isotropic Gaussian kernel is typically used). The resulting line-image
is then computed as the linear combination of all the filter responses. This framework can be
expanded to extract lines of different widths by selecting a range of the kernel variances.
∑
Basis bank
Input image
Gain
Sum Output image
Figure 2.9 Generic steerable filtering framework. Adapted from Freeman et al. [73].
[251] used a priori directional information to enhance vessels in x-ray angiographic and retinal
data. Instead of computing the Hessian’s eigenvalues globally to extract curve-like structures,
they first decomposed the image into oriented components using a decimation-free directional
filter bank [13]. The directional images were then processed to remove non-uniform illumina-
tion using homomorphic filtering [265]. Applying these filters at this stage had the advantage
of lowering the footprint of noisy components as they were only filtered in the directed
orientation and were thus of smaller magnitude. Vessel-like structure were enhanced on each
directional image using Hessian eigen-analysis and subsequently combined additively. The
method produced superior results compared to the Frangi algorithm with noticeably less
noise amplification, continuity conservation at junction points, and an improved amount of
small-caliber vessel preservation. However, the area inside the proximal (largest) vessels were
hollowed-out (Figure 2.10c), which is characteristic of Hessian-based line extraction schemes
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as the these regions do not manifest a curvy-linear appearance and are thus viewed as flat
surfaces. One can thus expect that this technique would fail to correctly segment aneurysms
or ectasia.
a) b) c)
Figure 2.10 Appearance-based vessel extraction showing segment hollowing (red arrow) and tree-
discontinuities (yellow arrow) : a) Original image, b) Frangi-based enhancement, c) Results from
[251]. Images adapted from [251].
The use of isotropic bases can be problematic, however, when line structures cross each other
or run close together, as if often the case for x-ray angiographic projections. Isotropic filtering
causes close parallel lines to be smoothed together and the marginal orientation selectivity
of the Gaussian kernels attenuate overlapping regions [193]. It is thus advisable to employ
anisotropic Gaussian bases defined by two variance parameters [127], which are less sensitive
to distorting features outside the vessels, while favoring intra-vessel information along its
orientation.
Applied to vessel extraction, variants of anisotropic steerable filtering have been studied
across different imaging modalities [132, 189, 53, 54, 37, 68, 67]. [131] proposed a multi-
directional flux-based anisotropic diffusion applied to 3D vessel segmentation in CT liver
data. Using a 3D basis composed of units vectors in the direction of the local image gradient,
and of the maximal and minimal curvatures, smoothing is enhanced preferentially in the
direction of the vessel axis rather than in its cross-section. This has the effect of enhancing
elongated structures such as blood vessels. Maximum intensity projection views and iso-
surface renderings of the liver’s vasculature were clearly enhanced as the vessel intensities
were amplified and the overall noise in the surrounding tissues was attenuated. However,
small vessels with poor contrast were poorly managed and were shown disconnected in the
resulting images. Moreover, the algorithm requires the input of several parameters and its
computational requirements are ostensibly high due to its unbounded iterative process.
31
The prior art illustrates the open-ended nature of the vessel segmentation problem. Most
of the current methods present results on small datasets containing largely healthy vessels,
and the use of statistical analysis is alarmingly scarce. Even with manual intervention, none
of the approaches demonstrated satisfactory results in terms of segmentation quality and
operational efficiency. Importantly, it is apparent that pathological vessel segments in the
form of stenosis, aneurysms or ectasia hinders the performance of these techniques. However,
anisotropic Gaussian kernels applied in a steerable filtering framework is a good candidate
for vessel extraction using x-ray angiographic images. Qualitatively, they do not degrade the
line edges, are not affected by overlapping segments, and are implementable in computatio-
nally efficient constructs. They are, however, sensitive to areas of wildly divergent curvilinear
appearance, so a mitigated approach using post hoc correction of the ill-segmented areas is
necessary and investigated in Chapter 5.
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CHAPTER 3 RESEARCH HYPOTHESIS AND OBJECTIVES
3.1 General problem statement
Improving our understanding of the heart’s anatomical and functional characteristics affected
by certain pathology is critical to better diagnosis and treatment planing. Broadly stated,
medical imaging plays a crucial role by providing tools to enhance the raw data captured
from increasingly sophisticated imaging modalities. However, these systems present a num-
ber of caveats and engineering challenges. The imaging modalities described in Chapter 1,
namely CMR perfusion imaging and x-ray angiography are not immune from considerable
complications affecting their usability and the interpretation of the data they produce.
The main issue this thesis addresses is related to management of the spatiotemporal infor-
mation present in the two modalities. In both contexts, anatomical motion is a hindererance
to automatic analysis, but not all spatiotemporal information is problematic. We argue that
with appropriate handling, some components of the dynamic information can be used advan-
tageously. All things considered, we thus postulate our general research question :
General research question : Can appropriate management of spatiotemporal information
present in CMR perfusion imaging and x-ray angiography ultimately improve clinical metric
extraction in terms of precision, objectivity, and ergonomics ?
3.1.1 CMR perfusion imaging
In the case of CMR perfusion imaging, the use of high precision pixel-wise quantification
of myocardial perfusion requires a stringent alignment of the anatomical structures present
throughout the recorded series. Motion is partially mitigated by patient breath hold for the
duration of the recording period (typically lasting 60 seconds per series). However, apnea can
be taxing for myocardial infarct patients, especially in those with co-morbidities such as dys-
pnea, arrhythmia, or atrial fibrillation [195]. Breath-holding is thus often incomplete and can
result in respiratory gasps, which induce large, striking displacement events in the acquired
images. Conversely, while free-breathing protocols improves patient comfort, they introduce
pseudo-periodic thoracic movement throughout the acquired series. Electrocardiogram gating
is also used during acquisition to synchronize the geometrical phase, but may present errors,
especially under stress conditions or in patients with certain pacing pathologies. This results
in small residual myocardial motion, but is nonetheless detrimental for precise quantification.
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Other than the motion issues in CMR perfusion imaging, the varying appearance of the
images it produces as different sequence configurations and magnetic field strengths are used
is also a challenging issue that must be taken into consideration. Likewise, the use of auxi-
liary series, as beneficial as they are for enhancing quantification when they are aligned to
the perfusion images, are inherently different in terms of photometric, resolution, and SNR
characteristics.
Both the large and subtle nonlinear deformations found in CMR perfusion and auxiliary
series, in addition to the requirement of compatibility to the range of sequence types, each
with unique appearances, point to the use of a hybrid registration techniques, as explained
in Section 2.3.2. The application of landmark matching can potentially handle the large dis-
placements caused primarily by patient gasping, breathing, and guttural movement. Coupled
with the fine scale registration capabilities of an intensity-based registration scheme to ma-
nage the residual nonrigid deformations of the myocardial tissue, it would seem appropriate
that the LDOF formulation be further investigated and adapted to CMR perfusion imaging.
As such, we postulate our first hypothesis :
Hypothesis 1 : CMR perfusion quantification can be enhanced using an adaptation of large
displacement optical flow as the engine of a processing pipeline to compensate for motion and
register different types of sequences together.
Objective 1.1 : Devise an appropriate preprocessing procedure to normalize textural
variability while enhancing structural information between the T1-weighted perfusion
and AIF sequence types for universal applicability of the LDOF engine.
Objective 1.2 : Establish a processing order strategy amenable to multithreaded
architectures.
Objective 1.3 : Determine the optimal intra-series reference image to which the rest
of the frames will be aligned to. Automate this process.
Objective 1.4 : Implement the LDOF formulation to compute deformations between
sequential frames of T1, AIF, and PD series.
The registration of the inherently different PD images to the T1-weighted frames can arguably
be considered multi-modal in practice. Although the landmark-matching component of the
LDOF formulation may find suitable correspondences between the two types of sequences,
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the variational component will likely be hindered by photometric and textural incongruencies.
Hence, in order to use an LDOF-based approach, a reduction to unimodality is proposed,
where surrogate images used to lower the appearance divergences between the images can
help the LDOF engine during registration.
Objective 1.5 : Formulate bridge images for both PD and T1-weighted images that
primarily encode their respective structural components, matches their photometric
properties and minimizes intrinsic textural information.
Objective 1.6 : Devise a strategy for the LDOF engine to register the PD and T1-
weighted images through their bridge surrogates.
3.1.2 X-ray angiographic imaging of coronary arteries
The traditional gold-standard diagnostic protocol for CAD involves selective angiographic
recordings. The clinician’s goal is to identify and characterize anomalous vessel regions by
taking multiple views of the arterial tree around the patient. However, the complex structure
of abnormal CA segments is difficult to interpret from the two-dimensional x-ray angiogra-
phic projections. This problem is highlighted while stratifying stenosis or thrombogenesis
risk in aneurysms and ectasia, where blood flow is affected by the pathology’s impact on
vessel geometry [59, 217]. Current clinical operating procedures call for manually measured
vessel statistics by technicians, but this time-consuming, routine practice is susceptible to
human and procedural variability [97, 182, 66], which can lead to erroneous diagnosis, mis-
guided treatment planning, and stresses hospital resources in terms of staff time and data
management.
Automatic CA segmentation from x-ray angiographic series can be used as a powerful pre-
diagnostic step as it affords an objective parametric description of the vessels. However, the
segmentation problem is open ended. As explained in Section 5.2, the issues complicating
high quality vessel extraction originate from the variability in vessel appearance between
and within patients. The main factors contributing to the non-uniform characterization of
vessels are intra-image illumination variations, radiographic noise, overlapping bones and
organs, heterogeneous vessel contrast, and abnormal vascular regions related to pathology.
Indeed pathological vessel segments in the form of stenosis, aneurysms or ectasia hinder the
performance of current segmentation techniques.
The dynamic nature of the thoracic and heart regions often labels them the most difficult
anatomical structures to tackle from a segmentation point of view. As such, most segmenta-
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tion systems only consider a single static frame for processing. However, we believe not all of
the dynamic information is obtrusive. Indeed, the spatiotemporal information produced by
the propagation of the contrast agent through the arterial tree contains features seldom used
for delimiting the vessels. However, the large displacements caused by patient breathing and
myocardial motion incurs nonrigid deformations of the arteries while bolus is transiting and
will render this type of analysis imprecise. As such, we postulate our second hypothesis :
Hypothesis 2 : Motion compensation of the angiographic series coupled with the spatio-
temporal tracking of the radiodense contrast agent transiting through the arterial tree can be
used to eliminate background information and further isolate the targeted vascular structure.
Objective 2.1 : Implement filters adapted to tackle the specific statistical distribu-
tion of radiographic noise, while retaining anatomical structure fidelity.
Objective 2.2 : Normalize intra-frame illumination variability to mitigate large su-
perposition artefacts causing shadowing, while retaining adequate contrast in the vessel
regions.
Given adequately filtered and normalized angiographic images, the vessel extraction scheme
must be adaptable to various recording conditions, be computationally efficient, and impor-
tantly, must preserve the appearance of vessels of varying widths. As such, the anisotropic
Gaussian class of steerable filters offers desirable properties such as orientation and scale
selectivity in addition to their separable nature, which can significantly lower computatio-
nal complexity. However, their robustness to pathological areas such as aneurysms must be
improved.
Objective 2.3 : Implement a separable anisotropic filtering scheme with adjustable
scale and orientation tuning parameters.
Objective 2.4 : Implement an automatic post-hoc pathological region correction
routine to compensate for the filter’s deterioration of lesions such as aneurysms or
ectasia.
Objective 2.5 : Adapt the LDOF motion compensation framework described in
Chapter 4 to angiographic sequences.
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Objective 2.6 : Track the spatiotemporal propagation of the contrast bolus through
the aterial tree of the motion corrected angiographic images.
Objective 2.7 : Delimit the principal bolus propagation zones and use this informa-
tion to mask non-vessel structures.
Objective 2.8 : Implement a routine to automatically compute CA calibers from the
segmentation result.
3.1.3 Coronary artery distensibility assessment via angiographic series
As mentioned earlier, automatic segmentation affords the objective quantification of vessels,
where their diameters are the primary metric used for clinical decision making. However,
these are most often measured on a single frame, thus discarding the wealth of dynamic
information contained in the angiographic series. In addition, normal appearance and mea-
sures of vessels on angiographic images may not show underlying wall pathologies. Vessel
distensibility, however, may be used as a potentially valuable metric to assess early disease
onset and long term vascular sequelae. In the spirit of the previous hypothesis, we believe
the spatiotemporal information contained in the angiographic series may again be used to
ultimately extract clinically meaningful information. As such, we postulate our third and
final hypothesis :
Hypothesis 3 : The temporal tracking of the coronary artery calibers may be used to
estimate apparent vessel wall distensibility.
Objective 3.1 : Create a user interface where the operator is presented with the
angiographic frame containing the most apparent amount of contrast agent and is able
to draw a region of interest (ROI) on a target vessel segment.
Objective 3.2 : Use the segmentation result of the arterial tree to identify vessel wall
pixels.
Objective 3.3 : Implement a pixel tracking scheme using the HOG framework to
identify corresponding vessel wall pixels from one frame to another over a complete
cardiac cycle.
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Objective 3.4 : Compute the vessel segment diameters at each tracked frame, pro-
ducing a caliber vs. time curve.
Objective 3.5 : Extract distensibility-related metrics from the computed caliber vs.
time curve.
3.2 General methodology
To reach the objectives and verify the hypotheses presented above, we propose a methodology
presented in Chapters 4, 5, 6 to address concurrent and specific issues related to both CMR
perfusion and x-ray angiography imaging. At a high level, the development process followed
the workflow depicted in Figure 3.1.
Motion 
compensation
Spatiotemporal 
analysis
Fluoroscopic 
angiography
CMR perfusion 
imaging
Perfusion 
quantification
Coronary artery 
segmentation
Vessel distensibility
assessment
Static 
parametrization 
Aux. series 
registration
Figure 3.1 Development plan stemming from spatiotemporal analysis addressing the issues en-
countered in CMR perfusion imaging, x-ray angiography, and the application of coronary artery
segmentation to static vascular parametrization and distensibilty assessment.
3.2.1 Phase I - CMR perfusion imaging
High precision perfusion quantification requires stringent anatomical alignment of the T1-
weighted series and registration of the auxiliary images. Chapter 4 presents how we have
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adapted the LDOF formulation into a universal CMR perfusion motion correction and re-
gistration process by specifically addressing the appearance, photometric, and structural
variability encountered within and between the sequence types and field strengths commonly
used in clinical settings. First, the intra-series appearance of T1-weighted, PD, and AIF se-
ries were normalized by compressing the dynamic range and textural information prone to
noise and MRI artefacts, which resulted in increasing the underlying anatomical information
undergoing movement. The LDOF engine was then tuned to take advantage of the enhanced
structural regions by balancing the HOG landmark matching term robust to large displace-
ments with the variational smoothness and gradient constancy terms to address the fine-scale
elastic deformations of the myocardium. This process was designed into a parallel processing
framework that can scale favorably in multithreaded CPU architectures. Importantly, global
post-hoc photometric correction ensured that the perfusion quantification does not diverge
from manually measured signals. This general approach was tested using two similarity me-
trics, namely Pearson’s correlation and mutual information computed on full resolution and
myocardial region crops of sequential frames.
The registration of the PD auxiliary series to the T1-weighted perfusion series followed a
reduction to unimodality paradigm. Bridge images were used as proxies of both types of
series that primarily encoded structural and photometric properties within and between
the image types. The landmark matching term was positively biased under the assumption
that structural saliency was of critical importances. Quantitaive tests then evaluated the
alignment improvement after registration for each type of PD-T1 configurations using the
same similarity metrics mentioned above.
The proposed system was tested on cohort of 291 clinical subjects encompassing a wide range
of pathological severity under routine clinical protocols and recording conditions encountered
throughout North America and abroad.
3.2.2 Phase II - X-ray angiography
The diagnosis of CAD in both adult and pediatric populations calls for enhanced visualization
and objective quantification of the CA acquired using the current gold standard of x-ray an-
giography. Automatic and efficient segmentation of the CA can address this by oﬄoading the
operator task of measuring vessel diameters manually. In Chapter 5, we propose a coronary
artery segmentation approach leveraging the spatiotemporal propagation of the radiodense
contrast agent through the arterial tree. Prior to tracking this propagation using an optical
flow formulation, the motion of the anatomical structures between the cardiac-gated frames
was compensated using the MOCO system developed in Phase I. Adequate noise filtering
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using dual-tree complex wavelet transforms and photometric normalization were then used
to preprocess the images to enhance curvilinear structure extraction using anisotropic Gaus-
sian filtering. The primary radiodense propagation regions were used to construct a motion
mask to isolate the arterial tree from background elements. A post-hoc aneurysm detection
routine then corrected for ill-segmented regions. Finally, an automatic diameter measuring
scheme applied to the segmented vessels was implemented to parameterize the arterial tree.
The evaluation of this proposed approach was conducted on 62 angiographic sequences of 31
pediatric patients with healthy vessels and KD-related arterial lesions such as aneurysms and
ectasia. The primary performance evaluation was vessel caliber fidelity assessed by compa-
ring the automatically measured values with those produced by manual and semi-automatic
commercial platforms operated by independent specialists.
3.2.3 Phase III - Pilot studies of CA distensibility
The final phase of this thesis presents, in Chapter 6, preliminary results of two clinical studies
evaluating CA wall health by measuring its distensibility over a complete cardiac cycle. To do
so, the automatic coronary artery segmentation pipeline developed in Phase II was used to
identify vessel wall pixels in an operator-selected region. These features were automatically
tracked from frame-to-frame and the average caliber of the segment was extracted. Various
metrics computed from temporal variability of the calibers over the cardiac cycle were then
used as a measure of apparent arterial distensibility.
As a pilot study, the distensibility characteristics of healthy and KD patients were compa-
red. The KD patients were classified in terms of their history of aneurysmal lesions to their
CA. Statistical tests were then performed to evaluate coronary health differences between the
groups using the distensibility metrics. In a follow-up study, distensibility metrics were regres-
sed according to a score formulated using invasive OCT observations on an extended cohort
of KD patients. The noted lesions included the presence of hyperplasia, media destruction,
fibrosis, and calcification.
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CHAPTER 4 Article 1 : A ROBUST UNIVERSAL NONRIGID MOTION
CORRECTION FRAMEWORK FOR FIRST-PASS CARDIAC MAGNETIC
RESONANCE PERFUSION IMAGING
Mitchel Benovoy1,2, Matthew Jacobs1,4, Farida Cheriet2, Nagib Dahdah3, Andrew E. Arai1,
Li-Yueh Hsu1
1 : National Heart, Lung and Blood Institute, National Institutes of Health, Bethesda, USA.
2 : Department of Biomedical Engineering, Polytechnique Montreal, Montreal, Canada.
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4.1 Abstract
4.1.1 Background
The goal of quantifying first-pass dynamic contrast-enhanced cardiac magnetic resonance
(CMR) imaging at the pixel level calls for greater precision of nonrigid motion correction
methods. Variability of acquisition parameters such as sequence types, field strengths, brea-
thing paradigms, pixel resolutions and dynamic image contrast changes must be taken into
consideration.
4.1.2 Methods
We propose an automatic nonrigid image registration framework to correct motion in CMR
perfusion series acquired under a wide range of conditions. Our method combines discrete
feature matching for large displacement estimation with a dense variational optical flow for-
mulation in a multithreaded architecture to significantly reduce motion and computational
time. This framework can be applied to standard dynamic contrast myocardial T1-weighted
images, low resolution arterial input function (AIF) images, and proton density (PD) weigh-
ted images to facilitate perfusion quantification.
4.1.3 Results
Our evaluation on a diverse cohort of 291 clinical subjects shows the proposed framework
outperforming a commercial system in terms of frame-to-frame appearance consistency, ex-
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pressed in Pearson’s squared correlation coefficient (R2 = 0.996±3.735e−3 vs. 0.990±8.555e−
3, p < 0.0001) and mutual information (MuInfo = 3.823±4.098e−1 vs. 3.084±4.026e−1, p <
0.0001). The framework is robust to both breath hold and free breathing paradigms as well
multiple imaging sequence types. The presented system is capable of registering PD frames
to perfusion T1 images to improve surface coil inhomogeneity normalization and also effec-
tively corrects motion in dedicated low resolution perfusion image series for AIF measure-
ment. In myocardial time signal intensity comparisons, the proposed framework preserves
perfusion contrast dynamics in the motion corrected images compared to the raw series
(R2 = 0.995± 6.420e− 3).
4.1.4 Conclusion
The critical step of motion correction prior to high resolution pixel-wise CMR perfusion quan-
tification can be performed with the proposed universal system. Its robustness in processing
a wide range of perfusion series and auxiliary images with different sequence parameters and
contrast settings promotes its further application in routine clinical workflows.
4.2 Background
First-pass contrast-enhanced cardiac magnetic resonance (CMR) imaging is an increasingly
reliable and useful diagnostic tool for diagnosing coronary artery disease [44] as its non-
invasive and non-radioactive nature lends it clinical appeal. Some techniques are now able
to generate pixel-wise myocardial blood flow maps for high resolution qualitative and quan-
titative analysis capable of differentiating transmural perfusion gradients in patients with
varying severities of ischemia [101, 282]. However, despite the development and optimiza-
tion of acquisition techniques and parameters, many studies are still hindered by motion of
the heart and surrounding tissue during the acquisition period [215]. As perfusion analyses
increasingly target individual pixel resolutions, the necessity of frame-to-frame anatomical
correspondence becomes critical and has historically been performed by labor-intensive and
subjective operator interaction [264, 88, 283].
The physical sources of cardiac motion are respiration, voluntary patient displacement, invo-
luntary thoracic organ movement (typically from guttural muscle or diaphragm contraction),
and the pumping action of the heart’s four chambers [215]. Of interest to perfusion cardiac
imaging, the left ventricle (LV) and right ventricle (RV) present inherent motion patterns
characterized by longitudinal shortening, radial contractions, and rotations. Coupled with the
concomitant sources of movement surrounding the heart, cardiac motion is thus composed of
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inconsistent, patient-specific rigid displacements and complex nonrigid elastic deformations.
Uncompensated residual myocardial motion is detrimental to high resolution perfusion quan-
tification. Electrocardiogram (ECG) gating is thus widely used during acquisition to synchro-
nize the cardiac phase during perfusion imaging. Nonetheless, gating may introduce errors,
especially under stress conditions or due to arrhythmias. At the acquisition stage, motion can
also be partially mitigated by instructing the patient to hold their breath for the duration of
the recording period (typically lasting 60 heartbeats). However, breath holding can be taxing
for sicker patients [195]. Breath holds are thus often incomplete and can result in respiratory
gasps, which induce strikingly large motion events in the perfusion image series. Conver-
sely, while free breathing acquisition paradigms lower patient and clinician constraints, they
introduce quasi-periodic thoracic movement throughout the acquired series which must be
taken into consideration at the analysis stage. Retrospective image-based motion correction
(MOCO) is therefore a critical step in the quantitative CMR perfusion analysis pipeline.
4.2.1 Motion compensation requirements
For practical clinical considerations, an ideal MOCO system must be capable of handling
CMR images produced from different magnetic field strengths and sequence types which
may have different signal-to-noise ratios (SNR), spatial resolutions, and contrast characteris-
tics. As CMR perfusion series are typically acquired at three different short-axis slice loca-
tions (basal, mid-ventricular, and apical) under both rest and stress conditions, the MOCO
algorithm must also be robust to diverse anatomical appearances and pacing conditions, res-
pectively. Moreover, the compatibility with perfusion images acquired under a free breathing
paradigm would be an interesting asset in terms of augmenting patient comfort and clinical
applicability.
The use of auxiliary images is an increasingly important aspect for CMR perfusion image
diagnosis and quantification. These include proton density (PD) weighted images, which
are used to normalize myocardial intensity inhomogeneities to enhance perfusion quantifica-
tion precision [100, 174]. Their appearance is inherently distinct from perfusion T1-weighted
images and may be acquired using different sequence types. For example, PD-T1-weighted
image configurations may include : FISP-FISP, FLASH-FISP, or FLASH-FLASH [186]. For
optimal bias field normalization, intra-PD MOCO followed by PD-to-T1 perfusion series re-
gistration is required to align the anatomical structures - particularly the myocardial region
- between the two types of images.
Arterial input function images are another class of auxiliary series specifically designed to
maintain the linearity of the LV signal intensity during contrast bolus passage and are used
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to calculate myocardial blood flow [79]. Despite their interleaved acquisition with the main
perfusion images, they are differentiated by an optimized dynamic range of contrast infor-
mation in the LV cavity at the cost of a significantly lower spatial resolution and lower SNR
in the myocardium. These characteristics must be handled adequately by the MOCO system
in order to extract the arterial input function.
This paper presents a universal nonrigid motion correction and registration scheme dedica-
ted to CMR perfusion imaging and quantification that addresses each of the aforementioned
requirements. The proposed framework is evaluated in diverse clinical perfusion studies scan-
ned with different imaging sequences, parameters, and contrast settings. The performance of
the presented approach is also compared with a commercial CMR perfusion image motion
correction system.
4.3 Methods
4.3.1 Study Population
First-pass CMR perfusion images of 291 clinical subjects were evaluated in this study. All
studies were performed under procedures and protocols approved by the institutional review
board of the National Heart, Lung and Blood Institute (NHLBI), and all subjects gave written
informed consent.
4.3.2 Image Acquisition
CMR imaging was conducted on 1.5 and 3.0 Tesla scanners (Siemens Healthcare, Erlangen,
Germany) with a saturation recovery dual-sequence technique [79] based on a FISP or FLASH
perfusion sequence. Perfusion studies were obtained by administering a 0.05 mmol/kg bolus of
gadolinium-based contrast agent (Magnevist ; Berlex Laboratories, Wayne, NJ, USA) followed
Table 4.1 Patient numbers according to acquisition characteristics.
Total number of patients (291)
Perfusion Image Sequence Type FISP (255) FLASH (36)
AIF Image Sequence Type FLASH (291)
PD-Perfusion Image Configuration FISP-FISP (100) FLASH-FISP (155) FLASH-FLASH (36)
Magnetic Field Strength 1.5T (201) 3.0T (90)
Breathing Paradigm Breath Hold (100) Free Breathing (191)
Pacing Condition Rest (291) Stress (291)
Slice Location Basal (291) Mid-Ventricular (291) Apical (291)
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by a saline flush.
Stress and rest studies were performed at three short-axis slice positions of the LV (basal, mid-
ventricular, and apical) during either breath hold or free breathing for 60 heartbeats. Typical
imaging parameters for perfusion imaging included : 90o composite saturation preparation
pulse, 50o readout pulse, 90 ms saturation recovery time, 2.3 ms repetition time, 1.2 ms echo
time, 360 x 270 mm field of view, 128 x 80 to 192 x 144 acquisition matrix, 192 x 128 to 256
x 192 image matrix after interpolation, 2.8 x 3.4 to 1.9 x 1.9 mm raw pixel resolution, 8 mm
slice thickness, and parallel imaging factor of 2 to 3.
The low resolution AIF series were acquired at the beginning of each RR cycle at the basal
location with the same field of view but a reduced acquisition matrix of 48 x 64 using a
FLASH readout [79]. Additionally, two or three PD-weighted images were acquired prior
to perfusion imaging for each slice location using either FISP or FLASH protocols with no
saturation preparation pulse.
4.3.3 Motion Correction Framework
The schematic diagram of the proposed motion correction framework is shown in Figure 4.1.
Briefly summarized, the system employs post-hoc warping following nonrigid displacement
estimation using an optical flow formulation specifically amenable to perfusion series dyna-
mics. The novelty of this framework lies in its robustness to process image series with varying
characteristics and its ability to facilitate fully quantitative CMR perfusion analysis by its
processing of auxiliary series such as PD images and independent AIF acquisitions. The im-
plementation also features automatic reference frame and PD image detection, autonomous
flow field distortion correction, and a multithreaded architecture to improve processing speed.
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Figure 4.1 Automatic Nonrigid Motion Correction Framework. Image processing pipeline of our
proposed system using a robust large displacement optical flow (LDOF) approach for first-pass
CMR perfusion image series and auxiliary series.
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4.3.4 Image pre-processing
A proxy copy of the raw image series was used to estimate the motion, while the full-resolution
raw series is used exclusively at the later registration stages during geometrical transfor-
mations. To standardize processing parameters and optimize computation time, the proxy
images are first rescaled to a default size (long dimension = 128 pixels for perfusion images,
96 pixels for AIF frames) and quantized to a lower dynamic range (8 bits per pixel). This
range compression attenuates noise-prone textural information while retaining the underlying
structures ostensibly corresponding to the anatomical components prone to movement. An
added advantage of image dimension and intensity range reduction is the ability to use in-
trinsic central processing unit (CPU) primitives [23] yielding significant computational gains
for the motion estimation. As the image warping after motion estimation uses the original
raw frame, there is no reduction in image quality besides the natural smoothing caused by
the interpolation.
4.3.5 Reference perfusion frame and PD frame detection
A reference frame is used as a template to which all other images will be registered. The
optimal reference image was identified as the baseline frame immediately preceding contrast
arrival in the RV. This image depicts contrast-free anatomical structures compared to the
later stages, where frame-to-frame pixel fluctuations are higher and large respiration events
are prone to occur under a breath hold paradigm. This frame ρ is automatically detected by
first denoising the proxy series using principle component analysis (PCA) decomposition with
85% variance retention to reduce transient magnetic resonance (MR) artifacts and noise, in
addition to smoothing out structural movement across the time series. Sequential neighbors
of the PCA-reduced series are then cross-correlated together until a large correlation coeffi-
cient drop is detected with differential analysis, which ostensibly corresponds to the onset of
contrast arrival in the RV. The PD frames preceding the perfusion T1 series are automati-
cally detected in a similar way by identifying the abrupt correlation variation corresponding
to the PD-to-T1 image transition.
4.3.6 Large displacement optical flow motion estimation
Nonrigid deformation maps between pairwise sequential frames are computed in the CMR
perfusion series using an optical flow (OF) formulation robust to large displacement (LDOF)
[28]. This characteristic is essential to accommodate the wide range of motion found in the
perfusion series and the fast ventricular bolus arrivals without causing motion estimation
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artifacts. As illustrated in Figure 4.2, the LDOF formulation couples discrete feature points
tracking computed from histograms of oriented gradients (HOG) [55] with a continuous va-
riational optical flow step [99] in a coarse-to-fine optimization scheme [29]. The HOG tracking
component handles large displacements of arbitrarily moving anatomical structures, while the
variational module estimates dense flow fields to measure relatively subtle deformations such
as the elastic motion of the myocardial wall at sub-pixel accuracy. Both of these components
are capable of estimating nonrigid motion. The LDOF engine is controlled with three pri-
mary parameters : α, the smoothness of the flow fields ; β, the weight of the HOG descriptor
matching term ; and γ, the weight of the gradient consistency term. These parameters are
set to aggressive default values (small α, large β and γ) automatically learned from a small
subset of patients using a grid-search approach [226].
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Figure 4.2 Displacement Flow Fields Computation. Longitudinal (x) and transversal (y) displa-
cement flow fields between pairwise sequential frames are computed using an optical flow (OF)
formulation robust to large displacement (LDOF). This approach couples discrete feature point tra-
cking computed from histograms of oriented gradients (HOG) with a continuous variational optical
flow step. The discrete HOG matches (red vectors) are displayed and superimposed on the first
CMR image of the pair.
Instead of immediately registering the current frame before computing the subsequent motion,
the stepwise x, y deformation fields [fx, f y] of each image pair are saved for warping at a
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later stage. Compared to methods that immediately register all images to a single reference
frame or to consecutively registered images [272, 87, 96], this post-hoc approach has the
advantage of avoiding successive smoothing caused by sequential frame-to-frame interpolation
and improving the displacement estimation as the motion and appearance between adjacent
frames are typically smaller and consistent. This technique is particularly well suited for
perfusion CMR series that have large motion events due to incomplete patient breath holding
or high tissue contrast changes during perfusion. Furthermore, as the estimation of a given
flow field does not depend on pre-registered frames, the MOCO pipeline is designed as a
parallel processing architecture where groups of neighboring image pairs are handled by
multiple LDOF processing engines utilizing the CPU thread pool.
Despite the precautions outlined above to minimize flow field estimation errors, transient
signal intensity changes from MR imaging artifacts may induce false motion estimates and
distort the signal intensity and appearance of the registered frames. These flow field distor-
tions are generally characterized by large, focal variations in the Laplacian of the [fx, f y]
fields computed from the displacement magnitudes (Figure 4.3). The system handles these
disruptive errors by automatically relaxing the α and γ parameters for the contentious pair
of frames when anomalies are detected using a statistical threshold. This inline correction
stage minimizes possible distortion artifacts in the flow field estimation, which can severely
impact the quality of motion corrected images.
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Figure 4.3 Automatic Flow Field Distortion Correction. Distorted (left) and automatically cor-
rection (right) flow field magnitudes are shown for comparison. Automatic correction is performed
using statistically-determined threshold (green line).
Following the completion of motion estimation on every sequential image pair, all raw per-
fusion images are registered to the reference frame ρ using 2D bicubic interpolation warping
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with the cumulative displacements computed from the stepwise estimates. This procedure
fully resolves the pixel-wise [x, y] excursions from ρ to a given image frame t :
[Fxt ,F
y
t ] =

t−1∑
i=ρ
[fxi , f
y
i ] t > ρ
ρ−1∑
i=t
[fxi , f
y
i ] t < ρ
4.3.7 PD-to-perfusion image registration
Once motion correction for the T1-weighted perfusion images is completed, the PD-weighted
images are motion corrected with respect to the last PD frame. These images are then
registered to the perfusion series via two bridge images of the PD and T1 frames to match
their photometric properties and increase their structural information, as shown in Figure
4.4. The T1 bridge image (IbrT1) is constructed by first taking the median (IT1) of the motion-
corrected baseline T1 frames leading up to the reference frame ρ as these are not influenced by
ventricular contrast dynamics. An edge-enhanced image (IedgeT1) of the IT1 is computed using
a weighted combination of its gradient image obtained with the Sobel operator. Similarly, the
PD bridge image (IbrPD) is constructed with the median (IPD) and edge-enhanced (IedgePD)
images. Next, histogram equalization and unsharp masking are performed on the IedgeT1 and
IedgePD images to further enhance the anatomical boundary gradients. This is followed by
exact histogram specification [47] to form the final bridge image pair. The flow field mapping
IbrPD to IbrT1 is computed with the LDOF process outlined above using a high gradient
consistency parameter γ and a large descriptor matching weight β to emphasize the discrete
HOG feature correspondence component. The resulting deformation estimation is finally
applied to the motion-corrected PD images to re-register them with the motion-corrected
perfusion T1 series.
4.3.8 Image post-processing
Post-processing of the PD and perfusion T1 motion-corrected images is limited to matching
their photometric profiles with their corresponding raw frames using exact histogram specifi-
cation [47]. This recovers the original signal intensity distributions that have invariably been
altered during the 2D interpolation warping stage.
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Figure 4.4 PD-to-Perfusion Image Registration. The median PD-weighted image and median T1-
weighted perfusion image are computed from the series and processed to enhance gradient informa-
tion and match photometric profiles. These are used as bridge images for image registration via the
LDOF processing engine.
4.3.9 Performance Evaluation
The LDOF motion estimation framework was implemented in the C/C++ programming
language with Intel’s (Santa Clara, U.S.A.) Math Kernel Library under Windows 7 64-bit
operation system. The results of the proposed approach are labeled “LDOF-MOCO”, whe-
reas those of the motion correction software implemented in dedicated commercial Siemens
systems (Siemens Medical Solutions Inc., Malvern, U.S.A.) are termed “Siemens-MOCO”,
and series without motion compensation are designated “raw”.
The comparative analyses were carried out on the full frame images as well as a square region
of interest encompassing the RV, LV and myocardium (henceforth labelled “heart region”)
that is automatically delimited using an autonomous heart ventricle finder [106]. For the AIF
perfusion series and PD-to-perfusion image registration, only LDOF-MOCO and raw image
series were compared as the Siemens-MOCO software does not support them.
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4.3.10 Sequential perfusion frame consistency
As a measure of frame-to-frame appearance consistency and structural alignment, Pearson’s
squared correlation coefficients (R2) and mutual information (MuInfo) were computed on
sequential image pairs of the perfusion T1 images across the full cohort of patient studies.
Mutual information stems from information theory and compares the statistical dependence
between two images [156]. Whereas the classical R2 is useful in comparing both photome-
tric and geometrical similarity between images, MuInfo is typically considered as a robust
similarity metric as it is less sensitive to illumination than geometrical structural changes.
The effect of breathing paradigm on the MOCO performance was also investigated. The
robustness of the MOCO algorithms with respect to breath hold (BH) and free breathing
(FB) was evaluated using a difference ratio (DR) term given by :
DR = µBHmoco − µFBmoco
µBHraw − µFBraw (4.1)
where µ is either the R2 or MuInfo metric value. A smaller difference ratio represents a
higher degree of robustness against a change in breathing paradigms.
4.3.11 PD-to-perfusion registration
The R2 between the last PD frame and the first perfusion T1 frame were used as a measure
of registration quality for the three PD-T1 combinations outlined in Table 4.1.
4.3.12 LV and myocardial perfusion dynamics
To study whether the MOCO process distorts the pixel intensity profile of the highly dynamic
signal changes in the myocardial regions undergoing perfusion, stress and rest time-intensity
curves of the LV and myocardium were measured on all three slices of the LDOF-MOCO and
raw perfusion series in a subset of 17 healthy subjects. On the MOCO series, the myocardial
region of interest (ROI) was manually drawn on the epicardium and endocardium walls
by a CMR-trained expert. The anterior septal insertion point (ASI) of the RV was also
positioned and the myocardium was divided into six equiangular sectors. The mean intensities
of the pixels encompassed by the endocardial and sector boundaries at each frame were
then computed to produce the LV and myocardium perfusion time signal intensity curves,
respectively.
To extract the intensity dynamics of the corresponding myocardial regions from the raw series,
the myocardial borders and ASI delimited above were automatically backwarped from the
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MOCO series throughout the raw series using the flow fields computed from the LDOF engine.
The corresponding myocardial pixels in both MOCO and raw series are thus included in the
corresponding sectoral ROIs for comparison of time-intensity curves. This method allows a
non-linear tracking of the ROI boundaries from the MOCO series onto the raw series and
the measurement of the signal intensity dynamics from the native image pixels. Correlation
and normalized root-mean-squared-error (NRMSE) was then used to measure the LV and
sectoral perfusion dynamic similarities between the LDOF-MOCO and raw series.
4.3.13 LV centroid displacement
Finally, translational motion correction was evaluated locally in the heart region by com-
puting the LV centroid displacement on the three slices of the subset cohort series that
underwent ROI backwarping, as explained above. This analysis measures the amount of
translational movement in the heart region present in the raw series that was subsequently
corrected by our method. Because the Siemens-MOCO system does not provide the flow
fields necessary for backwarping, we could not include their corrected series for this analysis.
4.3.14 Statistical analysis
The mean and standard deviation (mean ± SD) were reported unless stated otherwise for the
evaluation metrics used throughout the analysis. Non-parametric Mann-Whitney U-tests were
carried-out to compare different test groups. A p-value < 0.05 was considered statistically
significant.
4.4 Results
As summarized in Table 4.1, all stress and rest perfusion studies from 291 clinical subjects
were processed with the proposed motion correction framework without exclusion. A total
of 1746 myocardial perfusion series (three stress and three rest perfusion slices per patient)
and 582 AIF series (one stress and one rest slice per patient) were processed using the same
LDOF parameter settings. The computation time to process a 60 frame standard perfusion
series including PD-to-perfusion registration averaged 27.33 ± 2.12 seconds and 16.71 ± 3.12
seconds for the AIF series on an Intel Core i7 4770 quad-core CPU.
To qualitatively evaluate the performance of the proposed system, supplementary video files
are provided in the appendix to compare the pre- and post-motion corrected CMR perfusion
images. The results shown in the movies indicate that our approach works effectively to
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compensate cardiac and respiratory motions in both breath-hold and free-breathing series
for the AIF, PD and perfusion images.
4.4.1 Sequential perfusion frame consistency
For quantitative evaluation, Figure 4.5 shows the mean consecutive correlation coefficient
(R2) and mutual information (MuInfo) curves of the raw, LDOF-MOCO, and Siemens-
MOCO perfusion series across the entire cohort. All correlation curves show a drop around
frames five-to-eight which corresponds to high signal intensity changes in the ventricles due
to the contrast bolus arrival. For the full frame comparison, the (R2) curves of the LDOF-
MOCO present higher scores than the Siemens-MOCO and raw throughout the whole series
and also exhibit noticeably less jitter. These fluctuations seen in the raw curves and to a lesser
degree in Siemens-MOCO curves after frame 30 – perhaps due to diaphragm movement from
tidal breathing or respiration gasps – is noticeably improved in the LDOF-MOCO curves.
In the automatically delimited heart region encompassing the RV, LV, and myocardium, the
improvement is further pronounced and shows a similar trend with an increased (R2) and
reduced jitter for the LDOF-MOCO over the entire range.
As previously mentioned, the (MuInfo) is less sensitive to photometric changes, thus these
curves do not exhibit a drop during bolus arrival as in the (R2) curves. Rather, MuInfo
monotonically increases during baseline and early perfusion until reaching a plateau near
peak myocardial enhancement. This reflects the structural enhancement in the ventricles and
myocardium during the arrival of the contrast media, which improves the similarity between
adjacent frames. This trend is more pronounced in the heart region than in the full frame
comparisons. Similar to the (R2) curves, the LDOF-MOCO shows higher (MuInfo) scores
than in Siemens-MOCO and raw.
For group statistics depicted in Figure 4.6, the mean correlation coefficient shows improved
frame-to-frame consistency in LDOF-MOCO and Siemens-MOCO perfusion series vs. raw
on the full frame series (both p<0.0001). Our approach scored (R2) = 0.996 ± 3.735e-3,
Siemens-MOCO obtained (R2) = 0.990 ± 8.555e-3, and raw followed with (R2) = 0.978 ±
2.024e-2 in the full frame comparison. In the heart region LDOF-MOCO obtained (R2) =
0.985 ± 1.459e-2, Siemens-MOCO scored (R2) = 0.973 ± 2.651e-2, and raw trailed with (R2)
= 0.933 ± 5.205e-2. Of clinical interest, the heart region is well corrected by both MOCO
systems, but shows a generally lower (R2) score compared to full frame as this area under-
goes large intensity fluctuations during perfusion. In all cases, the proposed LDOF-MOCO
algorithm outperforms the Siemens-MOCO (p<0.0001) with noticeable improvements in the
heart region. TheMuInfo shows a similar trend for both MOCO algorithms vs. raw, but our
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Figure 4.5 Comparison of Sequential Perfusion Frame Mean Consistency Curves. Temporal varia-
bility of the mean correlation coefficient (R2 ; top row) and mutual information (MuInfo ; bottom
row) metrics computed across the T1-weighted perfusion series of the entire cohort for both full
frame (left column) and heart region (right column).
approach is largely favored by this metric with an increase of 28.89% in full frame MuInfo
compared to 3.97% for Siemens-MOCO, and similarly 17.25% vs. 3.39% in the heart region.
The breathing paradigm chosen during acquisition has a modest, but statistically significant
effect on the performance of the MOCO systems (Figure 4.7). In breath hold series, the
proposed LDOF-MOCO approach has a 2.764e-3 higher full frame (R2) than in free brea-
thing, whereas (R2) in the Siemens-MOCO shows a larger 1.082e-2 increase during breath
holding. A more pronounced trend is observed in the heart region comparison, where the
Siemens-MOCO shows greater sensitivity to breathing, as is reflected by a 2.415e-2 increase
of (R2) in breath hold, whereas the LDOF-MOCO increases only by 8.480e-3. Indeed, the
LDOF-MOCO exhibits higher robustness to breathing in both cases, as its difference ratio of
the (R2) metric given by equation 4.1 is only 0.124 vs. 0.485 for the Siemens-MOCO in the
full frame series and 0.175 vs. 0.497 in the heart region comparison. The full frame difference
ratios of MuInfo between LDOF-MOCO and Siemens-MOCO are similar with 1.101 and
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Figure 4.6 Comparison of Sequential Perfusion Frame Consistency. Mean correlation coefficient
(R2 ; top row) and mutual information (MuInfo ; bottom row) metrics computed across the T1-
weighted perfusion series for both full frame (left column) and heart region (right column) of the
entire cohort.
1.132, respectively. However, for the heart region cases, the MuInfo difference ratios indi-
cate a detrimental sensitivity to breathing for the Siemens-MOCO with a score of 0.878 vs.
0.140 for our approach. Overall, LDOF-MOCO exhibits superior intra and inter-paradigm
performance.
4.4.2 AIF image registration
The image motion in the AIF series was also well managed by our approach. The average
full frame R2 scores were improved to 0.987 ± 1.180e-2 after LDOF-MOCO vs. 0.964 ±
3.860e-2 for the raw, whereas the MuInfo scores increased by 18.54% from 2.325 ± 9.663e-1
to 2.756 ± 8.798e-1 (both p<0.0001). Likewise, (R2) scores in the heart region reached 0.974
± 2.310e-2 after LDOF-MOCO compared to 0.944 ± 5.240e-2 for the raw, and the MuInfo
increased to 3.349 ± 8.907e-1 from 3.051 ± 9.730e-1 (both p<0.0001). As the Siemens-MOCO
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Figure 4.7 Comparison of Sequential Perfusion Frame Consistency for Breathing Paradigms. Mean
correlation coefficient ((R2 ; top row) and mutual information (MuInfo ; bottom row) metrics
computed for free-breathing (left column) and breath-hold (right column) cohorts.
does not process AIF images, evaluation was not performed.
4.4.3 PD-to-perfusion registration
For the automatic PD-to-perfusion registration, the R2 scores computed between the last
PD frame to the first perfusion T1 image are significantly improved in all three PD-T1
sequence combinations (Figure 4.8). The correlation score increase is generally higher in the
heart region and shows the largest gains in the FLASH-to-FISP configuration with a 9.70%
increase compared to no registration (p = 0.0005). This improvement is followed by FLASH-
to-FLASH (3.76%, p = 0.0472) and FISP-to-FISP (1.44%, p = 0.0497). Likely due to the
large textural differences between PD and perfusion images, none of the MuInfo scores were
significantly different. Siemens-MOCO does not process PD-to-perfusion image registration
so it was not evaluated.
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Figure 4.8 Comparison of PD-to-Perfusion Image Registration. Top two rows show examples of
PD (red) to T1 (green) perfusion image registration with corresponding correlation scores for three
different sequence combinations. Bottom row shows the mean correlation coefficient (R2) computed
between the last PD image and the first T1 perfusion image over the entire cohort.
4.4.4 LV and myocardial perfusion dynamics
The MOCO series produced by our approach conserves the signal intensity dynamics incurred
by the contrast agent transit and subsequent myocardial tissue perfusion. Such outcomes are
illustrated in Figure 4.9 for a stress perfusion series where the effects of motion on the
time signal intensity curves are evident for the raw series, but well-controlled after LDOF-
MOCO. Across our test cohort, as shown in Figure 4.10, the correlation between the time
signal intensity curves of the LDOF-MOCO and the raw-backwarped series shows excellent
agreement with (R2) values of 0.999 ± 5.070e-4 in the LV cavity and 0.995 ± 6.420e-3 for all
myocardial sectors combined. In the comparison that would be expected to result in worse
correlations, the average correlation between the raw vs. raw-backwarped series was 0.997 ±
2.811e-3 in the LV and only 0.894 ± 1.501e-1 in the myocardium.
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Figure 4.9 Comparison of LV and Myocardial Perfusion Dynamics. Top three image rows show
the change of contrast dynamic during a stress perfusion series as well as LV and myocardium
sectors defined by different regions of interest (ROI). The ROI were traced on motion corrected
images (LDOF-MOCO) and then backwarped to the raw perfusion images (Raw-BW) to generate
the corresponding sectoral signal intensity (SI) curves as shown. As a comparison, SI curves of the
raw perfusion images without ROI backwarping (Raw) were also generated to show the impact of
image motion in different myocardial sectors. In contrast to large motion-related signal intensity
fluctuations in the raw SI curves (sector 4 and sector 5), LDOF-MOCO and Raw-BW curves are
much smoother and are almost indistinguishable from each other.
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Normalized RMSE (NRMSE) of the LDOF-MOCO and the raw-backwarped signal intensity
curves is also well managed with a mean value of 7.580e-3 ± 3.906e-3 for the LV signal
and 5.245e-2 ± 2.139e-2 in the myocardial sectors. Comparatively, the average NRMSE is
significantly higher between raw vs. raw-backwarped series, whilst the ROIs remain statically
positioned on the raw series. The mean NRMSE increases by 34.40% for the LV signal and
up to 51.04% in the myocardial sectors (both p<0.0001). This analysis was not performed
for Siemens-MOCO since the displacement fields were not available for backwarping.
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Figure 4.10 Perfusion Dynamics Comparison. Correlation (R2) and normalized root-mean-square
error (NRMSE) comparisons of time signal intensity curves in LDOF-MOCO vs. Raw-backwarped,
and Raw vs. Raw-backwarped, image series.
4.4.5 LV centroid displacement
Translational movement of the LV region, which is the major detrimental factor for CMR
perfusion analysis, is largely corrected by the proposed method. Figure 4.11 illustrates the
LV centroid excursion on the three slices of a stress-condition series, which remains static
in the LDOF-MOCO series. The raw mid-ventricular and apical slices show progressively
more motion compared to the basal slice, particularly in the y direction due to chest wall
movement. In the test cohort, the mean cumulative Euclidean displacement of the LV region
corrected by the LDOF-MOCO is 59.11 ± 34.21 mm in the basal slices ; 62.26 ± 33.89 mm
in the mid-ventricular slices ; and 66.03 ± 33.00 mm in the apical slices.
4.5 Discussion
The work presented in the study addresses several important requirements for a robust non-
rigid motion correction scheme in CMR perfusion series. Although our approach uses an
optical-flow based algorithm as the core non-linear motion estimator which is similar to
the previous work by [272], this work advances the technique in many aspects. The novel
contributions of the proposed system are five-fold :
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Figure 4.11 LV centroid excursions. Frame-to-frame LV centroid positions illustrating the amount
of translational motion on three slices of a typical stress perfusion image series. The origin (green)
is the LV centroid position measured from the LDOF motion corrected perfusion images.
— Robustness to multiple imaging sequence configurations (FISP, FLASH, AIF) and
magnetic field strengths (1.5T and 3.0T) ;
— Multi-contrast PD-weighted to T1-weighted perfusion image registration, including
various PD-T1 configurations ;
— Robustness to both free breathing and breath hold paradigms ;
— Explicit post-MOCO photometric specification to preserve perfusion dynamics ;
— Multithreaded architecture designed to increase computational efficiency.
Various image registration schemes have been developed to compensate for myocardial motion
in CMR perfusion imaging [88]. As a significant portion of motion in the series is composed
of in-plane translational and rotational movement, a large body of the earlier work was
focused on rigid registration [91, 267, 2, 20, 24, 49, 64, 1, 175]. Although these techniques
improve qualitative and some aspects of quantitative analysis, they fail in precisely aligning
the epicardium and endocardium tissue undergoing elastic deformations, which is needed
for high-resolution pixel-wise myocardial perfusion analysis. Nonrigid registration techniques
have thus garnered recent research interest.
Notable contributions include techniques that build a motion-free synthetic reference series
to which the perfusion frames are registered. [266] devised a multi-pass scheme that uses
independent component analysis and quasi-periodic breathing patterns to identify motion
components throughout the series. Motion-free synthetic images were then created by remo-
ving the major independent components related to movement. The perfusion frames were
finally non-linearly registered to the corresponding synthetic images with a B-spline trans-
formation model [206] optimizing a normalized gradient field similarity metric. Likewise,
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[144] constructed a pseudo ground-truth synthetic series in the heart region that was free of
translational motion, image noise, and conserved pairwise image intensity profiles by using
a spatiotemporal smoothness constraint to ostensibly help the registration stage. Following
semi-automatic segmentation of the LV and RV using a multistage level set approach, elas-
tic myocardium deformations were then corrected by aligning the real and synthetic image
sequences together.
Conversely, some techniques use a unique reference frame to which all other images are regis-
tered. [119] employed this paradigm by first performing rigid registration followed by nonrigid
motion correction. They started by manually delineating the LV walls to linearly align the
segments to a single reference image. This was followed by two stages of nonrigid registra-
tion where a B-spline transformation model incorporating the 1st and 2nd order normalized
mutual information similarity metric was used to register non-linear motion between the tar-
get and reference myocardial walls. A refinement step was then performed by matching the
iso-contours of the walls formed using the Laplace-potential approach [120]. [240] also non-
linearly registered the myocardial walls using a semi-automatic approach requiring manual
LV seed point placement. Following automatic reference frame detection, the cavity (inclu-
ding the papillary muscles) was segmented using a region-based level set approach integrating
local noise patterns to aide in delimiting the endocardium. The epicardium was then detected
using an edge-based level-set formulation [220]. The combination of a correlation-based rigid
motion estimation followed by boundary refinement of the level-set model was finally used
to register the frames to the reference target.
[241] used the middle frame of the image series as a reference image with a method inspired
by the Morphons algorithm [126]. As opposed to using anatomical landmarks learned from a
manually labeled training set [227], they used local phase as intensity-insensitive features to
represent image edges and lines. These features were coupled with the so-called Demons algo-
rithm [246] in a dyadic coarse-to-fine scale-space approach to perform non-rigid registration.
Finally, as mentioned above, [272] used a variational optical-flow based approach to consecu-
tively register neighboring images to an automatically determined key frame. However, unlike
our approach, this technique and others that perform serial or sequential registration [87, 96]
tend to accumulate alignment errors and may result in large motion estimation artifacts for
frames temporally distant from the reference.
The issues complicating motion correction compiled from this body of work originate from the
patient specific displacement and deformation of different anatomical structures during dy-
namic contrast enhancement. It is thus difficult to devise population-based statistical models
or rely on anatomical assumptions. The dramatic contrast variations observed in the CMR
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perfusion series during LV and RV contrast bolus passages, and subsequent tissue perfusion
must also be taken into account to achieve robust performance by any motion correction
systems. Furthermore, we note the scarcity of methods tested with varying sequence types,
under both traditional breath hold and free breathing paradigms, and correcting motion
within/between auxiliary/perfusion images used to improve perfusion quantification. Consi-
deration for ergonomic computational times, which is required for clinical adoption, is also
seldom discussed.
In our quantitative evaluation over a large and diverse cohort, we showed the performance
of the proposed approach consistently surpasses the currently available commercial system
for motion correction in CMR perfusion series. Both R2 andMuInfo testing metrics showed
superior full frame correction, but notable improvements were measured in the heart region,
which may indicate finer myocardial wall motion estimation aided by our inline automatic
flow field distortion correction step, which permits aggressive variational optical flow settings.
Temporal analysis of the MOCO performance of our approach showed smoother frame-to-
frame appearance consistency and noticeably less jitter caused by late breathing gasps. Increa-
sed robustness to respiration was measured in our results compared to the Siemens-MOCO.
This highlights the strength of the discrete feature matching component of the LDOF en-
gine as large chest wall and diaphragm displacements caused by breath hold failure or free
breathing were effectively corrected.
The motion in the low resolution AIF series was also significantly corrected by the LDOF-
MOCO. Despite the lower SNR of the imaged anatomical structures, similar improvement
in R2 scores to the higher resolution perfusion T1 series was shown in full frame and parti-
cularly in the heart region, which may facilitate the automation of the LV signal intensity
measurements used for perfusion quantification and signal calibration [106].
Our LDOF approach was successfully generalized for PD-to-T1 image registration. The HOG
feature matching component was shown to be robust to the varying appearances of the PD-T1
combinations, which concurs with previous uses of HOG matching in multimodal registration
applications [248, 160, 111]. However, despite statistically significant quantitative improve-
ments in R2 in all the PD-T1 configurations for both full-frame and heart region comparisons,
the metric used to assess the quality of the registration is hindered by the large photometric
and textural differences of these two types of images. To illustrate this, Figure 4.8 shows real-
world examples of PD-to-perfusion registration with their corresponding correlation scores.
As evident in these series, the R2 scores show modest gains in all comparisons, which in our
opinion may not adequately reflect the drastic improvement in myocardial alignment between
PD and T1 series as shown in the accompanied qualitative comparison.
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In terms of clinical applicability, our approach preserves tissue perfusion dynamics as mea-
sured in the LV cavity and the myocardium. Using the ROI backwarping approach, precise
pixel-to-pixel mapping was carried out between the MOCO and raw image series, and ex-
cellent agreement of perfusion dynamics was found in the LV and myocardial region between
the two series. With regards to clinical workflow, a mean processing time of 27.33 sec per
standard perfusion series was measured on a standard quad-core processor desktop computer.
This processing time will likely improve as our multithreaded pipeline will scale favorably
with increasingly sophisticated processor architectures and parallel computing implementa-
tions.
Lastly, the amount of translational motion corrected by our approach was illustrated by
tracking the LV cavity centroid across the perfusion T1 series. The large displacement of the
LV cavity subsequently corrected highlights the benefits of automatic motion correction and
its necessity for pixel-wise perfusion quantification applications.
4.6 Conclusion
This paper describes an automatic and universal nonrigid motion correction system for first-
pass CMR perfusion series. It was shown to be robust to varying acquisition parameters
including sequence type, breathing paradigm, SNR, and image resolution. It was also de-
monstrated to successfully register proton density weighted images to T1-weighted perfusion
images in varying sequence types. Importantly, our approach was shown to preserve the
signal intensity dynamics crucial for qualitative and quantitative diagnosis. The proposed
system outperformed a commercial motion correction system using a large cohort of clinical
patients. Finally, its multi-threaded post-hoc warping configurations, coupled with automatic
flow field distortion correction are other notable contributions. Designed around strict ope-
rational requirements, the system’s quantitative and qualitative performance, combined with
its reasonable per-series processing time promotes its integration in routine CMR perfusion
analysis protocols.
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CHAPTER 5 Article 2 : SPATIOTEMPORAL ANALYSIS OF
ANGIOGRAPHIC SERIES FOR PATHOLOGICAL CORONARY ARTERY
SEGMENTATION
Mitchel Benovoy1,2, Nagib S. Dahdah2, Farida Cheriet1,2
1 : Institute of Biomedical Engineering, Polytechnique Montreal, Montreal, Canada.
2 : Sainte-Justine University Hospital Research Center, Montreal, Canada.
5.1 Abstract
An automatic and efficient coronary artery segmentation framework of pathologically dila-
ted vessels is presented. The system employs a combination of dual-tree complex wavelet
transform and homomorphic filtering stages to improve the photometric quality of x-ray an-
giographic series, which are motion-compensated and processed with a recursive, steerable
anisotropic Gaussian curvilinear line extraction module. The spatiotemporal analysis of the
propagation of the radiopaque contrast agent within the angiographic sequences is then used
to construct motion masks that isolate the segmented arterial tree from non-vessel back-
ground structures. Finally, a posteriori detection of pathological vessel regions such as aneu-
rysms or ectasia corrects and enhances the segmentation result. The system’s performance
was evaluated on 62 angiographic recordings from 31 patients and demonstrated excellent
agreement between its automatically measured diameters and commercial manual and semi-
automatic analysis platforms. In a clinical context, this approach affords enhanced visual
inspection, objective measurements, and the detection of anomalous vessel physiology.
5.2 Introduction
The standard diagnostic protocol for coronary artery disease calls for selective cardiac cathe-
terization using x-ray fluoroscopy [33]. This procedure involves the injection of a radiopaque
contrast agent producing a dynamic, two-dimensional angiographic sequence of a targeted
and potentially pathological vascular network. As the prevalence of cardiac disease remains
high [82], this routine practice yields large amounts of data traditionally analyzed manually
and is thus susceptible to operator and procedural variability [97, 66, 182]. Current practices
incur considerable stress on hospital resources in terms of diagnosis efficiency, staff time,
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and data management. For diagnostic purposes, the complex structure of the coronary ar-
tery tree is difficult to interpret from the two-dimensional angiographic projections. This
problem is highlighted while stratifying thrombogenesis risk in abnormal vessel regions such
as aneurysms and ectasia, where blood flow is affected by a given pathology’s impact on
vessel geometry [217, 59]. Automated, computerized visualization enhancement of the vessels
by segmentation and objective coronary diagnostic metric extraction are therefore welcomed
clinical tools.
Vessel segmentation approaches can be divided (although non-exhaustively) between center-
line extraction, appearance-based, and model-based. The reader is guided to comprehensive
reviews of vessel segmentation approaches [122, 60], but notable contributions specifically
applied to coronary artery extraction from x-ray angiographic sequences are presented here
to highlight their clinical limitations.
In their simplest form, centerlines are drawn manually [167, 9]. This operation is naturally
prone to observer variability, which motivated the development of semi-automatic methods to
reduce human interaction by requiring only the input of a segment’s start and/or end points
(typically at bifurcations). [271] proposed a sequential tracking-based method set to improve
well-known semi-automatic techniques [230, 10] using a self-adaptive look-ahead scheme. Al-
though the results demonstrated good management of areas of high curvature and inflection,
the centerlines at regions of vessel shrinking showed divergences from ground truth and some
segments were disjointed at bifurcation points. Based on line network extraction using po-
lyline processes, [137, 138] derived an automatic artery extraction technique by modeling
the coronaries’ centerlines as Markov object processes. The method performed well when
homogeneous intra-vessel illumination, large contrast ratios between the background and the
arteries, and small curvature of the main vessels were encountered. [146] achieved automatic
centerline extraction by first preprocessing the angiographic images with coherence enhanced
diffusion [260] and Hessian vesselness filtering [72]. Disconnected segments were automati-
cally rejoined by a line-linking operation leveraging their spatial position and orientation.
Bone segments and other radiodense artefacts were present in the segmentation result. Pre-
dictably, the thinning operation created cyclic centerline segments at larger vessel calibers
(typically near the proximal position) and the authors disclosed that their technique would
be challenged by areas of low-contrast due to certain pathologies.
[239] first coordinated manually-selected mask and contrast image sets formed using digital
subtraction angiography (DSA) into pairs with their energy of the histogram of the difference
[31] and registered them using B-spline free-form deformation [206]. Under the assumption
that vessel and background images are independent signals mixed with the contrast frames,
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independent component analysis (ICA) was used to separate the vessels from the background.
The method produced good overlap scores with manually segmented references compared to
DSA-only and multi-scale line-enhanced filtering results. The technique deteriorated vessel
boundaries on some distal segments (prone to large movement), which underlines the difficulty
in aligning noisy and motion-rich radiographic images as this issue is likely the result of pre-
DSA registration error.
A milestone for appearance-based approaches was the use of the modes of variation of the
Hessian matrix to enhance vessel-like structures [151, 211, 72]. A vesselness term is formed
with a thresholding scheme applied to the ratio of the Hessian’s smallest and largest eigen-
values to highlight, respectively, image points of strong curvature and line direction while
attenuating flat areas. Vessels of different diameters are enhanced, but tubular background
structures and noise will also be extracted and thus require additional processing, as in [71].
Vesselness was used in [139] to determine seed points from a vessel resemblance function that
drives a recursive intra-vessel region growing routine. The primary coronary arteries were well
segmented, but the secondary arteries were largely eliminated. This is illustrative of Hessian-
based methods’ tendency to produce discontinuities by suppressing branching or overlapping
vessel areas as these resemble flat regions. [259] thus proposed a post hoc region-merging test
based on histogram information and clustering to establish homogeneity between disconnec-
ted segments. Distal branch segmentation and continuity was to some extent improved, but
the vessel diameters were affected as some focal areas were shrunk, producing stenosis-looking
regions. [213] used the image Hessian to compute directional vector fields to form so-called
discrete streamlines encoding local vessel connectivity and morphological information to relax
vesselness constraints, which prevented the disconnection of branches at bifurcation points.
This idea was improved upon in [118], where multiscale vesselness and a more robust direction
estimator using the Hessian matrix eigenvectors to drive region growing. Similar approaches
include an evolutionary scheme used by [52] to tackle the issue of adequate threshold selec-
tion by multi-objective optimization of Hessian vesselness measures and local feature fitting
active contours to add robustness to intra-vessel illumination heterogeneity [235].
Model-based techniques explicitly leverage templates or patterns of vessel morphology and/or
tree-like structures to aide segmentation [277]. The match-filtering approach by [129] was in-
troduced as a robust technique capable of handling complex vessel geometry and noisy back-
grounds. They used a circular sampling operator to match image regions to predefined vessel
templates where strong spatial coherence at small, local-scales of the vessels was assumed.
Tests on patient images showed dilation and shrinking of some segments, deterioration of the
vessel wall, sectioned branches, and disjoint, “floating” artifacts. The performance of model-
based methods on pathological segments may be hindered as the morphological complexity
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of aneurysms [232] is diverse and unique to every patient.
Steerable filters afford selective control of the orientation and width of the curvilinear struc-
tures to be extracted [73] by convolving the input image with a set of rotated and scaled
filter kernels known as a basis bank. The curve-image is then computed as a combination of
all the filter responses. Variants of anisotropic steerable filtering are featured prominently in
the literature across different imaging modalities [132, 131, 189, 54, 67], but similar to the
other methods presented above, steerable filtering frameworks will fail to segment patholo-
gical areas as they diverge from a tube-like appearance. However, they present interesting
characteristics in terms of computational efficiency [81, 254, 280], and their selective orien-
tation and line-width sensitivity make them particularly interesting to mitigate noise and
avoid segmenting non-vessel structures.
The majority of segmentation approaches use a single static frame, thus discarding the rich
spatiotemporal information found in the angiographic sequences. Spatiotemporal clustering
[165, 123, 109] typically aims to cluster data based on their spatial distance and temporal
similarity [104]. Formulations to include spatiotemporal data for clustering have been propo-
sed in trajectory detection using expected maximization and probabilistic regression [75] and
extensions to fuzzy c-means, [50, 104, 62, 105]. Applied to vasculature, modeling the coronary
tree at each cardiac phase has been used to enhance the segmentation result by inferring its
shape information from the spatiotemporal models [78]. Temporal tracking has been used to
improve stenosis identification by first tracking the arterial centerline, and then computing
the vessel diameters at each time point [48]. Persistent minima identified over many frames
were then labeled as stenotic regions. The Vessel Walker segmentation method [168] was
extended to include a temporal prior that tracks the lumen over sequential frames using
landmark and shape matching [169]. Methods that specifically track contrast agent filling are
seldom encountered as vessels must be aligned to a stable geometrical configuration prior to
isolating its propagation.
The issues complicating high quality vessel extraction compiled from this body of work origi-
nate from the dynamic nature of the thoracic region and the variability in vessel appearance
between and within patients. Prominent factors contributing to the non-uniform characteriza-
tion of vessels are intra-image illumination variations, radiographic noise, overlapping bones
and organs, heterogeneous vessel contrast, and abnormal vascular regions related to patho-
logy. Most of the reviewed methods present results on small datasets containing largely heal-
thy vessels. Even with manual intervention – which is in itself prohibitively time-consuming
and prone to operator variability – most of the approaches encountered issues in their re-
sults. Importantly, it is apparent that pathological vessel segments in the form of stenosis,
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aneurysms or ectasia hinders the performance of most of these techniques. Thus, it is not
surprising that the predominant form of clinical coronary artery analysis is still conducted
on hand-selected raw angiographic frames. Of the existing commercial segmentation systems
used for diagnostic purposes, most are based on either semi-automatic centerline extraction.
The automatic segmentation framework presented here aims to address the issues highlighted
above by integrating robust noise and illumination mitigation ; fast steerable-filtering curvili-
near structure extraction ; and novel pathological region detection. Notably, our segmentation
framework applies motion compensation and leverages the spatiotemporal propagation of the
radiopaque contrast agent through the vascular network during fluoroscopy in order to auto-
matically isolate the targeted arterial tree (considered hereafter as the foreground) from the
peripheral non-vessel structures (background) present in the angiographic frames.
5.3 Materials and methods
The main design requirement driving the development of the proposed system is compliance
with current selective coronary catheterization protocols to maximize its potential adoption
within long-established clinical practices. In addition to requiring high-quality results, this
implies its compatibility with the large amount of existing patient angiographic recordings,
fast execution time on commodity hardware, and minimal operator intervention.
5.3.1 Angiographic data acquisition
During typical recording sessions, an electrocardiogram (ECG) is used to monitor the pa-
tient’s heart activity. A radiodense catheter is guided through large arteries and positioned
inside the aorta where the tip is aligned with the coronary arteries’ ostium. The contrast
agent is then injected through the catheter while sequential radiographic exposures are ac-
quired at 15 to 30 frames per second. The resulting image series containing several hundred
frames primarily shows the tracer’s circulation through the arterial tree, but also records large
dynamic components such as bone (ribs and vertebrae) movement following the patient’s res-
piration, catheter shake from its proximity to the beating heart, and the deformation of the
transiently radiodense arteries as the myocardium undergoes contraction and expansion. Be-
sides these physiology-related motion components, it is not uncommon for the clinician to
move the patient during fluoroscopy, causing translational shifts of all radiopaque elements
in the recorded frames.
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5.3.2 Motion compensation
These dynamically-rich scenes necessitate motion mitigation on selective components judged
obtrusive to the segmentation objective. Ultimately, a sequence primarily depicting the tra-
cer’s propagation through a stable morphological phase of the arteries is desired. The ECG
signal is thus used to extract angiographic frames corresponding to the heart’s end-diastolic
(ED) phase, where the ventricles are filled with blood and the corresponding myocardial
regions are maximally expanded, which in turn causes the coronary arteries to be at their
utmost distended geometric configuration (Figure 5.1a).
However, gating alone may present errors, especially in patients with high heart rates or
those with certain pacing pathologies. Respiration and other patient movement is also likely
to occur during the recording session, which causes large nonrigid structural deformations
between the ED frames. An optical-flow formulation specifically amenable to large displa-
cements [28] was thus used to estimate structural displacement between sequential frames.
This formulation couples histograms of oriented gradients (HOG) [55] landmark matching in
a coarse-to-fine warping scheme with variational optical flow. The former estimates large dis-
placements, while the latter handles small deformations at a sub-pixel accuracy. As the flow
fields between sequential frames are produced, the images are motion-corrected with bicubic
interpolation warping. The resulting ED series is thus effectively compensated of respiration
and myocardial motion, as shown in Figure 5.1b.
5.3.3 Image preprocessing
Preprocessing the motion-corrected end-diastolic frames prior to curve extraction helps pre-
serve vessel morphology and lowers artifact creation further along the processing chain. In
x-ray imaging system, the primary noise component visible in the captured frames is the
quantum noise originating from the photons hitting the image intensifier, which can be ap-
proximated by a Poisson distribution [155, 198]. This noise is attenuated using a 2D dual-tree
complex wavelet transform (DT-CWT) scheme [121], where the image is decomposed by fil-
tering and downsampling into six levels each containing six bandpass subimages of complex
coefficients. These coefficients are then soft-thresholded (also-known-as wavelet shrinking)
with an automatically determined value using the Donoho method [63]. To restore the filte-
red image, the inverse wavelet transform is computed. The qualitative performance of this
technique is apparent in Figure 5.2b, in which the image’s graininess is eliminated but the
high-frequency structural details such as the vessel boundaries and small-caliber distal ar-
teries are conserved. Quantitatively, in this representative example the SNR between the
filtered and raw image is 27.04.
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a)
b)
R2 = 0.774
R2 = 0.952
Figure 5.1 Angiogram motion correction : a) Raw end-diastolic sequence, b) Motion-corrected end-
diastolic sequence. The mean sequential correlation coefficients are reported in this example as a
measure of frame-to-frame alignment.
a) b) c) d) e)
Figure 5.2 Angiographic frame processing : a) Raw, b) DT-CWT filtered, c) Homomorphic filtered,
d)Anisotropic curve extracted & rectified, e) Connectivity pruned & tortuosity normalized. Arrows
indicate remaining non-vessel structures.
Following noise suppression, the sequence is processed with homomorphic filtering [265] to
establish photometric correspondence within and across frames. This normalizes lighting
variability by high-pass filtering in the log-intensity domain, which decreases the illumina-
tion component of the images while amplifying the high-frequency reflectance component
generally associated to the structural information. In angiographic images, this translates
to brightening the large areas shaded by soft tissue and bone without significantly affecting
the relatively smaller vessels’ contrast (Figure 5.2c). The various parameters for this type of
filtering were empirically determined.
5.3.4 Curvilinear structure extraction
The arteries and other curvilinear image elements are extracted from the homomorphic-
filtered images using an steerable scale-space analysis method based on efficient 2D anisotro-
pic Gaussian filtering [81]. The filter aligned to a varying vessel orientation θ and anisotropic
variances σu, σv (set to a 3 : 2 aspect ratio, empirically determined) is expressed as a convo-
lution in the u and v directions (u ⊥ v) by :
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with
u = x cos θ + y sin θ (5.2)
v = −x sin θ + y cos θ (5.3)
and θ ∈ [0, 180] in 10o increments, variance parameter σv set to anatomically plausible
vessel widths empirically derived : σv ∈ [2/3,8 /3] in 1/3 increments for 512x512 pixels image
dimensions. These values should be scaled proportionally to the output resolution of the
imaging equipment used.
It is computationally advantageous to decompose the 2D filters in two separate one-dimensional
components [61], where the first is locked on the x-axis and the second is steered along an
axis l oriented at φ :
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exp {− l
2
2σ2φ
} (5.4)
where
φ = arctan {σ
2
v cos2 θ + σ2u sin2 θ
(σ2u − σ2v) cos θ sin θ
} (5.5)
l = x cosφ+ y sinφ (5.6)
σx =
σuσv√
σ2v cos2 θ + σ2u sin2 θ
(5.7)
σφ =
√
σ2v cos2 θ + σ2u sin2 θ
sinφ (5.8)
To further lower the processing requirements of the curvilinear structure extraction, (5.4)
can be implemented in a recursive form [254, 280]. Doing so lowers the processing load of
the filtering to only seven multiplications in both directions, and computational complexity
becomes independent of the variances. For each vessel width value and across the whole
range of orientations, the maximum filter response is retained at each pixel location and
the resulting image is rectified to suppress filtering artifacts neighboring the vessels. Finally,
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the maximum response across the whole range of vessel widths is computed to create the
curve-extracted frames. As shown in Figure 5.2d, these images contain several non-vessel
components such as bony structures and the catheter. Some of these components may not be
connected to the vessels and are thus considered “floating” artifacts. Under the assumption
that the largest continuous component in these images is the arterial tree, connectivity pruning
is performed to eliminate both “floating” and loosely connected components, as outlined in
Algorithm 1.
Algorithm 1 Morphological connectivity pruning
1: Erode the images using a r = min σv2 pixel radius disk to disconnects structures linked
by weak line artifacts without affecting the smallest anatomically-plausible vessels.
2: Rank each connected component based on their area.
3: Delete all but the largest structure. A single continuous curve structure ostensibly cor-
responding to the arterial tree remains.
4: Dilate the images with a r pixel radius disk to restore the original vessel dimensions
eroded above.
Also apparent in Figure 5.2d is the varying intra-vessel intensity not necessarily associated
with a vessel-wall pathology. To avoid diagnostic confusion, the arteries’ tortuosity is nor-
malized by applying the H-maxima transform [225] and saturating the minimum and maxi-
mum 1% of the images’ intensity histograms to boost contrast. The resulting frames show
a near-homogeneous intra-vessel segment appearance (Figure 5.2e). The different shades of
gray apparent in some of the branches represent intra-vessel contrast loosely related to the
concentration of the radiodense tracer. This shading is conserved as a coarse, but helpful
visual indication of tracer’s current propagation state.
5.3.5 Spatiotemporal masking
Although most of the flat, homogeneous background components have been eliminated from
the curve-extracted images, as shown in Figure 5.2e, numerous non-vessel elements are present
as these are superimposed and linked to parts of the arterial tree and therefore not eliminated
by the connectivity pruning. A region of interest (ROI) surrounding the arterial tree is thus
necessary to separate it from the background.
We introduce here the concept of motion masking to isolate the vessels by tracking the
propagation of the radiopaque tracer across the sequence of curve-extracted, ED frames
(Figure 5.3a-top). First, the same optical flow routine used for motion compensation is used
to compute the spatial velocity profile of the pixels between each sequential frame. The salient
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motion regions correlated with the tracer’s flow in the arteries are thus produced as motion
maps across the sequence (Figure 5.3a-bottom).
These motion maps primarily depict strong velocities in the arterial tree region, but back-
ground structures will also create motion components, albeit at a smaller magnitude. We miti-
gate these velocity estimates with kernel principal component analysis (kPCA) [258, 214, 171]
by reconstructing a new motion map retaining between 70%−80% of the total variance (d = 2
principal components are typically sufficient). The n motion map images (each containing m
pixels) are first vectorized and stacked in a n×m dimensional space x. Given the Gaussian
kernel function :
k(x,y) = exp (−‖x− y‖
2)
2σ2 (5.9)
the n× n kernel matrix Ki,j = k(xi,xj) is used to compute the Gramian matrix :
K˜ = K− ηK−Kη + ηKη (5.10)
where η is the n× n matrix with all elements equal to 1/n. Solving for vectors ai by eigen-
decomposition in :
K˜ai = nλiai (5.11)
the kernel principal component projections yi(x) are then computed with :
yi(x) =
n∑
i=1
aijk(x,xi), j = 1...d (5.12)
Finally, the reconstruction of the motion maps using the kernel principal component projec-
tions yi(x) is approximated in an iterative manner [171] with :
zk+1 =
∑n
i=1 γi exp (−‖zk − xi‖2/2σ2)xi∑n
i=1 γi exp (−‖zk − xi‖2/2σ2)
(5.13)
where z1 is initialized to the mean of the data vectors in x, and
γi =
n∑
t=1
ytait (5.14)
The reconstruction iterations in (5.13) are halted with stopping criterion : ‖zk−zk+1‖/‖zk‖ <
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Figure 5.3 Optical flow analysis and motion mask creation : a) Curve-extracted sequence (top) and
motion map sequence (bottom, color-graded to velocity magnitude), b) kPCA-computed flow map,
c) Binary motion mask, d) Masked peak vessel frame.
α, where α = 0.1%. The resulting dimension-reduced map (Figure 5.3b) has kept most of
the salient flow regions and reduced noisy background-related motion. The motion mask is
then created by clustering this principal flow map using a graph cuts approach [157], where
the algorithm is constrained to compute only two clusters to create a binary motion mask
ostensibly corresponding to the foreground and background regions (Figure 5.3c). Finally, the
mask is applied to the curve-extracted ED series, producing an isolated arterial tree region
(Figure 5.3d). For diagnostic purposes, the frame depicting the whole arterial tree (labeled
as the peak vessel frame) is identified by computing the foreground area in each image across
the series and retaining the one with the maximum value.
Algorithm 2 Appearance-based aneurysm detection.
1: Apply the motion mask computed above to the corresponding peak homomorphic image
as a pathology ROI delimitation, which lessens the risk of falsely detecting non-vessel
elements outside the arterial tree.
2: Binarize the image elements contained in the ROI using Otsu’s automatic thresholding
[190].
3: Erode the resulting blob-like structures with a r = min σv2 pixel radius disk structuring
element to retain the border profile computed with the curvilinear structure extraction
module.
4: Hole-fill the binary blobs to correct for negative areas caused by severe intra-aneurysm
tortuosity generated by swirling or slow-filling of the contrast agent. This effect is mar-
kedly pronounced in larger aneurysms.
5: Filter the remaining structures based on their percent overlap with the segmented arterial
tree to ensure their association with the pathological vessels. The blobs with overlap
scores > 90% are discarded as these correspond to areas nearly completely enclosed in the
previously-segmented vasculature, whereas lower scores will indicate a region overlapping
the targeted, hollowed structures (Figure 5.4c).
6: Add the remaining positive areas are to the image, effectively in-painting the pathological
regions in the peak vessel frame.
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5.3.6 Aneurysm region correction
The steps described above produce adequately “clean” segmentation results on a large range
of patients with normal coronary arteries. However, the curve extraction algorithm will fail
in segmenting abnormal vessel regions such as aneurysms or ectasia caused by certain patho-
logies (Figure 5.4a). This problem is inherent to most line segmentation methods as these
anomalous structures diverge from typical curvilinear characteristics and will produce hollo-
wed regions (Figure 5.4b). To mitigate this issue, the pathological areas are detected from the
pre curve-extracted frames by leveraging their strong, relative contrast with respect to the
illumination-normalized background. The procedure is outlined in Algorithm 2. As shown in
Figure 5.4c, it is possible that some portions of the detected aneurysms overlap non-hollow
vessels. This is inconsequential to the final segmentation result as the in-painting will re-color
already filled-in areas, as illustrated in Figure 5.4d.
5.3.7 Automatic diameter computation
The binary nature of the segmented image affords numerous automatic and efficient im-
plementations of metric computations useful for diagnostic purposes [148]. Not the least of
which is vessel diameter extraction, which is routinely used to assess conditions associated
to ischemic diseases. To demonstrate the potential of the system and to test its quantitative
performance, a simple automatic diameter measuring routine using the segmented images is
proposed in Algorithm 3.
5.4 Experimental
The performance of the system was evaluated on a dataset of 62 angiographic series acquired
on a Toshiba Infinix-CFI Bi-Plane C-Arm. The study cohort was composed of 31 pediatric
patients (median age = 9.5 years, range = 2−17 years) undergoing Kawasaki disease screening
or heart transplant follow up. A 32nd patient’s two angiographic series were used to tune the
various algorithmic parameters. These were not modified during testing on the remaining
patients. This project was approved by the Ethics and Scientific Research Committee of the
Ste-Justine University Hospital Research Center (Montreal, Canada) and parental consent
was obtained for the use of the coronary artery imaging involved in this study. The qualitative
performance assessment was conducted by a cardiologist and a medical imaging specialist to
evaluate segmented vessel appearance fidelity, branch suppression, and the presence of non-
vessel artifacts.
Vessel dimension preservation was evaluated by comparing 862 diameters measured manually,
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c) d)
Figure 5.4 Aneurysm detection : a) Raw frame aneurysm, b) Curve-extracted frame, c) Detected
aneurysm area (cyan), d) Aneurysm-corrected segmentation.
semi-automatically, and computed automatically at the same positions by the algorithm des-
cribed in Section 5.3.7. The manual measurements of the coronary segments were conduc-
ted by an independent radiology technician. The semi-automatic measures were performed
by the manufacture’s (Toshiba of Canada Ltd., Markham, Canada) clinical product spe-
cialist. Calibration and measurements were performed using the manufacturer’s standards.
The manual measures used the commercial software’s embedded electronic calipers, and the
semi-automatic measures were obtained with the manufacturer’s software by placing a start
and stop point on the target vessel segment. The selection of segments to be measured were
dispersed along the whole coronary artery tree, including proximal and distal branches of
various sizes. This evaluation methodology was performed to reflect real-world usage, where
vessel diameters are the predominant quantitative measure used for coronary artery patho-
logy diagnosis. We believe the use of this metric as our gold-standard versus hand-drawn
segmented arterial trees affords a more robust, efficient, and realistic test as the technicians’
expertise and experience are fully leveraged.
5.5 Results
A paired-samples t-test revealed no significant differences between the automatically compu-
ted diameters on the segmented images and the manual measures on the raw angiographic
frames (Figure 5.5a, mean difference = 0.14±0.52 pixels or 0.02±0.09 mm, p = 0.241). Like-
wise, there was no significant difference between the automatic and the semi-automatic mea-
sures (mean difference = 0.10±0.37 pixels or 0.01±0.06 mm, p = 0.317). Excellent measure-
ment correlation was found for both smaller and larger segments (Figure 5.5b, r2 = 0.964 bet-
ween automatic and manual, r2 = 0.972 between automatic and semi-automatic, p < 0.01).
Computationally, the average non-optimized processing time running in Matlab (Natick,
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Algorithm 3 Skeletonization-based automatic diameter computation.
1: Skeletonize the vessel images using morphological thinning.
2: At each curve vertex x0 (except for branching and end points), identify the two skeletal
vertices adjacent to the immediate 8-connected neighbors of x0 : x−2,x2.
3: Compute the null space of x−2− x2 by singular value decomposition to approximate the
normal vector at x0.
4: Iteratively grow the vector in both forward and backward directions until it reaches the
vessel boundaries (corresponding to a 1-to-0 intensity change).
5: Add both forward and backward vector lengths to compute the vessel diameter at x0.
USA) on an Intel (Santa Clara, USA) Core i5 platform was 0.38± 0.11 seconds per frame to
produce the segmented peak vessel image from the raw angiographic sequences (mean length
= 188.14± 49.2 frames). Automatically computing diameters at each vessel point across the
whole arterial tree within a frame is done in 0.86± 0.4 seconds.
From a qualitative perspective, the framework produced connected arterial trees preserving
most distal arborisations and the original morphology of the vessels. Curvature, boundary
profile, and branching points conserve appearance fidelity with the raw frame vessels. In
addition, 18/18 (100%) of the aneurysms and vessel ectasia regions present across the dataset
were successfully segmented. Some of the smallest vessels were suppressed and few remnants
of non-vessel structures (vertebrae, ribs, and organ outlines) that were both in-closed in the
high-motion area and connected to the arterial tree by superposition were not eliminated. The
largest non-vessel element present in some of the segmented images is the catheter due to its
intrinsic similarity to the arteries’ appearance. However, this is of little clinical concern as it is
easily identifiable by observation and should have minimal impact in quantitative pathology
evaluation as the x-ray imaging configuration selected by the operator during the recording
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Figure 5.5 Segmentation performance : a) Mean diameter difference (±s.d.) between automatic and
manually measured vessel diameters, b) Linear regression between automatic and manual diameter
measures, c) Enlarged distal regions of raw (top row) and segmented (bottom row) vessels.
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session would preclude any overlap between the vessel segments targeted for investigation and
the catheter. The automatic segmentation results from various patients and viewing angles
are illustrated in Figure 5.6.
5.6 Discussion
The system presented here was designed by normalizing the arteries’ geometric configuration
and stabilizing inter-frame mis-alignment with automatic, image-based motion compensation.
The main sources of noise hindering curvilinear structure segmentation performance from x-
ray angiographic series were mitigated with the combination of DT-CWT and homomorphic
filtering. These techniques were proven successful in eliminating image graininess charac-
terized by Poisson-noise and normalizing the illumination profiles of the large background
elements, respectively. The resulting curve images produced by the anisotropic curvilinear
extraction module contain few artifacts, but can still present some remaining structures as-
sociated to bones, catheter, or organ boundaries overlapping the vessels and not eliminated
by connectivity pruning. The hallmark of our approach was thus introduced to help delineate
the arterial tree by exploiting the spatiotemporal information contained within the cardiac-
gated and motion-compensated ED angiographic series as opposed to limiting the processing
domain to a single frame. The tracking of the radiodense tracer’s propagation inside the
vessels using a formulation of optical flow, the computation of the principal motion compo-
nents with kernel PCA, and the subsequent construction of a motion mask were shown to
effectively delimit the arterial tree from the background. Interestingly, this motion masking
approach can benefit from high patient heart rates as more ED frames would be included in
the spatiotemporal analysis and in turn increase the precision of the principal motion map.
This result is particularly interesting for pediatric patients, who typically present with high
basal heart rates [237, 125].
The development of the aneurysm and ectasia detection module is an important innovation
capable of correcting for the intrinsic deterioration of these lesioned areas by the curve ex-
traction module. Precluding explicit consideration of this problem – as is common to most
vessel segmentation techniques – the system’s adoption in a clinical context would be obvia-
ted. This robustness to pathological areas affords better visual tracking over patient follow
up sessions and their objective parameterization not possible with previous methods. Our
approach’s clinical appeal is further validated by its automatic nature, fast operating time,
good qualitative performance in terms of vessel appearance fidelity, and excellent metric
correlation with manually measured diameters on a large patient dataset. To the best of
our knowledge, this system’s qualitative and quantitative performance on real-world data is
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currently unmatched by current coronary artery segmentation methods.
The system’s segmentation does present some weaknesses. Some of the smallest vessels were
not extracted by the curve extraction routine, which is likely caused by the combination of
their small calibers and their low contrast ratios with the surrounding background. However,
the loss of these fine vessels is not considered of clinical significance. Some non-vessel elements
with curvilinear characteristics overlapping or at close proximity to the arterial tree were
included in the high motion areas and thus present in the final segmentation result.
5.7 Conclusions
This paper described an automatic coronary artery segmentation framework with high vessel
morphology fidelity and robustness to pathology not previously possible with existing me-
thods. The notable contributions of this approach are the spatiotemporal analysis to construct
arterial tree motion masks and pathological region detection. Designed around strict opera-
tional requirements, the system’s quantitative and qualitative performance, coupled with
its sub-second-per-frame processing time promotes its further refinement and testing under
various clinical conditions.
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Figure 5.6 Automatic segmentation results. Raw angiographic frames with segmented result pairs.
First and second columns : healthy arteries. Third and fourth columns : pathological arteries (Ka-
wasaki disease patients).
80
CHAPTER 6 MEASURING CORONARY ARTERY DISTENSIBILITY
VIA ANGIOGRAPHIC SERIES
6.1 Introduction
As introduced in Section 2.2.1, the alteration of vessel distensibility is a known sequelae of
various vascular pathologies. In pediatric patients, KD causes thinning and destruction of the
tunica media, the loss of endothelial cells, and the degradation of the vascular smooth muscles
and elastic fibers into hyalinized connective tissue [256, 185]. These changes contribute to the
alteration of vascular stiffness as demonstrated by intravascular ultrasound [234, 274].
In adult populations, atherosclerosis and its co-morbidities are also associated with vascular
wall dysfunction [181]. This change in dynamics may contribute to the pathogenesis of myo-
cardial ischemia [76, 84, 199]. Although routine reperfusion procedures such as angioplasty,
stenting, or bypass surgery are shown to improve the outcome of these patients, the therapies
themselves can alter the dynamic function of the vessel walls. Of more recent interest is the
follow-up of adult patients implanted with bioresorbable stents, where it is hypothesized that
natural vasomotion activity such as dilation and constriction may be restored after resorption
of the implant, compared to traditional metal devices [187, 219].
The traditional diagnostic tool for both these patient populations is x-ray angiography. This
modality is typically used to assess vessel dimensions on a single, static frame even though
the sequences contain a wealth of dynamic information. We note the scarcity of clinical
tools utilizing this information and as a result, some patients may have normal angiographic
evaluations despite deteriorated vessel walls [223, 103]. The medical interest in this context
is the magnitude of arterial dilation and subsequent relaxation during a cardiac cycle.
Assessing CA distensibiilty is typically conducted with IVUS. However, this invasive pro-
cedure is not routinely performed and may not be recommended for certain patients. On
x-ray angiographic series, distensibility has been investigated in research contexts by ma-
nually measuring arterial calibers at only two time points : end-diastolic and end-systolic
to encapsulate the overall variation of the diameters [117]. Conversely, the full use of the
angiographic sequences – leveraging their complete dynamic spatiotemporal information –
can provide the clinician with both morphological and functional vessel characteristics while
limiting the number of interventions on the patients. Further, using every frame in a full
cardiac cycle permits the fine scale analysis of kinetic measures such as vessel expansion and
recoil velocities.
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The fully automatic x-ray angiographic CA segmentation system presented in Chapter 5
was thus integrated in a framework to measure arterial distensibility. This tool’s full use of
angiographic series affords vessel displacement and morphology change tracking of selected
arterial segments over the course of a cardiac cycle. As an exploratory study, KD patients
with and without a history of aneurysmal lesions were compared with healthy patients [17].
In a follow up study, an expanded cohort of KD patients were assessed to investigate the
correlation between vessel wall sequelae measured invasively with OCT and the distensibility
computed from the angiographic series [18]. These two preliminary studies are presented in
the following sections.
6.2 Distensibility assessment via segmentation and spatiotemporal tracking
The CA distensibility processing pipeline is depicted in Figure 6.1. Briefly summarized, the
operator is prompted to draw a rectangular ROI on the vascular region targeted for analysis.
The CA segmentation framework is then initiated and will segment the arterial tree, as
presented in Section 5.3. The pixels corresponding to the walls of the segmented vessel within
the ROI are then tracked from frame-to-frame over a full cardiac cycle using HOG point
tracking.
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Figure 6.1 Distensibility assessment pipeline. Segmented CA wall pixels are tracked over the an-
giographic series, producing the caliber vs. time curve C(t) shown at right.
The caliber vs. time curve C(t) produced by the distensibility assessment framework on a KD
patient shown in Figure 6.2a corroborates the influence of vascular pressure and mechanical
function of the heart (Figure 6.2b). During the systolic phase, myocardial resistance and
aortic pressure is high, causing coronary filling and their expansion. During diastole, myocar-
dial resistance is relaxed and blood perfuses the muscular tissue, which results in coronary
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Figure 6.2 Caliber variations and pressure dynamics : a) the measured caliber vs. time curve
produced by the proposed distensibility assessment framework on a proximal segment of a KD
patient ; b) the prototypical pressure dynamics of the heart and surrounding vasculature during
systolic and diastolic phases.
emptying and the decrease in their lumen area. The distensibility metrics computed from the
C(t) curve include :
The mean constriction velocity :
MCV = mean(d(C(t))
dt
< 0) (6.1)
The mean recuperation velocity :
MRV = mean(d(C(t))
dt
> 0) (6.2)
Caliber standard deviation :
CSD = SD(C(t)) (6.3)
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CSD mean pressure modulus :
CSD−MPM =
MeanBP − LV EndDiastolicPressure
CSD
(6.4)
CSD pulse pressure modulus :
CSD−PPM =
PulsePressure− LV EndDiastolicPressure
CSD
(6.5)
6.2.1 Pilot clinical studies
Two preliminary studies were conducted in order to assess the discrimination capabilities of
the distensibiilty metrics computed from the angiographic series. In the first trial, a group of
KD patients with and without a history of aneurysmal lesions were compared to a group of
healthy subjects. We hypothesized detrimental distensibility measures for the KD patients
compared to the healthy controls and possible stratification between the KD groups. In
the second trial, a larger cohort of KD patients who underwent both standard selective
angiography and OCT investigations were studied. The OCT imaging was used to identify
specific arterial wall lesions and it was hypothesized that the presence of multiple types of
lesions would contribute to a proportional increase in arterial stiffness, as measured by the
proposed angiogram-based system.
Methods
Trial I Proximal and distal left CA angiograms were automatically segmented and ves-
sel walls were tracked over a cardiac cycle from a cohort of 23 pediatric patients (51 total
angiograms). The cohort included five healthy controls (CTL) without history of KD, hy-
pertension, immune disease, or heart transplant. The 18 KD patients were classified with
respect to positive angiographic findings of aneurysms (KDAN+, 13 patients) or negative
presence of dilations (KDAN-, five patients). At each frame, CA centerlines were extracted
from operator-selected ROIs and the mean segment caliber was computed from diameters
sampled at every two pixels along their length. The distensibility metrics presented above
were then computed. Statistical significance testing were conducted with the Mann-Whitney
non-parametric U-Test.
Trial II A KD cohort of 27 patients (54 total angiographic series) with and without history
of coronary aneurysms were studied. Each patient was attributed an OCT score formed by
accumulating the binary findings of intimal hyperplasia, media destruction, fibrosis, and
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calcification. The score thus varied from zero to four. These observations were performed
independently by a physician. CA centerlines were automatically extracted from operator-
selected ROIs and vessel calibers were computed at each two pixels along their length on each
frame during a full cardiac cycle. The distensibility metrics from the CA calibers following KD
were compared blindly to the OCT-based scoring. Pearson’s correlation and Mann-Whitney
U-Test were used as statistical measures.
Results
Trial I The distensibility results are shown in Figure 6.3. Data are represented as mean
± SD in normalized pixels (npx). CSD was significantly reduced (p < 0.01) in KDAN+
(0.25±0.05npx) and KDAN- (0.27±0.04) npx vs. CTL (0.38±0.07) npx. The mean constric-
tion velocity was significantly reduced (p < 0.05) in KDAN+ vs. CTL, withMCV 3.50±0.67
vs. 4.59± 1.94 npx/sec. The mean recuperation velocity did not show significant differences.
Pressure-modulated stiffness characteristics were atypical as CSD−PPM showed a propor-
tional stratification, increasing from 63.87 ± 23.71 mmHg for CTL to 94.99 ± 17.68 mmHg
for KDAN- to 110.03 ± 59.07 mmHg for KDAN+. In this case, both KD groups showed
statistically significant results compared to CTL (p < 0.01). CSD−MPM showed a similar
trend, but only CTL vs. KDAN+ (209.30±80.36 vs. 275.75±77.90 mmHg) was significantly
different (p < 0.05).
Trial II Stiffness metrics correlated negatively with increased OCT scores (r = −0.64 for
CSD, r = −0.58 for MEV , and r = −0.71 for MCV ; p < 0.01 for each). Patients with
OCT scores 2-4 exhibited significantly increased wall stiffness (Figure 6.4), including higher
pressure-dependent elastic moduli. CSD results showed a linear trend with respect to OCT
scores, whereas the velocity measures demonstrated a plateau effect for scores > 2.
Pressure-modulated metrics produced less significant stratifications, but nonetheless showed
a trend of increase stiffness proportional to the accumulation of lesion findings. Patients with
all four types of lesions showed strikingly deteriorated distensibility compared to patients
with scores ≤ 1.
6.2.2 Discussion
In the first pilot study, the proposed distensibility assessment framework was shown to be
sufficiently sensitive to differentiate between arterial stiffness of known vascular pathologies
in a pediatric cohort of KD and healthy patients. The expected result of increased stiffness
was found in the KD cohort, and stratification was further measured for those with and
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Figure 6.3 Distensibity metrics of healthy (CTL) and KD patients with (KDAN+) and without
(KDAN-) history of aneurysmal lesions.
without aneurysmal history. These results concur with previous studies using invasive probes
[234, 274]. The findings of deteriorated vascular walls in the KDAN- group is particularly
important as these typically present with patent angiographic findings, which may instill a
sense of false-confidence in patient, parents, and treating physician. In this situation, the
distensibility metrics may thus eventually provide valuable information to guide long-term
therapeutic plans, follow-up frequency, and general lifestyle recommendations to the patient.
The extended follow-up study was designed to relate direct OCT observations of vascular
wall sequelae with the computed distensibility metrics. As such, the stiffness results point to
a accumulating stiffness effect with the number of observed lesions, notably when the patient
presents with two or more types of OCT findings. The observed plateauing of the velocity
results for scores > 2 may be related to the mechanical limits of vessel dynamics. As a whole,
these results further solidify the applicability of the proposed angiographic-based coronary
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Figure 6.4 Distensibity metrics of KD patients according to their OCT score indicating the cumu-
lative presence of observed arterial wall lesions.
distensibility assessment tool in expanded clinical investigations.
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CHAPTER 7 GENERAL DISCUSSION
The general objectives of this thesis were to improve the diagnostic quality, potential, and
ergonomics of cardiac images acquired with both well-established and state-of-the-art cli-
nical imaging modalities. The issues tackled were primarily related to the spatiotemporal
nature of the data and the manual, subjectivity of the measurements routinely performed
with CMR perfusion and x-ray angiographic imaging by automating motion compensation
and registration of auxiliary series types in the former and CA segmentation in the latter.
Importantly, the motion compensation developed for CMR perfusion imaging was used to
aide the segmentation process using x-ray angiography. Finally, the proposed segmentation
approach’s qualitative and quantitative performance, coupled with spatiotemporal tracking
of the arterial walls, enabled the development of an efficient CA distensibility assessment
tool to provide potentially insightful clinical markers to the physician. These realizations are
discussed in the following sections.
7.0.1 Motion compensation and registration of CMR perfusion series
An universal nonrigid motion compensation framework for CMR perfusion imaging was first
proposed. At its core is the LDOF formulation, which we hypothesized would be a valid
construct to estimate the wide-ranging types of motion in the various CMR perfusion se-
quences used in many clinical sites. Preceding motion estimate, however, required preproces-
sing of the CMR images. The general approach was to simplify the appearance of anatomical
structures by reducing the dynamic range of the images. This effectively reduced textu-
ral information variability unrelated to structural motion during bolus perfusion. As such,
the LDOF engine is left with salient information where its HOG-based landmark detection
scheme effectively identified structural components undergoing large deformations, while the
variational component handled fine-scale displacements.
The robustness to large-scale nonrigid estimation was critical in both breath-hold and free-
breathing paradigms. Perhaps non-intuitively, this issue is even more important in the former.
For many patients in breath-hold studies, the series may be relatively motion-free at the start
of the acquisition, but towards late perfusion, the physiological and mental stress of apnea
becomes too much to bear and striking breathing gasps often occur. In these situations,
the magnitude of the displacements are far larger than in free-breathing cases. Furthermore,
when apnea fails, the recording may have to be restarted, further increasing the burden on
both the patient and clinical resources. Free-breathing studies are thus easier for both patient
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and clinician, but motion compensation is naturally a necessity. Other than breathing-related
movement, non-voluntary motion (e.g. : ECG gating errors, guttural muscles, etc.) is also
prevalent. Despite many displacement sources found in the series, the proposed approach
was able to estimate and compensate motion throughout the whole frame and, importantly,
in the myocardial region to a degree surpassing a current commercial solution for all types
of sequences. Importantly, one of the key quantitative perfusion metric used for diagnosis,
namely sectoral perfusion dynamics, was not significantly affected by the MOCO due to
the LDOF’s permissibility of varying pixel intensity fluctuations and the post-hoc exact
histogram specification step. This highlights the interpolation warping scheme’s weakness as
signal intensities were attenuated in the MOCO series with relatively large motion prior to
the histogram matching correction step.
The framework was also able to handle the low-resolution, high-dynamic range AIF auxiliary
series, which subsequently permitted the development of an automatic AIF signal measu-
rement process using ICA [106]. In that method, the stationary position of the LV in the
MOCO series allows its automatic detection and segmentation to track the cavity’s signal
variation during bolus transit. This framework is currently being extended to detect the
RV and myocardial tissue as well, both possible because of the MOCO preprocessing step.
These are critical innovations to fully automate quantitative perfusion analysis to produce
high-resolution pixel maps.
The proposed MOCO system was also extended to register PD images to the perfusion T1
series, which precludes MR bias-field normalization. For this application, the hypothesized
reduction-to-unimodality-inspired approach using proxy images was necessary to bridge both
series together. These were constructed to enhance gradient information and match photo-
metric distributions. Although the LDOF engine was able to register PD images to T1 series
without this step in certain configurations during informal testing, the proxy image formu-
lation normalizes the appearances regardless of the sequence types that are continuously
being refined. This essentially guarantees compatibility to future CMR image types and
continuously refined sequence parameters.
Overall, the proposed MOCO system attained its stated requirements in terms of clinical ap-
plicability and operational ergonomics. Its validation on a large patient cohort encompassing
a wide range of acquisition parameters further solidifies its clinical appeal. As such, the sys-
tem was integrated in the diagnosis pipeline for research-level studies at the National Heart,
Lung, and Blood Institute at the National Health Institutes’ main clinical center (Bethesda,
Maryland, USA).
The MOCO framework presents some limitations. Foremost, the quality of the compensation
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is directly related to the precision of the deformation estimations by the LDOF engine.
Although the proposed formulation was shown to significantly reduce frame-to-frame motion,
some residual movement of diffuse, structure-poor regions is still present, notably in areas
peripheral to the myocardium. Although these regions are of no consequence to perfusion
analysis, their persistent motion is a noteworthy issue that may hinder MOCO in certain
modalities such as US series, where structural information is relatively poor.
Another issue is the optimization of the various parameters controlling the quality of the
motion estimates. We have used an automatic grid-search approach to find globally opti-
mal combinations of the parameters, but this step is time-consuming and dependent on the
variability of the data used for training. Re-estimation as newer CMR sequence types are
developed may be needed. The approach of global optimization on whole series is also an
area ripe for improvement. In its current state, the parameters are searched to find the best
combination of values that do not create distortions in the flow fields over the full series. With
this approach, a contentious pair of images that requires less aggressive LDOF settings will
dictate the parameter values for the whole series. In other words, the parameters are only as
good as the ones required for the “weakest” pair. This step could be refined by considering
a locally-adaptive optimization scheme where the parameters are tuned on-the-fly for each
sequential image pair. This approach would add a significant computational load that could,
however, be mitigated by oﬄoading processing to massively-parallel architectures such as
graphical processing units (GPU).
7.0.2 Automatic coronary artery segmentation
The term universal used above is further justified as the MOCO framework was success-
fully applied to x-ray angiographic series. This resulted in motion compensated end-diastolic
images that contained frame-to-frame deformations primarily related to respiration, myocar-
dial movement, and ECG gating errors. The performance of the nonrigid MOCO system is
particularly apparent in certain series where ECG gating failed to capture the arteries at the
same cardiac phase. In these cases, the MOCO effectively uncoiled the vessels to match their
structural geometry from one frame to another.
The alignment of the arteries throughout the end-diastolic series led to the precise tracking of
the propagation of the contrast agent to isolate the arterial tree region from the frame’s back-
ground. We labeled this process motion masking and it was shown to eliminate background
artefacts such as bones and opaque organ regions still present after curvilinear structure ex-
traction using a fast formulation of steerable anisotropic Gaussian filters. The performance
of this filtering scheme was aided by adequate preprocessing to mitigate image graininess
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with a wavelet-based filtering scheme tuned to tackle the Poisson distribution of the noise.
This step was shown to boost SNR, which is increasingly important as low-dose exposures
are increasingly favored in clinical protocols. Intra-region illumination normalization was also
performed to remove apparent vessel tortuosity and shading from soft-tissue superposition.
Finally, diseased regions dissimilar to tubular structures such as aneurysms and ectasic ves-
sels were naturally ill-segmented and thus required the development of a pathological area
filling routine. This post-hoc processing step successfully completed the segmentation result
on every lesion present in the testing cohort.
As one of the main stated goals of this thesis is to objectify metric extraction used for
diagnosis, an automatic caliber measurement routine was developed using the segmentation
result. We evaluated the precision of the segmentation by comparing vessel calibers mea-
sured manually with commercial electronic calipers, semi-automatically with a commercial
region-growing based system, and automatically by the proposed approach. No statistically
significant discrepancies were noted and excellent metric agreement was found between our
system and the two commercial platforms. Further, processing and caliber computation times
were generally an order of magnitude faster than the operator-dependent measurements.
The main issue related to this framework is qualitative, as some non-vessel structures are
still present in the final segmentation result. The combination of a vessel-like appearance
and enclosure in the motion mask results in the inclusion of the catheter and other tube-
like structures in certain cases. Although these artefacts are easily identifiable by visual
inspection, they are nonetheless an unwanted presence in terms of future development such
as 3D arterial tree reconstruction (presented in Section 8.1.3).
Furthermore, as with the case for the MOCO system, many parameters are needed to control
various efficiency and quality aspects of the system. These were determined empirically on
a small subset of series and automatic parameter selection strategies as used above may be
implemented.
7.0.3 Coronary artery distensibility assessment via angiographic series
The precise and automatic nature of the CA segmentation approach led to the hypothesis
that this framework could be used as a precursory step to measure the temporal variations
of vessel calibers over a cardiac cycle. Our CA distensibility assessment system was thus
developed by using the segmentation result in an operator-selected region and tracking vessel
boundary points from frame-to-frame using HOG landmark matching similar to the imple-
mentation used in the LDOF engine. Here again, the spatiotemporal information found in the
angiographic series is leveraged to ultimately provide clinically relevant information related
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to vascular health.
Indeed, the two pilot studies utilizing this tool have shown its diagnostic potential. In the
first study, the system was able to identify and, furthermore, stratify arterial wall sequelae in
a cohort of healthy and KD patients with and without aneurysmal history. Our hypothesis
were verified in terms of increased vessel stiffness for KD patients and exacerbated rigidity for
those with a history of aneurysmal lesions. These results concur with invasive modalities of
previous studies and motivated the expansion of our testing to a larger cohort of KD patients
who underwent OCT imaging. Here, the number of observed, expert-rated lesions correla-
ted significantly with the distensibility metrics measured independently using the proposed
approach.
The physiologically-expected results obtained in these two preliminary studies compel an
expanded evaluation of this tool to other vascular pathologies such as atherosclerosis in
adult patients. Vascular stiffness assessment may thus be used conjointly with traditional
obstruction quantification, but its potential may be further distinguished as it may elucidate
early onset of pathology in patients with normal-looking arteries.
An important limitation of this approach is related to the characteristics of the angiographic
series under study. The targeted vascular segment must fully contain contrast agent during
a whole cardiac cycle. This may pose a problem for dilated vessels, where the contrast fluid
may maximally fill the targeted region for too few frames or none at all. However, this issue
may be mitigated prospectively if the physician adjusts bolus administration quantity during
acquisition. In addition, issues may be encountered if vessels overlap each other during the
cardiac cycle time window. In this case, the HOG-based tracking may fail. This too, however,
may be mitigated if the angular acquisition parameters are adjusted appropriately during
recording.
Another issue is related to the geometry of the arterial segments under study. Although it
is sensible to assume circular or elliptical cross-sections of healthy vessels where expansion
and recoil will occur pseudo-uniformly over a large, diffuse portion of the vascular wall, pa-
thological segments affected by dilations or atherosclerosis will invariably cause non-uniform,
focal zones of varying elastic properties and luminal geometry. In these cases, the 2D nature
of the angiographic projections may not correctly estimate the non-uniform dynamics of the
vessel wall. Mitigation of this issue may be accomplished by reconstructing the 3D geometry
of the segment under study using multiple 2D projections acquired under different angular
imaging configurations, as described in Section 8.1.3. The caliber variations measured from
each 2D view may then be integrated in the 3D reconstruction of the arteries to provide a
more insightful and complete assessment of the distensibility.
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The manual step of region selection is also problematic as the operator is essentially “blindly”
placing the ROI where distensibility may be affected. As such, concerning vessel segments
may be missed. This is admittedly an important weakness of the system as it counters this
thesis’ paradigm of operator-free metric extraction. Nonetheless, the early and exploratory
nature of this tool justified this design decision and the encouraging results have motivated
the correction of this limitation by tracking the caliber variability on the whole arterial tree.
Finally, the preliminary state of this system presents fundamental physiology-metric issues.
The distensibility measures we have obtained in the two studies were analyzed in a relative
mode. That is, the different groups in our cohorts were compared exclusively between each
other in a very specific and closed manner. As such, we do not know what are absolute
values for healthy or pathological distensibility results. Many more patients from multiple
centers need to be studied to start formulating population-wide ranges for the various stiffness
metrics we have proposed.
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CHAPTER 8 CONCLUSION
The underlying approach presented in this thesis is directed to the application of the enginee-
ring practice to better the diagnosis of CAD via spatiotemporal information management and
integration to ultimately enhance cardiac imaging and extract objective, clinically-relevant
metrics. We believe the tools developed here will contribute to limit operator subjectivity,
increase analysis efficiency, and stem into other projects with the common singular goal of
improving the outcome of sick people.
Specifically, in the case of CMR perfusion imaging, the proposed MOCO system is a critical
precursor to fully automatic quantitative perfusion analysis, but ancillary to this, and perhaps
generally more relatable, is the system’s robustness to patient breathing and reasonable
movement during acquisition. The implications of this is not only increased patient comfort,
but the potential to limit or rationalize sedation typically required for pediatric patients
undergoing MRI.
For the automatic segmentation framework, the approach consisted of utilizing information
usually discarded, but nonetheless acquired at the cost of radiological patient exposure. The
translation of the motion compensation pipeline developed for CMR perfusion imaging, cou-
pled with spatiotemporal bolus tracking in the end-diastole frames of the angiographic series
and post-hoc aneurysm detection was shown to be a valid method to produce accurate CA
segmentation results robust to pathology.
The capstone and last translational development phase of this work is the integration of the
CA segmentation algorithm with, again, spatiotemporal analysis in the form of arterial wall
tracking to extract apparent vessel stiffness metrics potentially valuable in diagnosis.
8.1 Future developments
We believe the methods, tools, and paradigms developed in this thesis may be expanded
to other promising applications, modalities and domains. Some ideas are proposed in the
following sections for each theme of this thesis.
8.1.1 Motion compensation and registration
The MOCO system was shown to be adaptable to two different cardiac imaging applications,
but may be also used in other study types such as tumor perfusion in the liver, prostrate, or
lungs, for example. In terms of classical image registration, the system may also be tested in
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other multimodal applications where nonrigid deformations are present. CT to MRI registra-
tion of the heart, where large elastic deformations may be present would potentially benefit
from the capabilities of the MOCO system. At a finer scale, it may be clinically valuable to
register 3D reconstructions of the CA between these two modalities. Here, one could imagine
the fusion of arterial calcification detected by the CT data with the high resolution structural
data provided by MRI.
At a higher operational level, we believe the system can be used to alleviate patient stress by
permitting free-breathing and reasonable movement during image acquisition. Anecdotally,
this was the wish of many MRI technicians we’ve worked with during this project. As mentio-
ned earlier, movement constraints are taxing for patients and incur a considerable burden on
clinical resources. This issue is particularly interesting for pediatric patients, where pre-scan
sedation may be rationalized and perhaps eliminated.
Finally, we postulate that the MOCO framework may be used outside of the medical domain.
Indeed, informal experimentations were conducted on astronomical image of planetary time-
lapse series where telescope gantry movement and large optical aberrations caused by the
long focal length lenses distorted surface features. The MOCO system was able to effectively
compensate for these issues and may thus be expanded to this field. In other tests, hand-held
videos captured by cellphones were reduced of camera shake.
8.1.2 Extended distensibility analysis
The adult portion of CAD is largely related to atherosclerosis. However, as presented ear-
lier, accrued arterial stiffness may be present despite patent visual angiographic findings. In
these situations, the proposed tool could be used as an indicator and perhaps a predictor of
early onset atherosclerosis. In addition, for patients who underwent interventional therapy,
distensibility assessment is an important metric to evaluate the relatively new class of reab-
sorbable vascular implants [218], where their clinical allure lies in the promise of recovered
vessel elasticity following scaffold absorption. The presented framework may thus be used
longitudinally during patient follow-up, where angiograms are routinely performed.
8.1.3 3D reconstruction of the coronary tree
As presented in this thesis, current diagnostic guidelines rely largely on anatomy-based mea-
sures from the 2D projections of x-ray angiographic series. For example, in the assessment of
stenosis severity or to stratify the risk of complications when aneurysms are present. Three-
dimensional reconstructions are a complete, navigable metric representation affording greater
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diagnostic potential. The reconstruction can be used to encapsulate computational fluid dy-
namics (CFD) simulations of blood flow by integrating the dynamic features empirically
extracted from the propagation of the contrast agent. Aside from diagnostic purposes, in
the context of interventional procedures such as angioplasty or stenting, accurate volumetric,
orientation, and absolute cross-sectional vessel information is crucial for both planning and
maneuvering. This data is inherently difficult to estimate from 2D projections and would
thus benefit from the 3D reconstruction of the CA.
By combining the vessel segmentation results associated with different geometric configura-
tions of the radiographic imaging system, 3D reconstruction of the arterial tree is feasible
using self-calibration [38] and a sequential space carving algorithms. Concomitant to this
technique, temporal and spacial adjustment using both the ECG and the MOCO system
could be used to align the morphological phase of the arterial trees between each views.
The basics of the space-carving approach borrows from the computer vision technique named
Shape from Silhouette (SFS) [14, 140]. The fundamental idea is to compute the intersecting
volume obtained from the volumetric projection cones of the elements of interest captured
from varying views around an object. Applied to coronary artery reconstruction, the rotatio-
nal acquisition nature of the angiograms captured with C-arm imaging platforms theoretically
lends well to this type of reconstruction and was attempted by [90] from the LIV4D labora-
tory at Polytechnique Montreal. They first reconstructed an arterial tree using simulated 2D
silhouettes and ideal imaging parameters to achieve impressive and fast 3D reconstructions
(typically sub-minute renderings). However, using real patient data and a Frangi-based CA
segmentation (presented in Section 2.4.2), the renderings were noisy and ultimately unusable.
This was largely due to the poor segmentation quality and mis-alignment errors. The me-
thods proposed in this thesis may help in these two critical areas, namely the motion-phase
synchronization of the vessels across the multiple views and the precise segmentation of the
CA, including pathological regions.
On the issue of persistent non-vessel artefacts in the segmentation results of the proposed
framework, the 3D reconstruction using the SFS technique may be useful in improving the
2D segmentation results. For example, the presence of the catheter in one segmented image
may not be present in the segmentation result of a different angular view. As such, the
space carving step would eliminate the artefact in the 3D rendering. The model may then be
re-projected to the 2D frames, where only intersecting re-projected voxels and image pixels
would be conserved. Used in the SFS framework, the multiple 2D images of the segmented
arterial tree captured around the patient thus serve asmutual disambiguation data to improve
the segmentation result.
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Rheological analysis
The use of CFD applied to blood flow can be used to investigate the role of hemodynamic
forces in the formation of atherosclerosis in the coronary and carotid arteries [176, 130], to
identify flow patterns in aortic aneurysms [243, 244], for pre-operative planing [242, 245], and
to elucidate the results of endovascular therapies [147, 83, 85]. As mentioned earlier, in the
context of vascular disease, hemodynamic factors can potentially help elucidate the cardiac
outcome of patients.
We postulate that thrombogenesis risk can be better predicted by the simulation and analysis
of blood flow dynamics using the 3D reconstruction of a patient’s arterial tree and bolus
bolus tracking. A data-driven approach that combines both patient-specific anatomy from
SFS rendering and blood dynamics from the angiograms could thus be envisioned.
8.2 Recommendations and perspectives
In fluoroscopic imaging, rationalizing patient exposure by triggering acquisition at only end-
diastolic time points may be recommended as 1) calibers are typically manually measured
on an end-diastolic frame ; and 2) fully automatic and high quality CA segmentation can be
realized using only end-diastolic images.
The distensibility assessment tool could also be used to study other vascular regions prone
to wall pathology or aneurysmal development. These could include, for example, the aorta,
cerebral, or renal arteries. As mentioned in Section 6.1, the tool could also be extended to
study recovering vessel segments following interventional procedures in both children and
adult populations.
At a higher level, an important design recommendation is the development of generalizable
frameworks, as was the case for the proposed MOCO system, where it was successfully applied
to the angiographic data to facilitate spatiotemporal analysis and ultimately enhance the
segmentation result. Lastly, as a general perspective of my experience of this doctoral work, I
may put forth that although the development and incremental improvement of fundamental
algorithms is capitally important, they are ultimately of little worth if they are not translated
into real-world applications. I believe a biomedical engineering doctoral project should strive
to have clinical impact. As such, the culmination of the proposed algorithms in this thesis
resulted in the CA distensibility assessment tool and two preliminary clinical studies. This
last phase, with potentially interesting real-world applicability was, on a personal level, the
most rewarding of all.
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