A decomposition theorem on differential polynomials of theta functions
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A DECOMPOSITION THEOREM ON DIFFERENTIAL
POLYNOMIALS OF THETA FUNCTIONS OF HIGH LEVEL
Jae-Hyun Yang
Let h and g be two positive integers. We fix an element Ω of the Siegel upper
half plane
Hg :=
{
Z ∈ C(g,g) | Z = tZ, ImZ > 0
}
of degree g once and for all. LetM be positive symmetric, even integral matrix of
degree h. An entire function f on C(h,g) satisfying the transformation behaviour
F (W + ξΩ+ η) = exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
}
f(W )
for all W ∈ C(h,g) and (ξ, η) ∈ Z(h,g) × Z(h,g) is called a theta function of level M
with respect to Ω. The set TM(Ω) of all theta functions of level M with respect
to Ω forms a complex vector space of dimension ( detM )
g
with a canonical basis
consisting of theta series
ϑ(M)
[
A
0
]
(Ω|W ) :=
∑
N∈Z(h,g)
exp
{
πiσ(M((N + A)Ω t(N +A) + 2W t(N + A))))
}
,
where A runs over a complete system of representatives of the cosets LM :=
M−1Z(h,g)/Z(h,g).
We let
T (Ω) :=
∑
M
TM(Ω)
be the graded algebra of theta functions, where M = (Mkl) (1 ≤ k, l ≤ h) runs
over the set M(h) of all positive symmetric, even integral h × h matrices with
Mkl 6= 0 for all k, l.
In this paper we prove the following decomposition theorem:
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The algebra of differential polynomials of theta functions has a canonical basis
{(
∂
∂W
)J
ϑ(M)
[
A
0
]
(Ω|W )
∣∣∣∣ J ∈ Z(h,g)≥0 , A ∈ LM, M ∈M(h)
}
,
i.e., any differential polynomials of theta functions can be expressed uniquely as a
linear combination of
(
∂
∂W
)J
ϑ(M)
[
A
0
]
(Ω|W ) ( J ∈ Z
(h,g)
≥0 , A ∈ LM, M∈M(h) )
with constant coefficients depending only on Ω.
The key idea is a quite similiar one as making transvectants in the classical
invariant theory (cf. [M1],[M2] ). However the Lie algebra is the Heisenberg Lie
algebra instead of sl2. The graded algebra T (Ω) of theta functions is embedded in
the graded algebra A(Ω) of auxiliary theta functions in (Z,W ) with Z,W ∈ C(h,g)
with respect to Ω satisfying the following conditions :
10. A realization { Ekl, Dma, ∆nb | 1 ≤ k, l,m, n ≤ h, 1 ≤ a, b ≤ g } (cf. see sec-
tion 2 for detail) of the Heisenberg Lie algebra acts on A(Ω) as derivations.
20. T (Ω) is the subalgebra consisting of all the elements ϕ ∈ A(Ω) such that
∆nbϕ = 0 for all 1 ≤ n ≤ h, 1 ≤ b ≤ g.
30. The set{
∆Jϑ(M)
[
A
0
]
(Ω|W )
∣∣∣∣ J ∈ Z(h,g)≥0 , A ∈ LM, M ∈M(h)
}
forms a canonical basis of A(Ω).
40. The mapping
∆Jϑ(M)
[
A
0
]
(Ω|W ) 7−→
(
∂
∂W
)J
ϑ(M)
[
A
0
]
(Ω|W )
(J ∈ Z
(h,g)
≥0 , A ∈ LM and M ∈ M(h) ) induces an algebra isomorphism of A(Ω)
onto the algebra of differential polynomials of theta functions.
Notations: We denote by Z, R and C the ring of integers, the field of real
numbers, and the field of complex numbers respectively. The symbol “:=” means
that the expression on the right is the definition of that on the left. We denote by
Z+ the set of all positive integers. F (k,l) denotes the set of all k× l matrices with
entries in a commutative ring F . For any M ∈ F (k,l), tM denotes the transpose
matrix of M . For A ∈ F (k,k), σ(A) denotes the trace of A. For A ∈ F (k,l) and
B ∈ F (k,k), we set B[A] = tABA. For a positive symmetric, even integral matrix
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M of degree h, LM denotes a complete system of representatives of the cosets
M−1Z(h,g)/Z(h,g).
Z
(h,g)
≥0 =
{
J = (Jka) ∈ Z
(h,g) | Jka ≥ 0 for all k, a
}
,
|J | =
∑
k,a
Jk,a,
J ± ǫka =(J11, · · · , Jka ± 1, · · · , Jhg),
J ! =J11! · · ·Jka! · · ·Jhg!.
For J = (Jka) ∈ Z
(h,g)
≥0 , Z = (Zka) and W = (Wka), we set
ZJ = ZJ1111 · · ·Z
Jhg
hg , W
J =W J1111 · · ·W
Jhg
hg .
For J = (Jka) ∈ Z
(h,g)
≥0 , we put
(
∂
∂W
)J
=
(
∂
∂W11
)J11
· · ·
(
∂
∂Whg
)Jhg
.
1 Auxiliary theta functions
We fix an element Ω of Hg once and for all. Let M be a positive symmetric,
even integral matrix of degree h. An auxiliary theta function of level M with
respect to Ω means a function ϕ(Z,W ) in complex variables (Z,W ) ∈ C(h,g) ×
C(h,g) such that
(a) ϕ(Z,W ) is a polynomial in complex variables Z = (Zka) whose coefficients
are entire functions in W = (Wka), and
(b) for all (ξ, η) ∈ Z(h,g) × Z(h,g) and (Z,W ) ∈ C(h,g) × C(h,g),
ϕ(Z + ξ,W + ξΩ+ η) = exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
}
ϕ(Z,W )
holds.
Let AM(Ω) be the vector space of auxiliary theta functions of level M with
respect to Ω. We let
A(Ω) :=
∑
M
AM(Ω)
the graded algebra of auxiliary theta functions, where M = (Mkl) ( 1 ≤ k, l ≤ h )
runs over the set M(h) of all positive symmetric, even integral h×h matrices such
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that Mkl 6= 0 for all k, l. We note that A(Ω) contains the graded algebra T (Ω) as
the subalgebra of polynomials of degree zero in Z.
We define the auxiliary theta series
ϑ˜
(M)
J
[
A
0
]
(Ω|Z,W )
(1.1) =(2πi)|J|
∑
N∈Z(h,g)
h∏
k=1
g∏
a=1
(
h∑
l=1
Mkl(Z +N +A)la
)Jka
× exp
{
πiσ(M((N +A)Ω t(N + A) + 2W t(N + A)))
}
,
where J = (Jka) ∈ Z
(h,g)
≥0 , M = (Mkl) ∈ M(h), A ∈ LM and (Z + N + A)la =
Zla +Nla +Ala.
Lemma 1.1. For each J ∈ Z
(h,g)
≥0 and M∈M(h), we have
ϑ˜
(M)
J
[
A
0
]
(Ω|Z + ξ,W + ξΩ+ η)
=exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
}
ϑ˜
(M)
J
[
A
0
]
(Ω|Z,W ),
where A ∈ LM and (ξ, η) ∈ Z
(h,g) × Z(h,g). In particular, ϑ˜
(M)
J
[
A
0
]
(Ω|Z,W ) ∈
AM(Ω).
Proof. We observe that
(N + A)Ω t(N +A) + 2(W + ξΩ+ η) t(N + A)
=(N + ξ + A)Ω t(N + ξ +A) + 2W t(N + ξ +A)− (N + A)Ω tξ
+ ξΩ t(N +A) + 2η t(N + A)− (ξΩ tξ + 2W tξ).
In addition, it is easy to see that
σ(M(N +A)Ω tξ) = σ(MξΩ t(N +A))
and
σ(Mη t(N +A)) = σ(Mη tN) + σ(MA tη) ∈ Z (because A ∈ LM).
Therefore the proof follows immediately from these facts. 
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For any k, a ∈ Z+ with 1 ≤ k ≤ h, 1 ≤ a ≤ g and M = (Mkl) ∈ M(h), we
put
(1.2) ∂(M, Z,W )ka := 2πi
h∑
l=1
MklZla +
∂
∂Wka
.
For each J = (Jka) ∈ Z
(h,g)
≥0 , we put
(1.3) ∂(M, Z,W )J := ∂(M, Z,W )J1111 · · ·∂(M, Z,W )
Jka
ka · · ·∂(M, Z,W )
Jhg
hg .
Then we obtain the following.
Lemma 1.2. For each J ∈ Z
(h,g)
≥0 , M∈ M(h) and A ∈ LM, we have
(1.4) ϑ˜
(M)
J
[
A
0
]
(Ω|Z,W ) = ∂(M, Z,W )Jϑ(M)
[
A
0
]
(Ω|W ).
Proof. It is easy to compute that if M = (Mkl) ∈M(h),
∂(M, Z,W )kaϑ
(M)
[
A
0
]
(Ω|W )
= 2πi
∑
N∈Z(h,g)
(
h∑
l=1
Mkl(Z +N + A)la
)
× exp
{
2πiσ(M((N + A)Ω t(N + A) + 2W t(N + A)))
}
.
The proof follows immediately from the fact that if J = (Jka) ∈ Z
(h,g)
≥0 and M =
(Mkl) ∈ M(h),
∂(M, Z,W )Jkaka ϑ
(M)
[
A
0
]
(Ω|W )
=(2πi)Jka
∑
N∈Z(h,g)
(
h∑
l=1
Mkl(Z +N + A)la
)Jka
× exp
{
πiσ(M((N +A)Ω t(N + A) + 2W t(N + A)))
}
.

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Theorem 1. For a fixed M∈ M(h), the set{
ϑ˜
(M)
J
[
A
0
]
(Ω|Z,W )
∣∣∣∣ J ∈ Z(h,g)≥0 , A ∈ LM
}
is a basis of the vector space AM(Ω) of auxiliary theta functions of level M with
respect to Ω.
Proof. According to Lemma 1.1, the functions ϑ˜
(M)
J
[
A
0
]
(Ω|Z,W ) ( J ∈ Z
(h,g)
≥0 and A ∈
LM ) are contained in AM(Ω) and it is obvious that they are linearly independent.
We give an ordering ≺ on Z
(h,g)
≥0 as follows. For J,K ∈ Z
(h,g)
≥ , we write J ≺ K
if |J | ≤ |K|. We say that ZK has higher degree in Z than ZJ if J ≺ K. Now
we let ϕ(Z,W ) =
∑
J Z
JfJ(W ) be an element of AM(Ω) and let Z
KfK(W ) be
one of terms with highest degree K in Z. Since ϕ ∈ AM(Ω), we obtain for each
ξ, η ∈ Z(h,g) ∑
J
(Z + ξ)J fJ(W + ξΩ+ η)
=exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
} ∑
J
ZJfJ (W ).
Comparing the coefficients of ZK , we get
fK(W + ξΩ+ η) = exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
}
fK(W )
for each (ξ, η) ∈ Z(h,g) × Z(h,g). Thus fK ∈ TM(Ω) and so we obtain
fK(W ) =
(detM)g∑
α=1
cα ϑ
(M)
[
Aα
0
]
(Ω|W ),
where cα ∈ C and Aα ∈ LM. Therefore for suitable constants dα ∈ C (α =
1, · · · , ( detM )g ), the function
ϕ(Z,W )−
(detM)g∑
α=1
dα ϑ˜
(M)
K
[
Aα
0
]
(Ω|Z,W )
is an element of AM(Ω) without Z
K -term and all the new terms are of lower
degree than K in Z. Continuing this process successively, we can express ϕ(Z,W )
as a linear combination of auxiliary theta functions ϑ˜
(M)
J
[
Aα
0
]
(Ω|Z,W ) ( J ∈
Z
(h,g)
≥0 , Aα ∈ LM ). 
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2 A realization of Heisenberg Lie algebra
For each M∈ M(h), we let
σ(M) : A(Ω) −→ AM(Ω)
be the projection operator of A(Ω) onto AM(Ω). We define the differential opera-
tors
Ekl :=
∑
M∈M(h)
Mkl σ
(M), M = (Mkl),
Dma :=
∑
M∈M(h)
1
2πi
∂
∂Zma
◦ σ(M) ,
∆nb :=
∑
M∈M(h)
∂(M, Z,W )nb ◦ σ
(M),
where 1 ≤ k, l,m, n ≤ h and 1 ≤ a, b ≤ g.
For J = (Jka) ∈ Z
(h,g)
≥0 , we put
DJ := DJ1111 · · ·D
Jhg
hg , ∆
J := ∆J1111 · · ·∆
Jhg
hg .
Proposition 2.1. Let M = (Mkl) ∈ M(h) and J = (Jka) ∈ Z
(h,g)
≥0 . Then we
have
(2.1) Dmaϑ˜
(M)
J
[
A
0
]
(Ω|Z,W ) =
h∑
l=1
MmlJla ϑ˜
(M)
J−ǫla
[
A
0
]
(Ω|Z,W ),
(2.2) ∆nbϑ˜
(M)
J
[
A
0
]
(Ω|Z,W ) = ϑ˜
(M)
J+ǫnb
[
A
0
]
(Ω|Z,W ),
(2.3) ϑ˜
(M)
J
[
A
0
]
(Ω|Z,W ) = ∆Jϑ(M)
[
A
0
]
(Ω|W ),
where A ∈ LM, 1 ≤ m,n ≤ h and 1 ≤ a, b ≤ g.
Proof. (2.1) follows from a direct application of Dma to (1.1). (2.2) and (2.3)
follows immediately from Lemma 1.2, (1.4). 
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Proposition 2.2. Ekl, Dma, ∆nb ( 1 ≤ k, l,m, n ≤ h, 1 ≤ a, b ≤ g ) are
derivations of A(Ω) such that
[Ekl,Dma] = [Ekl,∆nb] = [Dma,Dnb] = [∆ma,∆nb] = 0,
[Dma,∆nb] = δab Emn.
Proof. According to Proposition 2.1, Ekl, Dma, ∆nb ( 1 ≤ k, l,m, n ≤ h, 1 ≤
a, b ≤ g ) map A(Ω) into itself. Since A(Ω) =
∑
M∈M(h) AM(Ω) is a graded
algebra, Ekl, Dmb, ∆nb ( 1 ≤ k, l,m, n ≤ h, 1 ≤ a, b ≤ g ) are derivations of A(Ω).
An easy calculation yields the above commutation relations. 
Remark 2.3. According to Proposition 2.2, { Ekl, Dma, ∆nb | 1 ≤ k, l,m, n ≤ h, 1 ≤ a, b ≤ g }
is a realization of the Heisenberg Lie algebra acting onA(Ω) as derivations ( cf. [Y1], [Y2] ).
Proposition 2.4. The graded algebra T (Ω) of theta functions with respect to
Ω is the subalgebra of A(Ω) consisting of ϕ in A(Ω) such that Dmaϕ = 0 ( 1 ≤
m ≤ h, 1 ≤ a ≤ g ).
Proof. If ϕ ∈ T (Ω), ϕ does not contain any variables Zma and Dmaϕ = 0 for
any m, a ∈ Z+ with 1 ≤ m ≤ h, 1 ≤ a ≤ g.
Conversely, we assume that
Dma

 ∑
J,α,M
cJ,α,M ϑ˜
(M)
J
[
Aα,M
0
]
(Ω|Z,W )

 = 0,
where Aα,M ∈ LM, 1 ≤ m ≤ h and 1 ≤ a ≤ g. Then by (2.1), we get
(*)
∑
J,α,M
h∑
l=1
MmlJla cJ,α,M ϑ˜
(M)
J−ǫla
[
Aα,M
0
]
(Ω|Z,W ) = 0.
Since M = (Mkl) ∈ M(h), Mkl 6= 0 for all k, l with 1 ≤ k, l ≤ h. Therefore if
J 6= (0, · · · , 0), we get cJ,α,M = 0 from the condition (*). Hence this completes
the proof. 
Theorem 2. A(Ω) has the direct sum decomposition
(2.4) A(Ω) =
∑
J∈Z
(h,g)
≥0
∆JT (Ω) =
∑
J∈Z
(h,g)
≥0
∑
M∈M(h)
∆JTM(Ω)
such that ∆J induces a vector space isomorphism of TM(Ω) onto ∆
JTM(Ω).
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Proof. The proof follows from (2.3) and the fact that{
ϑ˜
(M)
J
[
A
0
]
(Ω|Z,W )
∣∣∣∣ J ∈ Z(h,g)≥0 , A ∈ LM, M∈M(h)
}
,
{
ϑ˜
(M)
J
[
A
0
]
(Ω|Z,W )
∣∣∣∣ A ∈ LM
}
and {
ϑ(M)
[
A
0
]
(Ω|W )
∣∣∣∣ A ∈ LM
}
are the bases of A(Ω), ∆JTM(Ω) and TM(Ω) respectively. 
Remark 2.5.We may express the inverse mapping of ∆J : TM(Ω) −→ ∆
JTM(Ω)
in terms of Dma, ∆nb ( 1 ≤ m,n ≤ h, 1 ≤ a, b ≤ g ). The expression is very
complicated and so we omit it.
3 Decomposition theorem on differential polynomials
of theta functions of high level
In this section, we prove the algebra isomorphism theorem.
Theorem 3. The replacement
∆Jϕ(W ) −→
(
∂
∂W
)J
ϕ(W ) ( J ∈ Z
(h,g)
≥0 , ϕ ∈ T (Ω) )
induces a T (Ω)-algebra isomorphism of A(Ω) onto the algebra
C
[
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
]
, Aα,M ∈ LM, M ∈M(h)
of differential polynomials of theta functions, namely
(1) G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= 0
if and only if G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= 0,
(2) G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
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if and only if G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
∈ T (Ω).
Proof. It is enough to assume that G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
be-
longs toAM(Ω) for someM∈M(h). Suppose G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
=
0. By putting Z = 0, we obtain
G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= 0.
Conversely, we suppose that G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= 0. Ac-
cording to Theorem 2, we may write
(3.1) G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
=
∑
K
∆KφK(W ),
where φK ∈ TM(Ω). Then we have
∑
K
(
∂
∂W
)K
φK(W ) =G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
) ∣∣∣∣
Z=0
=G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= 0.
Therefore it suffices to show φK(W ) = 0 under the condition
∑
K
(
∂
∂W
)K
φK(W ) = 0 and φK ∈ TM(Ω).
For each ξ ∈ Z(h,g), we get
φK(W + ξΩ) = exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
}
φK(W )
and
∑
K
(
∂
∂W
)K
φK(W + ξΩ) =
∑
K
(
∂
∂W
)K [
exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
}
φK(W )
]
=exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
}
×
∑
K
∑
P
(
K
P
)
(−2πiMξ)P
(
∂
∂W
)K−P
φK(W ).
THETA FUNCTIONS OF HIGH LEVEL 11
Here if K = (Kma) and P = (Pma) in Z
(h,g)
≥0 , we put(
K
P
)
:=
(
K11
P11
)
· · ·
(
Kma
Pma
)
· · ·
(
Khg
Phg
)
and if M = (Mkl) and ξ = (ξma) ∈ Z
(h,g), we put
(−2πiMξ )P :=
(
−2πi
h∑
l=1
M1lξl1
)P11
· · ·
(
−2πi
h∑
l=1
Mhlξlg
)Phg
.
Thus we have
(3.2)
∑
K
∑
P
(
K
P
)
(−2πiMξ )P
(
∂
∂W
)K−P
φK(W ) = 0
for all ξ ∈ Z(h,g). Let K0 be one of maximal K in the above sum (3.2). Then the
coefficients of ξK0 in the polynomial relation (3.2) in ξ is given by C(M)φK0(W )
with nonzero constant C(M) 6= 0. Thus we get φK0(W ) = 0. Continuing this
process successively, we have φK = 0 for all K appearing in the sum (3.1). Hence
from (3.1), we have
G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= 0.
We assume that
G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
.
Then we have, for any (ξ, η) ∈ Z(h,g) × Z(h,g),
G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
) ∣∣∣∣
W 7→W+ξΩ+η
=G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
) ∣∣∣∣
(Z,W )7→(Z+ξ,W+ξΩ+η)
=exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
}
G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
=exp
{
−πiσ(M(ξΩ tξ + 2W tξ))
}
G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
.
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Therefore we obtain
G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
∈ TM(Ω).
Conversely, we assume that
G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
∈ TM(Ω).
Applying (1) to
F
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
=G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
−G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
,
we obtain
F
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= 0.
Hence we get
G
(
· · · ,∆Jϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
= G
(
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
)
.

Combining Theorem 2 and Theorem 3, we obtain the decomposition theorem.
Theorem 4. The algebra C
[
· · · ,
(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W ), · · ·
]
of differ-
ential polynomials of theta functions has a canonical linear basis
(3.3){(
∂
∂W
)J
ϑ(M)
[
Aα,M
0
]
(Ω|W )
∣∣∣∣ J ∈ Z(h,g)≥0 , Aα,M ∈ LM, M ∈M(h)
}
,
namely, differential polynomials of theta functions are uniquely expressed as linear
combinations of (3.3) with constant coefficients depending only on Ω.
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Remark 3.1. In [M3], Morikawa proved the decomposition theorem on differ-
ential polynomials of theta functions in the case that h = 1. He investigated the
graded algebras of theta functions and of auxiliary theta functions :
Θ0(Ω) =
∞∑
n=1
Θ
(n)
0 (Ω), Θ(Ω) =
∞∑
n=1
Θ(n)(Ω),
where Θ
(n)
0 (Ω) ( resp. Θ
(n)(Ω) ) denotes the vector space of theta functions ( resp. auxiliary
theta functions ) of level n with respect to Ω. In this paper, when h = 1, we in-
vestigated the following graded algebras
T (Ω) =
∞∑
n=1
Θ
(2n)
0 (Ω), A(Ω) =
∞∑
n=1
Θ(2n)(Ω)
of theta functions and of auxiliary theta functions of even level with respect to Ω.
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