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Re´sume´
Dans cette note on constate qu’on peut enlever l’hypothe`se de la
re´solution des singularite´s de l’isomorphisme construit par Suslin entre la
cohomologie e´tale a` supports compacts et les groupes de Chow supe´rieurs
de Bloch. On de´montre de plus que l’on peut obtenir cet isomorphisme a`
partir de la re´alisation e´tale d’Ivorra.
1 Introduction
Un premier but de ce note est d’observer qu’en remplac¸ent le the´ore`me
[Voe00, Theorem 4.1.2] de Voevodsky avec le re´sultat principal ([Kel12, Theorem
5.3.1]) de la the`se de l’auteur, on peut enlever l’hypothe`se de la re´solution des
singularite´s dans le re´sultat principal de [Sus00].
The´ore`me 1 ([Kel12, Theorem 5.6.1], cf. [Sus00, Introduction]). Soit k un
corps alge´briquement clos, m un entier inversible dans k, πX : X → k un
morphisme quasi-projectif e´quidimensionnel de dimension d et soit j ≥ 0. Alors
il existe un isomorphisme naturel
ΦSus : H
n−2j
c (X,Z/m(−j))
∼= CHj+d(X,n;Z/m)#
ou` Hc est la cohomologie e´tale a` support compact, CH sont les groupes supe´rieurs
de Chow, et on utilise (−)# pour indiquer homAb(−,Q/Z).
Suslin de´finit cet isomorphisme a` partir d’un isomorphismeCHd(X,n;Z/m) ∼=
Hsingn (X,Z/m) (de´montre´ dans [Sus00]), un isomorphismeH
n
c (X,Z/m)
∼= Hnsing(X,Z/m)
(de´montre´ dans [SV96]), et l’isomorphisme canonique
Hnsing(X,Z/m)
∼= Hsingn (X,Z/m)
#. (1)
D’un autre coˆte´, on peut de´finir un deuxie`me morphisme
ΦR : H
n−2j
c (X,Z/m(−j))→ CH
j+d(X,n;Z/m)#
a` partir du morphisme canonique
hom(Z/m,RπX!(Z/m)X(p)[q])→ hom(RπX!(Z/m)X(p)[q],Z/m)
# (2)
1
ou` les morphismes sont dans la cate´gorie de´rive´e Det(k,Z/m) des faisceaux de
Z/m-modules sur le petit site e´tale de k (cf. De´finition 12).
La deuxie`me but de cette note est de de´monter que ΦSus est e´gal a` ΦR.
Proposition (Proposition 15, Proposition 17). Sous les hypothe`ses du The´ore`me 1,
l’isomorphisme
Hnsing (X,Z/m)
∼= hom(Z/m,RπX!(Z/m)X [n])
de´fini dans [SV96], et le morphisme
Hsingn (X,Z/m)→ hom(RπX!(Z/m)X [n],Z/m)
de la De´finition 12 (de´fini a` partir du foncteur de re´alisation), sont compatibles
avec les accouplements canoniques (1) et (2). Par conse´quence, ΦSus est e´gal a` ΦR.
Conventions. Pour un groupe abe´lien A, les e´le´ments de A# seront induits
en ge´ne´ral par un morphisme A → Z/m et un choix d’injection Z/m ⊂ Q/Z.
Donc, on choisit une fois pour tout une telle injection.
2 L’isomorphisme de Suslin
2.1 Les groupes de Chow supe´rieurs et l’homologie sin-
gulie`re
Dans cette sous-section on rappelle la notation, le re´sultat principal de la
Section 2 de [Sus00], et son extension au cas non-affine pour que le lecteur
constate que l’hypothe`se de le re´solution des singularite´s n’est pas ne´cessaire si
l’on remplace [Voe00, Theorem 4.1.2] avec [Kel12, Theorem 5.1.3] (reproduit en
dessous).
Soit k un corps et soit X un k-sche´ma se´pare´ e´quidimensionnel de type
fini. Soit zi(X,n) le groupe libre abe´lien engendre´ par les sous-varie´te´s de ∆nX
de codimension i tels que l’intersection avec chaque coface ∆mX ⊂ ∆
n
X est de
codimension ≥ i dans ∆mX (ou` ∆
n
S est le sous-sche´ma line´aire de A
n+1
S de´fini
par t0 + · · · + tn = 1 et les cofaces sont les sous-varie´ties de´finies par tj1 =
0, . . . , tjn−m = 0). Par de´finition [Blo86], les groupes CH
i(X,n) sont les groupes
d’homologie du complexe . . . → zi(X, 2) → zi(X, 1) → zi(X, 0) → 0 → . . . ou`
les diffe´rentielles sont
∑n
j=0(−1)
j∂∗j et le morphisme ∂
∗
j est l’intersection avec
la coface tj = 0. Le complexe z
i(X, ∗) posse`de un sous-complexe ziequi(X, ∗)
ou` ziequi(X,n) est le sous-groupe libre engendre´ par les sous-varie´te´s V ⊂ ∆
n
X
tels que la projection vers ∆nk est un morphisme e´quidimensionel
1 de dimension
relative d − i. Le the´ore`me technique principal de [Sus00] est le suivant. Il est
vrai sans aucune hypothe`se sur le corps k !
1. Quand on e´crit e´quidimensionnel de dimension relative t on veut dire un morphisme de
sche´mas f : W → V qui est de type fini, dominant, est pour lequel le fonction dim p−1p(−)
sur W est constant et e´gal a` t.
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The´ore`me 2 ([Sus00, Theorem 2.1]). Soit X un k-sche´ma affine e´quidimensionnel
et i ≤ d = dimX. Alors, l’inclusion de complexes ziequi(X, ∗) →֒ z
i(X, ∗) est un
quasi-isomorphisme.
Par Sch/k on veut dire la cate´gorie des k-sche´mas se´pare´s de type fini et par
Sm/k la sous-cate´gorie pleine des k-sche´mas lisses. Soit X ∈ Sch/k et soit t ≥ 0.
Suslin utilise la notation zt(X) pour le pre´faiscau
2 zequi(X, t) de [SV00b].
Les groupes de (co)homologie singulie`re d’un pre´faisceau F sur Sch/k sont
de´finis comme Hsingn (F ) = Hn(C∗F ) (ou` C∗F est le complexe avec CnF =
F (∆nk )) et pour un groupe abe´lien Λ comme
Hsingn (F,Λ) = Hn(C∗F
L
⊗ Λ), Hnsing (F,Λ) = H
n(RHom(C∗F,Λ)).
On remplace le the´ore`me [Voe00, Theorem 4.1.2] de Voevodsky (qui apparait
comme [Sus00, Theorem 3.1] dans l’article de Suslin) avec la version suivante
qui ne suppose pas la re´solution des singularite´s.
The´ore`me 3 ([Kel12, Theorem 5.1.3], cf. [Voe00, Theorem 4.1.2]). Soit k un
corps parfait de caracte´ristique exponentielle p. Soit F un pre´faisceau de Z[ 1p ]-
modules avec transferts tels que 3 Fcdh = 0. Alors, l’image de
4 C∗F dans la
cate´gorie des complexes de faisceaux de Nisnevich sur Sm/k est acyclique.
Ce the´ore`me implique tout de suite l’extension suivante.
The´ore`me 4 (cf. [Sus00, Theorem 3.2]). Soit k un corps parfait de caracte´ristique
exponentielle p. Alors, pour tout k-sche´ma quasi-projectif e´quidimensionnel X
et tout i ≤ d = dimX, l’inclusion canonique de complexes
C∗(zd−i(X))[
1
p ] = z
i
equi(X, ∗)[
1
p ]→ z
i(X, ∗)[ 1p ]
est un quasi-isomorphisme. Par conse´quence, cette inclusion induit des isomor-
phismes
ΦCHs : H
sing
n (zd−i(X),Z/m)
∼
→ CHi(X,n;Z/m) (3)
pour tout n ∈ Z et tout m premier a` p.
De´monstration. On rappelle la de´monstration de [Sus00, Theorem 3.2] qui marche
sans proble`me une fois que [Sus00, Theorem 3.1] (i.e., [Voe00, Theorem 4.1.2])
est remplace´ par The´ore`me 3.
On travaille par re´currence sur d = dimX . Si d = 0 les deux complexes
sont e´gaux, donc conside´rons le cas d > 0 et assumons que le re´sultat est
connu pour les varie´te´s de dimension infe´rieure a` d. Soit Y ⊂ X un diviseur
de Cartier effectif tel que U = X − Y est affine. La suite de pre´faisceaux
0 → zd−i(Y ) → zd−i(X) → zd−i(U) est exacte, et la cdh faisceau associe´
2. Pour quelque de´tails sur ce pre´faisceau, la cate´gorie Cor/k des correspondances (non-
lisse), et pre´faisceaux avec transferts voit la Section A.
3. On renvoie le lecteur qui ne connait pas la cdh topologie au tre`s accessible [SV00a, Section 5].
4. Le complexe de pre´faisceaux C
∗
F est la version pre´faisceautique de C∗F de´fini par
CnF (Y ) = F (∆
n
Y
) (en fait, C∗F n’est que le complexe des sections globales (C∗F )(k)).
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a` zd−i(U)/zd−i(X) est ze´ro ([SV00a, Theorem 4.2.9, Theorem 4.3.1]). D’ou`,
d’apre`s le The´ore`me 3, l’application de (C∗(−))Nis(k) = C∗(−) re´sulte en un
triangle distingue´ dans la cate´gorie de´rive´e des groupes abe´liens. De l’autre
coˆte´, la suite zi−1(Y, ∗) → zi(X, ∗) → zi(U, ∗) est aussi un triangle distingue´
([Blo86, Theorem 3.3]). L’inclusion a` gauche C∗zd−i(Y )[
1
p ] ⊆ z
i−1(Y, ∗)[ 1p ] est
un quasi-isomorphisme par l’hypothe`se de re´currence et l’inclusion a` droite
C∗zd−i(U)[
1
p ] ⊆ z
i(U, ∗)[ 1p ] est un quasi-isomorphisme par le The´ore`me 2. Donc
l’inclusion au milieu C∗zd−i(X)[
1
p ] ⊆ z
i(X, ∗)[ 1p ] est aussi un quasi-isomorphisme.
2.2 La cohomologie e´tale, la cohomologie singulie`re, et les
groupes de Chow supe´rieurs
De´sormais on fixe un m premier a` p et on e´crit Λ = Z/m.
Dans cette sous-section on rappelle les matie`res de [Sus00, Section 4] et
[SV96] pour arriver a` l’isomorphisme CHd+j(X,n; Λ)# ∼= Hn−2jc (X,Λ(−j)). Il
sera la composition d’une suite d’isomorphismes.
En regardant les de´finitions, on voit qu’il y a un accouplement canonique
entre Hnsing (−,Λ) et H
sing
n (−,Λ). Soit
Ds : H
n
sing (−,Λ)→ H
sing
n (−,Λ)
# (4)
le morphisme induit. Pour passer au cas j > 0 on utilisera les isomorphismes
canoniques
TrCH : CHd+j(X,n; Λ)
∼
→ CHd+j(AjX , n; Λ) (5)
Tret : Hnc (A
j
X ,Λ)
∼
→ Hn−2jc (X,Λ(−j)) (6)
(le choix de la notation TrCH sera justifie´ plus tard) de [Blo86, Theorem 2.1] et
[SGA73, XVIII.2.8.1] respectivement.
Choisissons une immersion ouverte j : X → X de X dans un sche´ma X
projectif sur k. Soit i : Y → X l’immersion ferme´e comple´mentaire. On choisit
aussi une re´solution injective Λ → I∗ dans 5 Shvh(Cor/k,Λ).
6 De´finissons le
complexe 7
[Xc] =
(
[Y ]→ [X]
)
(7)
dans Comp(PreShv(Cor/k)) concentre´ en degre´s −1 et 0.
5. La h-topologie (sur Sch/k) est engendre´e par la topology de Zariski et les morphismes
propres surjectifs. On rencontrera aussi la qfh-topology (sur Sch/k) qui est engendre´e par la
topologie de Zariski, et les morphismes finis surjectifs. On utilisera la meˆme symbole pour
un groupe abe´lien et son faisceau constant associe´ (le Zariski faisceau associe´ est de´ja` un h
faisceau).
6. Le choix de Z/m-coe´fficients pour I∗ n’est pas ne´cessaire maintenant, mais c¸a rendra
les choses plus facile plus tard cf. la Remarque 10.
7. On utilisera souvent la meˆme notation pour un objet, et le pre´faisceau qu’il represente.
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The´ore`me 5 (Suslin-Voevodsky). Le complexe I∗ est acyclique en tant que
complexe de faisceaux e´tales, et aussi en tant que complexe de qfh-faisceaux. En
plus, les deux morphismes
hom
(
C∗zjX, I
∗[n]
)
=Extn
qfh
(C∗zjX,Λ)
→ homK(Ab)(C∗z0X, I
∗(k)[n]))
=Hnsing (z0X,Λ)
hom
(
C∗z0X, I
∗[n]
)
=Extn
qfh
(C∗z0X,Λ)
→ hom([Xc], I∗[n])
=Hnc (X,Λ)
sont des isomorphismes, ou` le premier est Γ(k,−), le deuxie`me est la com-
position avec le morphisme canonique [Xc] = ([Y ]→[X]) → (z0Y→z0X) →
z0(X)→ C∗z0X. Les trois hom-groupes sont dans K(PreShv(Cor/k)).
Corollaire 6. Le morphisme canonique Λ→ I∗(∆∗) est un quasi-isomorphisme.
Remarque 7. Les assertions d’acyclicite´ sont [SV96, Corollary 10.7] et [SV96,
Corollary 10.9]. L’assertion que l’isomorphisme induit par Γ(k,−) est un isomor-
phisme est [SV96, Theorem 7.6], qui dit aussi que la composition avec z0(X)→
C∗z0X induit un isomorphisme. La composition avec (z0Y→z0X) → z0X in-
duit un isomorphisme puisque ce dernier est un quasi-isomorphisme apre`s la
h-faisceautisation [SV00a, Theorem 4.2.9, Theorem 4.3.1]. La composition avec
[Xc] = ([Y ]→[X]) → (z0Y→z0X) induit un isomorphisme parce que pour W
propre [W ] → z0W est un isomorphisme apre´s la h-faisceautisation [SV00a,
Proposition 4.2.14] (cequi(W/S, 0) = zequi(W/S, 0) quand W → S est propre).
Pour le corollaire, on utilise l’invariance par homotopie de la cohomologie
e´tale.
Donnons un nom a` l’isomorphisme du The´ore`me 5 :
Φs,et : H
n
sing(z0X,Λ)
∼
←
∼
→ Hnc (X,Λ) (8)
De´finition 8. L’isomorphisme ΦSus de Suslin est la composition
Hn−2jc (X,Λ(−j))
∼=
Tret
Hnc (A
j
X ,Λ)
∼=
Φs,et
Hnsing (z0(A
j
X),Λ)
∼=
Ds
Hsingn (z0(A
j
X),Λ)
# ∼=
ΦCHs
CHd+j(AjX , n; Λ)
#
∼=
Ds
CHd+j(X,n; Λ)#.
ou` le morphisme Tret (resp. Φs,et , Ds, Φ
CH
s , Tr
CH ) est de l’Equation 6 (resp.
8, 4, 3, 5).
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3 Le morphisme induit par la re´alisation e´tale
Dans cette section on discute le morphisme ΦR.
Rappelons-nous qu’il y a une identification canonique de Hsingn (z0X,Λ) avec
le group hom(Z[n], C∗z0X ⊗ Λ) de morphismes dans K(PreShv(Cor/k)). Par
de´finition, M(k) (resp. M c(X)⊗Λ) est l’image de Z (resp. C∗z0X ⊗Λ) sous la
projection canoniqueK(PreShv(Cor/k))→ DMeff (k). Donc il y a un morphisme
induit.
ΦsM : H
sing
n (z0X,Λ)
∼
→ homDMeff (k)(M(k),M
c(X)[n]⊗ Λ). (9)
C’est un isomorphisme apre`s [FV00, Theorem 8.1] (ou [Kel12, Theorem 5.4.19]
pour la version sans supposer la re´solution des singularite´s). Puis, il y a un
isomorphisme canonique
TrM :M c(AjX)
∼
→M c(X)(j)[2j] (10)
de [Voe00, Corollary 4.1.8] (ou` [Kel12, Theorem 5.5.9] pour la version sans
supposer la re´solution des singularite´s). Pour j ≥ 0, l’isomorphisme ΦCHM de
[Voe00, Proposition 4.2.9] est par de´finition la composition
ΦCHM : CH
d+j(X,n,Λ)
∼
→
TrCH
CHd+j(AjX , n,Λ)
∼
←
ΦCHs
Hsingn (A
j
X ,Λ)
∼
→
Φs
M
hom
DMeff (k,Z[
1
p ])
(M(k),M c(AjX)[n]⊗ Λ)
∼
→
TrM
hom
DMeff (k,Z[
1
p ])
(M(k),M c(X)(j)[2j + n]⊗ Λ).
(11)
Si j = 0, le morphisme TrCH et TrM sont des e´galite´s, d’ou` ΦCHM = Φ
s
MΦ
CH
s .
On continue avec les j : X → X et i : Y → X choisis au-dessus.
De´finition 9. On rappelle qu’on avait de´fini dans (7) le complexe [Xc] de
Comp(PreShv(Sch/k)). On de´finit aussi (les degre´s sont indique´s en bas)
[Xc/m] = ([Y ]
−2
i−m·idY−→ [X]⊕ [Y ]
−1
m·idX+i−→ [X ]
0
).
Remarque 10. Constatons que si F ∗ est un complexe de pre´faisceau de Λ-
modules avec transferts, alors 8 F ∗([Xc/m]) devient e´gal a` F ∗([Xc])⊕F ∗([Xc])[1].
D’ou` le morphisme canonique admet une section canonique
σ : F ∗([Xc])→ F ∗([Xc/m]) (12)
8. Pour un complexe de pre´faisceau F ∗ et un complexe d’objets W ∗, par F ∗(W ∗) en veut
dire Tot(F q(W p)).
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The´ore`me 11. Le morphisme e´vident
hom([∆∗][n], [Xc/m])
∼
→ hom([∆∗][n], z0X ⊗ Λ[n])
est un isomorphisme.
De´monstration. Vu l’isomorphisme (9) il suffit de montrer que hom([∆∗][n], [Xc/m])→
hom(Z,M c(X) ⊗ Λ[n]) est un isomorphisme. Pour X propre, le morphisme
hom([∆∗][n], [X ]) → hom(M(k),M(X)[n]) analogue est un isomorphisme par
[FV00, Theorem 8.1] (ou [Kel12, Theorem 5.4.19]). Ce cas implique le cas ou` X
n’est pas propre par le morphisme e´vident entre l’image du triangle distingue´
[Y ] → [X ] → [Xc] → [Y ][1] et le triangle distingue´ M c(Y ) → M c(X) →
M c(X) → M c(Y )[1] (le dernier est distingue´ par [Voe00, Proposition 4.1.5] ou
[Kel12, Proposition 5.5.5]). Puis le passage a` [Xc/m] et M c(X) ⊗ Λ vient des
triangles distingue´s e´vidents (dont le premier morphisme est multiplication par
m).
De´finition 12. De´finissons ΦR comme la composition
homD(k,Λ)(Λ, RπX!ΛX(−j)[n− 2j])
Det→ homD(k,Λ)(RπX!ΛX(−j)[n− 2j],Λ)
#
ΦMet→ hom
DMeff (k,Z[
1
p ])
(M(k),M c(X)(j)[2j − n]⊗ Λ)#
ΦCHM→ CHd+j(X,n; Λ)#.
ou` ΦMet est le morphisme induit par RΛ, les identifications canoniques (18) et
(19), et la section σ : RπX!ΛX → RΛ(M
c(X)⊗ Λ) de l’Equation 12.
4 Demonstration de la compatibilite´
Dans cette section on montre les compatibilite´s affirme´es dans l’introduction.
Constatons tout d’abord que le foncteur C∗ : PreShv → Comp(PreShv)
s’e´tend a` Comp(PreShv) en posant (C∗F
∗)n =
∏
p+q=n F
q(∆−p × −). Si l’on
choisit correctement le signe des diffe´rentielles 9 il y a une inclusion canonique
ǫ : F ∗ → C∗F
∗
du complexe F ∗ dans le bicomplexe C∗F
∗ comme le colonne p = 0, qui est
naturelle en F ∗. La composition de C∗ avec soi-meˆme est donc munie de deux
transformations naturelles canoniques
C∗ǫ, ǫC∗ : C∗ ⇒ C∗C∗ (13)
9. Par exemple, le choix suivant marche. Pour q − p = n on choisit la (p, q)-terme
du diffe´rentiel dn−1 : (C
∗
F ∗)n−1 → (C
∗
F ∗)n d’eˆtre (−1)pdq−1
∆−p
+
∑1−p
j=0 (−1)
jF q(∂j) ou`
∂j : ∆−p → ∆1−p sont les cofaces de ∆∗ et d
q−1
Y
: F q−1(Y )→ F q(Y ) les diffe´rentiels de F ∗
a` l’objet Y . Du point de vu du bicomple`xe, nous avons inverse´ les diffe´rentiels verticaux sur
les colonnes impaires.
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Lemme 13. Soit F un pre´faisceau avec transferts. Alors, il existe une homo-
topie entre les deux inclusions C∗F ⇒ C∗C∗F .
Remarque 14. Cette proprie´te´ semble le´ge`rement plus forte que le fait que les
deux inclusions sont des quasi-isomorphismes. Le style de la de´monstration est
bien connu en topologie alge´brique sous le nom “Acyclic models” [Dol72, Ch.
VI, §12].
De´monstration. C’est duˆ au fait que les [∆m] sont A1-contractiles. Ajoutons
quelques de´tails. Puisque C∗(−) = hom([∆
∗],−) (hom interne dans Comp(PreShv(Cor/k)))
il suffit de montrer que la diffe´rence des deux projections canonique 10 pr1, pr2 :
[∆∗×∆∗]⇒ [∆∗] est homotope a` ze´ro. 11 Puisque pr1 et pr2 sont e´gaux on degre´
ze´ro, on peut construire un homotopie par re´currence une fois qu’on sait que
HnC∗C∗[∆
n] = 0 pour n > 0. Pour tout F , l’inclusion C∗(ǫ) : C∗F → C∗C∗F
est toujours un quasi-isomorphisme [SV96, Corollary 7.5], et il nous suffit de
voir que HnC∗[∆
n] = 0. Cela est vrai pour n’importe quel sche´ma contractile 12
pour les raisons classiques ([SV96, Lemma 7.4]), et c’est facile de voir que ∆n
est contractile. 13
Proposition 15. Les morphismes
ΦMet ◦ Φ
s
M : H
sing
n (X,Λ)→ hom(RπX!ΛX ,Λ[n]) et
Φs,et : H
n
sing(X,Λ)
∼= hom(Λ[n], RπX!ΛX)
sont compatibles avec les accouplements canoniques
Hsingn (X,Λ)×H
n
sing (X,Λ)→ Λ et (1)
hom(Λ, RπX!ΛX)× hom(RπX!ΛX ,Λ)→ Λ. (2)
Remarque 16. On espe`re que le lecteur ne se perd pas dans les de´tails de
la preuve. Tout simplement, il s’agit de repre´senter un e´le´ment de Hsingn (X,Λ)
(resp. Hnsing(X,Λ)) par un morphisme ∆
∗[n]
α
→ X (resp. X
φ
→ I∗[n]) pour des
interpre´tations de X bien choisies dans une cate´gorie convenable, et constater
que les deux accouplements ne sont que la composition. Les parties les plus
difficiles sont de se frayer un chemin a` travers tous les mode`les de X, et d’avoir
le Lemme 13 sous la main.
10. Par projections canoniques on veut dire les morphismes de´finis par les projections
⊕p+q=n[∆p ×∆q]→ [∆n] vers les termes p = 0 ou q = 0.
11. Le complexe [∆∗] (resp. [∆∗ ×∆∗]) est celui induit par Yoneda et le sche´ma simplicial
∆∗ (resp. bisimplicial ∆∗ ×∆∗).
12. C’est-a`-dire, pour les sche`mas piY : Y → k tel qu’il existe un morphisme γ : k → Y et
un morphisme H : A1
Y
→ Y tel que Hi0 = idY et Hi1 = γpiY ou` i0 : Y → A
1
Y
est la section
a` ze´ro et i1 : Y → A1Y la section a` 1.
13. Pour H : A1
∆n
→ ∆n on peut choisir, par exemple, le morphisme induit par ti 7→ sti
pour i > 0 et t0 7→ 1 − s+ st0 ou` les ti sont des coordonne´es de ∆
n et s une coordonne´e de
A1.
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De´monstration. On utilise The´ore`me 5 et l’Equation 9 pour repre´senter des
e´le´ments de Hsingn (X,Λ) et H
n
sing (X,Λ) par des morphismes
Z[n]
α
−→ C∗z0X ⊗ Λ et C∗z0X
φ
−→ I∗[n]
dans K(PreShv(Cor/k)). Comme on avait impose´ a` I∗ d’eˆtre Λ-line´aire, il y a
une factorisation canonique C∗z0X⊗Λ
ψ
−→ I∗[n] et l’accouplement (1) n’est que
l’image de la composition ψα sous l’isomorphisme canonique Λ
∼
→ hom(Z, I∗).
Pour le comparaison on compose avec ǫ : I∗ → C∗I
∗ et on de´finit
(α, φ)sing
def
= ǫ ψ α ∈ homK(PreShv(Cor/k))(Z, C∗I
∗)
On construit maintenant le diagramme suivant.
[Xc] //

z0X //

C∗z0X
φ
//

I∗
[∆∗]
β†
//
α†
88[X
c/m] //
❡❡❡❡❡❡❡❡❡
❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
χ
22❡❡❡❡❡❡❡❡❡❡
z0X ⊗ Λ // C∗z0X ⊗ Λ
ψ
::
t
t
t
t
t
t
t
t
t
t
(14)
L’image de φ dans Hnc est la composition avec le morphisme canonique [X
c]→
C∗z0X (The´ore`me 5). Pour l’accouplement on a besoin de sa factorisation cano-
nique χ (Remarque 10). Sous l’adjonction (−)† : hom([∆∗],−) ∼= hom(Z, C∗(−))
l’e´le´ment α correspond a` un morphisme [∆∗]
α†
→ z0X ⊗ Λ. Grace a` l’isomor-
phisme du The´ore`me 11 ce dernier se rele`ve en un morphisme canonique β†, et
via la section canonique I∗([Xc])
σ
→ I∗([Xc/m]) de l’Equation 12 un e´le´ment
I∗(β†)σ ∈ hom(I∗([Xc]), I∗([∆∗])) ∼= hom(RπX!ΛX ,Λ).
Pour calculer l’accouplement (2) de I∗(β†)σ et [Xc] → I∗, on compose β†
avec χ et on utilise l’isomorphisme canonique Λ
∼
→ hom([∆∗], I∗) (Corollaire 6).
L’adjoint de χβ† fournit la meˆme e´le´ment de Λ, donc de´finissons
(α, φ)et
def
= C∗(χ)β ∈ homK(PreShv(Cor/k))(Z, C∗I
∗).
L’e´galite´ de (α, φ)sing et (α, φ)et de´coulera du diagramme suivant.
Z η
//
β
))
α
''
C∗[∆
∗]
C∗(β
†)
// C∗[X
c/m] //
C∗χ
..
C∗z0X ⊗ Λ
ψ
//
B

I∗
ǫ

C∗C∗z0X ⊗ Λ C∗(ψ)
// C∗I
∗
(15)
Rapellons-nous qu’il y a deux choix canoniques (E´quation 13) pour le morphisme
marque´ avec B. Pour que le carre´ commute (dans Comp(PreShv(Cor/k))), il
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faut choisir ǫC∗ . Par contre, si on veut que le chemin de bas soit e´gal a` la
fle`che C∗φ
′ (dans Comp(PreShv(Cor/k))), il faut choisir C∗(ǫ). Heureusement,
ces deux choix sont e´gaux dans la cate´gorie homotopique (Lemme 13). D’ou`,
dans K(PreShv(Cor/k)) nous avons (α, φ)sing = (α, φ)et .
Proposition 17. Les morphismes ΦSus et ΦR sont e´gaux.
De´monstration. C’est imme´diat apre`s la Proposition 15 et le Lemme 20 :
Dans le cas j = 0, par de´finition, ΦSus est la composition du chemin supe´rieur
dans le diagramme
hom(Λ, RπX!ΛX [n])

Hnsing (z0X,Λ)
Φs,et
∼=
∼=

hom(RπX!ΛX [n],Λ)
#
ΦMet ◦Φ
s
M
// Hsingn (z0X,Λ)
# CHd(X,n; Λ)#
ΦCHs
∼=oo
et ΦR est la composition du chemin infe´rieur dans ce diagramme. Le cas j = 0
n’est que la Proposition 15 qui dit que le carre´ est commutatif.
Pour le cas j > 0, par de´finition nous avons ΦSus ,X = Tr
CHΦSus ,Aj
X
Tret .
Puisque on vient de voir que ΦSus ,Aj
X
= ΦR,Aj
X
il suffit de montrer que ΦR,X =
TrCHΦR,Aj
X
Tret . Cela de´coule du diagramme suivant, dans lequel les colonnes
sont les morphismes ΦR, par de´finition.
hom(Λ, RπX!ΛX(−j)[n− 2j])
Det

hom(Λ, Rπ
A
j
X
!ΛX [n])
Tretoo
Det

hom(RπX!ΛX(−j)[n− 2j],Λ)
#
ΦMet

Tret // hom(Rπ
A
j
X
!ΛAj
X
[n],Λ)#
ΦMet

hom(Z[n],M c(X)(j)[2j]⊗ Λ)#
(def.)ΦCHM

hom(Z[n],M c(AjX)⊗ Λ)
#Tr
M
oo
ΦCHM

CHd+j(X,n; Λ)# CHd+j(AjX , n; Λ)
#Tr
CH
oo
La commutativite´ du carre´ en bas est tautologique (c’est la de´finition de ΦCHM
donne´ dans l’Equation 11). La commutativite´ du carre´ en haut n’est que l’asso-
ciativite´ de la composition, et la commutativite´ du carre´ au centre est le sujet
du Lemma 20.
Remarque 18. Malheureusement, on ne connait pas une re´fe´rence pour la
compatibilite´ de la re´alisation e´tale avec les structures de dualite´. Cette compa-
tibilite´ est bien connue mais elle de´passe les objectifs de ce note.
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Il de´coule facilement de cette compatibilite´ avec la dualite´ et la Proposi-
tion 17 que quand X est lisse l’isomorphisme de Suslin ΦSus est le morphisme
ΦBL de la conjecture de Beilinson-Lichtenbaum sous les identifications cano-
niques fournis par la dualite´, i.e., le carre´ suivant est commutatif :
Hn−2jc (X,Λ(−j)) ∼=
ΦSus
∼=
CHj+d(X,n;Z/m)#
∼=
H
2(j+d)−n
et (X,Λ(j + d))
#
ΦBL
// H
2(j+d)−n
M (X,Λ(j + d))
#
A Pre´faisceaux de cycles relatifs
Le pre´faiseau zr(X) de [Sus00] est, en fait, le pre´faisceau zequi(X/k, r) de
[SV00a]. Au lieu dele de´finir, ce n’est pas beaucoup plus difficil de se rappeler la
the´orie plus ge´ne´rale, ce qu’on fera maintenant. Remarquons que l’on donne une
de´finition et une grande partie des proprie´te´s importantes des pre´faisceaux de
cycles relatifs et la cate´gorie des correspondances en moins de trois pages, meˆme
pour n’importe quels sche´mas noetherians et se´pare´s. Il semble qu’il n’existe
pas d’exposition aussi concise dans la litte´rature. D’habitude, la de´finition est
l’aboutissement d’une quinzaine de pages de travail.
A.1 Definition
Dans [SV00a], Suslin-Voevodsky de´finissent des pre´faisceaux z(X/S, r), zequi(X/S, r),
c(X/S, r), cequi(X/S, r) sur Sch/S pour S un sche´ma noetherien, X ∈ Sch/S et
r ∈ Z. Soit PreCycl(X/S, r) le groupe abe´lien libre engendre´ par les points z
de X qui sont au-dessus d’un point ge´ne´rique de S, et de dimension r dans leur
fibre. Le proble`me, c’est que les groupes PreCycl(Y ×S X/Y, r) pour Y ∈ Sch/S
ne posse`dent pas une fonctorialite´ en Y raisonnable (par raisonnable on veut
dire posse´dant les proprie´te´s 2 et 3 en-dessous). La solution est de travailler avec
des sous-groupes des PreCycl(Y ×S X/Y, r). Pour un morphisme f : Y → X
de Sch/S et
∑
nizi une somme de points de X on de´finit
f∗
(∑
nizi
)
=
∑
nimijwij (16)
ou` les wij sont les points ge´ne´riques de Y ×X zi et mij = lengthOY×Xzi,wij .
De´finition 19. On peut de´finir le pre´faisceau z(X/S, r) comme le plus grand
pre´faisceau qui satisfait les conditions suivants :
1. Pour tout Y ∈ Sch/S, le groupe z(X/S, r)(Y ) est un sous-groupe de
PreCycl(Y ×S X, /Y, r).
2. Si Yred → Y est l’inclusion canonique, z(X/S, r)(Y ) → z(X/S, r)(Yred)
est le morphisme e´vident.
3. Soit i : Y ′ → Y un sous-sche´ma inte`gre de point ge´ne´rique ι : y → Y . On
suppose que α =
∑
nizi ∈ z(X/S, r)(Y ) soit tel que y se trouve dans le
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lieu plat de ∐{zi} → Y . Alors z(X/S, r)(i)(α) = (ι ×S X)
∗α (vu comme
cycle sur Y ′ ×S X via l’immersion y ×S X ⊂ Y
′ ×S X).
Le pre´faisceau zequi(X/S, r), (resp. c(X/S, r), cequi(X/S, r)) est par de´finition,
le sous-pre´faisceau de z(X/S, r) des cycles
∑
nizi ∈ z(X/S, r)(Y ) tel que chaque
{zi} → Y est e´quidimensionnel (resp. proper, e´quidimensionnel et proper).
Soit f : Y ′ → Y un morphisme de Sch/S. Pour alle´ger la notation, sui-
vons Ivorra en e´crivant f⊛ = z(X/S, r)(f) (Suslin-Voevodsky e´crivent cycl(f)).
Soit i : η → Y ′ l’inclusion des points ge´ne´riques de Y ′ et α ∈ z(X/S, r)(Y ).
Les axiomes 2 et 3 impliquent que i⊛ est injective, donc il suffit de connaitre
(fi)⊛(α) pour connaitre f⊛(α). En particulier, si f : Y ′ → Y induit un isomor-
phisme sur un ouvert dense de Yred, alors f
⊛ est le morphisme e´vident induit par
l’identification des fibres ge´ne´riques de Y ×S X → Y avec les fibres ge´ne´riques
de Y ′ ×S X → Y
′. Par conse´quence, avec ces axiomes et le the´ore`me de platifi-
cation de Raynaud-Gruson [SV00a, Proposition 2.2.2] on peut calculer f⊛ pour
n’importe quel morphisme de Sch/S.
Si S est regulier et ι : s → S l’inclusion d’un point on peut aussi calculer
z(X/S, r)(ι) avec la formule des Tor de Serre quand S est re´gulier [SV00a,
Lemma 3.5.9].
A.2 Caracte´risation
Un the´ore`me ([SV00b, Corollaries 3.4.5]) affirme que pour Y re´gulier l’in-
clusion zequi(X/S, r)(Y ) ⊆ PreCycl(Y ×S X/S, r) est une e´galite´. En ge´ne´ral,
on peut caracte´riser les cycles de z(X/S, r) comme suit. Soit α =
∑
nizi ∈
PreCycl(Y ×S X/Y, r) et p : Y
′ → Y un e´clatement a` centre rare. Puisque
les fibres ge´ne´riques de Y ′ ×S X → Y
′ et Y ×S X → Y sont isomorphes, on
peut conside´rer α comme un e´le´ment de PreCycl(Y ′×S X/Y
′, r). Disons que p
platifie α si Y ′ est re´duit, le centre de p est rare, et chaque {zi} → Y
′ est plat
(adhe`rence dans Y ′×SX). Dans ce cas, α ∈ zequi(X/S, r)(Y
′) [SV00a, Corollary
3.3.11]. Alors, un cycle
∑
nizi ∈ PreCycl(Y ×S X/Y, r) est dans z(X/S, r)(Y )
si et seulement si pour chaque diagramme commutatif
Spec(K)
j

i //
i′
// Y ′
p

y // Y
avec y un point de Y , p un e´clatement qui platifie α, et K un corps, nous avons
1. i∗α = i′∗α, et
2. ce cycle est dans l’image de j∗ : z(X/S, r)(y)→ z(X/S, r)(K).
Les morphismes i∗, i′∗, j∗ sont ceux de´finis dans l’Equation 16.
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A.3 Fonctorialite´
Soit f : X ′ → X un morphisme de sche´mas. Pour
∑
nixi une somme de
points de X , on de´finit
f∗
(∑
nixi
)
=
∑
nidif(xi) (17)
ou` di = [k(xi), k(f(xi))] si cette quantite´ est finie et ze´ro sinon. Avec cette
de´finition, les pre´faisceaux c(X/S, r) et cequi(X/S, r) sont covariants en X pour
tout S-morphisme, et les pre´faisceaux z(X/S, r) et zequi(X/S, r) sont covariants
en X pour tout S-morphisme propre [SV00a, Corollary 3.6.3].
D’ailleurs, les morphismes de l’Equation 16 induit une structure de contra-
variance en X sur z(X/S, r), zequi(X/S, r), c(X/S, r) et cequi(X/S, r) pour les
morphismes f : X ′ → X plat e´quidimensionnel (qui augmente r par la dimen-
sion relative de f) [SV00a, Lemma 3.6.4].
Enfin, pour F (−,−) = z(−,−), zequi(−,−), c(−,−) ou cequi(−,−) il y a des
morphismes de groupes
Cor(−,−) : F (Y/X,m)× F (X/S, n)→ F (Y/S,m+ n)
de´finis comme suit. Pour α =
∑
nizi ∈ F (X/S, n) soient ιi : {zi} → Y les inclu-
sions canoniques. Alors, Cor(−, α) = (ιi×X Y )∗ ◦F (Y/X)(ιi) [Sus00, Corollary
3.7.5].
Les morphismes f∗, f
∗ et Cor satisfont toutes les compatibilite´s qu’on sou-
haiterait [SV00a, Sections 3.6 and 3.7].
A.4 Transferts
Par de´finition, la cate´gorie Cor/S a un objet [X ] pour chaque objet de Sch/S
et les morphismes sont homCor/S([Y ], [X ]) = cequi(X/S, 0)(Y ). La composition
de α ∈ homCor/S([Y ], [X ]) et β ∈ homCor/S([X ], [W ]) est
β ◦ α = p∗Cor(q
∗β, α)
ou` q : X ×S Y → Y et p : X ×S Y ×S W → W sont les projections canonique.
Il y a un foncteur canonique [−] : Sch/S → Cor/S qui envoie un morphisme
f : Y → X vers la somme
∑
ηi ∈ PreCycl(Y ×S X/Y, 0) des points ge´ne´riques
de Y vus comme points du graphe Γf ⊂ Y ×S X de f .
Un pre´faisceau avec transferts est un pre´faisceau additif sur Cor/S. Pour τ
une topologie sur Sch/S, un τ-faisceau avec transferts est un pre´faisceau avec
transferts tel que sa restriction a` Sch/S est un τ -faisceau. Il est alors clair que
tout les pre´faisceaux z(X/S, r), zequi(X/S, r), c(X/S, r) et cequi(X/S, r) sont
des pre´faisceaux avec transferts.
B La realisation e´tale
Dans [Ivo05], Ivorra de´finit un foncteur mono¨ıdal syme´trique (dont le cible
est la cate´gorie de´rive´e des faisceaux de Z/m-modules sur le petit site e´tale de
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k, avec m premier a` la caracte´ristique de k)
RΛ : DM
eff
gm (k)
op → D(k,Z/m).
On rappelle que ce foncteur admet la description suivante. On choisit un com-
plexe acyclique Z/m → J∗ dans Shvet(Cor/k,Z/m) dont H
p
et(Y, J
n) = 0 pour
tout Y ∈ Sch/k, p > 0, et n ≥ 0. Ivorra choisit la re´solution de Godement mais
on peut utiliser aussi le I∗ choisi au-dessus (The´ore`me 5). Ce complexe induit
alors un foncteur
Comp(Cor/k)op → D(k,Λ); (· · · → Y−1 → Y0 → Y1 → . . . ) 7→ TotJ
∗(Y∗)
qui se factorise par DMeff (k). Le lecteur peut consulter [KS14] pour plus de
de´tails. En particulier, puisque J∗(Y ) calcule la cohomologie e´tale pour chaque
Y ∈ Sch/k, le complexe J∗([Xc]) calcule la cohomologie a` support compact (cf.
Equation 7).
Or, le morphisme canonique [Xc] → z0X devient un isomorphisme dans
DMeff (k) ([Voe00, Proposition 4.1.5] ou [Kel12, Proposition 5.5.5] pour la ver-
sion sans supposer la re´solution des singularities). Par conse´quence, il y a des
identifications canoniques et naturelles
RΛ(M
c(X)) = RπX!ΛX , RΛ(M
c(X)⊗ Λ) = RπX!ΛX ⊕RπX!ΛX [1]
(18)
ou` on e´crit πS : S → k pour le morphisme structural de S ∈ Sch/k (cf. la
Remarque 10 pour la deuxie`me).
Par de´finition, Z(1)[2] dans DMeff (k) est l’image du complexe ([P1]
π
P1→ [k])
concentre´ en degre´ 0 et 1. Puisque le groupe Hnet(P
1,Λ) est nul pour n 6= 0, 2,
et H0et(k,Λ)→ H
0
et(P
1,Λ) est un isomorphisme, l’image de Z(1)[2] sous RΛ est
H2(P1,Λ). Alors, l’isomorphisme H2(P1,Λ) ∼= Λ(−1) induit une identification
canonique
RΛ(Z(1)[2]) = Λ(−1)[−2]. (19)
Proposition 20. Avec les identifications canoniques (18) et (19) l’image du
morphisme TrM : Z(j)[2j]→M c(X) de [Voe00, Corollary 4.2.4] sous la re´alisation
e´tale est (−)(−d)[−2d] applique´ au morphisme Tret : RπX!ΛX(d)[2d] → Λ de
[SGA73, XVIII.2.8.1].
De´monstration. Puisque la re´alisation est un foncteur mono¨ıdal, il suffit de trai-
ter le cas X = k.
Pour le morphisme TrM , conside´rons les morphismes de Comp(PreShv(Cor/k))
suivants. (
[P1]
0
→[k]
1
)
a
→ [P1]
b
→
(
[k]
−1
→[P1]
0
)
c
→ z0A
1.
Par de´finition, l’image du premier objet dans DMeff (k) est Z(1), l’image du
dernier est M c(A1), et l’image de la composition est TrM . Le morphisme c est
le morphisme qui induit l’identification (18).
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Le morphisme Tret(−1)[−2] est par de´finition la composition
RπA1!Λ
d
→ RπP1!Λ
e
→ H2RπP1!Λ[−2]
f
∼= Λ(−1)[−2].
Le morphisme f est (−1)[−2] du morphisme qui induit l’identification (19).
La re´alisation de a (resp. b) est e (resp. d). D’ou`, sous les identifications
canoniques, l’image de TrM et Tret(−1)[−2].
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