Abstract. In this work, methods for the solution of Fredholm equations of the first kind with convolution kernel are presented, where all the functions in the integral equation are functions on the Euclidean motion group, and the convolution product is defined relative to the group operation. An application in which such equations arise is examined in detail. The properties of the Fourier transform of scalar-valued functions on the Euclidean motion group are reviewed and applied to an exactly solvable example. Standard regularization techniques are then adapted and illustrated for cases in which exact solutions are not possible.
Introduction
Properties of the Fourier transform of scalar-valued functions on a given Lie group (G, •) are used in this paper to solve equations of the form
where g x , g ξ ∈ G, k(·) and h(·) are given square-integrable scalar functions on G, dµ(g x ) is a volume element at g x , and f (·) is a function on G which is to be found either exactly or approximately. This is a generalization of the Fredholm integral equation of the first kind with convolution kernel
except that G is a Lie group with operation •, and dµ(·) is a left-invariant volume element on G. This contrasts the specific case of G = R with the group operation • = +, and dµ(g ξ ) = dξ . For precise definitions of the terms used above see [10, 13, 22, 25, 31] . We will address the case when G = SE(2)-the two-dimensional special Euclidean group which describes all motions (translations and rotations) within the Euclidean plane. A subgroup of this group consists of translations, and the theory has as a subcase the standard theory of Fredholm integral equations of the first kind with convolution kernel.
The approach we will take is similar to the standard solution of Fredholm integral equations of the first kind with a convolution kernel like the one in equation (2) . Namely, when possible a generalization of the Fourier transform will be used to convert this to a linear algebraic equation, which can either be solved exactly, or if the system is rank-deficient, is solved approximately using regularization methods.
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The reason for looking at the case when G = SE (2) is that the mathematical problems formulated in this paper are motivated by applications in robot kinematics and motion planning, and group theoretical image processing and machine vision where the motion group plays a vital role. One such application is explored in detail in section 2, and others can be found in [1, 19] .
We begin with a review of the Euclidean motion group of the plane, SE (2) , and provide motivation for exploring its unitary matrix representations, and the concept of the Fourier transform of functions on this group.
Any element g ∈ SE (2) and its inverse g −1 can be represented as homogeneous transformation matrices of the form g = R b 0
where b ∈ R 2 and R is a 2 × 2 proper orthogonal matrix (RR T = 1 and det(R) = +1). The set of all matrices with the properties of R together with matrix multiplication is a group called the special orthogonal group, SO (2) . The group operation for SE (2) is also matrix multiplication, and the product of two elements is defined by
Each element of SE (2) 
The convolution product of square integrable functions on SE(2) is expressed in rectangular coordinates in the form
(f 1 * f 2 )(x 1 , x 2 , θ) = SE (2) f 1 (g(ξ 1 , ξ 2 , α))f 2 where cα = cos α and sα = sin α.
Using polar coordinates the convolution product has the form
and a normalized volume element/measure with which to integrate is defined by
The function Atan2(y, x) is the two-argument inverse-tangent function which is equivalent to tan −1 (y/x) when x and y are positive, and generates a result in the range −π to π depending on the signs of x and y.
In the above cases, notational abbreviations of the form f (g( 
gives the convolution product some interesting and useful properties †.
In particular, equation (1) can be written in the alternative form
by the change of variables
ξ . This is true despite the fact that the group SE(2) is not commutative and not compact.
One way to approach the problem of finding f (g x ) is to treat it as one of a more general form:
This problem can be addressed in the usual ways that integral equations with non-selfadjoint non-separable multidimensional kernels are dealt with. For example, we can expand the unknown function in terms of a complete orthonormal series, and solve an associated set of linear algebraic equations. Using rectangular coordinates, equation (5) is rewritten as
and for the particular case of the convolution kernel in equation (4),
Making the approximation
where H i (x) is the ith normalized Hermite polynomial, the coefficients f ij k can be found in the least squares sense in exactly the same way they would be for a standard integral equation. Multiplying both sides by
and integrating over x 1 ,x 2 , and θ means that the approximate solution of this convolution equation on SE(2) using the Hermite-Fourier series approximation can be written as a system of linear equations of the form
which is solved to find f ij k .
There are two problems with this approach. First, the matrix
elements, each of which is of the form
e √ −1kα dξ 1 dξ 2 dα dx 1 dx 2 dθ. † One can easily derive this volume element and demonstrate its invariance using methods in [9] or [31] .
These integrals will generally not be solvable in closed form, and multidimensional numerical integration can be time consuming and error prone [3] . Second, inverting the
computations. While this can be done if N ≈ 10, if we want a good solution, N ≈ 100 may be required.
These problems are compounded if one extends this approach to the Euclidean motion group of three-dimensional space, SE (3) . This is a six-dimensional Lie group for which each of the O(N 12 ) elements in the coefficient matrix K would require 12-dimensional integrals, and then K would have to be inverted, requiring O(N 18 ) computations. Alternatively, sampling techniques developed recently for functions on Lie groups (e.g. [5, 23] ) could potentially be used to approximate the integral equation at a finite number of points. From there, finite difference approximation methods and modifications thereof (e.g. [14, 15, 20] ) could be applied as they are in the case of integral equations on the real line. Another approach would be to use efficient transforms developed for discrete groups [4, 27] . However, it is not clear how these approaches can be adapted to noncompact groups such as the Euclidean group since the number of points in the discretization may need to be large in each dimension.
In order to avoid these problems, and address the case of convolution kernels in the most natural way, the Fourier transform on the Euclidean group will be used.
The remaining sections of this paper are organized as follows. Section 2 examines a scenario in which the inverse problem in equation (1) arises. Section 3 reviews unitary representations of SE (2) and the definition of the Fourier transform on SE (2) . Section 4 illustrates some of the useful properties of this Fourier transform, including an analogue to the convolution theorem and Parseval's equality for functions on the Euclidean group. Much of this material is a combination and restatement of that found in [29] and [30] . Section 5 provides an example in which the solution to equation (1) is generated exactly. Section 6 extends standard regularization techniques to solve equation (1) (or equivalently equation (4)). Section 7 is the conclusion.
An application in robotics
In order to motivate the need for solving the inverse problem stated in equation (1), we examine a problem from the field of robotics in detail.
A robotic manipulator arm is a device that is used to position and orient objects in the plane or in three-dimensional space. A manipulator is generally constructed of rigid links and actuators, such as motors or hydraulic cylinders, which cause all motions of the arm. If the actuators have only a finite number of states, as is the case with stepper motors or pneumatic cylinders, then the arm has a finite number of configurations and only a finite number of frames † are reachable by the hand. This is illustrated in figure 1 for a manipulator composed of linear/translational actuators. This manipulator is capable of only reaching eight positions and orientations in the plane. Such a manipulator is called a binary manipulator [2] . The set of all reachable positions and orientations is called the workspace. Clearly, in the case of discrete actuation the workspace is a discrete subset of SE (2) , though it is not a discrete subgroup.
For discretely actuated manipulators the density of reachable frames in SE(N ) determines how accurately a random position and orientation can be reached. This density information is also extremely important in planning the motions of discretely actuated manipulator arms [6] . Density is calculated directly by dividing a compact subset of SE(N ) containing the workspace into finite but small volume elements. The number of positions and orientations reachable by the end of the manipulator which lie in each volume element is stored. Dividing this number by the volume element size gives the average density in each element. An efficient method for the calculation of this density histogram is given in [7] . A smooth density function can be used to approximate the shape of this density histogram as in [8] . Note that the density function is always real-valued and positive.
It is an important aspect of the manipulator design problem to specify the density of reachable frames throughout the workspace. That is, areas which must be reached with great accuracy should have high density, and those areas of the workspace which are less important need less density. For relatively few actuators, this is achieved by enumerating reachable frames (positions and orientations) and using an iterative procedure as discussed in [2] . However, to compute this workspace density function using brute force and iterating is computationally intractable for large n. In fact, it requires K n evaluations of the kinematic equations relating actuator state to the resulting end frame for a manipulator with n actuators each with K states. In figure 1, K = 2 and n = 3 so the problem is simple.
A grey scale of the density of frames reachable by a discretely actuated manipulator is shown in figure 2 with several configurations of the arm superimposed †. This manipulator is essentially a serial cascade of modules with the same kinematic structure as in figure 1 , only now each leg has four states instead of two. Since each leg has four states (and thus the whole manipulator has 4 30 ≈ 10 18 states) the workspace density cannot simply be computed using brute force. In fact, it would take years using current computer technology to enumerate all the positions and orientations of the frame attached to the end of the manipulator for each discrete configuration.
The concept of convolution of real-valued functions on SE(N ) provides a powerful computational tool for computing this density efficiently [7, 8] . If we imagine that the manipulator is divided into two connected parts, then a density function α(g) can be associated with those frames reachable by the end of the lower half of the manipulator, and a density function β(g) can be associated with the end of the upper half of the manipulator. α is defined relative to the base frame, and β treats the frame at the end of the lower segment as the base frame. That is, α(g) = β(g) when the manipulator is cut into two equal parts and there are an even number of identical modules. However, α and β will not be the same function in more general scenarios. By adjusting kinematic parameters such that actuator strokes are limited or extended, the set of reachable frames (and thus the density) is altered. This is achieved mechanically by simply inserting or removing rigid stoppers that specify the physical actuator length corresponding to the discrete states.
While it may not be possible to calculate K n frames to compute the density function of the workspace, it is often feasible to compute K n/2 frames for each of the two segments. For the example discussed earlier, this would be of the order of a billion calculations, which can be done easily in less than an hour on a not-so-sophisticated computer. The density of the whole workspace is then generated by the convolution of these two functions:
The geometry of why this is so follows below. Suppose there are two frames of reference-the base frame and one attached to the middle of the manipulator. Quantities described in the the base frame, F 1 , are denoted with a prime, while quantities described in the frame in the middle of the manipulator, F 2 , are denoted without a prime. Let the homogeneous transform matrix H describe the position and orientation of a third frame, F 3 , with respect to F 2 , and let H describe the position and orientation of F 2 with respect to F 1 . Then the position and orientation of F 3 with respect to F 1 is H = HH as illustrated in figure 3 .
If a real-valued function ρ(H ) is defined in the moving frame, then the same physical quantity can be represented in the fixed frame as ρ (H ), where ρ (·), is a different function from ρ(·). Knowing that the change of coordinates does not change the physical quantities being described, one recognizes that
Furthermore, because of the relationship between H and H one finds that
In other words, in order to represent the function that is defined in the moving frame in the fixed frame coordinates, the homogeneous transform which describes the motion must be inverted and applied to fixed frame coordinates. Thus, the natural way to think of convolution of functions on the Euclidean group is that a function ρ 1 (H) is multiplied by ρ 2 (H ) = ρ 2 (H −1 H ) and integrated over all values of H:
This calculation does not depend on the number of actuated modules in the manipulator, and allows us to compute the workspace density much more efficiently than by brute force. We can further subdivide the manipulator into smaller parts and perform multiple convolutions for even faster workspace density function generation. Now, suppose that one of the halves of the manipulator has been designed (α(g) is specified), and the problem is to design the other half of the manipulator (find β(g)) so that the density function for the workspace of the whole manipulator comes as close as possible to a desired density function γ (g). One must then solve the inverse problem
for β(g). Once β(g) is known, the methods developed in [2] can be used to find the appropriate kinematic parameters in the manipulator arm.
The remaining portion of this paper is devoted to the task of elegantly solving the above-stated inverse problem. But first, material from the pure mathematics literature is reviewed and then applied in later sections to the solution of this problem.
Unitary representations and the Fourier transform
Recall that one of the most powerful properties of the usual Fourier transform is that the Fourier transform of the convolution of two functions is the product of the Fourier transforms of the functions. This property extends to the concept of a Fourier transform for functions on SE (2) , but some review is first required. The reader familiar with the concept of the Fourier transform on SE(N) can go directly to section 5.
Recall that the Fourier transform pair for a suitable function, f (x), for x ∈ R is defined aŝ
where u(x, ω) = e iωx . Note that u(x + y, ω) = e iω(x+y) = e iωx e iωy = u(x, ω)u(y, ω). This is an example of a homomorphism. In general, a homomorphism is a mapping between two groups h :
In particular, the function u(·, ω) maps (R, +) → (U, ·) for each ω ∈ R where U is the set of complex numbers with unit modulus, and · is scalar multiplication.
The convolution theorem for functions on the real line states that:
. This is a direct result of the facts that u(−(x + y), ω) = u(−x, ω)u(−y, ω) and integration on the real line is translation invariant.
A representation of a group G is a homomorphism T :
. V is a vector space called the representation space, and GL(V ) is the group of all invertible linear transformations of V onto itself. T (g) for g ∈ G is expressed in a given basis of V as an invertible matrix, and
Representations that can be expressed as unitary matrices (U −1 = U * ) in an orthonormal basis of V are called unitary representations. The function u(x, ω) is an example of a one-dimensional unitary representation. Henceforth in this paper the representation spaces used will be function spaces of the form L n (P ), which denotes the set of complex-valued functions f (p) for which P |f (p)| n dµ(p) < ∞ where p ∈ P for some manifold P . dµ(p) is an appropriate volume element for each p ∈ P (see [31] for a precise definition).
A unitary representation of SE(2) (see [29, 30] for a general definition) is defined by the unitary operator
for each g ∈ SE(2) of the form of equation (3). e z is the scalar exponential function, a ∈ R + , i = √ −1, and x · y = x 1 y 1 + x 2 y 2 . The vector x is a unit vector (x · x = 1), and
where S 1 is the unit circle. Since only one angle is required to parametrize a vector on the unit circle, x = (cos ψ, sin ψ)
. Henceforth we will not distinguish betweenf and f .
By definition, group representations observe the homomorphism property, which in this case is seen as follows:
can be expressed as a weighted sum of orthonormal basis functions as f (ψ) = n a n e inψ . Likewise, the matrix elements of the operator U a (g) are expressed in this basis as
where the inner product (·, ·) is defined as
It is easy to see that f 2 ) , and that U a (g) is therefore unitary with respect to this inner product. The matrix with elements u mn is 'infinite-dimensional'. Furthermore, the matrix of a unitary operator expressed in an orthonormal basis is a unitary matrix, which means u
A number of works including [17, 24, 26, 30] have shown that the matrix elements of this representation are given by
where J ν (x) is the νth order Bessel function. From this expression, and the fact U a (g) is a unitary representation, we have
Henceforth no distinction will be made between the operator U a (g) and the corresponding infinite-dimensional matrix with elements u mn (g, a) .
Unitary representations of higher-dimensional Euclidean groups, SE(N ), follow in a similar way, although the cases of the most practical interest are SE (2) and SE (3) .
Given this background we are ready for the following definition.
Definition [29] . The Fourier transform of a rapidly decreasing function † F ∈ L 2 (SE(2)) and the inverse transform are defined as
and
Recall that the trace of a matrix A ∈ R N×N is the sum of the diagonal elements:
and the trace is invariant under transformations of the form QAQ T where Q ∈ SO(N). That is, trace(A) = trace(QAQ T ). Furthermore trace(AB) = trace(BA).
As with the Fourier transform of functions on R N ,
and so we write symbolically
is rapidly decreasing if lim r→∞ r n F (g(r, φ, α)) = 0 for all n ∈ Z + . Examples include functions F (·) which are zero outside of a compact subset of SE(2) (i.e. if F (·) has compact support), and F (g) = e −a 2 r 2 f (φ, α) where f (·) is bounded.
where 1 is the identity operator. A proof that these identities hold is given in [29] . The fact that the inverse transform works depends on U a (g) being irreducible, and the fact that it is unitary allows us to write U a (g −1 ) = U * a (g) instead of computing the inverse of an infinite-dimensional matrix. In subsection 4.2 we show that the inversion formula works.
The matrix elements of the transform can be calculated using the matrix elements of U a (g) defined in equation (8) aŝ
Likewise, the inverse transform can be written in terms of elements as
where summation notation is used for n, m ∈ [−∞, ∞].
Properties of convolution and Fourier transforms of functions on SE(2)
In subsection 4.1 it is shown that the Fourier transform defined in section 3 possesses the convolution property in an analogous way to the usual Fourier transform. In subsection 4.2 the inversion formula is proven. In subsection 4.3 Parseval's inequality is proven. In subsection 4.4 some of the operational properties of the Fourier transform pair for functions on SE(2) are exemplified.
The convolution theorem
Let us assume that there are real scalar-valued functions (2)). Recall that one of the most powerful properties of the Fourier transform of functions on R N is that the Fourier transform of the convolution of two functions is the product of the Fourier transforms of the functions. This property extends to the concept of a Fourier transform for functions on SE (2) . The proof of this fact presented here is due to Sugiura [29] .
Given that
one gets
Switching the order of integration, one gets
Since dµ(·) is left and right invariant
for any function F ∈ L 2 (SE(2)). These facts allow us to write the inner integral in equation (11) as
Since U a (G) is a representation of SE (2),
ξ ) and so
The order in which U a (g −1
x ) and U a (g −1 ξ ) appear is important because they are representations of SE (2), which is not a commutative group. As seen above, the fact that U a is a representation is critical for the separation required for the convolution theorem to hold. The non-commutative nature of SE(2) expressed in U a (g) is responsible for the reversed order of the product of the Fourier transforms. Some authors (e.g. [10, 11] ) define the Fourier transform of functions on groups differently so that the order of the product of the transform is the same as the order of the convolved functions. We use the definition of Fourier transform given in section 3 because it is the most analogous to the standard Fourier transform.
Proof of the inversion formula
We now present a proof that the Fourier inversion formula for functions on SE (2) actually works. This proof is coordinate dependent to avoid the introduction of additional mathematical machinery. Summation notation is again used, i.e. repeated indices indicate summation from −∞ to ∞. A very elegant coordinate-independent proof can be found in [29] . The proof presented here is a variant on one found in [30] .
Rapidly decreasing functions f (g) ∈ L 2 (SE(2)) where g = g(r, φ, θ) can be expressed in a series of the form
The matrix elements of the Fourier transform of this function (as defined in section 3) arê
Rearranging the integrals, this is rewritten as δ p,q is equal to 1 if p = q and zero otherwise, and there is no summation over indices in the last term above. The fact that this Fourier transform matrix,f mn , is inverted using the inversion formula to reconstruct f (g) is seen as follows: 
Parseval's equality
We now present a proof of Parseval's equality (also called the Plancherel formula) so that we have a mechanism for regularizing integral equations on SE(2) using the Fourier transform. The proof presented here is similar to the one found in [29] . We begin by defining
Evalulating this at the identity element g x = e,
The function h(g) can also be expressed via the inversion formula as
Evaluated at the identity element, U a (e) is the identity operator, and so
This follows from the fact that SE(2) is a unimodular group (possessing a volume element which is left and right invariant) and thus for any function
From equation (9) we can then writê
* is the complex conjugate transpose of the Fourier transform matrixf . This means that
Equating the two expressions for h(e), we get Parseval's equality for SE (2):
This relationship will be extremely useful when we regularize and solve equation (1) in section 6. But first, we examine operational properties, and a closed-form solution is presented in section 5.
Operational properties
Recall that the Fourier transform of the derivative of a square integrable function on the real line is defined using the inversion formula in equation (6) by differentiating under the integral
Since ∂u ∂x = iωu(x, ω), we get that the Fourier transform of df/dx is iωf (ω) wheref (ω) is the Fourier transform of f (x).
The exact same argument can be used to generate the Fourier transform matrices of derivatives of functions f (g) where g ∈ SE (2) . For example, using the the inverse transform given in section 3 we get
Since
Integrating equation (13) by parts, and assumingf nm (a) is well behaved 
We may then use Parseval's equality together with integration by parts to show that
We find that the transforms of the derivatives of f (g) with respect to φ and θ are
where A mn = −imδ mn (no sum) is a diagonal matrix. This comes from the fact that
. The transforms of other derivatives follow from these by composition.
A closed-form example
We will now show how equation (1) can be solved exactly in certain instances using the Fourier transform of functions on the Euclidean group. The next section will discuss regularization to yield well behaved approximate solutions in those cases when exact solutions are not possible.
Taking the Fourier transform of both sides of equation (1), the original problem becomeŝ
and thusf
The desired function is then recovered using the inverse transform as
Questions that naturally follow are: (1) How are the infinite dimensional matrices U a (g), The answer to (2) will be provided in section 6. The answer to (1) is that for bandlimited functions k and h (i.e. functions with a finite frequency spectrum), the Fourier transform matrix will be mostly zeros, with only a finite submatrix with non-zero elements.
To make the discussion concrete consider the following functions h, k ∈ L 2 (SE(2)):
where A h , A k , B h , B k , C h , C k 0 are given real numbers. These functions can be considered as first-order approximations to the density functions associated with two different halves of the discretely actuated manipulator arm discussed in section 2. When the coordinate axis normal to the base of the manipulator (pointing in the direction of the manipulator) is defined to be x 1 , a plot of these density function resembles the one in figure 2 for appropriate choices of the constants and functions H i (r) and K i (r).
These functions are written in complex form as 
and J 0 (x) and J 1 (x) are respectively the zeroth-and first-order Bessel functions. If for instance
for a > 0 is used to give closed-form solutions for the above integrals. While the inverse of the matrixk is not defined, if we limit our search for solutions to those functions f (g) for which onlyf 3×3 is non-zero, then this particular problem can be restricted so that only 3 × 3 matrices are considered, and
This of course assumes thatk 3×3 is invertible (which is the case in this example when γ 2 and κ 2 are nonzero). The desired function is then recovered using the inverse transform as a) is the part of the unitary matrix representation of SE (2) that will multiply the nonzero block of the Fourier transform matrixf , i.e.
.
The inverse ofk 3×3 for this example is
From the definition of the matrix elements of the unitary representation of SE(2) given in equation (8), we get
Therefore,
where
Since β 1 (a) and β 2 (a) are purely imaginary, F 3 (r) is real (as are F 1 (r) and F 2 (r)).
As with the solution of usual Fredholm integral equations of the first kind, this solution is not unique. Because we assumed the dimension of the non-zero block off to be 3 × 3, this solution is not highly oscillatory, and limiting ourselves to a 3 × 3 block is in effect a means of regularization. The next section addresses issues in the regularization of equations of the form of equation (1) which do not have exact closed-form solutions.
Regularization of integral equations on SE(2)
In this section, the problem of regularizing ill-posed Fredholm integral equations of the first kind with convolution kernel on the Euclidean motion group is addressed. That is, for given k(g) and h(g) it may not be possible to invert the equation
exactly in order to find f (g). This will be the case for instance when the rank of the Fourier transform matrixk(a) is less than that ofĥ(a). In such cases, we need a method of restating the original problem so that an approximate solution results. One such method was illustrated in the introduction of this paper using Hermite functions. Another, less cumbersome method is discussed now.
We can restate the original problem as that of finding the real
one with desired smoothness properties is generated. This means changing our cost function to account for smoothness of f (g).
To this end, consider the cost function
The last three terms can be thought of as the magnitude squared of a weighted gradient of the function f . Using the operational rules derived in subsection 4.4, this is transformed to
One way to solve this regularized problem is to expand each element of the Fourier transform matrix in a series with unknown coefficients, such asf mn = N i=1 α imn ψ imn (a), for an appropriate set of basis functions {ψ imn }. The result is then integrated with respect to a, and the problem becomes a simple multivariable minimization in the variables α imn .
Another approach is to use variational optimization (see e.g. [21] ) to solve the problem exactly. Using this approach, necessary conditions for the cost function C to be minimized are given by the set of Euler-Lagrange equations 
The boundary conditions with which to solve these equations are 
The first boundary condition is the free initial condition given by ∂c/∂f * = 0. The other end condition is a result of the fact that acceptable functions must be rapidly decreasing.
Coupled equations of this form can be solved numerically using standard numerical integration schemes. The inverse transform can also be inverted using numerical integration. In subsection 6.2 a closed-form perturbation solution is examined for a special case. whenĥ andk only have non-zero elements in the 3 × 3 block. This also means that zeroth-order regularization dictates that f 3×3 contains the only non-zero elements of the regularized solution for the Fourier transformf .
An example of zeroth-order Tikhonov regularization
Using the Fourier inversion formula, we then get the regularized solution Since β 1 is purely imaginary, this result is real. Note that as → 0, f → f where f is the exact solution presented in section 5.
An example of first-order Tikhonov regularization
Let us consider the case whenĥ andk are as they were in subsection 6.1. Furthermore, assume that = η = σ = 0, and ν is a small positive number. The resulting Euler-Lagrange equations will be of the form
which is a special case of equation (22) . Since in this case all the entries in the matricesĥ andk are zero except those elements in the 3 × 3 blocksĥ 3×3 andk 3×3 , one finds that . Dividing by ν/a and integrating once yields: a 3 df mn /da = c 1 . However, we have from the boundary conditions (23) at zero that this quantity must be zero, and so c 1 = 0. Therefore df mn /da = 0, which is integrated to yield f mn = c 2 . However, we have from the second boundary condition thatf mn → 0 as a → ∞, which means that c 2 = 0, and so the only solution admitted for the Fourier transform matrix elements outside of the 3 × 3 block is the trivial solution.
The next step is to solve the remaining matrix differential equations:
