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Abstract As computer clusters are found to be highly
effective for handling massive datasets, the design of ef-
ficient parallel algorithms for such a computing model
is of great interest. We consider (α, k)-minimal algo-
rithms for such a purpose, where α is the number of
rounds in the algorithm, and k is a bound on the devi-
ation from perfect workload balance. We focus on new
(α, k)-minimal algorithms for sorting and skew equi-
join operations for computer clusters. To the best of
our knowledge the proposed sorting and skew join al-
gorithms achieve the best workload balancing guarantee
when compared to previous works. Our empirical study
shows that they are close to optimal in workload bal-
ancing. In particular, our proposed sorting algorithm
is around 25% more efficient than the state-of-the-art
Terasort algorithm and achieves significantly more even
workload distribution by over 50%.
Keywords Algorithm for Cluster Computing ·
Sorting · Join
1 Introduction
A Computer cluster consists of a set of connected
computers or nodes usually connected to each other
through a local area network (LAN). Cluster computing
has emerged as a commonly used infra-structure for ef-
ficient big data computation because of the elasticity of
the cluster size using high speed networks and low cost
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CPUs. In a computer cluster, the machines are isolated
and each has its own memory and storage.
MPI (Message Passing Inteface) is a widely used
standard for communication among nodes in a cluster
[11]. MPI provides a clearly defined base set of routines
that can be used to build high level parallel algorithms
running on computer clusters. MPI programs work with
processes. Typically, for maximum performance, each
CPU (or core in a multi-core machine) will be assigned
just a single process. We shall refer to the processes as
machines in this paper.
MapReduce [5] is programming model for paral-
lel computing. It has been found useful for processing
large datasets in a parallel and distributed architecture,
typically on a computer cluster. MapReduce hides de-
tails of mechanisms in data distribution, fault tolerance
and certain amount of load balancing, so that the imple-
mentation for problem solving can be greatly simplified.
Each MapReduce job consists of the following phases.
- Map – at each mapper a map function is applied to
each input record (k1, v1) to generate key, value pairs
of the form (k2, v).
- Shuffling (Mapper to Reducer) – output of mappers
are distributed to reducers. (k2, v) of the same key k2
are sent to the same reducer.
- Reduce – works on all (k2, v1), (k2, v2), ...(k2, vj) on
all key value pairs for the same key k2. Output are
sent to a distributed file system (DFS).
Apache HadoopMapReduce is a programming model
for computer clusters. Hadoop utilizes a distributed
file system (DFS). DFS is often used in a computer
cluster setup, and typically supports replication and
fault tolerance. Both MPI and MapReduce can be built
on a DFS such as the Hadoop DFS (HDFS).
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1.1 The Sorting and Skew Join Problems
We consider the design of parallel algorithms for the ba-
sic data management problems of sorting and join op-
eration on two tables with skew key distributions, with
the models of MPI and MapReduce for computer clus-
ters. Sorting is a fundamental problem useful in many
applications. While the state-of-the-art sorting algo-
rithm, Terasort [20], can outperform Hadoop’s default
sorting, the workload distribution is not even. From ex-
periments in [24], the maximum workload of a machine
is around 1.6 times that of the optimal distribution. We
propose a new parallel algorithm SMMS that attains
the best theoretical guarantee on workload distribution
to our knowledge. SMMS adopts a strategy different
from Terasort in that the data is evenly distributed to
all machines and each machine first sorts its assigned
data portion. Our algorithm is deterministic in that no
random sampling takes place. From experiments, we
show that the workload distribution of SMMS is very
close to optimal in all test cases. As a result, SMMS is
consistently more efficient than Terasort.
We have chosen the second problem of skew join for
our study because it has been a challenging problem
for load balancing. Data skew has been shown to cause
sub-linear speedup [6]. In the recent development of the
Apache Pig system on top of MapReduce, it has been
found that data skew in join is a serious problem: “ ...
we have experienced performance problems due to data
skew with Pig at Yahoo. One particularly challenging
scenario occurs when a join is performed, and a few
of the join keys have a very large number of matching
tuples, which must be handled by a single node in our
current implementation, ... ”[10]. Such skewness in the
output of join is classified as Join Product Skew (JPS)
in [27]. A study of a number of algorithms for handling
join skew is conducted in [7] and Apache Pig [9] has
adopted the skew hash join method from [7] with his-
togram based estimation. As discussed in [9]: “achieving
an even balance of work between reducers is not always
feasible with skewed join. If the distribution of join keys
in the right side input is skewed, the work load of re-
ducers will still be skewed”. In this paper, we propose
a randomized algorithm and a deterministic algorithm
for handling join skew. Both algorithms achieve the best
theoretical bound for even workload distribution to our
knowledge. From experiments we show that the work-
load distribution is close to optimal.
1.2 The Notion of (α, k)-Minimal Algorithms
A lot of interests have focused on the development of
efficient parallel algorithms in a computer cluster envi-
ronment. There are multiple factors that affect the per-
formance, which include the CPU computation costs,
I/O costs and network transmission costs, and these
costs in turn depend on the factors of load balancing
and job sequencing. We aim to derive from these factors
a model with key properties for an effective algorithm.
With a computer cluster of t machines, the ideal goal is
to have a t fold increase in the performance compared
to a single machine. However, it is not an obvious task
to convert a sequential algorithm to a parallel algorithm
with optimal speedup. Often, when the workload is not
balanced among the t machines, the last machine to fin-
ish its assigned tasks will delay the completion of the
entire execution. This phenomenon has been dubbed
“the curse of the last reducer” in [23] when MapRe-
duce is adopted in the parallel computation. MPI and
MapReduce are two common standards for cluster com-
puting.
Since a parallel algorithm may not be perfect, we in-
troduce the notion of an (α, k)-minimal algorithm that
quantifies the properties in a parallel computation for
the analysis of such an algorithm. k is a positive real
number that indicates the deviation from perfect load
balancing, while α is the number of rounds under ei-
ther the MPI or MapReduce model. We subject our
proposed algorithms to this yardstick and show that
our algorithms are (α, k)-minimal with values of α of 3
or below, and values of k of around 2.
1.3 Main Contributions
Our main contributions are summarized as follows: (1)
We introduce the notion of an (α, k)-minimal algorithm
for computer clusters, with consideration of the MPI
and MapReduce models. (2) We propose a new sorting
algorithm called SMMS. To the best of our knowledge
SMMS has the best load balancing guarantee among all
previous works. The theoretical load balancing bound
is confirmed by our empirical studies in which we show
that the workload distribution is close to optimal in all
test cases. (3) We propose two algorithms, RandJoin
and StatJoin, for equi-join to handle skew keys in the
given relations. To our knowledge, RandJoin achieves
the best theoretical guarantee on even load distribu-
tion with high probabilities, and StatJoin achieves the
best such guarantee deterministically. (4) We show that
SMMS is (3, k)-minimal for k < 2 with proper settings.
We show that StatJoin is (3, k)-minimal for k ≈ 2 for
skew data. We also show that RandJoin is nearly (1,2)-
minimal and Terasort [20] is (3,6)-minimal with high
probabilities. (5) We have conducted an extensive set of
experiments on a computer cluster to evaluate the pro-
posed algorithms. SMMS is shown to have nearly per-
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fect workload distribution, and the extra cost for load
balancing is negligible. As a result we show overall bet-
ter performance compared to the state-of-the-art Tera-
sort. RandJoin and StatJoin are shown to achieve al-
most perfect workload distribution under different skew
key conditions.
This paper is organized as follows: Section 2 mo-
tivates and defines (α, k)-minimal algorithms. Section
3 introduces our sorting algorithm called SMMS and
also analyzes Terasort. Section 4 is about the join algo-
rithms. Section 5 reports on our experimental results.
Section 6 summarizes related works, and Section 7 con-
cludes the paper.
2 (α, k)-Minimal Algorithm
With a parallel algorithm executed on a cluster with t
machines, a major goal is to achieve optimal speedup
over the sequential algorithm. Ideally, the speedup would
be t. However, this is difficult to achieve due to commu-
nication overhead as well as synchronization overhead
when some parts of the job must be done serially, one
task after another. Here we introduce the notion of an
(α, k)-minimal algorithm under the MPI or MapReduce
model, where α is the number of synchronized rounds,
and k indicates the deviation from perfect load balanc-
ing. Let N be the problem size, which is the sum of the
input size Nin and the output size Nout. The sequen-
tial workloadWseq is given by max(Nin, Nout). Let t be
the number of machines (denoted by M1, ...,Mt). We
expand the definition of an (α, k)-minimal algorithm in
the following subsections.
2.1 Number of Rounds, α
Generally, problems can not be fully parallelized. In
other words, a parallel algorithm often consists of some
parts of work that must be done serially, one after an-
other. Synchronization is needed when such serial order
is to be in place. We assume that the given parallel al-
gorithm is executed in rounds for all machines, and syn-
chronization among the machines takes place between 2
consecutive rounds. Synchronization waits for the last
machine to complete in the current round before the
start of the next round.
For MPI, a synchronization function can be called to
ensure the correctness of task sequence and the synchro-
nization overhead is quite small. We refer to the pro-
gram between two synchronization points as one round.
For MapReduce, each MapReduce job is considered as
one round.
For an (α, k)-minimal algorithm, the number of rounds
is given by α.
2.2 Workload on Each Machine
A good parallel algorithm distributes the total work-
load among t machines so that all machines complete
their tasks at almost the same time. At each round, the
last machine to finish will delay the entire execution.
Workload is denoted by Wi on machine i.
An (α, k)-minimal algorithm bounds Wi on each
machine to within k times that of the optimal work-
load Wseq/t, where Wseq = max(Nin, Nout).
Wi ≤ k (Wseq/t) (1)
Inequality (1) gives an insight to the required storage
space and I/O cost on each machine, where k quantifies
the load balancing of the parallel algorithm. Note that
while for many problems, including the sorting problem,
the total workload is determined by the input size, there
are also problems, such as the skew join problem, where
the workload is dominated by the output size.
2.3 Network Transmission Cost
Cluster computing is based on a shared-nothing infras-
tructure, hence, unlike a sequential algorithm, a paral-
lel algorithm has to take network transmission overhead
into account. For MPI, each machine needs to send (re-
ceive) data to (from) other machines in order to com-
municate with each other and distribute tasks to each
machine. For MapReduce, each reducer needs to ex-
tract data from the mapper output. When the reducer
and the mapper reside on different machines, network
transmission is needed in the shuffling process. When a
DFS is used, network transmission is needed to access
or store files maintained by the DFS.
Let Ni be the network transmission cost with re-
spect to machine Mi, where 1 ≤ i ≤ t. Ni is defined
by the volume of data transmitted to and from the ma-
chine. Let N be the problem size (N = Nin + Nout).
With an (α, k)-minimal algorithm,Ni is at most k times
that of N/t at each round.1
Ni ≤ k (N/t) (2)
Inequality (2) guarantees that the network trans-
mission cost is at most k times that of a fair share
of the problem size for each machine. Note that in a
typical setting of a computer cluster, the machines are
1 Note that we do not consider transmission cost due to file
replication in DFS since the replication factor is user defined
and varies accordingly.
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physically located together and connected with a giga-
bit ethernet. Currently, an ethernet switch can support
up to 48 machines. When all machines are connected
by a single ethernet switch, each with a separate port,
all machines can transmit in parallel and the speed is
comparable to hard disk transfer rates. Thus, the over-
all transmission time will depend on the single machine
with the maximum transmission volume. We remark
that in many cases, each machine’s network transmis-
sion volume is closely related to the workload on this
machine. This is the case with our sorting and join al-
gorithms, which we will discuss in detail later.
2.4 Computational Cost on Each Machine
Next we consider the computational cost on each ma-
chine. Let Ci be the computational cost at machineMi,
1 ≤ i ≤ t. We bound the cost by means of the cost of a
comparable sequential algorithm, denoted by Cseq . We
use big O analysis since the hidden constant of the big
O notation is small when the algorithms are compara-
ble. An (α, k)-minimal algorithm satisfies Equality (3)
at each round.
Ci = O (Cseq/t) (3)
Equality (3) ensures that the overall computational cost
of a parallel algorithm is bounded by that of the compa-
rable sequential algorithm, and the cost is distributed
evenly.
In summary, an (α, k)-minimal algorithm based on
MPI or MapReduce consists of α rounds, and satisfies
the Inequalities (1), (2), and (3). Such an algorithm pro-
vides for guarantees about the desirable properties for
efficient execution. In the reminder of this paper, we de-
sign (α, k)-minimal algorithms for the sorting problem
and skew join problem, where α ≤ 3, and k ≤ 2.
3 Sorting
We are given a set S of n objects, where each object is
a real number. Our goal is to sort the n objects with a
computer cluster. For simplicity the objects themselves
are the sort keys. Let there be t machines in the cluster,
namely,M1,M2, ...,Mt. For simplicity we assume that
n is a multiple of t, and let m = n/t. This assumption
can be easily removed by padding some dummy ob-
jects to S. We also assume that initially the n objects
are evenly distributed to the t machines, so that each
machine is assigned m objects. Note that by the defi-
nition of sets, there is no duplicated key in S. We shall
discuss about how to sort a bag of objects in Section
3.3.
3.1 SMMS sorting
Our proposed parallel algorithm is called Sort-Map-
Merge Sorting (SMMS) and it involves the main steps
of sorting, mapping and merging. We have implemented
the algorithm on MPI and there are 3 rounds in the al-
gorithm. As mentioned earlier, each machine is assigned
m objects initially.
In the first round, each machine samples s + 1 ob-
jects as follows. Them = n/t objects Si in each machine
Mi are sorted and divided into s equi-depth (equi-
frequency) intervals. Let the objects received by Mi
in sorted order be o1, o2, ..., om. Mi picks s+ 1 sample
objects λi,0, λi,1, ..., λi,s, where λi,0 = o1, and λi,j is the
⌈j ∗m/s⌉-th smallest object in Si. Thus, λi,1 = o⌈m/s⌉,
λi,2= o⌈2m/s⌉, ..., λi,s = om. Thus, s+1 is the sampling
size, and s is a multiple of t. Let
s = rt (4)
where r ≥ 1 is a small integer. The sampled objects are
sent to machine M1.
In Round 2,M1 collects all the sample objects from
every machine and then computes t+1 global key bound-
aries b0, b1, ..., bt, so that each interval [bi, bi+1) forms
a bucket βi+1 and the intervals partition the data set.
Each data objects belongs to one bucket. The algorithm
to compute the boundaries will be described in Sec-
tion 3.1.1. The boundaries are sent to all machines. In
Round 3, each machine distributes the sorted data Si
according to the bucket boundaries, so that data be-
longing to bucket βi go to machineMi.Mi merges the
data coming from other machines to form the sorted list
for bucket βi. The sorted lists from all machines form
the sorted result set. The pseudo code for SMMS is
given in Figure 1. Note that if implemented in MapRe-
duce, then the first two rounds form one MapReduce
job and Round 3 forms another MapReduce job.
3.1.1 Algorithm 1: computing bucket boundaries
Algorithm 1 is used to compute the boundary values of
b0, ..., bt in Round 2 of the SMMS Algorithm. The input
to this algorithm consists of the boundary values λi,j
from each machine Mi. In this computation, we con-
sider the objects for each interval [λi,j , λi,j+1) on each
Mi. Let µi,j denote the probability density distribution
(pdf) in interval [λi,j , λi,j+1). Since the count of data
objects in the the local bucket [λi,j , λi,j+1) is m/s by
construction, we set µi,j = (m/s)/(λi,j+1 − λi,j) and
µi,s = 0, 1 ≤ i ≤ t.
Algorithm 1 selects global boundary numbers b0,
b1, ..., bt. Each interval [bi, bi+1), 0 ≤ i < t is called a
bucket. We use the term bucket density for the number
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SMM Sorting - a deterministic algorithm
Round 1: S is evenly distributed among t machines. Each
machine Mi handle a subset Si ⊂ S, where |Si| = n/t = m.
On eachMi, sort subset Si locally and pick λi,0, λi,1, ...,λi,s
and send to machine M1, where λi,0 is the smallest object
in Si and for j > 0, λi,j is the ⌈j ∗m/s⌉-th smallest object
in Si.
Round 2: M1 receives {λi,j , 1 ≤ i ≤ t, 0 ≤ j ≤ s}.
M1 selects global boundary numbers b0,b1,...bt. Each interval
[bi, bi+1) is called a bucket. The selection is obtained by
Algorithm 1. b0, b1, ..., bt are sent to all machines.
Round 3: Every Mi sends the objects in [bk−1, bk) from its
local storage to Mk, for each 1 ≤ k ≤ t. Every Mi merges
objects received in sorted order.
Fig. 1 SMMS sorting Algorithm
of objects in a bucket, denoted by D[bk, bk+1), 0 ≤ k <
t. Note that bk is not necessarily an input object, where
0 ≤ k ≤ t. The selection ensures that the estimated
bucket density based on µi,j , 1 ≤ i ≤ t, 1 ≤ j ≤ s, for
D[bk, bk+1) is equal to m, where 1 ≤ k < t. A priority
queue Q is maintained for storing triplets of the form
〈λ, i, µ〉, which are sorted by the first value λ as the key.
In the triplet 〈λ, i, µ〉, λ and µ correspond to a certain
pair of (λi,j , µi,j) values from Mi. Variable cur keeps
count for the estimated density of the current bucket
until it reachesm, in which case, a new boundary b[k] is
determined. Each while loop handles one sampled value
λij . There are at most t elements in Q, hence each while
loop costs O(log t) time. The total time complexity is
O(st log t) because of t(s+1) rounds of the while loop.
We should point out that the complexity of Algo-
rithm 1 is insignificant compared to the problem size.
Utilization of computer cluster is justified only when
the problem size is big, and from previous works such
as [24], the size is in terms of billions of records and in
20 GB or more. Thus, the value of t is very small in
comparison to n. In our experiments, the runtime for
Round 2, including Algorithm 1, is found to be negligi-
ble for all test cases.
3.1.2 Analysis
From our discussion in Section 2, we consider total
workload to be the maximum of input size and output
size. For the sorting problem, input size = output size =
n. The workload of a machine at a round is given by the
number of objects distributed to the machines during
that round. In the first round of SMMS, all machines
are assigned equal workload. In Round 2, the workload
is the t(s + 1) samples which is small compared to n.
Algorithm 1: Computing Bucket Boundaries
Input : λi,j , µi,j , 1 ≤ i ≤ t, 0 ≤ j ≤ s
Output: Global boundaries b[k], 0 ≤ k ≤ t
1 Initialize: Create an empty priority queue Q;
∀1 ≤ i ≤ t: pastpdf [i] = 0; next[i] = 0; push
〈λi,0, i, µi,0〉 into priority queue Q;
pdf = 0; pre = 0; cur = 0; k = 0; flag = 0;
2 while Q 6= ∅ do
3 〈λ, i, µ〉 ← TopAndPop(Q); /*λ and µ from Mi */
4 if flag == 0 then
5 b[k] = λ, k ++, f lag = 1; /*first boundary*/
6 if (λ− pre)× pdf + cur < m then
7 cur+ = (λ− pre)× pdf ; /*keep count*/
8 else
9 b[k] = (m − cur)/pdf + pre, k ++; /* new
bucket */
10 cur = (λ− pre)× pdf + cur −m; /* keep count
for new bucket*/
11 pre = λ; /*update previous boundary*/
12 pdf = pdf − pastpdf [i] + µ; /* update pdf */
13 pastpdf [i] = µ; /*pdf µ will be obsolete for Mi*/
14 if !next[i] then
15 push〈λi,next[i], i, µi,next[i]〉into Q,next[i]++;
16 bt = λ return b[k], 0 ≤ k ≤ t;
Hence, we need only analyze the workload distribution
at Round 3.
Theorem 1 At Round 3 of SMMS sorting, the work-
load of each machine is bounded by (1 + 2/r+ t2/n)m.
Proof : The main idea is to analyze the workload as de-
termined by the bucket boundary. In the first round the
m = n/t objects in each machineMi are sorted and di-
vided into s equi-depth (equi-frequency) intervals. We
define [λi,j , λi,j+1) as a local interval at machine Mi.
Let us consider a global bucket [bk−1, bk) as obtained
in Round 2. For each machineMi, we denote the num-
ber of objects from the local interval [λi,j , λi,j+1) which
are in the global bucket [bk−1, bk) by ai,j while its esti-
mated count in [bk−1, bk) is ei,j . Thus, ǫi.j = ai,j − ei,j
is the error contribution of local interval [λi,j , λi,j+1) to
the global bucket density estimation, and ǫi =
∑
j ǫi.j is
the total error contribution of machineMi to the global
bucket density. If ǫi is positive, we have an underesti-
mation; if ǫi is negative, we have an over-estimation.
If objects in Rounds 1 and 2 are uniformly dis-
tributed in each interval [λi,j , λi,j+1), where 1 ≤ i ≤ t,
0 ≤ j < s, then every Mk’s workload in Round 3 is m
since each global bucket density is m according to the
algorithm, i.e., D[bk−1, bk) = m, where 1 ≤ k ≤ t.
Otherwise, D[bk−1, bk) = m does not hold, but we
can bound the density D[bk−1, bk) as follows. Given a
global bucket [bk−1, bk), where 1 ≤ k ≤ t, we consider
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Case1 Case1Case2 Case3 Case4
m/s m/s m/s m/s m/s
Fig. 2 Workload Analysis
for each Mi the local interval [λi,j , λi,j+1), there are
the following four cases.
[CASE 1]: [λi,j , λi,j+1) ⊆ [bk−1, bk). In this case no
error is introduced by this local interval in comput-
ing the bucket density D[bk−1, bk) in Algorithm 1, i.e.,
ǫi.j = 0 since ai,j = ei,j . For example, this is the case
for [λi,1, λi,2) and [λi,2, λi,3) in Figure 2.
[CASE 2]: bk−1 ∈ [λi,j , λi,j+1), then only some sub-
interval P of [λi,j , λi,j+1) falls in [bk−1, bk). In this case
error can be introduced by this local interval. The error
ǫi.j introduced by this local interval is upper bounded
by ⌈m/s⌉, when ai,j = m/s, and ei,j ≈ 0. For example,
such a case holds for [λi,0, λi,1) in Figure 2.
[CASE 3]: bk ∈ [λi,j , λi,j+1), then only some sub-
interval P of [λi,j , λi,j+1) falls in [bk−1, bk). The analysis
is similar to CASE 2, except that at least one object
must be located at the boundary λi,j+1 by construction.
Hence the error is given by ǫi.j ≤ ⌈m/s⌉ − 1. As an
example, this case holds for [λi,3, λi,4) in Figure 2.
[CASE 4]: [λi,j , λi,j+1)∩ [bk−1, bk) = ∅. In this case,
ǫi.j = 0 since ai,j = ei,j = 0. For example, see [λi,4, λi,5)
in Figure 2.
Given a bucket [bk−1, bk), for eachMi, at most one
of its local intervals belongs to CASE 2 and at most one
of its local intervals belongs to CASE 3. Hence eachMi
can contributes at most 2m/s+1 error in the estimation
of D[bk, bk−1), i.e., ǫi = 2m/s + 1. Therefore, for each
bucket [bk−1, bk), the total error can be at most (2m/s+
1) ∗ t = 2m/r + t (since s = rt), because of t machines
and the fact that the estimated bucket density is m.
Hence, the actual bucket density is at mostm+2m/r+t
= (1 + 2/r + t/m)m. Thus, in Round 3 of SMMS, the
workload of every machine Mi, 1 ≤ i ≤ t, is upper-
bounded by (1 + 2/r + t2/n)m. ⊓⊔
Theorem 1 gives a bound for the worst case work-
load distribution. We choose r to be a small integer.
For example, if n ≥ 25M , r = 2, and t = 50, then the
workload for each machine is bounded above by ≈ 2m.
If n ≥ 75M , r = 6, and t = 50, then this bound be-
comes ≈ 1.3m. To our knowledge, SMMS has the best
theoretical bound for workload balancing among known
sorting algorithms.
Theorem 2 Given n objects and t machines, SMMS
sorting is (3, (1 + 2/r+ rt3/n))-minimal given t3 ≤ n.
Proof : Firstly, SMMS consists of 3 rounds when imple-
mented in MPI. Let k = (1+2/r+ rt3/n). The compa-
rable sequential algorithm Aseq is taken as the external
merge sort algorithm on the given data set on a sin-
gle machine, since SMMS sorts and merges the objects.
In Inequality (1), Wseq = n = mt. From Theorem 1,
since r is a positive integer, Inequality (1) for workload
distribution holds for SMMS.
For Inequality (2), N = 2n = 2mt, since n is both
the input size and the output size. For Round 2, M1
receives β = rt2 objects, and sends γ = t2 values. Since
m = n/t, β = (rt3/n)m and γ = (t3/n)m. Thus, β +
γ ≤ (rt3/n)2m. From Theorem 1, in Round 3, each
machine Mi, 1 ≤ i ≤ t, sends at most m objects and
receives at most (1 + 2/r + t2/n)m objects. The total
objects sent and received by Mi in Round 3 is given by
(2 + 2/r + t2/n)m < (1 + 2/r + t2/n)2m ≤ (1 + 2/r +
rt3/n)N/t. Hence, Inequality (2) holds for SMMS.
The computation time includes that of sorting, merg-
ing and the bucket boundary computation. The cost
is dominated by the sorting process. On each machine
the time taken for the sorting at Round 1 is given by
O(m logm) = O((n/t)(log n− log t)) = O((n log n)/t).
Note that Aseq takes O(n logn) time. For the bucket
boundary computation, the cost at M1 is given by
β = O(st log t) = O(rt2 log t). Since r is a small con-
stant, if t3 < n, β = O((n log n)/t). Hence, Equality (3)
holds. We derive that SMMS is (3, (1 + 2/r + rt3/n))-
minimal given t3 ≤ n. ⊓⊔
We choose r to be a small integer. For example, if
n ≥ 25M , r = 2, and t = 50, then from Theorem 2,
SMMS is (3,2.01)-minimal. If n ≥ 75M , r = 6, and
t = 50, then SMMS is (3,1.35)-minimal. These show
that SMMS is highly effective in the parallelization of
the computation. The performance guarantee of SMMS
is confirmed by our empirical study where we show close
to perfect workload distributions and results of speedup
that follow a near-linear increase with the number of
processors.
3.2 Terasort - a randomized algorithm
Terasort is a parallel algorithm proposed to sort data
in the size range of terabytes [20]. There are 3 rounds
in Terasort: (1) a random sample set is collected from
the input. (2) From the sample set, range boundaries
are determined for t contiguous but disjoint ranges that
(α, k)-Minimal Sorting and Skew Join in MPI and MapReduce 7
partition the data according to the sort key values. (3)
The objects that fall into a particular range are sent to
a corresponding machine. Each machine will then sort
the objects received so that combining the results of all
machines gives a sorted result of the given dataset. The
pseudo code for Terasort is given in Figure 3. We have
implemented Terasort in MPI and it takes 3 rounds
as described. Note that if implemented in MapReduce,
then Rounds 1 and 2 form one MapReduce job, and
Step 3 forms another MapReduce job.
Terasort
Round 1 : Every machine Mi, 1 ≤ i ≤ t, samples each
object from its local storage with probability ρ independently.
The samples are sent to M1.
Round 2 : Let Ssamp be the set of samples received by
M1, and s = |Ssamp|.M1 sorts Ssamp and picks b1, ..., bt−1
where bi is the ⌈i × s/t⌉-th smallest object in Ssamp, for
1 ≤ i ≤ t − 1. Each bi is a boundary object. M1 sends
b1, ..., bt−1 to each other machine.
Round 3 : Assume b1, ..., bt−1 have been sent to all ma-
chines. Every Mi sends the objects in (bj−1, bj ] from its lo-
cal storage to Mj , for each 1 ≤ j ≤ t, where b0 = −∞ and
bt =∞ are dummy boundary objects.
Every Mi sorts the objects received
Fig. 3 Terasort
Let Si = S ∩ (bi−1, bi], for 1 ≤ i ≤ t. In Round 3, Si
is collected by Mi and they are sorted. An interesting
and useful result is derived in [24] showing that if the
sample probability ρ is set to 1/m ln(nt), then with high
probability, the number of objects distributed to each
machine is O(m). Our objective is (α, k)-minimality for
a small k. Hence, we aim to ensure that the load distri-
bution, |Si|, is bounded by km for a small k.
We first make some change to the above algorithm in
the randomization step (Round 1). We replace the step
of sampling each object with probability ρ = ln(nt)/m
by Algorithm S below. Algorithm S will always return
exactly ⌈ln(nt)⌉ objects.
Algorithm S: Given objects o1, ..., om, initially no ob-
ject is selected. Next consider objects one by one from
o1 to om, when considering object ok, let j be number
of objects already selected, select object ok with prob-
ability (⌈ln(nt)⌉ − j)/(m− k + 1).
We have the following lemma from [8,12,13].
Lemma 1 With Algorithm S, exactly ⌈ln(nt)⌉ objects
will be selected by Mi and the sampling is completely
unbiased so that the probability of selecting any given
object is ⌈ln(nt)⌉/m.
Fig. 4 4 groups of sliding buckets with 4m objects per
bucket, t = 16, |S| = 4(4m), h = 4, k = 0
From Lemma 1, the size of s = |Ssamp| = t⌈ln(nt)⌉.
We shall prove that Terasort with this sampling algo-
rithm approaches close to 5-linear speedup with high
probability. Our proof makes use of the Chernoff bound
and properties of a set of sliding buckets constructed
out of the list of sorted objects. First we describe the
Chernoff bound to be used.
Let X1, ..., Xn be independent Bernoulli variables
with Pr[Xi = 1] = pi, for 1 ≤ i ≤ n. Set X =∑n
i=1Xi and µ = E[X ] =
∑n
i=1 pi. The Chernoff bound
states that for any 0 < α < 1, Pr[X ≤ (1 − α)µ] ≤
exp(−α2µ/2).
Theorem 3 Given n ≥ 4t as input size for Terasort
with Algorithm S, |Si| ≤ 5m+1 with probability at least
1− 1/n.
Proof : Given |S| = n and m = n/t. Let Ssamp be the
set of samples received by M1. From Lemma 1, s =
|Ssamp| = t⌈ln(nt)⌉.
Imagine that S has been sorted in ascending or-
der. From the sorted list we form overlapping sub-lists
or buckets in a sliding window manner. (Note that
the buckets defined here are different from the buck-
ets defined for SMMS.) Since |S| = n = mt, let |S| =
n = 4hm + k, where h, k are integers and 0 ≤ k < 4.
Each bucket has 4m up to 4m + 1 objects. We form 4
groups of buckets. The first group is a partition of S
forming ⌊t/4⌋ buckets, so that each of the first k buck-
ets contains 4m+ 1 objects, and each of the remaining
buckets contains 4m objects. The j-th group of buckets
are formed beginning with the ((j − 1)m+1)-th object
in S, so that the first k − j buckets contain 4m + 1
objects each and the remaining buckets contain 4m ob-
jects each. There are t − 3 buckets in total. If we sort
the buckets according to their smallest object, and call
the resulting ordered buckets bucket 1, ..., bucket t− 3,
then a bucket and its next bucket overlap by either 3m
or 3m + 1 objects. Figure 4 shows the scenario where
|S| = 4(4m), i.e. h = 4 and k = 0.
Si is defined to be between two boundary objects.
Suppose that each bucket contains at least one bound-
8 Silu Huang, Ada Wai-Chee Fu
ary object, then the furthest distance between two con-
secutive boundary objects is found when a boundary
object is the smallest object in bucket j and another
boundary object is the greatest object of bucket j + 1,
for 1 ≤ j ≤ t− 3. Hence |Si| ≤ 5m+ 1. Next we deter-
mine the condition for each bucket to contain at least
one boundary object.
A bucket β definitely includes a boundary object
if β covers more than ⌈ln(nt)⌉ = s/t samples, as one
boundary object is taken every ⌈s/t⌉ consecutive sam-
ples. Let |β| be the number of objects in β. |β| ≥ 4m.
Define random variables xj , 1 ≤ j ≤ |β|, to be 1 if
the j-th object in β is sampled, and 0 otherwise. Let
X =
∑|β|
j=1 xj = |β ∩ Ssamp|
Clearly, E[X ] ≥ 4mρ = 4⌈ln(nt)⌉. Thus,
Pr[X < ⌈ln(nt)⌉]
= Pr[X < (1− 0.75)4⌈ln(nt)⌉]
≤ Pr[X ≤ (1− 0.75)E[X ]]
≤ exp
(
−(0.75)2E[X]2
)
... by Chernoff Bound
≤ exp
(
−0.5625 4⌈ln(nt)⌉2
)
≤ exp(− ln(nt)) ≤ 1/(nt)
We say that a bucket fails if it covers no bound-
ary object. The above shows that a bucket fails with
probability at most 1/(nt). There are t − 3 buckets.
As in the construction of the buckets, we can partition
the t − 3 buckets into 4 groups so that there are t/4
buckets in the first group and t/4 − 1 buckets in the
remaining groups. In each group, all the buckets are
non-overlapping, and the probability of one or more of
these buckets fail is bounded by t/4× 1/(nt) = 1/(4n)
or (t/4 − 1) × 1/(nt) < 1/(4n). By union bound, the
probability that one or more buckets fail overall is up-
per bounded by 4 ∗ 1/(4n) = 1/n. ⊓⊔
Corollary 1 The workload Wi at each round of Tera-
sort is upper-bounded by (5+t/n)Wseq/t with probability
at least 1− 1/n.
Theorem 4 Given n objects and t machines, assuming
ln(nt) < t, Terasort with Algorithm S is (3, (5+ t3/n))-
minimal with a probability of 1− 1/n.
Proof : Firstly, there are 3 rounds when Terasort is
implemented in MPI. The comparable sequential algo-
rithm Aseq is the external merge sort algorithm on the
given data set on a single machine. From Theorem 3,
since 5m+1 = (5+1/m)m = (5+t/n)m < (5+t3/n)m,
the workload distribution of Terasort satisfies Inequal-
ity (1). Next consider Inequality (2). For Round 2, M1
receives β = t ln(nt) objects, and sends γ = t2 ob-
jects. Since m = n/t. We have β = (t2 ln(nt)/n)m and
γ = (t3/n)m, thus, β + γ < (t3/n)2m if ln(nt) < t.
For Round 3, each machine sends at most m objects
and receives at most 5m + 1 objects. Hence, Inequal-
ity (2) is satisfied. The computation time includes that
of sorting, merging and the bucket boundary compu-
tation. The cost is dominated by the sorting process.
On each machine the time taken for this sorting is
O(m logm) = O(n/t logn/t). The computation time
for Aseq is O(n logn). Hence, Equality (3) holds. ⊓⊔
3.3 Discussion
So far we have considered sorting a set of objects. The
problem is more complex for sorting a bag of objects
in which some objects may have the same key. To deal
with this, for SMMS, after the first round where each
machine sorts its portion of data, objects with the same
key will be assigned a special object key type. The ob-
ject key will consist of the machine id so that such keys
assigned to objects of the same original key in all ma-
chines are unique. With the object keys, we deal with
the bag of objects as a set of objects.
In the previous subsections we showed that our pro-
posed method of SMMS and Terasort are (3, k)-minimal
for some small k values. As in [24], we can extend these
properties to other problems that use sorting as a major
step, including the problems of ranking, skyline, group
by queries, semi-join, and sliding aggregation.
Comparing Theorem 1 and Corollary 1, SMMS has
a better theoretical guarantee for workload balancing.
From the results of (α, k)-minimality for SMMS and
Terasort, SMMS enjoys a smaller k value. Another ad-
vantage of SMMS is that if we only allow internal sort-
ing, then the RAM requirement of each machine is to
holdm objects, which is needed for the first round when
data is distributed evenly to all machines. For the sec-
ond round, we only need storage to hold t2 objects. For
Round 3, each machine merges sorted data objects from
all machines, and for that we can use a priority queue
of size t. The sorted objects from all machines are en-
tered into the priority queue in sorted order. Whenever
the queue is full, the minimum value is deleted from
the queue and output to disk. The main memory re-
quired for this process is O(t). Since t << m, overall,
we only need storage to hold m objects at each ma-
chine. There is no comparable RAM storage bound for
Terasort, which requires much more RAM storage for
a similar guarantee.
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4 Skew Join
We consider the equi-join of two tables S and T . Due
to its importance, Hadoop offers a standard solution,
Standard Repartition Join2 [2]. This is a MapRe-
duce algorithm. In the map phase, each map task works
on a split of S or T . Each tuple is tagged with the table
name S or T . The extracted join key and the tagged
tuple are output as a (k, v) pair. In the shuffling phase,
all tuples for each join key value are input to a reducer.
The reducer separates the tuples into two sets, one from
each table, by means of the table tag. Then a cross-
product operation is carried out over the two sets and
the result is returned as part of the answer. A major
problem with this method is that it cannot handle skew
data. If some join key value appears in a large number
of tuples in both S and T , then the join result for this
key will be very large, and the workload for the machine
handling this key will be excessively heavy compared to
other machines. This greatly affects the overall speedup.
In this section we study this problem of Join Product
Skew (JPS).
4.1 Preliminaries
We consider the problem of joining two tables S and
T with an equality join condition of S.ρ = T.ρ for a
certain join key ρ. As in [18], we model the join re-
sult by means of a |S| × |T | join-matrix Γ as shown
in Figure 5(b). In this matrix, S and T are sorted by
the join key into ordered lists
−→
S = s1, s2, ..., s|S|, and
−→
T = t1, t2, ..., t|T |. In Figure 5(b), the key values for
s1, ..., s|S| are b, d, d, d, d, f , correspondingly. The ma-
trix entry Γ (i, j) is true (shaded) iff si.ρ = tj .ρ. The
join result for a certain join key k form a shaded rect-
angular region in Γ , we call this region the join result
for k, or simply result(k). For example, in Figure 5(b),
the join result for key d, denoted by result(d), is the
shaded rectangle of size 4 ∗ 3.
Suppose k is a join key, we say that the size of the
join result for k isM ×N ifM and N are the number
of tuples with key k from S and T , respectively. For
example, in Figure 5(b), the join result for key d has
size 4×3, which is the cross product of tuples 2 to 5 from
S and 2 to 4 from T . Next we define the skew factor to
indicate how large the join result size is compared with
the total size of S and T , where size is measured by the
number of tuples.
2 This solution is found in the package
org.apache.hadoop.contrib.utils.join.
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Fig. 5 (a) machine matrix A for 4 machines (t = 4), a =
b = 2. (b) join matrix Γ and randomized tuple-to-interval
mapping
Definition 1 (Join Skew Factor σ) The skew factor
of the join, S ⋊⋉ T , of two tables S and T is given by σ
if |S ⋊⋉ T | = σ(|S|+ |T |).
4.2 RandJoin- A Randomized Algorithm
In this subsection, we introduce our randomized algo-
rithm for handling skew join. We call our algorithm
RandJoin.
4.2.1 Machine Matrix A
Let the number of machines be t, we determine two
integers a and b such that firstly, a × b = t and sec-
ondly, among all a, b satisfying a × b = t, a|T | + b|S|
is minimized. We shall see that a × b = t is a suffi-
cient condition for our workload balancing guarantee.
The minimization of a|T | + b|S| can lead to some mi-
nor improvement for load balancing related to the join
input size to each reducer. The reason for this choice
will be explained later. With the values of a and b, we
form a a×b matrix A called the machine matrix. For
matrix A, we call the first dimension S and the second
dimension T . Each A[i, j] is assigned a unique machine.
We say that A[i, j] lies on interval i of S and interval
j of T .
Example 1 Fig.5(a) shows the machine matrix A given
4 machines. The two dimensions of S and T each con-
sists of 2 intervals. That is, a and b are both 2. The
machines are assigned to the matrix elements so that
machinesM1,M2,M3, andM4 are assigned toA[1, 1],
A[1, 2], A[2, 1], and A[2, 2], respectively.
4.2.2 Tuple-to-Interval Mapping
We assign tuples to machines by a randomized algo-
rithm. For each tuple in S we randomly select an in-
teger i in 1, ..., a and map the tuple to interval i of S
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in the machine matrix A. For each tuple in T , We ran-
domly select an integer j in 1, ..., b and map the tuple
to interval j of T in A. Then each tuple is assigned to
the machines as follows: if an S tuple x is mapped to
interval i of S in matrix A, then x is sent to each of the
b machines assigned to A[i, 1], A[i, 2], ..., A[i, b]. If a T
tuple y is assigned to interval j of T in A, then y is sent
to each of the a machines assigned to A[1, j], A[2, j],
..., A[a, j]. Each machine computes the cross-product
of all the S tuples and T tuples that it has received.
Hence the join result for tuples x and y, if any, will be
uniquely generated by the machine assigned to A[i, j].
Example 2 : In Figure 5(b), we show the join matrix
for the tables S and T . Each table contains 6 tuples.
We show that tuples 2,3,4,5 of S are randomly assigned
interval numbers 1,2,2,1. Then the second tuple of S
will be mapped to the first interval on S in matrix A
in Figure 5(a), and it will be sent to machines M1 and
M2. The join result in the join matrix for the darker
shaded area will be generated by machine M1.
From the above tuple-to-interval mapping, each tu-
ple in S is assigned to b machines, and each tuple in
T is assigned to a machines. By selecting a and b that
minimize a|T | + b|S| we minimize the total input size
to the machines in the number of tuples. Note that this
optimization has no impact on the output size, which
is dominating.
Note also that the assignment of a tuple to multiple
machines is necessary to distribute the workload. As-
sume on the contrary that each tuple is only assigned to
one machine. Then, in Figure 5, all the tuples in the join
result must be assigned to a single machine. For skew
data, this will result in highly unbalanced workload,
similar to the problem found in the Standard Reparti-
tion Join algorithm in the standard Hadoop package.
We have implemented RandJoin in Hadoop MapRe-
duce. There is only one MapReduce round. The MapRe-
duce program is shown in Figure 6.
4.2.3 Analysis of RandJoin
Next we analyse the workload distribution under Rand-
Join. Consider a join result of size M × N . Let Xi1 ,
Xi2 ,...XiM be random variables, such that Xik = 1 if
the ik-th tuple from S is assigned to interval i of S and
X =
∑
kXik . Analogously, let Yj1 , Yj2 ,...YjN be ran-
dom variables, such that Yjk = 1 if the jk-th tuple from
T is assigned to interval j of T and Y =
∑
k Yjk . Hence
X (Y ) is the number of tuples assigned to an interval
on S
(
T
)
. Note that both X and Y follow binomial dis-
tribution since each row and each column of the matrix
RandJoin
Given t machines, we determine integers a and b such that
ab = t.The a×bmatrix A is formed and machines are assigned
to A[i, j] for 1 ≤ i ≤ a, 1 ≤ j ≤ b.
Map Phase:
Mi reads the values of pairs of the form ((k, S), v) or
((k, T ), v) where k is the join key value, S and T are the
table ids, v is the payload. Note that (k, S) and (k, T ) are
composite keys.
For a tuple from S of the form ((k, S), v), Mi randomly
select an integer i in [1, a], and we map this tuple to interval
i of S. Next we send the tuple to the machines assigned to
A[i,1], ..., A[i, b]. Similarly for each T tuple, we randomly
select an integer j in [1, b], map the tuple to interval j of T ,
and send the tuple to the corresponding machines.
Reduce Phase:
Each machine Mi receives tuples from the map phase, and
join results are generated by a cross-product of tuples of
the same key from S and from T .
Fig. 6 MapReduce algorithm for RandJoin
A is assigned uniformly at random to tuples (with ran-
dom selections from [1, a] and [1, b], respectively), while
X and Y are independent with each other.
X ∼ B(M, 1/a); Y ∼ B(N, 1/b)
E[X ] = µx =M/a; E[Y ] = µy = N/b
Suppose X tuples out of S are mapped to interval
i and Y tuples out of T are mapped to interval j, and
machine Mr is assigned to A[i, j], then X × Y out of
the join result size of M ×N are assigned to Mr. For
example, in Fig.5 (b), 2 out of 4 key d tuples in S and
2 out 3 key d tuples in T are assigned to machine M1,
hence 2× 2 = 4 of the join result tuples are assigned to
M1.
E[XY ] = E[X ]E[Y ] = MNab = (MN)/t = µxµy (5)
Pr[X > (1 + δ)µx] <
(
eδ
(1+δ)1+δ
)µx
(6)
We have the above probability inequality according
to Chernoff Bound. We shall apply this inequality to
derive a bound for the output size for each machine.
Let f(δ) =
(
eδ
(1+δ)1+δ
)
(7)
Then we have Pr[X > (1 + δ)µx] < (f(δ))
µx (8)
Similarly, Pr[Y > (1 + δ)µy] < (f(δ))
µy . (9)
Lemma 2 Given f(δ) as defined in Equation 7,
Pr[XY < (1 + δ)2MN/t] > 1− (f(δ))µx − (f(δ))µy
(α, k)-Minimal Sorting and Skew Join in MPI and MapReduce 11
Proof : If X < (1+δ)µx and Y < (1+δ)µy then XY <
(1+δ)2µxµy or XY < (1+δ)
2MN/t. By Union Bound,
the probability that X > (1 + δ)µx or Y > (1 + δ)µy
is bounded above by Pr[X > (1 + δ)µx] + Pr[Y >
(1 + δ)µx]. Hence the lemma follows from Equations 8
and 9. ⊓⊔
Corollary 2 If M/a ≥ 300 and N/b ≥ 300 then the
probability that XY < 2MN/t is greater than 1− 1.2×
10−9.
Proof : Let us set δ = 0.4, then f(δ) < 0.9315. If µx =
300, then (0.9315)µx < 5.7 × 10−10. If µy = 300, then
(0.9315)
µy < 5.7× 10−10. By Lemma 2, the probability
that XY < (1.4)2MN/t < 2MN/t is greater than 1 −
2× 5.7× 10−10 > 1− 1.2× 10−9. ⊓⊔
Suppose we have 100 machines, Corollary 2 says
that given that the join result size for a key is at least
M×N = 3000×3000, then the probability that the join
result assigned for any machine is no more than twice
the even distribution size is at least 1− 1.2× 10−9.
The above result is for the join result for one key
only. We can have join results for more keys. If all join
results satisfy the condition stated in Corollary 2, since
they are independent in the randomization process, the
workload distribution guarantee also holds.
To our knowledge, the above results are the best
known workload distribution guarantees for skew join
algorithms compared with previous works.
Corollary 3 If the join results for each join key is ei-
ther an empty set or a set with size M × N where
M/a ≥ 300 and N/b ≥ 300, then the probability that
the workload of any machine is less than twice the even
workload is more than 1− 1.2× 10−9.
Theorem 5 RandJoin is (1, (2 + t/σ))-minimal with
a probability of 1 − 1.2 × 10−9 if each non-empty join
result for a join key has size M ×N where M/a ≥ 300,
N/b ≥ 300, for integers a, b, s.t. ab is the number of
machines, and σ is the skew factor.
In the above the term t/σ covers the input size of a
machine, which is bounded by |S|+|T | ≤ 1/σ(|S ⋊⋉ T |).
Since n = (|S| + |T | + |S ⋊⋉ T |) >= (σ + 1)(|S| +
|T |), thus|S|+ |T | <= (mt)/(σ+1). Since the skew fac-
tor σ is typically very large, RandJoin is approximately
(1, 2)-minimal.
4.3 StatJoin - A Deterministic Algorithm
In this section we introduce a deterministic algorithm
StatJoin for handling the skew join problem The ma-
jor idea for StatJoin is the partitioning of data based
on statistical information.
4.3.1 Statistics Collection
In Algorithm StatJoin, we first collect statistics from
the two tables S and T . For this purpose, we apply a
parallel sorting algorithm such as Terasort or SMMS
for each of S and T , allowing for repeated keys. After
sorting, each Mi contains sorted portions or buckets
PSi and P
T
i of S and T , respectively. All occurrences
of the same join key will be collected at one single ma-
chine. Then each machine calculates the sizes of the join
results for different join keys, and the total join result
size that will be generated from PSi and P
T
i . The result
sizes are measured in number of tuples. Based on such
statistics, a task distribution algorithm is applied on all
the join tasks.
Let W be the total join result size. A join result of
a key with a size greater than W/t is called a big join
result, otherwise, it is called a small join result. Note
that the biggest size of a small join result is W/t. We
decide on the task distribution by first considering the
big join results, followed by the consideration of the
small join results.
Although the statistics collection requires a sorting
of the input datasets, the overhead for this computation
is insignificant when compared to the overall runtime.
From our experiments, the overall runtime is no more
than that of the RandJoin algorithm which does not
require any statistics collection step. There are two rea-
sons for these results. The first reason is that sorting
of the input is not costly when compared to the join
operation, because the input size is very small when
compared to the result size. The second reason is that
in the MapReduce process, the shuffling step sorts the
key-value pairs and the sorting is sensitive to the origi-
nal sorted ordering of the keys. The sorting in StatJoin
leads to a more efficient shuffling step when compared
to RandJoin. In other words, the sorting in StatJoin is
a useful computation for the later join step.
4.3.2 Big Join Results
We consdier the big join results one at a time, in an
arbitrary order. Let B be a big join result with a size
ofM ×N , where (j− 1)W/t < MN ≤ jW/t. We apply
a result-to-machine mapping method for B with the
number of machines set to j. Without loss of generality,
let the machines assigned be M1, ...,Mj . The result of
the mapping is that each machine Mi will be mapped
to a rectangular region in the join result B. Each rect-
angular region is defined by a quadruple 〈lis, h
i
s, l
i
t, h
i
t〉,
where lis, h
i
s are two tuple id’s in table S, where l
i
s < h
i
s,
and lit, h
i
t are two tuple id’s in table T , where l
i
t < h
i
t.
A tuple in table S with id in [lis, h
i
s] is assigned to Mi.
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Similarly, a tuple in T with id in [lit, h
i
t] is assigned to
Mi. For example, in Figure 5 (b), suppose we divide
the join result horizontally into 2 equal sized rectangles.
The top rectangle is defined by 〈2, 3, 2, 4〉. Suppose this
rectangle is assigned to machineM2. Then tuples 2 and
3 of S, and tuples 2, 3, and 4 of T will be assigned to
M2.
We divide the MN result tuples among j machines
by partitioning the longer side of the rectangle B into j
intervals as evenly as possible. Without loss of general-
ity, assumeM ≥ N . ThenM is divided into j intervals.
Each of the j intervals and the side of size N of region
B form a rectangle in B. Hence B is partitioned into j
such rectangles. We call these rectangles the mapping
rectangles. There are two possible cases for the size of
MN :
1. MN = jW/t. In this case, the j mapping rectangles
are of the same size of W/t. The output of each
mapping rectangle are assigned to one of j machines
that have not been assigned any big join result so
far. We send the N tuples on the T side of B and
tuples along interval i, 1 ≤ i ≤ j, on the S side of
B, to Mi.
2. MN < jW/t. Since we partition the longer side of
B (with M tuples) as even as possible, each interval
has either ⌈M/j⌉ or ⌊M/j⌋ tuples. Thus, the small-
est mapping rectangle Rmin has a size smaller than
W/t. For each of the j−1 mapping rectangles other
than Rmin, the corresponding tuples are processed
as in Case (1) above, so that their output are as-
signed to j − 1 machines. For Rmin, it is treated
as a small join result, which is to be processed as
described in the next subsection. We call Rmin a
residual join result.
Note that in the above, each machine is assigned at
most one mapping rectangle. No rectangles from two
or more big join results will be assigned to the same
machine. Also note that the number of machines thus
assigned is no more than t.
4.3.3 Small Join Results
After the big join results are assigned to the machines,
we deal with the result-to-machine mapping for the
small join results. The small join results include those
residual join results, for the smallest mapping rectan-
gles Cmin that are generated in Case (2) in the pro-
cessing of big join results. We consider small join re-
sults for different join keys one by one, each time we
assign the next join result to the machine with a small-
est assigned workload, we continue until all results are
mapped. Note that the small join results do not need to
be sorted in any order. We shall show that the algorithm
terminates with a bound of 2W/t for the maximum join
result workload on any machine.
4.3.4 StatJoin Algorithm
The pseudocode of StatJoin is shown in Figure 7. First
the tuples of each table S and T are distributed evenly
to each machine. Each machine sorts its portions of data
on the join key in both S and T by adopting a paral-
lel sort mechanism such as Terasort or SMMS. In Step
2, after the sorting, statistics are collected at each ma-
chine and sent to a file folder F2. Step 3 determines the
result-to-machine mapping based on the statistics. Step
4 applies the mapping to send tuples of S and T to the
mapped machines. In step 5, each machine generates
join results from the received tuples. When implement-
ing StatJoin under the Hadoop MapReduce framework,
Steps 1 and 2 can be implemented as 2 rounds. Steps
3,4, and 5 can be implemented as one single MapRe-
duce round, where Step 3 is incorporated in the map
setup function. Step 4 is a map phase, and Step 5 is a
reduce phase.
4.3.5 Analysis
Next we examine some useful properties of StatJoin and
analyze the algorithm by means of (α, k)-minimality.
Lemma 3 Let W be the total size of all join results.
Given a big join result B with a size of M × N . If
max(M,N) ≥ t, then excluding any residual join re-
sult from B, the maximum number of tuples from B,
wB, assigned to any machine by the result-to-machine
mapping is less than 2W/t.
Proof : Without loss of generality, assume M > N . Let
(j − 1)W/t < MN ≤ jW/t. Hence max(M,N) =M ≥
t ≥ j. M/j ≥ 1. The maximum size wB is given by
⌈M/j⌉ × N . ⌈M/j⌉ × N < (M/j + 1)N = MN/j +
N . Since M/j ≥ 1, we have N ≤ MN/j. Hence the
maximum size wB is less than 2MN/j. Since MN ≤
jW/t, the maximum size is less than 2W/t. ⊓⊔
Theorem 6 Let the total join results size be W . With
StatJoin, the total size of the join results generated by
any machine is at most 2W/t.
Proof : In the following, we refer to the join result size
as work. Note that the biggest work load of a small
join result is W/t. We prove by contradiction. Suppose
a machine M has W ′ > 2W/t work. From Lemma 3,
after the mapping for big join results, each machine is
assigned no more than 2W/t work, hence the last join
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StatJoin
Rounds 1 and 2:
Step 1 : Same as Steps 1 to 3 of Terasort or SMMS Sorting.
Step 2 : Mi first sorts the data (with Terasort or SMMS).
ThenMi generates (k, kid, γ) to folder F1, where kid is the
id of a tuple with key k in table γ. Mi generates also the
statistics of (k, totalk, γ) to folder F2, where γ is the table
id, totalk is the number of tuples with key k in table γ.
Round 3
Step 3 : With the statistics from Step 2, compute the
result-to-machine mapping. Generate mappings of the form
(k, 〈ls, hs, lt, ht, i〉), i.e. the range of tuple ids is from ls to
hs in S and from lt to ht in T , and such tuples are mapped
to Mi.
Step 4 : Mi follows the result-to-machine mapping to as-
sign tuples from the local storage (allocated portion of data)
to all machines for the next step.
Step 5 :Mi generates join results from the received tuples
by the cross product operation.
Fig. 7 StatJoin - Deterministic algorithm for Skew Join
result assigned to M is a small join result. When the
last small join result Blast of size w is assigned toM, all
other machines must have at least W ′ − w work each,
since otherwise, Blast should be assigned to another
machine and not M. Hence, the smallest total work
assigned to all other machines is (W ′ − w)(t − 1) =
W −W/t+ t− 1 (when W ′ = 2W/t+1, and w =W/t).
The work W ′ ≥ 2W/t+ 1 is assigned to M. Thus, the
total work assigned to all machines is greater than W ,
we arrive at a contradiction since the total work is only
W . ⊓⊔
To our knowledge Lemma 6 gives the best workload
distribution guarantee among all known algorithms for
skew join from previous works.
Theorem 7 Given a join skew factor of σ, StatJoin is
(3, (2 + t/σ))-minimal if for each big join result B, if
the size of B is M ×N , then max(M,N) ≥ t.
As in Theorem 5, t/σ covers the input size of a ma-
chine.
5 Experimental Results
We report the results of our experiments to evaluate
our proposed algorithms with an objective to verify
our analysis based on (α, k)-minimality. Our experi-
ments for the parallel algorithms have been conducted
on a 16 machine cluster with a master machine and 15
slave machines. The master is a Dell R720 Server with
Dual 6-core Xeon E2620 2.0GHz, 192GB RAM and 4x
3TB SAS Hard Disk. Each slave machine is a Dell R620
Server - Dual 6-core Xeon E2620 2.0GHz, with 48GB
RAM and 2x 300GB SAS Hard Disk. All machines are
connected by a 1GB-ethernet switch. We have installed
Hadoop (version 1.2.1) on the cluster for MapReduce
algorithms. There are 6x2x15 = 180 cores in the slaves,
we can activate up to 180 workers in parallel for Hadoop
mappers or reducers. For sequential algorithms we have
run our jobs on a PC with Intel(R) Core(TM)i7-4770
3.4GHz, 4GB RAM and a 500GB hard disk.
We have implemented the sorting algorithms (SMMS
and Terasort) based on MPI, and the join algorithms
RandJoin and StatJoin based on Hadoop MapReduce.
The maximum number of reducers we use is 180 and
we notice that Hadoop assigns reducers evenly to the
15 machines in the cluster so that with 180 reducers,
each core in the cluster will be assigned one reducer. We
have set the DFS dfs.replication factor to 3, so that for
each data file, 3 duplicated copies will be maintained
by HDFS. It also means that whenever we write to a
file, the system writes to 3 different copies at the same
time. For failure resilience, HDFS will keep the 3 copies
at different slave machines. As we shall see, this has a
certain amount of impact on the overall performance.
The fs.block.size is set to 64MB. Other Hadoop param-
eters are set to the default values.
The computer cluster consists of 15 worker machines
each with 8 cores that share 2 hard disks. For massive
data the data transfer to and from the hard disks is a
major cost, and though we can utilize a maximum of
180 cores, the number of hard disks we can use is only
34 (including the 4 hard disks on the master node).
This means that the maximum speedup effect cannot
scale up to 180 as the number of cores, but only to some
factor between 34 (or less) and 180, depending on the
CPU workload versus the I/O workload for the algo-
rithm. Due to this mismatch of our computer cluster
with a typical cluster model, we shall call the parallel
computational units processes instead of machines in
our experiments.
We evaluate our algorithms by two measurements:
the workload distribution and the runtime. For sorting,
the workload is measured by the input size. For join, we
measure the workload by means of the join result size.
The sizes are given in the number of tuples unless other-
wise specified. We examine the workload imbalance
which is given by the ratio of the maximum workload
on a machine versus the even workload. For the run-
time, it is given by the longest runtime taken by any
process, and in all experiments it is the runtime of the
process given the maximum workload.
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Fig. 9 Comparing SMMS and Terasort for Random Dataset
with 18 billion objects (199.3 GB)
5.1 Results for Sorting
We evaluate the sorting algorithms of SMMS and Tera-
sort on a real dataset LIDAR and also on a synthetic
dataset. For SMMS, we set the value of r to 1 so that
each process samples t objects. For Terasort, we have
implemented two versions: one with Algorithm S, and
one without Algorithm S (as in [24,20]). Our results
show that the two alternatives give very similar parti-
tioning of the giving dataset S, and hence very similar
workload distributions and also overall runtime. In our
report we shall focus on Terasort with sampling algo-
rithm S. We vary the number of processes from 15 to
180, and measure both the workload distribution and
the runtime performance.
Real Data: We use the real dataset LIDAR3 for
experiments on sorting. This dataset has also been used
for the sorting experiments in [24]. LIDAR contains 8.27
billion records, each of which is a 3D point representing
a location in North Carolina. We sort the records by the
first dimension. The dataset size is 123GB.
Synthetic Data : We have generated 4 sets of ran-
dom data, with 1.8 billion objects, 5.4 billion objects,
9 billion objects and 18 billion objects. The sizes of
these datasets are 19.9 GB, 59.9 GB, 99.8 GB and
199.3 GB, respectively. The key of each data object in
a dataset is a randomly generated number in the range
3 Downloadable from http://www.ncfloodmaps.com
1.8 5.4 9 18
0.8
1
1.2
1.5
1.8
2
dataset size(billion) 
workload imbalance
 
 
 TeraSort
 SMMS
1.8 5.4 9 18
50
100
200
300
400
500
dataset size(billion)
total running time(sec)
 
 
 TeraSort
 SMMS
(a) workload (input size) (b) run time (sec)
Fig. 10 Sorting results for Random Datasets of different
sizes with 120 processes
Dataset S1.8b S5.4b S9b S18b LIDAR
Aseq 1540s 4718s 7914s 15911s 8405s
SMMS(15) 237s 715s 1254s 2522s 1099s
SMMS(30) 123s 369s 648s 1270s 577s
SMMS(60) 66s 198s 343s 673s 314s
SMMS(120) 39s 113s 203s 396s 182s
Table 1 Total runtime for sequential sorting and SMMS(t),
where t is the number of processes
of [1, 12×106]. We generate unique objects in each ma-
chine.
5.1.1 Workload Imbalance
The results of workload imbalance are shown in Figures
8(a), 9(a), and 10(a). In all cases, SMMS distributes
the workload very evenly and the imbalance is close to
the optimal value of 1. TeraSort has comparably much
larger workload imbalance, in most cases the maximum
workload of a process is above 1.5 of the optimal load.
The imbalance affects the performance in runtime. An-
other negative effect of the imbalance is the need of
larger storage or main memory for TeraSort for sup-
porting the larger data size on a cluster node. The re-
sults show the superiority of the bucket boundary se-
lection of SMMS as compared to TeraSort.
5.1.2 Runtime Comparison
The runtime results are shown in Figures 8(b), 9(b),
and 10(a). It can be seen that SMMS achieves almost
linear speedup, going from 15 to 30 processes almost
halved the runtime and similarly going from 30 to 60,
and 60 to 120 processes. This result is a consequence of
the highly even workload distribution.
The runtime of sequential sorting Aseq on our PC
and the runtime of SMMS are listed in Table 1. In this
table Sxb stands for the synthetic dataset with x billion
tuples. From these results, the time for running SMMS
on 15 processes is about 1/6 to 1/8 of the sequential
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time. The speedup is nearly linear considering that the
PC has a much faster CPU compared to the cluster
machines, and also local disk I/O is about 10 times
faster compared to network transmission time with our
machines.
5.2 Results on Skew Join
For the Skew Join experiments the dataset consists of
two input tables S and T . We adopt two different meth-
ods to form a dataset with skew join keys. The first
method is to generate tables with attributes drawn from
the Zipf distribution and maintaining the same distri-
bution for both tables so that each key has the same
frequency in both of the input tables. We shall vary the
Zipf skew parameter θ between 0 (skew) and 1 (uni-
form), i.e., Z(r) ∝ 1/r(1−θ), where r is a frequency
rank, Z(r) is the frequency of the item with rank r.
The second kind of skew data is generated as de-
scribed in [7]. For a table with n tuples, the join key has
a domain of [n, 2n). The special join key n appears in a
fixed number of tuples, while the remaining tuples are
randomly assigned a join key from [n, 2n). The output
tuple size is 95 bytes. The skew key k0 = n is generated
in both tables S and T , and it occursM times in S and
N times in T . By adjusting M and N we can control
the expected output join sizes. This kind of test data
is called “scalar skew” in [27] and is also used in the
study in [21].
Zipf distributed dataset: We aim to compare the
effect of skewness on similar join output size. However,
Zipf distributions would vary the output size for the
same input size. Therefore we vary the input table sizes
as follows. For θ values below 0.5 we use two tables with
5 million tuples each. For θ values above 0.5, we use two
tables with 1.5 million tuples each. Following the design
of [18] for skew key distribution, each tuple contains a
4 byte join key with a domain of [1000, 1999].
Scalar skew dataset : We tested on two sets of
scalar skew data. As in [7], we fix an output size and
vary the values of M and N to examine the effect of
different key skewness in the two given tables. For the
first dataset, we set M = 105, and N = 2 × 104. For
the second set, we set M = 2 ∗ 105 and N = 104. The
output size of the join of S and T for both datasets is
190GB. In both datasets, |S| = |T | = 1.5M , and the
skew factor σ is 600.
5.2.1 Runtime Analysis
The total runtimes are shown in Figure 12 and 14. It can
be seen that we achieve almost linear speedup, going
from 3 to 7 processes almost halved the runtime and
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Fig. 11 Workload distribution of RandJoin and StatJoin for
Zipf distributions: (θ = 1 : uniform key distribution). Work-
load corresponds to join result size.
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Fig. 12 Running time for Zipf skew datasets (in sec)
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Fig. 13 Workload distribution for scalar skew data. Work-
load corresponds to join result size.
similarly going from 7 to 15 processes. This is a result
of the highly even workload distribution.
Note that the speedup effect beyond 15 processes
is discounted by the overhead in the file replication of
Hadoop HDFS, since the default file replication of 3
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Fig. 14 Running time for scalar skew datasets (in sec)
is adopted. A single I/O in a sequential algorithm be-
comes 3 I/O’s for the parallel algorithm on three hard
disks. Hence with only 34 hard disks in total, there is
good speedup effects with only up to 15 processes.
5.2.2 Workload Imbalance
The results of workload distribution are shown in Fig-
ures 11 and 13. For the scalar skew dataset, Rand-
Join did not distribute the workload as evenly when
the number of processor, t, is large. The reason is that
in such cases, the value of M/a and N/b are not big
enough to satisfy the condition in Corollary 2. Accord-
ing to the algorithm, the values of a and b are set as
follows:
number of processes 3 7 15 30 60 120 180
a 1 1 3 5 6 12 12
b 3 7 5 6 10 10 15
When b is above 10, and N = 104, N/b will be less than
300 and the condition in Corollary 2 will be violated.
For StatJoin, the workload distribution is not as
even for the Zipf distributed data as for the scalar skew
data. The uneven distribution occurs for θ = 1 (uni-
formly distribution). This is because the domain of the
key is [1000, 1999]. Hence, the join result size for each
key is around |S|/1000×|T |/1000. For |S| = |T | = 5M ,
the estimated size is 2.5M, which is quite large. Since no
skew key exists, all join results will be small join results,
but they are not small and can introduce up to 2.5M
imbalance to the workload, and this is what we observed
from the experiments. For θ = 0, when t is small, W/t
can be large, and therefore the join for some skew keys
may also become small join results. However, these are
exceptional cases and StatJoin performed very well for
the cases when we have skew keys and more processors.
5.2.3 Statistics Collection for StatJoin
As described in Section 4, when compared to Rand-
Join, StatJoin requires two more steps (Steps 1 and 2)
for sorting and statistics collection. Hence, in addition
number of processes 3 7 15 30
RandJoin Total 5119 2777 1321 985
StatJoin
Total 5010 2516 1370 981
Statistics 31 52 39 36
Collection 0.6% 2.1% 2.8% 3.7%
Table 2 Running time comparison(in sec) for Zipf skew
dataset(Θ = 0)
. The bottom row shows the percentage of the total runtime
taken for statistics collection.
number of processes 3 7 15 30
RandJoin Total 1532 909 565 532
StatJoin
Total 1557 883 572 587
Statistics 35 51 39 31
Collection 2.3% 5.7% 6.9% 5.3%
Table 3 Running time comparison(in sec) for scalar skew
dataset(M = 2× 205)
. The bottom row shows the percentage of the total runtime
taken for statistics collection.
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Fig. 15 Time Comparison (in sec): First bar is for StatJoin,
second bar is for RandJoin in each group
to the total running time for RandJoin and StatJoin, we
further analyze the running time and percentage of to-
tal runtime used for statistics collection in StatJoin. Ta-
ble 2 and 3 show the results for Zipf skew dataset where
Θ = 0 and scalar skew dataset where M = 2× 105, re-
spectively. Figure 15 shows the running time compari-
son for Tables 2 and 3. Note that the running time in
Figure 15 is in log scale.
As indicated in Tables 2 and 3, the running time
for Steps 1 and 2 in StatJoin is a very small percent-
age of the total running time. This is mainly because
the output size dominates the problem size, and Steps
1 and 2 deal only with the input. Also we notice that
the total running times for RandJoin and StatJoin are
similar. This is due to the fact that the shuffling pro-
cess is sensitive to the sorted ordering of the keys. The
shuffling of Round 3 in StatJoin is faster than that of
RandJoin since keys have been sorted after Rounds 1
and 2 in StatJoin. Thus, the statistics collection steps
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are useful for later processing. We conclude that both
RandJoin and StatJoin are highly effective in the par-
allel computation of skew join, with little overhead in
synchronization and close to optimal workload distri-
bution.
6 Related Work
Terasort [20] has won the Jim Gray’s benchmark sort-
ing competition in 2009. The idea is to randomly sample
the given data objects and determine the distribution
of data objects to machines based on the sampled ob-
jects. However, in the original algorithm, it is not clear
how the number of samples should be determined. This
problem is studied in [24]. Given n objects and t ma-
chines, it is found that when the number of samples at
each machine is set to ln(nt), the workload is O(n/t)
at each machine. In their empirical studies, this refined
version of Terasort is compared with the default sorting
algorithm in Hadoop.
With Hadoop’s algorithm, given k blocks of input
data, the master node gathers the first ⌈105/k⌉ data ob-
jects of each block and form a sample set. The sample
set is sorted. The master determines boundary points as
in Terasort by picking the point bi to be the i⌈105/t⌉-
th smallest object in the sample set. Hence, it differs
from Terasort in that the sample set is not selected
randomly, but selected from the beginning of each data
block. Consequently, the result will be highly dependent
on the data distribution in the input. When the data
set is highly skew, Hadoop’s algorithm will introduce
highly unbalanced workloads. Although Terasort can
avoid the problem of skew input, the random sampling
does not give close to optimal load balancing. From
experiments in [24], in most cases, the maximum work-
load of a machine exceeds the optimal result by over
50%. Our proposed algorithm SMMS replaces the ran-
domized sampling process with a deterministic bucket
boundary computation, which gives rise to better the-
oretical and experimental results.
A theta-join algorithm is proposed in [18] which also
assigns tuples to machines in a random manner. The
authors model the join of S and T with a join-matrix.
However, their algorithm requires the computation of
a matrix-to-reducer mapping which assigns regions of
the join matrix to machines, and the assignment can-
not be made even in general. With RandJoin, the as-
signment of tuples to machines is based on a tuple-to-
interval mapping which is simpler and is guaranteed an
expected even mapping.
A number of projects have implemented SQL-like
language translators, integrating database query con-
structs on MapReduce to support database operations
and query optimization. Examples of such projects in-
clude the SCOPE project at Microsoft [3] , YSmart
[14], Tenzing [4], open source HIVE [25], and the Pig at
Yahoo[19]. To the best of our knowledge, only Apache
Pig supports skew join. However, the Pig solution does
not provide a guarantee of load balancing, and work-
load will not be balanced if both tables contain skew
keys, as pointed out in [9].
Multiway join in Map-Reduce has been studied in
[1], with a focus on query optimization by means of
query plan selection with respect to minimal input repli-
cation cost. The authors of [26] considered a special
type of similarity join in MapReduce and proposed tech-
niques for limited memory. Theta join has been consid-
ered in [18,28]. Efficient processing of k-nearest neigh-
bor joins using MapReduce is considered in [17].
As noted in [24], while MapReduce or parallel al-
gorithms in general for computer clusters have aimed
at load balancing, minimization of space, CPU, I/O
and network costs, there have been no systematic con-
straints on the requirements or analysis for such algo-
rithm design. In [15], work efficiency is considered for
MapReduce. Work efficiency has been defined for paral-
lel algorithms, which are said to be work efficient if the
total number of operations in the parallel execution is
the same to within a constant factor as that of a compa-
rable serial algorithm. The constant factor is called the
work efficiency. However, work efficiency does not cor-
respond directly to the overall runtime efficiency when
the execution is not evenly distributed, or when there
exist dependencies among the jobs assigned to different
machines, or when communication cost is substantial.
There also exist other works such as [18] which focus
only on different aspects of load balancing.
To address this lack of a comprehensive yardstick,
the notion of a minimal MapReduce algorithm is in-
troduced in [24]. Let S be the set of input objects, n
be the number of objects in S, and t be the number
of machines. Define m = n/t, hence m is the number
of objects per machine when S is evenly distributed.
A minimal MapReduce algorithm by definition satis-
fies four criterion: (1) O(m) storage, (2) each machine
sends and receives O(m) words, (3) constant number of
rounds, and (4) every machines takes O(Tseq/t) com-
putation time, where Tseq is the time needed to solve
the same problem on a single machine by a comparable
sequential algorithm.
Our model of an (α, k)-minimal algorithm also con-
siders the workload distribution as an important fac-
tor. We make explicit the number of rounds in the
algorithm and also a bound on the maximum work-
load and network transmission costs. Such quantifiers
help to give a clearer indicator for the guarantee of the
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algorithm. Our model can be readily applied to cer-
tain known parallel algorithms such as the sorting al-
gorithm PSRS (Parallel Sorting by Regular Sampling)
[22,16]. In [18] a MapReduce algorithm is proposed for
the computation of cross-product of two tables S and
T , and it is shown that no reducer produces more than
4|S||T |/t tuples for t reducers. This algorithm can be
shown to be (2, (4+ 1/σ))-minimal if σ is the skew fac-
tor. Similarly, we believe that other algorithms can be
shown to be (α, k)-minimal for particular values of α
and k. However, this model does not apply to parallel
algorithms with no explicit rounds in the computation.
Hence, other models may be needed for the analysis of
such algorithms.
7 Conclusion
We introduce the concept of (α, k)-minimality for the
analysis of MapReduce or MPI algorithms. An (α, k)-
minimal algorithm consists of α rounds and if even
workload distribution is m, each machines has at most
km workload. We study the fundamental problems of
sorting and skew join. We derived algorithms for both
problems that achieve the best known theoretical guar-
antees on even workload distribution. Our proposed
algorithms are (α, k)-minimal for α ≤ 3 and k ≤ 2.
Extensive empirical study shows that our sorting algo-
rithm performs better than the state-of-the-art method
of TeraSort. All our algorithms achieve near optimal
workload distribution in all test cases and the results
substantiate our theoretical analysis.
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