Abstract. In this paper, we consider infinite-horizon optimal control problems. First, by a suitable change of variable, we transform the problem to a finite-horizon nonlinear optimal control problem. Then the problem is modified into one consisting of the minimization of a linear functional over a set of positive Radon measure. The optimal measure is approximated by a finite combination of atomic measures and the approximate solution of the fist problem is find by the optimal solution of a finite-dimensional linear programming problem. The solution of this problem is used to find a piecewise constant control for the original one, and finally by using the approximate control signals we obtain the approximate trajectories.
Introduction
A powerful method has recently been used to solve optimal control problems, replacing the classical problem by problems in measure spaces (see, for example, Wilson and Rubio [18] , Rubio [13 -14] , Karnyad et al. [10] , Farahi et al. [8] , and Effati [61). Smirnov [16] presents necessary conditions of optimality for an infinite-horizon optimal control problem (see also [8] ). The maximum principle for this problem without transversality conditions at infinity appeared in [4, 12] . Transversality conditions were derived by Aubin and Clarke [1] , Michel [11] (a non-smooth version of this result appeared in [7, 19] for some dynamical optimization problems arising from mathematical economics).
In this paper, we transform the infinite-horizon problem to a finite-horizon problem, that is, the interval [0, oo) to [0, 1). First we construct a sequence of compact intervals { [0,1 -] } fl> which approach [0,1) when n -. Hence by constructing a sequence, we reduce the above problem to the known cases, that is to a problem on compact sets. By choosing a big positive number n = no we obtain an approximate solution of the problem in the closed interval [0,1 -n Of course, if we choose no be very large, we o could get a better approximation for the original problem. The aim of this paper is to derive optimal control ft and the corresponding trajectory for infinite-horizon optimal control problem by using measure theory. We now consider infinite-horizon optimal control problems with fixed and point x(0) = x 0 and lim_ x(t) = = 0.
Let us consider the problem subject to
are Lebesgue integrable functions so that they are continuously differentiable in x, and (i)>O for all t[0,00). Apair
is said to be admissible if u is measurable and bounded, the trajectory function x is absolutely continuous, and conditions (2) - (4) are satisfied. We say that an admissible pair w = [,u] is an optimal solution of problem (1) - (4) if
for any admissible pair w = [x, u] . Also, we assume that the set T of all admissible pairs is non-empty.
Transformation of infinite-to finite-horizon problems
In this section, by a change o* f variable, we transform the interval [0, oo) to [0, 1), and then obtain optimal control and the corresponding trajectory in this interval. The change of variable is tan -'(t) or t= tan (f9).
Then the above problem is transformed into the variational nonlinear optimal control problem
x(tan(f9)) E Ac R'.
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Assume y(0) =x( tan (9)) v(9) = u(tan (9)).
Then we get the variational problem
Classical control problems
We may transform the above control problems to an infinite-dimensional linear programming problem. Let us consider Q = J x A x U, where J = 10, 1).
and Q, = J, x A x U. Since Je, U and A are compact subsets of R, R' and R', respectively, then Q, is a compact subset of RI+k+n, and Q, approaches to ci as C -* 0.
Let w = [y, v] be an admissible pair for the variational problem and B an open ball in R containing J x A. Let C'(B) be the space of all bounded real-valued continuously differentiable functions on B such that the first derivative is also bounded.
Let 0 E C'(B) and define the function 0 9 by
with (9,y(8) ,v (9) ) E ci for all BE [0, 1), where the function g : Il -* R' is defined by
Further, define the function fo : ci -* R by
By these definitions, the problem in Section 2 is transformed to the problem to find the infimum of the functional
fo (8,y(9) ,v(0))d8
Since w [y, v] is an admissible pair, we have
be the space of infinitely differentiable real-valued functions with compact support in J° (see [17) ), where 
since the trajectory and control functions in an admissible pair satisfy (12) on J°, and since the function 0 has compact support in J°, i,b(0) = ( 1) = 0. And also, by choosing a functions which depend only to the variable 9, we have
where C1 () is a subspace of the space C() of all bounded continuous functions on depending only on the variable 0. The mapping Thus, the minimization of the functional (11) over T is equivalent to the minimization of
over the set of all measures p corresponding to admissible pairs w, which satisfy
We shall consider the minimization of (17) over the set Q of all positive Radon measures on 1 satisfying (18). This is an infinite-dimensional linear programming problem, and all the functions in (17) - (18) 
Therefore the sequence {1} is non-increasing and bounded below; it converges, to a number c > infQ I(p). Suppose that c> infQ I(p). Then there is a v E Q such that 
Lemma 3.3. Let m, n E N with rn > ii, I(j) = ffodu and I(p) = fn fod,u.

Then lim n _ infQ I() infQ I(s).
Proof. Since fo is non-negative on [0, 1) and
it follows that
Thus, the sequence {inf Q In(/i)} is increasing and bounded from above; so [131 has shown that Q is weak*cornpact. But in our situation, by using the Banach-Alaoglu Theorem, one can show that Q actually is weak-compact.
Approximation
We now estimate the optimal control by a nearly-optimal piecewise constant control.
We first assume n be a large number n = n0 . Then we minimize the functional 110 ) which is defined by requiring only a finite number of the constraints in (18) to be satidfied (still infinite-dimensional). This will be achieved by choosing countable sets of functions whose linear combinations are dense in the appropriate spaces, and then selecting a finite number of them. In the first step, we obtain an approximation to the optimal measure p t by a finite combination of atomic measures, that is from [13: Theorem A.5j jf has the form
Here 6 is the unitary atomic measure characterized by ö(F) = F(z) where F E C00 ( 110 ) and z e Then we construct a piecewise constant control function corresponding to the finite-dimensional problem. Therefore in the infinte-dimensional linear programming problem (17) with restriction defined by (18) we shall consider only a finite number M1 of the functions 0 of the type
and, also, only a finite number of functions 1 (k = 1,2,. .., M2 ) defined in (16) , when the functions 0 in (16) are of the form sin(27rr9), 1 -cos(27rr0) (r E N) are considered.
Also, only a finite number L of functions I of the type
with J, ,) (s = will be considered. The set = x A x U will be covered with a grid, where the grid will be defined by taking all points in ci 110 as Z, = (9,yI3,y23,...,yn3,v13,v23,...,vk) ; the points in the grid will be numbered sequentially from 1 t N. Of course, we only need to construct the control function, since the trajectory is then simply the corresponding solution of the differential equation (12) , which can be estimated numerically. Thus, instead of the infinite-dimensional linear programming problem (17) with restriction defined by (18) can be approximated by the following linear programming problem which Zi for i = 1,... ,N belongs to a dense subset
The linear programming problem consists of minimizing the linear form afo (Z,) over the set a 3 2 0, subject to
Therefore, by solving this problem, we get the coefficients a 3 (j = 1,..., N), and then we construct a piecewise constant control function; that is, from analysis Rubio (see (131) we obtain the piecewise constant control function v, and then from (12) obtains the trajectory function y.
Numerical example
Consider the problem
where x(0) = x'(0) = 0.1 and lim i ._x(i) = limj...x'(t) = 0. Suppose x i (t) = X 2( t ) = x'(l), and a = 4. Then the above problem transform into the form (00000 represents approximate solution) Note. One should note that we have not discussed the rate of accuracy near the end point: that is when the index is making larger, we get a better accuracy, but what is the rate of this accuracy?
This problem needs more work and we appreciate the referees for evaluate suggestions and especially for this note which brings to our attention.
