Abstract-In this paper, we proposed and investigated the optimal non-zero means as well as covariances, and perform the optimum successive interference cancellation (SIC) strategy designed for lattice-inter-antenna interference cancellation operation at each detection reduction aided multiple-input multiple-output (MIMO) detectors. For . .
I. INTRODUCTION
We consider Nt transmit antennas and N, receive antennas. The
The computational complexity of the maximum likelihood (ML) channel is assumed to be frequency-flat fading and its time-domain MIMO detector increases exponentially with the number of transmit variation is deemed negligible over a transmission frame duration.
antennas [1] . The family of reduced-complexity detection algorithms The overall channel can be represented by an (N, x Nt)-dimensional may be classified as linear and nonlinear detectors [2] . Although complex-valued matrix linear detectors, such as the linear minimum-mean-squared-error F h'
... and subtraction based canceling operations, and exhibits an attrac-where h',m is the complex-valued non-dispersive fading coefficient tive performance versus complexity trade-off [2] - [4] . However, its of the channel between the nth transmit and the mth receive antenna.
performance is nonetheless inferior with respect to ML detection [4] . The signal encountered at the mth receive antenna is formulated as
The family of lattice-reduction (LR) aided algorithms [5] - [7] I = Nt h x I + vl, where xl is the symbol transmitted from transforms the MIMO channel encountered into an effective channel the nth antenna, and v= is the zero-mean complex Gaussian noise matrix, which is near-orthogonal. Therefore, suboptimal detectors having a variance of o7 per dimension. In this paper, we assume combined with LR [5] - [7] , no conclusive proposals have been made for handling their
non-zero means and the correlation of the symbol.
LJm(H') Re(H') Hence, in this paper, we derive the optimal LR-aided SIC detector, We set the dimension of H to (M X N), where M 2N N = 2NT.
which is capable of adequately handling the non-zero mean as well as correlation of the effective symbols. We assume that the effective symbols are Gaussian distributed random variables with B. LR-aided Detection
In the LR-aided detection algorithm [6] , we first perform a received This work was supported in part by ADD through a grant managed by signal scaling and shifting operation in order to map the 
Swap bn-I and bn.
where we introduced the effective symbols of n max{n -1, 2} s = T-lx (4) else n n n+1 and G = HT. Since T-1 and x are composed of integer elements, end the effective symbol vector s also has integer elements. After detectend ing the effective symbols of s = T-1 , we can further transform e them to x using x = Ts and x = x/d + 1N/2. According to (3) B0 [bi, b2, bN] in LR-aided detection, the channel matrix H = dH is rotated using T is defined as BIT = BO. the matrix T and this operation is designed to render the effective channel matrix G = HT 'as orthogonal as possible'. This operation guarantees that despite using sub-optimal detectors, we are capable condition of approaching the ML detector's performance. 11b2 2 < Ilb112 (9) For example, when we have If 11b211 < Ibill , we swap bi and b2 and perform (8) 
T_ |=-1 1°°T _1 _ --1 0 (6) where 1/4 < d < 1. The overall LLL algorithm can be summarized _2 -2 -1 0 , -0 -2 -1 0 as Table I . 0 0 1 -1 0 -2 -1 -1 Following the lattice reduction, we arrive at a near-orthogonal
As an indicator of orthogonality of a matrix, we use the condition channel matrix G = HT. However, since G is not perfectly orthognumber, which is defined as the ratio of the maximum singular onal, the SIC detector is capable of achieving further performance value and the minimum singular value of a matrix. As the condition improvements in the symbol detection. Hence, in this paper, we focus number get closer to 1, the matrix becomes orthogonal. The condition our attention on the MMSE-SIC detector using lattice-reduction, numbers of H and G = HT are 11.8 and 1.7, respectively. By which successively detects and cancels out the 'cross-talk' or intermultiplying T to H, the condition number is considerably reduced, antenna interference of the elements of s and finally converts s to which implies that G causes much smaller errors than H in the x.
suboptimal detectors. III. MMSE-SIC DETECTION Several algorithms have been proposed for generating the matrix
. heLnsta, ensra ad Lvas (LL) agorthm [8] In order to perform MMSE-SIC detection, we exploit the knowl-T [8] - [10] . The Lenstra, Lenstra and Lovasz (LLL) algorithm [8] 
Let us consider two basis vectors {bi, b2 in a lattice. To EE(T 1T T)/d2, where E. is the mean power of the elements minimize the correlation between two vectors, we perform the in x and (.>T denotes the transpose of the inverse of a matrix.
orthogonalization:
Without loss of generality, we assume that the elements of s are b2b-u2,1b1, ('1) detected in the order of {Si, 82,.. ,SN}, where 8kc is the kth element of s. In the first SIC detection, we obtain the MMSE detector where ,ulj,k is defined as Ilj,k= |bfbk / bk 2 When /12,1 is not weight in the form of [11] an integer, (7) can change the lattice. Therefore, we modify (7) (2) independent during the consecutive SIC detection steps. However, Some further remarks concerning the proposed LR-aided SIC after the LR operation, the effective symbols defined in (4) become detector are provided below. correlated and therefore the specific value of the detected symbols 1) The covariance matrix of the detection error between the preaffects both the mean and variance of the symbols to be detected. and post-detection output becomes T= (GT dGn,nd/o72 + More specifically, the effective symbol Sk of (4) is constituted Rn) Astinconventional MMSE-SIC detectors,the specific by the linear combination of the independent elements of R, which antenna's signal having the lowest detection error variance is implies that {S1, 82, , SN } can be modeled by N joint Gaussian detected first, where the detection order for the various MIMO distributed random variables having a mean of m and a covariance elements is determined by finding the minimum diagonal of R provided that N is sufficiently large and hence the central limit element of (Tn at each detection stage [14] . theorem holds.
2) Updating the mean and covariance at each detection stage In order to regularly update the mean and covariance of the according to (19) and (20) is based on the assumption that effective symbols at each detection stage, we use the following the effective symbols are jointly Gaussian. If we have N < 8 proposition [13] .
, the central limit theorem no longer holds and therefore the Assuming that no detection errors are encountered and that PropoIn [6] , a similar result to that of (24) was provided, but the sition 1 is satisfied, we can update the mean and covariance of the effect of the non-zero mean of the effective symbols was not symbols Sn,nd that have not as yet been detected by the SIC receiver considered in the final expression of the array weight. It follows from the proof provided in Appendix I that the SIC algorithm 1The~~~~~Mor-ers psuoines of G sdfnda t -of [6] is equivalent to the optimal LR-aided SIC detector under (GTG)-1GT the joint Gaussian assumption. SIC-1 scheme at BER=103, but now it performs 0.7 dB worse than the ML scheme.
In Fig. 3 and Fig. 4 at the receiver. In this paper, the optimal lattice-reduction aided SIC detection algorithm designed for MIMO systems has been derived. Explicitly updating the bias and covariance of the effective symbols at each IV. SIMULATION RESULTS SIC detection stage, where the effective symbols were generated We have performed computer simulations to evaluate the per-by lattice reduction, we arrive at the optimal MMSE-SIC detector formance of the LR-aided SIC detection algorithm advocated. We weight. At each detection stage, we update the means and covariances have assumed that all elements of the channel matrix H' are of (19) and (20) using the knowledge of the detected effective independent and identically distributed (i.i.d.) zero-mean complex symbols s of (23) under the assumption that the effective symbols Gaussian random variables having a variance of 1/2 per dimension, are jointly Gaussian distributed. We have also shown that the SIC which are known at the receiver. The LLL algorithm was used for algorithm advocated may be equivalently expressed with the aid of the lattice-reduction and it was applied to the extended channel matrix extended channel matrix and received signal vector of (25) and (26),
[HTuVIN/7J]T, rather than 1T, for the sake of improving the respectively. The simulation results demonstrated that the explicit performance [6] . Here, o-, denotes the standard deviation of the updating of the mean and variance of the effective symbols after elements of x and IN represents the (N X N) identity matrix. Let each detection stage attains an attractive performance improvement Eb/No be the ratio of the average transmit power per information in the context of LR-aided detection, which results in a near-ML bit to the spectral density of the noise. detection performance. Figs. 1-4 
