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AVERAGING, CONLEY INDEX CONTINUATION
AND RECURRENT DYNAMICS IN ALMOST-PERIODIC
PARABOLIC EQUATIONS
MARTINO PRIZZI
Abstract. We study a non-autonomous parabolic equation with almost-periodic,
rapidly oscillating principal part and nonlinear interactions. We associate to the
equation a skew-product semiflow and, for a special class of nonlinearities, we
define the Conley index of an isolated invariant set. As the frequency of the
oscillations tends to infinity, we prove that every isolated invariant set of the
averaged autonomous equation can be continued to an isolated invariant set of
the skew-product semiflow associated to the non-autonomous equation. Finally,
we illustrate some examples in which the Conley index can be explicitely computed
and can be exploited to detect the existence of recurrent dynamics in the equation.
1. Introduction
In this paper we study a family of non-autonomous parabolic equations
(1.1) ut −
N∑
i,j=1
aij(ωt)∂i∂ju = F (ωt, x, u), (t, x) ∈ R× RN
with almost-periodic, rapidly oscillating principal part and nonlinear interactions.
Under suitable hypotheses (see Section 2), the Cauchy problem for (1.1) is well-
posed in H1(RN) and the equation generates a (local) process, that is a two-
parameter family of nonlinear operators Πω(t, s) such that Πω(t, t) = I, t ∈ R,
and Πω(t, p)Πω(p, s) = Πω(t, s), t ≥ p ≥ s.
We are interested in the behaviour of the solutions of (1.1) as ω → +∞. It is well
known that, if a function σ is almost-periodic, then its mean value
(1.2) lim
T→+∞
1
2T
∫ T
−T
σ(p) dp =: σ¯
is well defined. This fact suggests that the averaged equation
(1.3) ut −
N∑
i,j=1
a¯ij∂i∂ju = F¯ (x, u), (t, x) ∈ R+ × RN
should behave like a limit equation for (1.1) as ω → +∞.
Results of this kind have been known for quite a long time for ordinary differ-
ential equations with almost-periodic coefficients, and are related to the so called
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Bogolyubov averaging principle (see [4]). For evolution equations in infinite dymen-
sions, local results in this direction have been obtained in an abstract setting by Hale
and Verduyn Lunel [9]. In a more recent paper [11], Ilyin proposes a global crite-
rion for comparison between the process generated by an almost-periodic equation
and the semiflow generated by the corresponding averaged equation. The model
problem is a parabolic equation on a bounded domain, with an almost-periodic
time-dependent nonlinearity. Under suitable dissipativeness and compactness hy-
potheses, both the process and the semiflow possess compact global attractors (see
[5]). A first (rough) way to express the concept of closeness of the two is then to give
an estimate of the Hausdorff distance of their attractors. A more detailed descrip-
tion of the internal structure of the attractors is given by Efendiev and Zelik in [7].
They assume that the averaged problem admits a Lyapunov functional and that the
semiflow on the attractor is Morse-Smale. Then they show that this structure, in a
certain sense, persists in the almost-periodic perturbation, provided the frequency
of the oscillations is sufficiently large.
The aim of this paper is to investigate the persistence, under almost-periodic and
rapidly oscillating perturbations, of invariant sets which are possibly more general
than attractors or hyperbolic equilibria. This task leads naturally to the use of
global topological tools like the homotopy index of Conley.
Let X be a metric space and let π be a local semiflow in X . If K is an isolated
π-invariant set for which there exists a π-admissible isolating neighborhood B (see
[17] for the precise definitions of this and of the related concepts), then one can
prove that there exists a special isolating neighborhood B ⊂ B of K, called an
isolating block, which has the property that solutions of π are “transverse” to the
boundary of B. Letting B− be the set of all points of ∂B the solutions through which
leave B in positive time direction, and collapsing B− to one point, we obtain the
pointed space B/B− with the distinguished base point p = [B−]. It turns out that
the homotopy type h(B/B−, [B−]) of (B/B−, [B−]) does not depend on the choice of
B. This means that h(B/B−, [B−]) depends only on the pair (π,K), and we write
h(π,K) := h(B/B−, [B−]). h(π,K) is called the homotopy index of (π,K). For two-
sided flows on locally compact spaces, the homotopy index is due to Charles Conley
(see [6]) and therefore it is called the Conley index. In the case of a local semiflow π in
an arbitrary metric space X , the extended homotopy index theory was developed by
Rybakowski in [16] and rests in an essential way on the notion of π-admissibility. The
most important properties of the Conley index are the following: (a) if h(π,K) 6= 0,
then K 6= ∅; (b) the homotopy index is invariant under continuation, in the sense
that, roughly speaking, it remains constant along “continuous” deformations of the
pair (π,K).
The first difficulty in applying the homotopy index theory to (1.1) comes from
the fact that non-autonomous equations define processes and not semiflows. The
theory of skew-product semiflows, developed by Sell in [18], provides then the right
functional setting for a dynamical-system treatment of equation (1.1), at the ex-
pense of introducing an extended phase space. Another difficulty comes from the
characteristic lack of compactness exibited by problems in unbounded domains. In
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fact, in the case of a parabolic equation on a bounded open set Ω ⊂ RN , the admis-
sibility of all bounded closed sets in the phase space is a direct consequence of the
compactness of the Sobolev embedding H1(Ω) →֒ L2(Ω). In RN this property fails,
and one has to introduce some restrictions on the non-linear term F . The question
of admissibility for autonomous equations in unbounded domains was discussed in
[15], where a condition on F was given, ensuring the admissibility of all bounded
closed sets in the phase space. In the same spirit, we shall assume here that the
nonlinearity F satisfies a condition like
(1.4) F (τ, x, u)u ≤ −ν|u|2 + b(τ, x)|u|q + c(τ, x),
where b(τ, x) and c(τ, x) tend to 0 as |x| → ∞, in some sense to be made precise
later. Roughly speaking, (1.4) means that the nonlinearity F is dissipative for large
x. Therefore, we term (1.4) as a “dissipativeness-in-the-large” condition.
It seems that the first to use the homotopy index in connection with the averag-
ing priciple was Ward in [22]. He considered an ordinary differential equation with
non-autonomous, almost-periodic nonlinearity. He proved that if the autonomous
averaged equation possesses an isolated invariant set with nontrivial homotopy in-
dex, the latter can be continued to a nearby isolated invariant set of the skew-product
flow associated to the non-autonomous equation, provided the frequency of the os-
cillations is sufficiently large. From this he deduced the existence of bounded full
solutions of the original non-autonomous equation.
In this paper we procede in a similar way. We define a skew-product semiflow
in the space Σ × H1(RN), where Σ is the “symbol space” associated to the non-
autonomous equation (1.1). Then we prove that, under the “dissipativeness-in-
the-large” condition (1.4), all bounded closed sets in the extended phase space are
admissible. Therefore it is possible to define the Conley index of an isolated invariant
set. As the frequency of the oscillations tends to infinity, we prove that every isolated
invariant set of the averaged autonomous equation can be continued to an isolated
invariant set of the skew-product semiflow associated to the non-autonomous equa-
tion. Again, from this we can easily deduce the existence of bounded full solutions of
the original non-autonomous equation. However, from the dynamical point of view,
it is much more interesting to look for recurrent solutions (in the sense of Birkhoff)
rather than for bounded solutions of the equation (1.1). In the last section, we briefly
recall the concept of recurrence and we show that, under a technical condition on the
principal coefficients aij(·), the existence of recurrent solutions of (1.1) is a straight-
forward consequence of the existence of a non-empty, compact invariant set of the
corresponding skew-product semiflow. We conclude with an example, in which the
averaged equation is asymptotically linear and the homotopy index can be explicitly
computed.
2. The process and its properties
We consider the non-autonomous parabolic equation
(2.1) ut −
N∑
i,j=1
aij(ωt)∂i∂ju = F (ωt, x, u),
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where (t, x) ∈ R× RN and ω is a positive constant.
For notational convenience, we shall assume throughout that N ≥ 3. We make
the following assumptions:
(H1) for every τ ∈ R the matrix (aij(τ))ij is real symmetric. There exists a
constant ν0 > 0 such that ν0|ξ|2 ≤
∑
ij aij(τ)ξiξj ≤ ν−10 |ξ|2 for all (τ, ξ) ∈
R × RN . There exist a constant 0 < θ < 1 and a positive constant C such
that, for all τ1, τ2 ∈ R, and for 1 ≤ i, j ≤ N ,
(2.2) |aij(τ1)− aij(τ2)| ≤ C|τ1 − τ2|θ;
(H2) the function F is continuous on R×RN×R and for every τ ∈ R the function
F (τ, ·, 0) is square integrable;
(H3) for every (τ, x) ∈ R×RN the function F (τ, x, ·) is continuously differentiable
and there exists a constant C such that
(2.3) |F ′u(τ, x, u)| ≤ C(1 + |u|β) for all (τ, x, u) ∈ R× RN × R,
where β := 2∗/2− 1;
(H4) there exist a constant 0 < θ < 1, a positive constant C and a function
g0 ∈ L2(RN ) such that, for all τ1, τ2 ∈ R and (x, u) ∈ RN × R,
(2.4) |F (τ1, x, u)− F (τ2, x, u)| ≤ C(g0(x) + |u|+ |u|β+1)|τ1 − τ2|θ.
Let M1 be the space of N ×N real symmetric matrices and define M2 to be the
space of all functions f : RN × R → R such that f(x, u) satisfies (H1) and (H2),
equipped with the norm
(2.5) ‖f‖M2 := ‖f(·, 0)‖L2 + sup
(x,u)∈RN×R
(1 + |u|β)−1|f ′u(x, u)|.
We assume that
(AP) the functions τ 7→ (aij(τ))ij ∈ M1 and τ 7→ F (τ, ·, ·) ∈ M2 are almost-
periodic.
We recall some basic facts on almost-periodic functions. By Bochner’s criterion
(see e.g. [12]), whenever M is a Banach space and σ : R → M is almost-periodic,
the set of all translations { σ(· + h) | h ∈ R } is precompact in Cb(R,M). The
closure of this set in Cb(R,M) is called the hull of σ and is usually denoted by
H(σ). Moreover, if ζ ∈ H(σ), then ζ is almost-periodic and H(ζ) = H(σ). We
recall also that, for an almost-periodic function σ, the mean value
(2.6) lim
T→∞
1
2T
∫ T
−T
σ(t) dt = σ¯ ∈ M
exists. More remarkably, one can prove (see again [12]) that there exists a bounded
decreasing function µ : R+ → R+, µ(T )→ 0 as T →∞, such that
(2.7) ‖(1/T )
∫ s+T
s
(ζ(t)− σ¯) dt‖M ≤ µ(T ) for all s ∈ R and all ζ ∈ H(σ).
If M, N are Banach spaces and σ : R → M, ρ : R → N are almost-periodic, then
(σ, ρ) : R→M×N is almost-periodic and H((σ, ρ)) ⊂ H(σ)×H(ρ). Moreover, the
mean value of (σ, ρ) is (σ¯, ρ¯).
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We denote by Σ1 and Σ2 the hulls of the functions τ 7→ (aij(τ))ij and τ 7→
F (τ, ·, ·) in Cb(R,M1) and Cb(R,M2) respectively. The corresponding mean values
are denoted by (a¯ij)ij ∈ M1 and F¯ (·, ·) ∈ M2. Besides, we denote by Σ the hull of
τ 7→ ((aij(τ))ij, F (τ, ·, ·)) in Cb(R,M1 ×M2). Sometimes Σ is called the “symbol
space” associated to the equation.
It is easy to check that (H1) is satisfied by any element of Σ1 as well as by the
corresponding mean value, and (H2)–(H4) are satisfied by any element of Σ2 as
well as by the corresponding mean value (with the same constants).
For later use, we need also to introduce a parameter λ ∈ [0, 1]. For λ ∈ [0, 1] and
((αij(·))ij,Φ(·, ·, ·)) ∈ Σ, we define
(2.8) αij(λ, τ) := λαij(τ) + (1− λ)a¯ij , 1 ≤ i, j ≤ N
and
(2.9) Φ(λ, τ, x, u) := λΦ(τ, x, u) + (1− λ)F¯ (x, u), (τ, x, u) ∈ R× RN × R.
Notice that τ 7→ αij(λ, τ) and τ 7→ Φ(λ, τ, ·, ·) are almost-periodic and their mean
values are respectively (a¯ij)ij and F¯ (·, ·).
We introduce the Nemitski operator
Φˆ(λ, ·, ·) : R×H1(RN)→ L2(RN)
defined by
(2.10) Φˆ(λ, τ, u)(x) := Φ(λ, τ, u(x)).
The map Φˆ is continuos on [0, 1] × R × H1(RN ) and differentiable with respect to
u ∈ H1(RN), and the following estimates hold:
(2.11) ‖Φˆ(λ, τ, u)‖L2 ≤ C(1 + ‖u‖β+1H1 ),
(2.12) ‖DΦˆ(λ, τ, u)‖L(L2,H1) ≤ C(1 + ‖u‖βH1)
and
(2.13) ‖Φˆ(λ, τ1, u1)− Φˆ(λ, τ2, u2)‖L2 ≤ +C(1 + ‖u1‖β+1H1 + ‖u2‖β+1H1 )|τ1 − τ2|θ
+ C(1 + ‖u1‖βH1 + ‖u2‖βH1)‖u1 − u2‖H1,
where C is a positive constant, β is the exponent of (H2) and θ is the Ho¨lder
exponent of (H4).
For t ∈ R, λ ∈ [0, 1], α = (αij(·))ij ∈ Σ1 and ω > 0, we define the operator
Aαλ,ω(t) : H
2(RN)→ L2(RN) by
(2.14) Aαλ,ω(t)u := −
N∑
i,j=1
αij(λ, ωt)∂i∂ju, u ∈ H2(RN).
Then Aαλ,ω(t) is a self-adjoint positive operator in L
2(RN) and our assumptions on
the coefficients aij(τ) imply that the abstract parabolic equation
(2.15) u˙ = −Aαλ,ω(t)u
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generates a linear process
Uαλ,ω(t, s) : L
2(RN)→ L2(RN), t ≥ s,
such that
(2.16) ‖Uαλ,ω(t, s)u‖L2 ≤ M‖u‖L2, u ∈ L2(RN),
(2.17) ‖Uαλ,ω(t, s)u‖H1 ≤ M‖u‖H1, u ∈ H1(RN),
and
(2.18) ‖Uαλ,ω(t, s)u‖H1 ≤M(1 + (t− s)−1/2)‖u‖L2, u ∈ L2(RN ),
where M is a positive constant depending only on ν0 (see e.g. [14], Ch.5, and [19]).
For λ = 0, αij(λ, ωt) ≡ a¯ij . We set A¯ := Aα0,ω(t), so we have Uα0,ω(t, s) ≡ e−A¯(t−s).
Representing Uαλ,ω(t, s) in terms of its Fourier transform, one can prove (cf [1], Propo-
sitions 4.1 – 4.3) that Uαλ,ω(t, s) converges to e
−A¯(t−s) in a strong sense, uniformly
with respect to α and λ.
For every λ ∈ [0, 1] and σ := ((αij(·))ij ,Φ(·, ·, ·)) ∈ Σ, one can consider the
nonlinear equation (2.1) with aij(ωt) and F (ωt, x, u) replaced by αij(λ, ωt) and
Φ(λ, ωt, x, u) respectively. Following [10], we rewrite equation (2.1) as an abstract
evolution equation, namely
(2.19)
{
u˙+ Aαλ,ω(t)u = Φˆ(λ, ωt, u)
u(s) = us
By classical results of [8], [10] and [14], for every s ∈ R and us ∈ H1(RN), the
semilinear Cauchy problem (2.19) is locally well-posed. More specifically, one has
the following
Proposition 2.1. For every R > 0 there exists TR > 0 (independent of s, σ, λ and
ω) such that, for all us ∈ BH1(R; 0), problem (2.19) admits a unique solution u(·)
defined for t ∈ [s, s+ TR], with ‖u(t)‖H1 ∈ BH1(2R; 0).
It follows that problem (2.19) possesses a unique maximal solution u ∈ C0([s, s+
T [, H1) ∩ C1(]s, s + T [, L2), where T depends on us. The solution u(·) satisfies the
variation-of-constant formula
(2.20) u(t) = Uαλ,ω(t, s)us +
∫ t
s
Uαλ,ω(t, p)Φˆ(λ, ωp, u(p)) dp, t ≥ s.
It follows that for every λ ∈ [0, 1] and σ := ((αij(·))ij,Φ(·, ·, ·)) ∈ Σ, equation
(2.19) generates a local process Πσλ,ω(t, s).
Thanks to the variation-of-constant formula (2.20), one can prove (cf [1], Lemma
3.6) the following
Lemma 2.2. Let σ ∈ Σ and let (σn)n∈N be a sequence in Σ, such that σn → σ as
n → ∞. Let λ ∈ [0, 1] and let (λn)n∈N be a sequence in [0, 1], such that λn → λ as
n→∞. Let u ∈ H1(RN) and let (un)n∈N be a bounded sequence in H1(RN). Let T >
0 and let (tn)n∈N and (sn)n∈N be two sequences of real numbers, with tn ∈ [sn, sn+T ]
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for all n, and assume that tn → t and sn → s as n → ∞. Let ω > 0. Finally, let
R > 0 and assume that, for all n, ‖Πσnλn,ω(r, sn)un‖H1 ≤ R, r ∈ [sn, sn + T ], and
‖Πσλ,ω(r, s)u‖H1 ≤ R, r ∈ [s, s+ T ]. Then
(1) if un → u in L2(RN) and t > s,
‖Πσnλn,ω(tn, sn)un − Πσλ,ω(t, s)u‖H1 → 0 as n→∞;
(2) if un → u in H1(RN) and t ≥ s,
‖Πσnλn,ω(tn, sn)un − Πσλ,ω(t, s)u‖H1 → 0 as n→∞.
A direct consequence of the second part of Lemma 2.2 is the following
Proposition 2.3. Let σ ∈ Σ and let (σn)n∈N be a sequence in Σ, such that σn → σ
as n → ∞. Let λ ∈ [0, 1] and let (λn)n∈N be a sequence in [0, 1], such that λn → λ
as n→∞. Let u ∈ H1(RN) and let (un)n∈N be a bounded sequence in H1(RN), such
that un → u in H1(RN) as n → ∞. Let (tn)n∈N and (sn)n∈N be two sequences of
real numbers, and assume that tn → t and sn → s as n → ∞. Let ω > 0. Finally,
assume that Πσλ,ω(r, s)u is defined for r ∈ [s, t]. Then, for all n sufficiently large,
Πσnλn,ω(r, sn)un is defined for r ∈ [sn, tn] and
‖Πσnλn,ω(tn, sn)un − Πσλ,ω(t, s)u‖H1 → 0 as n→∞.
For λ = 0, (2.19) reduces to the autonomous problem
(2.21)
{
u˙+ A¯u = ˆ¯F (u)
u(0) = u0
For every u0 ∈ H1(RN), the semilinear Cauchy problem (2.21) is locally well-posed
and hence possesses a unique maximal solution u ∈ C0([0, T [, H1) ∩ C1(]0, T [, L2),
where T depends on u0. Moreover, u satisfies the variation-of-constant formula
(2.22) u(t) = e−A¯tu0 +
∫ t
0
e−A¯(t−p) ˆ¯F (u(p)) dp, t ≥ 0.
The Cauchy problem (2.21) generates a local semiflow π(t), and we have Πσ0,ω(t, s) ≡
π(t− s).
By slightly modifying the proof of Theorem 4.4 in [1], one can prove the following
averaging principle:
Theorem 2.4. Let (σn)n∈N be a sequence in Σ. Let (λn)n∈N be a sequence in [0, 1].
Let u ∈ H1(RN) and let (un)n∈N be a bounded sequence in H1(RN). Let T > 0 and
let (tn)n∈N and (sn)n∈N be two sequences of real numbers, with tn ∈ [sn, sn + T ] for
all n, and assume that tn → t and sn → s as n→∞. Let (ωn)n∈N be a sequence of
positive numbers, ωn → +∞ as n→∞. Finally, let R > 0 and assume that, for all
n, ‖Πσnλn,ωn(r, sn)un‖H1 ≤ R, r ∈ [sn, sn+ T ], and ‖π(r− s)u‖H1 ≤ R, r ∈ [s, s+ T ].
Then
(1) if un → u in L2(RN) and t > s,
‖Πσnλn,ωn(tn, sn)un − π(t− s)u‖H1 → 0 as n→∞;
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(2) if un → u in H1(RN) and t ≥ s,
‖Πσnλn,ωn(tn, sn)un − π(t− s)u‖H1 → 0 as n→∞.
Following [5], we introduce the extended phase-space Σ×H1(RN). For ω > 0, we
define on Σ the unitary group of translations
(2.23) (Tω(h)σ)(·) := σ(·+ ωh).
One can easily prove the following translation identity:
(2.24) Πσλ,ω(t + h, s+ h) = Π
Tω(h)σ
λ,ω (t, s), h ∈ R.
Thanks to (2.24), we can associate to the family of processes {Πσλ,ω | σ ∈ Σ } a
skew-product semiflow Pλ,ω(t) on the extended phase-space Σ × H1(RN), by the
formula
(2.25) Pλ,ω(t)(σ, u) := (Tω(t)σ,Π
σ
λ,ω(t, 0)u).
If ω > 0 and λ ∈ [0, 1] are fixed, Proposition 2.1 implies that the semiflow Pλ,ω
satisfies the no-blow-up condition I-2.1 of [17]. Moreover, if ω > 0 is fixed and
(λn)n∈N is a sequence converging to some λ ∈ [0, 1], Proposition 2.3 implies that
the sequence of semiflows (Pλn,ω)n∈N converges to the semiflow Pλ,ω on Σ×H1(RN),
according to Definition I-2.2 of [17]. Notice that, for λ = 0, one has P0,ω(t)(σ, u) =
(Tω(t)σ, π(t)u), so P0,ω(t)(σ, u) is completely decoupled.
3. The question of admissibility
We begin by recalling the following concept, introduced by Rybakowski in [16]
(see also [17]):
Definition 3.1. Let X a metric space, let B be a closed subset of X and let (πn)n∈N
be a sequence of local semiflows in X. Then B is called {πn}-admissible if the
following holds:
if (xn)n∈N is a sequence in X and (tn)n∈N is a sequence in R+ such that tn →∞
as n → ∞ and πn(r)xn ⊂ B for r ∈ [0, tn] for all n ∈ N, then the sequence of
endpoints (πn(tn)xn)n∈N has a converging subsequence.
The set B is called strongly {πn}-admissible if B is {πn}-admissible and if πn does
not explode in B for every n ∈ N. If πn = π for all n, we say that B is π-admissible
(resp. strongly π-admissible)
Notice that, by Proposition 2.1, if B ⊂ H1(RN) is bounded, then the semiflow
Pλ,ω does not explode in Σ× B.
In the case of a parabolic equation on a bounded open set Ω ⊂ RN , the admis-
sibility of all bounded subsets in the phase space is a direct consequence of the
compactness of the Sobolev embedding H1(Ω) →֒ L2(Ω). In RN this property fails,
and one has to introduce some restrictions on the non-linear term F . We make the
following “dissipativeness in the large” assumption (cf [15]):
(D) for every (τ, x, u) ∈ R× RN × R,
(3.1) F (τ, x, u)u ≤ −ν|u|2 + b(τ, x)|u|q + c(τ, x),
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where ν > 0, 2 ≤ q < 2N/(N − 2), and τ 7→ c(τ, ·) ∈ L1(RN) and τ 7→
b(τ, ·) ∈ Lp(RN) are almost-periodic, where 2N/[2N − q(N − 2)] ≤ p <∞.
It is easy to check that (D) is satisfied by any element of Σ2 (with b(·, ·) and c(·, ·)
replaced by suitable functions β(·, ·) and γ(·, ·) belonging to the corresponding hulls)
as well as by the mean value F¯ (with b(·, ·) and c(·, ·) replaced by their means b¯(·)
and c¯(·)). Since the range of an almost-periodic function is compact, there exists a
sequence of positive numbers (mk)k∈N, mk → 0 as k →∞, such that
(3.2)
∫
|x|≥k
|β(τ, x)|p dx+
∫
|x|≥k
|γ(τ, x)| dx ≤ mk, τ ∈ R, k ∈ N,
for all β(·, ·) ∈ H(b(·, ·)) and γ(·, ·) ∈ H(c(·, ·)). Moreover,
(3.3)
∫
|x|≥k
|b¯(x)|p dx+
∫
|x|≥k
|c¯(x)| dx ≤ mk, k ∈ N.
The following Proposition is a non-autonomous version of Proposition 2.2 in [15],
and like the latter, it was inspired by Lemma 5 in [20]:
Proposition 3.2. Assume (aij(τ))ij satisfies condition (H1) and F (τ, x, u) satisfies
conditions (H2)–(H4), (AP) and (D). Let R > 0. There exists a sequence (ηk)k∈N,
ηk → 0 as k →∞, with the following property:
whenever λ ∈ [0, 1], ω > 0, (α,Φ) ∈ Σ and u : [s, s + T ] → H1(Rn) is a solution
of (2.19) with ‖u(t)‖H1 ≤ R for t ∈ [s, s+ T ], then
(3.4)
∫
|x|≥k
|u(t, x)|2 dx ≤ R2e−2ν(t−s) + ηk for t ∈ [s, s+ T ] and k ∈ N.
The number ηk depends only on R, ν, ν0 and mk.
Proof. Let θ : R+ → R be a smooth function such that 0 ≤ θ(s) ≤ 1 for s ∈ R+,
θ(s) = 0 for 0 ≤ s ≤ 1 and θ(s) = 1 for s ≥ 2. Let D := sups∈R+ |θ′(s)|. Define
θk(x) := θ(|x|2/k2). Then, for t ∈ [s, s+ T ], we have
d
dt
1
2
∫
Rn
θk(x)|u(t, x)|2 dx =
∫
Rn
θk(x)u(t, x)ut(t, x) dx
= −
∫
Rn
N∑
i,j=1
αij(λ, ωt)∂i(θk(x)u(t, x))∂ju(t, x) dx
+
∫
Rn
θk(x)u(t, x)Φ(λ, ωt, x, u(t, x)) dx
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Now we have
−
∫
Rn
N∑
i,j=1
αij(λ, ωt)∂i(θk(x)u(t, x))∂ju(t, x) dx
= −
∫
Rn
θk(x)
N∑
i,j=1
αij(λ, ωt)∂iu(t, x)∂ju(t, x)dx
− 2
k2
∫
Rn
θ′(|x|2/k2)u(t, x)
N∑
i,j=1
αij(λ, ωt) xi ∂ju(t, x) dx
≤ 2D
ν0k2
∫
k≤|x|≤√2k
|x| |u(t, x)| |∇xu(t, x)| dx ≤ 2
√
2D
ν0k
R2.
On the other hand, by condition (D), by the Sobolev embedding H1 →֒ L2n/(n−2)
and by Ho¨lder inequality, we have∫
Rn
θk(x)u(t, x)Φ(λ, ωt, x, u(t, x)) dx ≤ −ν
∫
Rn
θk(x)|u(t, x)|2 dx
+
∫
Rn
θk(x)(λβ(ωt, x) + (1− λ)b¯(x))|u(t, x)|q dx
+
∫
Rn
θk(x)(λγ(ωt, x) + (1− λ)c¯(x)) dx
≤ −ν
∫
Rn
θk(x)|u(t, x)|2dx+
[
(n− 1)R
(n− 2)/2
]q
m
1/p
k +mk.
Summing up, we have found a sequence (ηk)k∈N, ηk → 0 as k →∞, such that
d
dt
∫
Rn
θk(x)|u(t, x)|2 dx ≤ −2ν
∫
Rn
θk(x)|u(t, x)|2 dx+ ηk.
Multiplying by e2νt and integrating on [s, s+ t¯], we get∫
Rn
θk(x)|u(t¯, x)|2 dx ≤ e−2ν(t¯−s)
∫
Rn
θk(x)|u(s, x)|2 dx+ ηk 1
2ν
(1− e−2ν(t¯−s)),
which in turn implies the thesis. 
Now we can prove
Theorem 3.3. Assume (aij(τ))ij satisfies condition (H1) and F (τ, x, u) satisfies
conditions (H2)–(H4), (AP) and (D). Let ω > 0 be fixed, let B ⊂ H1(RN ) be
bounded and let (λn)n∈N be a sequence in [0, 1]. Then the set Σ × B is {Pλn,ω}-
admissible.
Proof. First, we chose R > 0 such that B ⊂ BH1(R; 0). By Proposition 2.1, there
exists TR > 0 such that, for all u ∈ BH1(R; 0), for all λ ∈ [0, 1], for all s ∈ R and
for all σ ∈ Σ, Πσλ,ω(t, s)u is defined for t ∈ [s, s + TR] and ‖Πσλ,ω(t, s)u‖H1 ≤ 2R for
t ∈ [s, s+ TR].
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Now let ((σn, un))n∈N be a sequence in Σ×H1(RN) and let (tn)n∈N be a sequence
of positive numbers such that tn →∞ as n→∞ and Pλn,ω(t)(σn, un) ∈ Σ× B for
t ∈ [0, tn], n ∈ N. The latter amounts to saying that Πσnλn,ω(t, 0)un ∈ B for t ∈ [0, tn],
n ∈ N.
Since Σ is compact, we can assume, without loss of generality, that there exists
σ∞ ∈ Σ such that Tω(tn − TR)σn → σ∞ and Tω(tn)σn → Tω(TR)σ∞ =: σ∞ as
n→∞. Moreover, we can assume that there exists λ∞ ∈ [0, 1] such that λn → λ∞
as n→∞.
Now, since the set
(3.5) {Πσnλn,ω(tn − TR, 0)un | n ∈ N }
is bounded in H1(RN), then passing to a subsequence if necessary, we can assume
that there exists u¯∞ ∈ H1(RN) such that
Πσnλn,ω(tn − TR, 0)un ⇀ u¯∞ in H1(RN) as n→∞.
Notice that ‖u¯∞‖H1 ≤ R, so Πσ¯∞λ∞,ω(t, 0)u¯∞ is defined for t ∈ [0, TR]. We claim that
Πσnλn,ω(tn−TR, 0)un → u¯∞ in the strong L2-topology. To this end, it is enough to show
that the set (3.5) is relatively compact in the strong L2 topology, or equivalently
that it is totally bounded.
This is a consequence of Lemma 3.2 and of the Rellich Theorem. In fact, for
n ∈ N and k ∈ N we have∫
RN
θk(x) |(Πσnλn,ω(tn − TR, 0)un)(x)|2 dx ≤ R2e−2ν(tn−TR) + ηk,
where ηk → 0 as k → ∞. Let ǫ > 0 be fixed. Take k and n0 so large that
R2e−2ν(tn−TR) + ηk ≤ ǫ for all n ≥ n0. Then
(3.6) {Πσnλn,ω(tn − TR, 0)un | n ≥ n0 }
= { θk Πσnλn,ω(tn − TR, 0)un + (1− θk) Πσnλn,ω(tn − TR, 0)un | n ≥ n0 }
⊂ { θk Πσnλn,ω(tn − TR, 0)un | n ≥ n0 }+ { (1− θk) Πσnλn,ω(tn − TR, 0)un | n ≥ n0 }
⊂ BL2(ǫ; 0) + { (1− θk) Πσnλn,ω(tn − TR, 0)un | n ≥ n0 }.
The set
{ (1− θk) Πσnλn,ω(tn − TR, 0)un | n ≥ n0 }
consists of functions of H1(RN) which are equal to zero outside the ball of radius√
2k in RN . On the other hand, the H1-norm of these functions is bounded by a
constant depending only on R and D. Then, by the Rellich Theorem, this set is
precompact in L2(RN ). Hence we can cover it by a finite number of balls of radius ǫ
in L2(RN). This observation, together with (3.6), implies that the set (3.5) is totally
bounded and hence precompact in L2(RN ). The claim is proved.
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Finally, by Lemma 2.2, we have
Πσnλn,ω(tn, 0)un = Π
σn
λn,ω
(tn, tn − TR)Πσnλn,ω(tn − TR, 0)un
= Π
Tω(tn−TR)σn
λn,ω
(TR, 0)Π
σn
λn,ω
(tn − TR, 0)un → Πσ∞λ,ω(TR, 0)u∞
in H1(RN) as n→∞.
Setting u∞ := Π
σ∞
λ,ω(TR, 0)u∞, it follows that Π
σn
λn,ω
(tn, 0)un → u∞ in H1(RN) as
n→∞. The proof is complete. 
4. Averaging and continuation of invariant sets
In this section we assume that (aij(τ))ij satisfies condition (H1) and F (τ, x, u)
satisfies conditions (H2)–(H4), (AP) and (D). Let λ0 ∈ [0, 1] and ω0 > 0 be fixed.
Let Kλ0,ω0 ⊂ Σ×H1(RN) be an isolated invariant set of Pλ0,ω0 and let Bλ0,ω0 be an
isolating neighborhood of Kλ0,ω0. In view of Proposition 3.3, if Bλ0,ω0 is bounded,
then it is strongly Pλ0,ω0-admissible. It follows that Kλ0,ω0 is compact (see Theorem
I-4.5 in [17]) and its homotopy index h(Pλ0,ω0 , Kλ0,ω0) is well defined.
Now we keep ω0 fixed and we let λ run over [0, 1]. Let Kλ,ω0 ⊂ Σ × H1(RN) be
an isolated invariant set of Pλ,ω0 and assume that there exists Bω0 ⊂ Σ×H1(RN),
such that, for every λ ∈ [0, 1], Bω0 is a bounded isolating neighborhood of Kλ,ω0.
Then, thanks to Propositions 2.3 and 3.3, we can apply the continuation principle
I-12.2 of [17]. It follows that h(Pλ,ω0,, Kλ,ω0,) does not depend on λ. In particular,
h(P1,ω0 , K1,ω0) = h(P0,ω0, K0,ω0).
We have already noticed that P0,ω0(t)(σ, u) = (Tω0(t)σ, π(t)u), so P0,ω0(t) is com-
pletely decoupled. It follows that, if K ⊂ H1(RN ) is an isolated invariant set of
π(t), then K0,ω0 := Σ ×K is an isolated invariant set of P0,ω0(t). Moreover, by the
product formula I-10.6 of [17],
(4.1) h(P0,ω0, K0,ω0) = h(Tω0 ,Σ) ∧ h(π,K).
We recall that, if (Y, y0) and (Z, z0) are two pointed spaces, then the smash product
(Y, y0) ∧ (Z, z0) is the pointed space (W,w0), where W := (Y × Z)/(Y × {z0} ∪
{y0}×Z) and w0 := [Y ×{z0}∪ {y0}×Z]. In Lemma 1.1 of [21] it was proved that
if (Y, y0) is not contractible and Z is a compact space, then (Y, y0) ∧ (Z ∪˙ {∗}, {∗})
is not contractible.
In the present situation, Σ is a compact invariant set of Tω0 and an isolating
neighborhood as well. Actually, Σ is an isolating block with Σ− = ∅. It follows
that h(Tω0 ,Σ) is the homotopy type of the pointed space (Σ ∪˙ {∗}, {∗}). So, if
h(π,K) 6= 0, then h(P0,ω0, K0,ω0) 6= 0.
Let K ⊂ H1(RN) be a compact isolated invariant set of π(t), with nontrivial
Conley index, and let B ⊂ H1(RN) be a bounded isolating neighborhood of K. If
Σ×B is an isolating neighborhood (of Kλ,ω0) relative to Pλ,ω0 for all λ ∈ [0, 1], then
h(Pλ,ω0, Kλ,ω0) = h(P0,ω0, K0,ω0) = h(Tω0,Σ) ∧ h(π,K) 6= 0, λ ∈ [0, 1].
In other words, the isolated invariant set K of π(t) can be “continued” to a family
of isolated invariant sets Kλ,ω0 of Pλ,ω0, provided one can find a common isolating
neighborhood of the form Σ× B, relative to all the Pλ,ω0 , λ ∈ [0, 1]. If the index of
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K is nontrivial, the same is true of the index of Kλ,ω0. We stress that, if this is the
case, then Kλ,ω0 6= ∅: this means that there exist full bounded solutions of (2.19) in
B. Therefore we are lead to the following question:
given an isolated invariant set K of π(t), is it possible to find a bounded neigh-
borhood B of K such that Σ × B is an isolating neighborhood relative to Pλ,ω0 for
all λ ∈ [0, 1]?
It turns out that the question has a positive answer if ω0 is sufficiently large.
We need first to prove the following proposition, which ensures a sort of “singular”
admissibility as ω →∞.
Proposition 4.1. Let B ⊂ H1(RN) be a bounded set, let (λn)n∈N be a sequence
in [0, 1], let (σn)n∈N be an arbitrary sequence in Σ, let (ωn)n∈N and (tn)n∈N be two
sequences of positive numbers, ωn → ∞ and tn → ∞ as n → ∞, let (un)n∈N be a
sequence in H1(RN) and assume that Πσnλn,ωn(t, 0)un ∈ B for t ∈ [0, tn], n ∈ N. Then
there exists u∞ ∈ H1(RN ) such that, up to a subsequence,
Πσnλn,ωn(tn, 0)un → u∞
in H1(RN) as n→∞.
Proof. The proof is similar to that of Theorem 3.3. First, we chose R > 0 such
that B ⊂ BH1(R; 0). By Proposition 2.1, there exists TR > 0 such that, for all
u ∈ BH1(R; 0), for all λ ∈ [0, 1], for all ω > 0, for all s ∈ R and for all σ ∈ Σ,
Πσλ,ω(t, s)u is defined for t ∈ [s, s+ TR] and ‖Πσλ,ω(t, s)u‖H1 ≤ 2R for t ∈ [s, s+ TR].
Since B ⊂ H1(RN) is bounded, there exists u¯∞ ∈ H1(RN) such that, up to a
subsequence,
Πσnλn,ωn(tn − TR, 0)un ⇀ u∞ in H1(RN) as n→∞.
Notice that ‖u¯∞‖H1 ≤ R, so π(t)u¯∞ is defined for t ∈ [0, TR]. Like in the proof of
Proposition 3.3, thanks to Lemma 3.2 and to the Rellich Theorem, we obtain that
Πσnλn,ωn(tn − TR, 0)un → u¯∞ in the strong L2-topology. Finally, by Theorem 2.4, we
have
Πσnλn,ωn(tn, 0)un = Π
σn
λn,ωn
(tn, tn − TR)Πσnλn,ωn(tn − TR, 0)un
= Π
Tωn (tn−TR)σn
λn,ωn
(TR, 0)Π
σn
λn,ωn
(tn − TR, 0)un → π(TR)u∞
in H1(RN) as n→∞.
Setting u∞ := π(TR)u∞, it follows that Π
σn
λn,ωn
(tn, 0)un → u∞ in H1(RN ) as n→∞.
The proof is complete. 
We recall the following
Definition 4.2. A curve t 7→ u(t) ∈ H1(RN), t ∈ R is said to be a full solution of
the process Πσλ,ω(t, s) iff
u(t) = Πσλ,ω(t, s)u(s) for all t ≥ s, s ∈ R.
Now we have:
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Corollary 4.3. Let B ⊂ H1(RN), (λn)n∈N, (σn)n∈N and (ωn)n∈N be as in Proposition
4.1. For all n ∈ N, let un : R → H1(Rn) be a full solution of Πσnλn,ωn(t, s), such that
un(t) ∈ B for all t ∈ R. Under these hypotheses, there exists a subsequence of
(un)n∈N, again denoted by (un)n∈N, and a full solution u∞ : R → H1(Rn) of the
averaged semiflow π(t), such that un(t) → u∞(t) in H1(RN) as n → ∞, uniformly
on every bounded subinterval of R.
Proof. As in the proof of Proposition 4.1, we begin by taking R > 0 such that B ⊂
BH1(R; 0). By Proposition 2.1, there exists TR > 0 such that, for all u ∈ BH1(R; 0),
for all λ ∈ [0, 1], for all ω > 0, for all s ∈ R and for all σ ∈ Σ, Πσλ,ω(t, s)u is defined
for t ∈ [s, s + TR] and ‖Πσλ,ω(t, s)u‖H1 ≤ 2R for t ∈ [s, s + TR]. Next, we fix once
and for all a sequence (tn)n∈N of positive numbers, with tn →∞ as n→∞.
Let k ∈ Z. For all sufficiently large n, we have
un(kTR) = Π
σn
λn,ωn
(kTR, kTR − tn)un(kTR − tn)
= Π
Tωn (kTR−tn)σn
λn,ωn
(tn, 0)un(kTR − tn).
Then, by Theorem 4.1, there is a subsequence of (un(kTR))n∈N, again denoted
by (un(kTR))n∈N, and there exists v(kTR) ∈ H1(Rn) such that un(kTR) converges
strongly to v(kTR) in H
1(Rn) as n → ∞. In particular, ‖v(kTR)‖H1 ≤ R. Using
Cantor’s diagonal procedure we obtain the existence of a subsequence of (un)n∈N,
again denoted by (un)n∈N, and a sequence v(kTR) ∈ H1(Rn), k ∈ Z, such that, for
every k ∈ Z,
un(kTR)→ v(kTR) in H1(Rn) as n→∞.
By Theorem 2.4, we have that, for all k ∈ Z,
Πσnλn,ωn(t, kTR)un(kTR)→ π(t− kTR)v(kTR)
in H1(Rn) as n→∞, uniformly on [kTR, (k + 1)TR].
In particular, one has Πσnλn,ωn((k + 1)TR, kTR)un(kTR) → π(TR)v(kTR). On the
other hand, Πσnλn,ωn((k+1)TR, kTR)un(kTR) = un((k+1)TR)→ v((k+1)TR). Hence
we deduce that v((k + 1)TR) = π(TR)v(kTR) for all k ∈ Z. We can therefore define
u∞(t) := π(t− kTR)v(kTR) for t ∈ [kTR, (k + 1)TR],
which is easily seen to be a full solution of of π(t). Moreover,
un(t)→ u∞(t) as n→∞
uniformly on every bounded subinterval of R. 
Finally, we can prove:
Theorem 4.4. Let K be an isolated invariant set of π(t) and let B ⊂ H1(RN) be
a bounded isolating neighborhood of K. There exists ω¯ > 0 such that, for all ω > ω¯
and for all λ ∈ [0, 1], Σ× B is an isolating neighborhood relative to Pλ,ω.
Proof. Assume by contradiction that the theorem is not true. Then there exist a
sequence (λn)n∈N in [0, 1], a sequence of positive numbers (ωn)n∈N, ωn → +∞ as n→
∞, a sequence (σn)n∈N in Σ and a sequence (un)n∈N of functions from R to H1(RN),
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such that, for n ∈ N, un(t) is a full solution of Πσnλn,ωn(t, s), with un(t) ∈ B for all
t ∈ R and un(0) ∈ ∂B for all n ∈ N. By Corollary 4.3, there exists a subsequence
of (un)n∈N, again denoted by (un)n∈N, and a full solution u∞ : R → H1(Rn) of the
averaged semiflow π(t), such that un(t) → u∞(t) as n → ∞ uniformly on every
bounded subinterval of R. It follows that u∞(t) ∈ B for all t ∈ R and u∞(0) ∈ ∂B,
thus contradicting the fact that B is an isolating neighborhood relative to π(t). 
The results proved in this section can be summarized as follows:
Theorem 4.5. Assume that (aij(τ))ij satisfies condition (H1) and F (τ, x, u) satis-
fies conditions (H2)–(H4), (AP) and (D). Suppose that the semiflow π(t), gener-
ated by the autonomous averaged equation (2.21), posseses an isolated invariant set
K ⊂ H1(RN), with nontrivial homotopy index. Then, for all sufficiently large ω and
for all λ ∈ [0, 1], the skew-product semiflow generated by the non-autonomous equa-
tion (2.19) possesses an isolated invariant set Kλ,ω ⊂ Σ×H1(RN), with nontrivial
homotopy index.
5. Recurrent motions
In this section we shall discuss some consequences of Theorem 4.5. Let λ = 1.
If h(P1,ω, K1,ω) 6= 0, then K1,ω 6= ∅. This means that there exist (σ0, u0) ∈ Σ ×
H1(RN) and a function (σ, u) : R→ Σ×H1(RN), such that (σ(0), u(0)) = (σ0, u0),
(σ(t), u(t)) ∈ K1,ω for all t ∈ R and (σ(t), u(t)) = P1,ω(t − s)(σ(s), u(s)) for all
t ≥ s. It follows that u(t) is a bounded full solution of the process Πσ01,ω. If we are
interested in proving the existence of bounded full solutions of the original equation
(2.1), we can argue as follows. Since the orbit {σ(t) | t ∈ R} is dense in Σ, then
there exists a sequence (tn)n∈N, such that σ(tn) → σ♯ := ((aij)ij, F ) as n → ∞.
Since K1,ω is compact, we can assume, without loss of generality, that there exists
u♯ ∈ H1(RN) such that (σ♯, u♯) ∈ K1,ω and u(tn) → u♯ as n → ∞. It follows that
there exists a function (σ˜, u˜) : R → Σ × H1(RN), such that (σ˜(0), u˜(0)) = (σ♯, u♯),
(σ˜(t), u˜(t)) ∈ K1,ω for all t ∈ R and (σ˜(t), u˜(t)) = P1,ω(t−s)(σ˜(s), u˜(s)) for all t ≥ s.
It follows that u˜(t) is a bounded full solution of the process Π
σ♯
1,ω, i.e. a bounded full
solution of (2.1).
From the dynamical point of view, it is much more interesting to look for recurrent
solutions rather than for bounded solutions of the equation (2.1).
Let X be a complete metric space and let π(t) be a global two-sided flow on X .
The following basic concepts were introduced by Birkhoff (see [3]; for a modern
treatment, see also the book of Bhatia and Szego¨ [2]):
Definition 5.1. A point x ∈ X is called recurrent iff
(1) the orbit {π(t)x | t ∈ R} is precompact in X;
(2) for every ǫ > 0 there exists ℓ > 0 such that in every interval I ⊂ R of lenght
ℓ there is a τ such that d(π(τ)x, x) < ǫ.
If the point x is recurrent, the same is true of the point π(t)x, for all t ∈ R. The
full trajectory π(·)x is then called recurrent.
Definition 5.2. A set M ⊂ X is called a minimal set iff
16 MARTINO PRIZZI
(1) M is closed and invariant;
(2) M does not contain nonempty, proper, closed invariant subsets.
The concepts of recurrent point and minimal set are related by the following
theorem (for a proof, see e.g. [2]):
Theorem 5.3 (Birkhoff, 1926). A point x ∈ X is recurrent if and only if it belongs
to a compact minimal set.
The existence of recurrent points for a flow in a compact metric space is guaranteed
by the following
Theorem 5.4 (Birkhoff, 1926). If X is compact, then there exists a minimal set
M ⊂ X.
Concerning the semiflow P1,ω, we stress that its phase space is not compact.
Moreover, the trajectories are in general defined only in forward time. However,
we can restrict the semiflow P1,ω to the compact invariant set K1,ω. Notice that,
for every (σ0, u0) ∈ K1,λ, there is a function (σ, u) : R → Σ × H1(RN ), such that
(σ(0), u(0)) = (σ0, u0), (σ(t), u(t)) ∈ K1,ω for all t ∈ R and (σ(t), u(t)) = P1,ω(t −
s)(σ(s), u(s)) for all t ≥ s. If the semiflow P1,ω, restricted to K1,ω, possesses the
backward uniqueness property, then it admits a unique flow extension. Thanks to
an abstract result of Lions and Malgrange ([13]), the backward uniqueness property
holds for equation (2.19), provided we replace the Ho¨lder condition (2.2) for aij(·)
in (H1) with the following stronger Lipschitz condition: for all τ1, τ2 ∈ R, and for
1 ≤ i, j ≤ N ,
(5.1) |aij(τ1)− aij(τ2)| ≤ C|τ1 − τ2|.
Under this stronger assumption, we can apply Birkhoff’s theorem to the unique
flow extension of the semiflow P1,ω in the compact metric space K1,ω. We thus
obtain the existence of a minimal set M1,ω contained in K1,ω. This in turn implies
the existence of at least one recurrent trajectory in K1,ω.
To the concept of recurrent trajectory there corresponds the concept of recurrent
function. Let Y be a complete metric space and let U(R, Y ) be the space of all con-
tinuous functions g : R→ Y , with the (metrizable) topology of uniform convergence
on the bounded segments. For g ∈ U(R, Y ) and s ∈ R, define (T (s)g)(t) := g(t+ s),
t ∈ R. A function g ∈ U(R, Y ) is called recurrent if the trajectory T (s)g is recurrent
in U(R, Y ).
The connection between recurrent functions and recurrent trajectories is the fol-
lowing: let x be a recurrent point of a global flow π(t) in a complete metric space
X ; let Y be a complete metric space and let φ : X → Y be a continuous function;
then the function t 7→ φ(π(t)x) is recurrent. Therefore, if (σ0, u0) is a recurrent
point of the flow extension of P1,ω in K1,ω, then there exists a recurrent function
(σ, u) : R → Σ × H1(RN), such that (σ(0), u(0)) = (σ0, u0), (σ(t), u(t)) ∈ K1,ω for
all t ∈ R and (σ(t), u(t)) = P1,ω(t− s)(σ(s), u(s)) for all t ≥ s. It follows that u(t)
is recurrent solution of the process Πσ01,ω.
If we are interested in proving the existence of recurrent solutions of the original
equation (2.1), we can argue as follows. Since the orbit {σ(t) | t ∈ R} is dense in Σ,
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then there exists a sequence (tn)n∈N, such that σ(tn)→ σ♯ := ((aij)ij , F ) as n→∞.
Since M1,ω is compact, we can assume, without loss of generality, that there exists
u♯ ∈ H1(RN ) such that (σ♯, u♯) ∈ M1,ω and u(tn) → u♯ as n → ∞. It follows that
here exists a function (σ˜, u˜) : R → Σ × H1(RN), such that (σ˜(0), u˜(0)) = (σ♯, u♯),
(σ˜(t), u˜(t)) ∈ M1,ω for all t ∈ R and (σ˜(t), u˜(t)) = P1,ω(t − s)(σ˜(s), u˜(s)) for all
t ≥ s. It follows that u˜(t) is a recurrent solution of the process Πσ♯1,ω, i.e. a recurrent
solution of 2.1. We can summarize the above considerations in the following
Theorem 5.5. Assume that (aij(τ))ij satisfies condition (H1), with the Ho¨lder
condition (2.2) replaced by the Lipschitz condition (5.1), and F (τ, x, u) satisfies
conditions (H2)–(H4), (AP) and (D). Suppose that the semiflow π(t), generated
by the autonomous averaged equation (2.21), possesses an isolated invariant set
K ⊂ H1(RN ), with nontrivial homotopy index. Then, for all sufficiently large ω,
the non-autonomous equation (2.1) possesses a recurrent solution.
We conclude with an example, in which the averaged equation is asymptotically
linear (cf [15]). More precisely, we assume that the average F¯ (x, u) satisfies (2.3)
with β = 0 and (3.1) with q = 2. Moreover, we assume that
(5.2) lim
|u|→∞
F¯ (x, u)
u
= V (x) := −V1(x) + V2(x) for all x ∈ Rn,
where V1 ∈ L∞(Rn), with V1(x) ≥ ν˜ > 0 for all x ∈ Rn, and V2 ∈ Lρ(Rn), with
n ≤ ρ < ∞. It was observed in [15] that the essential spectrum of the operator
−∆ − V (·) is contained in [ν˜,+∞[. In particular, the part of the spectrum of
−∆− V (·) contained in ]−∞, ν˜/2[ is a finite set, consisting of isolated eigenvalues
with finite multiplicity. We assume that the following non-resonance condition at
infinity is satisfied:
(5.3) ker(−∆− V (·)) = (0).
In [15] it was proved the following
Theorem 5.6. Assume that F¯ satisfies (2.3) with β = 0, (3.1) with q = 2, (5.2)
and (5.3). Let m be the total multiplicity of the negative eigenvalues of −∆− V (·).
Denote by πF¯ the semiflow generated by (2.21) and by KF¯ the union of the ranges
of all bounded full solutions of πF¯ . Then KF¯ is a compact isolated invariant set with
homotopy index
h(πF , KF¯ ) = Σ
m,
where Σm is the homotopy type of a m-dimensional pointed sphere. In particular,
h(πF , KF¯ ) 6= 0, so KF¯ 6= ∅.
From Theorems 5.5 and 5.6 one can finally deduce:
Theorem 5.7. Assume that (aij(τ))ij satisfies condition (H1), with the Ho¨lder
condition (2.2) replaced by the Lipschitz condition (5.1), and F (τ, x, u) satisfies
conditions (H2)–(H4), (AP) and (D). Assume that the average F¯ satisfies (2.3)
with β = 0, (3.1) with q = 2, (5.2) and (5.3). Then, for all sufficiently large ω, the
non-autonomous equation (2.1) possesses a recurrent solution.
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