We suggest a general approach to quantification of different types of uncertainty in regression tasks performed by deep neural networks. It is based on the simultaneous training of two neural networks with a joint loss function. One of the networks performs regression and the other quantifies the uncertainty of predictions of the first one. Unlike in many standard uncertainty quantification methods, the targets are not assumed to be sampled from an a priori given probability distribution. We analyze how the hyperparameters affect the learning process and, additionally, show that our method even allows for better predictions compared to standard neural networks without uncertainty counterparts. Finally, we show that a particular case of our approach is the mean-variance estimation given by a Gaussian network.
Introduction
Neural networks are among the main tools that are used nowadays for solving regression problems and, in particular, for forecasting [3, 4, 7, 10] . One theoretical limitation of standard neural networks (NNs) with regression is that they generate sort of averaged predictions of the target variable, but neither provide any information on how the predicted average differs from the ground truth average (misspecification), nor how large the variance of the target variable itself (noise) is. Both contribute to uncertainty of the prediction. Obviously, quantification of this uncertainty is crucial from the viewpoint of forecasts in the real world applications.
There are several approaches to uncertainty quantifications for NNs, and most of them are based on the assumption that the noise is normally distributed with zero mean. The delta method [8, 16, 17] originates from the nonlinear regression theory and assumes that the noise is homogeneous, i.e., its variance is the same for all samples, while the misspecification is proportional to the noise and to the gradient of the output of NN with respect to the NN's weights. The Bayesian approach [11, 13] also assumes homogeneous noise, but obtains an estimate of the misspecification by treating the NN's weights as random variables drawn from the Gaussian distribution whose parameters are updated by the Bayes rule on the basis of the observed data. The mean-variance estimate [14] assumes that the NN with regression first correctly finds the ground truth mean value of the predicted variable and then uses another network that finds the variance of the noise, different for different samples. The latter is done by maximizing the likelihood function associated with the normal distribution of the noise with the unknown variance. A modification based on the bootstrap argument uses an ensemble of NNs with regression in the first step, which is supposed to yield a less biased estimate of the mean and allows one to estimate the misspecification error. In the second step, the variance of the noise is estimated similarly to the above. For the mathematical paradigm of bootstrapping, see the recent paper [12] and the references therein. One can find a comprehensive comparison of the above methods in [9] .
In this paper, we propose another general approach that allows one to quantify different types of uncertainty. It does not require a priori knowledge about the structure of the noise and is not based on the likelihood maximization (but includes the mean-variance estimates given by Gaussian networks [1, 2] as a particular case). Moreover, it not only quantifies how certain the predictions are, but also allows for better predictions (compared to standard NNs) for the data on which the predictions are quantified as certain. The idea is as follows. Suppose we have a standard neural network N r = N r (x) for regression with a loss function L r . We complement it by another neural network N q = N q (x), called an uncertainty quantifier, and train both networks by minimizing a joint loss of the form L joint = L r (N r )f (N q ) + λg(N q ), (1.1) where f (z) and g(z) are some fixed functions and λ > 0 is a hyperparameter. The main assumption concerning the functions f and g is that the former is positive (f (z) > 0) and increasing (f (z) > 0) and the latter is decreasing (g (z) < 0). We will see below that small values of N q correspond to uncertain predictions and large values to certain predictions. Intuitively, the more certain the quantifier N q is, the larger f (N q ) is and hence the smaller the loss L r tends to be. On the other hand, the less certain the quantifier N q is, the smaller f (N q ) is and hence the larger the loss L r can be. The second term λg(N q ) penalizes uncertain predictions. Thus, the regressor N r can "afford" to fit worse in uncertain noisy regions and use this freedom to fit better in certain clean regions. Moreover, while the regressor N r predicts the target value, it turns out (Interpretation 3.1) that the quantifier N q predicts the expected regressor's loss via the formula
We emphasize that relation (1.2) does not generally involve any likelihood maximization and directly estimates any regressor's loss. However, in the case where the loss L r is chosen as the mean square error (MSE), this yields the variance of the data for any choice of f , g, and λ (Example 3.1). Figure 1 .1 illustrates the fit of the regressor N r (x) (left) and the predictions of the standard deviation given by (1.2) with the MSE loss (right) for synthetic one-dimensional data. The corresponding choice of λ, f , and g is discussed in section 7.1. Figure 1 .1 represents the situation where both the mean of the data and its variance vary smoothly. In this case, the choice of λ is not too important. However, it becomes crucial once the data exhibits sharp interfaces. Figure 1.2 illustrates "clean" data given by y = 3x + sin(2πx), x ∈ [0, 1], complemented by two vertical strips of width 0.1 with the Figure 1.1: Fit of the networks (N r , N q ) in (7.1) for the data y sampled from the normal distribution with mean 3x + sin(2πx) and standard deviation 1 + sin(4πx). Left: N r (x). Right: standard deviation via N q (x) according to (1.2) with the MSE loss.
Gaussian noise (mean is −2 in each strip and standard deviation is 1 in the first strip and 5 in the second). One can see that the standard NN (red line) estimates the mean in the clean regions outside the two noisy strips much worse than the regressor N r (blue line). This is especially evident in the lower picture, where the noisy regions contain 80% of the data. These and other simulations are discussed in more detail in section 7.
In section 5, we explain that choosing small λ may significantly facilitate regressor's ability to learn in the clean regions. We perform a rigorous analysis that indicates how the learning speed in clean and noisy regions depends on λ, the functions f and g, and the activation function of the output node of the quantifier N q . Table 1 .1: Relative learning speed between clean (cl.) and noisy regions in case of sigmoid, softplus, and ReLU activation functions in the output of the quantifier. Notation "=" stands for a "comparable" speed, "<" and ">" for a "lower" and "higher" speed, and " " for a "much lower" speed. in the predictions by N r is achieved by foliating the input data with respect to the output of the uncertainty quantifier N q as explained in detail in section 6. We note that learning the variance was also discussed in the literature in the framework of the mixture density networks introduced in [1, 2] . For example, it is used in [18] for acoustic modeling and in [5] for generating sequences by recurrent neural networks. As we mentioned, this is done via the loss function related to the log-likelihood of the (mixed) Gaussian distributions with learnable mean(s) and variance(s). We will see in Example 3.2 that the log-likelihood approach to learning a single Gaussian distribution is a particular case of our approach (with a specific choice of regressor's loss and hyperparameters).
The paper is organized as follows. In section 2, we introduce our model and describe the joint loss function. In section 3, we give a probabilistic interpretation and justify formula (1.2). In section 4, we discuss different choices of the functions f and g in the cases where the output of the uncertainty quantifier is implemented as the sigmoid, softplus, and ReLU activation functions, respectively. In section 5, we analyze how λ affects the overall learning speed and the relative learning speeds for clean and noisy regions, and thus justify Table 1 .1. In particular, we show why the use of the joint loss (1.1) may improve regressor's predictions. In section 6, we discuss how a modification of the network's architecture can further improve regressor's predictions. Namely, we explain that complementing the input of N r by the output of N q leads to a foliation of the data with respect to the uncertainty and allows for a better fit of the regressor N r both in clean and noisy regions. We also briefly discuss relevant modifications in the backprop algorithm. In section 7, we illustrate our results with synthetic one-dimensional data, where we estimate uncertainty in the form of the mean square deviation. In section 8, we apply our approach to the standard data set containing Boston house prices [6] provided by the Python "Scikit-learn" library [15] .
Here we estimate uncertainty in the form of the mean absolute deviation, which would not be possible to do, using mean-variance estimates (Gaussian networks). Section 9 contains a conclusion.
General model
Let X = {x 1 , . . . , x N } ⊂ R n , n ∈ N, be a (training) data set consisting of N ∈ N samples, and Y = {y 1 , . . . , y N } ⊂ R m , m ∈ N, the corresponding target set of observations. The model we propose consists of two neural networks that are trained simultaneously. The first network N r : R n → R m is supposed to perform the regression task, while the second network N q : R n → R is supposed to quantify the uncertainty associated with the predictions of the regression network. Thus, to each sample x ∈ R n , we assign the pair N r (x), N q (x) , where N r (x) is the prediction and N q (x) is its certainty. The networks N r and N q are parametrized by learnable weights θ r and θ q , respectively, that may be shared but need not be. We omit the dependence of the networks on these weights whenever it does not lead to confusion. In what follows, we call N r a regressor and N q an uncertainty quantifier. We will see that the smaller N q (x) is, the more uncertain the prediction of N r (x) is.
Let
, be a loss of the regressor N r . This can be any loss function used in deep neural networks for regression. We only assume that L r takes positive values. Now we define a joint loss as follows:
where f, g : I → R are some fixed functions defined on an open interval I ⊂ R and λ > 0 is a hyperparameter. We discuss their role in sections 4 and 5. We will see that the choice of the functions f (z) and g(z) depends on concrete implementations of the uncertainty quantifier N q , while λ affects the overall learning speed and the ratio between the learning speeds in clean and noisy regions. To keep notations uncluttered, we do not indicate the arguments of L joint . Depending on the context, we will treat it as a function of y i r , z i (i = 1, . . . , N ) or θ r , θ q .
We assume throughout the following.
2. For any L > 0, the function Lf (z) + λg(z) of variable z achieves its finite minimum on I.
Due to item 1, the more certain the quantifier z i = N q (x i ) is, the larger f (z i ) is and hence the smaller the loss L r in (2.1) tends to be. The term λg(z i ) in (2.1) penalizes uncertain predictions.
In the next sections, we give a probabilistic interpretation of our approach and analyze the influence of the hyperparameters on the learning process. To do so, we will use another representation of the loss function (2.1). We will group the points in X in pairwise disjoint sets X 1 , . . . , X J in such a way that X = J j=1 X j and both N r (x) and N q (x) are almost constant on each X j . We denote these constants by y j r and z j , respectively (which have slightly different meaning compared to (2.1)). Denote by Y 1 , . . . , Y J the corresponding subdivision of Y . Let M j be the number of points in X j . Then
where E j [L r (y, y j r )] stands for the empirical mean of regressor's loss L r (y, y j r ), y ∈ Y j , and we used the relation M 1 + · · · + M J = N . For the further theoretical analysis, we will use the right-hand side of (2.2) for L joint .
Probabilistic interpretation
We fix the set X j for some j. The first simple observation is as follows.
be such that z is a critical point of the joint loss function
2. If, additionally, the pair in (3.1) is a critical point of the joint loss function
is convex with respect to y r , then y r is its global minimum.
The proof obviously follows from the definition of a critical point. Note that, due to Condition 2.1, a critical point z ∈ R always exists and f (z) = 0. We emphasize that (y r , z) in Observation 3.1 must be a critical point, but need not be a local minimum. However, in our concrete implementations in sections 4 and 5, it appears to be a global minimum.
Observation 3.1 together with representation of the joint loss function in (2.2) implies the following interpretation in terms of deep neural networks. 
Remark 3.1. Of course, one should be careful in practice. When one trains neural networks, one does not minimize the joint loss (2.1) (or (2.2)) directly with respect to y i r and z i r , but rather with respect to the parameters θ r and θ q of the networks N r and N q . Even if one found a global minimum with respect to, e.g., θ q , it does not mean that one necessarily found even a critical point with respect to z i . Now we illustrate the relation between our approach and learning a Gaussian probability density.
Example 3.1. Let P(y|x) be a Gaussian distribution of a scalar random variable y. We define regressor's loss as
Assume that (y r , z) in (3.1) is a critical point of the joint loss (3.2). Then, due to (3.3) and Observation 3.1,
Thus, the regressor N r (x) learns the expectation of y due to (3.4) , and the uncertainty quantifier N q (x) yields the variance of y according to (3.5) .
We conclude with an example that shows that our approach generalizes the method of mean-variance estimate [14] and mixture density networks [1, 2] in case of one Gaussian distribution. A generalization of a mixture of arbitrary number of Gaussian densities is discussed in section 9.
Example 3.2. Additionally to the special choice (3.3) of regressor's loss, we consider a particular choice of the hyperparameters:
Then (3.4) and (3.5) take the form
i.e., the uncertainty quantifier N q directly learns the precision of the Gaussian distribution. Note that this is exactly what the mixture density network does in the case of a single Gaussian distribution. To see the analogy, suppose that y i ∈ R, i = 1, . . . , N , are sampled from N > 0 i.i.d. random variables that are normally distributed with means y i r = N r (x i ) and precisions z i = N q (x i ), respectively. Then the maximization of the joint log-likelihood yields the maximization of
with respect to (y i r , z i ). Maximization of the log-likelihood (3.6) gives rise to the minimization of the joint loss (2.1).
Sigmoid, softplus, and ReLU activation functions in the output of N q
In this section, we discuss different choices of the functions f and g for concrete activation functions and rewrite the general Interpretation 3.1 accordingly.
Sigmoid output of N q
Assume the output z of the uncertainty quantifier N q is implemented as the sigmoid activation function z = Z(ξ) = 1 1 + e −ξ , ξ = (output of the last hidden layer) · w, (4.1)
where w is a column of weights connecting the last hidden layer with the sigmoid activation function. We define the functions f and g as follows:
f (z) = − log(1 − z), g(z) = − log z, z ∈ I = (0, 1).
It is easy to see that Condition 2.1 is fulfilled. The general Interpretation 3.1 takes the following form. where w has the same meaning as in (4.1). We define the functions f and g as follows: 
ReLU output of N q
Another possibility is to implement the output z of the uncertainty quantifier N q as the ReLU nonlinearity z = Z(ξ) = max(0, ξ), ξ = (output of the last hidden layer) · w, (4.5)
where w has the same meaning as in (4.1) and (4.3). We define the functions f and g as in 5 Impact of λ on the learning speed
In this section, we clarify the role of the hyperparameter λ. We study in detail the case of the sigmoid activation function in the output of N q . The analysis of the softplus and ReLU is analogous, and hence we formulate only the final results. We distinguish clean and noisy regions in the data set X. At each learning stage, we say that a region is clean if the loss of the regressor N r (x) is small for x in this region. Otherwise, we call a region noisy. The notions clean and noisy are understood relative to each other. It turns out that λ affects the overall learning speed and the ratio of learning speeds between clean and noisy regions. The influence is illustrated in Fig. 5 .1, 5.2, and 5.3 and in Table 1 .1, which we justify below. When we discuss the learning speed, we assume that the neural network is trained by gradient descent, i.e., the weights θ r and θ q (see section 2) are updated according to the rule
where L joint is given by (2.1) or (2.2) and η > 0 is the learning rate. Thus, the learning speed of the regressor and the uncertainty quantifier is proportional to the gradients ∇ θr L joint and ∇ θq L joint , respectively. Hence, we will analyze the influence of λ on these gradients. Note that due to (2.2), the joint loss can be written as
where M(L, ξ) = Lf (Z(ξ)) + λg(Z(ξ)),
2)
L j = E j [L r (·, y j r )], the function Z(ξ) is given either by (4.1), or (4.3), or (4.5), ξ j = (output of the last hidden layer) · w, the "output of the last hidden layer" is determined by the inputs from X j , and w is a column of weights connecting the last hidden layer with the corresponding activation function of the output of N q ; finally, f and g are given by (4.2) .
In this section, we assume that the weights θ q of the uncertainty quantifier satisfy the following.
Condition 5.1. The weights θ q of the uncertainty quantifier are in a neighborhood of the global minimum θ q of L joint as a function of θ q . Moreover, this global minimum corresponds to the values ξ j = ξ j (θ q ) that minimize M(L j , ξ j ) for all j = 1, . . . , J.
Since the gradient of L joint equals the sum of the gradients of the individual terms in (5.1), we will concentrate on these individual terms, corresponding to different regions X j .
Sigmoid output of N q
In this subsection, we assume that the output z of the uncertainty quantifier N q is implemented as the sigmoid activation function, see section 4.1. We will justify the column "sigmoid" in Table 1 .1.
We begin with the following simple lemma, which shows in particular that, for any L > 0, the function M(L, ξ) has a unique global minimum with respect to ξ. Lemma 5.1.
1. The function M(L, ξ) in (5.2) is convex with respect to ξ. For each L > 0, it achieves a global minimum with respect to ξ at the point ξ = ξ(L) = log(λ/L).
2.
∂
3. f (Z(ξ)) = log (1 + λ/L).
Proof. Due to (5.2), (4.1), and (4.2),
Hence, the result follows from the formulas
Impact of λ on the overall learning speed
To analyze the learning speed of N r , we estimate the gradient of M(L, ξ) (where L = L(θ r )) with respect to θ r . By Condition 5.1, where ∝ stands for "approximately proportional". Thus, for a fixed L, the smaller λ is, the closer to 0 the learning speed of N r is (asymptotically proportionally to λ/L). On the other hand, the larger λ is, the larger the learning speed of N r is. Now we analyze the learning speed of the quantifier. By Condition 5.1,
where H(L, θ q ) is the Hessian of M(L, ξ(θ q )) with respect to θ q evaluated at θ q , and ξ is defined in Lemma 5.1. Therefore, by Lemma 5.1, item 2, ∇ θq M(L, ξ(θ q )) ∝ Lλ L + λ (the green line in Fig. 5.1, left) . (5.4) Hence, for a fixed L, the smaller λ is, the closer to 0 the learning speed of N q is (asymptotically proportionally to λ, independently of L). On the other hand, the larger λ is, the closer to L the learning speed of N q is.
Impact of λ on the ratio of learning speeds in clean/noisy regions
Consider two regions X j 1 and X j 2 with the corresponding values of regressor's loss L 1 and L 2 . Assume that X j 1 is a clean region and X j 2 is a noisy region in the sense that
Then the ratio of learning speeds of N r in X j 1 and X j 2 is (due to (5.1) and (5.3)) proportional to
(the magenta line in Fig. 5.1, right) .
Thus, the smaller λ is, the closer to L 2 /L 1 (> 1) the ratio for N r is. This is the regime in which N r can learn more efficient in clean regions compared to the usual regression network without the uncertainty quantifier. On the other hand, the larger λ is, the closer to 1 the ratio for N r is. The ratio of learning speeds of N q in X j 1 and X j 2 is (due to (5.1) and (5.4)) proportional to
(the green line in Fig. 5.1, right) .
Thus, the smaller λ is, the closer to 1 the ratio for N q is. On the other hand, the larger λ is, the closer to L 1 /L 2 (< 1) the ratio for N q is.
Softplus output of N q
Assume the output z of the uncertainty quantifier N q is implemented as the softplus nonlinearity, see section 4.2. We will justify the column "softplus" in Table 1 .1. Similarly to Lemma 5.1, one can show that the function M(L, ξ) is convex with respect to ξ, and, for each L > 0, it achieves a global minimum with respect to ξ at the point ξ = ξ(L) = log e λ/L − 1 .
Impact of λ on the overall learning speed
Similarly to section 5.1.1, the learning speed of N r is determined by Fig. 5.2, left) .
The overall learning speed of N q is determined by
1 − e −λ/L 2 (the green line in Fig. 5.2, left) . (5.8) We note that the function in (5.8) asymptotically equals λ as λ → 0 and L 2 /λ as λ → ∞.
In particular, it tends to zero both as λ → 0 and λ → ∞. It is easy to calculate that it achieves its maximum 4µ 0 (1 + 2µ 0 ) 2 L ≈ 0.4 · L (the dashed line in Fig. 5.2, left) .
at λ = µ 0 L, where µ 0 ≈ 1.3 is a positive root of the equation e µ 0 = 1 + 2µ 0 .
Impact of λ on the ratio of learning speeds in clean/noisy regions
As in section 5.1.2, assume that X j 1 is a clean region and X j 2 is a noisy region in the sense that L 2 > L 1 . Then the ratio of learning speeds of N r in X j 1 and X j 2 is (due to (5.1) and (5.7)) proportional to
(the magenta line in Fig. 5.2, right) . (5.9)
In particular, it does not depend on λ, and N r always learns faster in clean regions. The ratio of learning speeds of N q in X j 1 and X j 2 is (due to (5.1) and (5.8)) proportional to
(the green line in Fig. 5.2, right) . (5.10)
ReLU output of N q
Assume the output z of the uncertainty quantifier N q is implemented as the ReLU nonlinearity, see section 4.3. We will justify the column "ReLu" in Table 1 .1. Similarly to Lemma 5.1, one can show that the function M(L, ξ) is convex with respect to ξ, and, for each L > 0, it achieves a global minimum with respect to ξ at the point ξ = ξ(L) = λ/L.
Impact of λ on the overall learning speed
Like in section 5.1.1, the learning speed of N r is determined by Fig. 5.3, left) .
The learning speed of N q is determined by ∇ θq M(L, ξ(θ q )) ∝ L 2 λ (the green line in Fig. 5.3 , left). (5.12)
Impact of λ on the ratio of learning speeds in clean/noisy regions
The ratio of learning speeds of N r in X j 1 and X j 2 is (due to (5.1) and (5.11)) proportional to L 2 L 1 (the magenta line in Fig. 5.3, right) . (5.13) In particular, it does not depend on λ, and N r always learns faster in clean regions. The ratio of learning speeds of N q in X j 1 and X j 2 is (due to (5.1) and (5.12)) proportional to L 1 L 2 2 (the green line in Fig. 5.3, right) . (5.14) In particular, it does not depend on λ, and N q always learns faster in noisy regions.
Extended regressor
Suppose regressor's loss is the MSE. Let the data X contain noisy regions where the mean value is significantly different from the mean value in the neighboring clean regions. As we saw in Example 3.1, the regressor tries to learn the mean value in both regions. Hence, it must approximate sharp profiles. To facilitate this task, we suggest to foliate the data in X with respect to the output of the uncertainty quantifier N q and use this foliated data as an input for the regressor. Namely, we replace the regressor N r : R n → R m by the extended regressor
. Figure 6 .1 shows the architecture of the neural network with the extended regressor, and Fig. 6.2 illustrates how the foliation of data copes with sharp interfaces. The joint loss (2.1) is replaced by
Note that when we backpropagate, we must calculate the gradients of the loss (6.1) with respect to θ r and θ q . In doing so, we treat z i in the functions f and g as functions of θ q , i.e.,
However, the functionsỹ i r =Ñ r (x i , z i ; θ r ) (which are arguments of L r ) are treated as functions of θ r only. In other words, although z i depends on θ q , we treat it here as a clean input of the extended regressorÑ r , i.e., ∇ θqỹ i r = 0.
Synthetic data
In this section, we generate data with X ⊂ [0, 1] and Y ⊂ R and implement the uncertainty quantifiers with the sigmoid output, see section 4.1. We choose regressor's loss to be the MSE and generate Gaussian noise. We predict the uncertainty in terms of the (inverse) standard deviation, using (3.5) . We emphasize that our estimate of the standard deviation does not involve any likelihood maximization.
Smooth data
First, we consider smoothly varying mean and variance. Namely, we sample y from the normal distribution with mean 3x + sin(2πx) and standard deviation 1 + sin(4πx), x ∈ [0, 1]. We implement the network pair (N r , N q ) as follows:
N r : input(1), 2 x hidden(10, tanh), output (1, linear) , N q : input(1), 2 x hidden(10, tanh), output(1, sigmoid). (7.1)
We take λ = 0.1. Figure 1.1 shows the corresponding fit of N r (x) (left) and the standard deviation via N q (x) according to (3.5) (right).
Data with sharp interfaces
In our second example, we generate "clean" data given by y = 3x + sin(2πx), x ∈ [0, 1], and complement them by two vertical strips of width 0.1 with Gaussian noise (mean is −2 in each strip and standard deviation is 1 in the first strip and 5 in the second). The fit of the network (7.1) is illustrated in Fig. 1.2 . One can see that even if the data contains 80% of noise, the uncertainty quantifier allows the regressor to fit well enough for the remaining 20%. This can be explained by formula (2.2) for the loss and by the results in section 5. Indeed, small coefficients M j /N in (2.2) corresponding to regions X j with low density would also be present in the loss function of a standard neural network for regression. As a consequence, the samples from these regions would contribute little to the gradient of the loss, and the gradient descent would be mostly governed by the samples from the noisy regions. On the other hand, as we saw in section 5 (cf. also Table 1 .1 and Fig. 5 .1, 5.2, and 5.3 (right)), in case of the joint loss (2.2), small values of λ yield larger gradients of the terms E j [L r (·, y j r )]f (z j )+λg(z j ) corresponding to clean regions X j , which compensate the small values of M j /N . Next, we compare the case λ = 0.05 ( Fig. 7.1 , the solid lines) with the case λ = 2 ( Fig. 7.1 , the dashed lines) and illustrate how λ affects the relative learning speeds in clean and noisy regions (cf. section 5.1.2 and Fig. 5.1, right) . We fill in the two noisy strips with 80% of the data and plot the fit of the network N r and the standard deviation via N q according to (3.5) on three different learning stages. The four vertical dashed lines in Fig. 7 .1 divide the interval [0, 1] in five subintervals. We refer to them as regions 1-5 from left to right (with regions 2 and 4 filled with the Gaussian noise).
Consider λ = 0.05 (bold lines in Fig. 7.1 ). In this case, the regressor N r learns faster in the regions that have smaller variance according to N q . Indeed, we see that N r first starts to learn in regions 1 and 2, where N q is smaller (top figure), and then additionally in region 3, where N q was moderately larger (middle figure). As N q learns that the variance in region 5 is less than in region 4, the regressor N r accelerates its learning in region 5 (bottom picture). Now consider λ = 2 (dashed lines in Fig. 7.1 ). In this case, N q learns faster in the noisy regions. In particular, this results (bottom figure) in the domination of the noisy region 2 over the clean region 1. This prevents N q from learning that region 1 has a smaller variance compared with region 2. On the other hand, the learning speeds of the regressor N r in clean and noisy regions are closer to each other. As a result, it is not able to estimate regions 1, 3, and 5 (outside of the noisy strips) as well as it does for λ = 0.05.
Finally, we illustrate the implementation of the output of N q via the softplus, see section 4.2. The architecture of (N r , N q ) is identical to (7.1), except for the sigmoid replaced by the softplus. In Fig. 7.2 , we compare the cases λ = 0.03 (the solid lines) and λ = 1 (the dashed lines). Recall that the minimization of the joint loss (2.1) with λ = 1 is equivalent to maximization of the log-likelihood of the Gaussian distribution, see Example 3.2. In Fig. 7.2 , we see that the choice λ = 0.03 is more optimal. For larger λ, N q learns much faster in the noisy regions compared to the clean regions (cf. section 5.2.2 and Fig. 5.2, right) . As a result, it cannot learn properly in the clean regions 1, 3, and 5, especially in region 1.
Boston house prices
In this section, we apply the uncertainty quantifier to the standard data of Boston house prices [6] provided by the Python "Scikit-learn" library [15] . It consists of X ⊂ R 13 and Y ⊂ R + and contains 506 samples. We use the mean absolute error (MAE) for regressor's loss, and hence the uncertainty quantifier will estimate the mean absolute deviation (MAD) from the regressor's prediction according to Interpretation 3.1. Note that the mean absolute deviation cannot be predicted by the mean-variance estimate (Gaussian network).
We implement the network pair (N r , N q ) as follows: One does not expect sharp interfaces in the data since the number of samples (506) is relatively small for the space dimension 13. We choose λ = 4. In addition, we use the L 2 weight decay 0.05 for the regressor and 0.002 for the uncertainty quantifier. We first split the data into the training (80%) and test (20%) sets, and scale the training set to have zero mean and unit standard deviation both for X and Y . Then we scale the test set accordingly. After fitting the network with the training set, we predict on the train and test sets. For each of these two sets, we order the samples with respect to their certainty defined as 1/(MAD), where the MAD is predicted by the uncertainty quantifier N q according to Interpretation 4.1. For each value c > 0, we remove the (uncertain) samples with 1/(MAD)< c and calculate the MAE for the remaining samples. The resulting graphs are shown in Figure 8 .1. One can see that removing the samples with uncertain predictions improves the overall error for the remaining samples both for the training and test sets.
Conclusion
We introduced a general approach to the uncertainty quantification in deep neural networks, based on a specific joint loss (2.1) for two neural networks: one for the regression and another for the uncertainty quantification. We analyzed in detail how the functions f and g and the hyperparameter λ in the loss affect the learning process. We showed that the uncertainty quantifier provides an estimate of how certain the predictions are in terms of any regressor's loss. Moreover, we explained how the presence of the uncertainty quantifier improves the predictions of the regressor. We showed that the crucial role here is played by the hyperparameter λ.
It is also worth mentioning that one could fit a regressor first and then quantify the uncertainty of its predictions by training only the neural network N q with the loss (2.1). Now the function L r (y i , y i r ) need not coincide with the loss function that was used for training the regressor, but can represent any error whose local average we want to estimate by N q . With this modification, one loses the benefit of the joining training of N r and N q that may improve regressor's predictions in the clean regions, but, on the other hand, one can choose any type of regressor, not only a neural network. For the uncertainty quantification, one still has the full freedom in the choice of the functions f and g, while the parameter λ still has the same influence on the learning dynamics of N q as in section 5.
In both settings, it would be beneficial to develop an automatic procedure that could choose an optimal λ and properly adjust it during the learning process. Taking into account the results of section 5, this should probably be done together with adjusting the learning rate. Moreover, if one has an a priori knowledge about the densities of clean and noisy regions, this information can also be used for choosing λ, cf. the discussion in the beginning of section 7.2. On the other hand, future research should include a comparison of uncertainty quantification due to our method with other methods, as it was done, e.g., in [9] based on different regression tasks. 
