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SCALING LIMITS FOR WIDTH TWO PARTIALLY ORDERED SETS:
THE INCOMPARABILITY WINDOW
NAYANTARA BHATNAGAR∗, NICK CRAWFORD†, ELCHANAN MOSSEL‡, AND ARNAB SEN§
Abstract. We study the structure of a uniformly randomly chosen partial order of
width 2 on n elements. We show that under the appropriate scaling, the number of
incomparable elements converges to the height of a one dimensional Brownian excursion
at a uniformly chosen random time in the interval [0, 1], which follows the Rayleigh
distribution.
1. Introduction
The study of the typical local structure of large random combinatorial objects is of
central interest in modern combinatorics. Classical results in the theory of random graphs
relate the local structure of around a vertex in a random graph to a branching process, see
e.g. [8, 21]. More recently, identification of the typical local limit structure for problems
such as random triangulations and quadrangulations and the random assignment problem
played an important part in establishing new and exciting results, see e.g. [5, 3, 2].
In this paper we begin the study of typical local properties of a model of random fixed
width posets. This model was first studied by Brightwell and Goodall in [13] who derived
an asymptotic formula for the number of such sets. Recall that an antichain of a poset
P is a subset of mutually incomparable elements. The width of a poset is defined to be
the size of the largest antichain in it.
The width is a natural measure of the complexity of the set of partial orders. Bounded
width posets are of interest in algorithms [18, 14] and applications in artificial intelligence
[26, 27] since they can be specified in a compact manner [14]. For example, to specify a
width-1 order, it is enough to give for each element the minimal element larger than it.
In fact, asymptotically, among the set of all partial orders on [n] = {1, · · · , n}, relatively
few have low width [13, 23].
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1.1 Results. Let Pn,k denote the set of labeled posets on vertex set [n] of width k. In
[13], the size of Pn,k is estimated asymptotically for fixed k up to factors polynomial in
n.
In this work, we study bounded width posets and analyze the local structure of random
posets of width 2. In particular, we consider the asymptotic distribution of the number
of incomparable elements from the point of view of a random element of the poset. As
mentioned earlier, our work is best in viewed in light of recent success stories of the
objective methods, or the use of local weak limits, e.g., [5, 3, 2] where identifying limiting
distributions of key properties shed light on problems that were otherwise inaccessible.
Our study is restricted to width 2 posets. Even in this case the proofs are highly
non-trivial while the case of posets of width 3 seems much harder both conceptually and
technically. Another case where the analysis of width 2 posets is possible and higher
width posets seem much harder is [15].
To any poset P on [n] one can associate a graph GP = (V,E) with vertices V = [n] and
edge set E consisting of those pairs {i, j} ⊂ [n] which are not comparable. The graph GP
is called the incomparability graph of P . The incomparability graph GP captures much of
the structure of the poset P . For example, the width is the size of the maximum clique
of GP while the size of a maximum independent set is the size of the largest chain, where
a chain is a subset of elements of the poset each pair of which is comparable. Let IP (i)
be the degree in GP of an element i ∈ [n]. Thus IP (i) is exactly the number of elements
incomparable to i in P . We will also refer to IP (i) as the incomparability window of i.
Let µ be the uniform distribution on Pn,2, let P be drawn according to µ and let Un be
a distribution that is uniform on [n] and independent of Pn,2 and µ. We show that in the
limit as n tends to infinity, IP (Un) when scaled appropriately converges in distribution to
the height of a Brownian excursion at a random time. We state the result more formally
below.
Let (Fi)
∞
i=1 be a sequence of cumulative distribution functions corresponding to random
variables (Xi)
∞
i=1 and let F be distribution function corresponding to a random variable
X. Recall (see for e.g. [17]) that the sequence (Xi)
∞
i=1 is said to converge in distribution
to X if for every a ∈ R at which F is continuous
lim
n→∞
Fn(a) = F (a),
and denote it by
Xn
D⇒ X.
Let Bex(t), 0 ≤ t ≤ 1 denote the Brownian excursion process on [0, 1] (see e.g. [20]).
Informally, a Brownian excursion is obtained from the standard Brownian motion B(t)
on [0, 1] by conditioning on the events B(0) = B(1) = 0 and B(t) > 0 for all t ∈ (0, 1).
Let U denote a uniform random variable on [0, 1] independent of Bex(t). Our main results
are as follows.
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Theorem 1.1 Let P be a poset drawn from the distribution µ. With the notation defined
above,
1√
n
IP (Un)
D⇒ 1√
2
Bex(U). (1.1)
Remark 1. It was observed by D. Aldous in [1] that 2Bex(U) is distributed as Rayleigh
distribution with density f(s) = se−s
2/2, s > 0.
The height of a poset is the size of the longest chain in it. Let h(P ) denote the height
of the poset P .
Theorem 1.2 Let P be a poset drawn from the uniform distribution µ. Then
h(P )− n/2√
n
D⇒ |Z|,
where Z ∼ N(0, 1/16).
1.2 Definitions and Notation. Since we focus on fixed width posets with width 2, to
simplify notation henceforth we drop the subscripts and let P denote the set of width 2
posets on [n]. A poset P = ([n],≺) on ground set [n] = {1, · · · , n} will be called a labeled
poset. The set P is thus the set of labeled width-2 posets. Let P̄ be the set of posets
isomorphic to P . Such a class P̄ is called an unlabeled poset.
By Dilworth’s theorem (see e.g. [7]), the ground set [n] of a width-2 poset P = ([n],≺)
can be partitioned into two chains, possibly in more than one way. Let P = (A ∪ B,≺)
be a poset where A ∪ B is a disjoint union of [n] and A and B are chains in P . Then
(A,B,≺) is called a two chain cover (of P ), see for example, Figure 1.
Let C1 = (A,B,≺) and C2 = (A′, B′,≺) be two-chain covers (of possibly different
labeled partial orders). Then C1 and C2 are isomorphic iff |A| = |A′| and there is a
bijection taking each element of A to an element of A′ and each element of B to an
element of B′ which preserves the relations of the partial order (for example C1 and C2
in Figure 1). An isomorphism class of two-chain covers consists of those two chain covers
which are isomorphic to a specific two-chain cover. Such an isomorphism class is called
an unlabeled two-chain cover and the set of all unlabeled two-chain covers of posets in P
will be denoted by C. Note that isomorphic posets have the same sets of unlabeled two
chain covers.
The proof of Theorem 1.1 is based on the construction of a bijection between a set of
unlabeled two-chain covers and constrained pairs of non-hitting random walks on Z. We
then reduce the analysis of the local structure of the two-chain covers to the analysis of
the asymptotic properties of these walks. This refines the approach of [13] which used a
bijection between C and a single constrained one dimensional random walk to enumerate
the size of P.
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Figure 1: In the figure, P is an example of a width two labelled poset on 5 elements. C1, C2, C′1, C′2
are all possible two chain covers of P . Note that C1 and C2 are isomorphic via the bijection ϑ : [5] → [5]
so that ϑ(i) = i for 1 ≤ i ≤ 3 and ϑ(4) = 5, ϑ(5) = 4. Thus they belong to same unlabelled two chain
cover of C̄ of P . Similarly, C′1 and C
′
2 are also isomorphic while C1 is not isomorphic to C
′
1. Thus C1 and
C′1 belong to two distinct two chain covers C̄ and C̄
′. Note that even though C3 ∈ C̄ is isomorphic to C1
or C2, it is a two chain cover of some poset which is isomorphic to P but not P itself.
1.3 Related Models of Random Posets. The study of the asymptotic enumeration
of posets was initiated by Kleitman and Rothschild in [23], where it was shown that
almost all posets have height 3 and width approximately n/2.
There are a number of other models of random posets (see for example the survey by
Brightwell [12]). For example, one can fix the fraction 0 < α < 12 of comparable pairs and
choose the poset uniformly from among those posets with ⌊αn2⌋ comparable pairs [16].
The asymptotic analysis of the evolution of the number of posets as a function of α is
given in [24, 25]. In a second model, one takes d linear orders on [n] chosen uniformly at
random and intersects them to produce a poset [28, 10]. The distribution of the heights
of these posets was analyzed in [9] and [4].
1.4 Open Problems. In our opinion, an interesting open question is to obtain results
analogous to Theorem 1.1 for the distribution of IP (i) for width-k posets when k > 2.
Unlike the width-2 case, it is not immediately clear how the uniform measure on labeled
width-k posets gets transferred to the geometric construction. Other open questions are
stated in Section 6.
1.5 Organization of the Paper and Proof Structure. The remainder of this paper
is organized as follows.
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• In Section 2 we show that the asymptotic analysis for width-2 posets can be
reduced to the analysis of width-2 posets with one factor (a factor of a poset will
be defined later). The proof of this preliminary step utilizes some of the results
of [13].
• In Section 3 we construct a bijection between two chain covers with one factor
and pairs of non-hitting random walks on the lattice and relate statistics of the
random walks to the sizes of incomparability windows. This section contains
the main contribution of the paper. The mappings relating the different objects
involved are non-trivial, and some of the proof require some novel combinatorial
ideas, in particular Theorem 3.8.
• In Section 4, we give various estimates on the asymptotics of the walks which
allow us to compute the limiting distribution of the incomparability window. The
challenge in the proof is that our main estimate, Theorem 3.3 gives implicit error
bounds on the error in terms of the random objects we are trying to estimate.
• Finally, given the machinery developed, it is straightforward to find the limiting
distribution for the heights of width-2 posets. This is done in Section 5.
• Section 6 lists a number of open problems.
2. Reduction to Posets with One Factor
In this section we reduce the problem of determining the limiting distribution of the
scaled incomparability window of a random element for a random poset to the corre-
sponding problem for posets with exactly one factor (see definition below). This reduction
simplifies much of the analysis in the subsequent sections.
Definition 2.1 ([13]) Let P ∈ P be a labeled width-2 poset and let A1, · · · , Ak be the
vertex sets of the connected components of the incomparability graph GP . Further, let Pi
be the restriction of P to Ai. The poset Pi is called a factor of P .
It can be verified that the factors of a poset can be ordered so that P1 ≺ · · · ≺ Pk,
where Pi ≺ Pj means all elements of Pi are less than all elements of Pj . Let P1 ⊆ P be
the set of posets with one factor and let Ppos be the uniform distribution over P1.
Lemma 2.2 Let Q be a poset chosen uniformly at random according to Ppos and let Un
be uniform over the ground set [n] independent of Q. Let Bex be the standard Brownian
Excursion on [0, 1] and U ∼ Uniform [0, 1] independent of Bex. Suppose that
IQ(Un)√
n
D⇒ 1√
2
Bex(U). (2.1)
Then, if P is a poset chosen according to µ and U ′n is uniform over the ground set [n]
and independent of P
IP (U
′
n)√
n
D⇒ 1√
2
Bex(U). (2.2)
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Theorem 1.1 is then reduced to proving the hypothesis (2.1), and will be proved in
Section 4. The proof of Lemma 2.2 relies on the following result of Brightwell and Goodall
(see page 329 of [13]) showing that asymptotically, most width-2 posets have one large
factor.
Lemma 2.3 ([13]) Let P be chosen uniformly at random from P. Then
P(GP has a factor of size ≥ n− log n) → 1 (2.3)
as n → ∞.
Proof of Lemma 2.2. Let Un be chosen uniformly from the ground set [n]. Consider the
random variable IP (Un) and let M denote the largest connected component of GP . By
Lemma 2.3, for 0 < a < b,
P
(
IP (Un) ∈ (a
√
n, b
√
n]
)
= P
(
IP (Un) ∈ (a
√
n, b
√
n] ∩ {|M | ≥ n− log n}
)
+ o(1). (2.4)
Conditioning on the size of M , we have that P
(
Un ∈ M
∣
∣|M |
)
= n−1|M |, so we may
further write
P
(
IP (Un) ∈ (a
√
n, b
√
n]
)
= P
(
IP (Un) ∈ (a
√
n, b
√
n]
∣
∣Un ∈ M, |M | ≥ n− log n
)
+ o(1).
For each m ≥ n − log n, let Fm = {Un ∈ M} ∩ {|M | = m}. Since with high probability
Un is chosen from M when |M | ≥ n− log n,
P
(
IP (Un) ∈ (a
√
n, b
√
n]
)
=
∑
m≥n−logn
P
(
IP (Un) ∈ (a
√
n, b
√
n]|Fm
)
P(Fm) + o(1).
By construction, the distribution of IP (Un) conditioned on Fm is the same as the
distribution of IQ(Um) where Q is a random poset with one factor on the ground set [m]
and Um is uniform on [m]. In other words,
P
(
IP (Un) ∈ (a
√
m, b
√
m]
∣
∣Fm) = P
(
IQ(Um) ∈ (a
√
m, b
√
m]
)
.
Thus from (2.1), for all ǫ > 0, there is m(ǫ) so that for m > m(ǫ),
∣
∣
∣
∣
P
(
IP (Un) ∈ (a
√
m, b
√
m]|Fm
)
− P
(
1√
2
Bex(U) ∈ (a, b]
)
∣
∣
∣
∣
≤ ǫ. (2.5)
Note that this holds for any pair a, b (not just the particular pair of interest) and that
the function P
(
1√
2
Bex(U) ∈ (a, b]
)
is (Lipschitz) continuous in a, b. Thus, choosing n
large enough so that n− log n ≥ m(ǫ) and o(1) ≤ ǫ we have
∣
∣
∣
∣
P
(
IP (Un) ∈ (a
√
n, b
√
n]
)
− P
(
1√
2
Bex(U) ∈ (a, b]
)
∣
∣
∣
∣
≤ ǫ
∑
m≥n−logn
P(Fm) + o(1)
≤ 2ǫ
and the claim follows. 
As a consequence of Lemma 2.2, we can henceforth restrict ourselves to working over
P1, the set of labeled posets with just a single factor.
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3. Combinatorial Mappings
In this section we construct a correspondence between posets P1 and a random walk
representation useful for our probabilistic analysis. We then relate certain statistics of
the random walks to the size of the incomparability window. The idea behind the cor-
respondence is essentially due to Brightwell and Goodall, but requires some modification
in order to describe the incomparability window.
Denote the set of unlabeled two chain covers with one factor by C1. We say that C̄ ∈ C1
is an unlabeled two-chain cover of a poset P if there is C ′ ∈ C̄ which is a two-chain cover
of P .
For each unlabeled two chain cover C̄, let C = (A,B,≺) be the element of C̄ with
A = {1, · · · , k} and B = {k + 1, · · · , n} for 1 ≤ k ≤ n so that the chains A and B are
ordered in the natural way. The two chain cover C will be the canonical representative
of C̄ and we will identify elements of C1 with their canonical representatives. By abuse of
notation, by C = (A,B,≺) ∈ C1 we will mean the element of C1 which is the isomorphism
class of C.
The following correspondence between P1 and C1 was given in [13]. Let P ∈ P1 and
define
Ψ(P ) = {C ∈ C1 : C is an unlabeled two-chain cover of P}. (3.1)
Note that |Ψ(P )| ≤ 2. It can be verified that Ψ associates disjoint sets of covers with
non-isomorphic posets and associates the same set of covers with any two isomorphic
posets. For any unlabeled two-chain cover C, define Ψ−1(C) to be the set of posets P in
P1 such that C is an unlabeled two chain cover of P . The random walk representation
we study is as follows.
Definition 3.1 A pair of non-hitting walks (V,W ) of length n on the integer lattice is
defined to be a pair of walks where
(1) V (0) = W (0) = 0.
(2) For every 0 ≤ t < n, |V (t+ 1)− V (t)| = |W (t+ 1)−W (t)| = 1.
(3) V (n) = W (n).
(4) For every 1 ≤ t < n, V (t) > W (t).
Let Bn be the set of non-hitting pairs of walks of length n. For (V,W ) ∈ Bn, define
the height function HV,W : [n] → {0, 2, 4, · · · } by
HV,W (k) := V (k)−W (k) 1 ≤ k ≤ n.
Definition 3.2 Let P = ([n],≺) be a labeled poset. Let us define the function τP : [n] →
[n] by
τP (x) = |{y ∈ [n] : y  x}|. (3.2)
The first result of this section relates the incomparability window IP (x) for an element
x of a poset P ∈ P1 to HV,W (τP (x)) for walks (V,W ) ∈ Bn associated with P .
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The set of width-2 posets and non-hitting walks are associated as follows. We will
construct a bijection Γ between C1 and the set of non-hitting walks Bn in Section 3.1.
Given Γ, let
Φ(P ) = Γ(Ψ(P )) (3.3)
be the image of Ψ(P ) under Γ. The incomparability window can then be related to the
height function HV,W as follows.
Theorem 3.3 Let P ∈ P1, (V,W ) ∈ Φ(P ) and let x ∈ [n] be an element of the ground
set. Then,
|IP (x)−HV,W (τP (x))| ≤ Err(P, x)
where
Err(P, x) := |V (τP (x) + IP (x))− V (τP (x))| + |W (τP (x) + IP (x))−W (τP (x))|.
At a high level, the argument for why the above bound is useful is as follows. We will
show that under Φ the uniform distribution on P1 induces the uniform distribution over
Bn. For (V,W ) chosen uniformly from Bn, we expect that under diffusive scaling, HV,W
converges to a Brownian excursion. Our goal is to show that for a uniformly random P and
a uniformly random element Un, the scaled error Err(P,Un)/
√
n goes to 0 in probability.
In Section 4 we show that with high probability the size of the incomparability window is
bounded by n2/3. Therefore, bounding the scaled error reduces to bounding the maximum
fluctuation of each the walks V and W in n2/3 steps. We will show that the differences
|V (τP (Un) + IP (Un))− V (τP (Un))| are at most n1/3 with high probability and hence the
scaled error goes to 0.
Define the joint distribution P on P1 × C1 × Bn as follows. Let P ∼ Ppos be chosen
uniformly from P1. Given P , choose C uniformly from Ψ(P ). Given P and C, let
(V,W ) = Γ(C) with probability 1. Let Pwalk and Pcov be the marginals of C and (V,W ),
i.e. for every C ∈ C1
Pwalk(C) =
∑
P :C∈Ψ(P )
Ppos(P )
|Ψ(P )| (3.4)
and (V,W ) ∈ Bn
Pcov(V,W ) =
∑
P :(V,W )∈Φ(P )
Ppos(P )
|Φ(P )| . (3.5)
Lemma 3.4 ([13]) Let Pwalk be defined as above. The distribution Pwalk is uniform over
C1.
Lemma 3.5 Let Pcov be defined as above. Then Pcov is the uniform distribution over
Bn.
The proof is postponed until after the construction of the bijection Γ (Proposition
3.11).
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Definition 3.6 Let (V,W ) = Γ(C). For x ∈ [n], define the function τV,W (x) = |{y :
y C x}| where y C x denotes that y  x in the partial order defined by C.
Lemma 3.7 Let (P, (V,W )) be chosen according to the two-dimensional marginal of P
on P1×Bn. Let Un be a uniform element of the ground set [n] independent of (P, (V,W )).
Then, there exists a random variable U ′n which is uniform over [n] and independent of
(V,W ) such that
HV,W (τP (Un))
d
= HV,W (τV,W (U
′
n)) (3.6)
Proof. Since P and (V,W ) are chosen according to the two-dimensional marginal of P,
(V,W ) ∈ Φ(P ). Let C = Γ−1((V,W )). In particular C ∈ Ψ(P ) where we are using the
convention that C is the canonical representative of an unlabeled two-chain cover C̄ of
P . Since C ∈ Ψ(P ), for any (labeled) two-chain cover CP ∈ C̄ of P there is a (unique)
two-chain isomorphism α between CP and C. Consequently,
τP (x) = |{y ∈ [n] : y  x}|
= |{y ∈ [n] : y CP x}|
= |{y ∈ [n] : y C α(x)}| = τV,W (α(x)).
Given P and (V,W ) ∈ Φ(P ). Let
U ′n = α(Un).
Note that though the map α depends on P, (V,W ) and the choice of CP , since Un is
uniform over [n] and independent of everything else, U ′n is also uniform over [n] and
independent of P and (V,W ). The assertion of the lemma follows. 
In order to formalize the high level argument above we would like to relate the dis-
tribution of HV,W (τV,W (Un)) for a uniformly random element Un to the distribution of
HV,W evaluated at a uniformly random time. This is the main result of the section.
Theorem 3.8 (Symmetrization) Let (V,W ) be chosen at random from Bn according to
Pcov, and let C = Γ
−1(V,W ) = (A,B,≺). Let Un be a uniform element from the ground
set [n] and let U ′n be uniform on {1, 2, . . . , n}, both independent of (V,W ). Then for every
m ∈ 2Z≥,
P(HV,W (τV,W (Un)) = m) = P(HV,W (U
′
n) = m).
3.1 The Bijection Γ from Two-chain Covers to Non-hitting Walks. Next, we
construct a bijection Γ from C1 to the set of pairs of walks Bn. Our construction deviates
from that of [13] since we construct a bijection to pairs of walks rather than a single walk.
Given a two chain cover C = (A,B,≺) in C1, let (λ, δ) denote the pair of total orders,
defined by adding to the poset the following relations: if a ∈ A, b ∈ B are not comparable
in C, then we set a ≺ b in λ and set a ≻ b in δ. Following the terminology of [13], we call
(λ, δ) the greedy pair of orders associated with C. The relations of the two chain cover
can be reconstructed by setting a ≺ b (resp. ≻) if a precedes (resp. follows) b in both of
the greedy total orders.
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For c ∈ [n], denote by rankλ(c) the number of elements less than or equal to c in λ and
define rankδ(c) similarly. For 1 ≤ i ≤ n, let λi (resp. δi) denote the element in position
i in λ (resp. δ).
Proposition 3.9 ([13]) A pair of orders (λ, δ) on [n] is a greedy pair for some two-
chain cover C = (A,B,≺) iff for every a ∈ A and b ∈ B, if rankδ(a) < rankδ(b) then
rankλ(a) < rankλ(b).
Given the pair of greedy orders (λ, δ) obtained from C, we define a pair of walks (V,W )
as follows: Start by setting V (0) = W (0) = 0. In the i-th step, the walk V (resp. W )
takes a step up if the i-th element of the total order λ (resp. δ) belongs to A, and
otherwise it takes a step down (see for example Figure 2). In other words
V (i) =
{
V (i− 1) + 1 if λi ∈ A
V (i− 1)− 1 if λi ∈ B
W (i) =
{
W (i− 1) + 1 if δi ∈ A
W (i− 1)− 1 if δi ∈ B.
For 1 ≤ k ≤ n, let πk(V ) := V (k)− V (k − 1) ∈ {−1, 1} denote the k-th step of V and
define πk(W ) analogously.
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W
b
b1
b
b2
b
b
a2
b
b3
b
a3 t
IC(a3)
tV (3) tW (3)
Figure 2: (Left) A two chain covering (L,R,≺) of a poset with 7 elements. (Middle) The correspond-
ing left and right greedy orders (λ, δ). (Right) The associated pair of non-crossing walks (V,W ). The
incomparability window for the element a3 is illustrated.
Proposition 3.10 Let C ∈ C1. Then Γ(C) = (V,W ) is a pair of non-hitting walks.
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Proof. Recall that non-hitting walks satisfy four properties (see Definition 3.1). Proper-
ties (1), (2) and (3) follow immediately by the definition of Γ. Suppose that (4) does not
hold, so that in particular, there is a smallest k, 0 < k < n such that V (k) = W (k). The
claim is that then C must have more than one factor, a contradiction.
By the definition of λ and δ, every element a ∈ A satisfies rankλ(a) ≤ rankδ(a) and
conversely, every element of b ∈ B satisfies rankδ(b) ≤ rankλ(b). Since V (k) = W (k),
by construction the sets Sλ = {λ1, · · · , λk} and Sδ = {δ1, · · · , δk} consist of the same
numbers of elements from A and B. Now consider any λi ∈ B ∩ Sλ so that λi = b, i.e.,
rankλ(b) = i. We have that rankδ(b) ≤ rankλ(b) = i ≤ k, and therefore, b ∈ Sδ. A
symmetric argument for δj ∈ A ∩ Sδ implies δj ∈ Sλ, and hence, Sλ = Sδ = S.
Since |S| = k < n, there exists an element x /∈ S appearing in both λ and δ above
the elements of S. The element x must therefore be in a different component of the
incomparablity graph of the poset P defined by C than the elements of S, implying that
C has more than one factor. 
Proposition 3.11 The map Γ : C1 → Bn is a bijection.
Proof. By the definition of the map Γ, distinct two chain covers are mapped to non-
isomorphic greedy orders. Moreover, non-isomorphic greedy orders are mapped to distinct
walks (V,W ) and by Proposition 3.10 the walks are non-hitting. Hence Γ is one-to-one.
It remains to show that any pair of walks corresponds to some two chain cover.
From a pair of walks V,W ∈ Bn define a pair of total orders (λ, δ) on [n] and sets A and
B, where A∪B = [n] as follows. Let A = {1, · · · , k} and B = {k + 1, · · · , n}, where k =
|{t : πt(V ) = +1}| = |{t : πt(W ) = +1}| and the equality follows since V (n) = W (n).
The greedy orders are defined as follows. Let V+ = (i1, · · · , i|A|) be the (increasing)
subsequence of indices so that πiℓ(V ) = +1. Analogously, let us define the subsequences
of indices V− = (i|A|+1, · · · , in), W+ = (j1, · · · , j|A|), and W− = (j|A|+1, · · · , jn). The
linear orders λ and δ are then defined by the rankings λiℓ = ℓ and δjℓ = ℓ for each ℓ ∈ [n].
By property (4) of the walks (V,W ), there are no elements a ∈ A and b ∈ B such
that rankδ(a) < rankδ(b) but rankλ(a) > rankλ(b). Therefore the pair (λ, δ) satisfies the
condition of Proposition 3.9 and is a greedy pair of linear orders corresponding to some
two-chain cover. Hence, the map Γ is a bijection. 
Lemma 3.5 is now easy corollary.
Proof of Lemma 3.5 . Let P be a width-2 poset in P1. Let Ψ and Φ as defined in (3.1)
and (3.3). Suppose that (V1,W1) and (V2,W2) are walks in Bn. Let C1 = Γ−1(V1,W1)
and C2 = Γ
−1(V2,W2). Then,
Pcov(V1,W1) =
∑
P∈Φ−1(V1,W1)
Ppos(P )
|Φ(P )| =
∑
P∈Ψ−1(C1)
Ppos(P )
|Ψ(P )|
=
∑
P∈Ψ−1(C2)
Ppos(P )
|Ψ(P )| =
∑
P∈Φ−1(V2,W2)
Ppos(P )
|Φ(P )| = Pcov(V2,W2)
The third equality follows from Lemma 3.4 and the fourth by Proposition 3.11. 
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Definition 3.12 Let C = (A,B,≺) ∈ C1. For i ∈ [n], define the incomparability window
of i in C, IC(i) := IP (i) where P is the poset defined by T .
The elements of C = (A,B,≺) ∈ C1 can be labeled a1 ≺ · · · ≺ ak and b1 ≺ · · · ≺ bn−k.
For each 1 ≤ i ≤ k, let tV (i) be the time at that the walk V has taken i steps up and let
tW (i) be the first time W has taken i steps up. Similarly, for each 1 ≤ j ≤ n−k let sV (j)
and sW (j) be the first times that V and W have taken j downward steps respectively.
Lemma 3.13 Let n be fixed and let C = (A,B,≺) be a two chain cover in C1. Then we
have the following identifications:
(1) The size of the incomparability window for ai satisfies
IC(ai) = tW (i)− tV (i).
Similarly, for an element bj,
IC(bj) = sV (j)− sW (j).
(2) Alternately,
IC(ai) = HV,W (tV (i)) +W (tV (i)) −W (tV (i) + IT (ai)) (3.7)
and
IC(bj) = V (sW (j) + IT (bj))− V (sW (j)) +HV,W (sW (j)). (3.8)
Proof. By symmetry we may restrict attention to the statements for ai ∈ A. We first
prove part (1). At time tV (i) when V has taken i steps ’up’, the set {λ1, · · · , λtV (i)}
consists of ai and all the elements below ai. Similarly, when W has taken i steps ’up’, at
b
b
b
b
b
b
a1
L R
a2
a3
b1
b2
b3 a1
a2 a3
b
b
b
b1
b2
b3
tV (a2) tW (a2)
t
W (tW (a2))
V (tV (a2))
tb
b
b
b
b
b
b
b
Figure 3: The description IC(a2) in terms of the pair of walks.
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time tW (i), the set {δ1, · · · , δtW (i)} consists of ai, the elements below ai or incomparable
to it, and no elements that are above ai. Hence, tW (i) − tV (i) is exactly the number of
elements that are incomparable to ai. See for example, Figure 3.
Next we consider the second description of the incomparability window for ai ∈ A. By
part (a),
IC(ai) = tW (i)− tV (i)
= V (tV (i))−W (tW (i))
= HV,W (tV (i)) +W (tV (i)) −W (tW (i))
= HV,W (tV (i)) +W (tV (i)) −W (tV (i) + IT (ai))
The second equality above follows because at times tV (i) and tW (i) respectively, both V
and W have taken i steps up and V (0) = W (0) (see for example Figure 3). The last
inequality follows from the same argument as the first equality when we substitute for
tW (i). Equation (3.8) follows by a symmetric argument. 
Via linear interpolation, we may view (V,W ) as a pair of polygonal paths in R2. Let
A(C) denote the area between the two (piecewise linear) curves V,W . As a consequence
of the preceding identification, we note that the sum of the incomparability windows can
be written in terms of the area between the curves:
Corollary 3.14
∑
c∈[n]
IC(c) = A(C).
Proof. We will show that
∑k
i=1 IC(ai) =
1
2A(C) =
∑n−k
i=1 IC(bi). The first equality follows
by noticing that the lengths of the intervals tW (i) − tV (i) are exactly the number of
squares on the i-th diagonal (running from top left to bottom right) between V and W
(see Figure 1). Since each square has a side length of
√
2, the area is 2. The second
equality follows by counting the squares between V and W from bottom left to top right.

Proof of Theorem 3.3. Fix a poset P ∈ P1 and let (V,W ) ∈ Φ(P ). Let C = Γ−1(V,W ) =
(A,B,≺) be the two-chain cover corresponding to (V,W ). Recall from (3.2) that for an
element x, τP (x) is the number of elements of the poset smaller than or equal to x. Recall
that we can think of the elements of A being labeled a1, · · · , ak and those of B being
labeled b1, · · · , bn−k. Let C̄ be the unlabeled two-chain cover of which C is the canonical
representative. Since C ∈ Ψ(P ), for any labeled two-chain cover CP of P in C̄, there is
a two-chain isomorphism α between CP and C. Consequently, for any element x ∈ [n],
IP (x) = ICP (x) = IC(α(x)).
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Also, if α(x) = ai ∈ A then τP (x) = tV (i) while if α(x) = bj ∈ B, then τP (x) = sW (j).
Therefore, using the bounds (3.7) and (3.8) from Lemma 3.13, we have
|IP (x)−HV,W (τP (x))| = |IC(α(x)) −HV,W (τP (x))|
≤ |V (τP (x) + IC(α(x))) − V (τP (x))|+ |W (τP (x) + IC(α(x))) −W (τP (x))|
= |V (τP (x) + IP (x))− V (τP (x))| + |W (τP (x) + IP (x)) −W (τP (x))|.

Let (V,W ) be a random pair of non-hitting walks drawn from Pcov and let C =
(A,B,≺ ) be the corresponding unlabeled two chain cover. Let Un be uniform over
[n]. We show that HV,W (τV,W (Un)) is distributionally invariant if we replace τV,W (Un)
with an independent uniform variable U ′n on {1, · · · , n}.
Proof of Theorem 3.8. Let m ∈ 2Z≥ be fixed and define
At(e1, e2) := {(V,W ) : HV,W (t) = m, (πt(V ), πt(W )) = (e1, e2)} (3.9)
where ei ∈ {−1,+1}. Define an involution ı : Bn → Bn as follows:
ı(V,W ) := (V ′,W ′) where:





V ′(0) = W ′(0) = 0,
πi(V
′) = −πn−i+1(V ),
πi(W
′) = −πn−i+1(W )
for all 1 ≤ i ≤ n. In words ı maps (V,W ) to its time reversal, additionally shifting the
height so that V (n),W (n) maps to (0, 0). It is easy to see that (V ′,W ′) ∈ Bn and
that ı2 = id. This implies that ı is a bijection on Bn and thus preserves the uniform
distribution Pcov over Bn.
We claim that
n
∑
t=1
|At(−1,+1)| =
n
∑
t=1
|At(+1,−1)|. (3.10)
This follows by observing that ı maps At(−1,+1) into An−t+1(+1,−1) and is a bijec-
tion. Indeed: Hı(V,W )(n − t + 1) = HV,W (t) and if (πk(V ), πk(W )) = (−1,+1), then
(πn−t+1(V ′), πn−t+1(W ′)) = (+1,−1) as well.
Let C = (A,B,≺) be the two chain cover corresponding to (V,W ). Suppose for c ∈ [n],
τV,W (c) = t. Then πt(V ) = +1 if and only if c ∈ A. Moreover there is exactly one element
of A such that τV,W (c) = t. Similarly, πt(W ) = −1 if and only if c ∈ B, and there is
exactly one such element c in B. Therefore, for 1 ≤ t ≤ n, we have
|{c ∈ [n] : τV,W (c) = t}| =







1 if πt(V ) = +1, πt(W ) = +1
1 if πt(V ) = −1, πt(W ) = −1
2 if πt(V ) = +1, πt(W ) = −1
0 if πt(V ) = −1, πt(W ) = +1.
(3.11)
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Therefore, for every m ∈ 2Z≥,
P(V,W )∼Pcov(HV,W (τV,W (Un)) = m)
= |Bn|−1n−1
∑
(V,W )∈Bn
∑
c∈[n]
I(HV,W (τV,W (c)) = m)
= |Bn|−1n−1
∑
(V,W )∈Bn
n
∑
t=1
|{c ∈ [n] : τV,W (c) = t}|I(HV,W (t) = m).
Switching the order of summation and using (3.11), we have
P(V,W )∼Pcov(HV,W (τV,W (Un)) = m)
= |Bn|−1n−1
n
∑
t=1
|At(+1,+1)| + |At(−1,−1)| + 2|At(+1,−1)|
= |Bn|−1n−1
n
∑
t=1
∑
{e1,e2}
|At(e1, e2)| (by (3.10))
= |Bn|−1n−1 ×
n
∑
t=1
|{(V,W ) : HV,W (t) = m}|
= P(HV,W (U
′
n) = m).

4. Proof of Theorem 4.1
In this section we prove that the size of the incomparability window of a typical
element for a random poset with one factor converges to a Brownian excursion at a
uniformly random time under the correct scaling.
Theorem 4.1 If P is chosen uniformly at random from P1 and Un is uniform over the
ground set [n] independent of P , then
IP (Un)√
n
D⇒ 1√
2
Bex(U), (4.1)
where Bex is standard Brownian Excursion on [0, 1] and U ∼ Uniform [0, 1] independent
of Bex.
Recall that by Lemma 2.2, this implies the main result.
4.1 The Distribution of Pcov. Instead of working directly with random posets we will
work with the corresponding random walks as described in Section 3 and hence we begin
with a convenient description of the uniform measure on Bn. Recall that by Lemma 3.5,
Pcov is the uniform measure on Bn. Let Z(1) and Z(2) be two independent random walks
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starting at the origin with
Z
(i)
k =
k
∑
l=1
z
(i)
l , (4.2)
where the z
(i)
l are i.i.d. ±1 with equal probability for i = 1, 2. Let (V,W ) be chosen
uniformly at random from Bn. Let X D= Y | Z denote that the random variable X is
distributed like Y conditioned on the event Z. By definition,
(V,W )
D
= (Z(1), Z(2)) | Z(1)k > Z
(2)
k for 0 < k < n,Z
(1)
n = Z
(2)
n . (4.3)
Consider the random walks Z(1) + Z(2) and Z(1) − Z(2). Note that unlike Z(1) and
Z(2), these random walks are dependent. Their joint distribution can be described in the
following way:
Let {ξi}, {ξ′i} for 1 ≤ i ≤ n be i.i.d. random variables taking values ±1 with probability
1/2. Let ui be i.i.d. {0, 1} independent of {ξi}, {ξ′i}. If we think of the variable ui being
1 if z
(1)
i = z
(2)
i and 0 otherwise then it can be seen that
1
2 (z
(1)
i + z
(2)
i ) and
1
2 (z
(1)
i − z
(2)
i )
are distributed according to ξiui and ξ
′
i(1− ui) respectively. For 1 ≤ k ≤ n, let
Yk := ξ1u1 + ξ2u2 + . . . + ξkuk (4.4)
Y ′k := ξ
′
1(1− u1) + ξ′2(1− u2) + . . .+ ξ′k(1− uk). (4.5)
Then,
(
1
2
(Z(1) + Z(2)),
1
2
(Z(1) − Z(2))
)
D
= (Y, Y ′). (4.6)
Thus, we have the following distributional identity.
Lemma 4.2 Let (V,W ) be uniform on Bn and let Y, Y ′ be as above. Then
(
1
2
(V +W ),
1
2
(V −W )
)
D
= (Y, Y ′)
∣
∣ Y ′k > 0 for 0 < k < n, Y
′
n = 0. (4.7)
Proof.
(
1
2
(V +W ),
1
2
(V −W )
)
D
=
(
1
2
(Z(1) + Z(2)),
1
2
(Z(1) − Z(2))
)
| Z (by (4.3))
D
= (Y, Y ′)
∣
∣ Y ′k > 0 for 0 < k < n, Y
′
n = 0 (by (4.6))
where above Z is the event
{Z(1)k − Z
(2)
k > 0 for 0 < k < n,Z
(1)
n − Z(2)n = 0}.

As an immediate corollary we obtain the distribution of the second marginal:
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Corollary 4.3 Let Y ′ = x1 + x2 + . . .+ xk where {xi}1≤i≤n are i.i.d. with P(x1 = 0) =
1/2, P(x1 = +1) = P(x1 = −1) = 1/4. Let (V,W ) chosen uniformly from Γ0n. Then
1
2
(V −W ) D= Y ′
∣
∣ Y ′k > 0 for 0 < k < n, Y
′
n = 0. (4.8)
4.2 An Upper Bound on the incomparability Window IP (Un). Corollary 4.3
allows us to find the limiting distribution of the “average” incomparability window. For
a poset P ∈ P1, define
Î (P ) =
1
n
∑
x∈[n]
IP (x) (4.9)
Theorem 4.4 If P is chosen uniformly at random from P0, then
Î(P )√
n
D⇒
√
2
∫ 1
0
Bex(t)dt,
where Bex(·) is a standard Brownian excursion on [0, 1].
Proof. By Corollary 3.14, Î(P ) = n−1A(C) where for any two chain cover C of P , A(C)
denotes the area between the piecewise-linear interpolations of the corresponding walks
V and W over the time interval [0, n]. By abuse of notation, denote the pair of piecewise
linear interpolated curves by Vs,Ws for s ∈ [0, n]. Then
1
n
A(C) =
1
n
∫ n
0
(Vs −Ws) ds =
√
n
∫ 1
0
1√
n
(Vnt −Wnt) dt. (4.10)
Now we apply Corollary 4.3. Let σ2 := Ex2i = 1/2. From the invariance principle for
random walks excursions ( see [22] for example),
(
1
σ
√
n
Y ′nt, 0 ≤ t ≤ 1
∣
∣
∣
Y ′k > 0 for 0 < k < n, Y
′
n = 0
)
D⇒ (Bex(t), 0 ≤ t ≤ 1) , (4.11)
where Y ′nt is the piecewise linear interpolation of Y
′. Here the weak convergence takes
place in C[0, 1] equipped with uniform topology. It follows from the continuous mapping
theorem that
∫ 1
0
2
1√
n
Y ′ntdt
D⇒
∫ 1
0
√
2Bex (t)dt. (4.12)
The lemma now follows. 
Corollary 4.5 Let P ∈ P1 be uniformly distributed and let Un be chosen uniformly from
the ground set [n] independent from P . Then
P(IP (Un) > n
2/3) → 0 (4.13)
Proof. From Theorem 4.4 it follows that P(Î(P ) ≤ n1/2+1/12) → 1 as n → ∞. Markov’s
inequality implies that P(IP (Un) > n
2/3|Î(P ) ≤ n1/2+1/12) → 0 as n → ∞ and the proof
follows. 
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4.3 Conclusion of the Proof of Theorem 4.1. In this section we show that for a
randomly chosen poset P ∈ P1, and for Un a uniformly random element of [n],
Err(P,Un) := |V (τP (Un) + IP (Un))− V (τP (Un))|+ |W (τP (Un) + IP (Un))−W (τP (Un))|
behaves as o(
√
n) in probability. We show that for typical elements of the poset, the
fluctuations in the corresponding random walk representation are small.
Let Yk and Y
′
k be the random walks as defined in (4.4). The next result shows that the
probability that either Yk or Y
′
k exhibits a deviation of more than n
1/3+δ in n2/3 steps
of the walks goes to 0. Further, the probabilities go to zero even when conditioned on
the event {Y ′k > 0 ∀ 1 ≤ k ≤ n − 1, Y ′n = 0}. Together with (4.7) the result will imply
that the walks V,W have fluctuations bounded by n1/3+δ if we look at most n2/3 steps
away, with high probability. We make use of the following result for a simple symmetric
random walk (SSRW).
Proposition 4.6 ([19], Lemma 2, page 78) For every k ∈ N,
P( The first return to 0 of a SSRW is at 2k) =
1
2k − 1
(
2k
k
)
2−2k = P
(
1
k3/2
)
. (4.14)
Lemma 4.7 Let Y, Y ′ be as in (4.4) and let G = {Y ′k > 0 ∀1 ≤ k ≤ n − 1, Y ′n = 0}.
Then, for all 1 ≤ k ≤ n and for any δ > 0,
P
(
max
0≤s≤n2/3
|Yk+s − Yk| > n1/3+δ
∣
∣
∣
G
)
→ 0 (4.15)
and
P
(
max
0≤s≤n2/3
|Y ′k+s − Y ′k| > n1/3+δ
∣
∣
∣
G
)
→ 0 (4.16)
as n → ∞.
Proof. For any 1 ≤ k ≤ n, we can bound the probability of the unconditional events
above by the Chernoff bound as follows
P
(
max
0≤s≤n2/3
|Yk+s − Yk| > n1/3+δ
)
≤
∑
0≤s≤n2/3
P
(
|Ys| > n1/3+δ
)
≤ 2n2/3e−n2δ/3/4. (4.17)
Similarly,
P
(
max
0≤s≤n2/3
|Y ′k+s − Y ′k| > n1/3+δ
)
≤ 2n2/3e−n2δ/3/4. (4.18)
SCALING LIMITS FOR POSETS 19
Further, we have
P( The first return to 0 of Y ′k is at n)
=
∗
∑
0≤i≤n
P(|{j : uj = 1)}| = i)P( the first return to 0 of a SSRW is at n− i)
= P
(
1
n3/2
) ∗
∑
0≤i≤n
P(|{j : uj = 1)}| = i) (by Proposition 4.6 )
where the sum
∑∗ is restricted to those i for which n− i ∈ 2Z≥, and therefore
P (G) = P
(
1
n3/2
)
. (4.19)
By (4.17) and (4.19), we have
P
(
max
0≤s≤n2/3
|Yk+s − Yk| > n1/3+δ
∣
∣
∣
G
)
≤
P
(
max
0≤s≤n2/3
|Yk+s − Yk| > n1/3+δ
)
P(G)
≤ O(1)n
2/3e−n
2δ/3/4
n−3/2
→ 0.
A similar argument using (4.18) and (4.19) shows that
P
(
max
0≤s≤n2/3
|Y ′k+s − Y ′k| > n1/3+δ
∣
∣
∣
G
)
→ 0.

Corollary 4.8 If (V,W ) are drawn uniformly from Bn, then for all 1 ≤ k ≤ n and
δ > 0,
P
(
max
0≤s≤n2/3
|V (k + s)− V (k)| > 2n1/3+δ
)
→ 0
and
P
(
max
0≤s≤n2/3
|W (k + s)−W (k)| > 2n1/3+δ
)
→ 0.
Proof. The claim follows by adding the bounds from (4.15) and (4.16) from Lemma 4.7
and the description of (V,W ) in (4.7). 
We can now complete the proof of Theorem 4.1.
Proof of Theorem 4.1. Recall that we would like to show that
1√
n
IP (Un)
D⇒ 1√
2
Bex (U). (4.20)
Let (P, (V,W )) be chosen according to 2-dimensional marginal of P on P1 × Bn and let
Un be chosen uniformly at random from [n] independent of (P, (V,W )). By Corollary 4.5,
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with probability going to 1, IP (Un) ≤ n2/3. Therefore, by part (2) of Theorem 3.3, with
high probability
|IP (Un)−HV,W (τP (Un))| ≤ max
0≤k≤n2/3
|V (τP (Un) + k)− V (τP (Un))|
+ max
0≤k≤n2/3
|W (τP (Un) + k)−W (τP (Un))|. (4.21)
By Corollary 4.8,
1√
n
(
max
0≤k≤n2/3
|V (τ(Un) + k)− V (τ(Un))|+ max
0≤k≤n2/3
|W (τ(Un) + k)−W (τ(Un))|
)
P→ 0,
where
P→ denotes convergence in probability. Therefore,
1√
n
|IP (Un)−HV,W (τP (Un))| P→ 0. (4.22)
By Lemma 3.7, HV,W (τP (Un)) equals HV,W (τV,W (U
′
n)) where U
′
n is some uniform random
variable on [n] which is independent of (V,W ). Hence,
1√
n
|IP (Un)−HV,W (τV,W (U ′n))|
P→ 0.
Let (V,W ) be chosen according to Pcov. The invariance principle for random walk
excursions implies (see 4.11) that
1√
n
HV,W (U
′
n)
D⇒ 1√
2
Bex(U).
By Theorem 3.8, HV,W (τV,W (U
′
n)) has same distribution as HV,W (U
′
n) and therefore
1√
n
HV,W (τV,W (U
′
n))
D⇒ 1√
2
Bex(U).
This implies the claim
1√
n
IP (Un)
D⇒ 1√
2
Bex(U).

5. Distribution of Height
In this section, we prove Theorem 1.2 showing that the height of random width-2 poset
is n/2 with a Gaussian fluctuation.
Proof of Theorem 1.2. LetM1 ≺ M2 ≺ . . . ≺ Mk be the factors of P with Ci = (Ai, Bi,≺)
being a two chain cover ofMi. The longest chain in P can be constructed by concatenating
the longer of the two chains from each of the k factors. Thus the height of P is given by
h(P ) =
k
∑
i=1
max(|Ai|, |Bi|).
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As in Lemma 2.3, it is easy to check that that the height is essentially determined by the
largest factor which is of size at least n − O(log n). We may proceed analogously to the
proof of Theorem 1.1 to conclude that it is enough to prove the above theorem for the
special case when the poset P is chosen uniformly at random from P1, i.e. it has only
one factor.
For P ∈ P1, let (V,W ) ∈ Φ(P ) be an associated pair of walks. It is easy to see that
h(P ) =
n+ |V (n)|
2
=
n+ |W (n)|
2
.
Thus, we would like to find the limiting distribution of (V (n)+W (n))/4
√
n. The next
lemma completes the proof once we recall the distributional identity given in Lemma 4.2.

Lemma 5.1 Let Y, Y ′ be as in the paragraph preceding Lemma 4.2. Then
2Yn√
n
∣
∣ Y ′k > 0 for 0 < k < n, Y
′
n = 0
D⇒ N(0, 1)
as n → ∞.
Proof. Let Φ(·) denote the standard normal distribution function. Let G denote the event
{Y ′k > 0 for 0 < k < n, Y ′n = 0}. Fix x ∈ R. We then have
P
(
2Yn√
n
≤ x|G
)
− Φ(x) =
∗
∑
0≤m≤n
(
P
(
2Yn√
n
≤ x|G,
n
∑
i=1
ui = m
)
− Φ(x)
)
P
(
n
∑
i=1
ui = m|G
)
=
∗
∑
0≤m≤n
(
P
(
2√
n
m
∑
i=1
ξi ≤ x
)
− Φ(x)
)
P
(
n
∑
i=1
ui = m|G
)
where the sum
∑∗ always includes the added restriction n −m ∈ 2Z. The lemma now
follows from a simple application of the Berry-Esséen bound (see for example [17]) once
we prove that
∑n
i=1 ui is concentrated around n/2 even when conditioned on G. More
precisely, we want to show,
P
(
|
n
∑
i=1
ui − n/2| > n3/4|G
)
→ 0.
Note that
P
(
|
n
∑
i=1
ui − n/2| > n3/4|G
)
≤ P
(
|∑ni=1 ui − n/2| > n3/4
)
P(G)
≤ c1 exp(−c2n
1/2)
P(G)
,
for suitable constants c1, c2 > 0. By (4.19)
P(G) = P
(
1
n3/2
)
,
and the claim follows. 
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6. Conclusions
The results in this paper should be viewed as a first step in the analysis of random
posets of bounded width. Our results provide the asymptotic distribution of the number
of elements incomparable to a random element. However, more detailed information is
desirable.
In our results we find a distribution F such that for a random element x, there is a
maximal chain of incomparable elements yi(0) ≺ . . . ≺ yj(0) and j(0) − i(0) is distributed
according to F . In fact one would expect to extract more detailed information about the
“neighborhood” of x and that it has the following structure: x = x0 belongs to a chain ≺
· · · ≺ x−1 ≺ x0 ≺ x1 ≺ · · · and there exists another chain · · · < y−1 ≺ y0 ≺ y1 ≺ · · · such
that each element xk of the first chain is incomparable to elements yi(k) ≺ · · · ≺ yj(k) of the
other chain. Then it would be desirable to identify the (joint) distribution of i(k+1)−i(k)
and j(k + 1)− j(k) for small values of k. Even more detailed information is desirable in
terms of the joint distribution of the x’s, the y’s and the elements incomparable to y’s
etc. As mentioned in the introduction, it would also be desirable to extend the analysis
here to set of bounded width greater than 2.
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