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Recent advances in nanoscale magnetism have demonstrated the potential for
spin-based technology. Future engineering advances and new scientific dis-
coveries will require research tools capable of examining local magnetization
dynamics at length and time scales fundamental to magnetic systems, which
is typically 10-200 nm and 5-50 ps. A key problem is that current table-top
magnetic microscopy cannot access both of these scales simultaneously. In this
thesis, we introduce a spatiotemporal magnetic microscopy technique which
uses magneto-thermoelectric interactions to measure local magnetization via
the time-resolved anomalous Nernst effect (TRANE). By generating a short-
lived, local temperature gradient, the magnetic moment is transduced into an
electrical signal. Experimentally, we show that TRANE microscopy has time
resolution below 30 ps and spatial resolution limited by the thermal excitation
area. Furthermore, we present numerical simulations to show that the thermal
spot size sets the limits of the spatial resolution down to 50 nm. The thermal
effects used for TRANE microscopy have no fundamental limit on their spatial
resolution, therefore a future TRANE microscope employing a scanning plas-
mon antenna could enable measurements of nanoscale magnetic dynamics.
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CHAPTER 1
INTRODUCTION
Magnetic materials have been known to people for thousands of years, but
the origin of their properties could not be fully explained until the 1920’s with
the discovery of the electron spin [1]. Over the past several decades, interest in
magnetic materials has grown with the development of the field of spintronics
where electrical currents are used to control the magnetization of room temper-
ature ferromagnets [2, 3, 4]. Spintronics has offered a promising route to replac-
ing conventional electronics with higher density and speeds, and with lower
power consumption. Research has suggested possible technological applica-
tions of spintronics to include magnetic random access memory (MRAM) [5, 6],
nanoscale microwave sources [7, 8], and ultra-low power signal transfer [9]. Re-
cently, MRAM technology has been applied to commercially available electronic
systems [10]. The growth of spintronics has coincided with the development of
real-space imaging with magnetic microscopy techniques [11], yet there cur-
rently does not exist a widely accessible micrscopy technique that can probe the
fundamental length and time scales that determine the change in magnetiza-
tion.
A microscopy technique capable of resolving the fundamental spatial and
temporal scales of the magnetic phenomena would increase our understanding
of these magnetic properties. The study of spatial variation in the magnetiza-
tion has been driven by its application to magnetic storage [12], where each
unit of storage corresponds to a magnetic domain. Therefore, the fundamen-
tal length scale of magnetic materials is set by the domain wall width, where
the domain wall is the transition region between magnetization of opposite po-
1
larities. The length scale of the domain wall is set by the interaction strength
between the spin exchange energy and the magnetic anisotropy, leading to do-
main wall widths ranging from 10-200 nm due to the stiffness of the magnetic
material. Recently, a new class of materials has been discovered with Skyrmion
spin textures, which have been proposed for memory devices [13, 14]. Coinci-
dentally, the Skyrmion size ranges from 10-200 nm, which is set by the competi-
tion between the exchange and the Dzyaloshinskii-Moriya interaction [15]. The
oscillation of the magnetization sets the fundamental time scale of the magnetic
materials. Magnetic oscillations can occur in various forms such as ferromag-
netic resonance (FMR) [16], spin waves [17, 18], and spin pumping [19, 20]. The
time scale of these oscillations are determined by the gyromagnetic ratio, the
magnetic moment of the sample, and the applied magnetic field, which can lead
to oscillations as fast as 5-50 ps.
Currently, there does not exist a widely accessible microscopy technique that
can resolve magnetic moments in the regime of 10-200 nm and 5-50 ps. There
are several techniques to image real-space magnetization, each with their ad-
vantages and disadvantages; these include magnetic force microscopy (MFM),
Lorentz tunneling electron microscopy (TEM), spin-polarized scanning tunnel-
ing microscopy (SP-STM) and magneto-optical techniques. The majority of
these techniques are not capable of temporally resolving magnetic dynamics.
MFM can measure magnetic dynamics in the frequency domain with using fer-
romagnetic resonance force microscopy (FRFM) [21], but cannot measure dy-
namics in the time-domain. Lorentz TEM has temporal resolution of approxi-
mately 1 s [22] and STM has temporal resolution limited to 100 kHz [23], there-
fore these techniques cannot achieve the temporal resolution necessary to study
magnetic dynamics. Currently, magneto-optical techniques are the only capable
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method of measuring magnetic dynamics in the time domain with GHz resolu-
tion.
Magneto-optical techniques measure the magnetic moment by analyzing
how the light polarization is influenced by the magnetic material [24, 25, 26, 27].
Using laser pulses as short as femptoseconds, magneto-optical techniques have
been highly successful in measuring magnetic dynamics with sub-picosecond
temporal resolution [28]. The spatial resolution of magneto-optical techniques
is limited by the diffraction limit that scales as λ/2NA where λ is the wavelength
of light and NA is the numerical aperture [29]. With table-top techniques can
reach down to approximately 400 nm to produce spatial resolutions of approxi-
mately 200 nm. This is still far above the feature size of magnetic textures.
To improve the spatial resolution, one option is to reduce the wavelength
by using x-rays to measure magnetism with x-ray magnetic circular dichroism
(XMCD) [30, 31]. With current technology, XMCD is capable achieving spatial
resolution down to 15 nm [32, 33] and temporal resolution less than 100 ps [34,
35]. The main drawback of XMCD is that it requires a synchrotron facility to
generate the x-rays, therefore the size and cost involved makes the technique
difficult for widespread adoption.
To circumvent the diffraction limited spatial resolution with optical mi-
croscopy, near-field techniques have been developed to obtain optical spot sizes
of that are less than sub-diffraction limited spatial resolution [36, 37]. Tech-
niques involve confining light with tapered optical fiber and coated with a metal
aperture, with a sub-diffraction sized opening. Magneto-optical studies using
near-field microscopy have been performed [38, 39, 40, 41], where the later was
able to obtain spatial resolution down to 10 nm. The poor collection efficiency
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of the near field technique leads to a low signal to noise ratio when compared
to conventional far field techniques. The low signal to noise makes stroboscopic
time-resolved measurements are very difficult, therefore it has only been ap-
plied to limited systems [42].
Ultimately, the spatial resolution of magneto-optical measurements are fun-
damentally limited by the diffraction limit of light. This has lead to techniques
with x-ray or near field microscopy, but due to the complexities involved with
such measurements, widespread use of these techniques cannot be achieved.
Ideally, we would like a table-top microscopy technique that provides the nec-
essary spatial and temporal resolution to study magnetic dynamics. In this the-
sis, we look to use heat instead of light to probe the magnetization since it does
not have such a fundamental limit to its spatial confinement.
The concept of using thermal effects to study magnetic materials has become
a growing field in recent years. Thermoelectric effects in magnetic materials
have been shown to interact with spin currents [43, 44, 45]. The recent interest
in the field of spin caloritronics arose due to the discovery of the spin Seebeck
effect [46]. The spin Seebeck effect allows spin currents to be driven without
applying an electric field. This has lead to the study of spin caloritronics for
magnetic insulators [47, 48] and magnetic semiconductors [49]. Many of the
current studies of spin caloritronics find the anomalous Nernst coefficient to be
large relative to the spin Seebeck effect [50, 51, 52].
Previous studies have demonstrated that by confining the temperature gra-
dient to a micron-scale region in a thin-film ferromagnetic metal, an anomalous
Nernst voltage is generated proportional to the local magnetic moment [53, 54,
55, 56]. Currently, there have been no studies on how the temperature gradi-
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ent confinement relates to the thermal heat spot, or the time evolution of the
temperature gradient to measure magnetic dynamics. In this thesis, we are able
to set an experimental upper bound of 30 ps for the temperature gradient in
ferromagnetic metals, which is supported by numerical simulations suggesting
a width of 10 ps. For the spatial resolution, we experimentally show that the
temperature gradient is confined to the same size as the thermal source when
using a laser spot with a Gaussian width of 310 nm. This experimental result
is confirmed with numerical simulations, and further we show that this holds
true down to heat sources of 50 nm in width. These results suggests that using
a heat confining plasmon antenna would provide a route for a high resolution
spatiotemporal magnetic microscope on a table-top.
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CHAPTER 2
TRANE THEORY
2.1 Anomalous Hall Effect
In 1879, Edwin H. Hall discovered that conducting electrons are deflected in the
presence of a magnetic field, leading to an overall electric potential [57]. This
discovery is what we now know as the Hall effect. Shortly after, Hall reported
a much larger electric potential when measuring the Hall effect with ferromag-
netic metals [58]. This large effect would later be known as the anomalous Hall
effect. Approximately 40 years after Hall’s discovery, Smith and Pugh investi-
gated the anomalous Hall effect in various ferromagnetic metals [59, 60, 61]. By
doing so, they empirically determined the relationship between the overall Hall
resistivity and the magnetization of the ferromagnetic metal to be
ρH = ρ0H + ρ1M(T,H), (2.1)
where ρ0 and ρ1 are the ordinary and anomalous Hall coefficients respectively,
H is the applied magnetic field, and M is the average magnetization over the
sample. ρ1 is material dependent and depends on other factors such as the elec-
trical resistivity and crystal growth. Eq. 2.1 shows a linear relationship between
the magnetization and the Hall resistivity. This linear relation in conjunction
with thermal effects forms the basis of the TRANE technique.
The theory of the anomalous Hall effect is still an ongoing topic of research,
where the mechanism depends on the specific magnetic material. The possible
mechanism for the anomalous Hall effect include an intrinsic band structure
effect [62, 63, 64], skew scattering [65, 66] and side jump [67]. We will not go into
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the details of the mechanisms, since our technique does not distinguish between
the different mechanisms. An overview of the mechanisms are discussed in the
review paper by Nagaosa et al. [68].
2.2 Thermoelectric Effects
Temperature gradients create a difference in the electron chemical potential,
therefore leading to the motion of electrons. The Seebeck effect is the electric
field generated by a temperature gradient, which is described by [69]
~E = S ~∇T, (2.2)
where S is the Seebeck coefficient. The Seebeck effect leads to thermoelectric
transport measurements that are analogous to traditional electrical transport
measurements, where instead of applying an electric field, we apply a tem-
perature gradient. We show these electrical and the analogous thermoelectri-
cal transport measurements in Fig. 2.1. The Nernst effect is the thermoelectric
equivalent to the Hall effect, where an applied temperature gradient replaces an
applied electric field. Similarly, the anomalous Hall effect is the thermoelectric
equivalent of the anomalous Hall effect. The anomalous Nernst effect produces
an electric field given by
EANE = −N ~M × ~∇T, (2.3)
where N is the anomalous Nernst coefficient [70, 71, 72]. Since the anomalous
Nernst effect is a combination of the anomalous Hall effect and Seebeck effect,
the anomalous Nernst coefficient can be expressed in terms of
N =
ρAHExy
ρxx
S =
ρ1M(T,H)
ρxx
S , (2.4)
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where ρxx and ρxy are the diagonal and off diagonal resistivity of the ferromag-
netic metal [73, 74].
∇T
∇T
∇T
~H
~M
~H
~M
~E
~E
~E
e− e−
e−
e−
e−
e−
a) Electric Field
b) Ordinary Hall Effect
c) Anomalous Hall Effect
d) Seebeck Effect
e) Ordinary Nernst Effect
f) Anomalous Nernst Effect
Figure 2.1: Electrical transport measurements and their corresponding
thermoelectric transport measurements
2.3 Measuring Magnetic Moment with the Anomalous Nernst
Effect
The basis of our microscopy technique is to utilize the anomalous Nernst effect
to measure local magnetic moments. In a ferromagnetic metal, a spatially local-
ized and short time lived temperature gradient, through the anomalous Nernst
effect, will create an electric field that is also spatially localized and short time
lived. This electric field is proportional and mutually perpendicular to the tem-
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perature gradient and the magnetic moment. Therefore, by measuring the total
voltage, we can determine the spatially local magnetic moment over a short time
period. The TRANE microscopy technique generates this temperature gradient
and measures the electrical voltage to spatiotemproally resolve the magnetic
moment.
TRANE is designed to measure in-plane magnetic moments of thin film fer-
romagnetic samples, fabricated on an insulating substrate, with electrical con-
tacts. The necessary geometry to operate TRANE is depicted in Fig. 2.2. By gen-
erating an out-of-plane temperature gradient, the anomlous Nernst effect cre-
ates an in-plane electric field, which is perpendicular to the in-plane magnetic
moment. This electric field produces the anomalous Nernst voltage, which we
measure with the electrical contacts. From the geometry depicted in Fig. 2.2, we
measure the y-component of the magnetic moment. The experimental capabili-
ties to generate a localized temperature gradient in space and time the following
spatial and temporal resolution of TRANE.
In this thesis, we use a focused laser to create a focused heat spot, which
generates the temperature gradient for TRANE microscopy. There are several
advantages of using the laser to generate a temperature gradient versus other
heat generation techniques. First, experimental technique to generate a focused
laser spot is well established. Secondly, spatial scans with the focused laser spot
across the device under study can be done with high speed and accuracy over
a large field of view. Finally, we can create very short laser pulses, which will
result in very short temperature gradients in the sample.
The disadvantage of using the laser to create the heat spot is that the heat
spot confinement is limited by the diffraction limit. Alternatively, we can
9
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Figure 2.2: The geometry of the TRANE setup
use a plasmonic antenna to focus the heat spot, which has been previously
demonstrated with heat-assisted magnetic recording to create a thermal spot
of 50 nm [75, 76]. To use plasmonic antennas in a fully functional scanning
TRANE microscope will require further engineering, which is currently work
in progress, but will not be discussed in this thesis. We will show in this the-
sis that if 50 nm thermal spot can be created with TRANE, it will have spatial
resolution of 50 nm, equaling the thermal spot size.
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2.4 TRANE Signal
We use a resistor model to predict the total time-dependent voltage induced
by the anomalous Nernst effect, VANE, which TRANE measures across the elec-
trical contacts. The signal VANE can be calculated by subdividing the sample
into blocks as shown in Fig. 2.3, where the resistivity, temperature gradient, and
magnetic moment are uniform within each block, and each block has dimen-
sions of δx, δy and δz. The current generated by the anomalous Nernst effect for
each of these blocks is given by
I(~x, t) = J(~x, t)δyδz =
−Nδyδz
ρ(~x, t)
~M(~x, t) × ~∇T (~x, t), (2.5)
where J is the current density and ρ is the local resistivity.
∇T
δx
δyδz
x
y
z
l
w
h
Figure 2.3: The geometry to describe the resistor model.
By subdividing the sample into uniform blocks, the system can be modeled
as a 3-dimensional resistor lattice model with current sources introduced to ac-
count for the current generated by the anomalous Nernst effect. A depiction of
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this model is shown in Fig. 2.4, where each lattice point corresponds to a block
in the subdivision of Fig. 2.3. Such multi-dimensional resistor networks have
been widely studied with various approaches [77, 78, 79, 80]. For the added
complexity of the non-uniform current source from the anomalous Nernst ef-
fect, finite element method numerical simulations would be most suitable to
estimate VANE. The full calculations of such a model is work in progress but is
beyond the scope of this thesis.
VANE
J(x, y, z)δyδz ρ(x, y, z)δx/δyδz
ρ(x, y, z)δy/δxδz
Figure 2.4: The x-y cross section of the 3-d resistor model to calculate the
total signal.
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2.4.1 Simplified Resistor Model
To understand the signal VANE in relation to the sample geometry and thermal
spot size, we use a simplified version of a resistor model where we assume that
the current is uniform along the length of the sample, which is not true of the
physical sample due to transverse currents. The circuit representation of the
simplified resistor model is shown in Fig. 2.5. This simplified model is only
valid in the thin film limit, with uniform resistivity, and linear response.
V1
+-
R1
V2
+-
R2
V3
+-
R3
VN
+-
RN
...
VANE
Figure 2.5: The simplified resistor model to predict the total signal.
Using this simplified resistor model, we determine the electric potential
across a small cross-sectional area of δy δz along the length of the wire, l, at the
position y = yk, z = zk, with
Vk =
∫ l
0
−~E(x, y = yk, z = zk) dx. (2.6)
Each of the cross-sectional areas act as parallel circuit components connected to
the electrical contacts of the sample.
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Using the simplified resistor model, we can calculate VANE from Kirchhoff’s
laws to be
VANE = Vk + ikRk, ∀k, (2.7)
where Vk, ik and Rk correspond to the voltage, current and resistance along the
total length of the wire in the infinitesimal cross-section. The current is con-
served such that ∑
k
ik = 0. (2.8)
One can solve for the anomalous Nernst voltage to show
VANE =
∑
k
1
Rk
−1 ∑
k
Vk
Rk
 , (2.9)
where the resistance Rk is given by
Rk =
1
δy δz
∫ L/2
−L/2
dx ρ(T (~x)), (2.10)
with the resistivity, ρ, is a function of the spatially dependent temperature, T .
The voltage Vk due to the anomalous Nernst effect is given by
Vk =
∫ L/2
−L/2
dx N~∇zT (~x) × M(~x), (2.11)
where N is the anomalous Nernst coefficient and M is the magnetic moment.
For further simplification, we assume the laser spot size to be uniform and
circular with radius r, generating a uniform temperature gradient throughout
the thickness of the sample. We also assume that the resistance change due to
the temperature increase is minimal in its contribution to the anomalous Nernst
voltage. For a uniform magnetic moment at the laser spot, the signal is
VANE =
[
N( ~M · yˆ)∇zT
] pir2
w
. (2.12)
Therefore, the signal scales with the geometry of the sample and the laser spot
by r2/w. One should note that because of the picosecond time duration of the
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voltage pulse, the measured signal has a maximum occurring when the sample
impedance matches the 50 Ω impedance of the measurement circuit.
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CHAPTER 3
TRANE EXPERIMENTAL SETUP
3.1 Optical Setup
Our current TRANE microscopy apparatus measures the magnetic moment
with a localized temperature gradient generated by a focused pulsed laser onto
the surface of the sample. The optical setup to generated the focused laser spot
is shown in the photograph of Fig. 3.1, where all the optical elements are placed
on a 5′×10′ optical table. We show the schematics of the optical setup for TRANE
in Fig. 3.2. Using this optical setup, we focus our pulsed laser with a high nu-
merical aperture (NA) objective, where the proper position is determined from
the combination of a camera and photodiode detectors.
The pulsed laser used for our setup is a Coherent MIRA Ti:Sapphire laser
tuned to output at a wavelength of 794 nm. The Ti:Sapphire crystal in the MIRA
is pumped with a Coherent Verdi laser which outputs a wavelength of 532 nm
and has a total output power of 10 W. The Ti:Sapphire laser is operated in the
picosecond mode, where passive Kerr lens modelocking generates laser pulses
of approximately 3 ps with a repetition rate of 76 MHz. To keep the laser system
in equilibrium, we chill the Verdi pump laser and the Ti:Sapphire crystal with a
water chiller and purge the MIRA laser cavity with N2. With optimal alignment,
the maximal average power at the output of MIRA is approximately 1.8 W.
The optical polarizer and pulse picker allow us to reduce the overall laser
repetition rate by picking which pulses to transmit and block all others. The
pulse picker model is a ConOptics 350-160, which uses a Pockels cell consisting
16
Figure 3.1: Photograph of the entire TRANE setup.
of an electro-optic modulator to create an electric voltage dependent wave re-
tardance [81]. This rotates the overall polarization of the light depending on the
controller defined electric voltage. The light then passes through a polarizing
beam splitter which will pick off the desired laser pulses. With this pulse picker,
we measure with a fast photodiode an extinction ration of approximately 100:1.
In this thesis, the measurements of the static magnetic moments do not use the
pulse picker to reduce the repetition rate, thus it is measured with a repetition
rate of 76 MHz. For the measurements of magnetic dynamics, we use the pulse
picker to block two pulses and let every third pulse pass through, resulting in
17
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Figure 3.2: The basic optical setup to measure TRANE.
a repetition rate of 25.3 Mhz. We choose a lower repetition rate for measuring
magnetic dynamics to ensure the sample returns to thermal equilibrium before
the following laser pulse.
3.1.1 Laser Modulation
The optical elements of the half wave plate (HWP), photoelastic modulator
(PEM) and polarizer combined allow us to modulate the power of the laser,
which we reference with the lock-in amplifier. The HWP is set to 22.5o from
the fast axis to rotate the polarization by 45o, aligning the polarization to the
fast axis of the PEM. The PEM effectively operates as a HWP rotating at a fre-
quency of 50 kHz. Therefore, after the polarizer, the total power modulates at
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100 kHz. Previous versions of our TRANE setup used an optical chopper wheel
to modulate the laser power. The optical chopper wheel was replaced with the
photoelastic modulator due to the mechanical instability of the optical chopper
wheel, which results in poor frequency and phase stability. With the optical
chopper, at 10 kHz, the frequency stability is approximately 1 Hz. In compari-
son, the PEM modulating the laser power at 100 kHz, has a frequency stability
of less than 0.5 Hz.
3.1.2 Spatial Scanning
The device we measure with TRANE is wax mounted to a brass sample holder
and wire bonded to gold waveguides that are soldered to SMA ports. The sam-
ple holder is fastened to a 3-axis micrometer stage, which provides coarse po-
sitional control with independent motion in all three directions. The microm-
eter controlled stage has translational precision of approximately 1 µm. When
performing TRANE measurements, we tighten the locking nuts to reduce any
motion due to thermal fluctuations and interactions with the applied magnetic
field. We can determine the laser position relative to the sample from the camera
with the addition of a white light source along the optical path.
For the fine positional controls, we use a fast steering mirror (FSM) with a 4F
lens system shown in Fig. 3.3 [82]. The fast steering mirror is actuated by small
voice coils, where an applied voltage controls the angle of the light reflected off
the mirror. Our 4F lens system consists of two 8” focal length lenses, such that
we place the FSM and back aperture at 4 times the focal length apart and the
two lenses are placed at the focal length from the FSM and back aperture re-
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spectively as shown in Fig. 3.4. As depicted in Fig. 3.4, the 4F lens system keeps
the laser position constant at the FSM and the back aperture of the objective,
while also setting the angle from the FSM to equal the angle entering the back
aperture. By changing the angle of the light entering the back aperture, we can
scan the position of the focused light at the sample. The position of the laser
spot as a function of the applied FSM voltage is calibrated with a known sized
TEM grid.
FSM
8” Lenses
Microscope Objective
Figure 3.3: A photograph of the fast steering mirror and 4F lens system for
fine position control.
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Figure 3.4: A depiction of the 4F lens system.
3.1.3 Microscope Objective and Focus
To focus the laser onto the sample, we use a Nikon microscope objective with a
0.9 numerical aperture (NA). The point spread function of the optical power, I,
in the lateral direction can be treated as a Airy disk such that [83]
I(ρ) = 2
J1 (piρ/(λ/2NA))
piρ/(λ/2NA)
, (3.1)
where ρ =
√
x2 + y2. The diffraction limited lateral resolution of the objective, r,
is set by the Rayleigh criterion, given by [84]
r =
1.22λ
2 NA
, (3.2)
where λ is the wavelength of the light used and NA is the numerical aperture.
The Rayleigh criterion states the focused optical spot can be modelled with an
Airy disk, where the resolution is set by the distance from the peak to the first
node. For our 794 nm light, we have diffraction limited resolution of 538 nm. It
is more practical to approximate the point spread function as a Guassian such
that
I(ρ) ≈ A exp
(
− ρ
2
2σ2
)
, (3.3)
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where A is the normalized amplitude and σ = 0.42λ2NA [85]. Therefore, from the
Rayleigh criterion, the theoretical diffraction limit results in a point spread func-
tion with an approximate Gaussian width of σ = 185 nm.
We experimentally determine the lateral resolution of the laser spot by mea-
suring the reflectance when scanning across an e-beam lithography defined 2
µm wire. We plot the reflectance as a function of position in when scanning
across the wire in Fig. 3.5. To determine the resolution, we fit the reflectance
scan with a convolution of two step functions spaced 2 µm apart and Gaussian
function, Ae−[(x−x0)/(2σ)]2 , where A is the amplitude, x0 is the central position, andσ
is the Gaussian width. We fit the convolution with the method of least squares,
by using the width, amplitude and central position as free varaibles and show
the result in Fig. 3.5. From this fit, we find that our apparatus can create a fo-
cused spot with a Guassian width of σ = 310 ± 15 nm, which is larger than the
theoretical minimum, suggesting that we are not measuring at the diffraction
limit.
The focal depth of the microscope object, ∆z, is given by the following equa-
tion [86]
∆z =
λ
4n
(
1 −
√
1 −
(
NA
n
)2) , (3.4)
where n is the index of refraction. For our 0.9 NA microscope objective with 794
nm light, the focal depth is 350 nm. Therefore, to properly focus the laser spot on
the sample surface, we must have precise linear positioning of the microscope
objective relative to the sample. We place the objective upon a linear translation
stage controlled by a piezo driven micrometer to control the linear position of
the objective. This piezo driven micrometer has coarse control that is set by
hand, and fine control set by a voltage controller. The linear position of the
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Figure 3.5: Scanning across a sharp edge to measure the resolution of the
microscope objective.
piezo micrometer cannot be directly set by the applied voltage due to hysteresis
in the position due to backlash. Instead, a feedback strain gauge determines the
micrometer position.
The high magnification objective with its small depth of field is highly in-
fluenced by an applied magnetic field. For our objective, all ferrous parts have
been removed, yet it is still influenced by the field possibly due to eddy cur-
rents. Fig. 3.6 plots the reflected light measured in the photodiode as a function
of the applied magnetic field, which shows a change of approximately 5% in the
photodiode measurement of the reflected light over a change in magnetic field
of 750 Oe. Since the measured reflectance is highly dependent on the position of
the objective due to the focus, Fig. 3.6 shows how the objective position is highly
influenced by the applied field. Our TRANE setup can measure the magnetic
moment at high fields, but has difficulty when we require a large change in the
applied mangetic field.
23
Ph
ot
od
io
de
Vo
lt
ag
e
(m
V
)
Applied Magnetic Field (Oe)
0 250 500 750-250-500-750
17.0
17.1
17.2
17.3
17.4
17.6
17.7
16.9
Figure 3.6: The measure of reflected light in the photodiode voltage as a
function of the applied magnetic field.
The optimal focus is determined by finding the highest optical reflectance
measured in the CMOS camera as a function of the lateral position. To improve
the reproducibility of results, we use an automated autofocus program by mea-
suring with the camera and setting the position with the piezo control. High
accuracy and reproducibility of the focus is needed for experiments requiring
long time averaging or large changes in the applied magnetic field. It is also
necessary for measurements devices of small feature sizes or measuring near
the electrical contact pads. If the objective is not focused, the laser spot may not
be properly placed on the device or may partially lay over the contact which
introduces large artifacts. It is important to note that for devices with feature
sizes of approximately 1 µm or below, the focus cannot be determined by mea-
suring the reflectance of the device due to edge artifacts. To measure such small
devices, we fabricate a large focusing pad of the same height near the device.
The optimal position is determined by focusing on the pad then translating the
proper displacement to measure the device.
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3.2 Applied Magnetic Field
Modulation Coils
Sample Holder
Microscope Objective
GMW Magnet
Figure 3.7: Photograph of the electromagnet and modulation coils used to
generate the in-plane magnetic field at the sample.
Figure 3.7 shows the photograph of the GMW electromagnet and modula-
tion coils used to apply a magnetic field at the sample. We use a GMW elec-
tromagnet to a apply a static magnetic field at the sample. The magnetic field
is generated by applying a DC electric current from a bipolar BOP power sup-
ply. The static magnetic field generated by the electromagnet is measured with
a Hall probe, which is calibrated with a commercial Gaussmeter. The electro-
magnetic can produce fields up to 1 T.
We use two different methods to modulate the field in our measurements.
The first method is to modulate the total current passed into the electromagnet.
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We accomplish this by controlling the BOP output current with an analog -10
to 10 V signal. The modulated current is created by an analog input signal,
which is the voltage sum from a sinusoidal voltage and a DC offset, created
by a LabView program with the DAQ output. Due to the inductance of the
electromagnet, the highest frequency that can be reached with this method is
approximately 30 Hz.
To create modulating AC magnetic field of higher frequencies, we use two
hand made coils attached to the inside of the magnet as shown in Fig. 3.7. These
coils are powered with an audio amplifier whose frequency is set by the lock-in
amplifier oscillator output. The coils can generate a modulating magnetic fields
with frequencies above 1 kHz. Due to the inductive coupling between the mod-
ulation coils and the GMW magnet, for a set reference signal and amplification,
the modulation field varies as a function of the frequency, with higher fields at
lower frequencies.
3.3 Electrical Circuit for TRANE Detection
To measure the anomalous Nernst voltage created by the laser induced tem-
perature gradient, we use the collection circuit depicted in Fig. 3.8. The use of
the mixer allows us to create a homodyne like measurement by converting the
time-varying anomalous Nernst voltage, VANE(t) into a DC voltage, which we
label as VTRANE. For a set reference mixer pulse, we will show in Sec. 3.3.3 that
VTRANE ∝ V peakANE , where V peakANE is the peak voltage in time of VANE. We note that the
bandwidth of the amplifiers and mixer do not influence the temporal resolution
of TRANE for the measurement of magnetic moment dynamics.
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VANE(t) VTRANE
Figure 3.8: The collection circuit to measure the anomalous Nernst volt-
age.
3.3.1 Pulse Delay Timing
To properly measure VTRANE, the reference pulse from the pulse pattern gener-
ator needs to be correctly timed to match the voltage pulse VANE(t). The two
voltage pulse inputs into the mixer, VANE(t) and Vre f both have triggers origi-
nating from the laser. The time delay for VANE is the sum of the time from the
optical path of the laser pulse from the laser source to the sample, the generation
of the temperature gradient in the sample, and the electrical wires and circuit
components. The time delay for Vre f is caused caused by the electrical wires and
circuitry plus the controlled delay in the pulse pattern generator. Therefore, by
properly setting the controlled delay in the pulse pattern generator, we match
the overall time delays such that the voltage pulses of VANE and Vre f are matched
at the mixer. Fig. 3.9 shows the mixer output of a typical sample as a function
of the pulse delay from the pulse pattern generator. As we vary the pulse delay
set by the pulse pattern generator, we can clearly see a delay where the mixer
output voltage is at a maximum (5.2 ns for Fig. 3.9). This time corresponds to
the proper pulse delay from the pulse pattern generator to correctly measure
VTRANE.
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Figure 3.9: The mixer output voltage as a function of the pulse delay set in
the pulse pattern generator.
3.3.2 Bandwidth of Frequency Mixer
This section shows how the temporal resolution of TRANE is only dependent
on the time scale of the thermal gradient decay and not dependent on the band-
width of the collection circuit. We discuss how the mixer is used to detect the
pulsed signal and the intricacies involved with the bandwidth limitation. An
ideal frequency mixer outputs the voltage multiplication between two input
ports. Here, we label one input as the sample voltage and the second input as
the reference or local oscillator. If we set the local oscillator to a fixed frequency
sine wave, then the mixer acts as a homodyne detector at the local oscillator fre-
quency when measuring the DC component of the output. We will show that
the mixer can be used for a homodyne-like detection of a pulse train signal.
To show the mixer output with a pulse train reference, we express the volt-
age multiplication in terms of a Fourier series expansion. Here, we define our
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Fourier expansion as
V(t) =
∞∑
k=−∞
cn ei
2pikt
T , (3.5)
where T is the period and cn are the Fourier coefficients defined as
cn =
1
T
∫ T
0
V(t) e−i
2pikt
T dt. (3.6)
By applying the Fourier series expansion, the DC component of the mixer out-
put is
Vm =
1
V0
K∑
k=−K
csk c
r
−k, (3.7)
where csk and c
s
−k are the Fourier components of the sample voltage and refer-
ence voltage respectively. We have a multiplicative factor V0 which accounts for
the amplifier circuit gain and total insertion loss and K = fmax/ f0 is the cutoff
frequency set by the bandwidth of the electrical components fmax with f0 as the
laser repetition rate. We can see from Eq. 3.7 that we can maximize the out-
put signal by setting the reference to have the same Fourier components as the
pulsed signal. As expected, with a pulse train as the input signal, it is best to
mix with a pulse train as a reference.
When measuring magnetic dynamics with TRANE, a time-varying magnetic
or electrical field is applied across the ferromagnet. This induces an electrical
current in the ferromagnetic wire, which creates a large background voltage
across the wire. This background voltage needs to be removed because it re-
duces the dynamic range of our amplifiers and greatly reduces the signal to
noise ratio. To remove this background voltage, we add a low-pass filter below
the frequency of stimulation to remove this background voltage.
The bandwidth of the collection circuit does not affect the temporal resolu-
tion of TRANE. To show this, we assume without loss of generality the tem-
perature gradient is constant at the laser spot and 0 everywhere else. With this
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assumption, the time dependent ANE voltage VANE from the resistor model is
given by
VANE(t) =
pir2
w
(NMs)~∇zT (t)my(t). (3.8)
Applying this Eq. 3.7, the measured voltage from the collection circuit can be
expressed as
Vm =
1
V0
pir2
w
(NMs)
K∑
k=−K
cr−k
∫ T/2
−T/2
dt
(
ei2pikt/T
)
~∇zT (t)my(t), (3.9)
The temperature gradient is non-zero only for a short time τTRANE ≈ 10 ps. Using
the fact that τTRANE  1/ fmax, which is true for the 1 GHz bandwidth circuit
components, we can approximate the measured signal as
Vm ≈
 1V0 pir
2
w
(NMs)
K∑
k=−K
cr−k
 ∫ τTRANE
0
dt ~∇zT (t)my(t). (3.10)
This shows that TRANE measures the magnetic moment over the time period
of τTRANE. Therefore, the time resolution of TRANE is determined by the time
decay of the temperature gradient τTRANE and it is not limited by the frequency
bandwidth of the collection circuit.
3.3.3 Collection Circuit Transfer Coefficient
To determine the transfer coefficient of the collection circuit depicted in Fig. 1b
and Fig. 3a in the main text, we measure the collection voltage from a calibration
pulse. Numerical simulations suggests the voltage pulse from TRANE has a
width of 10 ps. With the electronics available, we cannot create a 10 ps pulse
to directly measure the transfer coefficient. Instead, we extrapolate it through
measuring the gain of square pulses of wider widths. Fig. S6 shows the total
gain in the collection circuit as a function of the square pulse width and the fit
with our model.
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We use Eq. 3.7 to model the gain where V0 is the free parameter to fit the
model. The pulse pattern generator signal into the mixer is treated as a periodic
triangular function such that
VPPG(t) =
∑
n
V0PPG Tri
( t + nT
δ
)
, (3.11)
where V0PPG is the peak voltage, δ is the rise and fall time, f0 = 1/T is the laser
repetition rate and Tri is a triangular function given by
Tri(x) =

1 − |x|, if |x| < 1
0, else
. (3.12)
For all measurements, we set the pulse pattern generator to have a peak voltage
of 800 mV and a rise and fall time of 800 ps. We can express this in terms of a
Fourier series as
VPPG(t) =
∑
k
V0PPG (δ f0) sinc
2 (pi f0 k δ) ei(2pi f0kt). (3.13)
Similarly, we can express the calibrating square pulse train generated by the
AWG as
Vsq(t) =
∑
n
V0sq Sq
( t + nT
τ
)
, (3.14)
where V0sq is the peak voltage, τ is the square wave width and Sq is a square
pulse function given by
Sq(x) =

1, if |x| < 1/2
0, else
. (3.15)
The square pulse train can be expressed in terms of the Fourier series as
Vsq(t) =
∑
k
V0sq ( f0 τ) sinc (pi f0 k τ) e
i(2pi f0kt). (3.16)
The square pulse voltage is measured with a sampling oscilloscope to be
2.22 mV and the pulse width is varied from 150 ps to 1.5 ns.
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With the two input signals, the DC component of the mixer output voltage
is
VDCm =
V0sq V0PPGV0
 ( f 20 τ δ) K∑
k=−K
sinc (pi f0 k τ) sinc2 (pi f0 k δ) . (3.17)
The bandwidth of the amplifiers and mixer set the maximum frequency of the
sum to K = f0/ fmax where fmax is the maximum frequency bandwidth. For
the measurements, the collection circuit bandwidth is limited to a maximum
of fmax = 1 GHz and the laser repetition rate is f0 = 25.3 MHz. By fitting Eq. 3.17
to the calibration measurement with V0 as the only free parameter, we obtain a
best fit of V0 = 0.41 ± 0.04 mV.
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Figure 3.10: The mixer voltage as a function of the calibrating square pulse
train width.
It is desirable to describe the total measured voltage in terms of the peak
anomlaous Nernst voltage in terms of a collection circuit transfer coefficient.
We define the transfer coefficient γ as
VDCm = γMax [VANE(t)] , (3.18)
where γ is determined byby using the numerically simulated anomalous Nernst
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voltage in section 8.6 and applying it to the calibration fit. Using the voltage
multiplier coefficient from the fit in Fig. 3.10, our model estimates a transfer
coefficient of 0.47 ± 0.04 for the numerically simulated pulse of approximately
10 ps in width.
3.4 MOKE
Our TRANE setup measures the heat transduced voltage by the laser and does
not measure the reflected light at the sample. Therefore, when measuring
magnetic moments with TRANE, it is possible to measure the time-resolved
magneto-optical Kerr effect (TR-MOKE) simultaneously with TRANE. MOKE
measures the change in the polarization of the reflected light, which is caused
by the non-zero off-diagonal terms in the dielectric tensor inducing an asymme-
try left and right circularly polarized light. The change in polarization is pro-
portional to ~k · ~M, where ~k is the propagation direction of the light and ~M is the
magnetic moment [27]. Therefore, depending on the angle of incidence, MOKE
can measure the magnetic moment projection in different directions. The two
different types of MOKE we discuss are polar MOKE, which measures the out-
of-plane magnetic moment with an incident light perpendicular to the surface,
and longitudinal MOKE, which measures the in-plane magnetic moment with
an incident light at an angle to the surface.
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3.4.1 Polar MOKE
Time-resolved polar-MOKE with a microscope objective has been shown to be
capable of measuring out-of-plane magnetic moments with sub-micron resolu-
tion [87, 88, 89]. To measure transverse MOKE simultaneously with TRANE,
we need to measure the change in polarization due to the sample. The optical
setup to measure both polar MOKE and TRANE is depicted in Fig. 3.11. Adding
a half-wave plate and polarizing beam splitter allows us to measure the change
in polarization. The half-wave plate and the polarizing beam splitter are aligned
such that for a non-magnetic metal sample, the two beams out of the polarizing
beam splitter have equal intensity. Therefore, using two photodiodes to mea-
sure the intensity of both beams, the difference in current provides a measure of
the polarization change.
We use our setup to measure polar MOKE, where Fig. 3.12 shows the results
the hysteresis and a 2D scan of a perpendicular magnetic anisotropy (PMA)
Co/Ni multilayer structure grown on a 120 nm of Au seed layer [90]. This film
was sputter deposited with the 3-gun sputter chamber from the Cornell Center
of Materials Research (CCMR). The multilayer of Co/Ni was grown with Co
layer of 0.2 nm thickness and the Ni layer of 0.6 nm thickness and repeated for 5
total multilayers. These results show that our setup is capable of measure polar
MOKE, and with the 2D scan we can clearly image magnetic domains.
3.4.2 Longitudinal MOKE
Due to the direction of the light wavevector needed for longitudinal MOKE, it
is more difficult to measure high resolution longitudinal MOKE compared to
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Figure 3.11: The optical setup to measure both polar MOKE and TRANE.
polar MOKE. Since a microscope objective to focus the light must be aligned
normal to the smaple surface, portions of the laser beam profile must be an-
alyzed to measure longitudinal MOKE [91]. To measure longitudinal MOKE
with high spatial resolution, we begin with the same setup as the transverse
MOKE as previously described and introduce a slit to measure a portion of the
reflected light as depicted in Fig. 3.13. Fig. 3.13 shows that the slit removes a
portion of the beam profile, thus the light that is detected has an overall non-
zero kx component at the interface with the sample. This overall kx component
will measure the x-component of the magnetic moment. It is also possible to
measure longitudinal MOKE by asymmetrically filling the back aperture of the
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Figure 3.12: The hysteresis measurement and 2D scan with polar MOKE
of a PMA Co/Ni bilayer structure.
objective, but this reduces the spatial resolution. The slit method for measuring
longitudinal MOKE has poor signal to noise relative to asymmetrically filling
the back aperture but produces the best spatial resolution.
Figure 3.14 shows the results of cutting the beam to measure high resolution
longitudinal MOKE of a 70 nm cobalt hourglass pattern. Using the setup, we
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Figure 3.13: The experimental setup to measure high spatial resolution
MOKE with a high NA objective.
measure the magnetic hysteresis and with a 2D scan show magnetic domains.
A major disadvantage with MOKE are measurement artifacts at the edge, as
shown in Fig. 3.14c, which is caused by the reflected light at the patterned edge
returning at unpredictable angles. This issue is exacerbated when measuring
features that are approximately the same size as the focused laser spot size. We
will show that these edge artifacts are not present with TRANE since TRANE
measures the induced electric signal and not the reflected light. Fig. 3.14d shows
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that longitudinal MOKE is highly dependent on the focus by measuring the
multiple hysteresis loops, where after each loop we run the autofocus program.
There is a varying offset which is due to the small variation in the autofocus
causing a different portion of the beam profile to be cut. Therefore, this longitu-
dinal MOKE technique is much more dependent on the focus compared to the
TRANE.
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Figure 3.14: Using longitudinal MOKE to measure the in-plane magnetic
moment of a 70 nm cobalt hourglass pattern. a) the micro-
graph of the Co hourglass pattern. b) Longitudinal MOKE
measurement of the in-plane magnetic moment at an interior
point of the hourglass pattern. c) Longitudinal MOKE 2D spa-
tial scan at 12 G. d) Multiple field scans after running the aut-
ofocus program.
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CHAPTER 4
FABRICATION
For this chapter, we will discuss the fabrication process to create the devices
that are measured with TRANE. The sample must meet two requirements to
be measurable with TRANE. First, the magnetic material under study must be
accessible to create a temperature gradient. Secondly, there must be electrical
contacts to measure the anomalous Nernst voltage. Due to the nature of the
TRANE measurement, to fabricate our devices, we can separate the process into
two sections: the magnetic pattern and the electrical contacts. We illustrate the
fabrication process in Fig. 4.1. The entire fabrication process was performed
in the Cornell NanoScale Science and Technology Facility (CNF) with the ex-
ception of the sputtered Permalloy (Py) films which were deposited with the
LESKER sputter system from CCMR, which is managed by the Ralph group,
and etching the magnetic films with the AJA ion mill from the Buhrman group.
This fabrication procedure was originally designed for single layer ferromagnet
devices, but it is applicable for multilayer systems.
For all the measurements presented, the samples were fabricated on sap-
phire substrates. There are two main properties that makes sapphire the ideal
substrate for TRANE measurements. First, it is electrically insulating with a
large bandgap of 8.7 eV [92]. Therefore, the voltage measured is only due to
the electric fields generated in the magnetic material. The large bandgap also
results in high transmittance of the laser, since the laser at 800 nm has a much
lower photon energy at 1.55 eV. A high transmittance is important because it
will not heat the substrate, which results in a larger thermal gradient in the
magnetic material. Secondly, it has good thermal conductivity at 27 W/m K,
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Deposit ferromagnetic film
(Sputter or e-beam evaporate)
Pattern resist with e-beam or photolithography
Ion mill to etch the ferromagnetic metal
Pattern lift-off resist with photolithography
Remove lift-off resist and metal
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(Sputter or e-beam evaporate)
Magnetic
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Figure 4.1: An overview of the fabrication process used to create samples
to measure in with TRANE.
comparable with relatively resistive metals such as lead at 34 W/m K and much
higher than typical insulators, therefore it acts as a good heat bath [93].
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4.1 Magnetic Pattern
4.1.1 Film Deposition
We employ two different methods to deposit magnetic films, each with their
advantages. To deposit the permalloy (Py) films, we use magnetron sputter
deposition. The cobalt (Co) films are deposited with e-beam evaporation. For
either magnetic film we also deposit a 3 nm layer of aluminum as a capping
layer, without breaking the vacuum. The aluminum capping layer prevents the
oxidation of the magnetic film. When exposed to the oxygen in the atmosphere,
the aluminum forms a native oxide layer approximately 2 nm thick [94], which
we consider as negligible when measuring TRANE.
Cobalt was deposited with an e-beam evaporator in the CNF. The e-beam
evaporator deposits the film in a vacuum using an electron beam to heat the
source material above the boiling point, which causes the cobalt to collect on
the substrate creating the deposited film. During the process, the cobalt will
spit, resulting in large number of defects present in the film. Though defects
are typically not preferable in the fabrication process, these defects act as mag-
netic nucleation sites and results in a magnetic field required for switching at
approximately 30 Oe, which is greatly reduced compared to the switching field
for sputtered cobalt films of approximately 300 Oe. This reduction in switch-
ing field results in a lower magnetic field required to study the magnetization
which is helpful when measuring high spatial resolution TRANE due to the in-
teraction of the high resolution objective with the magnetic field as discussed
in Sec. 3.1.3. Permalloy thin films are deposited with a LESKER magnetron
sputter system. In the magnetron sputtering process, an Argon plasma is con-
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fined at the source, which sputters off and deposits on the substrate. Sputtering
depots films of higher quality with better film smoothness and grain structure
compared to evaporator grown films.
4.1.2 Patterning Magnetic Devices
Electron Beam Lithography
The Py devices that we measure with TRANE were patterned with electron
beam (e-beam) lithography with the JEOL 9500 in the CNF. E-beam lithography
uses high energy electrons to interact with the resist to change its solubility in
the developer. The high energy electrons allow for higher resolution than pho-
tolithography, as set by the diffraction limit, thus allowing us to pattern features
down to 20 nm.
For e-beam, we use a tri-layer resist developed by the Buhrman group [95].
The tri-layer resist consists of Omnicoat, PMMA (495PMMA A4) and 6% HSQ.
The first layer consisting of Omnicoat was spin coated at 1500 rpm for 30 s and
baked at 170oC for 1 minute. This spin coating process for Omnicoat was re-
peated to obtain the optimal thickness. The second layer is PMMA, which is
spin coated at 4000 rpm for 60 s and baked at 170oC for 1 minute. The third
layer is HSQ, also spin coated at 4000 rpm for 60 s and baked at 170oC for 1
minute.
This tri-layer resist was designed for etching in the ion-mill. With the ion
mill, the top HSQ layer reacts with the plasma, which hardens and has a slow
etch rate, making it a good etch mask. By using the Omnicoat as the underlayer,
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the entire resist stack can be removed easily with acetone after the ion-mill etch
despite HSQ hardening. The PMMA layer acts as an adhesion layer between
the HSQ and the omnicoat.
With the sapphire substrate, there can be issues with e-beam lithography
involving charge build-up. For the samples currently fabricated, the presence
of the metal ferromagnetic film has alleviated issues with charge build-up. This
has been true for films of 5 nm in thickness and above. Issues with charging may
arise when trying to pattern smaller feature sizes or when patterning thinner
films. To alleviate this possible problem, a conducting polymer such as PSSA
may be used.
After the resist pattern is exposed, the HSQ layer is developed in MIF726 for
2 minutes. Note that the PMMA and Omnicoat layers are not removed by the
developer. To remove the underlying PMMA and Omnicoat layers, we plasma
etch with O2 in the Oxford etcher with conditions of 100 W, 50 mTorr and 20
sccm for 90 seconds. To determine if the resist was correctly patterned, we use
optical microscopes and scanning electron microscopes (SEM). Due to the insu-
lating sapphire substrate, high resolution images cannot be obtained with SEM
due to charge build-up.
Photolithography
To pattern large magnetic devices (for the Co sample), we used a GCA 5x g-line
(436 nm) stepper. We use a positive photoresist (Shipley 1813), which reacts
with the g-line light to make it soluble to the photoresist developer. To increase
adhesion of the photoresist, we coat the wafer with a pre-wetting agent, p20
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primer, and wait for 10 seconds, followed by spin drying for 30 seconds at 3000
rpm. Following the pre-wetting, we apply the S1813 photoresist by spin coating
at 3000 rpm for 30 seconds and baking at 90oC for 1 minute. After exposing the
photoresist with the 5x stepper, we develop it in MIF726 for 1 minute, followed
by a DI water rinse. The optimal photolithography exposure can be determined
by observing the various exposure times in an optical microscope.
4.1.3 Ion Milling Etching
We etch the ferromagnetic film with an AJA ion mill. Similar to sputter deposi-
tion, an argon plasma is used to etch the target material. The ion-mill includes
an end-point detection, where a mass spectrometer measures the etched atoms
to determine when the magnetic film is removed. For these samples, we ion mill
at a 45o incident angle and set a discharge voltage of 40 V and current of 0.5 A.
After etching, the remaining resist is removed with acetone.
4.2 Electrical Contacts
4.2.1 Resist for Lift-off
To pattern the leads for electrical connection to the ferromagnetic wire, we use a
lift-off process since etching will damage the ferromagnetic material. The elec-
trical contacts are patterned with optical lithography with a sacrificial layer of
LOR to provide the desired undercut profile. Before applying the LOR, we first
bake the wafer at 180oC to remove any solvents. The LOR has a very high vis-
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cosity relative to typical photoresists, therefore to uniformly coat the wafer we
dispensed the LOR resist onto the wafer while it is spinning. We dispense the
LOR is set at 500 rpm with a ramp rate of 75 rpm/s for 10 s, followed by in-
creasing the spin rate to 5000 rpm with a ramp rate of 4000 rpm/s for 30 s to
properly coat the wafer. After spinning the resist, we bake the LOR at 180oC
for a minimum of 5 minutes. The pre-exposure bake time for LOR is important
for controlling the solubility of LOR and thus controlling the undercut profile,
where increasing the bake time decreases the solubility of LOR in developer.
When patterning small features, we need to reduce the LOR solubility or the
entire undercut profile may fully dissolve and remove the pattern. On top of
the LOR, we apply S1813, which is statically dispensed and is spin coated at
3000 rpm with a ramp rate of 1000 rpm/s for 30 s. This is followed with a pre-
exposure bake at 90oC for 1 minute.
4.2.2 Photolithography Exposure
Due to the different reflection coefficient between the ferromagnetic metal and
sapphire substrate, the optimal exposure time is different for the two regions.
This causes the patterned features to be smaller where it overlays on the fer-
romagnetic metal as shown in Fig. 4.2. Since the leads were 1 um apart at the
closest, we could not optimally expose for the region over the ferromagnet since
it would increase the size of the contacts and may lead to shorting in the region
over the sapphire. This difference in exposure time could possibly be alleviated
by using an anti-reflective coating.
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b) 1 µm wire
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Figure 4.2: The photoresist pattern difference due to the different reflectiv-
ity between the magnetic material and the sapphire causes the
regions to be exposed differently.
4.2.3 Contact Pad Deposition
We deposit the contact pads consisting of Ti(20 nm)/Cu(80 nm). The titanium
layer acts as an adhesion layer because it forms an oxide at the boundary with
the sapphire. The 20 nm thickness of titanium is required for optimum adhe-
sion [96]. Previous iterations of the process with 5 nm thick titanium adhesion
layers resulted contact pads peeling off during the wire bonding process. Other
common adhesion layers such as chromium were avoided due to its antiferro-
magnetic behavior. The thickness of the copper layer was chosen to create a
50 Ω impedance with the stimulation wire. Copper was chosen due to its high
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conductivity and negligible spin Hall effect. As an initial proof of concept, a
negligible spin Hall effect was desired to remove other possible variables. Cur-
rently in progress, we are able to measure TRANE with gold and platinum con-
tact pads without any issues. Gold is an ideal material for the contact pads due
to its inertness and softness which is ideal for wire bonding. Platinum due to
its stiffness along with the sapphire wafer produces a very stiff surface at the
contact pads, which requires high ultrasonic power for wire bonding.
Evaporators are typically ideal for depositing thin films for lift-off due to
the highly directional deposition. The issue with depositing the film with the
evaporator in our process is that it does not allow us to descum the resist before
deposition. A descum process is typically performed with an oxygen plasma
to remove residual resist. For the current process, we cannot descum with an
oxygen plasma because it oxidizes the ferromagnet. For several test samples,
the contact resistance between the contact pads and the magnetic material was
unusually high, possibly caused by the residual resist.
To work around the issue with residual resist, we use sputter deposition in-
stead of an evaporator. The CVC sputter deposition system in the CNF has an
ion mill that allows us to ion mill and deposit the film without breaking the vac-
uum. This has the added benefit of the opportunity to remove the native oxide
layer of the aluminum capping layer for better electrical contact. We calibrate
the ion mill to etch the native oxide layer, by measuring the profile height of
an aluminum layer deposited on thermally oxidized silicon wafer after specific
etch times. The silicon oxide, aluminum oxide and aluminum all have differ-
ent etch rates with the ion mill. It is expected that the etch rates in increasing
order to be aluminum oxide, silicon oxide and aluminum [97]. Therefore, the
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etch time corresponding to the maximum height will be the optimal etch time
for removing the native oxide layer. Fig. 4.3 shows the height of the profile as a
function of the ion mill etch time, showing a 3 minute optimal etch time.
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Figure 4.3: Ion mill calibration measuring the sample height of aluminum
grown on thermally oxidized silicon wafer as a function of etch
time. The maximum height corresponds to the optimal time to
remove the native aluminum oxide.
Finally, with the film deposited, we remove the liftoff resist with 1165 re-
mover at 70oC. The final devices of the Co crosses with 18 µm wide arms and Py
wires of 2 µm wide are shown in Fig. 4.4.
4.3 SEM Imaging
We use an SEM for detailed characterization of the final device. Due to the
insulating sapphire substrate, we deposit a conducting layer of gold/palladium
of approximately 10 nm to prevent charge build-up. The gold/palladium layer
is deposited in a sputter chamber that is evacuated with a roughing pump down
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to approximately 10−3 Torr. Fig. 4.5 shows the SEM image of the 2 µm wide Py
wire which we measure with TRANE.
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Figure 4.4: Optical microscope images of the 18 µm Co cross device and 2
µm Py wire device.
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Figure 4.5: SEM image of the Py 2 µm device to be measured with TRANE.
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CHAPTER 5
TRANE MEASUREMENT OF STATIC MAGNETIZATION
In this chapter, we discuss the capabilities of TRANE to measure the spatial
variations in the magnetic moment. Using a microscope objective, we create a
focused laser spot on the sample surface of approximately 310 nm in Gaussian
width (730 nm FWHM), which generates the spatially localized temperature
gradient to measure the magnetic moment with TRANE. We image the mag-
netization by scanning the focused laser across the sample with the FSM. With
these measurements, we determine the spatial resolution of TRANE to be set
by the thermal spot size and also explore avenues to achieving sub-diffraction
spatial resolution.
5.1 Magnetic Switching and Hysteresis
To demonstrate the spatial measurements of TRANE, we study a Co cross
shown in Fig. 5.1, where each arm of the cross is 18 µm in width. As shown
in Fig. 5.1, we connect to the top and bottom contacts to measure the anoma-
lous Nernst voltage, which is proportional to the magnetic moment projection
in the x-direction. We manipulate the magnetic moment of the cross structure
by applying an external magnetic field in the x-direction. With a large the exter-
nal magnetic field, the magnetization is saturated and aligned with the external
field. We can switch the magnetization with a large external field in the opposite
direction.
To show that TRANE is capable of properly measuring the magnetic mo-
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Figure 5.1: The TRANE setup to measure magnetic switching and hystere-
sis in the Co cross.
ment, we fix the laser spot at the center of the cross and measure the TRANE
signal as a function of the applied magnetic field. We obtain Fig. 5.2 by measur-
ing VTRANE and the longitudinal MOKE signal by sweeping the applied field to
go from a large negative field, to a large positive field and back. By comparing
the TRANE signal and the MOKE signal, the magnetic switching occurs at the
same field, which shows that TRANE is capable of measuring the magnetic mo-
ment precisely. It is clear that for this sample, under the same conditions, the
TRANE signal has a much higher signal to noise ratio than longitudinal MOKE.
Also, note that VTRANE is centered about zero and the switching of the magnetic
moment causes the sign of the signal to change. Therefore, unlike MOKE, we
have a measure of the magnetic moment projection about zero and not a relative
signal to an arbitrary value when measuring MOKE with photodiodes.
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Figure 5.2: The magnetic switching of the Co cross.
We note that when the applied magnetic field is greater than the saturating
field, VTRANE is constant within the experimental noise. This suggests the voltage
from the ordinary Nernst effect is much less than the anomalous Nernst effect.
Therefore, we assume for all our TRANE measurements, the ordinary Nernst
effect can be neglected and the signal is due to the anomalous Nernst effect. We
do not do a direct comparison of the two contributions due to the difficultly
involved in obtaining a precise measurement of the ordinary Nernst effect since
it requires a large magnetic field.
5.2 TRANE Sensitivity
The sensitivity of the TRANE measurement is determined from the relative
noise level to the overall signal size at magnetic saturation using hysteresis
measurements as shown in Fig. 5.2. In the measurement geometry, the satu-
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rated moment is perpendicular to the TRANE voltage so that (VmaxTRANE − VminTRANE)
corresponds to a 180o rotation. The TRANE voltage, VTRANE, is related to the
magnetization angle, θ, with respect to the x-axis given by
VTRANE = η cos(θ), (5.1)
where η is a proportionality constant, dependent on the sample and electronic
collection circuits. The angular sensitivity, δθ is dependent on the signal noise
level, δVTRANE, through the error propagation such that
δθ =
∣∣∣∣∣∂VTRANE∂θ
∣∣∣∣∣−1 δVTRANE. (5.2)
As a longer sampling time will reduce the value of δVTRANE regardless of the
sample, it is desirable to have a sensitivity figure of merit independent of the
sampling time. Thus, the signal-to-noise ratio must be scaled to account for the
measurement rate, in the case of a lock-in measurement this is the time constant.
The TRANE signal noise level is related to the lock-in time constant, Tc and the
standard deviation σV by [98]
δVTRANE = σV
√
TC. (5.3)
This yields an equation for the angular sensitivity of
δθ = |η sin(θ)|−1 σV
√
TC. (5.4)
We determine the standard deviation of VTRANE at saturation, σsatV , which occurs
at θ = 90o. Therefore, the angular sensitivity of TRANE can be determined by
δθmin =
σsatV
(VmaxTRANE − VminTRANE)/2
√
TC. (5.5)
We apply this calculation to measure the TRANE angular sensitivity of Co
crosses of two different widths as depicted in Fig. 5.3, where we find that
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δθmin = 4.6o/
√
Hz for the 52 µm cross and δθmin = 0.73o/
√
Hz for the 18 µm cross.
This result shows that the magnetic moment angular sensitivity of TRANE is
highly dependent on the sample. As discussed in Sec. 2.4, the total TRANE
voltage will depend on the overall sample width due to the effective resistance
shunting, with a scaling of d2/w, the TRANE voltage increases as the sample
width decreases. Therefore, to achieve the greatest angular sensitivity with
TRANE, we must use a heat spot of approximately the same width as the sam-
ple.
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Figure 5.3: In this graph we plot TRANE measured hysteresis loops for
two different cross sizes. We observe that the sensitivity is
θmin = 4.6o/
√
Hz for the 52 µm cross and θmin = 0.73o/
√
Hz for
the 18 µm wide cross.
5.3 Two Dimensional Scans
Next, we experimentally demonstrate that TRANE is capable of measuring the
spatial variation in the magnetic moment by scanning the laser across the Co
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cross. We prepare the magnetic moment configuration for mapping by start-
ing at a large negative applied field to saturate the magnetization, then set the
applied field to 32 Oe, where we will measure the spatial dependence of the
magnetic moment. Fig. 5.4a shows the magnetic moment projection in the x-
direction from scanning the laser across the sample. The image in Fig. 5.4 shows
multiple mangetic domains which is the result of the shape anisotropy created
from the cross structure. The saturating magnetic field for the cross along the
length of the x-axis is lower than the saturating field in the cross arms that align
along the y-axis. Using TRANE, we can see that at a field of 32 Oe, the magnetic
moment along the length of the cross is in the opposite direction compared to
the vertical arms.
We show the vertical and horizontal line cuts of the TRANE 2D scan in
Fig. 5.4b and c. By taking the line cut across the domains, we can clearly see
that the two domains are separated by a domain wall where the TRANE sig-
nal is zero, due to the zero magnetic moment along the x-axis projection. In
Fig. 5.4c, the TRANE signal is zero when measuring off the sample and there
are no edge artifacts unlike MOKE where the edge artifacts are prominent as
shown in Fig. 3.14. Therefore, due to the lack of edge artifacts and the 1/w scal-
ing of the signal, TRANE is much more suitable for measuring much smaller
features compared to MOKE.
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Figure 5.4: 2D TRANE measurement of a 18 µ wide Co cross. a) 2D
TRANE measurement of the magnetic moment x-projection. b)
The vertical linecut of the 2D TRANE measurement. c) The
horizontal linecut of the 2D TRANE measurement.
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5.4 Spatial Resolution
We determine the spatial resolution of TRANE from a line cut of the spatial
2D scan across a portion of the domain wall in Fig. 5.4. For the cobalt films
studied here, the domain walls are 150-200 nm wide [99], which is far below
the 730 nm FWHM (310 nm Gaussian width) of the laser spot we measured
for our apparatus. We use this fact to evaluate the resolution of our TRANE
microscope by fitting spatial line cuts (Fig. 5.4) across a magnetic domain wall
with the convolution of a step function and a Gaussian function of width, δ.
To model the line cut of the domain wall, we assume the temperature gra-
dient profile has a Guassian profile in the lateral dimensions. Thus, the profile
of the domain wall can be fit to the convolution of a Gaussian and step function
given by
VTRANE(y) = Ae(y−y0/2yres)
2 ⊗ (2H(y) − 1), (5.6)
where A is the amplitude, y0 is the center position, yres is the Gaussian width
and H is the Heaviside step function. The Gaussian width is taken to be the
spatial resolution of TRANE. We determine the fit with a least means squared
method to with Gaussian width, amplitude and center position as free variables.
We apply this method for the 4 µm region of the domain wall as shown boxed
in Fig. 5.5a. This region was chosen because it was the portion of the image
with the clearest step function behavior. The results of the individual fits are
shown in Fig. 5.5b. The mean of the Gaussian width is 325 nm with a standard
deviation of 70 nm, suggesting that the spatial resolution of TRANE is limited
by the size of the heat spot.
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Figure 5.5: Experimentally determining the spatial resolution of TRANE
from a domain wall structure.
5.5 Numerical Simulations of Temperature Gradient
We use numerical simulations to predict the relation between the spatial resolu-
tion of TRANE with the size of the heat source. The finite element modeling of
the thermal gradient evolution used for determining the temperature and ther-
mal decay times was performed using the COMSOL Multiphysics Heat Transfer
Module. We consider a single temperature diffusive model in which the laser is
treated only as a heat source, rather than considering the specific photon inter-
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actions with the phonon and electrons. This is justified by the fact that the op-
tically excited electrons are thermalized on time scales comparable to the laser
pulse width of 3 ps [100]. In our model, we consider a Py sample with lateral
dimensions of 10 µm × 2 µm and 30 nm thick, placed on top of a bulk sapphire
substrate. For the calculation, we assume that the heat is only generated in the
Py, which is valid due to the large bandgap of sapphire, leading to it being trans-
parent to the laser. The spatiotemporal evolution of the tempearture gradient in
our system is calculated numerically with the Fourier diffusion equation using
the material parameters given in Table 5.1. The heat source Q(~x, t), is given by,
Q(~x, t) =
Q0
2piσx σy
e−(
1
2 )
[
(x/σx)2+(y/σy)2
]
e−z/de−(t−t0)(2τ)
2
(5.7)
where, σx and σy are the Gaussian widths in the x and y direction of the laser
spot (310 nm), d is the skin depth (12nm), Q0 is the incident peak power of a
single pulse set to 2.19 W, and τ is the pulse Gaussian temporal width of the 3
ps pulse.
Material Thermal Conductivity Specific Heat Density
(W m−1 K−1) (J g−1 K−1) (g cm−2)
Sapphire [93] 30.3 0.764 3.98
Permalloy 46.4 [101] 0.43 [102] 8.7 [103]
Table 5.1: The material parameters used for the finite element simulation
of the temperature.
Figure 5.6a-d shows the cross-sectional temperature due to a 310 nm wide
heat source. Fig. 5.6b and c show the evolution of the temperature after the
laser pulse. Though after the pulse, the temperature does spread laterally, the
out-of-plane temperature gradient does not diverge from the heat source. Since
TRANE is only dependent on the temperature gradient in the out-of-plane di-
rection, these simulations confirm the experimental results that the spatial reso-
62
lution is equal to the size of the thermal source at 310 nm.
To see if the spatial resolution relation to the thermal spot size holds true for
smaller sources, we repeat the prior simulations for a heat spot size of 50 nm in
width. The results of these simulations are shown in Fig. 5.7. Similar to before,
we see that the temperature gradient has the same width as the thermal spot
size for a 50 nm wide spot. These simulations suggest that if we can confine
the heating spot size to 50 nm, then we can use TRANE to measure magnetic
moments with 50 nm spatial resolution. Experimental results have shown with
HAMR devices that using a plasmon antenna, one can confine a heat source to
such a size [104]. Therefore, using a plasmon antenna to generate a 50 nm heat
source for TRANE measurements provides a route to achieve sub-diffraction
spatial resolution measurements of magnetization.
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Figure 5.6: Finite element method numerical simulations of the tempera-
ture gradient for a heat source of 310 nm in width. The white
dashed line shows the interface of Py and sapphire. a) the
power density of the heat source. b) the temperature at the
peak of the pulse. c) the temperature 982 ps after the peak. d)
the temperature gradient profile at the top surface of Py.
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Figure 5.7: Finite element method numerical simulations of the tempera-
ture gradient for a heat source of 50 nm in width. The white
dashed line shows the interface of Py and sapphire. a) the
power density of the heat source. b) the temperature at the
peak of the pulse. c) the temperature 982 ps after the peak. d)
the temperature gradient profile at the top surface of Py.
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CHAPTER 6
TRANE MEASUREMENT OF TIME VARYING MAGNETIZATION
In this chapter, we use ferromagnetic resonance (FMR) to demonstrate the
temporal capabilities of TRANE. FMR is the spatially uniform magnetic preces-
sion about the equilibrium position. It is chosen to demonstrate TRANE mi-
croscopy capabilities because it is the simplest and the most studied of the mag-
netic dynamics phenomena. We use TRANE FMR measurements up to 16.4
GHz to show that for the sample measured the upper bound of the temporal
resolution 30 ps. Further, numerical simulations suggest that the temporal res-
olution is approximately 10 ps. With the TRANE FMR measurements, we find
the damping to be the same as the electrical measurements as will be discussed
in Chapter 7, which suggests that the temperature increase does not disturb
the measurement of the magnetic dynamics. We also proceed to use TRANE
to measure non-linear dynamics and discuss the intricacies involved with such
measurements.
6.1 Time Evolution of the Magnetic Moment
We begin with a theoretical description of the equation of motion of the mag-
netic system. To describe the temporal evolution of the magnetic moment, we
assume the electron spins contributing to the magnetic moment are localized
core electrons, therefore do not move under an applied electric field. The Hamil-
tonian for these core electron spins are described by the Zeeman interaction as
Hˆ = −γ ~He f f · ~ˆS (6.1)
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where γ is the gyromagnetic ratio of the electron, ~He f f is the effective magnetic
field and Sˆ is the spin operator. From the Heisenberg picture, the time evolution
of the electron spin is given by
∂t
~ˆS =
i
~
[
~ˆS , Hˆ
]
= γ~ˆS × ~He f f . (6.2)
For the typical ferromagnetic transition metals, we can assume that a large num-
ber of spins contribute to the total magnetic moment, thus we can assume the
classical limit of 〈
~ˆS
〉
S
=
~M
MS
, (6.3)
where S is the magnitude of the spin vector, ~M is the classical magnetization
vector and Ms is the saturation magnetization. Applying the classical picture of
the spins to Eqn. 6.2, we obtain the equation of motion of the magnetic moment
with
∂t ~M = −γ
(
~M × ~Heff
)
. (6.4)
To account for experimental evidence of magnetic damping in experiments,
Gilbert introduced a phenomenological term to give the Landau-Lifshitz-
Gilbert equation of [105]
∂t ~M = −γ
(
~M × ~Heff
)
+
α
MS
(
~M × ∂t ~M
)
(6.5)
where the α is the phenomenological Gilbert damping term. The LLG equation
has been highly successful in describing a wide variety of magnetic phenom-
ena [106].
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6.2 Theory of FMR
Ferromangetic resonance (FMR) describes the small angle precession that is
driven in resonance by an external driving force, which in this chapter corre-
sponds to a sinusoidal driving magnetic field. To describe the theory of FMR,
we begin with the small angle approximation of the LLG equation, such that
~M = ~M0 + ~m(t) (6.6)
where ~M0 is the static equilibrium magnetic moment and the ~m(t) describes the
excitation. In the small angle approximation, |~m|  MS . Applying this to the
LLG equation of Eqn. 6.5, and taking to first order of m, we have
∂t~m = −γ
(
~M × ~Heff + Ms~m × ~Heff
)
+
α
Ms
(
~M × ∂t~m
)
. (6.7)
To describe the effective magnetic field, we need to consider the finite size
effects of the system. The finite size of the ferromagnetic device creates an effec-
tive shape anisotropy for the magnetic moment as a consequence of the dipolar
interactions. For an ellipsoidal shaped ferromagnet, the free energy can be ex-
pressed as[107]
F =
M2xNx
2
+
M2yNy
2
+
M2zNz
2
− ~M · ~Ha, (6.8)
where ~Ha is the applied mangetic field, Mi is the component of the magnetic
moment in the x, y, z direction, and Nx, Ny, and Nz are unitless phenomenological
anisotropic constants, ranging between 0-1, such that Nx + Ny + Nz = 1. Hence,
the effective field is given by
~He f f = − ∂F
∂ ~M
= ~Ha − NxMx xˆ − NyMyyˆ − NzMzzˆ. (6.9)
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We can determine the anisotropic constants Ni by measuring the demagnetizing
fields Hd,i for the given direction,
Hd,i = −NiMs, (6.10)
where i is one of x, y, z. In this chapter, we measure magnetic dynamics of thin
film samples patterned into wires and label the axis to correspond to those de-
picted in Fig. 6.1. The shape anisotropy of the samples are approximated as
an elongated ellipsoid and we treat the long axis anisotropy as Nx = 0 and we
measure Ny = Hd,y/Ms and thus Nz = 1 − Ny.
To drive the ferromagnetic resonance, we apply a static magnetic field along
the direction of the wire, H0 xˆ, and a perpendicular AC magnetic field, ~h(t). The
total effective magnetic field can be expressed as
~Ha(t) = H0 xˆ + ~h(t) − NxMx xˆ − NyMyyˆ − NzMzzˆ. (6.11)
Fig. 6.1 shows the magnetic fields and their directions along with the precessing
magnetic moment. Applying the effective field and the magnetic moment of
Eqn. 6.6 to the LLG equation of Eqn. 6.5 and taking the first order of m and h,
we can express the time evolution of the magnetic moment as
~˙m = −γ
[
Ms
(
mzNzyˆ − myNyzˆ
)
− myH0zˆ + mzH0yˆ + Ms xˆ × ~h
]
+ α
(
xˆ × ~˙m
)
. (6.12)
From the description of FMR in Fig. 6.1, it is driven by an out-of-plane si-
nusoidal field, which can be expressed as hz(t) = Re[h˜zeiωt]. With the excitation
field as a sinusoidal pattern, the magnetic moment can similarly be written as
mi(t) = Re[m˜ieiωt]. Note that h˜z and m˜i are both complex. Applying these expres-
sions to Eqn. 6.12, we can show that each component of the magnetic moment
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Figure 6.1: Depiction of the ferromagnetic resonance.
can be expressed in terms of a matrix equation as iω γ(H0 + MsNz) + iαω−γ(H0 + MsNz) − iαω iω

m˜ym˜z
 = γMs
h˜z0
 . (6.13)
Solving the matrix equation to give the expression for m˜y gives
m˜y =
iγωMsh˜z
−ω2 +
[
γ(H0 + MsNy) + iαω
] [
γ(H0 + MsNy) + iαω
] , (6.14)
and similarly for m˜z gives
m˜z =
γMsh˜z
[
γ(H0 + MsNy) + iαω
]
−ω2 +
[
γ(H0 + MsNy) + iαω
] [
γ(H0 + MsNy) + iαω
] . (6.15)
From the expressions of m˜y and m˜z, we can see that there is a phase difference of
approximately eipi/2 between the two components. This shows that the magnetic
moment will oscillate about the equilibrium position in a ellipsoidal pattern.
The expression for the magnetic moment can be simplified to show the
physics more clearly with several assumptions. For the magnetic materials con-
sidered, the magnetic damping is low such that α  1. By taking the approxi-
mation 1 + α2 ≈ 1 and using the fact that Ny + Nz = 1, we can express the Fourier
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component of the y-component of the magnetization as
m˜y =
(
iγωMsh˜z
) 1
γ2(H0 + MsNy)(H0 + MsNz) − ω2 + iαωγ(2H0 + Ms) . (6.16)
By defining Hr in terms of the driving frequency ω such that
ω2 = γ2(Hr + MsNy)(Hr + MsNz), (6.17)
we arive at the expression of
m˜y =
(
iγωMsh˜z
γ2(H0 + Hr + Ms)
)  (H0 − Hr) − i(αω/γ)
(
2H0+Ms
H0+Hr+Ms
)
(H0 − Hr)2 +
[
(αω/γ)
(
2H0+Ms
H0+Hr+Ms
)]2
 . (6.18)
If we define
∆H =
(
αω
γ
) (
2H0 + Ms
H0 + Hr + Ms
)
(6.19)
the magnetic moment can be simplified to
m˜y =
(
Ms
α(2H0 + Ms)
) 1 + i
(
H0−Hr
∆H
)
1 +
(
H0−Hr
∆H
)2
 h˜z. (6.20)
Since α  1, we can see from the denominator of the second term in Eqn. 6.20
that for |H0 − Hr|  ∆H, the denominator of the second term is large and thus
the magnetic moment precession is small. The magnetic dynamics are measur-
able in size when |H0 − Hr|  H0, where the denominator in the second term is
small. Under such conditions, the denominator of the second term is minimized
when H0 = Hr, thus leading to the maximum precession angle. Therefore, when
measuring magnetic dynamics, we can approximate ∆H as
∆H ≈ αω
γ
. (6.21)
Finally, the y-component of the magnetic moment in the time domain is
given by
my(t) =
(
Ms
α(2H0 + Ms)
) cos(ωt + φ)
 11 + (H0−Hr
∆H
)2
 − sin(ωt + φ)

(
H0−Hr
∆H
)
1 +
(
H0−Hr
∆H
)2

 ∣∣∣h˜z∣∣∣ ,
(6.22)
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where φ is the phase of h˜z =
∣∣∣h˜z∣∣∣ eiφ. We can see that the magnetic response
to the driving field is in the form of a linear combination of a symmetric and
antisymmetric Lorentzian, where ∆H is the linewidth. The peak of symmetric
Lorentzian occurs at H0 = Hr, therefore, we can define Hr as the resonant field.
Therefore, the Kittel FMR frequency as a function of the applied magnetic field,
H0 along the easy axis, with the anisotropic effective fields is given by
f =
γ
2pi
√(
H0 + NyMs
)(
H0 + NzMs
)
. (6.23)
6.3 Measuring Magnetic Dynamics with TRANE
We stroboscopically measure magnetic dynamics in Ni20Fe80 (permalloy (Py))
wires with TRANE using the apparatus depicted in Fig. 6.2. To excite magneti-
zation dynamics, a microwave frequency current is passed through an on-chip
copper wire to generate an out-of-plane AC magnetic field in the permalloy. The
wire axis of the sample is aligned parallel to the applied static magnetic field
and the contacts are placed so as to measure the My component of the magneti-
zation (perpendicular to both the wire axis and the excitation field). To measure
magnetic dynamics, we use an additional step of lock-in detection to reference
the signal to both the optical chopping frequency and to a small amplitude field
modulation along the direction of the static magnetic field. The dual referenced
lock-in detection allows us to reject non-magnetic contributions to the signal.
TRANE is a stroboscopic technique, therefore, it can only measure magnetic
dynamics with a periodicity that is commensurate with laser repetition rate.
Since the laser repetition rate is set and can only be changed by integer multiples
from the pulse picker, the magnetic dynamics must be driven with a stimulus
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Figure 6.2: The schematic of the temporal measurements with TRANE.
that references the same clock as the laser and also have a period commensu-
rate with the laser repetition rate. We use electrical currents generated by an
arbitrary waveform generator (AWG) to excite magnetic dynamics, where we
set the proper timing with the laser by using the schematic shown in Fig. 6.3.
The laser has a fast photodiode detector that generates a voltage pulse corre-
sponding to the laser pulses. The photodiode voltage is sent to the pulse picker
controller, where it outputs a voltage pulse for the repetition rate set by the pulse
picker. We use the pulse picker synchronisation output as the input clock of the
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pulse pattern generator (PPG), where it output a 1.5 ns width pulse to trigger
the AWG.
To induce magnetic dynamics, we have fabricated a copper stimulation wire
in close proximity to the magnetic permalloy (Py) wire. The device in which
we measure magnetic dynamics with TRANE is shown in Fig. 6.4, where edge
to edge distance between the stimulation wire and the Py wire is 1 µm, and
both the stimulation wire and Py wire have widths of 2 µm. We connect the
stimulation wire to an AWG to pass a time varying current, which allows us to
generate fast time-varying magnetic fields. The clock of the AWG is referenced
to the 25.3 MHz laser repetition rate and is multiplied up within the AWG to a
sampling rate of 19.98 GS/s. Waveforms from the AWG can be delayed in steps
of 50 ps with respect to the laser pulses without re-triggering, therefore allowing
the time varying magnetic behavior to be stroboscopically probed with TRANE.
To detect the TRANE signal, we connected to the set of electrical contacts
that are 3 µm apart, as shown in Fig. 6.4, which resulted in a total DC resis-
tance of 74 Ω. These contacts were chosen to compromise the matching of 50
Ω impendance and enough spacing for possible spatial scans. The resistance of
the stimulation wire is 48 Ω, which is close to the ideal 50 Ω impedance match
to reduce electrical reflections in the RF circuit. For the TRANE magnetic dy-
namics measurements, we apply a static magnetic field along the x-direction,
so the magnetic moment equilibrium position is along the length of the wire.
Therefore passing current in the stimulation wire to generate an out-of-plane
magnetic field will excite the magnetic moment away from equilibrium, thus
inducing magnetic dynamics.
We calculate the magnetic field generated by the stimulation wire with a
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Figure 6.3: The schematic diagram of the timing of the electronics to prop-
erly measure magnetic dynamics.
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Figure 6.4: The samples to measure magnetic dynamics with TRANE.
finite-element method numerical simulations. Fig. 6.5 shows the calculated out-
of-plane magnetic field for a 5 GHz AC current in the stimulation wire with a
current density of 2×106J/cm2. Due to the decay in the generated magnetic field
away from the stimulation wire, to obtain the largest magnetic field we would
place the Py wire close to the stimulation wire. The disadvantage of placing the
Py wire in close proximity is the inhomogeneity of the magnetic field. For the
2 µm wire as depicted in Fig. 6.4, where we have a 1 µm spacing, the magnetic
field at the near and far edges varies by a factor of 2.
6.3.1 Inductive Cross-Talk
To induce magnetic dynamics, we apply a time varying current in the stimula-
tion wire to generate a corresponding time varying, out-of-plane magnetic field
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Figure 6.5: The out-of-plane magnetic field generated by a 5 GHz AC cur-
rent in the stripline.
at the ferromagnetic wire. Due to the geometry of the setup, inductive coupling
between the wires causes an induced current in the ferromagnetic wire when we
apply a time varying current in the stimulation wire. To determine the induc-
tive coupling between the two wires, we use a vector network analyzer (VNA)
to measure S 21, the transmission coefficient of the AC power from the input port
of the stimulation wire to the output port of the ferromagnetic wire. The ampli-
tude of S 21 gives the inductive coupling between the stimulation wire and the
ferromagnetic wire. Fig. 6.6 shows a VNA measurement of S 21 for the stimu-
lation wire that is 1 µm away from a 3 µm wide Py wire. These results show
that for frequencies ranging from 4-8 GHz, the S 21 coupling is between -15 dB
to -4 dB. This large inductive coupling between the stimulation wire and the
ferromagnetic wire leads to a large induced current in the ferromagnetic wire
when driving magnetic dynamics. The induced current creates to a large resis-
tive component of the measured signal as discussed in Sec. 8.2. We note that we
measure the magnetic dynamics with TRANE of 2 µm wide samples and not
77
with the 3 µm wide samples, but the general trend for the inductive coupling
for either sample is very similar.
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Figure 6.6: The vector network analyzer measurements of the inductive
cross-talk between the stimulation wire and the magnetic wire.
6.3.2 Dual Demodulation
Due to the inductive cross-talk between the stimulation wire and the magnetic
wire, as described in Fig. 6.6, there is a large electrical current present in the
magnetic wire. As will be discussed in Sec. 8.2, the electrical current in the mag-
netic wire leads to an additional non-magnetic signal in the TRANE measure-
ment. This additional term is proportional to the electrical current in the mag-
netic wire and has same frequency as the driving frequency and hence magnetic
dynamics, thus it will interfere with our measurement of the magnetic dynam-
ics. To remove this additional resistive contribution, we modulate the applied
in-plane magnetic field and measure its dependence with a lock-in amplifier. By
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modulating the in-plane magnetic field, we only measure the magnetic contri-
bution of the signal, thus we remove the resistive component of the signal.
Dual demodulation is a powerful experimental technique to measure a sig-
nal in the presence of a large background [108]. Here, we describe how we
measure the magnetic dynamics with TRANE from the dual demodulation of
the signal. We express the total TRANE signal as
Vsignal = Vres(PL, t) + VTRANE(PL,H, t), (6.24)
where Vres is the resistive signal, which is dependent on PL, the laser power and
VTRANE is the TRANE voltage, dependent on PL and H, the magnetic field. In this
chapter, we perform the dual demodulation measurement by chopping the laser
at 9.8 kHz and modulate the field by varying the current in the electromagnet
between 5-10 Hz with an amplitude of 13.9 G. By chopping the laser, the power
changes between PL = PL0 and PL = 0, where Vres(PL = 0, t) = 0 and VTRANE(PL =
0,H, t) = 0. Higher and more stable frequencies, as described in Sec. 3.1.1 and
Sec. 3.2, are used in the latest development of the TRANE setup to provide better
results, but were not yet developed when performing the measurements for this
chapter. Fig. 6.7 shows the schematic to measure the TRANE voltage with dual
demodulation.
The mathematical description of the dual demodulation process is described
in Sec. A.1.3. By first demodulating the with the laser chopping frequency, we
measure in the first lock-in
VLI1(t) =
2
pi
(
Vres(PL0, t) + VTRANE(PL0,H(t), t)
)
. (6.25)
As shown in Fig. 6.7, the x-output of VLI1 is the input for the second demodu-
lation, therefore the first phase must be set properly to measure with dual de-
modulation. In the setup, ωL  ωH, thus we can assume that H(t) is constant
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over the period of the laser chopping. By demodulating with the magnetic field,
we measure only the TRANE voltage corresponding to the magnetic dynamics.
Since the 13.9 G magnetic field modulation is on the order of magnitude of the
FMR linewidth, we cannot take the linear approximation for the lock-in mea-
surement. The exact treatment will be discussed in Sec. 6.4.1.
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Figure 6.7: The schematic of the dual demodulation TRANE measure-
ment.
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6.4 Measuring FMR with TRANE
We excite FMR in the Py wire with the out-of-plane magnetic field generated
by an AWG sinusoidal waveform, with the clock referenced to the laser repe-
tition rate. To properly stroboscopically measure with TRANE, the frequency
of the AWG created CW waveforms must satisfy both the sampling rate of the
AWG and match laser repetition rate, thus constraining TRANE to be capable of
measuring only specific discrete frequencies of FMR. To observe the FMR phase
behavior, we introduce delays in the AWG waveform in steps of 50 ps with re-
spect to the laser pulses without re-triggering. For excitation frequencies above
5.7 GHz, the output frequency of the AWG was doubled or quadrupled with
electrical frequency multipliers to achieve frequencies up to 16.4 GHz. This ex-
citation signal was then amplified to a power between 13-20 dBm and coupled
to the copper stimulation wire.
To measure the FMR of the Py wires, we detect the projected in-plane mag-
netic moment perpendicular to the wire. We plot the stroboscopic TRANE mea-
surements of FMR at 5 GHz as a function of the magnetic field in Fig. 6.8. Fig. 6.8
shows two different phases of the same FMR frequency controlled by electri-
cally shifting the time delay between the microwave magnetic field drive and
the laser probe by 50 ps. The corresponding shift of the lineshape results from
measuring the magnetic moment at a different part of the precessional cycle,
testifying that the short-lived thermal gradient is a time-domain probe.
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Figure 6.8: The measurement of FMR by varying the static magnetic field.
6.4.1 Fitting FMR
The magnetic moment projection amplitude of the FMR motion is the lin-
ear combination of symmetric and antisymmetric Lorentzian functions, as de-
scribed in Eqn. 6.22. The TRANE voltage is proportional to the magnetic mo-
ment projection, thus dependence on the applied magnetic field H0 is given by
VTRANE(H0) = A
cos(ϕ)
 11 + (H0−Hr
∆H
)2
 + sin(ϕ)

(
H0−Hr
∆H
)
1 +
(
H0−Hr
∆H
)2

 , (6.26)
where Hr is the resonance field and ∆H is the linewidth. When measuring mag-
netic dynamics with TRANE, a time-varying magnetic field is applied across
the ferromagnet. This induces an electrical current in the ferromagnetic wire,
which creates a large background voltage across the wire which is removed
with a lowpass filter. In addition to the magnetic signal due to FMR, we also
detect an induced electrical response from coupling between the microwave an-
tenna and the magnetic channel that is detected because of the temperature in-
83
duced resistance change. However, since the resistance change contribution is
independent of magnetization, we are able to remove it by using the dual de-
modulation technique described in Sec. 6.3.2. We detect the signal by using two
lock in amplifiers connected in series, the first demodulation was referenced to
a square modulated 9.7 kHz signal from an optical chopper and the second de-
modulation was referenced to a 13.9 Oe sinusoidal field modulated at 10 Hz (5
Hz for FMR frequencies above 10 GHz). The TRANE signal detected by the
second lock-in can be modeled by
S m(H) = A
[
cos(ϕ)
∫ 2pi/ωm
0
(
1
1 + [(H0 + Hm cos(ωmt) − Hr) / (∆H)]2
)
dt
+ sin(ϕ)
∫ 2pi/ωm
0
(
(H0 + Hm cos(ωmt) − Hr) / (∆H)
1 + [(H0 + Hm cos(ωmt) − Hr) / (∆H)]2
)
dt
]
. (6.27)
The resulting analytical equation is then used to fit the resonance data obtained
with TRANE to quantify the values of the linewidth, amplitude, phase, and
center frequency. We note that the modification to the Lorentzian shape does not
add free parameters to the fitting function because the modulation amplitude is
a known value. The modulation does impact the uncertainty and it reduces the
overall signal amplitude, but at the benefit of increased angular sensitivity.
The FMR data are analyzed by fitting to Eqn. 6.27, with the linear combi-
nations of symmetric and anti-symmetric Lorentzian functions modified to ac-
count for the magnetic field modulation. We apply the fitting to the 5.00 GHz
stimulations of Fig. 6.8, where the two plots are seperated by 50 ps or a quarter
period. From the fit, we find a maximum precession angle of 0.07o at the reso-
nant field of 180 Oe. With a sensitivity of 0.093o/
√
Hz for this sample, we show
that TRANE is capable of measuring small magnetic dynamics.
We also extract from the fit a phase difference between the two of 64o ± 24o.
The discrepancy from our expectation of a 90o shift might be due to phase
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drift between the excitation and the measurement on laboratory time scales,
or because our model accounts only for a single, uniform FMR mode. Close
inspection of the two data sets in Fig. 6.8 reveals additional features that are
anti-correlated between measurement phases. This suggests more complicated
magnetic behavior than we model, including the existence of additional mag-
netic modes that may influence the accuracy of the phase we extract from fitting.
Although full imaging and analysis of these modes is a capability of TRANE mi-
croscopy, their detailed study is beyond this scope of the present demonstration.
6.4.2 Kittel Fit
By repeating the TRANE FMR measurements at various frequencies, we plot
the resonant frequency dependence on the applied magnetic field in Fig. 6.9. To
fit the frequency dependence on the resonant field to the Kittel frequency, we
begin with Eqn. 6.23 and apply the expression for the hard-axis demagnetizing
field of Hd,y = NyMs thus giving the expression of
f =
γ
2pi
√
(Hr + Hd,y)(Hr + Ms − Hd,y). (6.28)
We determine the demagnetizing field of Hd,y = 160 Oe, by measuring the sat-
uration hard-axis magnetic field with TRANE by applying a magnetic field in
the y-direction, as shown in Fig. 6.10. By fitting the frequency with the resonant
field, where we have Ms as the only free parameter, we find a saturating mag-
netic moment of Ms = 840 emu/cm3. Using the value of Ms obtained from the
fit, we find Ny = 0.015, and Nz = 0.985.
The inset of Fig. 6.9 plots the linewidth, ∆H versus the FMR frequency, f ,
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and the fit to the Gilbert damping parameter, α,
∆H =
2pi f
γ
α, (6.29)
where γ is the gyromagnetic ratio. The TRANE FMR measurements produce
a fit of the Gilbert damping for Py to be α = 0.009 ± 0.001. The damping in
this sample is consistent with separate FMR measurements that we made by
electrically monitoring the DC rectification voltage as discussed in Chapter 7.
These results are also in excellent agreement with literature values for permal-
loy [109, 110]. The consistency among our various measurements and prior
reports supports the idea that the local, transient heating of the sample during
measurement does not significantly alter its dynamical properties as probed by
TRANE microscopy.
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Figure 6.9: A plot of the resonant frequency as a function of the applied
magnetic field and the fit to the Kittel frequencies. Inset: The
linewidth as a function of resonant frequency to calculate the
Gilbert damping parameter.
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Figure 6.10: We plot the y-component of the magnetic moment measured
by TRANE as a function of the applied magnetic field in the
y-direction. This provides a measure of the demagnetization
field of the hard axis direction of approximately 160 Oe.
6.5 Temporal Resolution
In the TRANE measurement, My is stroboscopically transduced by the short
thermal pulse. For the TRANE FMR measurement, the drive frequency, f , is
chosen to be commensurate with the laser repetition rate, thus creating a con-
stant relationship between the arrival of laser pulses and the phase of the exci-
tation field. The anomalous Nernst voltage generated at the samples electrical
pick-ups is
VANE(t) = −βN∇Tz(t)My(t), (6.30)
where β is a numerical constant to account for the gain in the collection circuit.
Because the magnetization precesses at frequency f , it has a constant phase, ϕ,
with respect to the laser repetition rate. Therefore, Eqn. 6.30 simplifies to
VANE(t) = −βN∇Tz(t)My,prec cos(2pi f t + ϕ), (6.31)
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where My,prec is the precessional amplitude along y. The phase is determined
by the relative delay between the laser pulses with respect to the AC magnetic
excitation, and defines which segment of the precessional cycle is probed. The
final signal we measure after the amplifiers and mixer is described by an integral
over the laser pulse period, T, such that
VTRANE ∝ my,prec
∫ T
0
∇Tz(t) cos (2pi f t + ϕ) dt. (6.32)
Thus, the magnetic moment is interrogated only when the temperature gradi-
ent, ∇Tz(t), is non-zero. In our case, numerical simulations show in Fig. 6.11 that
∇Tz(t) is non-zero for approximately 10 ps. We note that if ∇Tz(t) persists over
a duration comparable to a half period of the precession, 12 f , then VTRANE will
integrate to nearly zero. We use this fact to put an upper bound on the time
duration of ∇Tz(t) from the high frequency FMR measurements.
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Figure 6.11: The simulated temperature gradient temporal profile.
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Direct measurement of the VANE voltage pulse using an oscilloscope is dif-
ficult due to the short temporal duration (ps scale) and the small voltage am-
plitude (nV scale). As an alternative, we measure the convolution between the
VANE pulse and a reference electrical pulse of known width. In this scheme,
we amplify the pulse with two 10 kHz-15 GHz, 15 dB amplifiers (Picosecond
Pulse Labs model 5867) and use a high-speed (.5-18 GHz) electrical mixer (Re-
mec model MM94PG-40) to multiply the pulse, VANE, with an electrical mixing
pulse, Vpulse of 75 ps in width. When the relative delay between the pulses, τ, is
systematically varied, we measure the temporal convolution of the two pulses,
Vmixer given by
Vmixer ∝
∫ T
0
VANE(t)Vpulse(τ − t) dt, (6.33)
where T is the laser pulse repetition period. The schematic of the timing is
shown in Fig. 6.12a. The width of resulting mixed-down signal as a function of
τ is most strongly determined but the width of the longest pulse entering the
mixer. The measurement of Vmixer is shown in Fig. 6.12b with a full-width at half
maximum (FWHM) of 75 ps. Since the convolved signal width is similar to the
reference pulse width, the VANE pulses must be shorter than 75 ps.
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Figure 6.12: a) The timing schematic of the convolution between the
anomalous Nernst pulse VANE and the reference pulse Vpulse
with a time delay of τ to produce the mixing voltage pulse,
Vmixing.b) The measured mixing pulse from a 75 ps reference
pulse, suggesting that VANE is shorter than 75 ps.
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We can determine a lower experimental upper bound of the temporal res-
olution of TRANE from measuring FMR at high frequencies. The highest fre-
quency that our microwave electronics can produce is 16.4 GHz (period of 60
ps), and the results of the TRANE FMR measurement at this frequency is shown
in Fig. 6.13, where we observe a clear FMR spectra. As suggested by Eqn. 6.32,
the experimental measurement of FMR at 16.4 GHz sets an upper bound of
the temporal resolution of TRANE of 30 ps. This is supported by our time-
dependent finite element modeling in Fig. 6.11, which shows the temperature
gradient pulse has a full width at half-maximum of 10 ps for these samples.
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Figure 6.13: Plot of the TRANE FMR measurement at 16.4 GHz.
6.6 RF Pulse Stimulation
We now wish to demonstrate the temporal capabilities of TRANE by measur-
ing non-steady state magnetic dyanmics. To create non-steady state magnetic
dynamics, we stimulate the ferromagnet by applying a RF pulse train. Similar
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measurements have been measured with TR-MOKE [111]. In this experiment,
we apply a 5 GHz RF pulse train of 2.8 ns (14 periods) with the AWG to the stim-
ulation wire to generate an RF magnetic field pulse. The start of each RF pulse
is separated by 39.5 ns, the same time separation between the laser pulses. To
stroboscopically probe the magnetic dynamics, we vary the relative time delay
between the start of the RF pulse and the laser with a shifted waveform using
the AWG. This allows our TRANE setup to properly stroboscopically probe the
magnetic dynamics.
We would expect the dynamics from an RF pulse to be well described by
the FMR theory previously described. During the driving time period, the mag-
netic moment precession is largest for the magnetic field at the resonant field
at 5 GHz. After the pulse, the oscillations should decay at the Kittel frequency
corresponding to the applied magnetic field, with higher frequencies for higher
fields.
Fig. 6.14 plots two signals as a function of the field and the relative delay with
between the start of the RF pulse and the laser pulse at the sample. We use the
dual demodulation technique to measure the magnetic dynamics as discussed
in Sec. 6.3.2. The plot on the left shows the signal that is demodulated with only
the laser power modulation and time averaged over the magnetic modulation
period. Therefore, the single demodulation measures the sum of the magnetic
and resistive contributions. Since the resistive contribution is much larger, we
can treat the single demodulation plot as a measure of the current in the stim-
ulation wire, and thus the magnetic field. The plot on the right shows the dual
demodulated signal with both the laser power and the magnetic field modula-
tions. The dual demodulation signal only measures the magnetic contribution.
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Figure 6.14: The single and dual demodulated signals for a 5 GHz pulse
train of 14 periods.
From this plot, we see that during the pulse, we observe magnetic dynam-
ics at 5 GHz. During the driven phase, we can see that the magnetic dynamics
vary at a fixed frequency for all applied fields, except for the high fields where
we cannot detect a magnetic signal above the noise floor. After the pulse, the
magnetic oscillations occur at different frequencies as a function of the magnetic
field. The frequency is higher for higher magnetic field as expected from the Kit-
tel frequency. There are two interesting features. First, the magnetic oscillating
behavior is large for an appreciable time after the RF pulse ends. Secondly, there
is a region between 2-2.5 ns as labeled in Fig. 6.14, where the signal decreases
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compared to the signal before and after that time region.
6.6.1 OOMMF simulations
We perform micromagnetic simulations with OOMMF to simulate the magnetic
dynamics due to the RF pulse train [112]. The simulation Py sample size had
dimensions of 2 µm × 10 µm × 10 nm, with a mesh size of 10 nm. We define the
axis such that the longest dimension is aligned to the x-axis, and the shortest
dimension aligned to the z-axis. A thinner sample was used for the simulation
compared to the experiments due to the computer memory constraints of the
numerical calculation. With only a single cell in the thickness direction, we have
assumed that the measurement was in the thin film limit and the magnetization
is constant throughout the thickness of the sample. The magnetic parameters
for the simulations were an anisotropy of K = 0, an exchange stiffness of A =
1.3 × 10−11 J/m, and a Gilbert damping of 0.01. The saturation magnetization
was chosen to be Ms = 7.6 × 105 A/m, to match experimental measurements of
the hard axis demagnetization field.
To simulate the magnetic dynamics, we begin with a sample where the mag-
netic moments are set to an equilibrium with an applied static field in the x-
direction. We generate magnetic dynamics by applying an out-of-plane, spa-
tially uniform, sinusoidal time varying magnetic field of 5 GHz for a total time
of 2.8 ns (14 periods). The amplitude of the sinusoidal out-of-plane magnetic
field is 1 Oe. Since we are in the linear-response regime, we can scale the sim-
ulation results to match the experimental measurements. The mean magnetic
moment in the y-direction as a function of time is plotted for various applied
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static fields in Fig. 6.15.
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Figure 6.15: The OOMMF simulation of the RF pulse excitation at different
static fields.
In the experimental measurement, the magnetic dynamics were measured
with the dual demodulation technique, where we modulated the laser power
and the magnetic field along the length of the Py wire. To match the simulations,
we calculate the modulated signal, S m from the magnetic dynamics as shown in
Fig. 6.15, with the following equation
S m(H0, t) =
∫ 2pi
0
dθ cos(θ) my(Hx = H0 + Hm cos(θ), t), (6.34)
where H0 is the static magnetic field, Hm = 13 Oe is the amplitude of the added
field modulation, and t is the relative time after the start of the RF pulse. Fig. 6.16
shows the results of the calculated modulated signal for H0 and t ranging from
100 − 350 Oe and 0 − 7 ns respectively. To better compare with the experimental
results, we introduce noise and set the sampling frequency to match the ex-
perimental conditions, where the results are shown in Fig. 6.17. To match the
temporal step size in the experiment, we take the data points in Fig. 6.16, where
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t is seperated by 50 ps. We introduce the noise by adding to each data point,
a random number, which is generated between ±1/5 of the maximal signal in
Fig. 6.16, to approximate the signal to noise ratio of the experiment.
Comparing the experimental results of Fig. 6.14 with the simulation results
of Fig. 6.17 that there are many features that match between the two. During
the RF pulse, where 0 < t < 2.8 ps, the signal oscillates at a frequency that
is independent of H0 The oscillating signal can only be seen below H0 < 250
Oe, where the signal at fields above that are below the noise level. After the RF
pulse, the signal oscillation varies in frequency as a function of the applied field,
with the higher fields corresponding to higher frequencies. The feature in the
experiment that does not match the simulation is the dead zone occurring after
the RF pulse.
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Figure 6.16: The modulated signal of the OOMMF simulation for the RF
pulse excitation.
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Figure 6.17: The modulated signal of the OOMMF simulation for the RF
pulse excitation with noise and sampling rate set to match the
experimental results of Fig. 6.14.
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To help explain the experimental results, we take line cuts of Fig. 6.16 at var-
ious values of H0, shown in Fig. 6.18. Comparing the results of the simulated
magnetic moment of Fig. 6.15 with the modulated signal of Fig. 6.18, the maxi-
mum modulated signal does not occur at the time when the magnetic moment
is at a maximum. This is because the modulated signal can be approximated by
the difference in the magnetic moment as a function of the magnetic field. The
large difference in the magnetic moment moment occurs in two regions, near
the middle of the RF pulse, where the oscillating magnetic moment is ramp-
ing and after the RF pulse ends, where the difference in FMR frequencies cause
the magnetic moment to vary in phase as a function of the magnetic field. The
phase variance after the RF pulse explains why the long persistance of the mod-
ulated signal. A partial explanation of the decrease in the signal from the dead
zone in Fig. 6.14 of the experimental data could be caused by the decrease in
the modulated signal between the two maximal regions of the ramping regime
and the phase change regime. This cannot fully explain the dead zone since the
reduced modulated signal from the simulation does not occur at the same time
for all magnetic fields.
Another cause for the experimental dead zone could be due to spatially non-
uniform magnetic dynamics. Since TRANE is a spatially localized probe, it is
sensitive to the spatial variations in the magnetic dynamics. From Fig. 6.5, the
magnetic field in the 2 µm wire is highly non-uniform, therefore, there are spa-
tial variations in the magnetic moment. The simulations for a non-uniform mag-
netic field have not been performed due to the computer memory constraints to
save the spatial information of the magnetic moment.
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Figure 6.18: The modulated signal at various static magnetic fields from
the OOMMF simulation of the RF pulse excitation.
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6.7 Impulse Stimulation
The RF pulse induced dynamics are difficult to measure due to the electrical cur-
rent present in the ferromagnetic wire caused by the inductive coupling. There-
fore, measuring the magnetic signal requires dual demodualtion. As shown
with the simulation results of the RF pulse, the dual demodulated signal is not
straight forward to analyze. To help alleviate the issues involving with mea-
suring magnetic dynamics from RF pulses, we instead can generate magnetic
dynamics with a short magnetic field pulse, which we call an impulse excita-
tion. The advantage with the impulse excitation is that the electrical reflections
are the same length as the impulse and thus short. This means that for the lock-
in measurement with the modulation of the laser power, the electrical cross talk
only influences a very short time in the experimental scan.
Here, we perform OOMMF simulations to show the magnetic dynamics in-
duced by such a magnetic impulse and suggest how to best measure such dy-
namics with TRANE. The simulations are performed on a sample, with dimen-
sions of 5 µm × 750 nm × 10 nm, with a mesh size of 10 nm. The magnetic
parameters are set to match Py, with an anisotropy of K = 0, an exchange stiff-
ness of A = 1.3× 10−11 J/m, saturation magnetization of Ms = 7.6× 105 A/m and
a Gilbert damping of 0.01. We apply a static magnetic field along the long axis
of the wire of 182.9 Oe, which corresponds to the ferromagnetic resonance field
of 5 GHz. We generate magnetic dynamics with a triangular magnetic pulse of
varying widths and with a maximum magnetic field of 1 Oe.
Of the six scans in Fig. 6.19, the 75 ps rise time corresponds to the largest
magnetic excitation, with 50 ps and 100 ps rise times producing slightly smaller
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magnetic excitation. The magnetic excitation significantly decreases as the mag-
netic excitation pulse becomes shorter or longer than the optimal width. The
impulse excitation can be interpreted as a very short RF pulse, where the largest
excitation corresponds to where the spectral function is maximal at the FMR
frequency. From the simulations, the optimal rise time is slightly larger than
the quarter period of the FMR frequency, which is 50 ps for these simulations.
Naively, we would expect the optimal rise time would correspond to a quarter
of the period, but a slightly longer rise time produces larger excitations due to
the starting conditions.
Comparing the magnetic excitation for the RF pulse in Fig. 6.15 and the op-
timal excitation pulse of 75 ps in Fig. 6.19, we can see that the magnetic impulse
excitation is approximately 1/3 the magnitude of the RF pulse of 14 periods.
With the signal to noise ratio of approximately 5:1 from Fig. 6.14 of the RF pulsed
experiment. Therefore the signal to noise ratio for the impulse experiment with
the sample in Fig. 6.4 would be less than 2:1. For TRANE to measure such an ex-
periment, different samples are required, where there are either larger magnetic
fields or larger signal to noise. Since the peak signal occurs for a short time, fine
time steps are required. These can be produced by using the marker output of
the AWG to generate the magnetic dynamics, since the marker can be delayed
with time steps of approximately 1 ps due to an internal digital delay line.
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Figure 6.19: OOMMF simualations of the magnetic dynamics induced
with a triangular pulse magnetic field of various rise times.
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CHAPTER 7
ELECTRICAL DETECTION OF FMR
Ferromagnetic resonance (FMR) is a powerful technique to characterize
magnetic materials and devices. FMR can extract characteristics such as
the magnetic moment and damping [113]. A prevalent method to measure
ferromagnetic resonance is with the anisotropic magnetoresistance (AMR).
AMR/FMR electrically measures the oscillating magnetic moment from the
voltage that correspondingly oscillates due to the magnetoresistance. There are
several subtly different methods to measure FMR through the first-order AMR
term, which include ST-FMR [114], Network Analyser [115] and voltage rectifi-
cation [116]. In this chapter, we discuss the measurement of FMR with voltage
rectification and a new method of second harmonic AMR/FMR.
7.1 Anisotropic Magnetoresistance
The anisotropic mangetoresistance (AMR) is a property where the electrical
resistivity of the ferromagnetic material is dependent on the direction of the
magnetic moment. The electrical resistivity, ρ, of ferromagnetic materials is de-
scribed by
ρ(θ) = ρ0 + ∆ρ cos2 (θ(t)) , (7.1)
where θ is the angle between the magnetization and the current direction, ρ0
is the resistivity with the magnetic moment is perpendicular to the current,
and ρ0 + ∆ρ is the resistivity with the magnetic moment parallel to the cur-
rent. Fig. 7.1 shows the resistance of a 2 µm wide Py wire as a function of
the applied field at 45o to the wire length. From Fig. 7.1, we find an AMR of
∆ρ/ρ0 = 0.02 at room temperature, consistent with literature values [117]. AMR
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arises due to spin-orbit coupling in the ferromagnet; the non-zero total spin of
the core-electrons lead to an asymmetrical electron cloud due to the spin-orbit
coupling [117, 118, 119]. This leads to scattering rate of the itinerant electrons
with the core electrons to be dependent on the direction of the magnetic mo-
ment.
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Figure 7.1: The 4 point resistance measurement of a Py sample (2 µ wide
and 30 thick) as a function of an applied magnetic field aligned
45o to the length of the wire.
We measure FMR by using the AMR effect with the voltage across the ferro-
magnetic wire in the presence of a current such that
V(t) = I(t)R(t) = I(t)
[
R0 + ∆R cos2 (θ(t))
]
. (7.2)
For these measurements, we assume the magnetic moment is spatially uniform
over the entire sample. The geometry of the sample and the magnetic moment
direction are depicted in Fig. 7.2. Working in the small angle limit, where we
assume the magnetic precession is small such that θ(t) = θ0 +ϑ(t), where θ0 is the
angle between the current and the equilibrium position of the magnetic moment
and ϑ is the magnetic precession angle such that ϑ  1. We study samples in the
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thin film limit, where the thickness dimension is much smaller than the other
two dimensions of the sample, we can assume ϑ(t) = β cos(ωt). Then the AMR
voltage is
V(t) = I(t)
[
R0 + ∆R
(
cos2 θ0 − sin(2θ0)β cos(ωt) − cos(2θ0)β2 cos2(ωt) + HOT
)]
.
(7.3)
From Eqn. 7.3, the first order term in β is maximized when θ0 = 45o and the
second order term is maximized when θ0 = 0o. We will study both of these cases
in this chapter.
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Figure 7.2: The angles of magnetic moment involved with measuring FMR
with AMR.
7.2 Electrical Detection with Voltage Rectification
In this section, we will use the voltage rectification method to measure
FMR/AMR. As with all first-order FMR/AMR measurements, the magnetic
wire needs to be aligned such that the equilibrium magnetic moment is not par-
allel to the magnetic wire, due to the sin(2θ0) coefficient in Eqn. 7.3. To drive
FMR in our samples, we apply an AC current to the stimulation wire. Due
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to the inductive coupling between the stimulation wire and magnetic wire, an
electrical current is induced in the magnetic wire at the same frequency as the
applied AC current. Therefore, I(t) = I0 cos(ωt+ϕ), where the phase is due to the
response of the ferromagnetic wire, and is frequency dependent.
Due to the induced current, the DC component of the rectified voltage is
VDC = −
(
I0 ∆R
2
)
sin(2θ0) β cos(ϕ). (7.4)
If the applied static field is large such that
Ha  MsNy, (7.5)
we can assume that ~M0 ‖ ~Ha. With such conditions, we can rotate the coordinate
system as shown in Fig. 7.3. Using the rotated coordinate system, we can write
a new anisotropy constants such that
Nx′ = Nx cos2(θ0) + Ny sin2(θ0)
Ny′ = (Ny − Nx) sin(θ0) cos(θ0). (7.6)
With this description of the rotated coordinate system, we can then describe the
effective field along equilibrium magnetic moment position as
H1 = H0 − MsNx′ . (7.7)
Therefore we can see that β cos(ϕ) = Re[m˜y′eiϕ] of Eqn.6.20 by setting
Hr =
√(
H1 + MsNy′
)(
H1 + MsNz
)
. (7.8)
to give the expression of the rectifying voltage of
V = ξ
(
I0 ∆R
2
)
sin(2θ0)
cos(ϕ)
 11 + (H1−Hr′
∆H
)2
 − sin(ϕ)

H1−Hr′
∆H
1 +
(
H1−Hr′
∆H
)2

 , (7.9)
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where ξ is a numerical constant. Therefore, the voltage rectification measure-
ment of FMR/AMR produces a linear combination of symmetric and antisym-
metric Lorentzians, where the phase, ϕ, is dependent on the inductive response
of the magnetic wire.
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Figure 7.3: The rotated coordinate system for the applied field and equilib-
rium magnetic moment not aligned to the length of the wire.
7.2.1 Voltage Rectification Setup
Figure 7.4 shows the schematic to measure FMR/AMR with voltage rectifica-
tion. The sample for measurements of FMR with voltage rectification is the same
sample as the one tested for the TRANE magnetic dynamics measurements in
the previous chapter. In the setup, we apply a large magnetic field H0 + Hm(t),
where Hm is the modulating component is sinusoidal with an amplitude of 6 Oe
and frequency of 800 Hz. The lock-in amplifier uses the modulating field as the
reference for demodulation. To maximize the signal, we align the sample so that
the applied field is 45o to the length of the ferromagnetic wire.
108
Stimulation Wire
Ferromagnet Wire Lock-in
Amplifier
Sig. Gen.
H0 + Hm(t)
y
x
z
Figure 7.4: The schematic to measure FMR/AMR with voltage rectifica-
tion.
7.2.2 Voltage Rectification Results
Figure 7.5 shows the measurement at 10 GHz. From the previous chapter, since
MsNy = 160 Oe, we can approximate the magnetic moment is aligned to the
applied static field direction. Therefore, we can fit the data to Eqn. 7.9, where ξ,
ϕ, Hr′ , and ∆H are free variables. From the fit, we find for 10 GHz the resonant
field is 959 Oe, with a linewidth of 38.4 Oe. Since the linewidth is related to
the damping through ∆H = αω/γ, we measure a damping of 0.01 ± 0.0002 in
the Py sample. This matches the damping measured with TRANE for the same
sample.
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Figure 7.5: Voltage rectification FMR measurements at 10 GHz.
7.3 Electrical Detection with Second Harmonic
An issue with the voltage rectification measurement is that the static field can-
not be applied along the length of the wire. Such a geometry would result in
zero signal due to the sin(2θ0) coefficient in the first order AMR term. There are
situations where it would be advantageous to electrically measure FMR with
the field aligned with the wire, such as having a basis to compare the results
to the previous chapter. To circumvent this issue, we measure the second order
AMR contribution by measuring at a frequency of 2ω, where ω is the driving
frequency. Since the signal is at twice the frequency, we call this measurement
the 2ω AMR measurement. An advantage for this technique is that it removes
other potential contributions to the signal that can occur in a DC measurement,
such as spin pumping [20].
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7.3.1 2nd Harmonic FMR Detection Setup
To demonstrate the 2ω FMR/AMR technique, we study Py wires, which were
grown on the same wafer as the sample in the previous chapter, except we mea-
sure wires of widths w = 750 nm and of 30 nm thick. A micrograph of this
sample is shown in Fig. 7.6. The thinner wires were chosen due to the better
coupling to produce a cleaner plot. Similarly, to stimulate FMR with an out-of-
plane magnetic field from a copper stripline 1 µm away from the Py wire.
5 µm
Stimulation Wire
Py Wire
Figure 7.6: Micrograph of the Py sample used to measure 2ω FMR.
A schematic of our measurement technique is shown in Figure 7.7. An RF
signal from a signal generator is split. One output from the splitter goes into
the stripline generate out-of-plane magnetic fields. The other output from the
splitter goes into a frequency doubler and is used as the reference in a frequency
mixer. With a bias-tee, the applied current to the ferromagnetic wire is modu-
lated at low frequency relative to the signal generator (1 kHz) to measure the 2ω
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AMR signal in the lock-in. The sample is placed in an external magnetic field
aligned parallel to the wire. The signal that is measured is the 2ω spectral com-
ponent of the voltage. By measuring the 2ω spectral component of the voltage,
we eliminate the background voltage from cross-talk between the stripline and
the Py wire due to inductive coupling.
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y
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Figure 7.7: The schematic of the 2ω FMR/AMR setup.
7.3.2 2nd Harmonic FMR Dectection Theory
By measuring the 2ω spectral component of the voltage, we can extract the
FMR/AMR signal. From Eqn. 7.3, voltage across the ferromagnetic wire in the
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presence of an applied current can be written as
V(t) = I(t)
[
R0 + ∆R
(
cos2 θ0 − sin(2θ0)β cos(ωt)
− (1/2) cos(2θ0)β2( cos(2ωt) + 1) + HOT)], (7.10)
such that I(t) = IDC + I0 cosωt + ϕ, where the first term is the applied DC current
and the second term is the induced current due to the coupling as previously
discussed. We consider the geometry that maximizes the second order AMR
contribution, where the the length of the wire is aligned to the applied magnetic
field, which leads to θ0 = 0, and β ≈ Re[m˜y]/Ms. With the frequency mixer, we
measure the Fourier component of the voltage at 2ω, V˜(ω = 2ω0), defined by
V˜(ω = 2ω0) =
1
T
Re
[∫
T
dt V(t) e−iω(t+δ)
]
ω=2ω0
(7.11)
where δ is the relative phase delays of the two inputs into the mixer, caused by
the circuitry. Applying the geometry of the setup and Eqn. 7.10 to the mixer
output voltage, we get the following signal from the frequency mixer:
V˜(ω = 2ω0) =
I∆R cos(2θ0)
2M2s
Re
[
m˜2ye
−i2ω0δ
]
. (7.12)
Therefore, we measure a linear combination of the real and imaginary parts of
m˜2y . From Eqn. 6.20, we find m˜2y to be
m˜2y = A
2

1 −
(
H0−Hr
∆H
)2[
1 +
(
H0−Hr
∆H
)2]2 + i 2
(
H0−Hr
∆H
)
[
1 +
(
H0−Hr
∆H
)2]2
 h˜2z . (7.13)
Using this expression for m˜2y and Eqn. 7.12, we can fit to the 2ω signal. Note
that from Eqn. 7.12 we can see if a delay line was implemented, the technique is
phase sensitive. This is unlike the FMR rectifying voltage measurement where
the phase is set due to the magnetic material response.
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7.3.3 2nd Harmonic FMR Detection Results
We measure FMR with the 2ω technique by setting a driving frequency and
sweeping the magnetic field. Fig. 7.8 shows the 2ω signal as a function of the
magnetic field. The red datapoints correspond to the sweep starting from a
large saturating field from the negative direction while the blue datapoints cor-
respond to starting from a positive field. From the plots, we can see that the two
curves are shifted with respect to one another and are mirror reflection of each
other about zero field.
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Figure 7.8: The 2ω measured signal as a function of the magnetic field
sweep at 5 GHz.
To study this shift in greater detail, we perform fits of both 5 GHz scans in
Fig. 7.9. The fits are performed with the amplitude, ϕ, Hr and ∆H as the free
parameters. We see that the sweep starting from high fields has a lower reso-
nant field than the sweep starting from zero. This feature is seen for the nega-
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tive fields and also for all other frequencies tested. Since this measurement is
non-local, it measures over the entire sample. This suggests possible spatially
varying magnetic features at the edge of the sample due to the magnetic switch-
ing passing 0 field. Measurements of magnetic hysteresis with TRANE do not
show any measurable hysteresis. Due to the small width of the sample, we are
unable to measure possible spatial variations of magnetic hysteresis. This could
be a future measurement with higher resolution TRANE.
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Figure 7.9: Fits of the 2ω measurement of FMR at 5 GHz.
To measure the effective saturating magnetization for the two scans, we plot
the FMR frequency as a function of the applied field in Fig. 7.10. The blue curve
corresponds to starting the resonant field measured by starting from a high sat-
urating magnetic field, where as the red curve corresponds to starting from
zero magnetic field. Applying the expression of the Kittel FMR frequency in
Eqn. 6.23, we find Ms = 761± 1 from scans starting at zero field and Ms = 778± 1
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starting with high fields. The smaller effective saturating magnetization with
starting from zero fields suggests that the magnetic moments at the edge are
not aligned in the same direction as the magnetic field; unlike when starting
from a large applied magnetic field, where we expect the magnetic moment of
the entire sample to align with the in the same direction as the applied field.
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Figure 7.10: The Kittel fit where we plot the FMR frequency as a function
of the applied field.
To measure the damping, we fit the linewidth to the data ploted in Fig. 7.11,
which shows the linewidth, ∆H as a function of FMR frequency, Applying the
expression of the linewdith, ∆H = 2piα f /γ, to fit the data, we measure a damping
parameter of α = 0.0102 ± 0.0001. The damping measured with 2ω matches the
damping measured with FMR/AMR rectifying voltage and also the TRANE
measurements, which were also measured on the Py grown on the same wafer.
This shows that all three measurements are consistent with each other.
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Figure 7.11: The linewidth as a function of the frequency, α = 0.0102 ±
0.0001.
In conclusion, we show that the 2ω FMR/AMR method can measure FMR
where the applied field is applied along the length of the ferromagnetic wire.
Other techniques that measure the first order contribution from AMR cannot
measure in this geometry because the first order contribution is zero when the
magnetic moment equilibrium position is aligned with the current. This allows
us to make direct comparisons to other experiments where it is advantageous
to align the applied field along the length of the wire. Since the 2ω method is a
homodyne measurement at twice the driving frequency, it can remove DC volt-
age artifacts that may occur in certain systems. Also, since the mixing occurs
at a electrical mixer, and not in the sample, the technique is phase sensitive un-
like other FMR/AMR techniques. The disadvantages with the 2ω measurement
is the small signal associated with the second order term and the difficulties
involved with higher frequency measurements due to limited bandwidth. Ac-
cessing high bandwidths are difficult since we measure at twice the frequecy,
this requires the microwave electronics to be suitable to measure at twice the
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driving frequency.
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CHAPTER 8
MEASUREMENT OF TEMPERATURE INCREASE AND ANOMALOUS
NERNST COEFFICIENT
8.1 Background
The interaction between the laser pulse and the sample leads to an increase in
temperature at the surface of the sample, creating a time-varying temperature
gradient resulting in the anomalous Nernst voltage. In metals, the 794 nm light
from the laser interacts with the itinerant electrons raising the total energy of
these electrons by the photon energy. These electrons thermalize by interact-
ing with the environment through electron-electron and electron-phonon inter-
actions. These processes have different time scales, leading to describing an
electron temperature and lattice temperature. For femtosecond laser pulses, it
has been shown that the electron temperature increases dramatically compared
to the lattice temperature [120, 121]. For the picosecond laser pulses we use
in the TRANE measurement, we assume that the electron-phonon interaction
time constant is shorter than the pulse leading to an equal electron and lattice
temperatures [100].
The time-varying temperature increase results in a time-varying resistance
due to the temperature dependence of the resistance. Since we assume that
the electron and lattice temperatures are equal, the time-varying resistance can
be expressed as R(T (t)), where T (t) is the time-varying temperature of the sam-
ple. Since the heating is due to the laser pulse, we expect the time-scale for
the resistance increase is of the same order of magnitude as the TRANE signal.
Therefore, in the presence of a current in the sample, the time-varying resistance
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will produce a time-varying voltage that will be measured in the TRANE setup.
This is the source of the large background signal from the FMR measurements
due to the inductive cross-talk current. This background signal can be isolated
from the TRANE signal by modulating the applied current and measuring with
a lock-in at the modulation frequency.
8.2 Experimental Measurement of Resistance Increase
In this chapter, we measure the temperature increase and the resulting resis-
tance increase in the 2 µm wide, 30 nm thick permalloy sample as discussed in
Chap. 6. When the laser induces a temperature increase to create the TRANE
signal, it also creates an increase in the local resistance. If there is electrical cur-
rent in the sample, the resistance change creates an additional voltage contribu-
tion that is independent of the sample magnetization. In this section, we use the
signal from the local resistance change to measure the temperature profile of the
sample due to heating from the laser. We determine the local resistance change
by measuring the signal dependence on an applied DC electrical current. The
DC current is applied to the sample by introducing a bias-tee into the circuit as
shown in Fig. 8.1a. To show the relationship between the resistance change and
the measured voltage, we begin with the sample voltage, which is given by
Vsample(t) = VANE(t) + I(t)R(t), (8.1)
where VANE is the voltage from the anomlaous Nernst effect and I(t)R(t) is the
Ohmic voltage. For the current scenario, we set a constant applied current,
while the resistance and VANE vary in time. From section 3.3.2, we find the volt-
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age at the mixer output is given by
VMixer =
1
V0
K∑
k=−K
cr−k
[
cANEk +
∫ T
0
dt IDC R(t) e−i
2pikt
T
]
. (8.2)
By chopping laser power, the lock-in voltage from the mixer signal, as described
by Eq. A.7, is given by
VLI =
1
V0
Nmax∑
n=−Nmax
cref−n
[
cANEn + IDC c
∆R
n
]
, (8.3)
where c∆Rn =
∫ T
0
dt∆R(t) e−i
2pint
T is Fourier series component of the change in the
resistance, ∆R, from room temperature. We show the results of these measure-
ments in Fig. 8.1b, which displays the expected linear relationship between the
collection signal and the applied DC current. We repeat the measurements at
various laser powers and plot the slope as a function of laser power in Fig. 8.1c.
These measurements were performed in the presence of a large saturating mag-
netic field, so that we can neglect current induced magnetization effects that
may change the anomalous Nernst signal. Therefore, by relating the resistance
change to a temperature increase, we can quantitatively determine the heating
induced by the laser.
It is non-trivial to directly convert this data into a measure of resistance due
to the non-linearity of the circuit components. Instead, we compare this data
to numerical simulations and calculations. We numerically simulate the tem-
perature profile to calculate its corresponding resistance change and the result-
ing collection signal. Due to the unknown absorption coefficient of the sample,
there is an uncertainty in the absolute value of the temperature change. There-
fore there will be an overall factor which is determined by comparing the sim-
ulation results with the measured collection signal. By comparing the slopes of
the calculated and measured signals as a function of DC current, we obtain the
total temperature change and the temperature gradient.
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Figure 8.1: a) Circuit setup to measure the temperature induced resistance
change. b) The collection signal as a function of the applied
DC current to measure the resistance change due to heating
from the laser pulse. c) The slope of the collection signal versus
applied DC current for various laser powers.
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8.3 Temperature Dependence of Resististivity
We measure the temperature dependence of resistivity to map the simulated
temperature profile to a total resistance change. We consider the linear response
regime of the resistivity dependence on temperature, such that
ρ(T ) = ρ0 [1 + α(T − T0)] = ρ0 [1 + α∆T ] (8.4)
where ρ0 is the resistivity at the base temperature T0, which we set as room
temperature at 293 K, and α is the temperature coefficient of resistivity. To de-
termine the temperature coefficient of resistivity, we measure the 4-point re-
sistance as a function of temperature with a Physical Property Measurement
System (PPMS), with the results shown in Fig. 8.2. With the 4-point resistance
measurement, we remove contributions due to contact resistance, therefore the
resistivity is related to the resistance, R, by
ρ =
RA
L
(8.5)
where A is the cross-sectional area and L is the length between the measurement
probes. By fitting the data in Fig. 8.2, we find the temperature coefficient of
resistance in the 30 nm Permalloy to be α = 0.00243 Ω/K, which is similar to
literature values [122].
8.4 Resistance Temporal Profile
We calculate the total time-varying resistance induced from laser heating by
mapping the numerically simulated temperature profile to a resistivity profile
using the measured resistivity versus temperature. The total resistance of the
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Figure 8.2: With the PPMS, we measure the temperature dependence of
the resistance of a 30 nm thick permalloy sample.
sample in terms of the spatially dependent resistivity is given by
R(t) =
∫ dxdy [∫ dz ρ(T (~x), t)]−1−1 , (8.6)
where ρ(T (~x)) is the temperature dependent resistivity. Applying the linear tem-
perature dependence of the resistivity gives
R(t) =
∫ dxdy [∫ dz ρ0(1 + α ∆T (~x, t))]−1−1 . (8.7)
From the measurements of the resistivity temperature dependence, it is safe to
assume α∆T  R0, where R0 is the resistance at T0. Therefore, we find the total
resistance change by performing a series expansion and taking the first order
term to be
∆R(t) = R0
∫ V d~x
V
α ∆T (~x, t). (8.8)
This shows that the total resistance change is proportional to the mean temper-
ature change through the length of the wire. Fig. 8.3 shows the calculated total
resistance change as a function of time for the simulated temporal profile from
Fig. 5.6.
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Figure 8.3: a) The time dependence of the resistance change due to laser
heating. b) The time dependence of the anomalous Nernst volt-
age pulse, VANE.
We note from Fig. 8.3 that the decay time scale for resistance change is much
larger than the TRANE signal. This is because the anomalous Nernst voltage
is dependent on the vertical component of the temperature gradient while the
resistance change is dependent on the overall mean temperature. Therefore, lat-
eral thermal diffusion from the heat source into other regions of the ferromagnet
will reduce the vertical thermal gradient, causing the decay in the anomalous
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Nernst voltage. Conversely, lateral thermal diffusion has less influence on the
overall mean temperature, and thus the total resistance changes more slowly.
8.5 Temperature Dependence on Laser Power
We determine the temperature profile by scaling the simulated temperature pro-
file in Fig. 5.6 to match the measured signal slope in Fig. 8.4. This matching is
done by taking into account the bandwidth and the collection circuit transfer
coefficient as described in Sec. 3.3.3. For the typical laser fluence used of 2.3 mJ
cm−2, we determine a dimensionless scaling factor of 0.4. Physically, this scal-
ing factor accounts for the unknown optical absorption coefficient. Using this
factor we calculate a resulting maximum temperature increase of 60 K and a
corresponding maximum gradient of 4.0×108 K m−1. This is ∼ 100 times greater
that the value of ∼ 1 × 106 K m−1 quoted for a CW laser [53]. This highlights
the distinction between pulsed and CW laser measurements. We show the max-
imum temperature increase for various laser fluences in Fig. 8.4. The linearity
of temperature increase as a function of laser fluence suggests that the heating
from the laser is in the linear response regime.
8.6 Anomalous Nernst Coefficient
By comparing the measured hard-axis TRANE hysteresis with the simplified re-
sistor model, we measure an anomalous Nernst coefficient of 2.7 ± 0.3 × 10−7 V
K−1 T−1. This value has the same order within an order of magnitude as reported
in the literature [73, 53, 74]. There is no consensus value because the anomalous
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Figure 8.4: The maximum temperature increase at various laser fluences.
Hall coefficient for permalloy, which is related to the anomalous Nernst effect
through the Seebeck coefficient, is highly dependent on the thickness and resis-
tivity [123]. Rather than using the simplified resistor model, a more accurate
calculation could be performed through finite element method simulations to
predict the resulting current due to the anomalous Nernst effect as suggested in
Sec. 2.4
This suggests that TRANE is a viable technique to measure the anomalous
Nernst coefficient in materials without specialized thermal measurement appa-
ratus. The error bars for this measuremente anomalous Nernst coefficient in-
clude accounts for errors from the experimental error in the transfer coefficient
and the timing of the mixing pulse. It has ignored the uncertainty of values used
in the numerical simulation, which include the laser pulse temporal profile and
the material parameters. These errors would change the overall scaling factor
used to predict the temperature and anomalous Nernst coefficients, but it does
not influence the technique to measure possible variations within the sample.
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APPENDIX A
VOLTAGE CALCULATION
A.1 Lock-in Voltage
Lock-in amplifiers are capable of measuring small signals in the presence of
large background noise through homodyne detection. By modulating the sig-
nal, the signal is at a higher frequency, thus the 1/ f noise is reduced. With
homodyne detection, the collection bandwidth is be reduced to approximately
the inverse of the time constant.
The voltage measured in the lock-in, Vlock−in, from a time varying signal,
Vsignal, is given by:
Vlock−in = 2 f
∫ 1/ f
0
dt Vsignal sin (2pi f t + φ) (A.1)
where the frequency, f , and phase shift, φ, are set by the user. Let us assume
the signal voltage is dependent on a variable a(t). By varying a(t) at the lock-in
frequency f will allow the signal to be measured with the lock-in homodyne
detection. There are two common methods to vary a(t), either by modulating it
with a sine wave or chopping with square waves. We will discuss the resulting
lock-in voltage due to the two methods.
A.1.1 Signal Modulation
By modulating the variable with a sine wave, we set
a(t) = a0 + a1 sin(2pi f t). (A.2)
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If we work in the linear response regime, the signal voltage can then be ex-
pressed as
Vsignal = V(a(0)) + a1 cos(2pi f t)
∂V
∂a
∣∣∣∣∣
a0
. (A.3)
By applying this voltage into Eq. A.1, the measured lock-in voltage is
Vlock−in = a1
∂V
∂a
∣∣∣∣∣
a0
. (A.4)
Therefore, by modulating in the linear regime, the lock-in voltage measures the
derivative of the signal.
A.1.2 Signal Chopping
If we chop the variable with a square wave, we set
a(t) = a0 + a1
[
sgn(sin(2pi f t)) + 1
]
/2. (A.5)
The signal voltage can be expressed in terms the cases of
Vsignal =

V(a0 + a1) if sin(2pi f t) > 0
V(a0) if sin(2pi f t) < 0.
(A.6)
By applying the chopped signal into Eq. A.1, the measured lock-in voltage is
Vlock−in =
2
pi
[V(a0 + a1) − V(a0)] . (A.7)
A.1.3 Dual Demodulation
For situations where there are multiple contributions to the total voltage signal,
where each contribution comes from a different effect, we can measure indi-
vidual components by modulating multiple variables at different frequencies.
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By modulating two variables at different frequencies and demodulating both
frequencies, we can measure specific contributions to the total voltage. For ex-
ample, let us say that there are three contributions to the total voltage, V1, V2,
and V3, which depend on variables A and B as such
Vsignal(t) = V1(A, t) + V2(A, B, t) + V3(B, t). (A.8)
From V(t), we can measure V2 by modulating both A and B, where
A(t) = A0 + A1 cos(ωAt), (A.9)
and similarly
B(t) = B0 + B1 cos(ωBt), (A.10)
such that ωA  ωB. From Eqn. A.1, by first demodulating the higher frequency
variable, A, we have
VLI1(t) =
2
TA
∫ t
t−TA
dτ Vsignal(τ) sin (ωAτ + φA) , (A.11)
where the period is TA = 1/(2piωA). Since only V1 and V2 are dependent on A, as
described in Eqn. A.4, the first demodulated signal is
VLI1(t) = A1
(
∂V1
∂A
∣∣∣∣∣
A0
(t) +
∂V2
∂A
∣∣∣∣∣
A0
(B(t), t)
)
. (A.12)
Since ωA  ωB, it is safe to assume that B is constant over the period TA. For the
second demodulation, we take the first demodulated signal and demodulate
with ωB such that
VLI2 =
2
TB
∫ t
t−TB
dτ VLI1(τ) sin (ωBτ + φB) , (A.13)
where similarly TB = 1/(2piωB). The contribution of V1 to VLI1 is independent of
B thus we have the expression of
VLI2 = A1B1
∂2V2
∂A∂B
∣∣∣∣∣∣
A0,B0
. (A.14)
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By modulating both variables A and B, we can measure only contributions to
the total signal that are dependent on both A and B.
Similarly, if instead of modulating A, we can chop it such that
A(t) = A0 + A1
[
sgn(sin(ωAt)) + 1
]
/2. (A.15)
Here, we assume each of the chopping of A causes the voltage contributions to
the total signal turn on and off such that
V1(A = A0, t) = 0 (A.16)
and
V2(A = A0, B(t), t) = 0. (A.17)
With these assumptions, following the previous procedure, the demodulated
singal is given by
VLI2 =
(
2
pi
B1
)
∂V2
∂B
∣∣∣∣∣
A=A0+A1,B=B0
. (A.18)
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