Abstract. A Garside group is a group admitting a finite lattice generating set D. Using techniques developed by Bestvina for Artin groups of finite type, we construct K(π, 1)s for Garside groups. This construction shows that the (co)homology of any Garside group G is easily computed given the lattice D, and there is a simple sufficient condition that implies G is a duality group. The universal covers of these K(π, 1)s enjoy Bestvina's weak non-positive curvature condition. Under a certain tameness condition, this implies that every solvable subgroup of G is virtually abelian.
Introduction
The main goal of this note is to establish the following result:
Main Theorem. Garside groups admit finite K(π, 1)s.
A Garside group G is the group of fractions of a Garside monoid G + , where G + contains a 'Garside element' ∆ whose divisors form a finite lattice D that generates G + . ( We give a complete definition in §2.) These groups, first introduced by Dehornoy and Paris in [17] , generalize Artin groups of finite type, and they share many formal properties with Artin groups of finite type.
The construction of these K(π, 1)s is concrete and is based on the lattice D. That is, given the lattice D, our proof of the Main Theorem is constructive, and one can easily compute the (co)homology of the associated Garside group (see Theorem 3.6) . Topological properties of subcomplexes of the geometric realization |D| give information on the end connectivity of any Garside group, which yields a simple condition implying that a given Garside group is a duality group (see 4.2 and 4.4) .
The construction of these K(π, 1)s mimics a construction given by Bestvina in the case of Artin groups of finite type [3] . This construction is also used by Brady, as well as Brady and Watt, in their constructions of new K(π, 1)s for Artin groups of finite type ( [7] and [10] ). The argument given here indicates that this construction is "functorial," in that it works for any group admitting a lattice generating set, not just the Artin groups of finite type. In particular we extend Bestvina's results on a weak nonpositive curvature condition for Artin groups of finite type to all Garside groups. Under a mild tameness condition on the Garside element (Definition 6.10), this implies that every solvable subgroup of the Garside group is virtually a finitely generated abelian group (Corollary 6.13). Acknowledgments. We thank Patrick Dehornoy for conversations at geometric group theory conferences in Montreal and Lyon, and in particular for pointing out that he and Lafont have an independent method of computing the homology of Garside groups [16] .
Garside groups and the Deligne normal forms
In terms of the word problem and normal forms, Garside groups behave much like Artin groups of finite type [13] . Here we collect relevant information about the word problem for Garside groups. Most of this has to do with issues in the positive monoid G + .
Let M be a monoid and let the indivisible elements (often called 'atoms') be those m ∈ M such that m = 1 and if m = ab then either a = 1 or b = 1. Let ||m|| be the supremum of the lengths of all expressions of m in terms of indivisible elements. The monoid M is atomic if it is generated by its indivisible elements, and the norm ||m|| of any element is finite. In an atomic monoid one can define a partial order via left (or right) divisibility: a < b if ac = b for some c ∈ M − {1}; a ≤ b if ac = b for some c ∈ M . Conversely, if M is a finitely generated monoid where the partial order given by divisibility contains no infinite descending chains, then M is atomic, with ||a|| being the length of the longest expression.
Definition 2.1 (Garside monoid). An atomic monoid M is Garside if it satisfies
1. left and right cancellation laws hold in M , 2. any two elements of M admit a least common multiple and a greatest common divisor on both the left and the right, 3. there exists an element ∆ such that the left and right divisors of ∆ are the same, there are finitely many of them, and they form a set of generators for M .
The element ∆ is called a Garside element. We denote the set of divisors of ∆ by D, and call this generating set the simple divisors.
Garside monoids satisfy Ore's criterion, hence they embed in their group of fractions, and thus we may define a Garside group to be the group of fractions of a Garside monoid.
Remark 2.2. Many of the properties of these groups were described in the case of the braid groups by Garside in [18] ; hence the name "Garside group". When first introduced in [17] , however, these groups were called "small Gaussian", while "Garside" was used for a slightly more restrictive condition (which required that ∆ be the least common multiple of the indivisible elements). As it has developed that the definition given above is more natural and more useful, the name "Garside" has now been generally adopted for this class of monoids and their groups of fractions [15] .
The classic examples of Garside groups are the Artin groups of finite type, where the Garside element is commonly denoted ∆. These groups also admit presentations based on other monoids, such as the ones explored by Bessis, Brady and Watt, where the Garside element is not the usual ∆, but rather a Coxeter element δ ( [1] , [7] , and [10] ). This collection contains many other groups (see [13] , [15] , [18] , [17] and [20] ).
We denote an Garside group by G and let G + be its positive monoid. The inverse of an element g ∈ G will be denoted by g. We note that the partial order given by left (or right) divisibility extends to the group by defining g < h when gh ∈ G + −{1}, for g, h ∈ G. (Because Garside monoids are cancellative, this partial order is equivalent to the partial order defined above when restricted to the positive monoid.)
The left front of g is defined to be the left gcd of g and ∆, LF(g) = g ∧ ∆. If µ ∈ D satisfies µ < g then µ < LF(g). One can use left fronts to define a normal form in G + , and this normal form is commonly referred to as the left greedy normal form. 
There is an analogously defined right greedy normal form in which one begins by taking the (oddly named) right front RF(g) to be the right gcd of the monoid element g and the Garside element ∆. Then as in Proposition 2.3 each g ∈ G + can be uniquely represented as the product of simple divisors g = µ 1 · · · µ n where µ i = RF(µ 1 · · · µ i ). We make reference to this right greedy normal form in our discussion of ascending and descending links in the sections that follow. There is also a left complement of µ, * µ, where * µµ = ∆. If we right multiply this last equation by µ * we get * µ∆ = ∆µ * , hence * µ = σ(µ * ). While this formula shows that one does not have to use the notation * µ, we do use this notation since it is easier to understand than σ(µ * ).
Since D is a generating set for the positive monoid G + , and every element of D divides ∆, in order to represent elements of the group G, it suffices to invert the Garside element. Thus we get a set of normal forms for an Garside group that closely parallel those of Deligne for Artin groups of finite type.
Theorem 2.7. Every element g ∈ G can be expressed uniquely as
is in left greedy normal form, and µ 1 = ∆. Definition 2.8 (Deligne normal forms). We refer to the normal form given in Theorem 2.7 as the Deligne normal form of the Garside group G. We denote the Deligne normal form of an element g ∈ G by DNF(g). Thus DNF can be thought of as a map from G to the free monoid {D ∪ {∆ −1 }} * , providing a (set theoretic) section of the natural surjection {D ∪ {∆ −1 }} * ։ G.
In the next section we'll be working with the Cayley graph of a Garside group with respect to the set of simple divisors D. We'll make use of the following lemma. Proof. It is clear that right multiplication by η can produce no ∆ or one ∆, so it suffices to show that ∆
Thus, shifting one of the ∆s past b we get
and therefore ∆ ≤ µ 1 · · · µ n , which is a contradiction.
The K(π, 1) Complexes
Recall that a flag complex X is a simplicial complex where every complete subgraph on n-vertices in X
(1) is the 1-skeleton of an (n − 1)-simplex in X. Thus a flag complex is determined by its 1-skeleton.
Fix an Garside group G, whose positive monoid is G + , with Garside element ∆, and simple divisors D. Let C D be the Cayley graph with respect to the lattice generating set D. That is, C D has vertices corresponding to the elements of G and directed, labelled edges corresponding to right multiplication by elements of D. Let X D be the flag complex induced by the graph C D ; thus each complete subgraph of C D is the 1-skeleton of a simplex in X D . The action of G on C D by left multiplication extends to an action of G on X D . This action is free since it is free on the set of vertices and G is torsion-free [14] . We establish our Main Theorem by proving
In order to establish Theorem 3.1 we show that X D admits a product structure. Let X D be the full subcomplex of X D induced by vertices associated with the set of all g ∈ G where the Deligne normal form of g contains no ∆s. The complex X D can also be thought of as a coset complex where the vertices correspond to cosets of ∆ . Coset representatives can be taken from the positive monoid G + , and represented by the prefixes that occur in the Deligne normal forms. There is an edge between two vertices in this complex if their coset representatives differ by right multiplication by some µ ∈ D − ∆, and X D is the flag complex induced by this graph.
Proof. A k-simplex in X D corresponds to a collection of elements a i ∈ G + where ∆ ≮ a i , a 0 < · · · < a k and a k < a 0 ∆. Similarly, a k-simplex in X D consists of elements a i ∈ G where a 0 < · · · < a k (using the extension of the partial order to G) and a k ≤ a 0 ∆. We give R the standard simplicial structure where the vertices correspond to the integers.
There are projections from the 0-skeleton of X D onto the 0-skeleta of X D and R defined via the Deligne normal forms. Let g ∈ G have Deligne normal form DNF(g) = µ 0 · · · µ k ∆ n . Define π + to be the map sending g to µ 0 · · · µ k and π ∆ the map sending g to n. Both maps can be thought of as (set theoretic) retractions of X (0) D ; π + retracts the vertices of X D onto the vertices of X D while π ∆ can be viewed as retracting the vertices of X D onto the vertices corresponding to the infinite cyclic subgroup ∆ < G.
We form continuous maps from X D to X D and R by extending π + and π ∆ linearly over simplices. Since X D is a flag complex, it suffices to show that π ∆ and π + take edges of X D to edges or vertices of their target spaces. For the rest of this discussion, fix an edge e in X D and let the bounding vertices of e correspond to the group elements a∆ n and a∆ n µ where a ∈ G + , ∆ ≮ a, and µ ∈ D. The Deligne normal form for a∆ n µ is then either DNF(aσ
is divisible by at most one ∆ by Lemma 2.9.)
The map π ∆ takes e of X D to the edge [n, n + 1] (when right multiplying by µ introduces a ∆) or it collapses e to the vertex corresponding to n (when
is not a right divisor of a). Hence the map π ∆ extends to a map from X D onto R.
Similarly the map π + extends to edges. Let e be as before, so that π + maps the vertex a∆ n to a and
So π + takes e to an edge of X D , except in the case where µ = ∆, in which case * [δ n (µ)] = * ∆ = 1, and π + collapses e to a vertex.
Since π + and π ∆ extend to X
D , and all three spaces are flag complexes, these maps extend to all of X D . Thus we have a continuous map π :
There is also a natural return map ̟ : X D × R → X D that on the level of vertices is described by (a, n) → a∆ n . The cells in X D × R are of the form σ × I, where σ is a k-simplex in X D , and I is a vertex or edge. By definition the simplex σ corresponds to a collection of elements a i ∈ G + where ∆ ≮ a i , a 0 < · · · < a k and a k < a 0 ∆. If I = [n, n + 1] then there is then a simplicial subdivision of the cell σ × I induced by taking the simplices
With this subdivision, X D × R is a simplicial complex (in fact a flag complex), and so in order to extend ̟ to a map of complexes, it suffices to check that the ̟ can be extended to a simplicial map between the 1-skeleta.
In the simplicial subdivision of X D × R, there is an edge between (a, n) and (b, m) if |m − n| ≤ 1 and a∆ n < b∆ m ≤ a∆ n+1 , or similarly b∆ m < a∆ n ≤ b∆ m+1 . Because the two cases are symmetric we may use the previous set of inequalities without loss of generality, and we note that either m = n or m = n + 1.
If m = n then by dividing out ∆ n we see that a < b ≤ a∆ hence b = aµ for some µ ∈ D. Thus (b, m) maps to the vertex associated with aµ∆ n = a∆ n σ −n (µ) which is joined to the vertex associated with aσ n by an edge labelled σ −n (µ). If m = n + 1 then by dividing out ∆ n we see that a < b∆ ≤ a∆ hence b = aµ
for some µ ∈ D. Thus b∆ = aµ * and the pair (b, m) maps to the vertex associated with aµ * ∆ n = a∆ n σ −n (µ * ) and so there is an edge joining ̟(a, n) and ̟(b, m) when (a, n) is joined to (b, m) in the simplicial decomposition of X D × R.
Since the composition ̟ • π is the identity on X D , the two complexes are homeomorphic. Proof. We use the norm ||a|| -where ||a|| is the maximum length of a representative of a as a product of indivisible elements -to define a Morse function ν : X D → [0, ∞). On the level of vertices, which are represented by the coset representatives, ν(a) = ||a||; the map is then extended linearly over the simplices. To see that this map is non-constant on edges, consider the two possibilities: for a ∈ G + with ∆ a, and µ ∈ D − {∆}, the left greedy normal form of aµ begins with zero or one ∆. If it contains no ∆, then aµ is another coset representative and ν(aµ) = ||aµ|| ≥ ||a|| + ||µ|| > ||a||. Otherwise a = bσ(µ * ) for some coset representative b ∈ G + . and right multiplication by µ corresponds to an edge from b to a. Again, ν(a) = ||bσ(µ * )|| ≥ ||b|| + ||σ(µ * )|| > ||b||. In order to establish that X D is contractible it suffices to show that the descending links of vertices are contractible (cf. [3] ). Identifying the vertices with elements a ∈ G + whose left greedy normal form does not begin with ∆, one can describe the descending link of a as the subcomplex induced by the vertices {b | ||b|| < ||a|| and bµ = a for some µ ∈ D}. Thus the vertices of Lk ↓ (a) correspond to those µ ∈ D where ∆ ≤ aµ. If we express a in right greedy normal form, so a = µ 1 · · · µ k where µ k = RF(a) is the right front of a, then ∆ ≤ aµ if and only if ∆ = RF(aµ) = RF(µ k µ). This occurs precisely when µ * k ≤ µ. Thus the descending link is the subcomplex spanned by the simple divisors µ ∈ D − {∆} that are greater than the right complement of the right front of a, and the vertex corresponding to RF(a) * is a cone point for Lk ↓ (a).
Because X D is contractible, X D ≃ X D × R is also contractible. The G action on X D is free, and the quotient G\ X D is finite, hence G admits a finite K(π, 1). In principle one can compute the homology of G from this K(π, 1). This process can be made quite concrete if one knows the lattice D. 
The end connectivity of Garside groups
Just as one can compute the (co)homology of an Garside group using the poset D, one can also get concrete information about the end connectivity of X D by looking at the (co)homology of certain subcomplexes of the geometric realization of the poset of simple divisors |D|. Recall that a contractible, locally finite complex X is n-connected at infinity if given any compact subcomplex C ⊂ X, there is a subcomplex D ⊂ X such that every map φ :
The property of being 0-connected at infinity is usually called "one ended" and 1-connected at infinity is usually referred to as "simply connected at infinity". Similarly X is n-acyclic at infinity if given any compact subcomplex C ⊂ X, there is a subcomplex D ⊂ X such that i-cycles supported outside of D bound (i + 1)-chains supported outside of C. If G admits a finite K(π, 1), then the end connectivity of the universal covers of all finite K(π, 1)s is the same, and the end connectivity is therefore a property of the group G.
In §3 we establish that X D is contractible by examining the descending links of vertices with respect to the Morse function ν : X D → [0, ∞). The ascending links of vertices can be used to describe the connectivity at infinity of X D . Using this idea, Bestvina was able to show that if A is an Artin group of finite type, with cohomological dimension n, then A is (n − 2)-connected at infinity [3] . (As we discuss below, this implies that A is a duality group.) Arbitrary Garside groups are not highly connected at infinity, and in particular, they are not all duality groups. The main result in this section is that the lattice D determines the connectivity at infinity of X D and hence it determines the connectivity at infinity of the associated Garside group.
Let PD be the subposet D − {∆}, and for any element µ ∈ D let PD µ be the subposet consisting of all elements which do not have µ as a left divisor
The ascending links of vertices can be described in terms of the geometric realizations of these subposets. Namely, if a ∈ G + , then just as Lk ↓ (a) is the subposet of elements greater than or equal to the right complement of the right front RF(a) * ; the ascending link is then Lk ↑ (a) ≃ |PD RF(a) * |. Proof. We quickly sketch this argument since it is similar to the one used by Bestvina for Artin groups of finite type [3] and by Bestvina and Feighn for Out(F n ) [4] .
One For i > 0 the ascending link of the vertex associated to a i is homeomorphic to the complex |PD RF(ai) * |; the ascending link of a 0 = 1 is |PD|. Let C(Lk ↑ (a)) denote the cone on the ascending link. Applying Mayer-Vietoris to the union
where the term corresponding to C(Lk ↑ (a m )) has been removed since cones are contractible. Because the complex X D is contractible, and each H i (Lk ↑ (a m )) is assumed to be trivial (for i ≤ n), we see by induction that H i (X D − K m ) = 0 for all i ≤ n and all m. 
It follows by Theorem 4.1 that if the homology of |PD| and each |PD µ | is trivial for i ≤ n, then H i ( X D − K m ) = 0 for i ≤ n + 1 and all m.
Since U m and V m are contractible, van Kampen's Theorem implies that X D − K m is simply connected, assuming that the complexes |PD| and |PD µ | are connected.
Thus by the Hurewicz Theorem, the complements X D − K m are actually (n + 1)-connected, and therefore G is (n + 1)-connected at infinity.
Definition 4.3 (Duality groups)
. A group G of type FP (eg, a group with a finite K(π, 1)-space) is a duality group if it is n-dimensional and (n − 2)-acyclic at infinity. Equivalently, it is an n-dimensional duality group if its cohomology with group ring coefficients is torsion free and concentrated in dimension n. The term 'duality' is appropriate since in an n-dimensional duality group there is a natural isomorphism between the group's homology and cohomology giving 
Proof. The cohomology group H
i (G, ZG) is isomorphic to the direct limit of the induced system
. By the proof of Corollary 4.2 we see that
Given that the cohomology of each complex |PD| and |PD µ | is concentrated in dimension n − 2, it follows from the Mayer-Vietoris sequence in cohomology that there is a short exact sequence
Since the ascending links are finite, H n−2 (Lk ↑ (a m )) is free abelian, and a quick induction shows that
and so taking the direct limit we get
is torsion free and concentrated in dimension n if the reduced cohomology of |PD| and each |PD µ | is torsion free and concentrated in dimension (n − 2).
Examples
The standard examples of Garside groups are the Artin groups of finite type which are associated to the finite Coxeter groups. Recall that a Coxeter system (W, S) consists of a finite set S = {s 1 , s 3 , . . . , s n } and a group W with presentation
where m(i, j) ∈ {2, 3. . . . , ∞}. The associated Artin group A is the group with presentation
where prod(i, j) is the alternating product s i s j s i . . . of length m(i, j). The pair (A, S) is called an Artin system. If W is finite, A is said to be of finite type. The map A → W sending each s i to the generator of the same name is a quotient homomorphism.
For finite type A, the monoid of positive words defined by the presentation above is Garside. The indivisible elements are the generators S, and the lattice D is in one to one correspondence with the Coxeter quotient W, with ∆ corresponding to the maximal length element of W.
Our construction of X D , and especially X D , is exactly that of Bestvina for finite type Artin groups based on these monoids [3] . However, there are other natural Garside monoids whose groups of fractions are the Artin groups of finite type. The most well-known of these is the Birman-Ko-Lee braid monoid [5] which was shown by Bessis, Digne, and Michel to be a Garside monoid [2] . This has been generalized by Bessis, Brady, and Brady and Watt, to all Artin groups of finite type ( [1] , [7] , and [10] ). We briefly describe these monoids.
Let (W, S) be a finite Coxeter system and let A be the associated Artin group. Let R be the set of all reflections in W, that is, all conjugates of s 1 , . . . s n . For w ∈ W, let |w| R denote the minimal length of an expression for w as a product of reflections. If uv = w in W and |u| R + |v| R = |w| R , we write u ≤ l w and v ≤ r w. These define partial orderings on W. Let δ ∈ W be the product δ = s 1 · · · s n . Then δ is called a Coxeter element of W. (The choice of ordering of the generators does not matter; permuting the generators gives a conjugate Coxeter element.) The set
contains R and is a lattice with respect to both partial orderings. Define M δ to be the monoid with generators D δ and relations uv = w whenever uv = w in W, and u ≤ l w ≤ l δ. This monoid, which Bessis calls the dual monoid is small Gaussian and its group of fractions is isomorphic to A. It is easy to see that the cohomological dimension of A at least n since A contains a free abelian group of rank n.
Remark 5.2. In the case of 2-and 3-generator finite type Artin groups, the complex X D δ is the same as the K(A, 1)-complexes constructed by Brady in [8] . Brady shows that in these dimensions, this complex can be given a piecewise Euclidean CAT(0) metric. Recent work of Brady and McCammond, however, shows that the analogous metric in higher dimensions will fail to be CAT(0) for at least some of the Artin groups [19] . While the question of whether Artin groups are CAT(0) is still open, in the next section we are able to show that Garside groups satisfy a weak version of non-positive curvature.
Example 5.3 (Dihedral type). Let A be an Artin group of finite dihedral type, that is, the associated Coxeter group W is the dihedral group of order 2n, D n . In this case we make take the standard generators of A to be s and t where the image of s and t in D n correspond to reflections meeting at an angle of π/n. The Coxeter element δ = s · t is then a rotation through an angle of 2π/n.
There are n distinct reflections in W. Viewed as elements of A, the set of reflections is R = {s, t, tst, sts, tstst, ststs, . . . } and the set of divisors is simply D δ = R ∪ {δ}. The complex X D δ is thus the product of an n-valent tree and R. The orbit space A\ X D δ has a single vertex, a loop based at that vertex for each element of D δ and a 2-cell for each element of R:
The link of the vertex in A\ X D δ is topologically the suspension of n points, one for each element of R. The suspension points correspond to the two ends, {δ + , δ − }, of the loop δ, and the arc corresponding to a reflection r is subdivided by two internal vertices r − and * r + .
Example 5.4 (Braid groups). Let A be the braid group on n + 1 strings. Then the reflections R consist of braids r i,j , i < j, which interchange the ith and jth strings and leave the other strings fixed (with a fixed convention on over-or undercrossing) and the element δ is the braid which crosses the first string over to the last position and shifts all the other strings one place to the left. The complex A\ X D δ is n-dimensional and has one n-cell for each expression of δ as a product of n-reflections.
Curvature
A CAT(0) group is a group which acts properly and cocompactly on a CAT(0) metric space. The existence of such an action has many algebraic consequences for the group (see [11] .) It is not known whether all Artin groups-or even those of finite type-are CAT(0) groups. (See [8] , [9] , and [6] for some partial results on this question.) Bestvina showed that the Artin groups of finite type, modulo their centers, satisfy a combinatorial convexity property which was good enough to get some interesting corollaries. Many of these arguments work in the context of Garside groups as well. Proof. An edge path is a geodesic if and only if every subpath of length two is a geodesic. If a and b are simple divisors, then the path a, Proof. Assume to the contrary that x, y, z are consecutive vertices on the geodesic from v to w and that ||x|| < ||y|| > ||z||. Thus there are divisors b and c in D such that xb = y and yc = z∆. It follows that the first letter in the left greedy normal form for x(bc) = z∆ is ∆. But then by Proposition 2.4, LF(xb) = ∆. But xb = y and ∆ y. Proof. The first statement follows immediately from Proposition 6.7. Suppose H stabilizes the simplex 1 < µ 1 < µ 2 < · · · < µ t−1 and acts transitively on the vertices. Following Bestvina's argument ( [3] , Lemma 4.6), one can show that H preserves the cyclic order on the vertices induced by the linear ordering above. Let h ∈ H be an element which takes the vertex 1 to the vertex µ = µ 1 , so h = µ∆ j
