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Science may be described as the art of systematic over-simplification.
(Karl Popper)
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Preface
This thesis is based on research carried out at the physics departments of the
universities of Fribourg and Neuchaˆtel in Switzerland.
It consists of three main sections and an appendix. The sections comprise
several publications, which stand completely on their own and can be read in-
dependently. This independence leads inevitably to some redundancy in terms
of the description of experimental and computational details, the bibliography
at the end of each chapter etc.
The first section gives an introduction to photoemission and Density Func-
tional Theory exemplified for rare earth silicides. It shows, that photoemis-
sion results can be directly correlated to computational results from Density
Functional Theory. The applicability of model electronic structure calcula-
tions serve hopefully as a motivation for experimentalists to perform their own
model calculations to understand photoemission data from other systems. The
availability of user-friendly electronic structure codes and the low costs of com-
putational power enables us to do so. The degree of agreement even allows
for the determination of surface structures by comparing theoretical results
from different structural models to photoemission data. The application of
this method made the extraction of a structural parameter for YSi2 (1x1) pos-
sible, which had not been accessible with normal incidence low energy electron
diffraction. The second part in this section deals with superstructure effects
on the surface band structure. It is shown, that new periodicities do not only
influence the dispersion of surface bands via backfolding but that the degree of
surface localization might be influenced as well due to a backfolded substrate
band structure.
The second section is dedicated to the electronic properties of rare earth hy-
drides or in a more popular term to switchable mirrors. These studies have been
initiated by recent experimental developments, which allow the in-situ prepa-
ration of single crystalline hydride films and of course by the strong theoretical
interest regarding the discrepancy between experimental results and theoretical
predictions. An introduction into the field of electronic properties of switchable
mirrors is given, which outlines how theory struggled to explain experimental
findings. The second chapter in this section shows, how the theoretical band-
structure of yttrium is changed within the local density approximation upon
hydrogenation. The third and the fourth chapter demonstrate, how theoretical
results compare to experimental results for the metallic dihydride phase and
the insulating trihydride phase. The description of rare earth hydrides poses
a strong challenge for calculations involving the local density approximation.
The comparison between experimental and theoretical results show a less con-
vincing agreement compared to the rare earth silicides. However those effects
can provide a direct fingerprint of electron correlations at play in these ma-
terials. In summary, we have established the role of the dihydride phase as a
common electronic precursor phase for the insulating trihydride phase. The
failure of the local density approximation to yield an insulating ground state
for the trihydride phase is traced to a set of hydrogen derived flat bands, which
are theoretically not adequately described.
The third section deals with quantum effects in nano-scale thin films. We suc-
ceeded in the preparation of very uniform Mg films on tungsten, which allow
the direct observation of quantum-confined electronic states. A short intro-
duction shows how these states derive from the familiar particle in the box
model. A separate article reports on the influence of the confining barrier on
the electronic properties of quantum well states. The spin-degree of freedom for
the scattering of magnesium quantum-well states on W(110) is the main focus
of this paper. The results show that a spin-splitting at a confining barrier is
possible even without permanent magnetic moments due to relativistic effects.
The described experiment shows for the first time the influence of the Rashba
effect in metallic heteroepitaxial systems, which is very promising for the study
of spin dependant scattering with photoemission.
In the Appendix we report on the growth of thin Bismuth films on W(110),
where structural aspects of thin film growth are investigated with low en-
ergy electron diffraction and X-ray photoelectron diffraction. It exemplifies
the structural work, which was the prerequisite for all electronic structure dis-
cussions and as such was the starting point for all UV photoemission studies
in this thesis.
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Use of Angle Resolved Photoemission and Density Functional The-
ory for Surface Structural Analysis of YSi2
C. Koitzsch, C. Rogero, J. A. Mart´ın-Gago, M. Bovet, M. G. Garnier and P.
Aebi
Surf. Sci. 566-568, 1047 (2004). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
The Transition between YSi2 1x1 and YSi1.7
√
3 x
√
3 R30◦
C. Koitzsch, C. Rogero, L. Despont J. A. Mart´ın-Gago, F. Clerc, C. Battaglia,
M. G. Garnier and P. Aebi
to be submitted . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Ab-initio Investigation of the Hydrogenation of Y
Christian Koitzsch, Michael Gunnar Garnier and Philipp Aebi
Physica Scripta, Vol. T109, 163 (2004). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Fermi Surface Topology of Rare Earth Dihydrides
C. Koitzsch, J. Hayoz, M. Bovet, F. Clerc, L. Despont, C. Ambrosch-Draxl,
and P. Aebi
Phys. Rev. B 70, 165114 (2004). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Electronic Structure of the YH3 Phase from Angle-Resolved Photoe-
mission
J. Hayoz, C. Koitzsch, M. Bovet, D. Naumovic´, L. Schlapbach and P. Aebi
Phys. Rev. Lett. 90, 196804 (2003) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Photoemission of a Quantum Cavity with non-magnetic Spin Seper-
ator
C. Koitzsch, C. Battaglia, F. Clerc, L. Despont, G. Garnier and P. Aebi
accepted for publication in Phys. Rev. Lett.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .126
Growth of thin Bi films on W(110)
C. Koitzsch, M. Bovet, F. Clerc, D. Naumovic´, L. Schlapbach and P. Aebi
Surf. Science 527, 51 (2003) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .140
Part I
Introduction
7
Chapter 1
Introduction to ARPES and
DFT
This thesis focuses on the electronic properties of materials, which were ex-
plored with angle resolved photoemission (ARPES) and Density Functional
Theory (DFT). This chapter provides a short introduction to both methods.
The introduction is exemplified for the model system YSix, which will be em-
ployed to discuss the experimental aspects of photoemission and the theoretical
basis of DFT and their mutual correspondence. The basic notations and con-
cepts will be introduced in this chapter and then applied to YSix . These same
approaches are then used in later chapters to discuss the electronic properties
of switchable mirrors and quantum well states.
The natural fingerprint of electronic phenomena in crystalline solids, e.g. in
this thesis the hydrogen-induced metal-insulator transition and the formation
of standing electron waves in quantum wells, is the k-resolved band structure
or in short the E(k) relation in the solid. The experimental technique to
explore the occupied band structure in a k-resolved fashion is angle-resolved
photoemission (ARPES). We will emphasize in this work the importance of ex-
tensive angle-scanning (equivalent to extensive k-space sampling, see below) to
analyze the complex band structure of solids. The full-hemispherical approach
of photoemission has been proven its success mainly in conjunction with high-
temperature superconductivity, where it has been shown that an experimental
restriction to high symmetry directions might lead to a restricted understand-
ing of materials properties [1].
The attempt to explore experimentally the complex band structure of the
8
1.1 9
materials calls for an equivalent theoretical approach. The performed calcula-
tions are based on density functional theory, namely the Wien2k code [2]. The
basic theory of DFT will be shortly presented in this introduction. The com-
parison of DFT results and experimental measurements requires the adaptation
of DFT to full-hemispherical photoemission. In this respect, the experimental
sampling of the Brillouin zone has to be taken into account for the computation
of suitable DFT eigenvalues. Some helpful routines have been developed to im-
prove the understanding of the complex band structure, e.g. three dimensional
plotting and surface projections and integration along certain directions (see
below).
1.1 The Y-Si system
The Y-Si system is employed as an example system in this introduction on
certain aspects of DFT and ARPES for a variety of reasons.
First of all, single crystalline surfaces can be prepared in-situ in a con-
trolled fashion. The preparation of well ordered thin films proceeds via in-situ
electron beam deposition of Y onto a clean Si(111) 7x7 surface and a subse-
quent anneal to 550 ◦C. Depending on the initial amount of deposited Y, a
sandwich-type AlB2 structure of finite thickness is obtained via self-organized
solid state diffusion at these elevated temperatures. The structure is schemat-
ically shown in Fig. 1.1 and consists of alternating hexagonal Y and Si planes
resting on the Si(111) crystal substrate. The surface is silicon terminated and
slightly buckled. An interesting effect is the formation of an ordered vacancy
(V) network for coverages exceeding one monolayer. These vacancies occur in
the graphitic unbuckled silicon sheets and are denoted with a V in Fig. 1.1.
Si(111) 7x7
YY Y
Si(111) 
550  C Y
Si
YYYY
Si V Si
Y YYYY
Si
Si Si
Si
Y
Y
Figure 1.1: Schematic formation of a self-organized sandwich structure consisting of
Y, Si and vacancies due to solid state diffusion at 550◦C
The vacancy network gives rise to a
√
3 x
√
3 superstructure, which is
indeed observed in diffraction experiments. In the following the reconstructed
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thicker silicide will be denoted as bulk silicide, while the unreconstructed
one monolayer thick structure will be referred to as surface silicide. The
preparation of these layered structures is not restricted to Y-Si, but it was
shown that Er, Ho and Gd behave in a similar way.
Beside the straightforward fabrication, the system offers additional advan-
tages. It is a ”true” surface system with well defined surface states and hence
provides the possibility to study electronic states, which are localized at the
surface and do not disperse in the perpendicular direction. Due to possible
applications as a metallization layer in silicon device technology, the corre-
sponding structures are well studied, which provides reference structure data
from different techniques ranging from low energy electron diffraction [3] to X-
ray and medium energy ion scattering[4] to local probe measurements [5]. The
intermixing between Y and Si can be conveniently studied with X-ray photo-
electron diffraction (XPD), which allows for an element-specific investigation of
the atomic environment around Y atoms and is in this case particularly surface
sensitive.
YSix surfaces offer a possibility to perform realistic band structure cal-
culations. The limited number of metallization layers on the initial Si(111)
surface provides the opportunity to perform realistic DFT calculations since
the number of atoms in the interface vicinity can be treated with moderate
computational effort in a super cell approach.
1.2 Experimental Approach ARPES
ARPES has been the subject of numerous review articles and books. We will
emphasize here especially the peculiarities of the full hemispherical approach
and its advantages.
On a superficial level, the experiment is based on the excitation of a bound
electron by electromagnetic radiation. The photoelectron is promoted into an
excited state in the conduction band and is able to overcome the surface bar-
rier and is emitted into vacuum. There the photoelectron is analyzed in terms
of emission angle and kinetic energy. The photoemission process defines the
experimental setup and the principal experimental ingredients consist of a ra-
diation source, a sample stage and an electron analyzer. However compared to
early photoemission studies the experimental equipment has become increas-
ingly sophisticated (Fig. 1.2). The preparation and measurement of clean and
well-ordered surfaces is limited by residual gases, present in the measurement
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setup. All experiments were therefore performed in-situ in a ultra-high vacuum
environment with a base pressure of p≈ 6 · 10−11 mbar.
The light source is a monochromatized discharge lamp, which can be op-
erated with different gases. For the presented measurements mainly H Ly α
and He I α radiation are employed. The spectrometer is equipped with a 150
mm hemispherical analyzer, which determines the electron energy for a given
sample-detector orientation. The energy and angle resolution of the detector
with the employed settings is 50 meV and 2◦, respectively.
The conservation of energy and momentum permits a translation of the
measured Evackin(θ
vac) relation to the desired E(k)solid relation in the following
way. Energy is conserved for the transition between the initial state |ki〉 and
the final state |kfinal〉 via the incoming photon energy hν.
Ef(kfinal) = Ei(ki) + hν (1.1)
The optical excitation in the crystal similarly conserves crystal momentum
within a reciprocal lattice vector.
kfinal = ki + kphoton + G
hkl (1.2)
For the employed photon energy range between 10.2 eV (H Ly α) and
21.2 eV (He I α), the momentum of the incoming photon can be neglected in
equation (1.2), since in this case it is negligible with respect to the dimensions of
a typical Brillouin zone. This, in turn leads to k-conserving, vertical transitions.
a) b)
Figure 1.2: a) Photoelectron spectrometer at the University of Neuchaˆtel, in a typical
laboratory atmosphere. b) Look into the analysis chamber.
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Figure 1.3: Sample holder with principal rotational axis. The sampleholder includes
a setup for electron beam heating with (a) crystal (f) fixture plate and (c) support
plate. The filament connectors (d),(e) are isolated from the main body (g) and
from each other with ceramic spacers (f) and shaped such that the electron beam is
directed towards the sample with minimal stray currents. Special care was taken to
design most of the parts rotationally symmetric in order to simplify the mechanical
work. With the displayed sampleholder it is possible to shortly heat single crystals to
2000◦C with an acceptable pressure increase to 1·10−9 mbar. The heating is achieved
by accelerating (+600 V) electrons from a resistively heated Ta filament (d=0.2 mm)
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The free electron final state (FEFS) assumption approximates for |kfinal〉
a free electron with the corresponding parabolic dispersion relation.
Efinal(kfinal) =
h¯2 · k2final
2m
(1.3)
The kinetic energy outside the crystal Evackin is related to the energy of the
final state |kfinal〉 via equation 1.4
Efinal(kfinal) = E
vac
kin + V0. (1.4)
V0 denotes the inner potential. The potential step at the surface leads to
a refraction-like process of the photoelectron, while passing the surface barrier.
The in-plane periodicity however results in the conservation of the parallel wave
vector component k‖. In consequence, it is the parallel wave vector component,
which can be unambiguously determined in a photoemission experiment within
a reciprocal lattice vector Ghkl‖ as the projection of the photo electron momen-
tum onto the surface plane
k‖ =
√
2m(hν − φ− EB)
h¯
· sin(θvac) (1.5)
,where EB is the binding energy with respect to the Fermi energy. The
corresponding perpendicular wave vector component within the FEFS model is
equivalently the projection of the outgoing photoelectron wave onto the surface
normal.
k⊥ =
√
2m(hν − φ+ V0 − EB)
h¯
· cos(θ) (1.6)
The angular dependence of the photoemission signal can be determined
by rotation of the sample with respect to the analyzer (and the lightsource),
which stay fixed in space. The rotation stage is mounted on a standard x-y-
z manipulator and offers two additional rotational degrees of freedom, which
permit a scanning of the photoemission signal over the complete hemisphere
above the sample. A sample holder with the rotational axis is shown in Fig.
1.3. The polar and azimuthal angles θ and φ can be varied between 0 and
90◦ and 0 and 360◦, respectively. The crystal surface should terminate slightly
above the sample holder fixtures in order not to perturb the photoemission
signal at very high polar angles. The preceding equations already pointed to
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the fact, that a change of θ or the measured kinetic energy leads to a change
of the sampled k⊥ values, which means in practice, that the sampled k-values
are not situated on a straight line in k-space for a polar scan. Instead they are
found on a curved line. This k-space sampling has to be taken into account for
bulk photoemission.
The situation is tremendously simplified, if two-dimensional systems are
investigated, which do not exhibit a dispersion with k⊥. This is the case for
surface systems, where k⊥ is ill-defined. In this case equation (1.5) directly
converts the measured E(θ) relation to E(k‖). Electronic states confined in a
thin overlayer or in the surface potential well are such two-dimensional systems.
Therefore the aforementioned layered silicide structures might be a case,
where a test is feasible, whether experimental ARPES data can be compared
to DFT results. For these overlayer structures, one might assume perfect two
dimensionality and no dispersion perpendicular to the surface plane.
A typical measurement is shown in Fig. 1.4 for the aforementioned surface
silicide (GdSi2). The measured E(θ) distribution has already been mapped via
equation 1.5 to E(k‖) and to achieve a higher contrast, the second derivative
of the momentum distribution curves is plotted. The measured band structure
in this direction clearly shows two well-defined bands cutting the Fermi level
around Γ and M , with a small indirect energy overlap, which is indicative of
a half metal. The almost filled band around Γ is called a hole pocket and
the almost empty band around M is denoted as electron pocket. The in-plane
distribution of the two bands at EF is shown on the right side of Fig.1.4. Such a
measurement is called a Fermi surface map (FSM). It shows the photoemission
signal in function of the polar and azimuthal angles θ and φ, which are shown
in parallel projection. The outer ring corresponds to a polar emission angle of
90◦.
Given band will yield a high intensity in these two-dimensional maps at
some emission angle (θ,φ), if the probed constant energy surface (e.g. the
Fermi energy EF ) is cut at the respective k-point location. For YSi(111) (1x1)
the aforementioned electron pocket appears six times in the Brillouin zone, as
it is expected for a hexagonal lattice, and it becomes clear that the shape of
the electron pocket is actually an elongated ellipse in k-space, while the state
at Γ is not circular either. One of the uncertainties of such a measurement
is the change of the photoemission matrix element due to the rotation of the
sample with respect to the light source. A change in contrast is therefore
not necessarily related to band features. Complementary electron distribution
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curves are a necessary check, that features in the constant energy maps are
indeed related to the probed band structure.
An even more complete description can be obtained, if for each emission
angle a complete spectrum is measured or alternatively a set of maps for differ-
ent binding energies is obtained. A resulting data set is shown in Fig.1.5 for the
YSi(111) (1x1) surface for the photoemission signal around the Γ point, where
the first surface band, the hole pocket is sampled (cp. to 1.4) at different bind-
ing energies. The outer ring corresponds to a polar angle of 18◦. A comparison
to the corresponding band structure in Fig. 1.4 explains the observed behav-
ior for higher binding energy maps, where the downwards dispersing band is
sampled at increasingly higher wave vectors. This corresponds to a zoom-out
M
K
Γ
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-3
-2
-1
0 EF
Γ M
a) b)Bi
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di
n
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en
er
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k  (E=0)
k  (E=-540 meV)
Figure 1.4: a) E(k‖) along ΓM , shown is the second derivative of the momentum
distribution curves. b) Fermi surface map in parallel projection and grey scale rep-
resentation, large photoemission yield corresponds to black. The surface Brillouin
zone is indicated together with the direction of the E(k‖ measurement.
-300 meV -440 meV -540 meVEF -100 meV -200 meV
Figure 1.5: Constant energy surfaces for different binding energies between EF and
-540 meV for YSi2 around Γ for a maximum polar angle θ of 18
◦ (indicated with a
circle). Constant intensity contour lines are shown for illustration purposes.
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impression as we observe it in Fig. 1.5 The resulting constant energy cuts can
in principle be fitted to a dispersion relation at any given k-point in the surface
Brillouin zone. If the measured energies sample the complete bandwidth of a
band, its dispersion is determined in the whole Brillouin zone. The price to be
paid for such a measurement is a long measurement time if the data sets are ob-
tained by sequential angle-scanning. An experimental constant energy surface
consists of typically 2000 angular settings, which translates into approximately
1 hr measurement time per energy channel. Therefore these measurement are
restricted to rather inert surfaces, where a sizable sample contamination does
not occur in the measurement time. Additionally the sample symmetry itself
can exploited to reduce the size of the data sets. A measurement of the irre-
ducible Brillouin zone can be unfolded with appropriate symmetry operations
of the crystal lattice. An interesting experimental development are display-type
analyzers, which can acquire the photoemission signal energy- and momentum
resolved over a larger window and offer therefore the possibility to reduce the
number of sequential scanned angular settings necessary to obtain a coverage
of the full hemisphere [6].
The preceding section has shown, that ARPES measurements are related
to the k-resolved band structure of solids. Angle-scanned data aquisition allows
the sampling of extensive sections of the Brillouin zone. Nevertheless ARPES
data are not easily comprehensible simply because the k-resolved band struc-
ture of real surfaces is not trivial either. In the following, we will discuss,
how the k-resolved band structure can be theoretically determined for a given
structure.
1.3 Theoretical Approach DFT
The following paragraph follows closely S. Cottenier’s [7] excellent introduction
into DFT and the family of (L)APW methods. He already pointed out, that
in principle electronic structure calculations are a hopeless task if one consid-
ers the complexity of the problem. One needs to solve the time-independent
Schro¨dinger equation
H |Φ〉 = E |Φ〉 (1.7)
for an ensemble of M nuclei and N electrons, which are coupled via the long-
range Coulomb interaction. The corresponding Hamiltonian is easily written
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as the sum of the kinetic energies of nuclei and electrons Hkin plus the ion-ion,
ion-electron and electron-electron Coulomb interaction Hcoul
Hkin = −h¯2
N∑
i=1
1
2me
∇2i − h¯2
M∑
A=1
1
2MA
∇2A (1.8)
Hcoul = − 1
4pi0
∑
i,A
e2ZA
riA
+
1
8pi0
∑
i6=j
e2
rij
+
1
8pi0
∑
A6=B
e2ZAZB
RAB
(1.9)
The huge number of electrons and nuclei in a typical macroscopic solid
leads to an intractable set of coupled differential equation, which require rather
severe simplifications about the interactions between the particles in order to
become accessible. First of all the ionic background lattice is assumed to
be static and decoupled from the movement of electrons (adiabatic or Born-
Oppenheimer approximation). This has the nice effect that the kinetic energy
of the background ion lattice does not need to be considered and that the
Coulomb field of the nuclei can be summarized via a now external potential
Vext. One obtains
Helectronic = T + V + Vext (1.10)
with T the kinetic energy and V the potential energy due to electron-
electron interactions. Already the assumption of a static lattice is a severe lim-
itation for compounds involving very light elements and in this sense hydrogen-
containing compounds, e.g switchable mirrors, test the applicability of this
assumption.
Still the remaining electronic problem is far too difficult to solve. At this
point DFT emphasizes the correspondence between the ground state density
ρ(r), which can be approximated in some way (see below), and the ground state
expectation value of any observable of the same many body system in the two
Hohenberg-Kohn theorems.
〈Ψ∗|O |Ψ〉 = O[ρ] (1.11)
for O being the Hamiltonian of the system, the second theorem states
EVext [ρ] = 〈Ψ∗|T + V |Ψ〉+ 〈Ψ∗|Vext |Ψ〉 = FHK[ρ] +
∫
ρ(r)Vext(r)dr (1.12)
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, where FHK(ρ) is a universal expression for any many-electron system, which
depends solely on the electron density, hence it is independent of e.g. the crys-
tallographic structure. The implications of the two Hohenberg-Kohn Theorems
are counter-intuitive since one does not expect that the correct ground state
density ρ(r) is equivalent of knowing the correct many-electron wave function
Ψ(r1...rN), which both completely describe the system.
Despite it’s beauty, the Hohenberg-Kohn theorem does only state, that the
functional FHK(ρ) exists, an explicit form though is not known. Nevertheless
it provides in principle variational access to the problem, since the solution of
the many-body Hamiltonian can be found by minimizing FHK(ρ) with respect
to the density.
The practical way to obtain the ground state density is provided by the
Kohn-Sham (KS) equations
HKSφi = eiφi (1.13)
with the Kohn-Sham Hamiltonian being the Hartree term (non-interacting
electron gas) extended by two ”‘external”’ potentials, due to electron-electron
interaction and electron-ion interactions.
HKS = T0[ρ] + VH + Vxc + Vext = −∇2i +
∫
ρ(r)
r
dr + Vxc + Vext (1.14)
with Vxc =
δVxc[ρ]
δ[ρ]
. These equations resemble familiar one-particle equa-
tions, which still do depend on the electron density ρ[r] over the Hartree opera-
tor and the exchange correlation potential Vxc(ρ). Therefore the KS equations
have to be solved self-consistently until the solutions φi with their correspond-
ing density ρ(r) =
∑N
i=1 φ
∗
i (r)·φi(r) do not lead to a new charge density anymore
if the procedure is repeated.
The resulting ground-state eigenfunctions φi of the Kohn-Sham equations
are mathematical constructs which yield the ”true” electron density. Never-
theless they stem from one-particle equations for an interacting ensemble and
therefore the eigenfunctions are not true electron wavefunctions (which should
depend on all other electrons as well) and the corresponding eigenvalues are in
principle not electron energies as well.
So far we have cast the untractable many-body problem into an indepen-
dent quasiparticle problem, where the complicated electron-electron interac-
tion is viewed as a density dependant external potential acting on the Hartree
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type electron gas. This treatment is still exact, though the exact form of
the exchange-correlation functional is not known and has to be approximated,
which in turn is not anymore exact.
The approximation for the exchange correlation functional is the local spin
density approximation LSDA
ELDAxc =
∫
ρ(r)exc(ρ(r))dr (1.15)
with exc being known for a homogenous electron gas. In practice, each loop
in the self-consistency cycle poses the task of constructing the exchange cor-
relation functional for a given electron density ρ(r). The exchange correlation
energy for this density is approximated via integration of the exchange correla-
tion energy for infinitesimal small density volumes of constant electron density.
Each small volume contributes according to its electron density in LDA. For
rather homogenous densities this seems a perfectly valid assumption. More
corrugated electron densities are probably better approximated if the gradient
to neighboring cells is evaluated as well. The corresponding exchange corre-
lation functional is known as the generalized gradient approximation (GGA).
In this work we use the parametrization of Perdew, Burke and Ernzerhof[8],
which points to the fact, that there are different versions and parameterizations
of GGA, which are sometimes not ab-initio but reflect some fitting process to
experimental data.
The aforementioned Kohn-Sham orbitals are expanded in terms of given
basis functions. It is exactly the choice of this basis set which determines the
different flavors of DFT-LDA approaches. Wien2k utilizes an augmented plane
wave basis set with additional local orbitals, therefore it is called an APW+lo
code. Wien97 however utilizes a slightly different basis set of linearized aug-
mented plane waves (LAPW) and correspondingly some older calculations have
been performed with this basis set. The usual plane wave expansion is restricted
to crystal regions with small variations of the charge density. For regions close
to the nuclei an expansion in terms of atomic like functions is much more ap-
propriate and efficient. Therefore, the crystal is fractionated into muffin tin
regions centered around the specific atoms and interstitial regions in between.
A mixed basis set is used
φk+G(r) =
1√
Ω
ei(k+G)r (1.16)
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φk+G(r) =
∑
lm
Aαlm(k + G)u
α
l (r, E)Ylm(r) (1.17)
with planes waves in the interstitial region and spherical harmonics in the
muffin tin region. The basis functions are matched with the requirement, that
their value and slope has to coincide at the muffin tin border (boundary condi-
tion). The main advantage of this mixed basis set is the capability to describe
valence and core electrons in the same framework, rendering the method a true
”‘all-electron”’method. A severe disadvantage is the energy dependence of the
searched Aαlm’s, which means, that we are not dealing with a linear eigenvalue
problem anymore, hence the solution would be very time consuming. It can
be shown, that the addition of local orbitals, which are completely restricted
to the muffin tin, provides enough variational freedom to use the initial APW
basis at some fixed energy.
The expansion of the Kohn-Sham orbital into the basis functions needs
to be limited to a certain number of basis functions, determined by a cut-off
parameter Kmax. Furthermore the matching of spherical harmonics with plane
waves on the surface of the muffin tin sphere requires a number of plane waves to
accommodate the number of nodes for a given Ylm at a given muffin tin radius r.
These considerations are cast into a cut-off variable RKmax, which determines
the matrix size and, over a cubic scaling!, the computation time. In this thesis
largely different systems in terms of unit cell size, ranging from surface systems
with 20 atoms, to bulk calculations involving only three to four atoms, were
studied. The aim of the employed calculations was in most cases only the
support of the photoemission data analysis. Extensive convergence studies
would require an input parametrization with corresponding high computation
times. In this sense RKmax values were chosen, which allowed the computation
of a self consistency cycle in reasonable time, without too much changes in the
band structure, when slightly increasing RKmax. It is to be pointed out, that
the APW+lo methods is very rapidly converging in terms of matrix size, and
that in general the band structure is less sensitive on the degree of convergence
compared to e.g. the total energy.
The same relaxed approach in terms of convergence (namely using the
band structure as the convergence condition) was utilized in terms of k-point
sampling of the Brillouin zone during the scf cycle. Convergence is assumed,
if a more dense k-point sampling in the irreducible BZ does not lead to a
significantly different band structure.
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Once the ground state charge density is known, the eigenvalues along the
experimental k-point path can be computed and compared to the experiment.
Such an experimental and theoretical dispersion plot is shown for the YSi2
system in Fig.1.6. The eigenvalues are obtained similar to the self-consistency
cycle, but this time eigenvalues are not computed on special grid points in the
irreducible Brillouin zone but along high symmetry directions. The measure-
ment is shown in the familiar gray scale, the theoretical eigenvalues are shown
as black dotted lines. The obtained results for YSi2 are very similar to the mea-
surements for GdSi2, reflecting their similar atomic structure and their similar
valence occupation.
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Figure 1.6: Experimental (grey scale) and theoretical dispersion for YSi2 along high
symmetry directions.
The two surface features, which cut EF at Γ and M are theoretically very
well described and the degree of agreement is astonishing if one bears in mind
the different assumptions of DFT/LDA and the fact that we are not performing
photoemission calculations but merely ground-state calculations. Of course, in
the presented framework the photoemission intensity is unaccounted for.
1.4 3D Representation of Constant Energy Sur-
faces
Full hemispherical experimental ARPES measurements yield data sets, which
need to be compared to theoretical band structures on an equal footing. The
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previous sections about ARPES have already shown, how the sampled paral-
lel and perpendicular wave vector component changes during a scan over the
sample hemisphere. In order to extract the eigenvalues for such an experimen-
tal k-point set, it seems appropriate to calculate the eigenvalues on a dense
k-mesh,sampling the complete Brillouin zone, and to generate afterwards the
desired two-dimensional cut.
Furthermore such a three-dimensional E(k) set offers the possibility to
generate ”‘on the fly”’ the Fermi surface in three dimensions. Besides the
general importance of the Fermi surface for various properties of solid materials,
such a representation is particularly appropriate in connection with ”nested”
Fermi surfaces, where parallel sheets of the Fermi surface are looked for.
The main problem of these kinds of three-dimensional representations is the
coarse sampling of the Brillouin zone with k-points, for which a diagonalization
is performed and the eigenvalue spectrum is obtained. On the one hand a high
k-point density is desired if two k-points with the same energy need to be
resolved. This depends on the specific shape of the isoenergy surface. On the
other hand a very coarse sampling of 25 k-points in kx, ky and kz direction
already yields 253=15625 k-points. This has to be compared to the affordable
time for one self consistency loop, which needs considerably less k-points (in
the IBZ though) for a reasonable convergence.
The finite sampling of the Brillouin zone (BZ) does not permit a scatter
plot of all wave vectors for a given energy, since the number of these wave
vectors is not sufficient to extract the shape of the isoenergy surface. Instead
a 3D interpolation scheme is needed in order to determine the corresponding
k-space locations for some isoenergy taking into account the band dispersion
itself [9]. Practically one determines the eigenvalues on an equidistant k-space
grid in a large enough energy window, such that all valence states are computed.
Wien2k indexes the eigenvalues starting from the bottom of the energy win-
dow. If no bands disperse through this lower boundary the numbering scheme
remains consistent. The eigenvalues are then separated according to their band
index and a data file is written for each index, which possesses eigenvalues at
the desired binding energy. Fig. 1.7(left) shows the structure of the Wien2k
output file with the eigenvalue spectrum for one k-point, namely the Γ point.
The circled eigenvalue belongs to the band, which is slightly above the Fermi
level in the center of the Brillouin zone. Mathematica routines are then used to
compute a three-dimensional constant energy contourplot of the complete data
set. The three-dimensional contour-plot is shown in Fig. 1.7 (right), which
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confirms the two-dimensional nature of the material, since there is no depen-
dance of the Fermi surface shape on the wave vectors in k⊥ direction, which is
along ΓA.
The procedure does not take into account the symmetry of the crystal.
This is basically due to the equidistant k space grid, which is the prerequisite
for the three dimensional contour plot routines. An improved approach could
only sample the irreducible Brillouin zone and generate equivalent k-points
with the symmetry operations of the crystal space group. However this would
require a new contourplot routine.
K=   0.00000   0.00000   0.00000   G
      MATRIX SIZE 1003  WEIGHT= 2.00  PGR:
     EIGENVALUES ARE:
     -2.7700003   -1.3135461   -1.2926132   -1.2926125   -0.4767393
     -0.4490245   -0.1127309    0.0362693    0.1918317    0.2609406
      0.2609409    0.2920562    0.2920564    0.3805091    0.4501150
      0.4501150    0.4925023    0.4961327    0.4961328    0.5148852
      0.6010040    0.6147863    0.6147866    0.7046979    0.7046982
      0.8006483    0.8273038    0.9553024    0.9553025    0.9592358
      0.9861421    1.0022406    1.0022406    1.0401910    1.1300575
      1.1300577    1.1448738    1.2477082    1.2477085    1.2684428
      1.3761197    1.4415757    1.4415758    1.4420272
            0 EIGENVALUES BELOW THE ENERGY   -7.00000
       ********************************************************
Filtering according to
band index (Igor Pro)
3D contourplot for given
energy for each band index
(Mathematica)  
K
M
A
combination of 3D objects
(MathGl3D)
Figure 1.7: eigenvalue spectrum for the Γ point; three-dimensional Fermi surface
generated from a cubic grid
1.5 The projected Band Structure
A surface projected band structure is particularly useful for the discussion of
film substrate interactions. The complexity of DFT/LDA does not allow the
modelling of large interfaces with a vast number of atoms. A coupling to the
substrate bulk continuum can be discussed to some extent with the surface
projected band structure from a suitable bulk calculation of the substrate.
For the case of YSi2 one is particularly interested if the aforementioned two
states are actually surface states or maybe only resonant states, which couple
to some extent to Si bulk states but have an increased amplitude at the surface.
Therefore it is necessary to project the Si bulk continuum onto a Si(111) surface
and to test if Si bulk states with the same k‖ as the surface states exist and
hence might provide a coupling for E(k‖ bulk) = E(k‖ surface).
24 Chapter 1: Introduction to ARPES and DFT . . .
However for YSi2 such a coupling for the two surface bands is not possible.
An inspection of Fig. 1.8 shows that both features are situated in the band
gap of the projected Si band structure. Therefore the two states are true
surface states. Practically the [111] projected band structure of Si is computed
by calculating the eigenvalues on a two-dimensional grid (example Fig. 1.8b,
which is spanned by the surface normal and the measurement direction. The
k⊥ values are discarded and plots similar to Fig. 1.8a) can be obtained. The
gray dots show the projected eigenvalues of Si bulk bands obtained by this
procedure and confirm the location of both surface states at Γ and M in the
band gap of the projected bulk band structure.
1.6 Susceptibility
In connection with the three-dimensional representation of Fermi surfaces it
has been mentioned, that parallel sheets of the Fermi surface are particularly
interesting, since electronic states in the immediate vicinity of the Fermi level
can determine macroscopic materials properties via low energy excitations and
the formation of electron hole pairs. The wave vector dependant susceptibility
quantifies the energy gain associated with the removal of Fermi surface parts
due to a time independent potential caused by e.g. a phonon mode in the charge
density wave case. The susceptibility is intimately related to the Lindhard
response function
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Figure 1.8: Theoretical dispersion for YSi2 along high-symmetry directions. Shown
in gray dots is the projected Si bulk band structure
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χ(q) =
∫ fk − fk+q
ek − ek+q dk. (1.18)
It is obvious, why the states at EF contribute most. In the equation a zero
energy difference between ek and ek+q leads to a divergence and hence to a peak
in the response function. If the associated energy gain of all electron/hole pairs
in the Brillouin zone exceeds the e.g. energy of the static lattice deformation
with wavelength q, the deformed lattice will be the ground state of the system.
The vibrational properties of the lattice are not included at present in the
computational framework. Nevertheless, it is possible to distinguish different
perturbations q in terms of their electronic response function. A convincing
indication for an electronically driven phase transition is the detection of a gap
at EF at the given q.
Computationally the response function has to be analyzed for a variety of
q’s in order to detect promising ordering vectors. The corresponding extensions
to the standard Wien2k code were written in C. Ambrosch-Draxl’s theory group
[10]. Specifically this applies to the generation of suitable k-meshes in the IBZ,
which is done in the subprogram ”qgen” and the evaluation of the integral
χ(E,q) =
∫
δ(k+q − k − E)dk (1.19)
in the subprogram ”coup”. A commented input file for the two programs is
shown for reference purposes. Fig. 1.9 a) shows the relevant input file for the k-
space integration. It is possible to study the susceptibility for a specific band,
however the indexing scheme has to remain consistent (as in the case of 3D
Fermi surface generation) and therefore the eigenvalues have to be computed
in a large energy window. Fig. 1.9 b) shows the input file to generate a suitable
k-mesh. The parameters for sectioning the irreducible Brillouin zone are given
in units of primitive reciprocal vectors (e.g. b1, b2, b3, where b1=
2pi
V
· (a1 x
a2) with ai primitive Bravais vectors) and not in conventional reciprocal lattice
vectors. This is a major difference to the usual k vector definition in Wien2k,
which is in units of conventional reciprocal lattice vectors. Fig. 1.9 c) shows
a shell script, which automates the susceptibility calculation for a plane of q-
vectors. With such a shell script, one can calculate the in-plane susceptibility,
which can be directly related to Fermi surface maps in case of nesting. This
has been used in particular in conjunction with the Fermi surface topology of
rare earth dihydrides.
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FORM     internal label; for susceptibility use FORM  (COUP/FO RM )
1 16                 m inim um  and m axim um  index of bands, which are considered
0.001 0.001 1.0   energy window (start, step, end) in Ry with respect to Ferm i level
41 41 41 determ ines the k-point m esh in kx, ky, kz of IBZ
0 0 0 shift vector
1 0 0 q vector in internal coordinates of the IBZ vectors (prim itive k vectors)
-7.5 5.5 energy window in which eigenvalues are searched
for ((i=0 ; i<=42; i++ )) two nested counter loops
do
 for ((j=0 ; j<=42 ; j++ ))
 do
   let  qx = $i + $i the q vectors have to be com m ensurate with
   let  qy = $i + $j the k-m esh
   let  qz = $i + $j
   echo  41 41 41  > YH2.inq writing of the appropriate *.inq
   echo  0 0 0  >> YH2.inq
   echo $qx $qy $qz  >> YH2.inq
   echo  -7.5 5.5  >> YH2.inq
   x qgen generating k-m esh
   x lapw2 determ ination of occupancy (switch Ferm i in *.in2)
   coup coup.def integration in IBZ
   echo  next qvector  >> m youtput.coup
   echo $i $j 0 >> m youtput.coup
   cat YH2.coup_LR >> m youtput.coup collecting output in central data file
  done
done
a)
b)
c)
Figure 1.9: Input files for susceptibility calculation a) *.inq b) *.incoup c) automa-
tized calculation on 41 x 41 grid
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Abstract: The atomic structure of two-dimensional yttrium sili-
cide epitaxially grown on Si(111) was investigated by means of den-
sity functional theory calculations and angle-resolved photoemission
experiments. The obtained accuracy of the calculations allowed to
discriminate different surface arrangements in a quantitative way
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via comparing their theoretical band structure to the experimental
result. Theoretically we find significant changes in the dispersion of
a surface localized band upon varying the thickness of the topmost
silicon bilayer. For a thickness of 0.4 A˚ of the topmost silicon bi-
layer a strong asymmetry of the surface localized band with respect
to Γ is found, while a thickness of 0.8 A˚ yields a more symmetric
dispersion of the band. By comparison with the experimental pho-
toemission results, which show a rather symmetric band around Γ,
we can conclude that the topmost bilayer has a thickness of 0.8 A˚.
2.1 Introduction
For almost two decades the electronic structure of heavy rare earth (RE) sili-
cides has attracted considerable interest due to potential applications in silicon
based devices as a metallization layer. Very low Schottky Barrier heights on
n-type Si(111)[1] were determined. On a fundamental level, the very initial
stages of silicide formation, e.g. the formation of the first monolayer (ML) are
of special interest. It has been shown for YSi2, GdSi2 [2], ErSi2[3], DySi2 [4]
and HoSi2 [5] that a solid state reaction at elevated temperatures takes place,
which transforms the initially deposited monolayer into a structure commonly
denoted as a two-dimensional (2D) surface silicide. Figure 2.1 shows a graph-
ical representation of this model, together with the resulting surface Brillouin
zone. An intermixing of the two initial constituents (metal, silicon) leads to a
buckled silicon-bilayer terminated surface (Si1-Si2), with a planar, hexagonal
metal atom sheet (Y) underneath. Below, the silicon bulk follows (Si3 to Si11),
which is rotated 180◦ around the surface normal with respect to the orienta-
tion of the surface terminating bilayer (Si1-Si2). The depicted supercell (slab)
is inversion symmetric in order to simplify electronic structure calculations (see
below). A generalization of this structural model to other rare earths seems
feasible.
A recent detailed structural investigation of the YSi2 surface silicide based
on low energy electron diffraction (LEED), demonstrated that this technique
might show ambiguities due to the existence of different local R-factor minima
[2]. In this case the ambiguities arose for a bilayer thickness (Si1-Si2) of 0.33
and 0.79 A˚, where the R factor was similarily low. By choosing different mea-
surement geometries and with the support of ab-initio total energy calculations
Rogero et. al. [2] were able to circumvent this problem and proposed a struc-
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Figure 2.1: a) Side view of supercell. b) Top view of supercell. c) Hexagonal surface
Brillouin zone of the same supercell.
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tural model with bilayer thickness (Si1-Si2) of 0.8 A˚. In this paper we present
additional experimental evidence for the proposed model, by comparing the
experimental electronic structure to theoretical results obtained for different
bilayer thicknesses (Si1-Si2). For this purpose we calculated the band struc-
ture for surfaces, which deviated from the proposed structure and compare the
calculations to photoemission results. We used structural parameters closely
derived from the aforementioned LEED study with one free parameter, namely
the uppermost bilayer thickness (Si1-Si2), where the ambiguities in LEED arose
[2]. With regard to slight deviations for (Y-Si3) and (Si3-Si4) (see Table 1), it
is assumed that they do not affect the employed surface state dispersion due to
its localized nature (see below). The band structure was calculated ab-initio for
different thicknesses of the topmost bilayer (Si1-Si2). The different parameters
for structures ”α” to ”δ” and the LEED derived results are shown in Table 2.1.
2.2 Experimental and Computational Details
The YSi2:Si(111) silicide was prepared by depositing 1 ML of Y on a clean
Si(111)-7x7 reconstructed substrate at room temperature and a subsequent
anneal to 400◦C for 15 min. The pressure during evaporation and anneal was
in the low 10−10 mbar range. The formation of the 2D yttrium silicide was
confirmed by the presence of a sharp (1×1) LEED pattern with traces neither of
Table 2.1: Interplanar distances (in A˚) between atomic planes along the (111) di-
rection, derived from a LEED study [2] and the values employed in the present
investigation. (Si1-Si2) is varied between 0.2 to 1.13 A˚.
Atoms LEED DFT-LDA (Wien2k)
Slab ”α” Slab ”β” Slab ”γ” Slab ”δ”
Si1-Si2 0.79 0.2 0.4 0.8 1.13
Si2-Y 1.85 1.88
Y-Si3 2.08 2.04
Si3-Si4 0.90 0.78
Si4-Si5 2.35 2.35
Si5-Si6 0.78 0.78
LEED and this study both use a lateral lattice constant of 3.83 A˚
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the (7×7) nor the (√3×√3) reconstructions, which would have been indicative
for the reconstructed thicker silicide (for more details see Ref.[2]).
The photoemission experiments were performed in-situ in a modified VG
ESCALAB Mk II spectrometer with a base pressure lower than 10−10 mbar.
All measurements were obtained using monochromatized He I radiation. The
combined angular resolution of sample manipulator and energy analyzer was
approximately 1◦ and the energy resolution 50 meV [6],[7].
For the electronic structure calculations the ab-initio code Wien2k [8] was
used. A muffin tin radius for Y and Si of 2A˚ and 2.1A˚, respectively, was
assumed. The calculations are based on a slab as depicted in Fig. 2.1a,b).
The hexagonal unit cell with 12 inequivalent atoms has an in-plane lattice
constant of 3.83 A˚, a value based on the aforementioned LEED study [2]. The
lattice vector perpendicular to the surface has a length of 49.3A˚ and includes
a vacuum region of more than 12A˚. The unit cell is inversion symmetric and
is comprised of an YSi2 terminated top and bottom of the slab. In principle,
such a construction is valid, if a standing wave formation due to the limited
extension in z-direction is omitted. The supercell was constructed such that,
the interaction of the two surfaces through the slab and through the vacuum
region was minimized and the calculation was still feasible on a Linux PC with
an Ahtlon processor. Self consistency was achieved, when the total energy
change was less than 0.1 mRy in subsequent cycles.
2.3 Results
The resulting band structure for Slab ”γ” with a bilayer thickness of 0.8 A˚ is
plotted in Fig. 2.2a in an energy window from -10 eV to 1.6 eV along M Γ K
M in the surface Brillouin zone (Fig 2.1c). Additionally the surface projected
band structure for Si(111) is shown in gray as an overlay.
Figure 2.2b) shows the corresponding site resolved density of states for the
first 5 atoms (Si1-Si4, Y) and the bulk-like atom Si11. The computed band
structure (Fig. 2.2a) is in nice agreement with the band structure calculated
by Stauffer et. al. [9]. Special emphasis is drawn to band (A), which is in
the fundamental gap of the underlying Si(111) substrate. It cuts the Fermi
level at kF =0.14A˚
−1 and follows an almost parabolic downward dispersion to
M and K down to EB=-1.4 eV. The band is then rather flat along M K. It
is this flat region, which gives rise to a peak in the projected density of states
shown in Fig. 2.2b) and labelled as A*. This peak in the projected density of
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states can clearly be seen for Si1, Si2 and Y and then quickly fades out. This
confirms its localized nature and together with its position in the fundamental
silicon gap we identify band (A) as surface state. A discussion of the detailed
nature of bonding in this material is forthcoming [10]. In the following we
compare the calculated dispersion of band (A) to the experimental spectra.
The measurement and the corresponding calculated surface state dispersions
are shown in Fig. 2.3a). We restrict the discussion to the aforementioned band
(A). We note a very nice overall agreement between the measured E(k‖) and
the predicted behaviour, as an almost fully occupied band with a parabolic
downwards dispersion towards K and M and a rather flat region along K M .
Moreover if one compares to the overlayed computed surface state dispersion,
we note a maximum agreement between theory and measurement for slab ”γ”.
For the other calculated geometries the agreement is less convincing. While
the dispersion is less affected in the Γ M direction, a clear deviation from the
measurement is visible in the Γ K direction. For structure ”α” and ”β” we
observe a notable increase of the Fermi wave vector kF , rendering the band
structure more asymmetric around Γ. The increase in kF is approximately 50
percent with respect to the value for slab ”γ” , which is in disagreement to
Figure 2.2: a) band structure for Slab ”γ” and overlayed the surface projected band
structure of Si(111). b) atomic site resolved density of states for slab ”γ”.
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the measurement, where the region of high photoemission intensity is rather
symmetric around Γ. This can be clearly seen in the symmetrized spectra of
Fig. 2.3b), where an increased intensity at EF is signified by the merging of the
two symmetric features at EF into one peak. This is the case for spectra (1)
and (1*), which are symmetric around Γ. With regard to a distinction between
structure ”γ” and ”δ”, we note a better agreement at K for the structure ”γ”
.
Γ K MMΓ
Figure 2.3: a) Experimental band structure (shown is the second derivative of the
measured intensities in a grey scale, black corresponds to high intensity) for YSi2
along Γ M Γ K M and overlayed surface state dispersion for different supercells (see
text). b) Experimental symmetrized spectra for k‖ values around Γ.
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2.4 Discussion
The idea of discriminating different surface structural models via comparing
their corresponding electronic band structure to experimental photoemission
results is only feasible for certain cases. Reliable band structure calculations
must be possible for the system in question and the band structure, namely
specific localized bands, must be sensitive to the variation of structural param-
eters. In this sense the YSi2 system presents an ideal case, since it gives rise to
a surface state, which is localized largely in the topmost three layers. Further-
more the band dispersion is sensitive to the structural parameter that is to be
optimized namely the bilayer thickness (Si1-Si2). This sensitivity allowed us to
discriminate between the two different structures in question and it was possi-
ble to support the LEED derived bilayer thickness of 0.8 A˚ with yet another
technique, a photoemission guided DFT study. Whether one can do structural
analysis with this technique depends on the required accuracy. Stauffer et. al.
[9] have already shown for the same system that one can distinguish between
vastly different surface arrangements via comparing experimental photoemis-
sion data to simple model calculations. The lack of computational accuracy
though did not permit a quantitative analysis. Via using state-of-the-art ab-
initio calculations we sucessfully discriminated between a bilayer thickness for
the topmost silicon layer of 0.2, 0.4, 0.8 and 1.13 A˚. It is very comforting that
we used rather symmetry arguments for this distinction and not so much ab-
solute band positions. This points to the advantages of full-hemispherical pho-
toemission, where these symmetry elements can be immediately investigated.
Systematic deficiencies of e.g. the LDA approximations with its underestima-
tion of gap sizes and bandwidths, are rendered less important [11]. Despite the
overall very good agreement between calculation and measurement in the case
of YSi2, we note some deviations. The minimum for the surface band (A) is
too high by approximately 200 meV and the position of the minimum of the
second almost empty surface band around M (band B in Fig. 2.2a and Fig.
2.3a) is calculated too low by about 150 meV. This is the case for slabs α to δ
(only shown for slab γ in Fig. 2.3a). In this sense the LDA calculation yields
a larger overlap between band (A) and (B) (Fig. 2.2) than is actually present,
therefore e.g. the band overlap cannot be used in the same way to determine
structural parameters, as we have demonstrated for the surface band.
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2.5 Conclusion
We demonstrated the use of DFT and angle-resolved photoemission to dis-
tinguish between different structural models. Via such a comparison it was
possible to support the previously suggested structure for YSi2 [2] via pho-
toemission spectroscopy. We observe significant changes in the dispersion of a
surface localized band upon varying the thickness of the topmost silicon bilayer,
ranging from 0.2 to 1.13 A˚. We find a strong asymmetry with respect to Γ of
the surface band for a thickness of 0.4 A˚ of the topmost silicon bilayer, while a
thickness of 0.8 A˚ yields a dispersion of the band in much better agreement to
the experiment.
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1x1 and YSi1.7
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Abstract: We report angle-resolved photoemission measurements
of Y silicide thin films. X-ray photoelectron diffraction data are pre-
sented, which provide strong support of previously proposed struc-
tural models. UV photoemission data are analyzed in terms of
backfolding of surface bands during the structural transition from
YSi2 1x1 to YSi1.7
√
3 x
√
3 R30◦. We find clear indications for the√
3 x
√
3 R30◦ reconstruction in the valence band electronic struc-
ture of YSi1.7. However, the observed valence band might indicate
an influence of the underlying Si(111) substrate as well. It is pro-
posed that the surface state - substrate interaction is mediated by
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the reconstructed YSi1.7 spacer layer via Umklapp scattering. For
the unreconstructed YSi2 (1x1) surface system no scattering vectors
are provided by the lattice and the observed bands are true surface
states, which exist in the electronic gap of the Si(111) substrate.
3.1 Introduction
Rare earth silicides received increased interest due to potential applications as
metalization materials for silicon device applications. The surface electronic
structure during the interface formation, namely as a function of the overlayer
thickness, is consequently a key point for these materials. Interestingly, a struc-
tural phase transition occurs for overlayer thicknesses exceeding one monolayer
(ML) with the change from 1x1 to a
√
3 x
√
3 R30◦ periodicity for thicker films.
It has been shown that the new periodicity is related to the formation of an
ordered vacancy network in the silicon planes (see e.g. [1] and ref. therein). It
was claimed that the very surface atomic structure in the reconstructed phase
is largely unaltered with respect to the unreconstructed phase. A summary
of the proposed crystallographic model is given in Fig. 3.1a), a more refined
model including lateral relaxations will be published elsewhere [2].
The surface silicide consists of a buried Y layer (Y 1) with a buckled Si
bilayer (Si 1 and Si 2) on top. The hexagonal Y layer rests on the silicon bulk
crystal (not shown) such that Y atoms are in a T4 position with respect to the
underlying substrate. The YSi2 1x1 unit cell is shown dark gray shaded. For
details on the structure, especially regarding lateral relaxations, the reader is
referred to [3].
The reconstructed silicide is formed if the initial amount of Y exceeds a
coverage of 1 ML. The respective positions of Si1, Si2 and Y1 are assumed
to be largely unaltered. The underlying crystal is derived from the bulk YSi
structure, which is of the AlB2 type. For the 2 ML case, this translates into
an additional graphite-like Si sheet Si3 and a second planar yttrium sheet (Y2)
underneath, which is followed by bulk Si (not shown). It is believed that an
ordered array of vacancies is established in the Si3 layer with a
√
3 x
√
3 R30◦
periodicity. A possible vacancy array is indicated in Fig. 3.1a) with rectangular
markers and the corresponding
√
3 x
√
3 R30◦ unit cell is gray shaded. Please
note that there are no indications of these vacancies in the topmost silicon
bilayer (Si1 and Si2) [4].
Consequently, due to the largely unaltered surface atomic structure, the
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Figure 3.1: a) structural model of yttrium silicide b) Brillouin zones of YSi2 1x1
(black lines) and YSi1.7
√
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surface electronic structure of the reconstructed phase is believed to be dom-
inated by umklapp scattering effects [5]. The surface silicide supports two
surface states, which should be backfolded into the new smaller
√
3 x
√
3 R30◦
Brillouin zone (see Fig. 3.1b) of the reconstructed phase.
Such Umklapp scattering is of great interest for the detection of various
ordering phenomena with angle-resolved photoemission. It has been shown by
Voit[6], that the detection of shadow bands might be seriously hampered by
an unfavorable redistribution of spectral weight, which tends to emphasize the
unperturbed bands. We concentrate on three film thicknesses, the unrecon-
structed surface silicide (YSi2) and a 2 ML respectively 10 ML thick sample
YSi1.7, which already exhibits superstructure traces. Angle-resolved photoemis-
sion measurements with X-rays (X-ray photoelectron diffraction, XPD) and UV
photons (angle resolved UV photoemission, ARUPS) are presented. The mea-
surements are discussed in terms of model calculations obtained via multiple
scattering calculations for XPD analysis and density functional theory (DFT)
for ARUPS data. The 2 ML thick sample is used to investigate the atomic
structure with XPD, since the limited thickness is beneficial for the analysis.
ARUPS is however performed for the 10 ML sample, as these thicker films are
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more representative of the bulk, since there are indications of a doubled or even
quadrupled unit cell in [0001] direction[1].
3.2 Experimental and Computational Details
The experimental details of the sample preparation and the specifications of
the employed modified VG Mk II photoemission apparatus have been already
outlined in publications dedicated to the understanding of the surface silicide
[7][8]. In this investigation the scope is extended from the ultra-thin 1x1 surface
silicide YSi2 to very thin reconstructed silicides.
Full hemispherical measurements of the Y 3p photoemission intensity
(Ekinetic=1440.3 eV), excited with Si Kα are presented. These measurements
are sensitive to the local environment around the specific scatterer, namely Y
atoms [9] and can be understood via scattering calculations based on model
clusters. In this investigation the scattering calculations were performed with
the multiple scattering code EDAC [10][11].
The electronic structure calculations are based on DFT in the framework
of the generalized gradient approximation (GGA). The APW+lo code Wien2k
[12] was employed.
3.3 Experimental and Computational Results
3.3.1 X-Ray Photoelectron Diffraction and Multiple Scat-
tering Calculations
The experimental XPD results and their respective simulation counterparts are
summarized in Fig. 3.2. The angular distribution of the Y 3p core level emis-
sion is shown in stereographic projection in a linear gray scale, where white
corresponds to strong emission signal. Fig. 3.2 shows the experimental XPD
results for YSi2 1x1 (Fig. 3.2a) and 2ML YSi1.7
√
3 x
√
3 R30◦ Fig. (3.2b).
On the right hand side (Fig. 3.2c,d) the respective multiple scattering simu-
lations are shown. The analysis is based on the cluster model (shown in Fig.
3.2e). Open dots, which are overlaid onto the diffraction maps, originate from
a stereographic projection of the relevant forward focusing directions with re-
spect to the two different Y layers (Y1 and Y2 in Fig. 3.2e). The corresponding
angles are shown in Fig. 3.2e) in gray for emission from Y1 and in black for
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emission from Y2. In order not to cover the complete measurements, only one
third of the hemisphere for the stereographic projection of the cluster is shown
(Fig. 3.2a-d). Furthermore in order to simplify the discussion, the φ=0 line
is shown for all polar angles. This allows an immediate comparison between
measurement, simulation and cluster model for this line. The size of the dots
for the projection scales inversely with the emitter-scatterer distance, which
emphasizes nearest neighbor scattering. The overall agreement between exper-
imental data (Fig. 3.2a,b) and the simulation (Fig. 3.2c,d) is convincing. In
the follwoing we will discuss some details.
For YSi2 1x1 (Fig. 3.2a, c and e) a threefold pattern is obtained. The lack
of high emission intensity in normal emission is consistent with the structure
model, which places Y 1 in a hollow position underneath a buckled Si hexagon
(Si 1 and Si2). The threefold pattern is the direct fingerprint of this buckling.
The position of feature 1 (Fig. 3.2a,c) can be directly understood in terms of
scattering at the Si 1 layer (Fig. 3.2e, 42.1◦). The respective expected forward
focusing peak for nearest neighbor scattering between Y1 and Si 1 is shown at
42.1◦ with an open marker (feature 1 in Fig. 3.2a,c), which is experimentally
well confirmed. On the other hand the second primary feature (feature 2 in
Fig. 3.2a,c) is the result of interference of nearest neighbor and next-nearest
neighbor scattering. The expected forward focusing maxima at 50.1◦ and 61.0◦
(Fig. 3.2e) are not reproduced in the experimental data nor the calculation.
Instead of maxima at the respective positions (open dots in Fig. 3.2a,c), a
rather elongated ellipse is observed (feature 2 in Fig. 3.2a,c). The shape of this
ellipse depends crucially on the Debye temperature. We find a strong deviation
from bulk silicon values (ΘDebye(Si 1, Si 2)= 456 K compared to ΘDebye(Sibulk)=
645 K) in agreement to a previous LEED study [3]. Unfortunately the employed
multiple scattering code does not yet allow for a layer-resolved definition of the
Debye temperature, such that one cannot distinguish between Si 1 and Si 2
vibrations. Another interesting diffraction effect is the occurrence of ring-like
features (white line in Fig. 3.2a, c). These rings originate from interference
between scattered and unscattered waves.[13]
The diffraction maps for the 2 ML thick YSi1.7 show more features, as it
is expected for an emission signal originating deeper in the crystal. Expected
forward focusing maxima along the [10-10] direction are labeled in Fig. 3.2e)
in gray for Y1 related features and black for Y2 related features) and shown in
corresponding open dots in Fig. 3.2b) and d). The overall agreement between
experimental data and numerical results is again quite convincing. First of all,
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a maximum at the center of the diffractogram is apparent, which can be readily
understood as Y2-Y1 forward focusing (long arrow in Fig. 3.2e). Additional
maxima close to the center are observed in the diffractograms (Fig. 3.2b and
d), which are again Y2 related and are caused by scattering at the respective
buckled Si toplayer (Si 1 and 2 in Fig. 3.2e). The corresponding features appear
almost hexagonal, since for Y2 centered emission the buckling translates into
a smaller polar angle difference compared to emission from Y1 sites (20.7◦ and
19.0◦ compared to 50.1 ◦ and 42.1◦). Another expected feature is Y2 related
scattering at the hexagonal graphite-like layer (Si3). A 6-fold symmetric feature
is expected at 48.7◦. This feature is masked by the primary features due to
Y1-Si1,Si2 scattering. Measurements on thicker films (not shown) however
confirm the expected 6-fold emission patterns for bulk coordinated Y sites due
to the planar graphitic sheet structure of the compound. The proposed vacancy
structure in the silicon sheets is not observable with the technique since the
signal is integrated over a large area (mm2) and consequently averaged out for
different domains.
3.3.2 UV Photoemission and DFT
The main ARPES results are summarized in Fig. 3.3, together with appropriate
DFT calculations (see below). The experimental results were obtained from
YSi2 1x1 (Fig. 3.3a,b and c) and from a 10 ML thick,
√
3 x
√
3 R30◦ YSi1.7 film
(Fig. 3.3e,f and g). Fermi surface maps (Fig. 3.3a,e) together with dispersion
plots along Γ K M (Fig. 3.3b,f) and along Γ M Γ (Fig. 3.3c,g) are shown.
The two directions, for which band mapping experiments were performed, are
indicated in the Fermi surface maps as gray arrows. The results for YSi2
are mainly reported here as a reference. The main focus lies on a discussion
of reconstruction induced changes, which should be visible in the comparison
between YSi2 1x1 and YSi1.7
√
3 x
√
3 R30◦.
The electronic structure of YSi2 1x1 has been discussed in detail in a recent
publication, the major points are given here for ease of argumentation again[7].
The Fermi surface of YSi2 arises due to contributions of two bands, labeled as
features one and two in Fig. 3.3a). An almost filled band (feature 1) gives
rise to emission centered at Γ and an almost empty band (feature 2) cuts the
Fermi energy close to M . The occupation and bandwidth of the two bands were
determined via measuring the dispersion relation in terms of k‖ along Γ K M
(Fig. 3.3b) and Γ M Γ (Fig. 3.3c). Feature one exhibits a nearly parabolic
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Figure 3.2: Photoelectron diffraction maps for YSi2 1x1 and YSi1.7
√
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a) Experimental XPD YSi2 1x1. b) Experimental XPD YSi1.7
√
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√
3 R30◦. c)
Simulated diffractogram YSi2 1x1. d) Simulated diffractogram YSi1.7
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e) Employed cluster model.
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downwards dispersion towards M and K, where a binding energy of ≈-1.5 eV
is reached (Fig. 3.3b,c). The dispersion between K and M is rather flat. The
band cuts the Fermi level at ≈0.2 A˚−1. Feature two has an elliptical shape
around M , with a binding energy of ≈-0.3 eV, rendering YSi2 a half metal due
to a small indirect overlap between feature one and two.
It has been shown previously that both bands are surface localized states.
These surface states are very well reproduced by DFT calculations[7][8]. The
corresponding theoretical dispersion relation for the electron and hole pocket
is shown in Fig. 3.3b) and c) as open (filled) dots for the electron (hole)
pocket with a convincing agreement to the experimental data. The theoretical
band minimum at M is ≈200 meV too low, which is reminiscent of the well
known band gap problem within the local density approximation. The same
calculation is shown in Fig. 3.3d) for Γ K M , but in a Brillouin zone adapted
to a
√
3 x
√
3 R30◦ reconstruction (see below).
A perturbation potential with
√
3 x
√
3 R30◦ periodicity gives rise to a
larger unit cell and consequently a smaller surface Brillouin zone. The rela-
tion in k-space between the 1x1 and the reconstructed surface Brillouin zone
is shown in Fig. 3.3e) together with the corresponding Fermi surface map
obtained for the reconstructed silicide. The 1x1 Brillouin zone is shown in
white, the smaller reconstructed Brillouin zone in gray (Fig. 3.3e). The non-
symmetric Γ K M direction becomes in terms of the new Brillouin zone a
symmetric Γ’ M ’ Γ’ M ’ direction. Similarly Γ M Γ is now denoted as Γ’ K’
M ’ K’ Γ’. The high symmetry points K and Γ’ become equivalent.
It is generally assumed that the stoichiometry of the topmost three layers
(Si 1,2 and Y1 in Fig. 3.1a) does not change upon reconstruction. Vacancies
are not formed in the topmost layer, since a stress relief is possible by lateral
relaxation. Consequently the number of surface state bands in the unrecon-
structed surface Brillouin zone is not changed either. The new position of
the surface bands arises if the new reciprocal lattice vectors Γ’Γ’ resp. M ’M ’
are considered, which serve as Umklapp scattering vectors and fold the un-
perturbed bands into the new
√
3 x
√
3 R30◦ Brillouin zone. Such a shift is
exemplified for the hole pocket at M (arrow in Fig. 3.3d), which appears at
M ’, due to a translation via one reciprocal lattice vector M ’ M ’ (black arrow).
Similar translations yield the additional corresponding Umklapp bands, which
are shown in gray in Fig. 3.3d).
Compared to the unreconstructed case, the Fermi surface should reflect
the new periodicity and it has been proposed that the adaptation proceeds via
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Figure 3.3: ARPES results for 1ML YSi2 1x1 a,b and c) and YSi1.7
√
3 x
√
3 R30◦
e,f and g). a,e) Fermi surface map in parallel projection in a linear gray scale,
white corresponds to high intensity. Surface Brillouin zones of the reconstructed
(gray) and the unperturbed lattice (white) are shown. b,c,f and g) Dispersion plots
along high symmetry directions, projected onto a k‖ scale, linear grey scale, high
intensity corresponds to black. Results of band structure calculations are overlaid.
d,h) Theoretical band dispersion including Umklapp-scattered bands (gray) and the
projected silicon bulk band structure (small dots in h)
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such a backfolding scheme[14]. In this sense, neglecting hybridization gaps at
the zone boundaries, one expects the unperturbed two surface bands to appear
in the new small Brillouin zone. And indeed it seems that the aforementioned
hole pocket at M is now similarly probed at M ’ (cp. to Fig. 3.3e). An
effect which seems to persist for higher order Brillouin zones as well. It has
been already pointed out for ErSi1.7 [14], that the pockets at M ’ seem to be
non-symmetric with respect to the high symmetry point. This effect has been
ascribed to matrix element effects. However more dramatically, there is no trace
of a similar redistribution of spectral weight at Γ’. The expected backfolding
clearly suggest Umklapp bands at M ’ and Γ’, as it is shown in Fig. 3.3d).
The absence of an Umklapp band at Γ’ (cp. to Fermi surface map in 3.3e)
however does not mean that the corresponding electron pocket is not affected
by the new lattice periodicity. Fig. 3.3g) shows clearly a parabolic band,
similar to the unperturbed case of Fig. 3.3c), with a slightly larger Fermi wave
vector of ≈0.3A˚. The band exhibits minigaps and backfolding features, as they
are suggested by the overlay (line as guide to the eye) in Fig. 3.3g) in the
inside of the parabola. However the situation is less clear for the Γ’M ’Γ’M ’
direction (Fig. 3.3f). Evidently at the bottom of the electron band at -1.4
eV at Γ’ a clear splitting is observable. Such a behavior is consistent with an
Umklapp scattering scenario (Fig. 3.3d), which predicts a similar splitting at
Γ’. The sampling of this band seems to be different for higher order Brillouin
zones, as it is evident in the comparison between M ’ points of Fig. 3.3f) and g),
respectively. The respective bands are only observable in Γ’ M ’ Γ’ M ’ direction
for a small k-range around Γ’ and quickly fade out. For lower binding energies,
closer to the Fermi level the respective Umklapp bands are hardly observed.
So far the discussion has been centered on the two surface states and how
they are perturbed by the new lattice potential, as it is evidenced as a
√
3
x
√
3 R30◦ reconstruction. However these surface states have an appreciable
extension into the bulk and are not strictly localized at the top silicon layer
[7]. However the interaction with the continuum of bulk silicon states is hardly
possible due to a gap in the surface projected band structure. Hence, the
aforementioned states are true surface states, which decay exponentially into
the bulk. The position of the silicon bulk band edge with respect to the sur-
face state is shown in Fig. 3.3h) as open triangles. Quite contrary, for the
reconstructed case, the new periodicity opens up new possibilities of surface-
bulk interactions as well. Similarly to an Umklapp scattering of the surface
states, the projected silicon band structure has to be evaluated via Umklapp
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scattering in terms of the new periodicity as well. Such an evaluation has been
done for the ΓKM direction. The result is shown in Fig. 3.3h). The pro-
jected band structure of silicon (small black dots) is backfolded at the Γ’ point
(gray dots). Compared to the unperturbed case, where the distance between
surface state (open dots in Fig. 3.3h) and bulk band edge (triangles in Fig.
3.3h) does not permit an appreciable interaction, the surface state is expected
to interact strongly with the underlying substrate in the backfolded scheme.
The upper band edge of the backfolded projected bandstructure is emphasized
with star-shaped markers in Fig. 3.3h) and cuts the electron pocket around Γ’.
The electron pocket in the measurement seems to sample this band edge, as
it is evident in Fig. 3.3f). The small k-space region, where increased emission
intensity is observed, is confined by the band edge (star markers in Fig. 3.3f).
3.4 Discussion
The interaction of confined electron states with an underlying bulk band struc-
ture has been discussed previously in relation to quantum well states, where
similar effects have been observed for Mg on Si(111)[15]. There is no rigorous
distinction between a quantum well state and a surface state apart from the
higher degree of localization for the surface state. In this respect the observed
surface substrate interaction seems not unusual and certainly feasible for the
measured thickness. It is the unique role of the reconstructed ”spacer” layer,
which renders this system potentially unusual. The ”spacer” layer of YSi1.7√
3 x
√
3 R30◦ seems to provide the crystal momentum to enable an interaction
between surface and bulk bands, via Umklapp scattering. A schematic sketch
is shown in Fig. 3.4.
The interaction, which is not possible in the unreconstructed case, might
become feasible due to an interaction of the substrate states with the crystal
lattice of the spacer layer. It might be speculated upon if such a scenario
might serve to stabilize the
√
3 x
√
3 R30◦ reconstruction itself. It is to be
pointed out, that such a surface state-bulk interaction might even proceed for
large overlayer thicknesses, as it has been confirmed for an sp surface state
on W(110)[16]. The electronic structure of the reconstructed YSi1.7 layer has
been completely neglected in this argumentation. It would be highly desirable
to perform realistic band structure calculations based on an exact structural
model with possible lateral relaxations and including both interface and surface
effects and photoemission matrix elements. These calculations should clarify
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Figure 3.4: Schematic sketch of surface state-bulk interaction
the strength of the scattering potential and the hybridization gaps due to the
vacancy network, which should yield realistic Umklapp bands, especially at EF ,
where large discrepancies between theory and experiment seem to exist.
3.5 Conclusion
We have presented XPD data for 1 ML YSi2 and 2 ML YSi1.7. The agreement
between multiple scattering calculations based on a cluster model and the mea-
surements are convincing. A structure model is confirmed, which consists of a
buckled Si bilayer above a hexagonal Y layer for 1 ML YSi2. For 2 ML YSi1.7
additional maxima are observed, which can be assigned to emission from the
second, deeper lying Y layer. UV photoemission measurements for YSi2 are in
excellent agreement to DFT calculations. For thicker films the comparison be-
tween experimental data and DFT results is less straightforward. We observe
a Fermi surface, which is dominated by Umlapp scattering of only one surface
band at M . For higher binding energies clear traces of Umklapp scattering at
the Brillouin zone boundaries related to the
√
3 x
√
3 R30◦ reconstruction are
found. There is an appealing correspondence between a drop of photoemission
intensity and a band edge crossing of the Si(111) projected band structure.
The necessary crystal momentum for the proposed interaction between surface
state and bulk silicon bands would be provided by the reconstructed spacer
layer.
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Electronic Structure of Rare
Earth Hydrides
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Chapter 4
Introduction
4.1 General Remarks
Rare earth-hydrides (ReHx) (Re=La and the Lanthanides and for argumenta-
tive simplicity Sc and Y are referred to as rare earths as well) have received
considerable interest mainly due to promising applications in the field of hy-
drogen storage [1]. The ease of bulk hydrogenation and the simple hydrogen
release seemed to facilitate a means of storing this potentially explosive gas for
the use in modern fuel cell applications. Basic research on this subject however
could not be based on single crystalline material since the hydrogen incorpora-
tion into the lattice leads to large stresses in the material, which tend to crack
and powderize the material.
More recently thin films of Re-hydrides have attracted widespread interest
due to the possibility to tune very elegantly electronic properties via adjust-
ing the hydrogen content in the material. Moreover the hydrogenation of thin
films does not seem to affect the crystallinity of the material, contrary to bulk
samples. Hence they offer a possibility for basic research to study single crystal
hydrides. The aforementioned hydrogen dependent properties were spectacu-
larly demonstrated for the optical absorption coefficient in the YHx system.
The change between the metallic pure Y, the still metallic and hence reflecting
dihydride and the insulating and hence transparent trihydride became com-
monly known as the switchable mirror effect [2]; switchable, because the effect
can be reversed via depleting the crystal from hydrogen (e.g. via heating)
The same effect was observed for the whole class of the Lanthanides and their
alloys and even for Mg based compounds[3]. The observed change in the op-
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tical properties can be characterized in more scientific terms as a hydrogen
induced metal-insulator (Me-I) transition. Somehow the addition of hydro-
gen to a metal leads to an insulating material, whose electronic structure is
characterized by an excitation gap, which is in the visible optical range for the
Re-hydrides. The prospect of using these materials as optical switches initiated
of course numerous experimental efforts in order to increase cycling endurance,
switching speed and finally a working device was demonstrated [4][5]. In the
wake of these increased activities other properties, tuneable with adjusting the
hydrogen content, were discovered. Especially magnetic properties were also
shown to depend strongly on the hydrogen content. Gadolinium is a ferromag-
net, while GdH2 orders antiferromagnetically at low temperatures[6]. It was
shown that it is possible to tune Ruderman, Kasuya, Kittel, Yosida (RKKY)
interactions via a hydrogenation of an appropriate spacer layer [7].
4.2 Theoretical Models
On the other side, theory started out to explain the Me-I transition via mod-
ern electronic structure theory. Quite surprisingly, the problem required some
rather subtle concepts of modern solid state physics.
The addition of hydrogen to a metallic host can be viewed as an addition
of an unpaired electron shell to the metallic host. Depending on the electro-
negativity of the hydrogen and the metal site, one can imagine the formation
of negatively or positively charged H sites. In the former case, electrons from
the metallic host are withdrawn and added to hydrogen sites (crudely speaking
in order to create a stable 1s2 configuration). In the latter, the initial H related
electrons are attracted from the surrounding metal and a positively charged H
site is left over. Depending on the charge state of the H site, one distinguishes
between the protonic and anionic model for positively- and negatively charged
hydrogen sites. The charge state of hydrogen was experimentally determined
to be negative [8][9]. In a band theory approach, the occupation of H sites
by two electrons corresponds to the formation of a hydrogen related band,
which is below the Fermi level and hence occupied by two electrons. Contrarily
the protonic model would correspond to the formation of an empty hydrogen
related band above the Fermi level.
Switendick [10][11] undertook a pioneering band structure calculation for
YHx based on a non-self consistent augmented plane wave (APW) approach.
Upon the formation of the dihydride phase (two additional H atoms in the unit
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cell) a fully occupied hydrogen related band, below the metal d-band, and well
below the Fermi level was calculated. For the insulating trihydride phase an
electronic gap of 1.5 eV was obtained. Quite unexpectedly the finding of a large
gap, insulating ground state for YH3 could not be reproduced by self consistent
state-of-the-art electronic structure calculations, which yielded a metallic or
semi-metallic state for the trihydride phase [12, 13] with an, admittedly very
small, band overlap at EF . It was pointed out by Kelley [14], that a symmetry
breaking could turn the semi metal into an insulator via a gap opening due to
the new crystal potential. Such a Peierls transition is energetically favoured
if enough energy is gained via the band lowering in order to compensate for
the deformation of the lattice. The electronic structure of the unperturbed
lattice seemed to support such a transition, as evidenced by an apparently
nested Fermi surface [15]. A vigorous debate started about the possibility
to detect such a broken-symmetry structure experimentally. The proposed
wave-like displacement of hydrogen, which should break the symmetry of the
lattice is very difficult to detect experimentally. One of the possible structural
candidates is a distorted HoD3 structure which already forms a
√
3 x
√
3 R30◦
reconstruction in the hydrogen sublattice of the otherwise hcp YH3 lattice.
Still the obtained gap sizes for various complicated broken symmetry structures
did not agree with gap size estimates from optical spectroscopies. Even more
puzzling, LaH3 which remains cubic in the trihydride phase (a broken symmetry
can be excluded) was observed to be similarly insulating and switching as well.
This renders the apparent subtleties of the YH3 crystalline structure as of minor
importance for the metal insulator transition.
Due to the obvious shortcomings of LDA, which does not treat electron
correlation effects properly and since such a disagreement between LDA cal-
culations and experimental observations has also been found in strongly corre-
lated electron systems like NiO2, a many body (MB) approach (hence including
electron correlation) to the problem was proposed by Ng and Eder[16][17].
Ng[16] used a trial wave function, initially proposed by Chandrasekhar
[18]. It is a two-electron wave function, which yields a bound state for the cor-
responding H− ion, with a quite reasonable binding energy of 0.7 eV. The wave
function can be illustrated as two bound electrons residing in different orbitals
(Fig. 4.1). The electrons have opposite spin, but nevertheless the outermost
electron is not in the H 2s orbital. The electron correlation is introduced via a
term c· | r1− r2 |, which tends to keep the electrons apart and leads to a corre-
lated motion and finally to a stable configuration. The resulting band structure
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Figure 4.1: Schematic representation of an H− ion, the correlated motion of the
valence electrons is indicated with a line (see text).
(including the many body physics) is obtained in a Gutzwiller approach and
can then be compared to LDA bandstructures. Since LDA neglects the cor-
related electron motion, such a comparison immediately traces the influence
of electron correlation in these materials. Fig. 4.2 shows the corresponding
bandstructure for LaH2 and LaH3 (Fig. 4.2a,b) obtained via calculations in
the framework of LDA (black and gray circles) and via a many body approach
(open circles). The bandstructures represented with black circles (open and
solid) originate directly from Ng’s work. An older LDA calculation [19] is
shown as well for comparison in gray circles. The many-body correction to the
LDA calculation (compare open and solid black circles) reveals the essential
physics originating from electron correlation. LaH2 is experimentally a good
metal, which is theoretically well reproduced, since there is no gap at EF for
neither the LDA calculations nor the MB bandstructure. The question arises
if there should be at all effects of electron correlation at play for the dihydride
phase? One has to bear in mind that the initial motivation for the MB ap-
proach were the peculiar properties of the H− ion. An ionic picture is certainly
not very appropriate for the metallic dihydride. But still the effects of electron
correlation are quite dramatic for the bandstructure (even if they do not affect
the transport properties) as it is shown in Fig. 4.2a). The bandwidth at the
Γ-point is dramatically reduced for the calculation including correlation. The
gray bars on the right-hand side indicate the narrowing for MB calculations
(open circles) compared to LDA calculations (solid circles). At Γ the hydrogen
related LDA bandwidth (shading 1)is significantly reduced for the MB clacula-
tion (shading 3). However the older LDA calculation from Gupta et. al. shows
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Figure 4.2: Comparison of LDA band structures (gray and black circles) to a many-
body approach (open circles). For comparison two different LDA band structures
are shown (gray and black circles).
a reduced bandwidth as well (shading 2). These kind of many-body effects on
the k-resolved band structure can be directly probed by ARPES and were one
of the motivations to study experimentally the rare earth dihydride phase in
chapter 6. Please note however, the large error margin in the LDA calculations
(manifested in the two different LDA calculations in Fig. 4.2a), which cast a
severe doubt on discussions about absolute band positions.
The MB effects should be much more important for the trihydride phase
(Fig. 4.2b) due to the reduced screening. In this case, the band renormaliza-
tion should directly affect optical and transport properties. LDA calculations
show a very small fundamental gap or even a slight band overlap (semi-metallic
ground state), while the MB band structure shows a large gap insulator (gray
shading labeled as 5). In fact, an assessment of the electron correlation strength
is made via a tight-binding fit of the LDA band structure, which allows for a
determination of the physically more illustrative hopping parameters. Interest-
ingly a necessary large renormalization/difference for the LDA-derived hopping
parameters indicated the importance of electron correlation for the problem.
The proposed local models [16][17] allow to explain, why the insulating state
exists even for hydrogen deficient ReH3−x with a very high vacancy (impurity)
level. The existance range for the insulating state extends below ReH2.9, which
is a very high doping level for conventional semiconductors.
The second model of Eder[17], which includes correlation as well focuses
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Figure 4.3: Single particle spectral function of a linear chain model calculation.
Right-hand (left-hand) side corresponds to electron addition (removal). The dashed
dispersion curve gives the mean field result. The scissors-like correction of valence
and conduction band is indicated with two arrows.
again on the particular properties of the H− atom. Similar to Ng et. al., it
was shown that the interaction between hydrogen and the surrounding atoms
depends crucially on the electron occupation of the hydrogen site. The H− ion
has a vastly different orbital radius, compared to the neutral case, and in turn
very different occupation dependent hopping parameters are to be expected
for fluctuations involving ”negatively charged” H sites and ”neutral” sites. It
is claimed, that if the resulting differences in the hopping integrals are com-
parable to other energy scales, the interaction must be treated explicitly. In
a model calculation involving a 6-atom linear chain of Y-H, such an occupa-
tion dependent hopping integral was introduced in addition to the usual on-site
Coulomb interaction of the Hubbard or Anderson impurity models. The result-
ing corrections of the single particle spectral function with respect to ”classical”
LDA calculations is shown in Fig. 4.3. The mean field result is shown as a
dashed dispersion line, while the result including correlation is shown as a full
dispersion line.
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It is of course tempting to generalize results from such a model calculation
to YH3. Upon inspection of the spectral function, one would expect for YH3
the opening of a substantial gap and the retainment of the calculated LDA
bandwidth. In this sense the result is quite different to the aforementioned Ng
model, since there the gap is opened due to a band narrowing, while in this
latter case the band is more opened due to a scissors like shifting of valence and
conduction band. Please note that different parameter values of the Coulomb
repulsion U do not change the mechanism opening the gap (Fig.4.3).
After this short review of the two developed theories including electron
correlation, it is to be pointed out, that the validity of the two models can be
directly probed with ARPES and the interested reader is referred to Chapter
7.
Very recently, it was pointed out that the failure of LDA to produce signif-
icant gaps for the trihydride phase might not be due to underestimated correla-
tion terms, but might be caused by an unjustified interpretation of Kohn-Sham
eigenvalues (LDA based eigenvalues) as single particle excitation energies. More
crudely speaking, it was shown that YH3 might be more similar to a conven-
tional semiconductor like Si (where LDA fails to reproduce the correct band gap
as well) and hence one observes just the usual shortcomings of LDA regarding
excitation gap sizes. A technical means to obtain correct excitation energies
from LDA is to correct them with the GW method. This method has proven
to yield rather satisfactory gap sizes for various materials with known underes-
timated LDA gaps such as silicon and germanium. There are two independent
studies of YH3 with the GW method [20][21][22]. Again the authors obtained
different results regarding the difference between the LDA band structure and
the ”correct” bandstructure (Fig. 4.4a,b,c). Van Gelderen (Fig. 4.4a,b for
LDA results and GW results, respectively) claims a slight increase in band-
width (though there is a decrease for the LaF3 structure in his work), which
suggests rather extended hydrogen related states and a shift of conduction
and valence band. Miyake obtained an unaltered valence band. Here the gap
is obtained via a shift of the conduction band. Finally it is to be decided,
whether the gap opening is due to large electron correlations at hydrogen sites
or not. An indication can be given by comparing the experimental band struc-
ture to the different models, namely the models from Ng, Eder, Miyake and
van Gelderen. An attempt in this direction is made in chapter 7.
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Figure 4.4: Comparison of GW corrections to LDA band structures from van
Gelderen and Miyake regarding YH3 in the LaF3 structure. a) LDA bandstructure
van Gelderen b) GW band structure van Gelderen c) solid lines LDA band structure
Miyake; solid circles GW valence band, open triangles GW conduction band
4.3 This Work
One of the main goals of the present work is the application of DFT to describe
the hydrogenation of rare earth materials and the comparison of its predictions
to measured photoemission data. Theoretically we rely on calculations in the
framework of LDA, namely the APW+lo code Wien2k [23]. These calculations
are comparable to the state-of-the-art before the advent of the calculations of
Ng [16] and Eder [17] (which include correlation effects) and the calculations
within the GW approximation [20, 21, 22]. Nevertheless it should be possible
to comment on the adequacy of the various theories since they all compare
their more refined results to standard LDA calculations.
Chapter 5 reports in a purely theoretical approach on LDA calculations
for face centered Y, YH2, YH3 and YH1. Special emphasis is drawn to the
evolution of the band structure with increasing hydrogen content. It is found,
that the different hydrogen absorption sites interact very differently with the Y
d-band manifold. Tetrahedral hydrogen affects mainly d-bands of t2g symme-
try, while octahedral hydrogen interacts primarily with eg bands. We find clear
indications that the formation of the dihydride phase acts as precursor for the
Me-I transition, since the filling of the tetrahedral H lattice leads to a redistri-
bution in the d-band manifold, such that subsequent octahedral hydrogen can
interact with (and remove) the remaining eg Fermi surface. In this sense this
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paper presents an improvement to the initial pioneering work of Swietendick
[10][11] since the calculations are now self consistent and secondly we present
proof for the selective interaction of H sites and Y d-bands, which we believe
is crucial for the mechanism of the Me-I transition.
The formation of the dihydride phase is understood as a precursor phase
for the Me-I transition. Its electronic structure is discussed in Chap. 6, where
angle-resolved photoemission data for ScH2, YH2, GdH2 and LaH2 are pre-
sented. These results are only possible due to recent experimental achievements
regarding the preparation of epitaxial hydride films in a UHV environment [24].
Theoretical APW+lo calculations show that the band structure of the differ-
ent dihydrides should be very similar. An inspection of the data sets confirms
this assumption. Via applying the free electron final state model, we achieve
excellent agreement between LDA calculations and measurements for the oc-
cupied d-band. Nevertheless we find a less convincing LDA description of the
hydrogen related bands, which already experimentally confirms the expected
deficiencies of LDA with regard to the description of hydrogen related states.
The Fermi surface topology is analyzed with theoretical calculations of the
generalized susceptibility, which shows only weak nesting. This computational
result challenges the view of the dihydride Fermi surface as a nested, warped
cube.
Finally Chapter 7 is dedicated to the trihydride phase. ARPES measure-
ments are presented and in detail compared to LDA calculations. A comparison
to the aforementioned theoretical models based on strong correlations and the
GW correction of LDA results in a preference to the model of Eder et. al. [17].
It must be however stated that this model calculation does not provide a similar
reference band structure (Fig. 4.3) as the other calculations, which renders the
comparison slightly biased. A better understanding of the photoemission data
would certainly be facilitated if the calculations would be better adapted to the
photoemission process itself. Namely the calculation of photoemission matrix
elements would greatly simplify the identification of specific bands, which in
turn would open new experimental possibilities as well, such as the clever use
of photon energy and polarization.
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Abstract: We present an ab-initio electronic structure study of
a face centered (fcc) cubic Y lattice, which is subsequently filled
with hydrogen in tetrahedral and octahedral sites. The stoichiom-
etry of the calculated compounds is Y, YHtetra2 , YH3 and YH
octa
1 .
Upon placement of hydrogen in tetrahedral sites we note for the
YHtetra2 phase a new, fully occupied hydrogen related band and a
redistribution in the d-band manifold at the Fermi level. Interest-
ingly during the fcc Y → YHtetra2 transition the overall topology
of the Fermi surface (FS) is not changed, but we note a change in
character from t2g to eg of the responsible band. It is this change to
eg character which allows subsequent H in octahedral sites to sig-
nificantly interact with the FS, finally enabling the metal-insulator
transition while reaching YH3. A placement of hydrogen solely in
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octahedral sites does not affect significantly the t2g d-band at the
Fermi level.
5.1 Introduction
The valence electronic structure of rare earth hydrides is both technologically
important and fundamentally interesting. Potential optical applications can be
envisioned based on the recent discovery of Huiberts et. al. [1] of a reversible
(switchable) metal-insulator (Me-I) transition between the reflecting, metallic
dihydride and the insulating, transparent trihydride. In a simple ionic picture
this transition corresponds to a complete capture of the three Y valence elec-
trons [Ar]4d15s2 by the three, then negatively charged H− ions. However in a
single particle picture hybridisation will not allow the H atoms to remove all
valence electrons and the system remains metallic. Indeed LDA calculations [2]
show a metallic state for YH3. The only way a (still insufficiently small) gap
could be obtained was via a Peierls type symmetry breaking of the complicated
HoD3 structure [2]. This argumentation certainly fails for the sister compound
LaHx, which does exhibit a similar Me-I transition without complicated crystal
structure changes. Later on, various models [3],[4] including strong electron
correlations reproduced the insulating ground state and led to a deeper under-
standing of the electronic interaction between hydrogen and the metallic host
lattice. Special emphasis was drawn to the peculiar properties of H−, whose
insufficient description within LDA, is believed to cause the wrong ground state
for YH3. The debate whether strong electron correlations play a role or not in
this material are ongoing, since recent GW calculations are able to reproduce
the insulating ground state without use of strong correlations [5, 6, 7].
In the present paper we deliberately assume a very simple fcc based structure
for YHx (Fig. 5.1a). This assumption decouples effects arising from crystal
structure changes (such as the complicated HoD3 structure proposed for YH3)
from the effects of hydrogenation as calculated via LDA. In this sense the pa-
per follows the spirit of the pioneering calculations of Switendick [8] with the
benefit of higher accuracy (self consistency) and recent experimental and theo-
retical developments, which initiate a critical assessment of the obtained LDA
based band structures.
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5.2 Computational Details
The electronic structure calculations are based on Density Functional Theory
(DFT) and the full potential linearized augmented plane wave code FPLAPW
Wien2k [9] was employed. There the unit cell is divided into non-overlapping
atomic spheres (muffin tin) and an interstitial region. In the muffin tin re-
gion the basis functions are comprised of atomic-like wavefunctions while the
interstitial region is described with plane wave basis functions.
The crystallographic structure for the four studied compounds is derived
from the published experimental structure of YH2 [10]. A lattice constant of
5.6201A˚ was assumed for all calculated hydrides. The sole difference between
the structures are the number and the positions of the incorporated hydrogen
atoms. It is assumed that the Y sublattice is not distorted and remains fcc,
independant of the degree of hydrogen filling. The fcc metal lattice and the
octahedral and tetrahedral hydrogen lattice sites are sketched in Fig. 5.1a).
Fig. 5.1b and c) display calculated FSs of fcc Y and YH2, respectively (see
below).
With regard to the specific Wien2k related parameters, we used a muffin
tin radius for rare earth atoms and hydrogen atoms of 1.16 A˚ and 0.85 A˚,
respectively. Self-consistency was judged to be, when the total energy change
was less than 0.1 mRy in subsequent cycles. The calculation was based on
10000 k-points, which corresponds to 286 k-points in the irreducible wedge of
the Brillouin zone (BZ). After obtaing self-consistency, the eigenvalues were
determined along some high symmetry lines as shown in Fig. 5.2.
5.3 Results
Yttrium: The computed band structure for fcc yttrium (Fig. 5.2a) is typical
for a fcc transition metal. The trivalent Y gives rise to an sp-band (open dots),
with a binding energy of -4.6 eV at Γ and a partially occupied d-band manifold.
A band with t2g character (black dots) cuts the Fermi level between Γ and X,
while the bands with eg symmetry (grey ovals) remain above the Fermi level.
YHtetra2 : Experimentally an exposure of the clean metal to hydrogen leads
to the formation of the dihydride phase, where hydrogen occupies tetrahedral
sites. The corresponding band structure is shown in Fig. 5.2b). The afore-
mentioned Y sp-band (open dots) hybridizes with the H 1s state, leading to an
almost rigid shift of this band by 3.4 eV to higher binding energies. Accordingly
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the position at the Γ point changes from -4.6 eV to -8 eV. A new band is formed
above the Y sp-band of almost entirely H 1s character (open rectangles in Fig.
5.2b). It is found between the Y sp band (open dots) and the d-band (grey
ovals). There is an indirect energy overlap between this band at its maximum
at the Γ point and Y d bands at its minimum at the X point. Correspondingly
the dihydride remains metallic, even for a considerable Fermi level lowering (in
a rigid band model) upon further hydrogen uptake as suggested in an ionic
picture. Furthermore the hydrogenation affects very much the aforementioned
d-band of t2g character (black dots), which was cutting the Fermi level between
Γ and X for the pure metal (Fig. 5.2a). This band (black dots in Fig. 5.2b)
does not cut the Fermi level anymore and has acquired instead an upwards
dispersion between Γ and X. Very importantly the FS is now formed solely by
one d-band of eg symmetry (grey ovals in Fig. 5.2b). Recently it has been ex-
perimentally confirmed by angle-resolved photoemission that this single band
hydride FS is indeed largely correct for ScH2, YH2, GdH2 and LaH2[11]. This
symmetry change due to the strong interaction between H in tetrahedral sites
and the Y t2g band is exploited in the formation of the trihydride phase.
YH3: A further exposure to hydrogen leads to the formation of the trihy-
dride phase, which is characterized by the hydrogen occupation of tetrahedral
and octahedral sites. The calculated band structure for fcc YH3 is shown in
Fig. 5.2c). The band bottom of the initial Y sp-band is now found at approxi-
mately -10 eV (open dots in Fig. 5.2c) and the YHtetra2 related H 1s band (open
rectangles) is virtually unaffected. The addition of octahedral hydrogen leads
to an upwards dispersion of the eg band (grey ovals) between Γ and X. Again
the introduction of hydrogen leads to the formation of one new band (black
rectangles in Fig. 5.2c), which is partially unoccupied and overlaps with the d
derived bands (circled in Fig. 5.2c). As explained in the introduction, this ren-
ders the trihydride a LDA metal, which is in disagreement to the experimental
data.
YHocta1 : In order to deepen our band analysis, we calculated the electronic
band structure for a fcc Y lattice with H solely in octahedral sites and the result
is shown in Fig. 5.2d). We note a very similar Y sp-band (black dots in Fig.
5.2d) for the YHocta1 structure (Fig. 5.2d) compared to the YH
tetra
2 (Fig. 5.2b)
structure. Obviously, compared to fcc Y, the t2g derived d-band (black dots)
between Γ and X remains at its position at the Fermi level, EF , similar to the
pure metal (Fig. 5.2a). The eg derived band (grey ovals) is lowered in binding
energy compared to the fcc Y case. For YHocta1 the largest changes appear for
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the ΓL direction and not for the ΓX direction. For ΓL we note a H 1s derived
band (grey rectangles), which now cuts the Fermi level.
5.4 Discussion
The preceding results illustrate a number of important hydrogen related elec-
tronic structure changes. We note a considerable lowering of the Y sp band
(open dots) by 3.4 eV for Y → YHtetra2 and by 2 eV for YHtetra2 → YH3, which
might explain the readiness of hydrogen-incorporation into the lattice. Fur-
thermore we observe a strong interaction between H in tetrahedral sites and
Y d-states of t2g symmetry (black dots), while octahedral sites interact mainly
with eg d-states (grey ovals). It is to be pointed out that the general shape of
the FS is conserved during the transition between fcc Y and YHtetra2 . The FSs
for the pure metal and YHtetra2 are shown in Fig. 5.1 b and c). The difference is
just that the FS in the Y case is due to a t2g band, while in the YH
tetra
2 case it is
derived from an eg band (as compared with the corresponding band structures
in Fig. 5.2a and b). In addition slight deviations occur in the vicinity of the
W point, which could easily be removed by a rigid shift (arrow in Fig. 5.2a)
of the Y sp-band (black dots) for the pure metal. The general shape of these
FSs (Fig. 5.1b and c) is a warped cube with protruding necks extending in
the ΓL direction. Contrarily the FS is largely different for YHocta1 due to the
EF crossing of a H 1s related band between Γ and L. In addition to the very
different FS, we note a partially unoccupied band of hydrogen character (grey
rectangles Fig. 5.2d), which does not give rise to the same stability as the com-
pletely filled H 1s related band for the dihydride (open rectangles Fig. 5.2b).
Accordingly the formation of YHtetra2 is naturally preferred. The occupation of
both, tetrahedral and octahedral sites then induces a new band, which overlaps
only slightly with the Y d-band manifold. In this sense, YH3 is an ”almost”
insulator.
Since experimental probes of the occupied band structure in general do
not detect major insufficiencies of the LDA band structure for the dihydride
phase, it would be now quite tempting to ascribe the shortcomings of LDA
to an insufficient description of H in octahedral sites. In terms of the many-
body theoretical model of Ng et. al.[3] for the related LaHx system this is only
partially correct. If on compares their band structure for LaH2 and LaH3 one
notices as a major difference to the LDA based band structures a flattening
(localization) of LDA bands. For the dihydride this affects primarely an un-
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occupied t2g band, which does not give rise to a major change in the physical
properties of the material. On the other hand for the trihydride, the flattening
of the uppermost H related band leads to the aforementioned opening of a gap.
One expects in this framework, that correlation effects are especially strong for
the trihydride phase, since the calculated renormalization parameters of the
overlap integrals are much larger for the interaction between H in tetrahedral
and octahedral sites, compared to the coupling parameters via metal d-states.
Nevertheless the many-body band structure for the dihydride is modified com-
pared to the LDA case as well. The correlation effects are simply not ”visible”
as they do not lead to a gap opening.
One could then ask, whether the dihydride phase is important at all for
the switching of the material or if it (in light of its natural occurence for all
heavy rare earths) even acts as a precursor state? We believe yes and one
important feature turns up in our presented calculations. It is the hydrogen
induced change of the d-band character at EF . The strong interaction of tetra-
hedral hydrogen with t2g d-bands leads to a FS which is comprised of states
with strong eg character. These states were shown to heavily interact with
octahedral hydrogen states, as they are provided during the dihydride → tri-
hydride transition. One is tempted to interpret the fcc dihydride phase with a
partially occupied eg band as the natural template for hydrogen absorption in
octahedral sites, which annihilates large parts of the dihydride FS. An ”almost-
insulator” state with a rather unstable partially filled H 1s related band (filled
rectangles in Fig. 5.2c) is therefore reached and the various scenarios for the
Me-I transition might or might not take place. This interpretation is supported
by the natural occurence of the dihydride phase for all the rare earths.
5.5 Conclusion
We have presented ab-initio calculations for Y, YHtetra2 , YH3 and YH
octa
1 all
in the fcc structure. We found important changes in the sperical harmonics
decomposition of the charge density at EF upon hydrogenation. We identify
the YHtetra2 phase as the natural precursor for the trihydride formation. The
observation of the transition from a t2g derived Y FS to an eg derived YH
tetra
2 FS
is an achievement of band theory and presents an extension of the simple ionic
picture, which a priori does not distinguish between hydrogen in octahedral
and tetrahedral sites.
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Figure 5.1: a) fcc lattice with occupied otahedral and tetrahedral sublattices. b) FS
for fcc Y and c) YH2
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Abstract: We report high resolution angle-resolved photoemis-
sion experiments on epitaxial thin films of different rare earth (RE)
dihydrides (RE=Gd,La) and of YH2 and ScH2. It is found through
ab-initio calculations and confirmed by Fermi surface mapping that
the electronic structure becomes very similar upon hydrogenation,
rendering the studied dihydrides isoelectronic. We propose that the
dihydride phase acts as a common precursor state for the formation
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of the insulating trihydride phase. For states with higher binding
energies (which exhibit considerable H character) the agreement
between calculation and measurement is less convincing. Indepen-
dent of the difficulties to describe these hydrogen related states,
we note in the comparison between experiment and calculation a
very convincing description of the Fermi surface for the dihydrides.
Therefore we trace the apparent inability of density functional the-
ory to describe the hygrogenation up to the trihydride phase to an
insufficient description of hydrogen states in general and in partic-
ular involving octahedral sites.
6.1 Introduction
The valence electronic structure of rare earth hydrides is both fundamentally
interesting and technologically important. Fundamentally interesting, because
one finds interesting phenomena, e.g. electronic and magnetic ordering and
metal-insulator (Me-I) transitions for a whole class of materials[1], hence al-
lowing the possibility to study these effects for different hydrogen concentra-
tions and various metallic host lattices. Initiated by potential applications,
the phase transition between the dihydride and trihydride phase received re-
cently tremendous interest, since the structural transition between the fcc di-
hydride and the hcp trihydride (exception is LaH2+x which remains cubic) is
accompanied by a spectacular change in the optical properties. The so called
”switchable mirror” transition for the reversible phase change from a metallic
reflecting dihydride to a transparent insulating trihydride was first described
by Huiberts et. al. [2] for YHx and LaHx. The search for other reliable and
fast switching materials beside the original systems revealed an astonishing
diversity of materials for which a hydrogen induced Me-I transition occurs,
basically comprising the whole rare earths, but also lighter materials such as
Mg [3] and different ternary compounds. The apparent universal nature of the
Me-I transition upon hydrogenation is one of the motivations to investigate
in this work the electronic structure of the metallic dihydride, which can be
perceived as a precursor phase. We report on high resolution angle-resolved
photoemission (ARPES) experiments on epitaxial thin films of different rare
earth dihydrides (GdH2,LaH2) and of YH2 and ScH2. In the following, for
argumentative simplicity, Y and Sc are referred to as rare earths (RE) as well.
The aforementioned insulating trihydride phase posed a very demanding
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challenge for modern electronic structure calculations. Ab-initio calculations
with the local density approximation (LDA) were unable to reproduce the
insulating ground state at all. Only a structural deviation [4],[5] led to a small
gap via a symmetry lowering. The discrepancy in gap size between calculation
and the experiment [6],[7] is comparable to known strongly correlated systems
and different models were proposed, which ascribed the Me-I transition to
strong electron correlations on H sites [8],[9]. Recently GW calculations were
able to reproduce the experimental gap and it was claimed, that the insulating
trihydride is similar to a conventional semiconductor [10],[11],[12]. From a
practical point of view it seems that the GW calculations only lead to a shift
of LDA bands with no significant modifications in terms of band width or
band topology. It is at present still unclear, where the limitations of LDA are
and if there is a general recipe how to correct LDA results. It is therefore very
interesting to test LDA for the dihydride phase, which is still metallic (therefore
presumably accessible with LDA) but can be viewed in a simplified view as
a hydrogen deficient trihydride. We therefore utilized an ab-initio augmented
plane wave plus local orbital (APW+lo) code [13] with the generalized gradient
approximation (GGA) [14] to calculate the electronic structure and compare it
to the experimental ARPES results.
The paper is organized as follows. The next section deals briefly with the
experimental setup and the sample preparation. Furthermore the employed
APW+lo ab-initio electronic structure calculations are described. The main
section III gives an introduction into the electronic structure of rare earth di-
hydrides based on band structure calculations. Already existing models are
briefly discussed in this context. Furthermore we present the angle-resolved
photoemission data for the different rare earth hydrides and focus on YH2 for
an in-depth comparison to computationally obtained results. In section IV we
discuss our findings in a more general context and comment on the recent de-
bates about the Me-I transitions and various structural and magnetic ordering
phenomena in this class of materials. The paper finishes with conclusions in
section V.
6.2 Experiment and Calculation Details
The preparation of contamination-free single crystalline dihydride films imposes
stringent requirements in terms of base pressure during evaporation of the
pure metals and hydrogen gas purity due to the strong affinity to oxygen and
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the subsequent undesired formation of surface or even bulk oxide. Therefore
we took the utmost care in outgassing the water-cooled e-beam evaporator
ensuring that evaporation was achieved below 4·10−10 mbar. 200 A˚ of metal
were evaporated in a hydrogen pressure of 4·10−6 mbar on a clean W(110)
single crystal held at 500 K. The utilized hydrogen was filtered through a Pd-
Ag permeation tube [15]. The resulting films are single crystalline. Low energy
electron diffraction (LEED) shows no superlattice spots, just a 1x1 surface unit
cell with lattice parameters equal to the bulk values within the experimental
error of±0.3 A˚. The film thickness of 200 A˚ is sufficient to exclude any quantum
size effects [16],[17] and should allow for a sufficient strain release.
The photoemission experiments were performed immediately after film
growth, in-situ in a modified VG ESCALAB Mk II spectrometer with a base
pressure lower than 10−10 mbar. Surface cleanliness was ensured by the ab-
sence of O 1s and C 1s core level emission in the X-ray photoelectron spectrum
employing Mg Kα radiation. The angular dependence of emission from metal
core levels over the full hemisphere was measured via rotating the sample with
a two-axis sample goniometer enabling sequential computer-controlled sample
rotation [18],[19]. This measurement mode is commonly called X-ray photoelec-
tron diffraction (XPD), for a review see e.g. [20]. All prepared films were found
to exhibit fcc stacking with two domains, both oriented in (111)-direction but
rotated 180◦ with respect to each other. The fcc crystal structure immediately
confirms the preparation of the dihydride phase. We could not detect traces of
hcp stacking, which translates the hydrogen content close to a stoichiometric
dihydride. Nevertheless, a partial occupation of octahedral sites and/or the
existence of tetrahedral vacancies cannot be ruled out completely. Details of
the structural analysis via X-ray photoelectron spectroscopy and -diffraction
are not presented here, the interested reader is referred to [21]. The ARPES
measurements were performed via sequential angle-scanning data acquisition.
The accuracy and efficiency of this method was demonstrated for two- [22] and
three-dimensional [23] materials. The obvious advantage of this method is the
uniform sampling density over a wide range of k-space and hence a global view
of direct transitions crossing EF . The experimental procedure was outlined in
[23] and the reader is referred to this work for details. We furthermore present
conventional E(k) scans, which are restricted to the [Γ M ] high symmetry di-
rection covering an energy window of 7.48 eV. These measurement modi are
complementary in terms of range in k-space and energy and provide a global and
yet detailed view of the electronic structure in the vicinity of the Fermi level.
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All presented measurements were obtained using monochromatized He I radi-
ation [24], the combined angular resolution of sample manipulator and energy
analyzer is approximately 1◦ and the energy resolution 50 meV. All calcula-
tions rely on the published structural data from Pearsson [25]. The electronic
structure calculations are based on Density Functional Theory (DFT) and the
APW+lo code Wien2k [13] was employed. There the unit cell is divided into
non-overlapping atomic spheres (muffin tin) and an interstitial region [26]. In
the muffin tin region the basis functions are comprised of atomic-like wavefunc-
tions while the interstitial region is described with plane wave basis functions.
A muffin tin radius for rare earth atoms and hydrogen atoms of 1.16 A˚ and 0.85
A˚ was assumed, respectively. Self consistency was judged to be, when the total
energy change was less than 0.1 mRy in subsequent cycles. The calculation was
based on 10000 k-points, which corresponds to 286 k-points in the irreducible
wedge of the Brillouin zone (BZ).
6.3 Experimental and Theoretical Results
6.3.1 General electronic properties of (Sc,Y,Gd,La) - di-
hydrides
The electronic structure of RE dihydrides and their related compounds YH2,
ScH2 was already investigated more than 20 years ago by photoemission [27],
[28], [29]. These studies employed poly-crystalline samples and hence only
the effects of hydrogenation on the density of states were investigated. These
experiments were combined with theoretical calculations [30],[31],[32],[33]. In
order to allow for a comparison of our LDA results with already published
calculations, we show in Fig. 6.1 conventional band structure plots based upon
converged calculations for the studied compounds. A very good agreement to
the aforementioned older calculations is achieved. This points to an apparent
robustness of the band topology in terms of technique and self consistency,
since older calculations are often not self consistent and/or use different basis
sets. Nevertheless small shifts in the relative positions of bands are possible.
The band structures, presented in Fig. 6.1 are very similar. One notices
three bands below the Fermi level, marked with 1,2 and 3 for the case of ScH2
in Fig. 6.1 a). The pioneering calculation of Swietendick [30],[31] already at-
tributed d-like metallic character to band one, hydrogen antibonding character
to band two and mixed metal-hydrogen (Me-H) character to band three. The
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Figure 6.1: Band structure along high symmetry directions for a) ScH2 b) YH2 c)
GdH2 and d) LaH2; one notices three bands labelled 1,2 and 3 with an indirect gap
respectively overlap between band 1 and band 2 marked as feature 4 in d). The
calculation for GdH2 is spin polarized in order to avoid a placement of the 4f levels
at the Fermi level, the majority bands are shown in grey.
80 Chapter 6: The YH2 phase. . .
nature of bonding in these compounds must be discussed in terms of interaction
between metal d-states and hydrogen 1s states. Metal sites are surrounded by
8 hydrogen atoms situated on tetrahedral sites in the fcc lattice. The atomic
environment of the metal sites is comprised of a cube with hydrogen atoms at
the cube corners and the metal atom at the center. An equal occupation of
the three t2g orbitals, which is required by the cubic symmetry, leads to charge
maxima along the cube diagonals, the [111]-direction. By the same argument
one can correlate the remaining two eg orbitals with bonding orbitals to octa-
hedral sites, which are unoccupied in the dihydride phase[33]. The formation
of a Me-H bonding band with a binding energy at Γ between -6 and -9 eV poses
the question of ionicity of this bond. Charge transfer analysis [33] points to an
effective charge transfer away from the metal site to the tetrahedral hydrogen
sites.
If one compares the band structure of the different dihydrides, one notices
subtle differences. The bandwidth of hydrogen related bands (band two and
three in Fig. 6.1) increases with decreasing lattice constant. While there is an
indirect gap of 0.73 eV between band two at Γ and band 1 at X for the alloy
with the largest lattice constant LaH2, marked as feature 4, there is considerable
overlap of 0.65 eV for YH2 and 1.89 eV for ScH2 between band one and band
two. It is interesting to note that the position of band one with respect to the
Fermi level does not significantly change for the different alloys. In contrast, the
maximum of the hydrogen antibonding band at Γ moves away from the Fermi
level to larger binding energies for increasing lattice constants. This shift leads
finally to the aforementioned indirect gap of 0.73 eV between band 1 and band
2 for LaH2. Band 3 exhibits an opposite trend, here the band minimum at Γ
shifts upwards from a binding energy of -8.9 eV for ScH2 to -6.3 eV for LaH2.
The observed increase of bandwidth with decreasing lattice constant supports
the proposed assignment of antibonding and respectively bonding character to
band 2 and band 3. The increased bandwidth for small lattice constants can
then be understood as an increased level spacing for decreasing separations.
In order to confirm this presumed lattice constant scaling, band structure
calculations for ScH2 with different lattice constants were performed. The
results (not shown) confirm this assumption. It seems that the band structure
for hydrogen related states can be tuned quite freely by changing the lattice
constant, but the metal derived d-band remains rather unaffected. Based on
these band structures one expects very similar Fermi surface topologies for the
different dihydrides since band one is solely responsible for the Fermi surface,
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with the exception of ScH2, where the calculation yields a small pocket at Γ
derived from the hydrogen related band 2. We are not concentrating on the
implications of this small pocket on the electronic structure of ScH2 since our
measurement geometry is not sensitive to k-points exactly at Γ, as it will be
shown later and as it would be necessary to confirm this point. In the following
we concentrate on band 1. There one sees a Fermi level crossing between Γ
and X and between Γ and K and between L and W. One does not observe a
Fermi level crossing between Γ and L. This points to a connected Fermi surface,
where the necks extend along the ΓL-direction, hence one does not observe a
crossing in this direction. This will be discussed in more detail in conjunction
with the experimentally obtained Fermi surface maps.
6.3.2 Experimental Data and Calculation
The following discussion of the electronic structure takes mainly place in re-
ciprocal space, in the surface Brillouin zone (SBZ). Fig. 6.2a) shows the SBZ
for an fcc (111) orientated surface, the scale is adapted to YH2. The various
high symmetry points originate from a projection of the 3D bulk BZ onto the
surface. For the specific Γ M -direction, the ΓKLUX plane is projected onto
the surface, as it is shown in Fig. 6.1b). It becomes obvious, that the a priori
inequivalent M and M ′ points stem from a projection of the X respectively L
point of the bulk BZ. This inequivalency is lifted for our measurement geome-
try, because the photoemission signal is integrated over two film domains. The
second film domain is rotated 180◦ with respect to the first. The bulk BZ of
this second domain is shown in grey and is constructed via a rotation around
the (111) axis. As a result of this rotation the M and M ′ points become indis-
tinguishable. A photoemission experiment allows for an exact determination of
the band dispersion E(k‖) in the SBZ, due to the conservation of the parallel
wave vector component, k‖, in the photoemission process. The perpendicular
wave vector component, k⊥, is less well defined and its reconstruction is based
on the free electron final state (FEFS) assumption. Here one assumes for the
photoemission final state a free electron parabola. This assumption appears
adequate for the reconstruction of the perpendicular wave vector component
for excitations in the employed energy range[23]. Within this approximation,
energy and momentum conservation correspond to spherical cuts through the
three dimensional BZ. The radius of the cut, k0, is determined via equation
(6.1) by the photon energy (h¯ · ω=21.2eV), the inner potential V0, the work-
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Figure 6.2: a) surface Brillouin zone for YH2. b) Side view of the BZ for a fcc
structure in the ΓKLUX plane and it’s relation to the surface Brillouin zone for a
[111]-oriented crystal. Free electron final state model in an extended zone scheme
for YH2. The free electron final state spheres (V0=13 eV, φ=3.1 eV) are drawn for
the Fermi energy and a binding energy of -3 eV. Shown in thick black is the Fermi
surface contour, which was obtained via calculating the eigenstates on a cubic k-
space grid, which is shown with open circles. The occupied region is shown hatched
for one pocket. Features one, two and three denote regions of coincidence between
the free electron final state of EF and the Fermi surface contour. Feature four shows
a possible Fermi surface nesting vector (see text). Contributions of a second domain
are shown in grey. c) Fermi Surface and bulk BZ
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function φ and the probed initial state energy EB.
k0 = 0.51 ·
√
h¯ · ω− | EB | − | φ | + | V0 | (6.1)
k‖(θ) = 0.51 ·
√
h¯ · ω− | EB | − | φ | · sin[θ] (6.2)
k0 and k‖ are the length of the FEFS wave vector in the solid and the conserved
parallel wave vector component, respectively. Equations (1) and (2) are such
that energies are in [eV] and wave vectors in [A˚−1].
If one varies the photoelectron detection angle θ, one follows the corre-
sponding FEFS sphere and automatically samples different states along the
FEFS sphere in the BZ. One notices in Fig. 6.2b), that a scan in the SBZ
corresponds only superficially to a high symmetry direction in the bulk BZ.
The discrete nature of the photon energy restricts the k-space sampling to a
certain region in k-space. The exact k-space location is determined by the ra-
dius of the FEFS sphere and the dimensions of the BZ of the material. The
FEFS sphere is determined via equation one and extends beyond the first BZ,
hence we work in an extended zone scheme. Inscribed are FEFS spheres for
initial states at the Fermi level and for a binding energy of -3 eV. Regarding
the remaining parameters, we use reasonable values for the workfunction and
the inner potential of φ=3.1 eV and V0=13 eV, respectively. Shown in black
(grey for the mirror domain) is furthermore a calculated Fermi surface contour,
which is based on a grid in k-space, where the grid points are shown as open
circles.
If one measures the energy distribution of photoelectrons, which are emit-
ted normal to the surface, one samples a region in k-space between Γ and L.
Fig. 6.2b) shows, that the FEFS is found between Γ and L. For increasing emis-
sion angles, various other high symmetry lines are crossed. Special emphasis
is drawn to the Γ K X and Γ L line in the extended zone scheme, which will
be later employed to compare experimental data and theoretical data along
high symmetry lines in more detail. If one compares the FEFS sphere and
the corresponding constant energy surface for a specific binding energy one
expects high photoemission intensities if the two coincide. Specifically for e.g.
the Fermi energy, this would be the case around the points one and two (Fig.
6.2b), where the final state sphere cuts through the Fermi surface contour and
around region three, where the Fermi surface is for a large k point range in the
immediate vicinity of the FEFS sphere.
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Fig. 6.2c) shows a three dimensional representation of states at the Fermi
level, based on the same potential that was utilized to generate the Fermi energy
contour in Fig. 6.2b). A three dimensional contour plot [34] in k-space of states
at the Fermi energy correspondingly yields the three dimensional Fermi surface.
Clearly visible are the open necks along the ΓL-direction. The discussed Fermi
surface is a hole surface, which means that the occupied states are concentrated
around the X-point and not around the Γ point, as it is common for the free
electron metals. The occupied region is hatched for one pocket in Fig. 6.2b)
and correspondingly in Fig. 6.2c) the occupied regions are found between the
calculated Fermi surface and the various Brillouin zone boundaries .
Experimentally these Fermi surface contours can be probed via measuring
the angular dependence of the photoemission intensity originating from states
at the Fermi level. In Fig. 6.3 we present so-called Fermi surface maps for the
studied dihydrides, which were obtained at room temperature. The intensity
of He I excited photoelectrons, with energy centered at EF , was mapped via
equation 2 to k‖. The outer circle corresponds to a polar angle of 90
◦, and the
center of the image represents normal emission. Intensities are linearly color
coded, high intensities (in white) result at k‖ locations, where direct transitions
move through EF . The mapping corresponds to a section through the Fermi
surface perpendicular to the [111]-direction, as has been demonstrated for the
example of Cu [23] and sketched for YH2 in Fig 6.2b). All Fermi surface maps
show a 6-fold symmetry. The apparent doubling of symmetry compared to the
trigonal [111]-axis is due to the existence of the aforementioned two domains,
which are rotated 180◦ with respect to each other.
The most prominent feature of the presented Fermi surface maps is an
almost circular feature centered around the Γ point, in the middle of each
image. The exact dimensions of this feature vary slightly. In general one
observes a Fermi surface crossing, displayed as region of high intensity between
11◦ and 14◦. This corresponds via equation 2 to 0.4 to 0.5 A˚−1. A very similar
feature is sampled in the second surface BZ as well, noticeable as half circles
in the outer parts of the map. One observes it only partially due to the limited
k-range via excitation with He I radiation. Moreover a clear drop in intensity
at the K point can be recognized. Besides this, one notices a general high
background intensity, especially in k-space between the ring-like central part
and the boundaries of the SBZ with additional slight intensity variations. The
underlying band dispersion, which leads to the intensity enhancement at the
Fermi level is investigated via complementary high resolution scans along high
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Figure 6.3: Fermi surface maps measured with He I radiation, high intensities are
shown in white, outer ring corresponds to 90◦ emission, center corresponds to nor-
mal emission, all intensities are shown in parallel projection, the raw data are sym-
metrized and divided by a background of Gaussian shape; the high symmetry points
and the SBZ are indicated. The size difference of the SBZ originates from the differ-
ent lattice constants. a)ScH2 b)YH2 c)GdH2 d)LaH2
86 Chapter 6: The YH2 phase. . .
YH2
1.20.80.40.0 1.6
b)
-6
-4
-2
0
1.20.80.40.0 1.6
ScH2
1
2
M
a) EF
-6
-4
-2
0
GdH2
1.20.80.40.0 1.6
c)
k  along    M [A-1]Γ
Bi
n
di
n
g 
En
er
gy
 
[eV
]
1.20.80.40.0 1.6
EF
LaH2
d)
Figure 6.4: Second derivative of experimental momentum distribution curves a)ScH2
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symmetry directions of the SBZ. For this purpose we recorded 31 photoelectron
spectra in a range between 0◦ and 60◦ along the Γ M -direction (as indicated
by an arrow in Fig. 6.3d). For this direction we measured the photoelectron
intensity not only at the Fermi level but for binding energies between 0.2 and
-7.48 eV. The data sets were mapped onto a regular (Ei,k‖) grid. In Fig. 6.4
the second derivative of the corresponding momentum distribution curves are
visualized as grey scale plots with white corresponding to maximum intensity.
The reason for taking the second derivative is a contrast enhancement (typical
spectra are displayed in Fig. 6.6 below).
The obtained E(k) plots (Fig. 6.4) are complementary to the measured
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Fermi surfaces in terms of being able to analyze more thoroughly the origin
of enhanced intensity at the Fermi level. For the Γ M -direction we can there-
fore assign a band to the observed circular feature in the Fermi surface maps.
This band cuts the Fermi level at approximately 0.4 A˚−1 and then disperses
towards higher binding energies with increasing parallel wave vector compo-
nent. It exhibits a clear minimum at the SBZ boundary, at the M point. The
band and its minimum is marked in Fig. 6.4a) as feature 1. We find a binding
energy of approximately -1.6 eV at the extremal point. The k-space location of
this minimum is different for the different compounds, since the different lattice
constants manifest themselves in different SBZ dimensions, k= 2pi
a
, ranging from
1.31 A˚−1 to 1.11 A˚−1. This effect becomes apparent in the Fermi surface maps,
as a zoom-out impression, when comparing ScH2 and LaH2. Correspondingly
one notices in the electron distribution curves a horizontal shift of the band
minimum to lower k‖ values (indicated in Fig. 6.4a) with an arrow). Further-
more one notices for ScH2 and LaH2 additional regions of high intensity close
to the Fermi level in the inside of the aforementioned band, close to the M
point. This feature is labelled as 2 for ScH2. These additional intensities are
different for the investigated compounds. For ScH2 an almost empty electron
pocket becomes visible in the electron distribution curves (marked as feature
2). A very similar feature appears (though markedly weaker) for LaH2 as well.
In order to facilitate a more in-depth comparison between experimental
and theoretical results, one has to consider the measurement geometry and the
FEFS model in conjunction with the theoretical band structure. For the states
at the Fermi level one can immediately interconnect the FEFS sphere and it’s
relation to the computed Fermi surface contour. For states with higher binding
energy one can eventually compute the theoretical dispersion relation within
this FEFS model for a comparison to experimental E(k) curves.
We concentrate on YH2 for the calculations but stress the applicability to
ScH2,GdH2 and LaH2. Following the previous discussion about the bandstruc-
ture, one notices that only one band (exception ScH2, where the calculation
yields a small contribution from band 2, see Fig. 6.1a) contributes to the
Fermi surface. Direct transitions are now expected for k-points, where the
FEFS sphere coincides with the Fermi surface in the extended zone scheme, as
shown in Fig. 6.2b).
The corresponding circle cuts the Fermi surface contour at the points la-
belled as 1 to 3. Initial states of k-space region one (Fig. 6.2b) yield the
primary circular feature around the Γ point. The crossing between FEFS circle
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and Fermi surface contour at point 2 in Fig. 6.2b) yields the semi circle in the
second SBZ. Furthermore the FEFS sphere coincides with the Fermi surface
around region three. These points simultaneously appear for the Γ M and the Γ
M ′-directions due to the existence of two mirror domains. Hence one observes
in between point one and two an additional increase of photoemission intensity
due to initial states at point three. It has to be pointed out, that in this region
the choice of the FEFS parameters are quite crucial, since the sphere and the
contour barely touch each other. This peculiar topology is responsible for the
additional intensity around the M point. Since the FEFS does not cut but
merely touches the initial state contour, one expects not sharp transition but
more a diffuse background for this region, as it is indeed observed experimen-
tally (Fig. 6.3). With regard to the slight deviations between the investigated
dihydrides, we have to assume that they stem primarily from effects due to the
measurement geometry and due to the free electron final state assumption and
are not signs of principal differences of the band structure in this energy region.
Via the FEFS model one can plot the eigenvalues of the appropriate k-
points for a measurement in Γ M -direction and obtain computationally a
conventional E(k) relation. The corresponding computed energy distribution
curves (Fig. 6.5b) correspond very nicely in the energy range between 0.2 to
-2 eV to the measured curves of Fig. 6.5a. The topology of the sampled band
is nicely reproduced. At the M high symmetry point of the SBZ, states in the
environment of the X point of the bulk BZ are sampled. This particularly holds
true for states at EF , while for states at EB=-3 eV k points in the vicinity of
L and K are sampled (compare to Fig. 6.2b). Our combined measurements
(Fig. 6.4) clearly indicate that the observed d-bandwidth is constant for the
measured dihydrides. This finding is theoretically very well reproduced. We
find a binding energy of -1.6 eV, which is in excellent agreement to the position
of band 1 at the X-point in Fig. 6.1.
With regard to the sampling of this band, we notice the appearance of a
second feature (labelled as 2+ in Fig. 6.5b) which is due to the existence of a
second mirror domain (especially for ScH2 and LaH2), we notice the appearance
of a second feature (labelled as 2+ in Fig. 6.5b). The exact location in energy
and momentum is very dependant on the parameters of the FEFS and therefore
leaves ample room to maintain the picture of an isoelectronic Fermi surface for
the dihydrides, despite slight differences in the measurements.
In terms of testing the LDA band structure we have not discussed so far
the hydrogen related bands, which are not in such close proximity to the Fermi
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level. The band structure calculations predict two additional bands at higher
binding energies, which have been labelled band 2 and band 3 in Fig. 6.1. The
application of the FEFS model places these bands at -3.6 eV and 7.2 eV for
normal emission (bands 3 and 7 in Fig. 6.5b). Subsequently if one follows the
dispersion along the [ΓM ]-direction, the two bands split up in up to 4 bands, an
effect which again is due to the existence of the aforementioned mirror domain.
With regard to the comparison between measurement and theoretical results,
we note for this energy range between -2 eV and -7.48 eV a less convincing
agreement. It is quite common, that one does not observe theoretical bands
in a measurement due to unfavorable photoemission cross-section. We might
therefore attribute the absence of the feature 5+ and 8+ in the measurement
to such an effect. On the other hand the experimental observation of additional
features with respect to theory cannot as easily be discarded. This specifically
applies to features 3*, 7* and 8* in Fig. 6.5a), which are not theoretically
reproduced. Especially the splitting between feature 3 and feature 3* can be
found not only for Y H2 but for GdH2 and less clearly for LaH2 as well (Fig.
6.4). The same holds true for feature 7* for YH2 and GdH2 and less clearly for
LaH2. ScH2 seems to be exceptional in this sense, since it only exhibits one of
the respective features.
In order to stress the similarities between the different materials, we present
in Fig. 6.6a) electron distribution curves in the vicinity of the M point for ScH2,
YH2, GdH2 and LaH2. These spectra were measured at 30
◦ emission angle along
the [Γ M ]-direction, which translates via equation 2 to 1.08A˚−1 and is in the
vicinity of the d-band minimum (feature 1 in Fig. 6.4). The presented spectra
in Fig. 6.6a) are therefore part of the already presented energy distribution
curves in Fig. 6.4, differing just in the data representation, which is now scaled
to the true photoemission intensity and not to the second derivative, as it was
the case in Fig. 6.4 and Fig. 6.5a).
One notices again a very similar appearance for all measured dihydrides.
The spectra are dominated by a peak at approximately -3.7 eV for LaH2 and
-5 eV for ScH2 (marked as feature 1 in Fig. 6.6a), which is below the previ-
ously discussed d-band minimum (feature 1 in Fig. 6.4). Even further below
in energy additional structures (feature 2 in Fig. 6.6) can be distinguished.
Emission from these H induced states is very strong. Compared to Fig. 6.4,
now due to the intensity scale, almost no structure is found in the region be-
tween the Fermi level and -2 eV. As the only feature a small peak is visible at
-1.8 eV (LaH2) and -2.4 eV (ScH2) and marked as feature three in Fig. 6.6a).
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Figure 6.6: a) experimental spectra ScH2, YH2, GdH2 and LaH2, all measured at an
emission angle of 30◦. b)ARPES spectra along the [Γ M ]-direction for GdH2 up to
an emission angle of 60◦.
An inspection of the data set shows that a region of high intensity persists for
all dihydrides in this energy range between -1.8 eV and -2.4 eV, and there is
virtually no dispersion with the parallel wave vector component. This absence
of dispersion is highlighted in Fig. 6.6b), where angle resolved photoemission
spectra along the [Γ M ]-direction for GdH2 are shown. The feature does not
show up in the plots of Fig. 6.6 because the derivative of the correspond-
ing momentum distribution curves vanishes for nondispersing peaks . Such a
non-dispersive behavior is clearly inconsistent with the computed bandstruc-
ture, namely bands 1 to 3 in Fig. 6.1 and we tentatively assign this feature
to structural imperfections, such as hydrogen in octahedral sublattice and/or
tetrahedral vacancies.
We would like to point out that the k-space location around the M point
represents a best case agreement to the computed band structure. For other
k-points (as shown in Fig. 6.4 and 6.5) one observes additional features, whose
origins have not been resolved so far. This might be largely due to structural
deviations in the hydrogen lattice, which we cannot experimentally exclude
and which would certainly affect the hydrogen induced states much more than
the previously discussed metal d-states. On the other hand a deviation to the
calculated band structure might be a fingerprint of many-body physics, which
has already been proposed in the context of the occurring Me-I transition (see
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section IV). The comparison between the LDA calculations and the photoemis-
sion results is very satisfactory in terms of band position and band topology
for the metal derived d-states.
6.4 Discussion
Apparently LDA is quite capable of describing the Fermi surface of rare earth
dihydrides, as can be judged from the agreement to the presented measure-
ments. In view of the fact, that the pure elements do not have identical Fermi
surfaces, it is especially intriguing that the hydrogenation of these different ele-
ments seems to yield a universal dihydride Fermi surface. Without discussing in
detail the electronic structure of pure Sc,Y, Gd and La, it has to be considered
that the following different properties are generally ascribed to deviating Fermi
surfaces. The doubling of the unit cell for La (e.g. it’s dhcp structure) has
been already attributed to a Peierls-type distortion initiated by the removal of
a nested part of the Fermi surface [35]. The occurrence of anti-ferromagnetic or-
dering for Gd-Y [36] alloys and the occurrence of ferromagnetic order for pure
Gd has been explained by differences in the nesting properties of the Fermi
surface of Y and Gd. Apparently the structural transition between the pure
metal and the dihydride removes these differences and yields a universal Fermi
surface. It would be certainly highly beneficial to extend these photoemission
studies to over- and understoichiometric dihydrides, in order to monitor in-situ
the establishment and existence range of this universal precursor state for the
rare earth hydrides.
In accordance to Gupta et. al. [37] for ErH2 we find experimentally and
computationally for all considered dihydrides a multiply connected hole sur-
face, that is comprised of a distorted cube with necks protruding along the Γ
L-directions. It is well-known that large parallel sections of a Fermi surface
are prone to be annihilated by the formation of a charge/spin density wave[38].
Intuition would point for this Fermi surface to a nesting vector, which con-
nects opposite sides of the cube and hence a nesting vector in [001]-direction
(label 4 in Fig. 6.2b). Gupta et. al.[32] quantified this nesting vector with
approximately [0.4,0,0]×4pi/a for ErH2. It was pointed out by Liu[39], that
the corresponding ordering phenomena for such a nesting vector have so far
not been observed in experiments[40]. Liu [39] proposed an alternative nesting
vector [ψ, ψ, 1− ψ], where ψ is a materials dependant parameter. The order-
ing wave vector arises by considering an extended zone scheme and apparently
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complies more with the experimental results. In order to discuss this issue we
have integrated the obtained band structure to obtain the generalized suscepti-
bility χ(E,k), which quantifies the linear electronic response to a perturbation
with wave vector q according to equ. 3 [41].
χ(E,q) =
∫
δ(k+q − k − E)dk (6.3)
In this expression  is the eigenvalue for a given wave vector k and q is the
spanning vector between nested parts of the Fermi surface. The band index
is omitted since only one band contributes to the Fermi surface. Fig. 6.7a)
displays the susceptibility for inital states in the vicinity of EF (integration
over 100 meV) in the [100] plane of YH2 shown in a greyscale representation,
where black corresponds to large values of χ. The calculations were performed
for spanning vectors q between q=(0,0) and (1,1) (in units of the conventional
reciprocal lattice vector 4pi/a). A sketch of the Fermi surface contours in the
Γ X W K plane is shown as an inset. Fig. 6.7b) shows a cut along the x-axis
(q,0) of the same susceptibility matrix.
We note regions of high susceptibility along the lines (q,0) and (0,q) with a
maximum (marked with a circle in Fig. 6.7a) for a displacement vector, which
corresponds to twice the Fermi wave vector and is close to the proposed value
from Gupta [32]. Such a behavior would be consistent with a Peierls like sce-
nario for various ordering phenomena [38]. We have to note however, that the
wave vector dependent part of the susceptibility does not exhibit strong fluc-
tuations or a divergence in the calculated plane. The proposed nesting vector
does not lead to a pronounced maxima in the susceptibility (Fig. 6.7b). The
diagonal contributions to the susceptibility from q vectors in [110] direction
(marked as feature 1 in the inset) are comparable to the contributions in [100]
direction. For the [100] direction we note a very high susceptibility for excita-
tions with small q (feature 3 in inset) compared to the proposed nesting vector
(feature 2 in inset). In this sense the Fermi surface is not heavily nested along
the principal axis of the warped cube. This fact might explain, why the search
for parallel sheaths of the Fermi surface in order to explain experimentally
observed nesting phenomena has not been successful so far.
Fermi surface nesting has been proposed for the trihydride phase as well
[5] in conjunction with the complicated YH3 atomic structure. It would be
worthwhile to consider the electronic response to the addition of hydrogen
atoms in vacant octahedral substitutional sites. First of all one might explain
the ordering phenomena in superstoichiometric dihydrides [42] and secondly one
94 Chapter 6: The YH2 phase. . .
1.0
0.8
0.6
0.4
0.2
0.0
1.00.80.60.40.20.0
q along [100] in units of 4pi/a
2 kF
1.00.80.60.40.20.0
su
sz
ep
tib
ili
ty
 
in
 
[a.
u
.
]
a)
b)
2
3
1
X W
K
W
X
q 
al
o
n
g 
[0
10
] i
n
 
u
n
its
 
o
f 4
pi
/a
Figure 6.7: Susceptibility in the [100] plane, derived from LDA band structure;
greyscale with dark regions corresponding to high susceptibilities
6.5 95
might get more insight into the Me-I transition, which occurs at even higher
hydrogen concentration, close to the trihydride phase.
With regard to the still ongoing debate on the origin of the insulating
trihydride phase, one finds in the literature two different approaches [43]. One
either argues on the basis of standard electron gas theory enriched by strong
electron-phonon coupling (weak correlation approach) or one employs strong
electron correlations to explain the large band gap of the trihydride phase.
The weak correlation proposal certainly suffered from a still ongoing debate
about the exact crystallographic structure of YH3 and the absence of a broken
symmetry structure in the twin compound LaH3.
Van Gelderen [11],[12] pointed out, that the failure of LDA can be traced
back to an incomplete LDA description of the H ground state. This artifact
directly stems from deficiency of the local exchange-correlation potential. Sur-
prisingly the here presented data and calculations show a very nice agreement
between LDA calculations and the dihydride phase for states in the immediate
vicinity of the Fermi level. These bands originate from d-bands, centered at
the metal sites. For binding energies below -2eV the agreement between ex-
periment and calculation is less convincing. From a phenomenological point of
view it seems that the dihydride phase already exhibits traces of many-electron
phenomena but yet still with an unperturbed Fermi surface. Only the addition
of octahedral hydrogen leads to a collapse of this Fermi surface and correspond-
ingly to the Me-I transition. Therefore it seems appropriate to pinpoint the
failure of LDA to the description of hydrogen in general and in particular in-
volving octahedral hydrogen. This in turn is related to the scenarios of Eder[8]
and particularly Ng [9], which assigned a crucial role to octahedral hydrogen.
Judging from the observed isoelectronic nature of all dihydrides it is therefore
very tempting to understand the dihydride phase as a precursor phase for the
subsequent formation of the insulating trihydride phase.
6.5 Conclusions
We presented ARPES data on single crystalline [111]-oriented ScH2, YH2,
GdH2 and LaH2 thin films on W(110). It was experimentally shown, that
the Fermi surface is very similar for the studied compounds. Most prominent
features of the Fermi surface are necks along the ΓL-direction, which originate
from a band, which has a minimum at the M point at approximately -1.6 eV
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binding energy in the ARPES experiments for all the investigated dihydrides.
This state is very well reproduced via calculations based on a FEFS model.
The observed universal Fermi surface for the measured dihydrides lets us pro-
pose that hydrogenation induces a common electronic precursor state, namely a
common Fermi surface, which is then annihilated for the subsequent Hydrogen
induced Me-I transition for the trihydride phase.
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Abstract:
Yttrium can be loaded with hydrogen up to high concentrations
causing dramatic structural and electronic changes of the host lat-
tice. We report on angle-resolved photoemission experiments of the
Y trihydride phase. Most importantly, we find the absence of metal
d-bands at the Fermi level and a set of flat, H-induced bands lo-
cated at much higher binding energy than predicted, indicating an
increased electron affinity at H sites.
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7.1 Introduction
Recently, switchable optical properties of metal hydrides at ambient pressures
and temperatures have attracted strong interest.[1] For trivalent Y , for instance,
up to three H atoms can be absorbed. The dihydride is even a better metal
than Y itself but during the transition to the trihydride phase it turns from
shiny metallic to transparent and insulating. With H a proton and an electron
are introduced to the metal host. This results in doping the host material.
Different models have been proposed to explain this spectacular metal-insulator
transition (MIT). However, the behavior of H in such hydrides is still under
debate.
State-of-the-art ab-initio local density approximation (LDA) calculations
do not reproduce the optical gap necessary to explain the transparent state
in the trihydride phase unless additional symmetry lowering is considered by
displacing H atoms away from positions given by the HoD3 structure of Y H3.
[2] Other models[3, 4], based on strong electron correlations, have been pro-
posed to explain the MIT. Ng et al. [3] studied the effect of correlations on
the bandwidth of H induced states. Hydrogen is present in the form of H−
[5, 6], where one electron is taken from the metal host. The two electrons on
H− are strongly correlated and the essence of the result of Ng et al. [3] is that
the opening of the band gap is due to a correlation-induced band narrowing.
The model of Eder et al. [4] is based on the observation that the radius
of H is very sensitive to the occupation number. The two electrons on H− are
correlated but with drastically different radii around the proton. This results in
a so-called breathing mode and a local singlet-like bound state with one electron
on the proton and the other on the neighboring metal orbitals. Already at the
meanfield level this introduces a significant correction to the potential at the
H site, effectively increasing the electron affinity, lowering the H band and
opening the gap.
On the other hand, very recent GW-calculations [7, 8] demonstrate the
formation of a sufficient gap to explain the MIT without need of strong elec-
tron correlations. Rather, these calculations indicate that the gap opening
is described as in normal semiconductors. For semiconductors LDA does not
produce the correct gap whereas the self-energy corrections included in the
GW-calculations are able to account for this deficiency.
Indeed, detailed angle-resolved photoemission (ARPES) experiments are
needed to favor one or the other model. However, practically all previous work
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on metal hydrides has been done on polycrystals and/or on samples that are
capped with a protective Pd layer. In order to perform ARPES experiments,
uncapped single crystalline material is needed. Furthermore, preparation has
to take place in situ since Y is extremely reactive.
Here we present, to our knowledge, the first ARPES data on the trihydride
phase of uncapped single crystalline films. We find that the overall bandwidth
of the Y trihydride phase agrees with LDA calculations. However, a set of flat
bands is observed with significantly higher binding energy, a fact that argues
in favor of the model proposed by Eder et al. [4].
7.2 Experimental Details
Experiments were performed in a VG ESCALAB Mk II spectrometer with mo-
torized sequential angle-scanning data acquisition. [9] ARPES measurements
were performed with monochromatized He Iα (hν =21.2 eV) at room tem-
perature. [10] The energy resolution is 35 meV. Single crystalline Y hydride
films were grown on a W(110) single crystal. Details of the preparation and
the careful characterization of the crystal and electronic structure and the cal-
ibration of the H-concentration have been described elsewhere [11, 12]. In
brief, this setup allows to prepare clean, single-crystalline rare-earth hydride
films using H pressures up to 1.3 bar. It combines a high-pressure reaction
cell with a custom made hydrogen purification system based on a Pd-24%Ag
permeation tube and a sorption pump. The results presented here are taken
from 200 A˚ thick, well-ordered[13] single crystalline films[11] in the trihydride
phase.[14] The H composition is determined via photoelectron diffraction and
X-ray photoelectron spectroscopy (not shown) to be Y H2.9. [11]
Bandstructure calculations using the full-potential linearized augmented
plane-wave method [15] within the generalized-gradient approximation [16]
have been performed for comparison with the experiments. Calculations were
performed for the HoD3 structure with space group 165 (P 3¯c1). The lattice
parameters used for the Y H3 calculation were a = b = 6.34 A˚ and c = 6.6 A˚.
A total of 485 k-points within the irreducible wedge of the Brillouin zone (BZ)
were considered for the self consistency cycles and convergence was reached to
within 0.1 mRy.
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Figure 7.1: Energy distribution curves taken along the Γ¯K¯ (left) and Γ¯M¯ (right)
directions of the surface BZ (see Fig. 7.2),using HeI radiation and collecting spectra
up to 60o off-normal emission. Normal emission (0o) corresponds to Γ¯; the K¯ and M¯
points are reached approximately at 17o and 15o off-normal emission, respectively,
for 0 eV binding energy. Mapping into k-space is shown in Fig. 7.4. A shaded area
marks weakly dispersing, broad spectral features (see text).
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Figure 7.2: Situation in k-space. (Left) The surface BZ for the HoD3 structure
with high symmetry points. The large hexagon represents the surface BZ for the Y
sublattice. (Right) Section across the bulk BZ containing the Γ, A,H,L,M,K high
symmetry points. Spherical segments indicate the k-space region probed within the
free-electron final-state approximation used for the calculation in Fig. 7.4.
7.3 Results and discussion
Figure 7.1 shows ARPES data measured along two high symmetry directions
of the surface BZ. The situation in reciprocal space is illustrated in Fig. 7.2
where the surface BZ (left) and a cut through the extended bulk BZ containing
the Γ, A,H, L,M,K high symmetry points (right) is shown. Y H3 with the
HoD3 structure consists of a (
√
3 × √3) − R30o reconstruction with respect
to the hexagonal Y -lattice, i.e., the unit cell has a and b vectors which are
√
3
times longer and rotated by 30o. Therefore the Y H3 BZ is smaller and rotated
accordingly (Fig. 7.2).
Inspecting the experimental spectra (Fig.7.1) a similar behavior is observed
for both directions. The dispersion appears relatively weak and the electronic
states do not reach the Fermi level (EF ) or 0 eV binding energy, which is
indicative for a gap. The d-states that are present in Y ([Kr]4d15s2) and Y H2
(not shown) have disappeared.[17] Five dispersing features are easily discernible
and are labeled from 1 to 5. A broad almost dispersionless maximum between
5.5 and 8.3 eV (shaded area) persists for all angles respectively k-points. At
first sight one is tempted to interpret the fact that the dispersion is weak and
the spectral features are broad as caused by strong electron correlations and
self-energy effects.
However, taking a closer look reveals a different point of view. In Fig.
7.3 the result of our bandstructure calculation of Y H3 in the HoD3 structure
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Figure 7.3: LDA based bandstructure calculation for the HoD3 structure. Indicated
is the region (dark shading) of flat, H-induced bands and the corresponding region
(light shading) where the experiment (Fig. 7.1) shows a high density of states. (see
text)
is displayed. As mentioned above the approach using LDA does not show a
gap. The calculation presented here is in good agreement with the results of
Kelly et al.[2]. We notice that there are many bands. This is a consequence
of the large real-space unit cell of the HoD3 structure containing 24 atoms
including 6 Y atoms and 18 H atoms in the unit cell. The important point to
notice here is that there is a set of rather flat, H-induced bands (as deduced
from a band character analysis) between 1.8 and 4.6 eV (dark shaded area)
extending over the whole bulk BZ. Such a set of flat bands naturally gives
rise to a high density of states (DOS) in this energy region. This leads to the
interpretation of the broad, high intensity features in the experiment (shaded
area in Fig. 7.1) as due to these flat bands. [18] The energy width of the region
in the experiment agrees well with the energy interval of the flat bands in the
bandstructure calculation. The only difference is that the experimental bands
occur at a 3.7 eV greater binding energy.
In order to obtain a more detailed comparison we use a gray scale repre-
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sentation of both, the experimental data and the calculated band structure.
Figure 7.4 displays the results along the Γ¯K¯-direction. For the experimental
data (left) the second derivative of the spectra of Fig. 7.1 has been plotted as
a function of wave vector parallel to the surface (k//). The reason for plotting
the second derivative is to flatten the spectra and to accentuate the dispersing
features. The calculation (right) follows the free-electron final-state (FEFS)
wave vectors drawn in Fig. 7.2 [19]. The locations of the flat bands are marked
by shading the energy scales in both the experiment and the calculation where
they occur with a 3.7 eV smaller binding energy. We have to note that the
experiments do not probe the path along high symmetry directions in the bulk
BZ. Rather, the experiment follows a circle-like path as indicated in Fig. 7.2.
At k// values between 0.7 and 1 A˚
−1 (see Fig. 7.2, right) we pass the region of
K and M points and we can compare Fig. 7.4 with the KM dispersion of Fig.
7.3. The bands are concentrated around a narrow energy range and the discrep-
ancy between experiment and calculation induced by the band shift is evident.
In addition we can identify the bands labeled 1 to 5 as already indicated in Fig.
7.1. These labels, 1-5, in both figures have the same relative positioning, but in
the calculation they are rigidly shifted upwards by ≈ 1.5 eV. At this point we
have to note that the agreement of relative positions is extremely good taking
into account the fact that we use the FEFS approximation. Labels 1, 2, 5 can
directly be attributed to each other. The difficulty appears for labels 3 and 4
since this is where the downward shift of the flat bands affects the comparison.
Looking at the right side of Fig. 7.4 (calculation) we see the flat bands be-
tween labels 2 and 3 as an accumulation of almost horizontal lines between 1.8
and 4.6 eV binding energy. In the experiment, as explained above, these flat
bands appear between 5.5 and 8.3 eV binding energy. In fact they come to lie
on top of labels 3 and 4 and therefore obscure the direct comparison between
experiment and calculation in this energy range.
Comparing our experiments with the LDA calculation shows that the over-
all band width compares well. The differences are a rigid shift of approximately
1.5 eV and the position of the flat bands. However, a detailed comparison of
different bands and their relative positions depends on the validity of the FEFS
approximation. Therefore we cannot, at present, give a robust statement about
the exact position of the top of valence band (label 1, Fig. 7.4, left) and, as
a consequence, about the size of the gap. This depends on the exact location
in the component of the wave vector perpendicular to the surface, k⊥. On the
other hand, the difference in the position of the flat bands is independent of
7.3 107
-8
-6
-4
-2
0
1.51.00.50.0
EF
1.51.00.50.0
k// [Å -1]
1
2
3
4
5
bi
nd
in
g e
ne
rg
y [
eV
]
1
2
Γ00 K M K
Figure 7.4: Second derivative of spectra from Fig. 7.1 mapped into k-space using
gray scale intensity coding with high intensity in white (left). Model calculation
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this approximation since the flat bands extend over the whole BZ as seen from
experiment (Fig. 7.1) and theory (Fig. 7.3).
In a way the situation is very favorable for the interpretation. The spectra
in Fig. 7.1 are very similar along the two different directions of the BZ. This
indicates in particular that the broad feature between 5.5 and 8.3 eV binding
energy is characteristic for the phase and persists in large parts of the BZ. At the
same time the LDA bandstructure calculation of Fig. 7.3 shows the flat bands
between 1.8 and 4.6 eV extending along all the high symmetry directions, again
indicating that they are characteristic for the phase and persist in large parts
of the BZ. Using this observation and attributing the flat bands to the high
DOS, i.e., the broad high intensity spectral feature, we affirm the downward
shift of flat bands. That the overall bandwidth is in good agreement with
LDA also follows from comparing the experimental spectra (Fig. 7.1) and the
bandstructure calculation (Fig. 7.3). In particular, the bandwidth extends
down to below 8 eV binding energy.
It is interesting now to compare with theoretical models. At first we look
at the GW calculations. In the study of Miyake et al. [7] the gap opens due to
a shifting up of the conduction bands whereas in the case of van Gelderen et
al. [8] the gap opens because of both, shifting up of the conduction bands and
shifting down of valence bands. Otherwise the quasiparticle wavefunctions are
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practically identical to the LDA wave functions and there is basically a one to
one correspondence between the bands of the LDA and GW bandstructures.
The total band widths do not differ significantly as well. From our experi-
ments we conclude that the overall bandwidth is well reproduced by LDA and
GW-calculations. However, the high binding energy of the flat bands is not
reproduced. Even the downwards shift of the valence bands (≈1 eV) in the
case of van Gelderen et al. [8] is not sufficient and does not account for the
relative shift of certain bands.
Clearly, the good agreement of the overall bandwidth with the LDA calcu-
lations is in contrast to the model of Ng et al. [3] where strong electron corre-
lations induce a band narrowing. However, we cannot exclude that individual
bands are subject to narrowing. The reason is that from the experimental data,
due to the large number of bands, it is not possible to identify every individual
band. The width of the experimentally observed spectral features is not res-
olution limited and might be explained either by self-energy effects or also by
a relatively high mobility of H atoms and defects due to the substoichiometry
of the films. Furthermore, there is still debate on whether the HoD3 structure
really corresponds to the one for Y H3. [20, 21]
Finally we compare our results to the model by Eder et al.[4]. The de-
pendence of the occupation number of electrons on the H site is incorporated
in their model Hamiltonian by having a novel hopping integral. The resulting
singlet-like bound state is manifest via increasing the binding energy of the H
states. Contrary to the treatment of Ng et al. where the result is a narrowing
of bands, Eder et al.[4] predict a shift of the potential at the H site retaining
the large H bandwidth.
It is now very tempting to interpret our data, showing a shift of bands
towards higher binding energy, in terms of such an additional potential on
H sites. Observing Fig. 7.3 it appears that only the set of flat bands is
strongly shifted down whereas the others, covering the full bandwidth, are
consistent with the GW approach. This might be interpreted in the sense
that the bands within the set of flat bands have a more localized character
and therefore are stronger affected by the singlet-like bound state. However,
a detailed comparison of how different bands are affected is not possible since
a realistic bandstructure for the HoD3 structure is not available within Eder’s
model Hamiltonian.
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7.4 Conclusion
In conclusion we have performed ARPES experiments on single crystalline films
of Y in the trihydride phase. A comparison with LDA calculations shows a good
agreement of the overall bandwidth. No significant band narrowing is observed
although a narrowing of individual bands cannot be excluded. However a set
of H induced, flat bands is identified in the experiment with a binding energy
≈ 3.7 eV higher than in the calculation. Furthermore, based on the FEFS
approximation, we infer a rigid shift of the valence band towards higher binding
energy by more than 1 eV which is consistent with GW-calculations [8] and
the opening of a gap. The downwards shift of flat bands supports the model
proposed by Eder et al.[4] predicting a shift of the potential at the H site and
retaining the broad H band.
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Chapter 8
Introduction to Quantum Well
States
8.1 General Remarks
One of the basic tenets of solid state physics is the quasicontinuity of states in
k-space. The Born-von Karmann boundary condition adapts the wavefunctions
to the macroscopic dimensions of the crystal. For a three dimensional crystal
the k-space volume per state D(k)= (2pi)
3
L3
is due to the large volume L3 so small,
that macroscopic properties of solids, which depend on all k states, do not de-
pend on the outer dimensions of the sample. However if these outer dimensions
are reduced to the order of some lattice constants this should change and mea-
surements should reflect the quantum nature of matter. Semiconductor super
lattices are a familiar example, where quantization effects due to wavefunc-
tion confinement are employed for device purposes, e.g. laser diodes employ
band gaps as effective confinement barriers. However for metallic super lattices
these band gaps do not extend over the complete Brillouin zone, instead the
metallic substrate provides only a confinement in certain directions. Therefore
in order to detect quantum effects in the case of metallic interfaces k-resolved
measurements are appropriate.
Two very well written review articles, which give an introduction into the
field of metallic quantum wells are recommended to the reader [1][2]. These
articles summarize a development, which started with tunnelling experiments
on Pb, Mg, Au, and Ag already 30 years ago by Jaklevic and Lamb[3], who
observed periodic structures in the tunnelling signal, which they identified as
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a direct observation of size dependant electronic states. An even more di-
rect method to observe these states is photoemission and Loly and Pendry [4]
pointed out, that theoretically photoemission spectra of thin films should con-
sist of a number of thickness dependent, closely spaced states. By that time
nobody had observed such quantum well states, which was basically due to
the fact, that theory did not take into account the experimental film thickness
fluctuations. Only the advances of thin film growth with molecular beam epi-
taxy made the preparation of more or less atomically uniform films possible
and the first direct observation of quantum well states with photoemission was
reported in 1986 [5].
8.2 This Work
In this work we investigated the heteroepitaxial system Mg(0001) on W(110).
Starting from a simple particle in a box model, it is derived how the energy
quantization of thin films is related to the bulk band structure of the overlayer
material. For this purpose the phase accumulation model is introduced and
its predictions for different thicknesses are compared to experimental photoe-
mission data. A separate chapter is dedicated to the analysis of the in-plane
dispersion of these thin-film states, which is found to depend strongly on the
underlying W(110) band structure. The high atomic mass of the substrate is
expected to give rise to strong spin-orbit effects of the confined overlayer states.
The Rashba effect at the interface gives rise to a zero-field spin splitting of Mg
surface states and quantum well states.
8.3 Experimental Details
Thin films of Mg were prepared by evaporation from a water-cooled resistively
heated molybdenum basket onto clean W(110) at room temperature. The pres-
sure during evaporation was 7×10−10 mbar. The deposition rate was monitored
by a water cooled crystal rate monitor. X-Ray photoelectron diffraction was
employed to determine the epitaxial relationship between the Mg thin film and
the underlying W(110) substrate. It is found that Mg grows epitaxially in
(0001) direction and the hexagonal Mg layers obey the Nishiama-Wassermann
relationship[6] with the substrate, where the [1120]hexagonal direction is aligned
wih [001]bcc direction of the substrate. Fig. 8.1 shows the bulk structure of
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W and Mg and the corresponding surface meshes, together with the respective
surface Brillouin zone. Additionally, X-Ray photoelectron diffraction pattern
(8.1g,h), which corroborate the structural analysis are shown together with
the stereographic projection of atom-atom directions present in W(110) and
Mg(0001) crystals (red circles). XPD pattern from Mg thin films on W(110)
are clearly 6-fold symmetric and indicate high growth quality. The 6-fold sym-
metry indicates a largely unstrained overlayer growth, which is quite common
for metals. This is in contrast to strained superlattices in the case of semicon-
ductor heterostructures and reflects the isotropic nature of the metallic bond.
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Figure 8.1: Structural properties of W and Mg. a,b) Bulk unit cell of bcc tungsten
and hcp magnesium. c,d) Surface mesh of W(110) and Mg(0001) with correct orien-
tation to each other e,f) Surface Brillouin zone of W(110) and Mg(0001) with high
symmetry points. g,h) X-ray photoelectron diffraction pattern of W 4f and Mg 2s
core levels together with the stereographic projections created from cluster models
for the two structures.
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Figure 8.2: Particle in the box solutions
8.4 Evolution of QWS with thickness
The first starting point for an understanding of thin film quantum well states
is a review of the one dimensional particle in a box model of finite width d
and full confinement, which means that the potential barrier is assumed to be
infinitely high.
The time independent Schro¨dinger equation
− h¯
2
2m
· d
2u(x)
dx2
+ V (x)u(x) = Eu(x) (8.1)
has to be solved for the appropriate boundary conditions of the problem.
V (x) = ∞ x < 0 (8.2)
= 0 0 < x < d
= ∞ x > d
The general solution A·sin(kx)+B·cos(kx) translates due to u(0)=0 and
u(d)=0 (continuity) to
u(x) = A · sin(kx) kd = n · pi (8.3)
8.4 117
This means that only certain k values can be fit into the geometry as
it is shown in Fig. 8.2. The corresponding free electron eigenvalues become
quantized such that the energy scales with the square of the quantum number
n. Six layers of Mg in [0001] direction correspond to a thickness of 5· interlayer
distances of 2.605A˚. Of course, the exact well thickness depends on the location
of the interface.
En;sixlayers =
h¯2k2
2m
=
h¯2pi2n2
2m · 13A˚2
= 0.222eV · n2 (8.4)
For each thickness a series of peaks is expected, which become more and more
closely spaced. Such a model does not consider the exact form of the bound-
aries, which provide some confinement but especially the interface between film
and substrate might allow some wave function leakage. In the particle in the
box model such a wave function leakage is introduced with adjusted boundary
conditions, which matches the wave function inside the well to an exponen-
tially decaying wavefunction outside of the well. Furthermore the details of the
Mg band structure E(k) are not considered. The latter is easily corrected by
displacing the free electron dispersion relation (8.4) with the E(k) relation of
bulk Mg in the correct [0001] direction. This direction corresponds in recipro-
cal space to the ΓA direction and quite similarly to the free electron case one
has to determine the eigenvalues belonging to k-values which satisfy the phase
accumulation model (equation 8.5).
φinterface + φsurface + 2 · k⊥ · d = 2npi (8.5)
This model assigns to the reflection at the well boundaries and the wave
propagation in the film a phase shift. For the following simple analysis the
interface and surface contributions are not considered, which is particularly
appropriate for very thick films, where the film contribution becomes the dom-
inant term. Fig. 8.3 summarizes the main idea. The bulk band structure
along ΓA is discretized, such that the allowed solutions ”fit” into the cavity.
The connection between the dimensions of the Brillouin zone and the allowed
k vectors arises from relation between real space lattice and reciprocal lattice,
which allows to rewrite equation 8.5 (φinterface and φsurface are neglected)
k⊥ =
npi
d
=
npi
N · aunitcell =
n
N
· ΓA = (1− ν
N
) · ΓA (8.6)
, where a new reduced quantum number ν=N-n is introduced. For a 10 and
12 unit cells thick film, the procedure to obtain the allowed eigenvalues is
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schematically indicated. The Brillouin zone is sectioned along ΓA into N equal
k-slices. Wherever such an allowed k-point coincides with a bulk Mg band
a QWS is expected. For a 10 ML thick film we expect two occupied QWS,
while for a 12 ML thick film the state ν=3 has already crossed the Fermi
level and we expect three occupied QWS. The uppermost Bulk band, which
gives rise to QWS closest to the Fermi level cuts the Fermi level at ≈1/4
ΓA. Therefore not every additional unit cell leads to a new occupied QWS
and in fact the appearance of a new QWS allows for a very accurate thickness
determination. If the indicated graphical construction is repeated for a number
of thicknesses, one can obtain a so called structure plot, as it is shown in 8.3. It
shows the evolution with thickness (or with N) for quantum well states, which
are all derived from the same Mg bulk band but which belong to different
ν’s. From inspecting this structure plot, main characteristics for quantum
well state evolution with thicknesses can be extracted. If the film thickness is
increased, the number of allowed QWS increases. The energy spacing between
quantum well states depends on the bulk band dispersion from which the QWS
are derived. Therefore localized bands (e.g. d-bands) are expected to give
rise to narrowly spaced quantum well states, while sp-bands should be more
similar to the free electron model. The dispersion with thickness is drawn as
a continuous line. However the thickness cannot vary continuously because
each layer has a discrete height. For a minimal roughness in film thickness,
one expects experimentally not a continuous shift of levels but the abrupt
appearance of new states if the thickness is increased appropriately.
An alternative approach to understand the occurrence of quantum well
states are ab-initio slab calculations. If the electronic problem is solved for a su-
per cell geometry, one expects to observe similarly thickness dependant states.
A supercell consists of a number of bulk-like unit cells, which are separated
by a sufficient amount of vacuum in between. Such an approach still employs
periodic boundary conditions in three dimensions. However in one direction
the symmetry is broken by the introduction of vacuum space. The structure
resembles therefore a free standing thin film. This has the advantage that the
surface potential step is accurately described. However the film substrate inter-
face is not included but assumed to be equivalent to the surface potential step,
since the surface is included twice (front and backside are equivalent). The
electronic structure calculations are based again on Density Functional Theory
(DFT) and the full potential augmented plane wave code APW+lo Wien2k [7]
was employed. Fig. 8.4a) shows as an example the comparison between a 3
8.4 119
unit cell slab geometry and the Mg bulk structure. The in-plane crystal struc-
ture remains unchanged as it is shown in Fig. 8.4a). However the out-of plane
symmetry is broken by including a 12A˚thick vacuum region. Nevertheless we
employ periodic boundary conditions, which makes the choice of an appropri-
ate vacuum thickness ambiguous. The free standing slabs should not interact
over the vacuum region but on the other hand, the unit cell size should still
allow a matrix diagonalization in a reasonable computation time. A vacuum
thickness of 12A˚is certainly conservative to minimize the interaction over the
vacuum layer. Slab calculations have been used mainly in conjunction with
the description of surface states. There, the idea is to simulate a semi infinite
system, which translates into a many-layer slab in order to avoid not only an
interaction over the vacuum region, but an interaction over the crystal region
as well. The computation of the Au(111) surface state required the use of 19
gold layers in order to have a minimal bonding-anti bonding split between the
two surface states[8]. In the present case however, we are exactly interested in
these kind of interference phenomena due to the finite size of the quantum well,
respectively the finite size of the slab. However the surface state is then neces-
sarily not adequately described, since we are dealing with a thin free standing
film and not a semi-infinite crystal.
Upon comparing the band structure of the slab (Fig. 8.4d) to the Mg bulk
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Figure 8.3: Phase accumulation model for Mg quantum well states a) structure plot
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120 Chapter 8: Introduction to Quantum Well States. . .
a)
b) c) d) e)
k Γ ΓΓ ΓΑ Μ Κ
a1
a2
a3
a3
Bi
n
di
n
g 
En
er
gy
 
[eV
]
Figure 8.4: Band Structure calculations for bulk Mg and a 3 unit cell slab. a) In-plane
structure for slab and bulk phase. b) Out-of-plane structure for bulk calculations.
c) Out-of-plane structure for a three unit cell slab with 12A˚vacuum space. d) Slab
band structure along high symmetry directions. e) Bulk band structure along high
symmetry directions with corresponding k-values for the slab band structure at Γ
(see text)
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(Fig. 8.4e) band structure, we note similarly to the phase accumulation model a
quantization of bulk bands in the slab band structure. Since the confinement is
only in [0001] direction, the bands between Γ and A are quantized. Compared
to the phase-accumulation model, the ab-initio calculations reveal the energy
dependence of the k vector quantization. Each eigenvalue at Γ in the slab
calculations corresponds to a slightly different bulk k⊥ value. A free electron-
like parabola is attached to each of these allowed k⊥ values. A quantization
perpendicular to the surface generates therefore a number of stacked parabolas,
whose in-plane dispersion is not affected by the quantization.
The correspondence between the slab eigenvalues at Γ (Fig. 8.4d) and the
k⊥ values in the bulk band structure (Fig. 8.4e) are shown with lines between
Fig. 8.4d) and Fig. 8.4e). The major difference to the phase accumulation
model is, that each band is differently quantized. The energy-independent
phase accumulation would predict the same k⊥ values for eigenvalues derived
from different bands, but with the same quantum numbers. One can under-
stand this phenomena as an energy dependant extension of the wavefunction in
the slab. The same effect can be introduced in the phase accumulation model
as energy dependant phase shifts at the surface and the interface
φinterface(E) + φsurface(E) + 2 · k⊥ · a = 2npi. (8.7)
The phase shift at the surface is expected to be isotropic and largely indepen-
dent of the specific surface structure. McRae and Kane[9] proposed a formula,
which solely depends on the position of the vacuum level (EV ) and the energy
(E) of the QWS.
φsurface(E) = pi
√
3.4eV
EV − E − pi (8.8)
The interfacial phase shift on the other hand cannot be described in general
by such a universal formula. For full confinement Smith proposed a phase shift,
which solely depends on the position within the gap[10]. However for the reso-
nant case, the coupling between quantum well resonances and substrate Bloch
states depends on energy, k-vector and symmetry and hence the intricate wave
function matching cannot be associated with band edges of the substrate pro-
jected band structure. It is the purpose of the following chapter to investigate
in more detail the transition between a quantum well state and a quantum well
resonance. Instead of tuning the QWS energy with thickness such that a gap is
crossed in normal emission, we follow a more convenient approach and map the
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dispersion with k‖ for a given thickness and observe the ”quantum well state
to resonance transition” for a substrate dependant k‖ (see below).
8.5 Results for normal emission
We now turn to the results from UV photoemission spectroscopy, where we
expect thickness dependant quantum well states, as it has been discussed in
the previous section. Fig. 8.5 shows one of the first sets of UPS spectra
in normal emission geometry from an ≈ 20 unit cell thick film for different
excitation energies. We observe the well known surface state at -1.7 eV and
additionally, above the surface state, a series of closely spaced states, which
resemble the expected quantum well states. The photoemission cross section
is optimal for H Ly α radiation and therefore all subsequent studies involving
the parallel dispersion of QWS have been performed with an excitation energy
of 10.2 eV. The slight change in energy for different excitation energies has
been observed for Ag(111) on Ni(111) as well [1] and seems to be a general
property of quantum well resonance systems compared to true quantum well
states, which should (as two-dimensional states) show no dependance on the
photon energy.
The most important criterium for the detection of QWS is however their
thickness dependance and the preceding section posed the question if the evo-
lution with thickness can be described by a simple phase accumulation model.
The phase accumulation model yields sets of quantum well states, which be-
come more numerous and more closely spaced with increasing thickness. In
Fig. 8.6 such a behavior is clearly obtained for UPS spectra in normal emission
geometry for different thicknesses. The thickness is adjusted to a maximum
agreement. An absolute experimental thickness measurement with an oscillat-
ing quartz crystal was not feasible.
Similarly to Fig. 8.3 we observe an increasing number of quantum well
states, whose thickness evolution can be well described with a discretization
of Mg bulk bands (Fig. 8.6b). For very thin films a decrease in surface state
energy indicates an increasing overlap between the surface state wave function
and the substrate. We observe QWS up to 36 unit cells, which indicates a very
high uniformity of film growth.
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Figure 8.5: UPS spectra in normal emission geometry for different excitation energies,
the spectra have been normalized to the intensity of the surface state at -1.7 eV
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Abstract: Quantum well states or more familiar particle in a box
states are a consequence of confinement in a quantum cavity. In
this study we investigate with photoemission the influence of the
interface electronic structure on the quantum well state energy dis-
persion in ultra thin Mg(0001) films on W(110). The possibility of
coupling between the sp-derived quantum well states and the sub-
strate across the interface becomes manifest in a deviation from free
electron-like dispersion behavior. Most importantly, we observe a
marked level splitting, which is interpreted as due to the Rashba ef-
fect at the interface. The Rashba effect is a relativistic effect, which,
in the vicinity of strong potential gradients, leads to electron spin
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splitting. Such an interfacial electron beam splitting on materials
with strong spin-orbit coupling is an essential ingredient for novel
spintronic devices. The combination of a quantum cavity with a
heavy, electron reflecting substrate demonstrates the necessity for
a relativistic extension of the simple particle in the box model.
9.1 Introduction
Classical physics is at its limit for reduced dimensions, where the quantum
regime comes into play. The wavelike nature of electrons is frequently intro-
duced with the particle in a box model. The advent of molecular beam epitaxy
allowed the direct investigation of this textbook example of quantum mechan-
ics with high resolution photoemission. [1][2] (and ref. therein). Discrete,
thickness dependent energy levels (see Fig. 9.1a) originate from the finite film
thickness, which permits only certain cavity eigenmodes or quantum well states,
whose wavelengths (λ) form a standing wave upon reflection at the boundaries
(see Fig. 9.1b). Depending on the E(λ) relation in the solid, these allowed
wavelengths translate into discrete energy levels. [3] In a first, semi-classical
approach, tunneling across the confining barriers is usually neglected. This
model is frequently called in quantum mechanics textbooks a particle in a box
with infinitely high walls, see Fig. 9.1c). In reality however the barrier height
is only finite and the wavefunction might leak to some extent over the interface
barrier. Therefore the electron wavefunction inside the cavity has to be matched
to an appropriate wavefunction at the cavity boundaries. The quantum well
state (QWS) is (partially) reflected and has to be matched to an evanescent
wave, if no coupling crystal Bloch states are available. Otherwise the matching
proceeds with substrate Bloch states. One distinguishes between quantum well
states (complete confinement) and quantum well resonances (partial confine-
ment due to coupling).
If the cavity modes are tuned such that the coupling scheme switches to
the resonance case (or vice versa), one expects a discontinous change in the
allowed wavelengths and corresponding energies (see Fig. 9.1d). In this sense
the quantized states probe, via their reflectivity, the energy dependent substrate
band structure, as will be demonstrated below.
The main purpose of this study is to show that there is another effect
(not considered so far for QWS) that influences, modifies or tunes the QWS.
The substrate not only perturbs the dispersion relation, it may also lead to an
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appreciable spin-splitting of the quantum well states.
The interfacial, electron reflecting potential gradient translates, via rela-
tivistic Zeeman coupling, to an effective in-plane magnetic field, which in turn
lifts the spin degeneracy. The size of this so-called Rashba splitting [4] is given
by the Hamiltonian HRashba ∼(~k×∇~V ) ·~σ ∼ ~Beff ·~σ. The geometrical relation
between plane wave propagation vector (~k), interfacial potential gradient ( ~∇V )
direction and the effective in-plane magnetic field (Beff) is shown in Fig. 9.1e).
The spin-splitting E(k,↑) 6=E(k,↓) into up-spin, ↑, and down-spin, ↓ for k‖ 6= 0,
however, is only possible for a broken inversion symmetry, since otherwise the
Kramers degeneracy dictates E(k,↑))=E(k,↓). Due to the presence of inversion
symmetry in bulk Mg and W, the respective bulk Bloch states are not spin-
split. However, overlayer states and QWS, which do not couple to substrate
Bloch states and nevertheless have strong weight at the interface, experience
inversion symmetry breaking and are subject to this effective magnetic field in
the vicinity of the strong potential around the tungsten cores. In a field effect
transistor the Rashba spin splitting can be tuned with an applied gate voltage,
which leads to the concept of the spin transistor of Datta and Das[5]. On the
other hand, the degree of wavefunction localization, which is, e.g., different for
Mg surface states and QWS of different order, should affect the splitting as well
and is therefore of fundamental interest for spintronic applications employing
the Rashba effect.
9.2 Results
Thin Mg films have been grown on W(110) at room temperature. The photoe-
mission results were obtained with hydrogen Lyα radiation (hν=10.2 eV) and
the sample was rotated with a motorized 2-axis goniometer stage [6]. Mg grows
in a layer-by-layer fashion over a large thickness range and supports well-defined
quantum well states [7]. All films exhibit a narrow thickness spread since the
observed discrete energy levels evolve continously up to large thicknesses (see
Fig. 9.1a). Layer-resolved films would exhibit discrete static features asso-
ciated with the specific number of layers present in the film. The energetic
position of the quantum well states can be understood in the framework of
the phase accumulation model [7]. This model expresses the condition for con-
structive interference in terms of phaseshifts within the film of thickness d and
at the surface (φsurface) and interface boundary (φinterface). A stationary state
requires the total phaseshift to be an integer times 2pi, which naturally selects
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Figure 9.1: a) Quantum well states (QWS) as seen by ultraviolet (UV) photoemission
(modified VG Escalab MkII with monochromatized hydrogen Lyα (hν=10.2 eV)
photon source) in normal emission geometry at T=300 K. States above the surface
state (SS) energy at -1.7 eV are QWS. The film thickness for the spectra is given in
units of unit cells (5.21 A˚), comprising two atomic layers. b) Experimental cavity with
surface and interface boundary and three cavity modes. An off-normal quantum well
state, characterized by a wave vector component parallel to the surface, k‖, indicating
a side-wards displacement. c) Ideal cavity with infinitely high walls. d) Difference
between a confined quantum well state and a leaky quantum well resonance with
a corresponding change in wavelength. e) Vectorial representation of the effective
in-plane magnetic field, Beff , at the Rashba interface. f) Brillouin zones with high
symmetry points for the epitaxial relationship between the 6-fold symmetric (C6)
Mg(0001) thin film and the two-fold symmetric (C2) W(110) substrate.
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discrete k-vectors.
2 · k · d+ φinterface + φsurface = n · 2pi n ∈ integer. (9.1)
These geometry enforced k-vectors correspond to energy values via the
bulk band dispersion E(k). For increasing well dimensions more states can be
accomodated (Fig. 9.1) and the influence of the boundary conditions becomes
less important, since the corresponding phase shifts are divided by the film
thickness in order to obtain the allowed k-vector. A possible substrate influence
on the cavity modes is therefore best detected for small cavities.
Mg grows epitaxially in [0001] direction with an in-plane orientation such
that the [1120] direction is aligned to the [001]bcc direction of the W substrate.
This relation corresponds in reciprocal space to an alignment between the Γ
Mhex and Γ Nbcc high symmetry directions of the respective Brillouin zones (see
Fig.9.1f). The W(110) surface is a pseudo-hexagonal growth substrate [8, 9] but
exhibits only a two-fold rotational axis. In this sense electronic overlayer states,
which exhibit a reduction of symmetry from C6 to C2 reflect the influence of
the reflectivity of the substrate[10]. Quite naturally such a substrate influence
can be detected in a full hemispherical measurement as two-fold symmetric
features.
In fact, the band dispersion of Mg is almost not affected by its weak hexag-
onal lattice potential and is almost free electron-like. Correspondingly, the k-
resolved band structure is dominated by a parabolic dispersion relation with
spheres as constant energy surfaces. The ΓMK plane of the Brillouin zone cuts
the corresponding free electron parabolas in circles. The circular, isotropic in-
plane dispersion relation is corroberated by ab-initio electronic structure calcu-
lations for a free-standing three unit cell thick Magnesium slab (see Fig. 9.2a).
For this thickness the well-known Mg surface state (SS) is already apparent in
the calculation and cuts the Fermi level in a ring-like fashion. In contrast to
this, the experiment (Fig. 9.2b) displays clear deviations from this ideal behav-
ior for a similarly small film thickness of ≈ 3 unit cells. The experimental film
thickness supports already one (n=1) occupied quantum well state in addition
to the aforementioned surface state. The Mg surface state is clearly not cutting
the Fermi level isotropically, but instead a two-fold symmetry points directly
to the substrate influence.
The surface state wavefunction probes the electronic structure of the under-
lying tungsten substrate and discontinuities are expected if the coupling regime
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Figure 9.2: Fermi surface contours displayed as a function of k‖. Marked is the
hexagonal Mg Brillouin zone with high symmetry points Γ¯, M¯ , K¯; SS labels free
electron-like surface state and n=1,2 successive QWS; symbols are identical to the
ones in Fig. 3. a) Theoretical Fermi surface for a 3 unit cell thick slab, obtained
with the APW+lo code Wien2k [11]. b) and c) Experimental Fermi surface map for
a three and eight unit cell thick film, respectively; experimental raw data are plotted
in the lower part (i.e., below the 135◦ diagonal line) and asymmetry plots [12] in the
upper part; the curved black line marks the border between the surface projected
bulk states and surface projected bulk gap; it falls together with strong deviations
from the circular symmetry, highlighted in the asymmetry plots (see upper part).
The color bar (right side) indicates the intensity scale.
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changes to the resonance case upon leaving the confining substrate band gap.
These locations in k-space for the Fermi energy are indicated with thick black
lines. If the gradient of deviations from isotropy is plotted[12] (upper part in
Fig. 9.2b,c) one can clearly see that indeed the transition to the resonance
case leads to discontinuities in the in-plane dispersion, which are especially
pronounced at the band edges (drawn in black). If a similar measurement is
inspected for a thicker, two quantum well state supporting film (Fig. 9.2c, with
n=2), similar effects can be observed. However, in agreement to the phase accu-
mulation model, the effects of the substrate are much weaker since the interface
phase shift is less important for the total phase of a thicker film. Nevertheless,
tracing the bulk band edges is still possible [13].
The electron reflection at the interface boundary might not only warp the
one-electron band structure, it may have surprising effects on the spin struc-
ture as well. Magnetic QWS on a ferromagnetic substrate have already been
reported[14]. However, for Mg on W(110) both, overlayer and substrate mate-
rial are nonmagnetic, which points intuitively to spin-degeneracy. Nevertheless,
it has recently been reported that the high atomic number (Z) material W(110)
(Z=74) gives rise to a zero field, spin splitting of its surface state [15][16]. The
Rashba effect [4] lifts the spin-degeneracy at the surface, where inversion sym-
metry is broken.
Fig. 9.3 shows a set of measurements obtained for increasing thicknesses,
as it is reflected in the increasing number of QWS at Γ (k‖=0). The scans
were obtained for an azimuthal angle of 135◦, which is indicated in Fig. 9.2b).
Similarly as in the previously discussed Fermi surface measurements, we note
the strong influence of substrate band edges on the energy dispersion. The
surface state is perturbed in Fig. 9.3a) in regions close to the band edge
labeled with one and two, due to coupling to specific bands. However, very
striking is the appearance of additional bands (open symbols), which are split-
off the original main quantum well peak and the surface state. The upper
branch of the split surface state is clearly visible in Fig. 9.3a) (open and closed
circles) and becomes more faint in Fig. 9.3b). The surface state splitting is
only observed after the state is located in the substrate band gap and vanishes
for higher thicknesses (Fig. 9.3c),d)).
The behavior of the QWS emission is similar except that it extends to
higher thicknesses (triangles in Fig. 9.3a)-d)) as expected, since the QWS travel
across the entire film. The splitting is again only apparent in the substrate band
gap.
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Figure 9.3: E(k‖) dispersion plots for 4,6,8 and 11 unit cell thick films taken along the
135◦ diagonal line (Fig. 2) are displayed in a), b), c) and d), respectively. Consecutive
QWS n=1,2,3 and the surface state (SS) are labeled. The second derivative of the
measurements is shown to highlight the different features. The surface projected
band structure of W(110) appears as an overlay of white dots. Empty and filled
circles mark the surface state and its splitting; empty and filled triangles label the
n=1 QWS and its splitting.
9.3 Discussion and Conclusion
The presented measurements bear interesting and important implications for
one of the key parameters of the particle in the box model, namely the inter-
facial electron reflectivity. The leakage to the substrate is similarily low for
both, truly confined quantum well states and partially confined quantum well
resonances. This is probably due to unfavorable, symmetry-forbidden coupling
between quantum well resonances and substrate states. Nevertheless, substrate
band edges can be detected as perturbations in the in-plane dispersion. This
demonstrates that the interfacial phase shift depends on the specific energy-
, k-vector- and symmetry-dependent matching conditions. Present empirical
models which compute the energy-dependent phase shift in terms of the dis-
tance to the band edge do not describe this system correctly. A scalar value
for the interfacial phaseshift does not reproduce all properties of the involved
matched wavefunctions.
Full hemispherical measurements, as shown here, are particularly advanta-
geous for QWS spectroscopy on low symmetry substrates because a symmetry-
breaking is directly observed in the measurements. Furthermore, the measure-
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ments do not rely on the exact knowledge of the prepared thickness. This is
especially important for not layer-resolved QWS.
The most important finding on the confined states is, however, the observed
splitting. We would like to point out, that in contrast to Matsuda et al. for
Ag/Si(001) [17], we observe a splitting primarily in gap regions of the substrate.
Therefore, an explanation of the splitting as due to a partial confinement by
the substrate continuum does not hold. Similarily a lattice mismatch between
film and substrate [7] is not expected to yield discontinuities at substrate band
edges. Instead, the high atomic mass of the W(110) substrate leads to rela-
tivistic effects expressed by the Rashba term. The lack of inversion symmetry
across the interface or more appropriately the lack of inversion symmetry and a
concomittant lifting of the Kramers degeneracy at the confining barrier leads to
a spin-splitting. The effect is smaller or absent for states, which hybridize with
substrate states. Hybridization implies loss of their surface (resp. interface)
character and accumulation of bulk character with inversion symmetry (Fig.
1d)). On the other hand, only the potential of the tungsten nuclei gives rise
to a sizeable spin splitting [18]. For this reason, the surface state is not spin
split anymore for large thicknesses (Fig.3c,d). The surface state wavefunction
decays exponentially towards the interface and therefore interface effects be-
come less important for thick films. The magnitude of the observed splittings
is with some hundred meV in the same range as the spin-orbit splitting of the
W 5d band. The Rashba Hamiltonian predicts a vanishing spin splitting for
k‖=0 and an increase with increasing k‖ for a uniform gradient of the poten-
tial barrier. However in this case the barrier itself is profoundly k dependant
and therefore simplified model calculations are not applicable. The position
inside the gap of the projected W band structure might not only influence the
size of the splitting, but might also be responsible for the observed intensity
differences of the respective upper and lower branches.
The observation of such a spin splitting requires a heavy substrate with
a large atomic spin-orbit splitting parameter (expressed by a strong potential
gradient) (Fig. 1d),1e)), combined with inversion-symmetry breaking at the
interface. These requirements might explain, why this relativistic effect has not
been observed so far for quantum cavities. The presented data indicate, that
a heteroepitaxially formed two-dimensional electron gas is subject to a spin-
splitting due to the presence of an interface. The heteroepitaxial approach
opens a completely new field for the study of differently deposited quantum
wells.
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The described system also bears a striking resemblance to spin-split final-
state effects in photoemission, as they have been described by Kirschner et. al.
[19]. They observed an inherent spin polarization of the photoemission signal
due to the matching of the Bloch spinor wave function to the free electron
spinor wave function of the outgoing photoelectron. In the present case the
matching between the spin-orbit split spinor regime of the substrate and the free
electron spinor regime of the quantum well cavity proceeds over the interface
and appears to indroduce a net spin-splitting as well.
The effects of a Rashba interface on QWS are crucial ingredient for spin-
tronic devices, such as the spin transistor proposed by Datta and Das[5]. For
this type of devices, the critical question is, how the change of carrier localiza-
tion at the interface due to a gate voltage affects the channel spin separation.
However, the present study indicates, that the spin splitting is inherently depen-
dent on the detailed k-resolved electronic structure at the interface. Therefore
a one-dimensional approximation of the involved materials bandstructures with
essentially the upper band edge as parameter might not be sufficient for de-
vice design purposes. Instead a complete modelling of the interface electronic
structure seems necessary to predict the k-resolved spin splitting. The bulk
inversion-symmetry of both, Mg and W (in contrast to common semiconduc-
tors) opens up interesting new possibilities to study spin relaxation in these
quantum well structures.
Last but not least, the discussed effect becomes only visible for k‖ 6= 0,
therefore a splitting is not occurring in one-dimensional models. Hence, the
effects of quantum confinement can be discussed in introductory quantum me-
chanics with the familiar particle in the box model without introducing the
electron spin.
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Chapter 10
Growth of thin Bi films on
W(110)
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Abstract: We report on the growth of single crystalline epitax-
ial Bi films on W(110). X-ray photoelectron diffraction (XPD) and
low energy electron diffraction (LEED) reveal that Bi grows well or-
dered in the pseudocubic (001) orientation. The two-fold symmet-
ric W(110) surface supports four different Bi(001) domains. The
multi-domain nature is unambigously detected via LEED showing
a peculiar splitting of spots. It is shown that a preferential do-
main alignment along the [001]tungsten direction accounts for this
observation and is in agreement with a two-fold XPD pattern.
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10.1 Introduction
Bismuth is a semimetal of the group V in the periodic table of elements with
an atomic electron configuration of [Xe]4f 145d106s26p3. It re-attracted con-
siderable interest in the last years due to three effects. The discovery of su-
perconductivity in small granular clusters [1] despite the non-superconducting
properties for bulk Bi opened the question of the surface electronic structure
being responsible for the superconducting state. Secondly, the electronic prop-
erties of Bi make it almost an ideal candidate to study quantization phenomena,
the Fermi wave vector with experimentally convenient dimensions of the order
several nm. Quantum size effects should render thin films insulating due to a
thickness induced quantization of the valence band [2] and a subsequent lifting
of the overlap between electron and hole bands at EF . Furthermore the large
Z=83 should give rise to a considerable effect of the spin-orbit interaction on
the valence band structure, namely the p-bands and surface localized states in
the vicinity of the Fermi level[3][4][5].
In this work we report on the growth of thin Bi films on W(110). To our
knowledge, this is the first time, that Bi growth on this substrate is reported.
Tungsten was chosen as a substrate since it is a refractory metal, and hence
does not alloy with Bi. Furthermore its large band gaps [6] of the projected
bulk band structure in certain regions of the surface Brillouin zone make it
a suitable substrate for studies of ultra thin films because a clear separation
between substrate and film valence states is feasible. The present study shows
that well ordered single crystalline films can be obtained via room temperature
growth on W(110). It is demonstrated that these films grow in a multi-domain
fashion in the pseudocubic [100]-orientation.
10.2 Experimental Details
The preparation of clean W(110) surfaces has already been described elsewhere[7].
The crucial step in order to deplete the crystal from C was a 125 h anneal at
1500 K under an oxygen partial pressure of 10−7mbar. Subsequently an unre-
constructed surface, free of surface contaminants can be obtained by flashing
the crystal via e-beam heating up to 2500 K in ultra high vacuum. Bi was
deposited at room temperature out of a water cooled home built evaporator
at a rate of approximately 2A˚/min, as measured by an oscillating quartz crys-
tal. The pressure during deposition did not exceed 2·10−10mbar. The crystal
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structure was monitored by low energy electron diffraction (LEED), snapshots
of the diffraction pattern were made with an 8-bit CCD camera.
The photoemission experiments were performed in-situ in a modified VG
Mk II spectrometer equipped with a two-axis sample goniometer enabling
sequential computer-controlled sample rotation [8][9]. For X-ray photoelec-
tron diffraction (XPD) a twin anode was used delivering Mg-Kα radiation
(hν=1253.6 eV). The angular resolution was 1◦ full cone acceptance. It has
been shown that full hemispherical XPD patterns (diffractograms) provide very
direct information about the near surface structure. It’s chemical sensitivity
and the sensitivity to local order render it a powerful method for structural in-
vestigations [10]. At electron energies above 500 eV, the anisotropic scattering
of photoelectrons by the ion cores leads to a forward focusing of electron flux
along the emitter-scatterer axis. Prominent intensity maxima in diffractograms
can often be immediately identified with near-neighbour directions. The chem-
ical sensitivity arises from diffractograms of different core levels, allowing for
the determination of local order around specific atomic species, for a review
on XPD see [11]. Here XPD patterns from W and Bi 4f core levels are shown.
The obtained angular distributions of intensities, projected stereographically,
are plotted in a linear grey scale image.
Furthermore we present simulations of the aforementioned XPD pattern.
These simulations are based on model clusters (see below), where for every
constituent atom the coresponding forward focusing maxima arising from the
surrounding atom ensemble are calculated. For a given example atom, intensity
maxima are found in direct line of sight between the example atom, which can
be viewed as emitter and the surrounding atoms, which are the scatterers. The
dot-size for each forward focusing event is inversely proportional to the distance
between emitter and scatterer.
10.3 Results and discussion
Since crystal growth is the main focus of the present paper a short insight into
the lattice properties of bulk Bi is given. Bismuth has a reported bulk lattice
constant of 4.75 A˚. The crystal structure is rhombohedral with space group
166. This rhombohedral lattice can be understood as distorted cubic [12]. A
rhombohedral unit cell with a shear angle of 60◦ and a two atom basis, where
the second basis atom is centered can equally be described with a simple cubic
lattice. Fig. 10.1(a) shows this relationship, while in Fig. 10.1(b) a (110)-plane
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Figure 10.1: (a) Simple cubic lattice with rhombohedral unit cell inscribed, the
second basis atom is shaded in black, the pseudo-cubic unit cell vectors are along the
cube edges, the [100] growth direction is indicated. (b) Cut through a bcc tungsten
unit cell, the (110) surface is shaded, principal forward focusing directions from one
emitter atom are indicated by arrows. (see text)
of the tungsten crystal is depicted. For the present case of Bi, the shear angle is
57.35◦ and the basis atom positions are (0,0,0) and (0.474, 0.474, 0.474). This
introduces small distortions, resulting for the (001) surface in a rectangular
surface unit cell with the two unit cell vectors not equal and a two-atom basis
[5]. The resulting lattice is called pseudocubic. In the following we will refer
to the crystallographic directions in pseudocubic coordinates.
In Fig. 10.2 two LEED pictures are shown, which illustrate the changes,
when thin bismuth films are deposited. The principal crystallographic direc-
tions for W(110) are indicated in (a) and the orientation of the W(110) crystal
below the Bi film in (b) is identical.
Based on LEED, we can already derive the orientational relationship be-
tween the reciprocal lattices of substrate and film. The surface unit cell of
bismuth films, indicated in Fig. 10.2(b), appears oriented approximately 45◦
off with respect to the W(110) surface unit cell (Fig. 10.2(a)). The lengths
of the reciprocal unit cell vectors (Fig. 10.2(a)) yield the expected real space
bulk values for W(110), which has a lattice constant of 3.165 A˚ [13]. For the Bi
film (Fig. 10.2(b)) a pseudo-cubic surface unit cell is obtained, which suggests
a (001)-orientation. This symmetry excludes immediately the [111]-direction,
since the [111]-direction is a trigonal axis. This is a somewhat surprising re-
sult, since a variety of other metals deposited on W(110) grow along the [111]-
direction [14][15]. The length of the reciprocal unit cell vectors (Fig. 10.2(b))
translates into a rectangular real space unit cell with a length of 4.3 ± 0.3A˚ and
4.6 ± 0.3 A˚. This is to be compared to Bi bulk values of 4.53A˚ and 4.75A˚[13].
A peculiar doubling of spots (circled in Fig. 10.2(b)) appears for all ob-
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Figure 10.2: LEED pictures, EBeam = 61.3eV , for (a) clean W(110), (b) a nominal
Bi coverage of 70A˚.
served spots except the ones lying on a horizontal line across the center of
the image. The diffraction spots without splitting are marked with numbers 1
and 2 in Fig. 10.2(b). In order to understand the origin of the observed spot
plitting, the reciproal surface lattice for the suggested (001) orientation was
calculated and is shown in Fig. 10.3(a) with black dots. Additionally in Fig.
10.3(a) the same reciprocal lattice is shown but after a mirror operation (open
circles in Fig. 10.3(a)) as explained below. The field of view, as indicated by
the shaded circle is adapted to the experimental LEED geometry and the re-
gion, where no spot splitting occurs is marked by a black dotted line. Already
one notices a very good agreement between the experimental LEED pattern
and the combined pattern of the two reciprocal surface nets (black and open
circles in Fig. 10.3(a)). The two reciprocal lattices are interrelated by mirror
symmetry with mirror axis either the [110]tungsten or [001]tungsten-direction. The
reason why only some spots appear split, is the alignment of the reciprocal unit
cell diagonal along the [110]tungsten-direction. The [110]tungsten-direction is the
alignment axis for the reciprocal unit cell diagonal and they both are found
on the black dotted line in Fig. 10.3(a). All spots, which can be found on
this alignment axis, will not appear split, for a mirror axis, which is either
the alignment axis itself or an axis oriented perpendicular to the alignment
axis (grey line in Fig. 10.3(a)). The observed LEED pattern therefore sup-
ports the existence of mirror domains, which are related to the original domain
(black circles in Fig. 10.3(a)) via the [110]tungsten or [001]tungsten mirror axis.
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Fig. 10.3(b) shows the corresponding real space atom ensemble, the topmost
Bi layer is shown in black dots, a second layer deeper in the bulk is shown in
grey dots. The crystal is aligned such that the corresponding reciprocal net is
aligned in the aforementioned manner. One immediately notices that in real
space the unit cell diagonal is aligned along the [001]tungsten direction (grey line
in Fig. 10.3(b)), exactly perpendicular to the alignment direction in reciprocal
space. The observed LEED pattern has to be therefore interpreted, such that
the [001]tungsten is the principal alignment axis with the formation of atom rows
as shown in Fig. 10.3(b) along this direction.
The formation of atom rows along the [001]tungsten-direction could suggest
a particularly good match between substrate and film along this direction.
Indeed it is comparable to the lattice matching for [111]-oriented metals, which
usually grow in the Nishiyama-Wassermann relation[16] on W(110). In this
epitaxial relation one has an alignment between the [001]tungsten-direction and
the hexagonal [2110] direction with a possible supercell commensuration in this
direction. Apparently for the case of Bi an arrangement in [001] direction offers
an advantage in terms of lattice match, one obtains based on the Bi bulk crystal
structure a lattice misfit of only 3.6% in the [001]tungsten direction.
Fig. 10.3(c) shows a more global view of the crystallographic arrangement
of a Bi cluster oriented in the aforementioned manner in (a) sideview and (b)
top view. Note the formation of atom rows, which have a small tilt away from
the [100] surface normal (see below). This tilt is escpecially apparent in Fig.
10.3(c) as an opening angle between the [001] direction (surface normal) and
the atomic row right beside it.
The real space crystallographic structure can be determined by XPD. Here,
additionally, the out-of-plane structure is accessible. We measured the angular
dependence of the photoelectron signal for W and Bi 4f core level emission.
The corresponding emission patterns in stereographic projection, are shown in
Fig. 10.4 (a,b). For W(110) (Fig. 10.4(a)) we notice a two-fold symmetry
with the strongest emission maxima at polar angles of 35◦ and 45◦. Their
relationship to the real space structure becomes obvious if emission from a
sub-surface site (Fig. 10.1(b)), is considered. Here, forward focusing from this
emission site due to scattering at the very surface layer is expected for polar
angles with respect to the [110] surface normal of 45◦ in [100]-direction and 35◦
in [111]-direction. All resulting foward focusing maxima, based on a cluster are
shown as an overlay in the lower half of the W 4f emission pattern. Note, that
densely packed crystallographic planes appear as high intensity bands, known
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[110]tungsten
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[001]
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Figure 10.3: (a) reciprocal Bi(001) surface net shown in black dots, mirror domain
shown in open circles; the circle illustrates the field of view for the LEED experiments;
reciprocal unit cell vectors are denoted as a* and b*. (b) Real space surface net
drawn in black dots; shown in grey is a buried Bi layer illustrating the pseudo-cubic
stacking; the second basis atom (marked by an arrow) is shifted away from the
center. (c) Global view on the resulting cluster; the top view shows the alignment to
the [001]tungsten direction and the sideview illustrates the formation of atomic rows,
which are tilted away from the surface normal.
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as Kikuchi bands [17]. In a stereographic projection planes appear as circular
segments or straight lines for the ones containing the sample normal.
Regarding the a priori unknown crystalline orientation of the Bi film one
has to rely on already known crystal structure data and the symmetry of the
pattern (Fig. 10.4b) in order to simulate the experimental situation. The
pattern is nearly fourfold symmetric, with slightly differently shaped straight
(circled features in Fig. 10.4b numbered one and two) Kikuchi bands along
the [001]tungsten and [110]tungsten direction, rendering it two-fold symmetric.
Primary forward-focusing peaks are marked by a circle in Fig. 10.4(b) and
labeled with numbers three and four. In order to facilitate a more in-depth
understanding of the diffractogram, forward focusing directions based on a
(001) oriented pseudo-cubic Bi cluster (Fig. 10.3(c)) were determined. The
calculation bases on a cluster which is rotated such that the real space unit
cell diagonal (Fig. 10.3b) is aligned to the [001]tungsten direction, in accordance
with the LEED spot splitting.
The resulting forward focusing directions (overlay in Fig. 10.4(b)) are in
very good agreement with the experimental pattern, which in general confirms
the [100] growth direction. Nevertheless the calculated pattern is not two-fold
symmetric, a fact which is easily seen for forward focusing around the surface
normal. In this region the calculation yields two features, which render the
diffractogram one-fold symmetric. The reason for this low symmetry is the
crystal structure of Bi itself (Fig. 10.3(c)). The pseudo-cubic nature of Bi
leads to atom rows slightly tilted away from the pseudo-cubic [100]-direction,
which is the wobble away from the surface normal (Fig. 10.3c). The two-fold
symmetry must then originate from different domains, an assumption which has
already been used to explain the LEED spot splitting. Fig. 10.4(c) shows again
the stereographic projection of forward focusing directions, but in addition the
results from mirror clusters. Now the two-fold symmetry is nicely reproduced,
the stronger Kikuchi line along [001]tungsten is clearly visible (circled features in
Fig. 10.4(c)), again confirming the multi-domain nature of Bi films on W(110)
10.4 Conclusions
It has been shown that the combination of LEED and XPD allows for an in-
depth determination of the crystal structure of Bi thin films on W(110). Four
different growth domains, along with a diagonal alignment of the Bi surface
unit cell parallel to [001]Tungsten direction, explains both the doubling of LEED
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[001] tungsten [001] tungsten [001] tungsten
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[110] tungsten
Figure 10.4: Mg Kα excited XPD, the center corresponds to normal emission, while
the outer circle corresponds to an emission angle of 90◦ with respect to the surface
normal. The diffractograms are plotted in a linear grey scale with high intensity
shown in white (a). Diffractogram from the clean W(110) substrate showing the
angular dependence of the W 4f level Ekinetic=1222 eV and the result of a cluster
calculation as overlay. (b) Bi 4f diffractogram, Ekinetic=1097 eV, and forward fo-
cusing direction for one domain as overlay; circled regions one and two render the
XPD pattern twofold symmetric, circled regions three and four are primary forward
focusing peaks centered at polar angles of 56.2◦ (feature three) and 45.8◦ (feature
four). The observed forward focusing peaks are within the experimental error at
their theoretical position of 56.4◦ and 45◦. (c) Forward focusing directions based on
a pseudo-cubic cluster and three mirror domains
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spots and the two-fold symmetry of the XPD pattern. The obtained good
crystalline quality of the films on W(110) render subsequent investigations of
e.g. quantum size effects, spin-orbit coupling etc. with various techniques very
promising.
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