In this paper a general theorem for constructing infinite particle systems of jump type with long range interactions is presented. It can be applied to the system that each particle undergoes an α-stable process and interaction between particles is given by the logarithmic potential appearing random matrix theory or potentials of Ruelle's class with polynomial decay. It is shown that the system can be constructed for any α ∈ (0, 2) if its equilibrium measure µ is translation invariant, and α is restricted by the growth order of the 1-correlation function of the measure µ in general case.
Introduction
The studies of infinite particle systems with interaction were started from around 1970's by Spitzer [17] and Liggett [5, 6] . They constructed systems of particles moving on lattices (e.g. the square lattice Z d ) by means of Feller processes on the configuration spaces, which are compact with the product topology. In this paper we discuss infinite particle systems of jump type with interaction on continuum spaces. In the case where the continuum space is the d-dimensional Euclidean space R d , the configuration space is represented as
where δ a stands for the delta measure at a. We endow M with the vague topology. Then M is a Polish space and N ⊂ M is relative compact if and only if sup ξ∈N ξ(K) < ∞ for any compact set K ⊂ R d . For x, y ∈ R d and ξ ∈ M, we write ξ xy = ξ − δ x + δ y and ξ \ x = ξ − δ x if ξ({x}) ≥ 1.
An infinite particle system of jump type is characterized by its rate function c(ξ, x; y), (ξ, x, y) ∈ M × R d × R d , which controls the jump rate from x to y under the configuration ξ. We consider, in this paper, the case that the rate function is given by c(ξ, x; y) = 0 if ξ({x}) = 0, and c(ξ, x; y) = ν(ξ, x; y) + ν(ξ xy , y; x) dµ y dµ x (ξ \ x) ρ 1 (y) ρ 1 (x)
, if ξ({x}) ≥ 1, with some positive measurable function ν on M × R d × R d and some probability measure µ on M. Here, µ x is the reduced Palm measure defined by µ x = µ (· − δ x | ξ({x}) ≥ 1) for x ∈ R d , ρ 1 (x) is the 1-correlation function of µ and dµ y /dµ x is the Radon-Nikodym derivative of µ y with respect to µ x . We then introduce the linear operator L 0 on the space of local smooth functions D 0 in (2.1) defined by For R > 0, the subset M R = {ξ ∈ M ; |x i − x j | ≥ R for i = j } of M, which is regarded as the configuration of hard balls, is compact with the vague topology. Then by using a slight modification of Liggett's theorem [6] , we can construct the Feller process generated by the closure of L 0 describing an interacting particle system of hard balls moving by random jump on R d under suitable assumptions on the rate function c [18] . In this situation the rate function c satisfies the following detailed balance condition: c(ξ xy , y; x) = c(ξ, x; y) ρ 1 (x) ρ 1 (y)
Hence, we see that µ is a reversible measure of the process and the closure of the bilinear form (E, D ∞ ) is the Dirichlet form associated with it. However, the above argument by Liggett's theorem can not be applied to construct the process on M, since M = M 0 is not locally compact. The diffusion processes on general Polish spaces, which may be non-locally compact, are constructed by the Dirichlet form theory (e.g. Kusuoka [4] , Ma-Röckner [8] , Osada [9] and others). The infinite particle system of jump type with interaction was also constructed by Kondratiev-Lytvynov-Röckner [3] , Lytvynov-Ohlerich [7] . They treated the case that the reversible measure µ is a Gibbs measure in [3] and a determinantal random point field in [7] . A determinatal random point field is associated with its correlation operator K with Spec(K) ⊂ [0, 1]. Their result in [7] excludes the case that Spec(K) contains 1, which includes Sine, Airy, Bessel and Ginibre random point fields.
Let Φ : R d → R ∪ {∞} be a self-potential and Ψ : R d × R d → R ∪ {∞} an interaction potential with Ψ(x, y) = Ψ(y, x). Osada [11, 12] introduced a class of probability measures on M associated with Φ and Ψ, and called its element a quasiGibbs measure (Definition 2.4). The class includes Gibbs measures of Ruelle's class and Sine, Airy, Bessel and Ginibre random point fields [11, 12] . He constructed a diffusion process describing a system of infinite Brownian particles with the potentials Φ and Ψ by Dirichlet form technique related to quasi-Gibbs measures, and showed in [10] that the diffusion process solves the infinite dimensional stochastic differential equation (ISDE) :
It is an interesting and natural problem to extend Osada's results to infinite particle systems in which each particle undergoes a Lévy process of jump type (e.g. Cauchy process). In this paper we study the construction of the processes describing infinite particle systems of jumps with the potentials Φ and Ψ, by Dirichlet form technique. The related infinite dimensional stochastic differential equations are treated in the forthcoming paper [1] .
We make some assumptions in Section 2. Assumption (A.1) is the closability of the bilinear form (E, D ∞ ). For a long range interaction potential Ψ, such as the log-potential, c(ξ, x; y) is not generally well-defined for some (ξ, x; y) because of the divergence of dµ y /dµ x . The closability of the bilinear form (E, D ∞ ) ensure that c is well-defined µ-almost surely. Theorem 2.5 states that (E, D ∞ ) is closable if µ is a quasi-Gibbs measure with assumption (A.4). We denote the closure of (E, D ∞ ) by (E, D). Theorem 2.1 states that under assumptions (A.1)-(A.2) and (B.0)-(B.4), (E, D) is a quasi-regular Dirichlet form. Therefore there exists a special standard process (Ξ t , P ξ ) associated with (E, D). Reminding that N ⊂ M is relative compact if and only if sup ξ∈N ξ(K) < ∞ for any compact set K ⊂ R d , we see that the quasiregularity of the Dirichlet form (E, D) implies that for any compact set K, Ξ t (K), the number of particles of the process in K, will not diverge to infinity for any time t ≥ 0, even though a jump rate is a long range.
These assumptions are satisfied for the system of interacting α-stable process (α ∈ (0, 2)), if α is strictly greater than κ, where κ is the growth order of the density (the 1-correlation function) of µ, that is, ρ 1 (x) = O(|x| κ ), |x| → ∞. In particular, if µ is translation invariant, then κ = 0 and the system can be constructed for any parameter α ∈ (0, 2). The condition that α > κ seems to be best possible because it is a necessary condition to construct the independent system of infinite α-stable processes.
This paper is organized as follows: In Section 2 we introduce some notations and state our main results, Theorems 2.1 and 2.5 in this paper. We give applications of theorems in Section 3. We prove Theorem 2.5 in Section 4 and Theorem 2.1 in Section 5.
Setup and main results
Let S be a closed set in R d such that 0 ∈ S and S int = S, where S int denotes the interior of S. Let M be the configuration space over S defined by
where δ a stands for the delta measure at a. M is a Polish space with the vague topology. A probability measure µ on M is called a random point field.
For n ∈ {0} ∪ N ∪ {∞} we put M n = {ξ ∈ M; ξ(S) = n} and introduce a map
The map x n is called an S n -coordinate of ξ. We put U r = {x ∈ S; |x| ≤ r} and M r,n = {ξ ∈ M; ξ(U r ) = n}. 
Note that f n r,ξ is uniquely determined and = {f ∈ B r ; f is bounded}. We set
and call a function in B ∞ a local function. Then, we introduce the set of all local smooth functions on M given by
r,ξ is smooth on U n r for each n, r, ξ}.
Note that for any f ∈ D • we can find r ∈ N such that f (ξ) = ∞ n=0 f n r (x r,n (ξ)). A local smooth function is continuous with the vague topology:
For measurable functions f n , g n on S n we put
and ν(x n , x j ; y) is a nonnegative measurable function on S n × S × S which is symmetric in x n and satisfies
We often write ν(ξ, x; y) for ν(x n (ξ),
. We remark that although f n r and g n r are functions of U n r , they are naturally extended to the functions f n and g
Then we introduce the square field defined by
and the bilinear form defined by
We say a nonnegative permutation invariant function ρ n on S n is the n-correlation function of µ if
for any sequence of disjoint bounded measurable subsets A 1 , . . . , A m ⊂ S and a sequence of natural numbers k 1 , . . . , k m satisfying
We introduce conditions (A.1)-(A.2):
Under condition (A.1) we denote the closure of (E, D ∞ ) by (E, D).
We also introduce conditions (B.0)-(B.4):
(B.0) There exists a function p(r) on (0, ∞) such that ν(ξ, x; y) ≤ C 1 p(|x − y|) for µ-a.s. ξ ∈ M and dx-a.e. x, y ∈ S.
We remark that the LHS of (B.4) is rewritten by the 1 and 2-correlation functions of µ as follows:
From the above expression we can readily check that (B.4) holds if µ is a Poisson random point field or a determinantal random point field. Now we state the main theorem. Please refer to [2, 8] for the definition of the quasi-regularity.
By virtue of [8, Theorem IV.3.5 and Theorem IV.5.1] we get the following:
Corollary 2.2. Suppose that (A.1)-(A.2), (B.0)-(B.4) hold. Then there exists a special standard process
Moreover the process is reversible with respect to the measure µ.
with φ k ∈ C ∞ 0 (S) and a polynomial function Q on R ℓ , where φ, ξ = S φ(x)ξ(dx) and C ∞ 0 (S) is the set of smooth functions with compact support. We denote the set of all polynomial function on M by A. By the same argument in [14] 
for any compact subset A. The property (2.4) is necessary for constructing the system of independent particles of jump type. We expect that we can replace condition (B.2) to (2.4) in Theorem 2.1.
We introduce a Hamiltonian on a bounded Borel set A as follows: For Borel measurable functions Φ : S → R ∪ {∞} and Ψ :
We assume Φ < ∞ a.e. to avoid triviality. For two measures ν 1 , ν 2 on a measurable space (Ω, B) we write
Suppose that Ω is a topological space and B is the topological Borel field. We say a sequence of finite Radon measures {ν N } on Ω convergence weakly to a finite Radon measure ν if lim N →∞ f dν N = f dν for any bounded continuous function f on Ω. Then we give the definition of quasi-Gibbs measures [11, 12] . Definition 2.4. A probability measure µ is said to be a (Φ, Ψ)-quasi Gibbs measure if there exists an increasing sequence {b r } of natural numbers and measures {µ n r,k } such that, for each r, n ∈ N, µ n r,k and µ
and that, for all r, n, k ∈ N and for µ n r,k -a.e. ξ ∈ M, (2.
Here we set 1( * ) = 1 if the proposition * is correct, 0 otherwise,
, C 2 is a positive constant depending on r, n, k, π U c br (ξ), Λ is the Poisson random point field whose intensity is the Lebesgue measure on S, and µ n r,k,ξ is the conditional probability measure of µ n r,k defined by
We remark that (Φ, Ψ)-canonical Gibbs measures are (Φ, Ψ)-quasi Gibbs measures. The converse is not always true. For example, Sine random point field, Ginibre random point field and Airy random point field are not canonical Gibbs measures but quasi Gibbs measures ( [11, 12] ). We introduce some assumptions. 
Then we give a sufficient condition for closability.
Theorem 2.5. Assume (A.3) and (A.4). Then
(E, D ∞ ) is closable.
Applications
In this section we give some applications to Theorem 2.1.
Interacting Lévy processes
In this subsection we set S = R d . From conditions (B.2) and (B.3) we can construct infinite particle systems of Lévy processes with interaction. In particular, if we take
, then we can construct infinite particle systems of (symmetric) α-stable process with interaction. In this situation the bilinear form is given by
From assumption (B.2) if µ is a translation invariant measure like Sine β random point field with β = 1, 2, 4 or Ginibre random point field, then we can construct interacting (symmetric) α-stable processes for all 0 < α < 2.
Moreover, we can apply our theorem to interacting (symmetric) stable-like processes. For a measurable function α : R d → R we define the following bilinear form :
where ∆ = {(x, x); x ∈ R d } and and
is the space of all uniformly Lipschitz continuous functions with compact support. Under these assumptions
It is known that the bilinear form is closable and the closure (
Thus there exists a Hunt process (X SL,α t , P SL,α x ) associated with ( E SL,α , F SL,α ), which is a (symmetric) stable-like process [19] . Let ν(ξ, x; y) = |x − y| −d−α(x) such that α(x) satisfies the above conditions (ii), (iii) and κ < α(x) < 2, dx-a.e. x ∈ R d . Then we can construct infinite systems of (symmetric) stable-like process with interaction. In this situation, the bilinear form is given by
dy.
Examples of generator and ISDE for the processes
In this subsection we give examples of the L 2 -generator for the processes.
Example 3.1. (i) Let µ be a Gibbs measure with a self potential Φ and a interaction potential Ψ. Then we have
Then the L 2 -generator associated with the process Ξ t is the closure of the operator
In particular, when ν(ξ xy , x; y) = p(|x − y|) and Φ = 0,
Here we give two examples of interaction potentials with long range.
(1) (Lennard-Jones 6-12 potential)
(2) (Riesz potential) Let a > d.
(ii) Our result is more interesting for quasi-Gibbs measures which are not Gibbs measures. The determinatal point fields, Sine β , Bessel α,β , Airy β and Ginibre random point fields are examples of them. The interaction potentials of Sine β , Bessel α,β and Airy β random point fields are given by
Ginibre random random point field µ gin is a probability measure on the configuration space on R 2 with self potential Φ(x) = 0 and interaction potential Ψ(x, y) = −2 log |x − y|. From Theorem 1.3 in Osada and Shirai [13] we see that c(ξ, x; y) = ν(ξ, x; y) + ν(ξ xy , y; x) lim
In the forthcoming paper [1] we discuss that the associated labeled process solves the following ISDE:
Comments for Glauber dynamics
Let µ be a random point field and µ x , x ∈ S be its Palm measures. Suppose that µ x is absolutely continuous with respect to µ. Then we can consider the operator
Here we set ξ · x = ξ + δ x for ξ ∈ M and x ∈ S. The associated process can be regarded as the continuum version of Glauber dynamics. This is associated with the bilinear form
Under the same assumptions on µ as in Theorem 2.1, we can show that the closure of (E Gla , D ∞ ) is a quasi-regular Dirichlet form by the same argument. Whereas if µ x is singular to µ such as Ginibre random point field, the operator L Gla can not be defined and the associated Glauber dynamics could not exist.
Proof of Theorem 2.5
In this section we prove Theorem 2.5. As a first step, we prepare some notations. For m ≥ n, ℓ ≥ r, k ∈ N and ξ ∈ M, we introduce the measureμ
for any bounded measurable function f on M. By (2.5), for µ m−n . We consider a bilinear form E n,m r,ℓ,q,k,ξ . For q ∈ N put ν q (ξ, x; y) = ν(ξ, x; y)1(ν(ξ, x; y) ≤ q) and
It is readily seen that {ν q } is nondecreasing sequence in q such that lim q→∞ ν q (ξ, x; y) = ν(ξ, x; y) for µ-a.s. ξ ∈ M and dx-a.e. x, y ∈ S, and {Λ q (x m )}, {Λ q (y|x m )} are non-decreasing sequences in q. We put E n,m r,ℓ,q,k,ξ = E n,m,1 r,ℓ,q,k,ξ + E n,m,2 r,ℓ,q,k,ξ + E n,m,3 r,ℓ,q,k,ξ , where
Here for (f m r,ξ ) m={0}∪N , which are U br -representations of f , we set
n+1 . Then we show the following lemma.
Lemma 4.1. Assume (A.3) and (A.4). Then
Proof. By the simple observation we see
and the first term of the right hand side is bounded by
where C 2 is the constant in (2.5). Hence we have
. Thus we complete the proof. We use the following lemma, which is given in [9, Lemma 2.1(1), (2) 
For r, ℓ, k, n, m ∈ N, ξ ∈ M, we set
and put
Hence we have
By the definition of E n,m r,ℓ,k,ξ we have
For a function f on M ℓ,m , we set a vector valued function ( f (ξ, x m , y; j))
Hence by (4.5) we have
Combining this with (4.3), we see that the sequence
Hence we can choose a subsequence {f
3) and (4.4) we can choose a subsequence {f (2) p } of {f
Therefore, by assumption, we have (4.7) lim We set
Note that E n,m r,ℓ,q,k,ξ is increasing in n, m, r, ℓ, q, k. Combining Lemma 4.3 with Lemma 4.2 (1) and Lemma 4.1 we have the following lemma as a second step.
Lemma 4.4. Assume that (A.3) and (A.4) holds. Then
As a final step, we show Theorem 2.5. We show the following lemma.
Proof. We consider the following square fields on where we set
We put
and
Then we consider the bilinear forms on
. In addition we set
Then we can see
Combining this with (4.8) we can have lim r→∞ E r (f, f ) = E(f, f ). Thus the proof is completed.
From Lemma 4.2 (1) we have that (E
is closable, where we set
Combining this with Lemma 4.5 we see that
Thus the proof of Theorem 2.5 is completed.
, where
is not necessary to be the closure (E, D) of (E, D ∞ ). (E, D) coincides with the decreasing limit of the closure of (E r , D ∞ ∩ B 
Proof of Theorem 2.1
In this section we prove Theorem 2.1. Let (E, D) be the closure of (E, D ∞ ). We first examine the Markov property of the closed forms (E, D).
Proof. For ε > 0 there exists ϕ ε ∈ C ∞ (R) such that ϕ ε (t) = t for all t ∈ [0, 1], ϕ ε (t) ∈ [−ε, 1 + ε] and |ϕ ′ ε (t)| ≤ 1 for all t ∈ R. By the mean-value theorem we get
where ξ = ∞ j=1 δ x j and c x j ,y is a constant depending on x j and y. Since sup t∈R |ϕ
Then ϕ ε • f ∈ D ∞ for all f ∈ D ∞ and from (5.2) we get
This implies (E, D) is Markovian (See [8, Proposition I.4.10]).
We show the quasi-regularity of the Dirichlet form (E, D). We introduce a mollifier on B bdd ∞ . Let j : R d → R be a non-negative, smooth function such that
Since f is σ[π r ]-measurable, f n r+ε,ξ = f n r+ε and f n r+ε is a U r+ε -representation of some σ[π r+ε ]-measurable function. We denote the function by J r,ε f , that is,
The following lemma is given in [9, Lemma 2.4]. 
Lemma 5.3. Assume (B.4)
. Let a n = {a n,r } r∈N = {n2
(d+κ)r } r∈N ∈ A, n ∈ N. Then we have
Proof. By Chebyshev's inequality we get
holds. Hence the RHS of (5.4) is finite. Therefore from Borel-Cantelli's Lemma, for µ-a.s. ξ there exists n 0 ≥ 2 such that ξ(U 2 r ) ≤ n 0 E µ (ξ(U 2 r )) for any r ∈ N. By (B.1) we can check
Hence we see that for µ-a.s. ξ, there exists n ∈ N such that ξ(U 2 r ) ≤ a n,r for any r ∈ N. This complete the proof.
We introduce the function χ[a] defined by
where (x j ) j∈N is a sequence such that |x j | ≤ |x j+1 | for all j ∈ N, ξ = j δ x j and J r,ξ = {j; j > a r , x j ∈ U 2 r }.
Lemma 5.4. For any a = {a r } r∈N ∈ A we have
where holds, where ♯J denotes the cardinality of the set J. We take x j 0 ∈ {x j ∈ U 2 r 0 ; j ∈ J r 0 +1,ξ } and fix. Then (2
.
Therefore from (5.5) and (5.6), we have Lemma 5.5. Let f ∈ D ∞ and a = {a r } ∈ A then we have
Substituting χ[a] into g in the equation (5.9), we have
Hence we obtain (5.7). We prove the second claim. Substituting 1 − χ[a] into g in the equation (5.9), we have
Hence we get (5.8) . Thus the proof is completed.
The next lemma is a key part of the proof of Theorem 2.1. . Let a n = {a n,r } r∈N = {n2 (d+κ)r } r∈N . Then there exists C = C d,α,β,κ such that
for all n ∈ N and f ∈ D ∞ , where α > κ, 0 < β < 2 are in (B.1) and (B.2).
Proof. From assumption (B.0) we have LHS of (5.10) (5.11)
Here we used the fact that ξ / ∈ M 2(an)
2) and (B.3), it is enough to consider the case where
for 0 < κ < α and 0 < β < 2. Since
Let A r = U 2 r \ U 2 r−1 for r ≥ 2 and A 1 = U 2 . We see that |d an (ξ x i ,y ) − d an (ξ)| ≤ |x i | − |y| 1 2 r−1 a n,r + 1 2 r−2 a n,r−1 + 1 2 r a n,r+1 , for r ∈ N, x i ∈ A r , y ∈ A r−1 ∪ A r ∪ A r+1 with |y − x i | < 1. Combining this with 1 2 r−1 a n,r + 1 2 r−2 a n,r−1 + 1 2 r a n,r+1 ≤ 3 2 r−2 a n,r−1 , for n, r ∈ N, we obtain
for r ∈ N, x i ∈ A r , y ∈ A r−1 ∪ A r ∪ A r+1 with |y − x i | < 1. Hence we have
where we use ξ(A r ) ≤ 2a n,r+1 + 1 for ξ ∈ M 2(an) + +1 an−1
. We remark that (5.14)
In addition we have
Then from From (5.13), (5.14) and (5.15), there exists a constant
On the other hand we have
We see that
, for r ∈ N, x i ∈ A r and y ∈ A r−1 ∪ A r ∪ A r+1 . Combining this with 1 a n,r + 1 a n,r−1 + 1 a n,r+1 ≤ 3 a n,r−1 , for r, n ∈ N, we obtain |d an (ξ
for r ∈ N, x i ∈ A r and y ∈ A r−1 ∪ A r ∪ A r+1 . Hence we have
where we use ξ(A r ) ≤ 2a n,r+1
. We remark that (5.18)
In addition we have Therefore we obtain (5.27). Thus the proof is completed.
We show that the Dirichlet form (E, D) is a quasi-regular Dirichlet form, that is, (E, D) satisfies (C.1) There exists an E-nest consisting of compact sets.
(C.2) There exists an · 1 -dense subset of D whose elements have E-continuous m-versions.
(C.3) There exist u n ∈ D, n ∈ N, having E-continuous m-versions u n , and an Eexceptional set N such that { u n } separates the points of X − N, i.e. for every pair (s 1 , s 2 ) of distinct points of X − N, there exists a function u n which satisfies u n (s 1 ) = u n (s 2 ).
Please refer to [2, 8] for the terminologies in the above. Let Hence {M[2(a n ) + ]} n∈N is a compact nest. We thus obtain (C.1) in the above. (C.2) and (C.3) are shown by the same argument as that in [9, p.127] . Combining these we see (E, D) is a quasi-regular Dirichlet form.
