In this paper, we develop a genetically oriented rule-based Incremental Granular Model (IGM). The IGM is designed using a combination of a simple Linear Regression (LR) model and a local Linguistic Model (LM) to predict the modeling error obtained by the LR. The IGM has been successfully applied to various examples. However, the disadvantage of IGM is that the number of clusters in each context is determined, with the same number, by trial and error. Moreover, a weighting exponent is set to the typical value. In order to solve these problems, the goal of this paper is to design an optimized rule-based IGM with the use of a Genetic Algorithm (GA) to simultaneously optimize the number of cluster centers in each context, the number of contexts, and the weighting exponent. The experimental results regarding a coagulant dosing process in a water purification plant, an automobile mpg (miles per gallon) prediction, and a Boston housing data set revealed that the proposed GA-based IGM showed good performance, when compared with the Radial Basis Function Neural Network (RBFNN), LM, Takagi-Sugeno-Kang (TSK)-Linguistic Fuzzy Model (LFM), GA-based LM, and IGM itself.
Introduction
A considerable number of studies have been performed regarding Fuzzy Models (FM), along with a rapid growth in the variety of real-world applications [1] . It has now been realized that real-world problems with complex and nonlinear characteristics require hybrid intelligent models that integrate methodologies, architecture, and techniques from various models. In confronting real-world application problems, it is advantageous to integrate several computing techniques synergistically rather than exclusively, resulting in the design of complementary hybrid intelligent systems. The representative method frequently used in conjunction with hybrid intelligent systems is neuro-fuzzy inference modeling [2] . Neural Networks (NN) adapt themselves to cope with changing environments and have learning characteristics. Fuzzy inference systems incorporate the knowledge of human expertise and perform fuzzy reasoning and knowledge-based decision-making. Miranian [3] proposed a local neuro-fuzzy approach based on least-squares support vector machines. This method is powerful for predicting time series as local models, and employs a hierarchical binary tree learning approach for efficient parameter estimation. Li [4] proposed a neuro-fuzzy system for fatigue tracking and classification, and applied this method to classify fatigue degrees for manual wheelchair users. Tsai [5] proposed an Adaptive Neuro-Fuzzy Inference System (ANFIS) using a Taguchi-based Genetic Algorithm (TGA) to optimize the microstructure parameters of backlight modules in liquid-crystal displays. Siminski [6] proposed an interval type-2 neuro-fuzzy system, with interval type-2 fuzzy sets in both the premise and consequence parts. Shvetcov [7] designed a model for a fundamental intelligent preliminary model to capture the linear characteristics of the data. In the next stage, the modeling errors are predicted by fuzzy if-then rules with knowledge representation based on CFCM clustering. Here, the weighting exponent and number of cluster centers in each context are optimized using GA, which are derivative-free stochastic optimization methods based on the concepts of evolutionary processes. The evolutionary optimization in the design of the IGM has never been previously studied. Therefore, we develop the design for a genetically oriented rules-based IGM and its application. The performance of the GA-based IGM for a coagulant dosing process in a water purification plant is compared with that of LM, IGM, GA-based LM, and so on. This paper is organized as follows. Section 2 gives an overview, architecture, and fundamental idea of the IGM. The IGM consists of several computing paradigms, including LR, CFCM clustering, and LM. Section 3 provides the optimization procedure and major components of the GA-based IGM. In Section 4, the experiments are performed on a coagulant dosing process in a water purification plant, automobile mpg (miles per gallon) prediction, and Boston housing data set, and results are discussed. Concluding comments are provided in Section 5.
Incremental Granular Model (IGM)
The IGM constituents consist of an LR as a global model, Context-based Fuzzy C-Means (CFCM) clustering [29] , and a Linguistic Model (LM) [16] as a local model. Each of these constituent methodologies has its own strengths. The seamless integration of these methodologies forms the core of the IGM design.
Linear Regression (LR) as a Global Model
We suppose that the experimental data under discussion consists of two-dimensional input and output pairs for simplicity. These data points come in the form {x k , y k }, k = 1, 2, · · · , N. Here x k is the kth input vector and y k is the kth output. The LR model is given in the standard form as follows:
where the coefficients of the regression are denoted here by a and a 0 . These coefficients are determined through the standard least-square error method, as encountered in statistics. Here a T is a vector with two coefficients [a 1 a 2 ] T . The enhancement of the model, for which the granular part comes into play, is based on the transformed data {x k , e k }, where the residual part manifests through the expression e k = y k − z k , which denotes the error of the linear model. These data pairs are used to develop the incremental granular rule-based part of the model. Given the characteristics of the data, this rule-based model associates an input data point with the modeling error produced by the LR model. The rules and information granules are constructed using CFCM clustering.
CFCM Clustering with the Use of Information Granules
CFCM clustering [29] is an effective approach to estimating the cluster centers such that homogeneity is preserved, and is based on fuzzy granulation. To illustrate this clustering, let us briefly describe it for a simple training set {x k , z k }, x k = [x k1 x k2 ], as shown in Figure 1 . The small circle and square of the data points reflect the corresponding values assumed by the dependent variable (y k ). Figure 1a shows two evident clusters generated by the context-free fuzzy clustering algorithm. However, these clusters change when we reflect the corresponding output value. Figure 1b shows an extra cluster to preserve homogeneity with respect to the output variable. We can recognize from Figure 1 that the clusters obtained from CFCM clustering have better homogeneity than those produced by context-free fuzzy clustering. In the following, we briefly recall the essence of CFCM clustering. This clustering is realized for individual contexts 1 2 p W ,W , ,W  by a statistical distribution in the output space. In the conventional LM as a granular model [16] , these contexts are generated through a series of triangular fuzzy sets that are equally spaced along the domain of an output variable. However, it may be difficult to obtain the cluster centers in each context, because we may encounter a data scarcity problem resulting from scarce data being included in some contexts. Thus, this problem makes it difficult to obtain fuzzy rules from the CFCM clustering. Therefore, we use a probabilistic distribution for the output variables to produce flexible contexts. Figure 2 illustrates the automatic generation of linguistic contexts based on a histogram, probability density function, and conditional density function, in order [30, 31] . First, we obtain a histogram from the error values. Second, we obtain a Gaussian distribution from the histogram, as shown in Figure 2b . Next, the accumulation of probabilities is performed. When p = 6, the centers of each context are located at the cumulative values [0 0.2 0.4 0.6 0. 8 1] , as shown in Figure 2c . Finally, the contexts with triangular fuzzy sets are generated in Figure 2d . Here, the obtained contexts are assigned a linguistic label, such as small error or large error. As shown in Figure 2 , the x-axis is error obtained using the LR model mentioned in Section 2.1. These error values are used as the output data when CFCM clustering is performed. In the following, we briefly recall the essence of CFCM clustering. This clustering is realized for individual contexts W 1 , W 2 , · · · , W p by a statistical distribution in the output space. In the conventional LM as a granular model [16] , these contexts are generated through a series of triangular fuzzy sets that are equally spaced along the domain of an output variable. However, it may be difficult to obtain the cluster centers in each context, because we may encounter a data scarcity problem resulting from scarce data being included in some contexts. Thus, this problem makes it difficult to obtain fuzzy rules from the CFCM clustering. Therefore, we use a probabilistic distribution for the output variables to produce flexible contexts. Figure 2 illustrates the automatic generation of linguistic contexts based on a histogram, probability density function, and conditional density function, in order [30, 31] . First, we obtain a histogram from the error values. Second, we obtain a Gaussian distribution from the histogram, as shown in Figure 2b . Next, the accumulation of probabilities is performed. When p = 6, the centers of each context are located at the cumulative values [0 0.2 0.4 0.6 0. 8 1] , as shown in Figure 2c . Finally, the contexts with triangular fuzzy sets are generated in Figure 2d . Here, the obtained contexts are assigned a linguistic label, such as small error or large error. As shown in Figure 2 , the x-axis is error obtained using the LR model mentioned in Section 2.1. These error values are used as the output data when CFCM clustering is performed. In the following, we briefly recall the essence of CFCM clustering. This clustering is realized for individual contexts 1 2 p W ,W , ,W  by a statistical distribution in the output space. In the conventional LM as a granular model [16] , these contexts are generated through a series of triangular fuzzy sets that are equally spaced along the domain of an output variable. However, it may be difficult to obtain the cluster centers in each context, because we may encounter a data scarcity problem resulting from scarce data being included in some contexts. Thus, this problem makes it difficult to obtain fuzzy rules from the CFCM clustering. Therefore, we use a probabilistic distribution for the output variables to produce flexible contexts. Figure 2 illustrates the automatic generation of linguistic contexts based on a histogram, probability density function, and conditional density function, in order [30, 31] . First, we obtain a histogram from the error values. Second, we obtain a Gaussian distribution from the histogram, as shown in Figure 2b . Next, the accumulation of probabilities is performed. When p = 6, the centers of each context are located at the cumulative values [0 0.2 0.4 0.6 0. 8 1] , as shown in Figure 2c . Finally, the contexts with triangular fuzzy sets are generated in Figure 2d . Here, the obtained contexts are assigned a linguistic label, such as small error or large error. As shown in Figure 2 , the x-axis is error obtained using the LR model mentioned in Section 2.1. These error values are used as the output data when CFCM clustering is performed. Let us introduce the partition matrices induced by the tth context as follows [29] :
where tk w denotes the membership degree of the kth data point and the tth context. In Equation (2), ik u is the membership degree corresponding to kth data point and ith cluster center. The cost function can be expressed as follows:
where i v is the ith cluster center, and
denotes the Euclidean distance between the kth input and the ith cluster center. The typical value of the weighting exponent m is set to 2. The minimization of the cost function is performed by updating the membership degrees of the partition matrix and the cluster centers corresponding to each context. The updating of the partition matrix is calculated as follows [29] : Let us introduce the partition matrices induced by the tth context as follows [29] :
where w tk denotes the membership degree of the kth data point and the tth context. Figure 3 shows the tth context W t and cluster centers obtained by W t . Let us introduce the partition matrices induced by the tth context as follows [29] :
denotes the Euclidean distance between the kth input and the ith cluster center. The typical value of the weighting exponent m is set to 2. The minimization of the cost function is performed by updating the membership degrees of the partition matrix and the cluster centers corresponding to each context. The updating of the partition matrix is calculated as follows [29] : In Equation (2), u ik is the membership degree corresponding to kth data point and ith cluster center. The cost function can be expressed as follows:
where v i is the ith cluster center, and x k − v i denotes the Euclidean distance between the kth input and the ith cluster center. The typical value of the weighting exponent m is set to 2. The minimization of the cost function is performed by updating the membership degrees of the partition matrix and the cluster centers corresponding to each context. The updating of the partition matrix is calculated as follows [29] :
where u tik represents the element of the partition matrix by the ith cluster center and kth data point in the tth context. The cluster center v i is calculated in the form
This value yields a gradual transition between the rules and identifies smooth nonlinearities of the input-output relationships of the model. Thus, this value plays an important role in the system modeling because the characteristics of the model are represented differently for different values of the cluster centers. In this paper, the weighting exponent will be optimized using GA. The computations of the cluster centers are the same as for the original FCM clustering algorithm. Moreover, the convergence conditions for this method are the same as those discussed for the original FCM clustering algorithm [29] . Figure 4 shows a detailed view of the case of three contexts and two clusters per context. Symmetry 2017, 9, 324 6 of 19
where tik u represents the element of the partition matrix by the ith cluster center and kth data point in the tth context. The cluster center i v is calculated in the form
This value yields a gradual transition between the rules and identifies smooth nonlinearities of the input-output relationships of the model. Thus, this value plays an important role in the system modeling because the characteristics of the model are represented differently for different values of the cluster centers. In this paper, the weighting exponent will be optimized using GA. The computations of the cluster centers are the same as for the original FCM clustering algorithm. Moreover, the convergence conditions for this method are the same as those discussed for the original FCM clustering algorithm [29] . Figure 4 shows a detailed view of the case of three contexts and two clusters per context. Figure 5 illustrates the architecture of the LM. As shown in Figure 5 , the activation levels are afterwards summed up. The output of the LM represents the triangular fuzzy number showing a fuzzy set. That is, the model output Ê is completely characterized by its three parameters, which are a modal value, the lower bound, and the upper bound ˆˆˆ, , E e e e Figure 5 illustrates the architecture of the LM. As shown in Figure 5 , the activation levels are afterwards summed up. The output of the LM represents the triangular fuzzy number showing a fuzzy set. That is, the model outputÊ is completely characterized by its three parameters, which are a modal value, the lower bound, and the upper boundÊ = ê − ,ê,ê + . Assuming the triangular fuzzy sets for the contexts, a triangular fuzzy number Ê is expressed as [16] 
Linguistic Model (LM) as a Local Model

where the algebraic operations denoted by ⊗ and ⊕ are used to emphasize that the underlying computations operate on a collection of fuzzy numbers, and ξ k is the total sum of activation-level values produced at the kth context. The activation-level values in each context are calculated from Equation (4) . We use the numeric bias term to eliminate possible systematic errors as follows:
where k e represents the modeling error obtained from LR as a global model. The numeric bias term could be obtained by augmenting the summation node. This term is computed in a straightforward manner, to eliminate potential systematic errors [16] . The resulting granular output ˆ( ) k E x admits the following characterization for its three parameters representing the lower bound, modal value, and upper bound: Figure 6 shows the triangular fuzzy numberÊ(x k ) = ê k− ,ê k ,ê k+ for the kth data point. Here, e k denotes the actual error for a given input x k . As shown in Figure 6 , the predicted value is represented as triangular fuzzy number. Assuming the triangular fuzzy sets for the contexts, a triangular fuzzy number Ê is expressed as [16] 
where k e represents the modeling error obtained from LR as a global model. The numeric bias term could be obtained by augmenting the summation node. This term is computed in a straightforward manner, to eliminate potential systematic errors [16] . The resulting granular output ˆ( ) k E x admits the following characterization for its three parameters representing the lower bound, modal value, and upper bound: Assuming the triangular fuzzy sets for the contexts, a triangular fuzzy numberÊ is expressed as [16] 
where the algebraic operations denoted by ⊗ and ⊕ are used to emphasize that the underlying computations operate on a collection of fuzzy numbers, and ξ k is the total sum of activation-level values produced at the kth context. The activation-level values in each context are calculated from Equation (4). We use the numeric bias term to eliminate possible systematic errors as follows:
where e k represents the modeling error obtained from LR as a global model. The numeric bias term could be obtained by augmenting the summation node. This term is computed in a straightforward manner, to eliminate potential systematic errors [16] . The resulting granular outputÊ(x k ) admits the following characterization for its three parameters representing the lower bound, modal value, and upper bound:
Incremental Granular Model (IGM)
The fundamental scheme of the IGM design is illustrated in Figure 7 . As shown in Figure 7 , we perform the development of the Linear Regression (LR), followed by the construction of the local granular-based constructs that attempt to eliminate errors produced by the regression part of the model.
The fundamental scheme of the IGM design is illustrated in Figure 7 . As shown in Figure 7 , we perform the development of the Linear Regression (LR), followed by the construction of the local granular-based constructs that attempt to eliminate errors produced by the regression part of the model. In the following, we recount the main design procedure for the IGM. The design procedure for the IGM is described in the following steps [27] . In the following, we recount the main design procedure for the IGM. The design procedure for the IGM is described in the following steps [27] .
[
Step 1] Perform prediction using LR for the original input-output data pairs. Then, we obtain the modeling errors e k = y k − z k between the actual output and the model output of LR. From the original data set, a collection of input-error pairs {x k , e k } is obtained. [ Step 2] Generate the contexts in the error space. The contexts are obtained by the statistical characteristics of data distribution. [ Step 3] Perform the CFCM clustering in the input space associated with the contexts generated in the error space. In the design of a conventional LM, we obtain c × p clusters for p contexts with c clusters in each context. However, we need to determine the number of clusters that reflect the inherent characteristics of some input data pairs assigned from each context. Thus, we find the optimized number of cluster centers based on an evolutionary algorithm such as GA, described in the next section.
Step 4] Obtain the activation levels of the clusters produced by the corresponding contexts, and compute the overall aggregation by weighting through fuzzy sets of contexts. As a result, the IGM output yields a triangular fuzzy number, as shown in Figure 7 . [ Step 5] Combine the output of LR with the granular result of LM. Consequently, the final prediction is obtained asŶ = z ⊕Ê.
Genetically Optimized Incremental Granular Model
In this section, we present the optimization procedure based on a GA in the design of the IGM. Thus, we develop a genetically optimized IGM approach. As a result, the number of clusters in each context and the weighting exponent are optimized using a derivative-free stochastic optimization method, in contrast to using a fixed number of clusters in each context and adopting a typical weighting factor, as in the design of a conventional IGM.
The GA encodes each parameter to be optimized into a binary bit string, and each parameter is related with a fitness value that is equal to the objective function computed at that parameter. The GA is composed of a set of individuals as a population. Here, the population evolves towards a better fitness value. In each generation, the GA produces a new population using genetic operators, such as crossover and mutation. The GA approach used in this paper includes an encoding scheme, fitness evaluation, parent selection, a crossover operator, elitism scheme, and a mutation operator [21, 22] .
Based on the concepts mentioned above, the GA procedure in the design of IGM is described in the following steps: [ Step 1] Initialize a population with randomly generated individuals, and set the crossover and mutation rates and bit number. In this paper, we adopt a bit number of eight, because we limit the number of clusters to between two and nine in each context. [ Step 2] Evaluate the fitness value for each individual for the fitness function. The GA simultaneously performs a parallel search through the populations, with the number of different contexts ranging from five to eight. Thus, the number of parameters to be optimized varies for each population. [ Step 3] Select two individuals from the population with probabilities proportional to the fitness values in each population. The coding scheme involves arranging the numbers of clusters generated by each context and the weighting factor into a chromosome, such that the representation preserves certain good properties after recombination, as specified by the crossover and mutation operators. [ Step 4] Apply crossover and mutation with a certain probability for crossover and mutation rates, respectively. [
Step 5] Repeat Steps 2 to 4 until a stopping criterion is met.
The evaluation of fitness function involves calculating the fitness value for each individual in the population after creating a generation. The fitness value of each individual is computed by the objective function for a maximization problem. The fitness function should quantitatively measure how fit a given solution is in solving the problem. Here we use a simple and effective fitness function frequently used in conjunction with GA, among various methods, as follows:
where y k and y k are the desired outputs for the training and testing data sets, respectively; andŶ k and Y k are the model outputs for the training and testing data sets, respectively. Here, we use the standard root mean square error (RMSE) to express the matching level of the output of the IGM. The selection process determines which parents participate in producing offspring for the next generation.
In the encoding scheme, we transform the cluster number and the weighting exponent in the parameter space into bit string representations. Figure 8 shows a representation of the encoding scheme for the cluster number and weighting exponent when the bit number is 8. For example, in the case of p = 6, these parameters can be represented by a concatenated binary string. Here, each coordinate value is encoded as a gene composed of eight bits using binary coding. As shown in Figure 8 , the last row represents the ranges of the number of clusters and the weighting exponent to be optimized, respectively. In the encoding scheme, we transform the cluster number and the weighting exponent in the parameter space into bit string representations. Figure 8 shows a representation of the encoding scheme for the cluster number and weighting exponent when the bit number is 8. For example, in the case of 6 p = , these parameters can be represented by a concatenated binary string. Here, each coordinate value is encoded as a gene composed of eight bits using binary coding. As shown in Figure  8 , the last row represents the ranges of the number of clusters and the weighting exponent to be optimized, respectively. The selection operation determines which parents participate in producing offspring for the next generation. The crossover process is applied to selected pairs of parents with a probability determined by a given crossover rate. In this study, we use the most basic one-point crossover operator. The crossover point is randomly selected, and two parent chromosomes are interchanged at this point. The mutation process changes the selected bit with a probability determined by a given mutation rate. Thus, it can prevent the population from converging to any local optima. Furthermore, we choose the elitism principle of always keeping a certain number of best members when each new population is generated. Figure 9 visualizes a schematic diagram illustrating how to produce the next generation from the current one in the design of the GA-based IGM. As shown in Figure 9 , this process is performed on encoding schemes, fitness evaluations, parent selection, the crossover operator, and the mutation operator to produce the next generation. The selection operation determines which parents participate in producing offspring for the next generation. The crossover process is applied to selected pairs of parents with a probability determined by a given crossover rate. In this study, we use the most basic one-point crossover operator. The crossover point is randomly selected, and two parent chromosomes are interchanged at this point. The mutation process changes the selected bit with a probability determined by a given mutation rate. Thus, it can prevent the population from converging to any local optima. Furthermore, we choose the elitism principle of always keeping a certain number of best members when each new population is generated. Figure 9 visualizes a schematic diagram illustrating how to produce the next generation from the current one in the design of the GA-based IGM. As shown in Figure 9 , this process is performed on encoding schemes, fitness evaluations, parent selection, the crossover operator, and the mutation operator to produce the next generation. 
Experimental Results
In this section, we describe comprehensive experiments that were performed, and draw conclusions. We shall demonstrate the performance of the GA in the optimization design of the IGM. For this purpose, we apply the proposed GA-based IGM to a coagulant dosing process in a water purification plant, automobile mpg prediction, and a Boston housing data set as real-world problems. 
In this section, we describe comprehensive experiments that were performed, and draw conclusions. We shall demonstrate the performance of the GA in the optimization design of the IGM. For this purpose, we apply the proposed GA-based IGM to a coagulant dosing process in a water purification plant, automobile mpg prediction, and a Boston housing data set as real-world problems.
Coagulant Dosing Process in a Water Purification Plant
The field test data for this process was obtained at the AMSA water purification plant, Seoul, Korea, with a water purification capacity of 1,320,000 ton/day. We used 346 successive samples from jar-test data during one year. The input variables are composed of the turbidity of the raw water, temperature, pH, and alkalinity. The output variable is PAC (poly-aluminum chloride), widely used as a coagulant in water purification plants. We divided the data sets into training and checking data sets to evaluate the resultant model. In this experiment, we used 173 training data pairs for the model design of the GA-based IGM, while the remaining testing data sets were used for model evaluation.
In order to optimize the parameters using the GA, we limit the search domain by setting the number of clusters to be between two and nine in each context and the weighting exponent to range from 1.5 to 3. Here, we adopt a new optimization strategy, because the number of chromosomes differs from the number of contexts. Thus, we perform parallel GA through four groups (populations) of LM, with the number of different contexts ranging from five to eight. We used eight-bit binary coding for each parameter of the cluster number and the weighting exponent. Each generation in the GA implementation contains 30 individuals. Moreover, we used a simple one-point crossover scheme, with the crossover rate equal to 0.97, and uniform mutation with the mutation rate equal to 0.01. We also applied elitism to keep the best two individuals across generations. Figure 10 shows the contexts obtained from the error space when the number of contexts is from five to eight. Here, the error values are residuals obtained from the LR model. Figure 11 illustrates the distribution of data and cluster centers generated in six contexts after performing GA. These clusters build information granules in the form of fuzzy sets, and are used to produce fuzzy if-then rules. Figure 12 illustrates the performance of parallel GA across generations. Here, we finally obtained the best parameters (number of clusters: c = [3, 9, 4, 5, 9, 7, 6], weighting exponent: m = 1.9285) when the number of linguistic contexts is seven (p = 7). As shown in Figure 12 , we determine the best case of the fitness value across 30 generations when the number of contexts varies from five to eight. In order to obtain the best model, we used the elitism scheme so that the solution quality obtained by the GA will not decrease from one generation to the next. The best curve is monotonically increasing with respect to the generation numbers, because we used elitism scheme to keep the best two individuals from each generation. Table 1 lists the parameters optimized by the GA for the coagulant dosing process example.
12 of 19 Figure 10 shows the contexts obtained from the error space when the number of contexts is from five to eight. Here, the error values are residuals obtained from the LR model. Figure 11 illustrates the distribution of data and cluster centers generated in six contexts after performing GA. These clusters build information granules in the form of fuzzy sets, and are used to produce fuzzy if-then rules. Figure 12 illustrates the performance of parallel GA across generations. Here, we finally obtained the best parameters (number of clusters: c = [3, 9, 4, 5, 9, 7, 6] , weighting exponent: m = 1.9285) when the number of linguistic contexts is seven (p = 7). As shown in Figure 12 , we determine the best case of the fitness value across 30 generations when the number of contexts varies from five to eight. In order to obtain the best model, we used the elitism scheme so that the solution quality obtained by the GA will not decrease from one generation to the next. The best curve is monotonically increasing with respect to the generation numbers, because we used elitism scheme to keep the best two individuals from each generation. Table 1 lists the parameters optimized by the GA for the coagulant dosing process example. - Figures 13 and 14 present a comparison between the desired and model output for the training data and checking data, respectively. As shown in these figures, it is obvious that the proposed GA-based IGM approach achieved good approximation and generalization performance. In particular, it can be seen that the output data with strong nonlinearity is well predicted. Figure 15 illustrates the interval prediction performance represented by the lower bound, modal output, and upper bound for part of the testing data set. The interval prediction is generated by a triangular fuzzy number from the LM, forming a specific model output. Figure 16 shows the error prediction obtained from the local LM. In particular, it was found that the data with large errors was well predicted. As a result, the error prediction can compensate the residuals obtained from LR as a first-principle global model. Table 2 lists the comparison results of the RMSE for the training and testing data for the coagulant dosing process. These experiments were performed in the computer environment of and Intel Core i7-4790 CPU with MATLAB R2015A. The processing time of the IGM is 0.06 s (p = c = 6), while the average processing time of the proposed GA-based IGM is 2.06 s for one generation. In the case of 30 generations, the processing time of the GA-based IGM is 69.91 s. On the other hand, the processing time of the LM is 0.09 s (p = c = 6), while the average processing time of the proposed GA-based LM is 5.1 s for one generation. In the case of 30 generations, the processing time of GA-based LM is 153.04 s. As listed in Table 2 , the experimental results revealed that the proposed GA-based IGM achieved good performance in comparison with previous methods such as LR, MLP, CFCM-RBFNN, LM, GA-based LM, and IGM itself. Here the proposed GA-based IGM achieved the best performance in terms of the generalization capability when the number of contexts and fuzzy rules are 7 and 43, respectively. The GA-based IGM obviously outperformed the conventional IGM. Moreover, it was found from the results that the GA-based IGM obtained the optimal fuzzy if-then rules and weighting exponent, in contrast to the method by trial and error. for part of the testing data set. The interval prediction is generated by a triangular fuzzy number from the LM, forming a specific model output. Figure 16 shows the error prediction obtained from the local LM. In particular, it was found that the data with large errors was well predicted. As a result, the error prediction can compensate the residuals obtained from LR as a first-principle global model. Table 2 Table 2 , the experimental results revealed that the proposed GA-based IGM achieved good performance in comparison with previous methods such as LR, MLP, CFCM-RBFNN, LM, GAbased LM, and IGM itself. Here the proposed GA-based IGM achieved the best performance in terms of the generalization capability when the number of contexts and fuzzy rules are 7 and 43, respectively. The GA-based IGM obviously outperformed the conventional IGM. Moreover, it was found from the results that the GA-based IGM obtained the optimal fuzzy if-then rules and weighting exponent, in contrast to the method by trial and error. 
Automobile mpg Prediction and Boston Housing Data Sets
The automobile mpg prediction data and Boston housing data sets are available from the UCI repository of machine learning databases [32] . First, we shall use the automobile mpg prediction. After removing instances with missing values, the data set was reduced to 392 data pairs. The input attributes consists of weight, acceleration, model year, cylinder number, displacement, and horsepower [18, 19] . We divided the data set into training and testing data sets. In this experiment, we used 196 training data pairs for the model design of the GA-based IGM, while the remaining testing data sets were used for model evaluation. Table 3 lists the parameters optimized by GA for automobile mpg prediction. Table 4 lists the comparison results of the RMSE for the training and testing data for the automobile mpg prediction. As listed in Table 4 , we finally obtained the best parameters (number of clusters: c = [6, 5, 8, 5, 9, 8, 8, 9] , number of rules: 58, weighting exponent: m = 1.9285) when the number of linguistic contexts is seven (p = 8). The experimental results revealed that the proposed GA-based IGM achieved good performance in comparison with previous methods such as IGM itself.
Next, we shall use the Boston housing data set that deals with the problem of real estate price prediction. In this example, we used twelve input variables except for one binary attribute. The total data includes 506 data pairs. We divided the data set into training and testing data sets of equal size. In this study, we used 253 training data pairs for the model design of the GA-based IGM, while the remaining testing data sets were used for model evaluation. Table 5 lists the parameters optimized by GA for the Boston housing data. Table 6 lists the comparison results of the RMSE for the training and testing data for Boston housing data. As listed in Table 6 , we finally obtained the best parameters (number of clusters: c = [4, 8, 9, 9, 5, 9, 2] , number of rules: 46, weighting exponent: m = 1.5) when the number of linguistic contexts is seven (p = 7). The experimental results clearly showed that the proposed method was superior to the IGM. 
Conclusions
We developed a design methodology using a genetically oriented rule-based IGM with the aid of information granulation. For this, we used parallel GA, which is a derivative-free stochastic optimization method based on the concepts of natural selection and evolutionary processes. Thus, we optimized the number of clusters and rules obtained from each context and the weighting exponent. To evaluate the performance of the proposed method, we applied it to a coagulant dosing process in a water purification plant, automobile mpg prediction, and Boston housing data as real-world application problems. The experimental results revealed that the GA-based IGM achieved a good performance in comparison with previous models. For further research, we will evaluate the quantifying performance of granular fuzzy models representing coverage and specificity characteristics. In addition, we will simultaneously optimize several parameters of the IGM using particle swarm optimization [33] [34] [35] .
