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Se G é un grupo nito de orde n tal que n só ten dous factores primos, dito grupo é
resoluble. Isto é o que nos dá o Teorema paqb de Burnside, cuxa proba é o n do traballo.
Para acadar este obxectivo existen dúas vías, a orixinal usando caracteres e outra máis
moderna mediante teoría de grupos. Nós empregaremos a orixinal, polo que introduciremos
os conceptos de representación dun grupo e a súa relación cos módulos sobre a álxebra
de dito grupo, de representación irreducible, paralelamente ó de módulo simple ou de
carácter irreducible, todos eles xunto coas súas propiedades. Deste xeito, tras este proceso
disporemos dos resultados precisos para a demostración do teorema.
No transcurso da memoria porase de manifesto a versatilidade dos caracteres, especial-
mente dos caracteres irreducibles, para o estudo de grupos nitos, debido a algunhas das
súas propiedades, como ser funcións de clase ou vericar as relacións de ortogonalidade.
Abstract
Whether G is a nite group of order n such that n does not have more than two primes
factors, G is solvable. This is what Burnside's paqb theorem provides, whose proof is the
main objective of this dissertation.
There are two possible ways to prove that theorem, the original one, which uses cha-
racter theory or another one which employs groups theory. We will use the original way,
this is why we are going to introduce the following concepts: group representation and its
relation with modules over the group algebra, irreducible representations and modules or
irreducible characters, all of them with its properties. Therefore, after this process, we will
get the neccesary results to prove the theorem.
Throughtout the dissertation, we realise the versatility of characters, especially the one
of irreducible characters, to study nite groups due to some of its properties like being




O inicio da teoría de representacións de grupos nitos pódese situar no 12 de abril de
1896, data na que Frobenius (1849-1917) deu resposta ó plantexamento feito por Dedekind
(1831-1916) sobre como factorizar certo polinomio asociado a un grupo, ó que el chamaba
"determinante do grupo". Dedekind asociaba a un grupo nito G unha matriz de tamaño
|G| × |G| cuxo determinante era un polinomio. Cando G era un grupo abeliano, Dedekind
foi capaz de factorizar este polinomio en factores lineais empregando os caracteres de G
(neste caso, homomorsmos de G no grupo dos complexos non nulos). Pola súa banda, Fro-
benius xo en pouco tempo o desenrolo da teoría xeral de caracteres e sentou as bases das
representacións de grupos nitos. Outros matemáticos que xogaron un papel importante
na teoría de representacións foron Schur (1875-1941), discípulo de Frobenius, e Burnside
(1852-1927). Estes autores obtiveron os resultados fundamentais acerca das representacións
irreducibles (sobre o corpo dos complexos), especialmente Schur, que xo un uso sistemá-
tico do lema que leva o seu nome para estudar esas representacións, aínda que as relacións
de ortogonalidade foron obtidas nos traballos de Burnside. Todos estes resultados, xunto
cun Teorema de Maschke, sobre a semisimplicidade da álxebra dun grupo, relacionaron a
teoría de representacións de grupos nitos coa de álxebras de dimensión nita.
A primeira referencia bibliográca que fai unha presentación sistemática da teoría de
representacións de grupos nitos é o libro de Burnside [2], no que se proban moitos resul-
tados de grupos utilizando a teoría de caracteres. Entre eles destaca o seguinte teorema:
Teorema paqb de Burnside: Sexan p e q primos e a e b ∈ N. Se G é un grupo de orde
paqb, G é resoluble.
A partir da súa publicación, na segunda edición do libro en 1911, xéronse varios
intentos para atopar unha proba utilizando unicamente teoría de grupos. Non foi ata 1970
que Goldschmidt [8] a atopou para o caso no que p e q son primos impares, tres anos despois
Matsuyama [13] demostrouno para p = 2 e nalmente Bender [1] obtivo unha proba para o
caso xeral no mesmo ano. Estas probas empregan resultados de Feit e de Thompson e son
demostracións que en si mesmas non son moi longas pero por exemplo a demostración de
Goldschmidt, que consta de tres páxinas, utiliza un teorema de Glauberman, resultando
ix
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ser, en palabras de Curtis e Reiner [5], polo menos tan complicada como a orixinal usando
caracteres. Na actualidade o Teorema de Burnside continúa a ser un bo exemplo de como
a teoría de caracteres é útil para probar resultados de grupos nitos; de feito, hai algúns
resultados importantes como o Teorema de Frobenius, que se pode consultar no texto de
Isaacs [9], do cal non se coñece unha demostración sen utilizar teoría de caracteres, aínda
que houbo algúns resultados parciais como os de Corrádi e Horváth [4] e Flavell [7].
A segunda etapa no desenrolo da teoría de representacións foi iniciada por Noether,
nela destaca a aparición da teoría modular de representacións, debida sobre todo a Brauer.
Pero nesta memoria non se fai ningún estudo nin tampouco aplicacións desta teoría e
limitarémonos ó caso da teoría clásica de representacións.
O propósito deste traballo é facer unha proba do teorema de Burnside empregando a
teoría de caracteres, para elo estruturamos a memoria do seguinte xeito:
Comézase facendo unha introdución á teoría de representacións dun grupo e as súas
equivalencias e, xa asumindo que o grupo co que traballamos é nito, próbase que existe
unha correspondencia entre as representacións dun grupo G sobre un corpo K e os K [G]-
módulos, así como que as representacións equivalentes correspóndense con K [G]-módulos
isomorfos. Deniremos tamén os conceptos de subrepresentación, suma de representacións
e representación cociente.
O segundo capítulo está dedicado ás representacións irreducibles e para iso introduci-
mos os módulos simples ós que van estar asociadas. Facemos unha proba do Teorema de
Maschke e nas súas hipóteses obtemos resultados sobre os K [G]-módulos que trasladamos
ás representacións, probando que todo K [G]-módulo é semisimple e como consecuencia
que toda representación de G sobre K é completamente reducible. Para ter asegurados
estes resultados pasamos a traballar sobre o corpo dos complexos, hipótese baixo a cal pro-
baremos o Lema de Schur, que como xa se comentou, constitúe unha ferramenta esencial
no estudo do número de representacións irreducibles dun grupo.
O terceiro capítulo versa sobre os caracteres de representación dun grupo e as súas
propiedades, como ser función de clase ou as relacións de ortogonalidade. Para desenvolver
dita teoría introduciranse as clases de conxugación dun grupo e resultados vinculados a
elas, como que estas forman unha base de Z(C[G]). Ademais, probaremos que os caracteres
irreducibles forman unha base ortonormal do espazo das funcións de clase e que o número
de caracteres irreducibles coincide co número de clases de conxugación dun grupo. Tamén
veremos neste capítulo as táboas de caracteres e varios exemplos.
O traballo concluirá co cuarto capítulo cuxo n é a proba do Teorema paqb de Burnside,
antes enunciado, para o que se empregará a teoría de caracteres previamente desenrolada.
Ademais concluiremos o capítulo co Teorema de Hall que xeneraliza o teorema previo.
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Na bibliografía coa que remata a memoria incluíronse os libros empregados para a rea-
lización do traballo e tamén referencias históricas, como as citadas previamente, algunhas
das cales non foron consultadas directamente. Do mesmo xeito, debemos indicar que foron
consultadas máis referencias das que guran na bibliografía, pero limitámonos a incluír as




Neste capítulo faremos unha introdución ás representacións de grupos e veremos a equi-
valencia entre representacións dun grupo G e os módulos sobre a álxebra do grupo G sobre
un corpo K. Deniremos o concepto de representacións equivalentes e probaremos que os
K [G]-módulos asociados a ditas representacións son isomorfos. Finalizaremos introducindo
as denicións de suma de representacións, subrepresentacións e representacións cocientes,
ilustrando en todo momento os conceptos con distintos exemplos. Cabe destacar que unha
parte do capítulo segue os textos de Jacobson [11] e Curtis [5], así como tamén foron em-
pregados os textos de Cárdenas [3] e James [12]. No que respecta á notación utilizada,
cómpre dicir que V denotará un espazo vectorial de dimensión nita sobre un corpo K ó
longo do capítulo.
1.1. Representacións de grupos.
En primeiro lugar introduciremos o concepto de representación dun grupo e estudare-
mos distintas vías de expresalo:
Denición 1.1. Se G é un grupo, unha representación lineal de G en V defínese co-
mo un homomorsmo de grupos, ρ, de G no grupo de automorsmos de V , GL(V ). V
denominarase espazo da representación e a súa dimensión será o grao de ρ.
Nota 1.2. Na denición previa bastaría esixir que ρ fose un homomorsmo de monoides
entre G e o anel de endomorsmos de V , EndK(V ); xa que de ser así ρ(e) = Id e, para todo
g1, g2 ∈ G, ρ(g1g2) = ρ(g1)ρ(g2) polo que ρ(g)ρ(g−1) = ρ(gg−1) = Id, de onde deducimos
que, para todo g ∈ G, ρ(g) ∈ GL(V ) ⊂ EndK(V ). Así, esta nova formulación da denición
de representación dun grupo G sobre un corpo K implica a feita en 1.1.
1
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Denición 1.3. Sexan ρ1 : G −→ GL(V ) e ρ2 : G −→ GL(W ) dúas representacións li-
neais. Diremos que ρ1 e ρ2 son representacións lineais equivalentes se existe un K-
isomorsmo f : V −→W tal que
ρ2(g) = fρ1(g)f
−1 para todo g ∈ G.
Denición 1.4. Unha representación matricial dun grupo G sobre K de grao m,
defínese como un homomorsmo de grupos, ρ, de G no grupo de matrices invertibles
m×m, GL(m,K).
Denición 1.5. Sexan ρ1 : G −→ GL(m,K) e ρ2 : G −→ GL(n,K) dúas representacións
matriciais dun grupo G sobre K. Diremos que ρ1 e ρ2 son representacións matriciais
equivalentes se m = n e existe unha matriz invertible T tal que
ρ2(g) = Tρ1(g)T
−1 para todo g ∈ G.
Dada ρ unha representación lineal e B = {v1, v2, ... , vm} unha base do seu espazo de
representación, para cada g ∈ G teremos:
ρ(g)(vj) =
∑m
i=1 aijvi con j ∈ {1, ... ,m}.
A matriz de ρ(g) respecto da base B é unha matriz invertible, (ρ(g))B ∈ GL(m,K), e pode-
mos denir a partir de ρ o seguinte homomorsmo de grupos, que será unha representación
matricial de G sobre K asociada a ρ:
ρ̃ : G −→ GL(m,K)
g 7−→ (ρ(g))B.
Se tomásemos outra base de V , B′, as matrices (ρ(g))B e (ρ(g))B′ serían semellantes.
Nota 1.6. No que segue empregarase indistintamente a palabra representación para repre-
sentación lineal e matricial segundo o contexto.
Denición 1.7. Diremos que unha representación dun grupo G sobre un corpo K é el
se é un monomorsmo.
Nesta situación, é claro que un grupo G presenta representacións de calquera grao, pois
basta asociar a cada elemento g ∈ G o elemento neutro de GL(m,K), é dicir, a matriz
identidade de orde m. Ademais, cabe destacar que a equivalencia de representacións dene
unha relación de equivalencia e que toda representación equivalente a unha el é el.
A continuación veremos algúns exemplos de representacións:
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Exemplos 1.8.
1. O homomorsmo dado por ρ(g) = Id para todo g ∈ G denomínase representación
trivial. Nótese que a representación trivial é el se, e só se, G é o grupo trivial.
2. Sexa G un grupo cíclico xerado por un elemento g de orde n ∈ N, que denotaremos
Cn, e sexa K un corpo que contén tódalas raíces n-ésimas da unidade, ω1, ... , ωn.
Unha posible representación de G sobre K sería ρ : G −→ GL(n,K), tal que
ρ(g) =

ω1 0 ... 0
0 ω2 ... 0
... ... ... ...
0 0 ... ωn

para todo g ∈ G. Ademais,
ρ : G −→ GL(m,C)
gr 7−→ ρ(g)r
é unha representación de G sobre C se, e só se, ρ(g)n = I.
Isto é doado de ver. Se ρ é unha representación I = ρ(e) = ρ(gn) = ρ(g)n. Por
outra banda, se ρ(g)n = I tense de forma sinxela, pola denición de ρ, que ρ(gigj) =
ρ(gi+j) = ρ(g)i+j = ρ(g)iρ(g)j para i, j ∈ {1, ... , n}.
Sexa agora C3, o grupo cíclico de orde tres, xerado por un elemento g e vexamos tres

















Para ver que efectivamente ρ1, ρ2 e ρ3 son representacións, polo anterior, basta
comprobar que se verica que ρ1(g)3 = I, ρ2(g)3 = I e ρ3(g)3 = I.
Nótese tamén, que ρ1 non é el, xa que a imaxe de calquera elemento de C3 é a
identidade. Porén, ρ2 e ρ3 si o son, pois tanto ρ2(g2) como ρ3(g2) non son a identidade.
3. Sexa o grupo diedral, D8 = {s, t|s4 = t2 = 1, t−1st = s−1}. Podemos denir unha
representación de grao dous de D8 sobre C, ρ : D8 −→ GL(2,C), determinada pola












Posto que o único elemento de D8 cuxa imaxe é a matriz identidade é o elemento
neutro, ρ é unha representación el de D8 sobre C.
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4. Sexan Sn o grupo de permutacións (ou grupo simétrico) e V unK-espazo vec-
torial de dimensión n con base B = {v1, v2, ... , vn}. Entón, podemos denir unha
representación de Sn sobre K, ρ : Sn −→ GL(V ), que asocie a cada σ ∈ Sn un au-
tomorsmo en V , ρ(σ), tal que ρ(σ)(vi) = vσ(i) para i ∈ {1, ... , n}. Nótese que para
dous elementos calquera de Sn, σ1 e σ2, verifícase que ρ(σ1σ2) = ρ(σ1)ρ(σ2), polo
que podemos concluír que ρ é un homomorsmo de grupos.
Se particularizamos en S3 = {σ1 = (1), σ2 = (12), σ3 = (13), σ4 = (23), σ5 =
(123), σ6 = (132)}, posto que {(12), (123)} é un conxunto de xeradores de dito grupo,












5. Se partimos dun grupo arbitrario G, nito e de orde n ∈ N, o Teorema de Cayley
garante a existencia dun isomorsmo entre G e algún subgrupo de Sn. Así, compondo
dito isomorsmo cun homomorsmo como o referido en 4 teremos o que denomina-
remos unha representación regular do grupo G sobre un corpo K. En concreto,
supoñamos que G = {g1, g2, ... , gn} é un grupo nito e V un K-espazo vectorial
con base B = {v1, v2, ... , vn}. É coñecido que, dado g ∈ G arbitrario, para cada
i ∈ {1, ... , n} existe un único j ∈ {1, ... , n} tal que ggi = gj . Deste xeito deniremos
ρreg : G −→ GL(n,K) como a representación deG sobreK que verica ρreg(g)vi = vj
se ggi = gj con i, j ∈ {1, ... , n}. Nótese que, pola súa construción, a representación
regular dun grupo é el e en consecuencia todo grupo terá polo menos unha represen-
tación el, a regular. En particular, se G é un grupo cíclico, G = 〈g〉, a representación
regular, ρreg : G −→ GL(n,K), quedaría determinada por
ρreg(g) =

0 0 ... 0 1
1 0 ... 0 0
0 1 ... 0 0
... ... ... ... ...
0 0 ... 1 0

.
Outro caso particular de representación regular é a do grupo S3, que ademais será
de distinto grao á xa vista en 4. Xa que {(12), (123)} é un conxunto de xeradores de
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S3, a representación regular, ρreg : S3 −→ GL(6,K), quedará determinada por
ρreg(12) =

0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0




0 0 0 0 0 1
0 0 0 1 0 0
0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0

.
Nótese que, dado σ ∈ S3, a matriz ρreg(σ) presenta un 1 na posición (i, j) se, e
só se, σiσ
−1
j = σ. Así, a partir destas dúas matrices podemos construír a imaxe
por ρreg de calquera elemento de S3. Por exemplo ρreg(23) = ρreg((12)(123)) =
ρreg(12)ρreg(123).
6. Outro exemplo de representacións son as representacións unidimensionais dun
grupo G sobre un corpo K, que de forma xeral son homomorsmos, ρ, entre G e K.
En relación con estas representacións cabe dicir que se tomamos o grupo abeliano
G/G′, onde G′ é o subgrupo conmutador de G (G′ =
〈
gg′g−1g′−1|g, g′ ∈ G
〉
), posto
que ρ(gg′g−1g′−1) = ρ(g)ρ(g′)ρ(g−1)ρ(g′−1) = 1 pódese construír a partir de ρ unha
representación do grupo G/G′:
ρ̂ : G/G′ −→ K
g′′G′ 7−→ ρ(g′′).
En consecuencia, hai unha correspondencia biunívoca entre as representacións uni-
dimensionais de G sobre K e as de G/G′ sobre K.
Deseguido, comprobaremos se algunhas das representacións dos exemplos previos son
equivalentes e buscaremos unha representación equivalente dalgún dos exemplos dados:
Exemplos 1.9.
1. Retomemos as representacións dun grupo cíclico G de orde n recollidas en 2 e 5 de 1.8,
que denominaremos ρ1 e ρ2 respectivamente, e vexamos que son dúas representacións
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T ten determinante de Van der Monde e, por ser as ω1, ... , ωn distintas entre si e
distintas de cero, podemos concluír que T é invertible. Ademais é sinxelo ver que
ρ1(g) = Tρ2(g)T
−1.
2. En relación ás representacións do grupo cíclico de orde tres C3, vistas en 2 de 1.8,
cabe destacar que as representacións ρ2 e ρ3 non son equivalentes a ρ1 pois esta
última non é el a diferencia das outras.
3. Sexa agora o grupo diedral D8 e a súa representación 3 de 1.8, que nomearemos agora
como ρ1. O obxectivo será buscar unha representación equivalente á que xa temos,


















Deste xeito, a representación
ρ2 : D8 −→ GL(2,C)
g 7−→ Tρ1(g)T−1
será equivalente a ρ1.
1.2. K[G]-módulos.
A continuación introduciremos os módulos denidos sobre a álxebra dun grupo e estu-
daremos o paralelismo entre ditas estruturas e as representacións do grupo.
Denición 1.10. Sexa K un corpo. Chamaremos K-álxebra a un anel A cun elemento
identidade, que tamén sexa K-espazo vectorial. Ademais, pídese que a multiplicación por
un escalar verique
α(ab) = (αa)b = a(αb) para todo α ∈ K e para todo a, b ∈ A.
Deseguido, describiremos os elementos necesarios para denir o que denominaremos
álxebra dun grupo G sobre un corpo K. A partir de agora asumiremos que o grupo G co
que traballaremos é nito.
Consideremos tódalas sumas formais,
∑
g∈G αgg, con αg ∈ K e g ∈ G. Dous destes
elementos son iguais se teñen os mesmos coecientes. Nótese tamén que unha suma formal
pode interpretarse como unha aplicación de G en K. As operacións con estes elementos























Onde α, αg, βg′ ∈ K. Se interpretamos as sumas formais como aplicacións deniremos as
operacións da seguinte forma:
1. (f + h)(g) = f(g) + h(g).




3. (αf)(g) = αf(g) con α ∈ K.
Denición 1.11. Denimos a álxebra dun grupo G sobre un corpo K,K [G], como
a K-álxebra cuxos elementos son as sumas formais.
Así denida é sinxelo ver que o elemento neutro de K [G] é 1 · e, con 1 ∈ K e e o
elemento neutro de G. Ademais temos que, para todo g ∈ G, 1 · g constitúe unha suma
formal con tódolos coecientes nulos agás un. Polo tanto, o conxunto formado por estas
sumas formais para cada g ∈ G é un conxunto de elementos linealmente independentes e
forman unha base de K [G] como K-espazo vectorial. Se ademais identicamos cada g ∈ G
con 1 · g ∈ K [G], podemos considerar que G está mergullado en K [G].
Proposición 1.12. Existe unha correspondencia entre as representacións dun grupo G
sobre un corpo K e os K [G]-módulos.
Demostración. Sexa ρ unha representación de G sobre K. O dito previamente, que nos
permite ver G mergullado en K [G] e 1.2 proporcionan o seguinte diagrama:
G

ρ // GL(V )

K [G] EndK(V )
do cal extraemos que podemos denir un homomorsmo de aneis:




que induce en V unha estrutura de K [G]-módulo: αv = ρ̃(α)(v) para α ∈ K [G] e v ∈ V .
Reciprocamente, se V é un K [G]-módulo tense un homomorsmo de aneis entre K [G]
e EndK(V ). Restrinxindo dito homomorsmo a G temos un homomorso de monoides nas
condicións de 1.2, que denominaremos ρ.
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Nota 1.13. Pola demostración previa temos que dado un K [G]-módulo V , a representación
correspondente, ρ, queda denida para cada g ∈ G como ρ(g)(v) = gv, para cada v ∈ V ,
onde ρ(g) ∈ GL(V ). Reciprocamente, se ρ : G −→ GL(V ) é unha representación de G, a
estrutura de K [G]-módulo en V determínase construíndo un homomorsmo como o ρ̃ da
demostración e denindo αv = ρ̃(α)(v) para α ∈ K [G] e v ∈ V .
Exemplos 1.14.
1. Retomemos o exemplo do grupo diedral D8 explicado en 3 de 1.8 cuxa representación












Sabemos que os elementos de D8, xerados por s e t, forman unha base de C [D8].
Por outra banda, se V é un espazo vectorial con base B = {v1, v2} e interpretamos ρ
como unha representación lineal, ρ : G −→ GL(V ), dito V presentará unha estrutura
de C [D8]-módulo como a descrita na demostración de 1.12:
sv1 = ρ̃(s)(v1)=ρ(s)(v1)=−v2
tv1 = ρ̃(t)(v1) = ρ(t)(v1) = v1
sv2 = ρ̃(s)(v2)=ρ(s)(v2)= v1
tv2 = ρ̃(t)(v2) = ρ(t)(v2) =−v2
2. Sexa o grupo de permutacións Sn e a súa representación ρ, descritos en 4 de 1.8.
Entón, basándonos na demostración de 1.12 a estrutura de K [Sn]-módulo do V ,
en cuxo grupo de automorsmos está a imaxe de ρ, queda determinada, para cada
i ∈ {1, ... , n} e cada σ ∈ Sn, do seguinte xeito: σvi = ρ(σ)(vi) = vσ(i).
Particularizando en S3, posto que é coñecido que dito grupo queda xerado por
{(12), (123)} a estrutura de K [S3]-módulo de V queda denida por:
(12)v1 = ρ((12))(v1) = v2
(12)v2 = ρ((12))(v2) = v1
(12)v3 = ρ((12))(v3) = v3
(123)v1 = ρ((123))(v1) = v2
(123)v2 = ρ((123))(v2) = v3
(123)v3 = ρ((123))(v3) = v1
3. Tomemos un grupo de orde nita G e a súa representación regular nun K-espazo
vectorial V descritos en 5 de 1.8. Sabemos que V ten dimensión igual á orde de G,
entón calquera V nestas condicións será isomorfo como K-espazo vectorial a K [G],
polo que en particular podemos supor que V = K [G]. Denamos agora enK [G] unha
estrutura de K [G]-módulo basándonos en 1.12. Xa vimos que B = {1 · g1, ... , 1 · gn}
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constitúe unha base de K [G]; entón, como dado un g ∈ G arbitrario para cada
i ∈ {1, ... , n} existe un único j ∈ {1, ... , n} tal que ggi = gj , con gi, gj ∈ G, a estrutura
de K [G]-módulo de K [G] queda determinada por g(1 · gi) = ρreg(g)(1 · gi) = 1 · gj .
Nótese que este exemplo ilustra que a representación regular dun determinado grupo
G ten asociada o K [G]-módulo K [G], polo que K [G] recibe o nome de K [G]-
módulo regular.
Teorema 1.15. Dúas representacións, ρ1, ρ2 dun grupo G sobre un corpo K son equiva-
lentes se, e só se, os K [G]-módulos correspondentes son isomorfos.
Demostración. Supoñamos que ρ1 : G −→ GL(V1) e ρ2 : G −→ GL(V2) son dúas represen-
tacións equivalentes. Logo, existe un isomorsmo f : V1 −→ V2 tal que ρ2(g) = fρ1(g)f−1
para todo g ∈ G.
Vexamos que f é un K [G]-isomorsmo. Sexan α =
∑
αigi ∈ K [G], v1 ∈ V1 arbitrarios
e ρ̃1, ρ̃2 homomorsmos de aneis análogos ó ρ̃ empregado na demostración de 1.12. Vexamos
que f(αv1) = αf(v1):









αigi)(f(v1)) = ρ̃2(α)(f(v1)) = αf(v1).
Reciprocamente, supoñamos f : V1 −→ V2 homomorsmo de K [G]-módulos. Sexan ρ1 e
ρ2 as representacións asociadas ós K [G]-módulos V1 e V2, respectivamente, tales que
ρ1(g)(v1) = gv1, para g ∈ G e v1 ∈ V1 e
ρ2(g)(v2) = gv2, para g ∈ G e v2 ∈ V2.
Por ser f isomorsmo de K [G]-módulos temos que f(gv1) = gf(v1), para g ∈ G e










conmutativo para todo g ∈ G e por f ser isomorsmo de K-espazos vectoriais, concluímos
que ρ1 e ρ2 son representacións equivalentes.
Co seguinte exemplo ilustraremos o enunciado no teorema previo:
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Exemplo 1.16. Retomemos o C3 de 1.8. Denotemos simplemente como ρ a representación

















Sexa V o C-espazo vectorial, con base B = {v1, v2}, de tal maneira que ρ interpretada
como representación lineal é un homomorsmo de C3 en GL(V ). Entón V ten estrutura de
C [C3]-módulo que, como {1, g, g2} constitúe unha base de C [C3], queda determinada por:
1v1 = ρ(1)(v1) = v1 1v2 = ρ(1)(v2) = v2
gv1 = ρ(g)(v1) = v2 gv2 = ρ(g)(v2) = −v1 − v2
g2v1 = ρ(g
2)(v1) = −v1 − v2 g2v2 = ρ(g2)(v2) = v1
Agora, sexa W outro C-espazo vectorial con base B′ = {w1, w2}, isomorfo a V vía f :
V −→ W . Dito isomorsmo danos en W outra base, que pode ser por exemplo B′′ =
{f(v1) = w1, f(v2) = −w1 +w2}. Logo W terá a estrutura de C [C3]-módulo descrita polo
diagrama recollido na demostración de 1.15:
1w1 = f ◦ ρ(1) ◦ f−1(w1) = w1 1w2 = f ◦ ρ(1) ◦ f−1(w2) = w2
gw1 = f ◦ ρ(g) ◦ f−1(w1) = −w1 + w2 gw2 = f ◦ ρ(g) ◦ f−1(w2) = −w1
g2w1 = f ◦ ρ(g2) ◦ f−1(w1) = −w2 g2w2 = f ◦ ρ(g2) ◦ f−1(w2) = w1 − w2
Entón obtemos outra representación de C3 sobre C, que denominaremos ρ̃ e que é equiva-
lente a ρ pois ρ̃(g) = f ◦ ρ(g) ◦ f−1 para todo g ∈ C3.
1.3. Suma e subrepresentacións.
Nesta derradeira sección do capítulo introduciremos as sumas de representacións, sub-
representacións e representacións cocientes, que serán unha ferramenta útil nos capítulos
posteriores.
Denición 1.17. Sexan G un grupo, K un corpo e ρ1 e ρ2 dúas representacións de G










ρ1(g)(i, j) se i, j ∈ {1, ... ,m}
ρ2(g)(i, j) se i, j ∈ {m+ 1, ... ,m+ n}
0 noutros casos,










Nota 1.18. Debido á correspondencia entre representacións dun grupo G sobre un corpo K
e os K [G]-módulos, podemos dicir que a suma de representacións é a representación aso-
ciada á suma directa dos K [G]-módulos correspondentes a cada unha das representacións
sumadas.
Tomemos agora ρ : G −→ GL(V ) unha representación do grupo G sobre un corpo K
con K [G]-módulo asociado V . Dado U ⊂ V K [G]-submódulo de V , temos que para todo
g ∈ G, ρ(g)(U) ⊂ U e que U ⊂ V é K-espazo vectorial.
Denición 1.19. Denomínase por subrepresentación de ρ á seguinte representación:
ρ|U : G −→ GL(U)
g 7−→ ρ(g)/U .
Unha representación cuxa imaxe veña dada para todo elemento do grupo por unha




é suma de subrepresentacións.
Do mesmo xeito, dado o K [G]-submódulo de V , U , tamén podemos denir o K [G]-
módulo V/U que será, de igual modo, K-espazo vectorial.
Denición 1.20. Deniremos representación cociente de ρ como a seguinte represen-
tación:
ρ|V/U : G −→ GL(V/U)
g 7−→ ρ|V/U(g)
onde ρ|V/U(g)(v + U) = ρ(g)(v) + U .
Así, se tomamos unha base de V ,BV = {v1, ... , vt, vt+1, ... , vm}, tal queBU = {v1, ... , vt}
é unha base de U e BV/U = {vt+1 +U, ... , vm +U} é unha base de V/U , a imaxe da repre-
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é a matriz asociada ó seguinte homomorsmo:





Neste capítulo introduciranse as representacións irreducibles e veremos a súa corres-
pondencia con certo tipo de módulos, os módulos simples. Daremos unha demostración do
Teorema de Maschke e probaremos, baixo certa hipótese, que todo K [G]-módulo é semi-
simple. Posteriormente restrinxirémonos ó corpo dos complexos, C, para introducir unha
proba do Lema de Schur e estudaremos como acotar o número máximo de representacións
irreducibles non equivalentes dun grupo. A bibliografía empregada neste capítulo é princi-
palmente o texto de James [12], aínda que tamén se xo uso dos de Sancho [15] e Jacobson
[11]. No referente á notación empregada, cabe destacar que por G denotaremos un grupo
nito de orde n, como viñamos facendo na última parte do primeiro capítulo.
2.1. Módulos simples e semisimples.
Comezaremos introducindo os conceptos de módulo simple e semisimple así como os
de representación irreducibe e reducible e as relacións entre eles:
Denición 2.1. Dise que un módulo V é simple se non é nulo e non ten submódulos
propios. Se V é suma directa de módulos simples entón diremos que é un módulo semi-
simple.
Denición 2.2. Unha representación ρ de G, dirase irreducible se non ten subrepresen-
tacións propias, noutro caso dirase reducible. Ademais, se ρ é suma de subrepresentacións
irreducibles diremos que é completamente reducible.
Equivalentemente, se denotamos por V o K [G]-módulo asociado a ρ, podemos dicir
por 1.12, que ρ é irreducible se, e só se, V é simple, que é completamente reducible se, e
só se, V é semisimple e que é reducible se, e só se, V ten algún K [G]-submódulo propio.
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Nótese que, polo visto no capítulo previo sobre representacións cocientes, ρ é unha
representación reducible con K [G]-módulo asociado V e U un K [G]-submódulo, se, e só








1. Toda representación de grao 1 é irreducible.
2. A representación dun grupo cíclico G recollida en 2 de 1.8 é completamente reducible
pois, polo feito na última sección do capítulo anterior, podemos concluír que unha
representación cuxa imaxe é unha matriz diagonal para todo elemento do grupo é
suma de representacións de grao 1 e polo tanto irreducibles.
2.2. Teorema de Maschke.
Nesta sección introduciremos dous resultados vertebrais en vindeiros enunciados por
sentar as bases para a descomposición de calquera representación dun grupo. O primeiro
deles é o Teorema de Maschke (aínda que o segundo pode aparecer tamén nomeado como
tal en certos textos):
Teorema 2.4 (Teorema de Maschke). Sexa U un K [G]-submódulo de V . Entón, se a




como suma directa de K [G]-módulos.
Demostración. Dado U un K [G]-submódulo de V , sabemos que podemos tomar un sub-
espazo vectorial W0 de V , suplementario de U , de xeito que V = U
⊕
W0.
Nesta situación, é coñecido que cada v ∈ V pode escribirse de forma única como suma
dun u ∈ U e un w0 ∈W0. Entón existe un endomorsmo
π : V −→ V
v 7−→ u
con núcleo W0 e imaxe U .
Agora, coa nalidade de conseguir unW nas condicións deW0 que ademais sexa K [G]-
submódulo, modicaremos π para obter un K [G]-homomorsmo cuxo núcleo será o W
desexado. Para isto denimos
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que é claramente un homomorsmo de espazos vectoriais con imaxe contida en U . Ademais,
está ben denido pois n non divide á característica de K.
Vexamos agora que θ é un K [G]-homomorsmo. Como é un homomorsmo de espazos
vectoriais bastará ver que para todo g′ ∈ G se verica que θ(g′v) = g′θ(v). Posto que na























xa que para un g′ ∈ G arbitrario gg′ percorre G ó igual que fai g. Así temos que θ é un
K [G]-homomorsmo. Falta comprobar que a imaxe de θ é U , para isto tomamos v ∈ V







π(gv) ∈ U e π(gu) = gu para todo v ∈ V , u ∈ U ⊂ V e g ∈ G. Polo tanto θ(u) = u para
todo u ∈ U e xa que U é K [G]-submódulo de V , temos que efectivamente a imaxe de θ é
U . Agora, denominando W ó núcleo de θ, obtense que V = U
⊕
W onde W é tamén un
K [G]-submódulo de V .
Nótese que en termos de representacións o Teorema de Maschke pódese enunciar da
seguinte forma:
Dada ρ unha representación reducible dun grupo G, ρ : G −→ GL(m,K), é equivalente






para todo g ∈ G.
Cabe destacar tamén que a condición de que a característica de K non divida á orde
do grupo é necesaria para que se verique o Teorema de Maschke. Isto queda reexado no
caso dun grupo cíclico, Cp, xerado por un elemento g e de orde un número primo p. Se V
é un espazo vectorial sobre o corpo Zp con base B = {v1, v2}, por 1.8 sabemos que para
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é unha representación de Cp sobre Zp, xa que ρ(g)2 = I.
O Zp [Cp]-módulo correspondente á representación ρ será aquel cuxa estrutura que-
da determinada por gjv1 = ρ(gj)v1 = v1 + jv2 e por gjv2 = ρ(gj)v2 = v2. Con dita
estrutura de Zp [Cp]-módulo de V é claro que U = 〈v2〉 é un Zp [Cp]-submódulo de di-
mensión 1. Porén, non podemos chegar á conclusión do Teorema de Maschke, pois U é o
único Zp [Cp]-submódulo de dimensión 1. En caso contrario, supoñamos que existise ou-
tro Zp [Cp]-submódulo W de tal dimensión. Este sería da forma W = 〈αv1 + βv2〉 con
α, β ∈ Zp e, para todo g ∈ Cp e j ∈ {0, ... , p − 1}, teríase que gj(αv1 + βv2) ∈ W . Entón
obteriamos o seguinte:
αv1 + (αj + β)v2 = λ(αv1 + βv2), λ ∈ Zp =⇒
{
α = λα
αj + β = λβ
=⇒ α = 0 =⇒W = U.
Exemplo 2.5. Consideramos o grupo simétrico S3 e V o K [S3]-módulo coa estrutura
descrita en 2 de 1.14 onde imos supor K = C. Sexa U o subespazo vectorial de V xerado
por u = v1 + v2 + v3 que é tamén C [S3]-submódulo pois verica:








Nesta situación seguiremos a demostración do Teorema de Maschke para conseguir un
C [Sn]-submódulo W de V tal que V = U
⊕
W . Así, W0 podería ser o subespazo vectorial
de V xerado por v1 e v2. Agora denimos o endomorsmo π como
π : V −→ V
v1 7−→ 0
v2 7−→ 0
v3 7−→ u = v1 + v2 + v3.
Continuando os pasos da demostración do teorema para i ∈ {1, 2, 3} temos
θ : V −→ V
vi 7−→ 13u
cuxo núcleo é o seguinte:
Ker(θ) = {v =
3∑
i=1






u = 0} =




λivi ∈ V |
3∑
i=1
λi = 0} = 〈v1 − v2, v2 − v3〉 .
Así, Ker(θ) é o W requerido.
En termos de representacións, o que acabamos de facer é pasar da representación ρ, de
S3 en V , tomando como base de V B1 = {v1 + v2 + v3, v1, v2} e tal que a matriz ligada a












a ρ de S3 en V , pero tomando neste caso como base de V B2 = {v1+v2+v3, v1−v2, v2−v3}













A continuación enunciamos o derradeiro resultado clave da sección, que tamén se debe
a Maschke:
Teorema 2.6. Se K é un corpo e a súa característica non divide á orde de G, todo K [G]-
módulo é semisimple.
Demostración. Sexa V un K [G]-módulo. Supoñamos que dim(V ) > 1 e que V non é
simple, pois se V ten dimensión 1 ou é simple o resultado é trivial.
Nestas hipóteses sempre poderemos atopar un K [G]-submódulo propio de V . Entón,
chamando U a dito K [G]-submódulo de V e aplicando o Teorema de Maschke, obtemos
un W , K [G]-submódulo de V , de tal modo que V = U
⊕
W .









Wr, onde os Ui, con i ∈ {1, ... , t}, e os Wj , con j ∈
{1, ... , r}, son K [G]-submódulos irreducibles de U e W respectivamente e en consecuencia











En termos de representacións, o teorema previo supón que toda representación dun
grupo G sobre un corpo K, cuxa característica non divide a orde de G, é completa-











ρt+r, onde ρ é a representación asociada ó K [G]-módulo V
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e cada ρi correspóndese co K [G]-submódulo simple Ui para i ∈ {1, ... , t} ou co Wi para
i ∈ {t+ 1, ... , t+ r}, da demostración previa.
Exemplo 2.7. Un caso sinxelo do enunciado do teorema previo é o exemplo 2.5. Nel
escribiamos o C [S3]-módulo V como suma directa dos C [S3]-submódulos U e W . Xa
sabemos que U era C [S3]-submódulo irreducible, se agora demostramos que W tamén o é,
teremos que este exemplo ilustra o teorema previo e a súa demostración. Recordemos que
W = 〈v1 − v2, v2 − v3〉 e supoñamos que W ten un C [S3]-submódulo, W̃ , non trivial, que
sexa de dimensión 1 e da forma W̃ = 〈w̃〉, con w̃ = λ(v1− v2) + µ(v2− v3), onde λ, µ ∈ C.
Isto suporía que (12)λ(v1− v2) +µ(v2− v3) = λ(v2− v1) +µ(v1− v3). Polo tanto, para que
se cumpra a igualdade (12)w̃ = αw̃, con α ∈ C distinto de 0, µ = 0; entón w̃ será da forma
λ(v1 − v2). Así (123)λ(v1 − v2) = λ(v2 − v3), o que constitúe unha contradición, polo que
W ten que ser irreducible.
2.3. Lema de Schur.
A partir de agora, ademais de considerar G un grupo nito de orde n, traballaremos co
corpo C, garantindo así que a característica do corpo non divida á orde do grupo. Ademais
isto conlevará que as representacións coas que traballemos estean denidas tamén sobre C
o que nos permitirá aproveitar propiedades de dito corpo. A continuación, probaremos o
lema que dá nome á sección e que terá unha salientable utilidade para demostrar posteriores
resultados:
Lema 2.8 (Lema de Schur). Sexan V e W dous C [G]-módulos simples.
1. Se θ : V −→ W é un C [G]-homomorsmo, verifícase que θ é un C [G]-isomorsmo
ou que θ(v) = 0 para todo v ∈ V .
2. Se θ : V −→ V é un C [G]-isomorsmo, θ é un múltiplo do C [G]-isomorsmo iden-
tidade.
Demostración.
1. Supoñamos que θ(v) 6= 0 para algún v ∈ V , entón Im(θ) 6= {0}. Como a imaxe de θ
é un C [G]-submódulo de W e W é simple, tense que Im(θ) = W . Por outra parte,
o núcleo de θ é á súa vez C [G]-submódulo de V ; como V é simple e Ker(θ) 6= V ,
teremos que Ker(θ) = 0. Así, se existe algún v ∈ V para o cal θ(v) 6= 0, θ será
isomorsmo.
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2. Sábese que θ ten que ter un autovalor λ ∈ C polo que Ker(θ − λId) 6= 0. Posto que
θ− λId é un endomorsmo de módulos, Ker(θ− λId) é un C [G]-submódulo de V e
por ser V simple tense que Ker(θ− λId) = V concluíndo que (θ− λId)(v) = 0 para
todo v ∈ V e consecuentemente θ = λId.
Proposición 2.9. Sexa V un C [G]-módulo non nulo tal que todo C [G]-endomomorsmo
de V é múltiplo da identidade. Entón V é simple.
Demostración. Supoñamos que V non é simple. Entón, V terá algún C [G]-submódulo
propio, U , e polo Teorema de Maschke, 2.4, existirá outro C [G]-submódulo de V , W , tal
que V = U
⊕
W . Tomando agora π o C [G]-homomorsmo denido por π(u+w) = u para
todo u ∈ U e w ∈ W , empregado na demostración de 2.4, obtemos que π non é múltiplo
da identidade, chegando a unha contradición. Así, podemos concluír que V é simple.
Corolario 2.10. Sexa ρ : G −→ GL(m,C) unha representación de G. Entón ρ é irreducible
se, e só se, toda matriz A, m×m, vericando
ρ(g)A = Aρ(g) para todo g ∈ G
é da forma
A = λIm con λ ∈ C.
Demostración. Sexa A unha matriz m×m con entradas en C. O endomorsmo
Cn −→ Cn
v 7−→ Av
é C [G]-homomorsmo se, e só se, A(gv) = g(Av) para todo v ∈ C e g ∈ G ou equi-
valentemente se, e só se, ρ(g)A = Aρ(g) para todo g ∈ G. Agora por 2.8 e 2.9 tense o
resultado.







posto que a matriz anterior conmuta coa imaxe por ρ de tódolos elementos de C3, po-
lo corolario previo, temos que ρ é completamente reducible pois ρ(g) non é múltiplo da
identidade.
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Proposición 2.12. Supoñamos que G é un grupo abeliano. Entón, todo C [G]-módulo
simple, V, ten dimensión 1.
Demostración. Por ser G abeliano temos que dado h ∈ G cúmprese que hgv = ghv para
todo g ∈ G e todo v ∈ V . En consecuencia, temos que o endomorsmo
V −→ V
v 7−→ hv
é C [G]-isomorsmo. Logo polo Lema de Schur, 2.8, temos que dito C [G]-isomorsmo é
múltiplo do C [G]-isomorsmo identidade, polo que todo subespazo de V é tammén C [G]-
submódulo. Como V é simple, necesariamente terá dimensión 1.
Proposición 2.13. Sexa ρ unha representación de G en V . Dado g ∈ G de orde r, existe
unha base B de V tal que (ρ(g))B é diagonal. Ademais, os coecientes non nulos de (ρ(g))B
son raíces r-ésimas da unidade.
Demostración. Sexa H = 〈g〉. Entón V terá estrutura de C [H]-módulo pois, se denotamos
por i o homomorsmo inclusión de H en G, é sinxelo ver que ρ◦ i é unha representación de




Ut onde os Ui con
i ∈ {1, ... , t} son C [H]-submódulos simples de V. Posto que todo grupo cíclico é abeliano,
por 2.12 sabemos que cada Ui ten dimensión 1. Logo, tomando para cada i un ui que xere
Ui e denotando por ω1, ... , ωr as raíces r-ésimas da unidade, obtemos por 2 de 1.8 que,
para toda representación ρ de G en V , gui = ρ(g)(ui) = ωiui, con ωi ∈ {ω1, ... , ωr}. En







2.4. Número de representacións irreducibles.
Esta sección será a principal do capítulo, pois nela introduciranse os resultados precisos
para saber cantas representacións irreducibles non equivalentes ten un determinado grupo.
En primeiro lugar veranse unha serie de enunciados que permitirán establecer unha cota
superior para dita cantidade de representacións irreducibles.
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onde cada Ui é un C [G]-submódulo simple de V . Se U é un C [G]-submódulo simple de V ,
entón é isomorfo a algún Ui, con i ∈ {1, ... , t}.
Demostración. Sexa u ∈ U non nulo. Por hipótese, sabemos que u pode ser escrito de
forma única como u = u1 + ···+ut con ui ∈ Ui para cada i ∈ {1, ... , t}. Para probar que U
é isomorfo a algún Ui, consideremos i ∈ {1, ... , t} tal que ui 6= 0 e denimos πi : U −→ Ui
por πi(u) = ui. Esta aplicación é trivialmente un C [G]-homomorsmo de módulos. Por
outra parte, como U e Ui son simples e πi 6= 0, o Lema de Schur, 2.8, dános que πi é un
C [G]-isomorsmo e, en consecuencia, U e Ui son C [G]-módulos isomorfos.
Proposición 2.15. Sexan V eW dous C [G]-módulos e θ : V −→W un C [G]-homomorsmo.
Entón existe un C [G]-submódulo de V , U , tal que
V = Ker(θ)
⊕
U e U ∼= Im(θ).
Demostración. É sabido que Ker(θ) é un C [G]-submódulo de V ; así, polo Teorema de
Maschke, 2.4, existe outro C [G]-submódulo de V , U , tal que V = Ker(θ)
⊕
U . Denimos
agora o seguinte C [G]-homomorsmo:
θ̃ : U −→ Im(θ)
u 7−→ θ(u).
Posto que, por hipótese, θ é C [G]-homomorsmo, é claro que θ̃ tamén o é. Vexamos agora
que ademais θ̃ é C [G]-isomorsmo. Se u ∈ Ker(θ̃), u ∈ Ker(θ) ∩ U = 0, logo Ker(θ̃) = 0.
Falta probar que θ̃ é sobrexectivo, para isto sexa w ∈ Im(θ) tal que w = θ(v) para algún
v ∈ V . Posto que V = Ker(θ)
⊕
U , podemos escribir v = u0 +u con u0 ∈ Ker(θ) e u ∈ U .
Entón temos que w = θ(v) = θ(u0) + θ(u) = θ(u) = θ̃(u) e, polo tanto, Im(θ) = Im(θ̃).
Así, temos probado que θ̃ é C [G]-isomorsmo e que U ∼= Im(θ).
Teorema 2.16. Sexa C [G] o C [G]-módulo regular. Supoñamos





onde cada Ui é un C [G]-submódulo simple de C [G]. Se W é un C [G]-módulo simple, entón
é isomorfo a algún Ui, con i ∈ {1, ... , t}.
Demostración. Sexa W un C [G]-módulo simple e sexa w ∈W un vector non nulo. É claro
que {αw | α ∈ C [G]} é un C [G]-submódulo non trivial de W , pero como W é simple tense
que W = {αw | α ∈ C [G]}. Denimos agora
θ : C [G] −→ W
α 7−→ αw
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que é C [G]-homomorsmo por vericar que θ(α+α′) = (α+α′)w = αw+α′w = θ(α)+θ(α′)
e que θ(αα′) = (αα′)w = t(α′w) = rθ(α′), con α, α′ ∈ C [G]. Ademais é claro que W =
Im(θ), é dicir que θ é un C [G]-epimorsmo. Por outra parte, por 2.15, sabemos que existe
un C [G]-submódulo de C [G], U , tal que C [G] = Ker(θ)
⊕
U e U ∼= Im(θ) = W . Como
W é simple, U tamén o será, e por 2.14, obtemos que U ∼= Ui para algún i ∈ {1, ... , t} polo
que W ∼= Ui.
Nótese que do anterior teorema extraemos que para atopar os C [G]-módulos simples ne-
cesitamos descompor o C [G]-módulo regular, C [G], en suma directa de C [G]-submódulos
simples e que o número de C [G]-módulos simples non isomorfos, é como moito t, onde t
é o número de C [G]-submódulos simples que forman parte da suma directa á que é igual
C [G].





situación, dedúcese facilmente que o número de representacións irreducibles non equiva-
lentes dun grupo nito G é como moito t.
A continuación ilustraremos isto cun par de exemplos, pero en xeral non é un método
práctico para estudar os C [G]-módulos simples:
Exemplos 2.17.
1. Sexa o grupo C3 =
〈
g | g3 = 1
〉
e sexa ω = e2πi/3. Retomemos a representación
regular dun grupo cíclico xenérico descrita en 5 de 1.8 e particularicémola para C3
sobre o corpo C. Por ser a representación regular terá asociada o C [C3]-módulo







É sinxelo ver que os autovalores de ρreg(g) son 1, ω e ω2, as raíces cúbicas da unidade,
e que os autovectores asociados son:
u0 = 1 + g + g
2,
u1 = 1 + ω
2g + ωg2,
u2 = 1 + ωg + ω
2g2.
Posto que u0, u1, u2 son autovectores asociados a autovalores distintos, son linealmen-
te independentes. Como ademais C [C3] ten dimensión 3, B = {u0, u1, u2} constitúe
unha base de dito espazo vectorial.
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En relación á estrutura de C [C3]-módulo de C [C3], esta queda determinada para ca-
da i ∈ {0, 1, 2} por gui = ρreg(g)ui = ωiui. Así, deducimos que os Ui = 〈ui〉 para i ∈





que as representacións irreducibles asociadas a cada Ui, en base a 1.12, son aquelas
que cumpren que ρi(gj) = wij con i, j ∈ {0, 1, 2}. Polo tanto, empregando o teorema
previo temos que todo C [C3]-módulo simple, U , é isomorfo a un Ui e, consecuente-
mente, o número máximo de representacións irreducibles non equivalentes de C3 é
tres.
2. Sexa o grupo D6 =
〈
s, t : s3 = t2 = 1, t−1st = s−1
〉
. É coñecido que dito grupo é
isomorfo ó grupo simétrico S3, por elo será sinxelo establecer a representación regular
de D6 a partir da representación regular de S3 construída en 5 de 1.8. Así, dita
representación quedará determinada polas imaxes dos xeradores de D6, t e s:
ρreg(t) =

0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0




0 0 0 0 0 1
0 0 0 1 0 0
0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0

.
Nótese que, por ser a representación regular, o C [D6]-módulo correspondente será
o propio C [D6] ó cal asociamos a base B = {1, t, st, s2t, s, s2}. Nesta situación é
fácil comprobar que ρreg(s) ten tres autovalores dobres, 1, ω e ω2 con autovectores
asociados
u0 = 1 + s+ s
2 w0 = t+ st+ s
2t
u1 = 1 + ω
2s+ ωs2 w1 = t+ ω
2st+ ωs2t
u2 = 1 + ωs+ ω
2s2 w2 = t+ ωst+ ω
2s2t
que son linealmente independentes. Así os autovectores forman outra base de C [D6]
e a estrutura de C [D6]-módulo queda determinada do seguinte xeito:
sui = ω
iui e swi = ωiwi con i ∈ {0, 1, 2}
tu0 = w0 tw0 = u0
tu1 = w2 tw1 = u2
tu2 = w1 tw2 = u1.
Por tanto, podemos concluír que 〈u0, w0〉, 〈u1, w2〉 e 〈u2, w1〉 son C [D6]-submódulos.
Ademais 〈u1, w2〉 e 〈u2, w1〉 son simples, o que se pode comprobar seguindo un pro-
ceso análogo ó feito en 2.7. Porén, 〈u0, w0〉 non o é xa que podemos comprobar que
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〈u0 + w0〉 e 〈u0 − w0〉 son C [D6]-submódulos simples de 〈u0, w0〉. Así temos a seguin-







U1 = 〈u0 + w0〉, U2 = 〈u0 − w0〉, U3 = 〈u1, w2〉 e U4 = 〈u2, w1〉. Do anterior e en base
a 1.12 tamén se extrae, coma no caso previo, que as representacións irreducibles de
D6 asociadas ós Ui con i ∈ {1, 2, 3, 4}, ρi, quedan determinadas da seguinte forma:
ρ1(s) = 1, ρ1(t) = 1,























Ademais, polo teorema previo temos que todo C [D6]-módulo simple, U , é isomorfo
a un Ui con i ∈ {1, 2, 3, 4} e, consecuentemente, o número máximo C [D6]-módulos
simples non isomorfos é 4.
A continuación, introduciremos os elementos precisos para poder determinar a canti-
dade de representacións irreducibles non equivalentes dun grupo G.
Se V e W son dous C [G]-módulos denotaremos por HomC[G](V,W ) ó C-espazo vecto-
rial dos C [G]-homomorsmos de V en W .
Proposición 2.18. Supoñamos que V e W son C [G]-módulos simples. Entón
dim(HomC[G](V,W )) =
1 se V ∼= W,0 se V W.
Demostración. Se V W tense o requerido polo Lema de Schur(2.8).
Se V ∼= W , sexa un C [G]-isomorsmo θ : V −→ W . Tomando φ ∈ HomC[G](V,W ),
obtemos que φ−1 ◦ θ é un C [G]-isomorsmo de V en V . Logo, polo Lema de Schur(2.8),
existirá un λ ∈ C tal que φ−1 ◦ θ = λIdV . Polo tanto θ = λφ e, como consecuencia,
dim(HomC[G](V,W )) = 1.
Proposición 2.19. Sexan V , V1, V2 e W , W1 e W2 C [G]-módulos. Logo:
1. dim(HomC[G](V,W1
⊕
W2)) = dim(HomC[G](V,W1)) + dim(HomC[G](V,W2)).
2. dim(HomC[G](V1
⊕
V2,W )) = dim(HomC[G](V1,W )) + dim(HomC[G](V2,W )).
Demostración.
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w1 + w2 7−→ w2.
Podemos ver facilmente que estas aplicacións son C [G]-homomorsmos. Se agora
tomamos θ ∈ HomC[G](V,W1
⊕
W2), teremos que π1◦θ ∈ HomC[G](V,W1) e π2◦θ ∈






θ 7−→ (π1 ◦ θ, π2 ◦ θ).
Se agora comprobamos que f é un isomorsmo de espazos vectoriais teremos o desexa-
do. Que f é unha aplicación lineal é claro. Veriquemos agora que f é sobrexectiva,
para iso tomemos φ1 ∈ HomC[G](V,W1) e φ2 ∈ HomC[G](V,W2). Entón podemos
denir unha aplicación φ ∈ HomC[G](V,W1
⊕
W2) tal que φ(v) = φ1(v) + φ2(v)
para todo v ∈ V . Así temos que dados φ1 e φ2 arbitrarios atopamos un φ tal que
f(φ) = (φ1, φ2) polo que f é sobrexectiva. Tomemos agora un elemento θ ∈ Ker(f),
logo π1 ◦ θ(v) = 0 e π2 ◦ θ(v) = 0 para todo v ∈ V e xa que θ(v) = (π1 + π2)(θ(v))
temos que θ = 0 e polo tanto f inxectiva.
2. Sexa agora θ ∈ HomC[G](V1
⊕




V2,W ) −→ HomC[G](V1,W )
⊕
HomC[G](V2,W )
θ 7−→ (θ/V1 , θ/V2)
que é un monomorsmo. Sexan agora φ1 ∈ HomC[G](V1,W ) e φ2 ∈ HomC[G](V2,W ).
Entón podemos denir unha aplicación φ ∈ HomC[G](V1
⊕
V2,W ) tal que φ(v1 +
v2) = φ1(v1) + φ2(v2) para todo v1 ∈ V1 e v2 ∈ V2. Así temos que dados φ1 e φ2
arbitrarios, atopamos un φ tal que h(φ) = (φ1, φ2), polo que h é tamén sobrexectiva.
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onde cada Ui é un C [G]-módulo simple.
Se W é un C [G]-módulo simple, as dimensións de HomC[G](V,W ) e HomC[G](W,V )
son iguais ó número de C [G]-módulos Ui, con i ∈ {1, ... , t}, isomorfos a W .









Ademais, pola proposición 2.18,
dim(HomC[G](Ui,W )) = dim(HomC[G](W,Ui)) =
1 se Ui ∼= W,0 se Ui W.
Agora, se denotamos por k o número de C [G]-módulos Ui, con i ∈ {1, ... , t}, isomorfos a
W , conclúese facilmente que dim(HomC[G](V,W )) = k = dim(HomC[G](W,V )).
Proposición 2.22. Se U é un C [G]-módulo,
dim(HomC[G](C [G] , U)) = dim(U).
Demostración. Sexa d = dim(U). Tomemos unha base de U , BU = {u1, ... , ud}. Denamos
para cada i ∈ {1, ... , d} o seguinte homomorsmo de C [G]-módulos:
φi : C [G] −→ U
α 7−→ αui.
φi ∈ HomC[G](C [G] , U) xa que para todo α, α′ ∈ C [G] verifícase que φi(αα′) = (αα′)ui =
α(α′ui) = αφi(α
′). Procedemos agora a probar que φ1, ... , φd constitúen unha base de
HomC[G](C [G] , U). Para isto tomamos φ ∈ HomC[G](C [G] , U) arbitrario. Logo, para
λi ∈ C, φ(1) = λ1u1 + ··· + λdud. Posto que φ ∈ HomC[G](C [G] , U) tense que φ(α) =
αφ(1) = αλ1u1 + ··· + rλdud = α(λ1φ1 + ··· + λdφd) para todo α ∈ C [G]. Así, φ =
λ1φ1+···+λdφd, polo que {φ1, ... , φd} é un conxunto de xeradores deHomC[G](C [G] , U). A
continuación, imos ver que é un conxunto linealmente independente, para isto consideramos
unha combinación lineal λ1φ1 + ···+ λdφd = 0 cos λi ∈ C e, evaluando en 1, obtemos que
0 = λ1u1 + ··· + λdud, polo que para todo i, λi = 0. Así chegamos a que φ1, ... , φd son
linealmente independentes, e como xa sabiamos que eran un conxunto de xeradores de
HomC[G](C [G] , U), podemos dicir que constitúen unha base. Concluímos por tanto que
dim(HomC[G](C [G] , U)) = dim(U).
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Ut, onde Ui é un
C [G]-módulo simple para todo i ∈ {1, ... , t}. Entón verifícase:
Corolario 2.23. Dado calquera C [G]-módulo simple U , o número de C [G]-módulos Ui
isomorfos a U é igual a dim(U).
Demostración. Pola proposición previa, 2.22, temos que
dim(U) = dim(HomC[G](C [G] , U)).
Agora, polo corolario 2.21, o anterior é igual ó número de Ui isomorfos a U .
Nótese que, polos resultados anteriores, temos que da expresión como suma directa dun





podemos extraer un subconxunto maximal de {U1, ... , Ut}, {U1, ... , Us} con s ≤ t, que sexa
un conxunto maximal de C [G]-módulos simples non isomorfos. Teremos entón o seguinte
corolario:
Corolario 2.24. Dado {U1, ... , Us} un conxunto maximal de C [G]-módulos simples non














Demostración. A proba séguese directamente de 2.6, 2.16 e 2.23.
En termos de representacións, exportando o obtido para C [G]-módulos, conclúese que




ρt, podemos tomar un sub-
conxunto maximal de {ρ1, ... , ρt}, {ρ1, ··· , ρs} con s ≤ r, que sexa un conxunto maximal
de representacións irreducibles non equivalentes de G e, analogamente ó caso previo, po-
demos concluír que dado {ρ1, ... , ρs} un conxunto maximal de representacións irreducibles















Exemplos 2.25. Retomemos os exemplos de 2.17.




U3. Agora podemos dicir
en base ó corolario previo, que posto que tódolos Ui con i ∈ {1, 2, 3} teñen dimensión
1, non son isomorfos. Así, existen exactamente tres representacións irreducibles non
equivalentes de C3, unha asociada a cada Ui que son as descritas en 2.17.
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novamente en base ó corolario previo, como U3 e U4 teñen ambos dimensión 2 men-
tres U1 e U2 teñen dimensión 1, necesariamente U3 e U4 son C [D6]-submódulos de
C [D6] isomorfos, polo que haberá tres C [D6]-submódulos non isomorfos. Logo hai
exactamente tres representacións irreducibles non equivalentes de D6, ρ1, ρ2 e ρ3 ou
ρ4, que son equivalentes.
Para concluír o capítulo introducimos un resultado que relaciona o grao das represen-
tacións irreducibles dun grupo G coa orde de dito grupo e que terá especial interese no
seguinte capítulo para a elaboración de táboas de caracteres.
Proposición 2.26. Sexa ρ1, ... , ρs un conxunto maximal de representacións irreducibles






Demostración. Sexa ρreg a representación regular de G de grao a orde do grupo, n, que




ρ̃t, onde as representacións ρ̃1, ... , ρ̃t son repre-
sentacións irreducibles de G con graos m̃1, ... , m̃t. Agora, en base a 2.23, temos que o









Como |G| = n, tense o resultado.
Capítulo 3
Caracteres de representacións.
Neste capítulo farase un estudo dos caracteres das representacións dun grupo G, así co-
mo das súas propiedades. Para iso, consideraremos a relación de equivalencia denida polas
clases de conxugación de G e construímos a partir de ditas clases unha base de Z(C [G]).
Introducirase tamén o concepto de carácter dunha representación e certas propiedades dos
mesmos, como que todo carácter é unha función de clase ou as relacións de ortogonalidade.
Ademais, probaremos que os caracteres de representacións irreducibles (caracteres irredu-
cibles), constitúen unha base ortonormal para o espazo de funcións de clase e deduciremos
que o número de caracteres irreducibles é igual ó número de clases de conxugación. Final-
mente, deniremos o concepto de táboa de caracteres dun grupo e ilustrarémolo con algúns
exemplos. No que respecta á bibliografía, ó longo do capítulo empregáronse os textos de
James [12], Ivorra [10] e tamén Rotman [14], Curtis [5] ou Jacobson [11].
3.1. Clases de conxugación.
Comezaremos comentando o que supón que dous elementos dun grupo G sexan conxu-
gados e deniremos o subgrupo centralizador dun elemento de G no grupo. Tamén relacio-
naremos os cardinais da clase de conxugación dun elemento do grupo e do seu centralizador
en G e determinaremos as clases de conxugación de certos grupos de interese:
Denición 3.1. Dados g, g′ ∈ G, diremos que son conxugados se existe h ∈ G tal que
g′ = h−1gh. Esta relación, pola que g é conxugado con g′, é de equivalencia; o conxunto dos
elementos conxugados de g denotarase por gG e recibe o nome de clase de conxugación
de g. Así, todo grupo pode expresarse como unión disxunta de clases de conxugación.
Exemplos 3.2.
1. 1G = {1} para todo grupo G.
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2. Se o grupo é abeliano as clases de conxugación son unitarias. En particular, para un
grupo cíclico tamén o son.
3. Sexa o grupo D6 =
〈
s, t : s3 = t2 = 1, t−1st = s−1
〉
, con elementos {1, s, s2, t, st, s2t}.
Por 1 sabemos que 1D6 = {1}. Por outra banda, é claro que para todo h ∈ D6 cúm-
prese que h−1sh = s ou h−1sh = s2 e, posto que t−1st = s2, tense que sD6 = {s, s2}.
Por último, para i ∈ {1, 2} verifícase que s−itsi = sit polo que tD6 = {t, st, s2t}. En
consecuencia, 1D6 , sD6 e tD6 son as clases de conxugación de D6.
Nótese que, por ser D6 e S3 isomorfos, podemos deducir que as clases de conxugación
de S3 son 1S3 = {1}, (123)S3 = {(123), (132)} e (12)S3 = {(12), (13), (23)}.
4. Sexa D8 =
〈
s, t : s4 = t2 = 1, t−1st = s−1
〉
con elementos {1, s, s2, s3, t, st, s2t, s3t}.
Por 1 sabemos que 1D8 = {1}. Ademais, tense que para todo h ∈ D8 cúmprese que
h−1sh = s ou h−1sh = s3 e como t−1st = s3 obtemos que sD8 = {s, s3}. Do mesmo
xeito compróbase que h−1s2h = s2 para todo h ∈ D8 polo que s2
D8 = {s2}. Por
outra banda, tense que h−1th 6= st para cada h ∈ D8 polo que tD8 6= stD8 . Entón,
como s3ts = s2t e t−1st2 = s3t, concluímos que tD8 = {t, s2t} e stD8 = {st, s3t}. Así,
as clases de conxugación de D8 son 1D8 , sD8 , s2
D8 , tD8 e stD8 .
5. Sexa Q =
〈
s, t : s4 = 1, s2 = t2, t−1st = s−1
〉
o grupo dos cuaternios, con elementos
{1, s, s2, s3, t, st, s2t, s3t}. Por un razoamento análogo ó feito en 4 chegamos á con-
clusión de que as súas clases de conxugación son 1Q = {1}, sQ = {s, s3}, s2Q =
{s2}, tQ = {t, s2t} e stQ = {st, s3t}.
Denición 3.3. Dado g ∈ G defínese centralizador de g en G como o subgrupo de G
CG(g) = {g′ ∈ G | gg′ = g′g}.
Teorema 3.4. Dado g ∈ G, o número de elementos conxugados de g é igual ó índice do
seu centralizador:
|gG| = (G : CG(g)).
Ademais, este número é divisor de |G| se G é nito:




Demostración. É coñecido que dada unha actuación dun grupo G sobre un conxunto X,
o cardinal da órbita de calquera elemento x ∈ X coincide co índice do seu subgrupo de
isotropía. Se en particular consideramos a actuación conxugación de G sobre si mesmo, é
sinxelo ver que gG é a órbita de g respecto á dita acción e que o centralizador de g, CG(g)
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é o subgrupo de isotropía. Polo tanto |gG| = (G : CG(g)). Ademais, se G nito, aplicando
o Teorema de Lagrange ó subgrupo de isotropía, tense que (G : CG(g)) =
|G|
|CG(g)| .
Nesta situación podemos establecer de modo xenérico as clases de conxugación dos
grupos D2n e Sn para todo n ∈ N.
No que respecta ós grupos diedrais, D2n =
〈
s, t | sn = t2 = 1, t−1st = s−1
〉
, cómpre
discernir entre valores pares e impares de n para determinar as súas clases de conxugación:
Sexa o caso no que n é par e tomemos n = 2m. Posto que t−1smt = s−m = sm,
tense que CD2n(s
m) = D2n e, en consecuencia, sm
D2n = {sm}. Sexa agora si con i ∈
{1, ... ,m − 1}; entón (D2n : CD2n(si)) ≤ (D2n : 〈s〉) = 2, xa que 〈s〉 ⊂ CD2n(si). Como
ademais t−1sit = s−i, obtense que {si, s−i} ⊂ siD2n . Pero si 6= s−i, pois en caso contrario
s2i = sis−i = 1, contradecindo a denición de D2n ó ser 2i < n; así, podemos armar que
|siD2n | ≥ 2 e en base a 3.4, 2 ≤ |siD2n | = (D2n : CD2n(si)) ≤ 2, do que deducimos que
CD2n(s
i) = 〈s〉 e que siD2n = {si, s−i}. Por outra banda, sits−i = s2it, si(st)s−i = s2i+1t,
para todo enteiro i, do que se segue que tD2n = {s2it | i ∈ {0, ... ,m− 1}} e que (st)D2n =
{s2i+1t | i ∈ {0, ... ,m − 1}}. Polo tanto, neste caso as clases de conxugación son 1D2n ,
sD2n , ..., s(m−1)
D2n , sm
D2n , tD2n e stD2n , como se pode ver no exemplo de D8 feito en 3.2.
Sexa agora o caso no que n é impar, e tomemos si con i ∈ {1, ... , n−1}. De xeito análogo
ó feito no caso previo, podemos concluír que CD2n(s
i) = 〈s〉 e que siD2n = {si, s−i}, pois
si 6= s−i xa que do contrario s2i = sis−i = 1, chegando a unha contradición coa natureza
impar de n. Pola súa parte, {1, t} ⊂ CD2n(t) e como t−1sit = s−i, ningún elemento da forma
si ou sit conmuta con t por ser n impar. Logo, CD2n(t) ⊂ {1, t} e por 3.4, |tD2n | = n. Nesta
situación, xa que as clases de conxugación de tódolos elementos da forma si están denidas,
é sinxelo ver que tD2n = {t, st, ... , sn−1t}. En conclusión, temos visto que os grupos diedrais
D2n con n impar teñen exactamente n+32 clases de conxugación: 1





tD2n , como se pode apreciar no caso particular de D6 realizado en 3.2.
En relación ós grupos simétricos, Sn, cabe recordar en primeiro lugar, que toda permu-
tación pode ser completamente factorizada nun produto de ciclos actuando sobre conxuntos
disxuntos. Así, diremos que dúas permutacións σ, γ ∈ Sn teñen a mesma estrutura de ciclos
se, e só se, as súas factorizacións coinciden no número de ciclos que teñen de cada orde.
A continuación intoduciremos un resultado que nos permitirá establecer as clases de
conxugación dos grupos simétricos, Sn:
Teorema 3.5. Dúas permutacións σ, γ ∈ Sn son conxugadas se, e só se, teñen a mesma
estrutura de ciclos.
Demostración. Vexamos en primeiro lugar que dúas permutacións conxugadas teñen a
mesma estrutura de ciclos. Supoñamos que σ, γ ∈ Sn son permutacións conxugadas, entón
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existe α ∈ Sn tal que σ = αγα−1. Se γ deixa xo un elemento i ∈ {1, ... , n}, σ deixa xo
α(i), xa que σ(α(i)) = αγα−1(α(i)) = α(γ(i)) = α(i). Se pola contra para i, j ∈ {1, ... , n}
distintos, γ(i) = j, σ levará α(i) a α(j), pois σ(α(i)) = αγα−1(α(i)) = α(γ(i)) = α(j).
Así, posto que α é bixectiva, é claro que σ e γ teñen a mesma estrutura de ciclos.
Reciprocamente, sexan σ e γ dúas permutacións de Sn coa mesma estrutura de ciclos
que factorizan como γ = δ1 ··· δt e σ = β1 ···βt respectivamente. Se tomamos α ∈ Sn
que asocie os ciclos das mesmas ordes da primeira factorización cos da segunda podemos
concluír que σ = αγα−1, polo que σ e γ son permutacións conxugadas.
Nesta situación podemos concluír que, para todo σ ∈ Sn, a súa clase de conxugación,
σSn , consiste nas permutacións de Sn coa mesma estrutura de ciclo que σ, como se pode
apreciar no caso particular de S3 visto en 3.2.
A continuación inclúese o concepto de centro de C [G], Z(C [G]), e un resultado que o
relacionará coas clases de conxugación do grupo:
Denición 3.6. Deniremos centro de C [G] como:
Z(C [G])={β ∈ C [G] | βα = αβ para todo α ∈ C [G]}.





gi ∈ C [G] ,
{c1, ... , cs} é unha base de Z(C [G]).
Demostración. Comezaremos probando que cada ci ∈ Z(C [G]). Ci está integrada polas














pero os h−1g′−1j gg
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Polo que ci ∈ Z(C [G]).
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Vexamos agora que efectivamente {c1, ... , cs} forman unha base de Z(C [G]). En pri-
meiro lugar comprobemos que se trata dun conxunto linealmente independente. É dicir, se∑s
i=1 λici = 0, λi = 0 para todo i ∈ {1, ... , s}, o que se ten por ser as clases de conxugacións
disxuntas.
Por último probemos que se trata dun conxunto de xeradores de Z(C [G]). Tomemos
γ =
∑
g∈G λgg ∈ Z(C [G]). Para todo h ∈ G temos que γh = hγ ou equivalentemente







Disto extraemos que o coeciente λg é o mesmo para tódolos elementos g da mesma clase
de conxugación. Así, γ =
∑s
i=1 λici, onde λi é o coeciente λg para algún g ∈ ci.
Corolario 3.8. A dimensión de Z(C [G]) é o número de clases de conxugación de G.
3.2. Caracteres e as súas propiedades.
Neste epígrafe introduciranse os caracteres e as súas propiedades principais, ilustradas
en certos casos particulares, que serán unha ferramenta útil para coñecer propiedades dos
grupos dos que proceden, así como para demostrar resultados de maior complexidade.
Antes de denir o concepto de carácter dunha representación necesitamos introducir
un resultado previo de trazas de matrices. Como é sabido, a traza dunha matriz A = (aij)
de orde m vén dada por tr(A) =
∑m
i=1 aii. Entón verifícase:
Lema 3.9. Dadas dúas matrices m×m, A e B verifícase que tr(AB) = tr(BA).







i=1 bjiaij = tr(BA).
Corolario 3.10. Se T é unha matriz m×m invertible tense que tr(TAT−1) = tr(A).
Demostración. tr(TAT−1) = tr((TA)T−1) = tr(T−1(TA)) = tr(A), onde a segunda igual-
dade débese ó lema previo.
Procedamos agora a denir o concepto de carácter:
Denición 3.11. Sexa ρ unha representación de G, ρ : G −→ Gl(m,C). Defínese o ca-
rácter da representación ρ como a aplicación χ : G −→ C que asocia a cada g ∈ G con
tr(ρ(g)), onde tr(ρ(g)) denota a traza da matriz ρ(g).
Nótese que, se ρ : G −→ Gl(V ) é a nosa representación e B e B′ son bases de V , as
matrices (ρ(g))B e (ρ(g))B′ son semellantes e polo corolario previo podemos armar que
teñen a mesma traza. En consecuencia, o concepto de carácter está ben denido.
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Ademais, dado un C [G]-módulo V , en base a 1.13, existe unha representación ρ tal
que, para cada g ∈ G, verica que ρ(g)(v) = gv para todo v ∈ V . Así, o carácter do
C [G]-módulo V denirase do mesmo xeito que o carácter da representación ρ asociada.
Os caracteres asociados ás representacións de G ou a C [G]-módulos denomínanse en
xeral caracteres deG. Ademais, nun determinado carácter asociado a unha representación
ou a un C [G]-módulo defínese o grao como o grao da representación ou como a dimensión
do C [G]-módulo citados. Dirase que un carácter é irreducible se está asociado a unha
representación irreducible ou equivalentemente a un C [G]-módulo simple.
Deseguido probaremos as principais propiedades dos caracteres:
Proposición 3.12.
1. C [G]-módulos isomorfos teñen o mesmo carácter.
2. Os caracteres son constantes sobre clases de conxugación de G.
3. O carácter asociado a unha suma directa nita de C [G]-módulos é a suma dos ca-
racteres de cada un dos C [G]-módulos sumados.
Demostración.
1. Sexan V1 e V2 dous C [G]-módulos isomorfos e ρ1, ρ2 as súas representacións asocia-
das, que son equivalentes. Logo, existe unha matriz invertible T tal que para todo
g ∈ G, Tρ1(g)T−1 = ρ2(g). Así, para todo g ∈ G temos que χ2(g) = tr(ρ2(g)) =
tr(Tρ1(g)T
−1) = tr(ρ1(g)) = χ1(g), onde a terceira igualdade débese a 3.10.
2. Sexan g e g′ elementos conxugados de G, g′ = hgh−1 para certo h ∈ G. Logo,
dado χ un carácter arbitrario de G, temos que χ(g′) = χ(hgh−1) = tr(ρ(hgh−1)) =
tr(ρ(h)ρ(g)ρ(h)−1) = tr(ρ(g)) = χ(g), onde a cuarta igualdade débese a 3.10.
3. Farémolo para o caso da suma directa de dous C [G]-módulos, V = V1
⊕
V2. Para
un maior número de sumandos bastaría aplicar indución. Por 1.18 a representación
asociada a V será da forma ρ = ρ1
⊕






de onde extraemos facilmente que, se χ, χ1, χ2 son os caracteres asociados a ρ, ρ1, ρ2
respectivamente, χ(g) = χ1(g) + χ2(g) para todo g ∈ G.
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Nota 3.13. En termos de representacións, na proposición previa teriamos, por 1, que repre-
sentacións equivalentes teñen o mesmo carácter asociado e por 3 que o carácter asociado á
suma nita de representacións é a suma dos caracteres de cada unha das representacións
sumadas.
Proposición 3.14. Sexa χ un carácter unidimensional. Entón, χ é un homomorsmo de
grupos.
Demostración. Tomemos g, g′ ∈ G e vexamos que χ(gg′) = χ(g)χ(g′), pero isto é sinxelo
porque ó ter χ grao 1 tense que tr(ρ(g)) = ρ(g) para todo g ∈ G. Así, χ(gg′) = ρ(gg′) =
ρ(g)ρ(g′) = χ(g)χ(g′).
Proposición 3.15. Sexa χ o carácter dunha representación ρ : G −→ GL(m,C), V o
C [G]-módulo asociado a ρ e g un elemento de G de orde r. Entón verifícanse:
1. χ(e) = dim(V ) = m.
2. χ(g) é suma de m raíces r-ésimas da unidade.
3. χ(g−1) = χ(g).
4. χ(g) é un número real se g é conxugado de g−1.
Demostración.
1. Sexa m = dimV . Tense que: χ(e) = tr(ρ(e)) = tr(Im) = m.
2. Por 2.13 existe unha base B de V tal que (ρ(g))B é unha matriz diagonal cuxos
coecientes non nulos son m raíces r-ésimas da unidade que denotaremos ω1, ... , ωm.
Consecuentemente, χ(g) = ω1 + ···+ ωm.
3. Do anterior deducimos que os coecientes non nulos de (ρ(g)−1)B son ω
−1
1 , ... , ω
−1
m ,
polo que χ(g−1) = ω−11 + ··· + ω−1m . Posto que para toda raíz r-ésima da unidade ω
tense que ω̄ = ω−1, podemos concluír que χ(g−1) = ω1 + ···+ ωm = χ(g).
4. Se g é conxugado de g−1, por 3.10, tense que χ(g) = χ(g−1) e, polo anterior, χ(g) =
χ(g−1). Disto extraemos que χ(g) = χ(g) e, polo tanto, χ(g) é un número real.
Denición 3.16. Se χ é un carácter de G denimos o seu núcleo como:
Ker(χ) = {g ∈ G | χ(g) = χ(e)}.
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Teorema 3.17. Sexa unha representación ρ : G −→ GL(m,C) con carácter asociado χ.
Entón:
1. Para todo g ∈ G tense que |χ(g)| ≤ m e ademais |χ(g)| = m se, e só se, ρ(g) = λIm.
2. Ker(χ) = Ker(ρ).
Demostración.
1. Por 3.15, sabemos que, dado g ∈ G de orde r e arbitrario, χ(g) = ω1 + ··· + ωm,
onde os ωi con i ∈ {1, ... ,m} son raíces r-ésimas da unidade. En consecuencia,
|χ(g)| = |ω1 + ···+ωm| ≤ |ω1|+ ···+ |ωm| = m e a igualdade só se dá se os argumentos
das m raíces r-ésimas son iguais, polo que sempre se ten que |χ(g)| ≤ m e ademais
se |χ(g)| = m necesariamente ρ(g) = λIm, con λ unha raíz r-ésima da unidade.
Reciprocamente, se tomamos g ∈ G de orde r e ρ(g) = λIm con λ ∈ C, dedúcese que
λ é unha raíz r-ésima da unidade, xa que χ(g) = mλ e por 3.15 χ(g) é suma de m
raíces r-ésimas da unidade. Entón, concluímos que |χ(g)| = m.
2. Se g ∈ Ker(ρ), ρ(g) = Im polo que χ(g) = m = χ(e) e g ∈ Ker(χ).
Reciprocamente, supoñamos que g ∈ Ker(χ), polo que χ(g) = χ(e) = m. Así,
do apartado anterior deduciriamos que ρ(g) = λIm para algún λ ∈ C. Pero entón
χ(g) = λχ(e), polo que necesariamente λ = 1, ρ(g) = Im e g ∈ Ker(ρ).
Exemplos 3.18.


















Temos que o carácter asociado χ verica que χ(1) = 3, χ(g) = 0 e χ(g2) = 0. Polo
tanto Ker(χ) = {1}.
2. Sexa S3 coa representación 4 de 1.8. Pola denición de carácter temos que χ(1) =
3, χ((12)) = 1, χ((13)) = 1, χ((23)) = 1, χ((123)) = 0 e χ((132)) = 0. Como
consecuencia Ker(χ) = {1}. Neste exemplo, ilústrase tamén a coincidencia da imaxe
do carácter en elementos conxugados (3 de 3.2). Do mesmo xeito, por ser S3 isomorfo
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a D6, este carácter está ligado a unha representación de D6. É dicir, existe unha
representación de D6 cuxo carácter é χ, de modo que se verica que χ(1) = 3,
χ(t) = 1, χ(st) = 1, χ(s2t) = 1, χ(s) = 0 e χ(s2) = 0.
3. Sexa D8 coa representación 3 de 1.8. Entón o carácter asociado verica χ(e) = 2,
χ(s) = 0, χ(s2) = −2, χ(s3) = 0, χ(t) = 0, χ(st) = 0, χ(s2t) = 0, χ(s3t) = 0, e
polo tanto Ker(χ) = {1}. Neste exemplo ilústrase, como no anterior, a coincidencia
da imaxe do carácter en elementos conxugados (3 de 3.2), pero tamén constitúe un
contraexemplo da falsedade do recíproco.
Sabemos, polo visto no capítulo previo, que toda representación irreducible dun grupo é
equivalente a unha subrepresentación da representación regular. Así, é interesante destacar
entre os caracteres asociados a dita representación o seguinte:
Denición 3.19. Denimos carácter regular, χreg como o carácter da representación
regular dun grupo ou equivalentemente como o carácter do C [G]-módulo regular C [G].
Proposición 3.20. Se χreg é o carácter regular de G, temos que
1. χreg(e) = |G|.
2. χreg(g) = 0 se g 6= e.
Demostración.
1. Sexan g1, ... , gn os elementos de G. É coñecido que ditos elementos forman unha base
B de C [G]. Logo, por 3.15 temos que χreg(e) = dim(C [G]) = |G|.
2. Sexa agora g ∈ G, g 6= e. É coñecido que ggi = gj con i, j ∈ {1, ... , n} distintos. Logo
temos que os elementos da diagonal de (ρreg(g))B son nulos polo que χreg(g) = 0.
Exemplos 3.21. Retomemos os exemplos vistos en 2.17 e 2.25:
1. Dado C3 coa súa representación regular, vemos que o carácter asociado cumpre 3.20
pois χreg(1) = 3, χreg(g) = 0, χreg(g2) = 0, polo que Ker(χreg) = {1}. Por outra
banda, en relación coas tres representacións irreducibles obtidas anteriormente, temos
que os caracteres irreducibles asociados cumpren
χ1(1) = 1, χ1(g) = 1, χ1(g
2) = 1,
χ2(1) = 1, χ2(g) = ω, χ2(g
2) = ω2,
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χ3(1) = 1, χ3(g) = ω
2, χ3(g
2) = ω.
Así, este exemplo ilustra que o carácter asociado a unha suma de representacións é






2. O carácter regular de D6 tamén verica 3.20: χreg(1) = 6, χreg(s) = 0, χreg(s2) = 0,
χreg(t) = 0, χreg(st) = 0, χreg(s2t) = 0, polo que Ker(χreg) = {1}. No referente ás
representacións irreducibles cuxa suma é igual á regular, obtidas previamente, temos
que os caracteres irreducibles asociados cumpren
χ1(1) = 1, χ1(s) = 1, χ1(s
2) = 1, χ1(t) = 1, χ1(st) = 1, χ1(s
2t) = 1,
χ2(1) = 1, χ2(s) = 1, χ2(s
2) = 1, χ2(t) = −1, χ2(st) = −1, χ2(s2t) = −1,
χ3(1) = 2, χ3(s) = −1, χ3(s2) = −1, χ3(t) = 0, χ3(st) = 0, χ3(s2t) = 0,
χ4(1) = 2, χ4(s) = −1, χ4(s2) = −1, χ4(t) = 0, χ4(st) = 0, χ4(s2t) = 0.
Cabe destacar a coincidencia dos caracteres χ3 e χ4 por provir das representacións
equivalentes ρ3 e ρ4, respectivamente. Do mesmo xeito, nos distintos caracteres de
D6 apréciase a súa coincidencia en elementos da mesma clase de conxugación.
Ademais, este exemplo, como o anterior, ilustra que o carácter asociado a unha suma
de representacións é a suma dos caracteres asociados a cada sumando, pois para todo
g ∈ D6 tense que χreg(g) = χ1(g) + χ2(g) + χ3(g) + χ4(g).
3.3. Relacións de ortogonalidade.
Veremos nesta sección que no C-espazo vectorial CG, do conxunto de funcións de G
en C, pódese denir un produto interior, polo que en particular os caracteres, ó herdar
dito produto, presentan unha serie de características vinculadas ó mesmo, as relacións de
ortogonalidade, que constituirán un potente recurso para traballar con eles.
En CG podemos denir para calquera dous elementos θ, φ ∈ CG, o seguinte produto:





Que é produto interior é claro pois verifícase:
1. 〈θ, φ〉 = 〈φ, θ〉 para todo θ, φ ∈ CG.
2. 〈λ1θ1 + λ2θ2, φ〉 = λ1 〈θ1, φ〉+ λ2 〈θ2, φ〉 para todo θ1, θ2, φ ∈ CG e todo λ1, λ2 ∈ C.
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3. 〈θ, θ〉 ≥ 0. A igualdade só se dá se θ = 0.
A partir de agora traballaremos co produto interior denido, tomando en particular
χ, γ ∈ CG que ademais sexan caracteres, o que nos permitirá empregar propiedades dos
mesmos para simplicar o cálculo do produto interior previo para este caso.
Proposición 3.22. Supoñamos que G ten s clases de conxugación con representantes
g1, ... , gs e sexan χ, γ caracteres en G. Entón verifícase:
1. 〈χ, γ〉 = 〈γ, χ〉 = 1|G|
∑
g∈G χ(g)γ(g
−1) e é un número real.






1. Por 3.15 sabemos que γ(g−1) = γ(g) para todo g ∈ G. En consecuencia,





Posto que podemos expresar G como G = {g−1 | g ∈ G} temos que




χ(g−1)γ(g) = 〈γ, χ〉 .
Así, como ademais 〈χ, γ〉 = 〈γ, χ〉, obtemos que 〈χ, γ〉 é real.
2. Xa que os caracteres son constantes en clases de conxugación por 3.12, para todo gGi ,∑
g∈gGi
χ(g)γ(g) = |gGi |χ(gi)γ(gi).
Logo, por 3.4 e 3.7 temos que:






















A continuación, veremos a relación existente entre as propiedades das representacións
e as relacións de ortogonalidade dos seus correspondentes caracteres:
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Teorema 3.23 (Relacións de ortogonalidade). Sexan ρ1 e ρ2 dúas representacións arbi-
trarias, irreducibles e non equivalentes do grupo G e χ1 e χ2 os seus caracteres asociados.
Entón,
〈χ1, χ1〉 = 1,
〈χ1, χ2〉 = 0.
Demostración. Sexan ρi : G −→ GL(Vi) con i ∈ {1, 2}, f unha aplicación lineal arbitraria
entre os C [G]-módulos V1 e V2, de dimensións m1 e m2 respectivamente, e f̄ a aplicación
lineal

















Tomemos B1 e B2 bases de V1 e V2 respectivamente, e denotemos por ρi(g) a (ρi(g))Bi ,












Posto que ρ1 e ρ2 non son equivalentes, o Lema de Schur, 2.8, conclúe que f̄ = 0 indepen-
dentemente da f escollida, polo que Ā = 0 e, en particular, supondo que Aij = 1 e Akl = 0
















Por outra banda é obvio que ρ1 é equivalente a si mesma, se tomamos ρ2 = ρ1, en base a
1.15 e polo Lema de Schur, 2.8, f̄(v) = λv para certo λ ∈ C. O valor de λ depende de f e
podemos calculalo. En primeiro lugar, obtemos que
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Nota 3.24. En termos de C [G]-módulos o anterior teorema poderíase expresar tomando
como hipótese V1 e V2 dous C [G]-módulos arbitrarios, simples e non isomorfos, en lugar
de ρ1 e ρ2. Ademais, a demostración sería análoga tomando as representacións asociadas
a V1 e V2.
Corolario 3.25. Dado un conxunto maximal de representacións irreducibles non equiva-
lentes ρ1, ... , ρs con caracteres asociados {χ1, ... , χs}, podemos expresar as relacións de
ortogonalidade xenericamente do seguinte modo:
〈χi, χj〉 = δij para todo i, j ∈ {1, ... , s}.
Para concluír esta sección introducimos as funcións de clase, que nos permitirán asociar
o número de caracteres e representacións irreducibles dun grupo co seu número de clases
de conxugación, o que tamén nos deixerá expresar as relacións de ortogonalidade de xeito
máis manexable:
Denición 3.26. Unha función de clase en G é unha función θ : G −→ C constante
nas clases de conxugación do grupo; é dicir, se g1, g2 ∈ gG verifícase que θ(g1) = θ(g2).
Nota 3.27. As funcións de clase en G constitúen un subespazo de CG que denotaremos
F (G). Unha posible base de dito subespazo é o conxunto de funcións de clase {θ1, ... , θs}
tal que para i, j ∈ {1, ... , s} θi(g′i) = 1 con g′i ∈ gGi e θi(g′j) = 0 para i 6= j e g′j ∈ gGj . Así,
o número de clases de conxugación de G e a dimensión de F (G) serán iguais a s.
A proposición 3.12 permítenos armar que os caracteres constitúen un caso particular
de funcións de clase en G.
A continuación imos probar un lema que empregaremos para demostrar que o conxunto
dos caracteres irreducibles constitúe unha base ortonormal do espazo F (G). Para isto,
introduciremos en primeiro lugar o seguinte concepto:
Denición 3.28. Sexa χ un carácter dunha determinada representación. Defínese o ca-
rácter conxugado de χ, χ̄, por χ̄(g) = χ(g), para todo g ∈ G.
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Lema 3.29. Sexa ρ : G −→ GL(V ) unha representación irreducible de grao m con carácter
asociado χ. Se θ é unha función de clase non nula, á cal asociamos o elemento α =∑





onde χ̄ é o carácter conxugado de χ.
Demostración. Pola demostración de 1.12, dada unha representación ρ : G −→ GL(V )
a estrutura de C [G]-módulo de V proporciónanos que βv = ρ̃(β)(v) para todo β =∑
h∈G αhh ∈ C [G] e todo v ∈ V . En particular, para α obtense a aplicación
ρ̃(α) : V −→ V
v −→ αv
que é homomorsmo de C [G]-módulos. Así, en base ó Lema de Schur, 2.8, existe λ ∈ C
tal que ρ̃(α)(v) = λv para todo v ∈ V . Este λ calcularémolo empregando a linealidade da
traza e o produto interior en CG:
mλ = tr(ρ̃(α)) =
∑
g∈G
θ(g)χ(g) = |G| 〈θ, χ̄〉 .
Teorema 3.30. Os caracteres irreducibles de G constitúen unha base ortonormal do sub-
espazo F (G) de CG, integrado polas funcións de clase.
Demostración. En primeiro lugar, vexamos que o conxunto {χ1, ... , χs} dos caracteres
irreducibles de G é linealmente independente. Para iso supoñamos que λ1χ1+···+λsχs = 0,
con λi ∈ C para todo i ∈ C; por 3.25, 0 = 〈λ1χ1 + ···+ λsχs, χi〉 = λi. Así, concluímos
que efectivamente χ1, ... , χs son linealmente independentes.
Falta ver que {χ1, ... , χs} é un conxunto de xeradores de F (G). Isto será consecuencia
de que dim(F (G)) = s, pois xa sabemos que χ1, ... , χs son linealmente independentes.
Para comprobar que dim(F (G)) = s veremos que {χ̄1, ... , χ̄s} é un conxunto de xeradores
de F (G). Para elo, sexa θ unha función de clase. Denimos φ como φ = θ−
∑s
i=1 〈θ, χ̄i〉 χ̄i,
vericando que 〈φ, χ̄i〉 = 0 para todo i ∈ {1, ... , s}. Vexamos que disto podemos extraer
que φ = 0. Con este n, tomamos α =
∑
g∈G φ(g)g ∈ Z(C [G]) e consideramos unha repre-
sentación ρ : G −→ GL(V ). Se ρ é irreducible estamos nas hipóteses do lema previo 3.29
para φ, do que extraemos que αv = 0 para todo v ∈ V . Se ρ fose reducible, expresaria-
mola como suma de subrepresentacións irreducibles e aplicariamos a cada unha delas 3.29,
podendo concluír tamén que αv = 0 para todo v ∈ V .
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Facendo o anterior para o caso no que V = C [G] ou, equivalentemente, ρ = ρreg e
v = 1, teríase que




polo que φ = 0.
Falta demostrar que {χ1, ... , χs} é unha base ortonormal, pero isto dedúcese de 3.25.
Corolario 3.31. O número de clases de conxugación dun grupo coincide co número de
caracteres irreducibles e, en consecuencia, co número de representacións irreducibles non
equivalentes de dito grupo.
Cabe destacar que este último resultado xogará un importante papel no cálculo da
táboa de caracteres dun grupo que levaremos a cabo no seguinte epígrafe.
Exemplos 3.32. Retomemos os exemplos de 3.21:
1. Sabemos que ρ1, ρ2 e ρ3 constitúen un conxunto maximal de representacións irre-
ducibles non equivalentes de C3. Así, χ1, χ2, χ3 son tódolos caracteres irreducibles
distintos de dito grupo, polo que forman unha base de F (C3). Nesta situación, por




′−1) = 1 para cada
i ∈ {1, 2, 3}. Ademais, polas relacións de ortogonalidade, como χreg = χ1 + χ2 + χ3,
conclúese tamén que 〈χreg, χi〉 = 1 para cada i ∈ {1, 2, 3}. En denitiva, o que nos
proporciona 〈χreg, χi〉 para cada i ∈ {1, 2, 3} é o número de veces que aparece o
sumando χi en χreg.
2. Analogamente, para D6 (ou equivalentemente S3), sabemos que os C [D6]-módulos
simples asociados a ρ1, ρ2 e ρ3 forman un conxunto maximal de C [D6]-módulos sim-
ples non isomorfos. En consecuencia, χ1, χ2, χ3 son tódolos caracteres irreducibles
distintos de D6, polo que integran unha base de F (D6). Así, por 3.22, podemos
concluír que 〈χreg, χi〉 = 1|D6|
∑
g∈D6 χreg(g)χi(g
−1) = 1 para cada i ∈ {1, 2} e




Polas relacións de ortogonalidade, como χreg = χ1 + χ2 + χ3 + χ4 = χ1 + χ2 + 2χ3
obtense tamén que 〈χreg, χ1〉 = 1, 〈χreg, χ2〉 = 1, e 〈χ, χ3〉 = 2. En conclusión, coma
no exemplo previo, o que nos proporciona 〈χreg, χi〉 para cada i ∈ {1, 2, 3} é o número
de veces que aparece o sumando χi en χreg.
Isto último é certo en xeral. É dicir, se {χ1, ... , χs} é o coxunto de caracteres irreducibles
dun grupo G e χ é un caracter de G que polo teorema 3.30 verica χ = λ1χ1 + ···+ λsχs,
os escalares λi con i ∈ {1, ... , s} cumpren λi = 〈χ, χi〉.
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Imos proceder agora a reescribir as relacións de ortogonalidade a partir das clases de
conxugación do grupo:
Teorema 3.33. Sexan {χ1, ... , χs} o conxunto dos caracteres irreducibles de G e g1, ... , gs
representantes das clases de conxugación de dito grupo. Entón, para todo r, t ∈ {1, ... , s}
podemos expresar as relacións de ortogonalidade dos seguintes modos:





2. 〈χr, χt〉 = 1|CG(gr)|
∑s
i=1 χi(gr)χi(gt) = δrt.
Demostración.
1. É consecuencia directa de 3.22, 3.25 e 3.31.
2. Tomemos para t ∈ {1, ... , s} unha función de clase θt tal que θt(gr) = δrt para





Ademais, como por 3.25 〈χi, χj〉 = δij , tense que






Por outra banda, sabemos que θt(g) = 1 se g ∈ gGt e anúlase noutro caso. Ademais,
por 3.4 sabemos que |gGt | =
|G|
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3.4. Táboas de caracteres.
Neste derradeiro epígrafe do capítulo incluímos un método para representar a informa-
ción do grupo proporcionada polos caracteres irreducibles e as clases de conxugación do
mesmo: as táboas de caracteres.
Denición 3.34. Sexan χ1, ... , χs os caracteres irreducibles de G e g1, ... , gs representantes
das distintas clases de conxugación de dito grupo. Entón, a matriz s× s cuxa entrada na
la i-ésima e columna j-ésima é χi(gj) denomínase táboa de caracteres de G.
Proposición 3.35. A táboa de caracteres de G é unha matriz invertible.
Demostración. Supoñamos que a táboa de caracteres de G non fose invertible. Entón habe-
ría unha la combinación lineal das outras. Porén, os caracteres irreducibles son linealmente
independentes por 3.30, chegando a unha contradición.
Nota 3.36. En 3.33 os sumandos da primeira forma na que se expresan as relacións de
ortogonalidade percorren as las da táboa de caracteres de G, e os da segunda percorren
as columnas. En consecuencia, estas dúas maneiras de expresar as relacións de ortogonali-
dade denomínanse relacións de ortogonalidade por las e relacións de ortogonalidade por
columnas, respectivamente.
Exemplos 3.37. Retomemos os grupos C3 e D6. En 3.21 obtivemos os seus caracteres
irreducibles e en 3.2 as súas clases de conxugación. A continuación, procederemos a analizar
as súas táboas de caracteres:
1. Dado C3 cos seus caracteres irreducibles, χ1, χ2, χ3, posto que cada elemento deter-
mina unha clase de conxugación, a táboa de caracteres de C3 é
1 g g2
χ1 1 1 1




Notemos que por 3.4 obtemos que |CC3(1)| = 3, |CC3(g)| = 3, |CC3(g2)| = 3. Nestas
condicións, pódese comprobar que se verican as relacións de ortogonalidade por las
e por columnas recollidas en 3.33:
a) Comecemos polas relacións por las:
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b) Para as relacións por columnas:









(1 + 1 + 1) = 1.
2) Para r 6= t, por exemplo r = 2, t = 3:
1
CC3(g)|
(χ1(g)χ1(g) + χ2(g)χ2(g) + χ3(g)χ3(g)) =
1
3
(1 + ω2 + ω) = 0.
2. No referente a D6 ou analogamente S3, dados 1, s, t, representantes das distintas
clases de conxugación do grupo, e χ1, χ2, χ3, os seus caracteres irreducibles, a táboa
de caracteres de D6 é:
1 s t
χ1 1 1 1
χ2 1 1 −1
χ3 2 −1 0
Notemos que por 3.4 obtemos que |CD6(1)| = 6, |CD6(s)| = 3, |CD6(t)| = 2. Así,
podemos comprobar que se verican as relacións de ortogonalidade por las e por
columnas recollidas en 3.33:
a) Nas relacións por las temos:
















+ 0 = 1.
















+ 0 = 0.
b) Para as relacións por columnas:









(1 + 1 + 1) = 1.
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2) Para r 6= t, por exemplo r = 2, t = 3:
1
|CD6(s)|
(χ1(s)χ1(t) + χ2(s)χ2(t) + χ3(s)χ3(t)) =
1
3
(1− 1 + 0) = 0.
Ademais, é sinxelo ver que Ker(χ2) = {1, s, s2} é un subgrupo normal propio de orde
3. Así, podemos armar que tanto D6 como S3 non son grupos simples.
O cálculo da táboa de caracteres dun grupo G non é en xeral tan doado coma nos
dous exemplos previos, xa que non se adoita partir do C [G]-módulo regular expresado en
forma de suma directa de C [G]-módulos simples. Deseguido determinaremos as táboas de
caracteres dos grupos D8 e Q dende outro punto de partida.
En relación a D8, sabemos que ten oito elementos e cinco clases de conxugación, como
vimos en 3.2, das que podemos tomar como representantes 1, s2, s, t e st. Ademais, por 3.31,
podemos armar que presentará cinco representacións irreducibles, ρ1, ... , ρ5 cos seus co-
rrespondentes caracteres irreducibles, χ1, ... , χ5 e por 2.26 obtemos que dados {m1, ... ,m5}




i = 8. Así, deducimos facilmente que tó-
dalas representacións irreducibles son de grao 1 agás unha, que ten grao 2, que suporemos
que é ρ5 sen perda de xeneralidade. Por outra banda, en base a 3.14, sabemos que os ca-
racteres unidimensionais son homomorsmos de grupos. Entón, para i ∈ {1, 2, 3, 4}, temos
que χi(t2) = χi(t)2 = 1 polo que χi(t) = ±1; ademais, como s2t e t están na mesma
clase de conxugación, ±1 = χi(t) = χi(s2t) = χi(s2)χi(t) = ±χi(s)2 e, en consecuencia,
χi(s) = ±1. Entón a táboa de caracteres de D8 será da seguinte forma:
1 s s2 t st
χ1 1 1 1 1 1
χ2 1 1 1 −1 −1
χ3 1 −1 1 1 −1
χ4 1 −1 1 −1 1
χ5 2 x1 x2 x3 x4
Nesta situación, falta calcular a la da táboa, correspondente a χ5, para elo empregaremos
as relacións de ortogonalidade por columnas vistas en 3.33. Supoñamos en primeiro lugar
que gr = 1 e gt = s; entón 1·1+1·1+1·(−1)+1·(−1)+2x1 = 0, polo que x1 = 0. Se gr = 1 e
gt = s
2, temos que 1·1+1·1+1·1+1·1+2x2 = 0, e consecuentemente x2 = −2. Se tomamos
gr = 1 e gt = t, concluímos que 1 · 1 + 1 · (−1) + 1 · 1 + 1 · (−1) + 2x3 = 0, o que conleva que
x3 = 0. Por último, se gr = 1 e gt = st, temos que 1 · 1 + 1 · (−1) + 1 · (−1) + 1 · 1 + 2x4 = 0
e polo tanto x4 = 0.
Ademais, unha vez construída a táboa de caracteres podemos dicir que Ker(χ2) =
{1, s, s2, s3}, Ker(χ3) = {1, s2, t, s2t} e Ker(χ4) = {1, s2, st, s3t} son subgrupos normais
propios de orde 4 de D8, polo que D8 non é simple.
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No que respecta a Q sabemos, por 3.2, que ten oito elementos e cinco clases de conxuga-
ción, das que podemos tomar como representantes 1, s2, s, t e st. Logo, por 3.31, podemos
armar que presentará cinco representacións irreducibles, ρ1, ... , ρ5 cos seus corresponden-
tes caracteres irreducibles, χ1, ... , χ5. Nesta situación, de xeito análogo ó feito para D8,
podemos concluír que tódalas representacións son de grao 1 agás unha, que ten grao 2 e
que suporemos que é ρ5 sen perda de xeneralidade. Entón, por analoxía con D8, a táboa
de caracteres de Q será:
1 s s2 t st
χ1 1 1 1 1 1
χ2 1 1 1 −1 −1
χ3 1 −1 1 1 −1
χ4 1 −1 1 −1 1
χ5 2 0 −2 0 0
De igual modo que nos casos previos a partir da táboa de caracteres podemos dicir
que Ker(χ2) = {1, s, s2, s3}, Ker(χ3) = {1, s2, t, s2t} e Ker(χ4) = {1, s2, st, s3t} son
subgrupos normais propios de orde 4 de Q, polo que Q non é simple.
Nota 3.38. As táboas de caracteres de D8 e Q son iguais pese a tratarse de grupos non
isomorfos.
Obsérvese que nos exemplos anteriores obtivemos, a partir da táboa de caracteres,
algúns subgrupos normais do mesmo: os núcleos dos caracteres irreducibles.
En xeral, a táboa de caracteres dun grupo G proporciona información importante sobre
o mesmo. Os núcleos dos caracteres irreducibles son subgrupos normais e polo tanto tamén
o son as súas posibles interseccións, pero ademais verifícase que todo subgrupo normal é
intersección de núcleos de caracteres irreducibles [Isaacs, p.23]. Como consecuencia pódese
deducir a simplicidade ou non de G. Tamén é posible determinar tódalas series normais
do grupo e os términos involucrados e polo tanto saber se o grupo ten ou non unha serie
normal de cocientes abelianos; en denitiva determinar se o grupo é ou non resoluble.
Outras informacións que nos proporciona a táboa de caracteres son o subgrupo con-
mutador, G′ = ∩{Ker(χi) | χi(e) = 1} [Isaacs, p.25] e o centro do grupo Z(G) = ∩Z(χi)
[Isaacs, p.27], onde se χ é un carácter de G, Z(χ) = {g ∈ G | |χ(g)| = χ(e)}, e en
consecuencia pódese determinar se o grupo é ou non nilpotente.
Capítulo 4
Teorema de Burnside.
O cuarto e último capítulo do traballo está dedicado a demostrar o Teorema paqb de
Burnside. En concreto próbase que os grupos de orde paqb, onde p e q son primos e a e b
enteiros positivos, son resolubles. Ademais tamén se probará unha xeneralización de dito
teorema, o Teorema de Hall, que garante a resolubilidade dunha serie de grupos supondo
certas hipóteses sobre o seu cardinal e os seus subgrupos. Para todo isto empregaranse
constantemente as propiedades dos caracteres dun grupo. No que respecta ás referencias
utilizadas neste capítulo destacan Jacobson [11] e Dummit [6], así como tamén James [12]
e Isaacs [9].
4.1. Enteiros alxebraicos.
Nesta primeira sección do capítulo, recordaremos a denición de enteiros alxebraicos e
algúns resultados coñecidos sobre os mesmos, que empregamos para obter propiedades dos
caracteres.
Denición 4.1. Diremos que un elemento λ ∈ C é un enteiro alxebraico se, e só se, é
raíz dun polinomio mónico con coecientes enteiros.
Proposición 4.2. Un número complexo λ ∈ C é un enteiro alxebraico se, e só se, é
autovalor dunha matriz con coecientes enteiros.
Demostración. Supoñamos que λ é un enteiro alxebraico, é dicir que λ é raíz dun polinomio
mónico con coecientes enteiros, p(x) = xn+an−1xn−1 +···+a0. Tomemos entón a seguinte
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0 1 0 ... ... 0
0 0 1 ... ... 0
0 0 0 ... ... 0
... ... ... ... ... ...
0 0 0 ... ... 1
−a0 −a1 −a2 ... ... −an−1

.
Pódese comprobar de xeito sinxelo que det(xI −A) = p(x), obtendo que λ é autovalor de
A.
Reciprocamente, sexa λ un autovalor dunha matriz A de orde n × n con coecientes
enteiros. Entón, det(A − λI) = 0 polo que λ é raíz do polinomio mónico con coecientes
enteiros det(xI −A) e como consecuencia, λ é un enteiro alxebraico.
A importancia dos enteiros alxebraicos na teoría de representacións de grupos nitos
queda establecida polo seguinte feito:
Proposición 4.3. Dado un carácter dun grupo G, χ, tense que χ(g) é un enteiro alxebraico
para todo g ∈ G.
Demostración. Sabemos por 3.15 que χ(e) é igual ó grao da representación á que está
asociado. Supoñamos que este grao é m. Ademais, tamén por 3.15, temos que se g é un
elemento de orde r de G, χ(g) é suma de m raíces r-ésimas da unidade. Posto que é
coñecido que o conxunto de enteiros alxebraicos de C sobre Z é un anel e cada raíz r-ésima
da unidade é un enteiro alxebraico, xa que é raíz do polinomio p(x) = xr − 1, podemos
concluír que χ(g) é un enteiro alxebraico para todo g ∈ G.
Deseguido introduciremos un resultado que nos permitirá concluír que os graos dos ca-
racteres irreducibles dun grupo dividen á orde do mesmo, pero antes incluiremos o seguinte
resultado previo:
Lema 4.4. Sexa V un C [G]-módulo simple e α ∈ Z(C [G]). Entón existe λ ∈ C tal que
αv = λv para todo v ∈ V.
Demostración. Posto que α ∈ Z(C [G]) temos que o endomorsmo
V −→ V
v 7−→ αv
é C [G]-isomorsmo. Así, en base ó Lema de Schur, 2.8, dito C [G]-isomorsmo é múltiplo
da identidade.
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Proposición 4.5. Sexan C1, ... , Cs as clases de conxugación dun grupo G con represen-
tantes g1, ... , gs e χ1, ... , χs os seus caracteres irreducibles, con graos m1, ... ,ms respecti-




con i, j ∈ {1, ... , s}, son enteiros alxebraicos.
Demostración. Sexan c1, ... , cs as sumas de clase asociadas ás clases de conxugación C1, ... , Cs.





k=1 aklgk, con l, k ∈ {1, ... , n}.
Nótese que o coeciente akl de gk = ggl toma os valores 0 e 1 e soamente vale 1 se g ∈ Cj .


































polo que Au = cju.
Sexan agora U1, ... , Us os C [G]-módulos simples asociados a χ1, ... , χs. Vexamos que





con i, j ∈ {1, ... , s}. Para isto, como sabemos que cj ∈ Z[C [G]], podemos armar en base a
4.4 que existe λ ∈ C tal que cjui = (
∑
g∈Cj g)ui = λui para todo ui ∈ Ui. Deseguido imos
identicar o valor deste λ, para iso escollemos unha base Bi de Ui e por 1.12 tense que∑
g∈Cj (ρi(g))Bi = λI,
onde ρi e a representación asociada a Ui. Agora, tomando as trazas na anterior igualdade
de matrices obtemos que ∑
g∈Cj
χi(g) = λmi,
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Como A ten coecientes enteiros, obtemos que os números λ son enteiros alxebraicos para
todo i, j ∈ {1, ... , s}.
Corolario 4.6. Nas hipóteses de 4.5, mi divide a |G| para todo i ∈ {1, ... , s}.
Demostración. Por 3.4 sabemos que |CG(gk)| = |G||Ck| para todo k ∈ {1, ... , s}, isto xunto
coas relacións de ortogonalidade por las dános que 1|G|
∑k
i=1 |Ck|χi(gk)χj(gk) = δij para
todo i, j, k ∈ {1, ... , s}. Así, tomando i = j e dividindo na expresión das relacións de









Como cada número da forma |Ck|χi(gk)mi é enteiro alxebraico, por 4.5, os χi(gk) tamén o
son, por 4.3, e o conxunto de enteiros alxebraicos de C sobre Z ten estrutura de anel,
concluímos que |G|mi é un enteiro alxebraico. Porén, sabemos que todo enteiro alxebraico
racional é necesariamente enteiro polo que mi terá que dividir a |G|.
Cabe destacar que este último corolario é especialmente útil para a elaboración de
táboas de caracteres como as vistas no capítulo previo, xa que proporciona un recurso
máis para determinar os posibles graos das representacións irreducibles dun determinado
grupo.
4.2. Teorema de Burnside.
A continuación introduciremos unha serie de lemas previos que nos darán as condicións
precisas para demostrar o Teorema paqb de Burnside:
Lema 4.7. Sexa χ un carácter irreducible de grao m dun grupo G. Supoñamos que existe
unha clase de conxugación de G, C, tal que mcd(|C|,m) = 1. Entón, para todo g ∈ C
verifícase χ(g) = 0 ou |χ(g)| = m.
Demostración. Sabemos, por 4.5, que |C|χ(g)m é un enteiro alxebraico. Xa quemcd(|C|,m) =























é un enteiro alxebraico.
Supoñamos que |χ(g)| 6= m. Teremos que comprobar que χ(g) = 0. Por 3.17 se |χ(g)| 6=
m tense que |χ(g)| < m e, en consecuencia, |α| < 1.
Asumamos que g ten orde r ≤ n como elemento de G. Entón, en base a 3.15, podemos
escribir:
χ(g) = ω1 + ···+ ωr︸ ︷︷ ︸
m
,
onde cada ωi con i ∈ {1, ... , r} é unha raíz r-ésima da unidade. Así, é claro que α pertence
ó corpo de escisión de p(x) = xr − 1 sobre Q en C, que denotaremos por E.
Tomemos agora H = Gal(E : K). Dado σ ∈ H arbitrario, é coñecido que σ(ωj) = ωk,
sendo ωj e ωk raíces r-ésimas da unidade para todo j, k ∈ {1, ... , r}. Consecuentemente,
σ(χ(g)) é suma de m raíces r-ésimas da unidade. Polo tanto, para todo σ ∈ H, temos:
|σ(χ(g))| ≤ m⇒ |σ(χ(g))
m
| ≤ 1⇒ |σ(χ(g)
m
)| ≤ 1⇒ |σ(α)| ≤ 1
e disto dedúcese que ∏
σ∈H




Por outra banda, tense que β =
∏
σ∈H σ(α) queda xo por todo σ ∈ H, polo que
β ∈ Q. Ademais, para todo σ ∈ H, verifícase que σ(α) é raíz dos mesmos polinomios que
α, e como α é enteiro alxebraico, os σ(α) e consecuentemente β, tamén o son. Así, β é un
número racional que é enteiro alxebraico, polo que necesariamente é enteiro.
Como β é un enteiro con valor absoluto menor que 1, obtemos que β = 0. Entón, temos
que 0 = β =
∏
σ∈H σ(α), co que σ(α) = 0 para algún σ ∈ H, polo tanto α = 0 e podemos
concluír que χ(g) = 0.
Lema 4.8. Sexa G un grupo simple e non abeliano. Entón, dada unha clase de conxugación
de G arbitraria, C, tense que
|C| 6= pa,
con p primo e a > 0.
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Demostración. Sexan ρ1, ... , ρs as representacións irreducibles de G e χ1, ... , χs os caracte-
res irreducibles correspondentes, cuxos graos sonm1, ... ,ms, respectivamente, e supoñamos
que existe unha clase de conxugación de G, C, tal que |C| = pa con p primo e a > 0. Sen
perda de xeneralidade, podemos asumir que ρ1 é a representación trivial de grao 1.
Por 4.7, se p non divide a ningún dos m1, ... ,ms, temos que ou χi(g) = 0 ou |χi(g)| =
mi, para todo i ∈ {1, ... , s} e todo g ∈ C. Nótese que se |χi(g)| = mi, por 3.17 conclúese
que ρi(g) = λI con λ ∈ C.
Entón, xado un i ∈ {2, ... , s}, se existe algún g ∈ C, g 6= e, tal que χi(g) 6= 0 temos
que ρi(g) = λI. Como G é simple Ker(ρi) = {e}, pois Ker(ρi) C G. Así, ρi é unha
representación el, e posto que ρi(g) conmuta con ρi(g′) para todo g′ ∈ G teremos que
g ∈ Z(G). Vexámolo:








Agora, xa que ρi é el, obtemos que gg′ = g′g para todo g′ ∈ G e, en consecuencia,
g ∈ Z(G). Como sabemos que Z(G) C G e Z(G) 6= {e}, dedúcese que G non será simple
se Z(G) 6= G, ou será abeliano se Z(G) = G, contradecindo as hipóteses sobre G.
No anterior comprobamos que se p non divide a ningún dos m1, ... ,ms, a posibilidade
de que para algún g ∈ C |χi(g)| = mi, non cumpre as hipóteses sobre G para todo
i ∈ {2, ... , s}. Vexamos se a posibilidade de que χi(g) = 0 para g ∈ C, g 6= e e i ∈ {2, ... , s}
concorda con ditas hipóteses:








Como m1 = 1, χ1(g) = 1 e χi(g) = 0 para i ∈ {2, ... , s}, chegariamos a que 1 = 0, o que
claramente é un absurdo.
Entón, necesariamente p divide a algún dosm1, ... ,ms. Supoñamos ordenados osm1, ... ,ms
de modo que os mi, con i ∈ {2, ... , s}, divisibles por p sexan o subconxunto {m2, ... ,mt}
de {m1, ... ,ms}, onde t ≤ s. Logo, polo obtido anteriormente a partir das relacións de


















Como, por 4.3, temos que os χi(g) son enteiros alxebraicos, chegariamos a que 1p é
un enteiro alxebraico. Pero é coñecido que os enteiros alxebraicos que son tamén números
racionais, son números enteiros, polo que obteriamos unha contradición.
En consecuencia, ningunha das clases de equivalencia de G ten como cardinal unha
potencia dun número primo p.
Do resultado que acabamos de probar pódese deducir o seguinte:
Corolario 4.9. Un grupo simple e non abeliano, G, non pode ter un subgrupo abeliano de
índice primo.
Demostración. Supoñamos que existe un subgrupo abeliano de G, H, tal que (G : H) = pr,
onde p é un número primo e r un número enteiro. Se H = {e}, tense polo Teorema de
Lagrange que |G| = pr. Entón, toda clase de conxugación de G, C, vericaría que |C| = pa,
con a ≤ r, por 3.4. Nesta situación, por 4.8, teríase que non se verican as hipóteses sobre
G. Así, H 6= {e}, polo que podemos tomar h ∈ H tal que h 6= e. Neste caso H < CG(h),
por ser H abeliano, logo 3.4 dános que |C| = (G : CG(h)) = pb, con b ≤ r e onde C é a
clase de conxugación de G que contén a h. Así, se |C| = 1, 〈h〉 C G, polo que G non sería
simple. Se |C| > 1, G tampouco sería simple en base a 4.8.
Procedemos agora a enunciar e probar o resultado esencial desta sección, que garante
a resolubilidade dun grupo baixo certas hipóteses na súa orde.
Teorema 4.10 (Teorema paqb de Burnside.). Se G ten orde paqb, con p e q primos e a e
b enteiros non negativos, G é un grupo resoluble.
Demostración. Supoñamos que G non é abeliano, xa que en caso contrario é coñecido que
G é resoluble. Tomemos P un p-Sylow de G, polo que |P | = pa. Por ser P un p-grupo
non trivial, sabemos que Z(P ) tampouco é trivial. Se tomamos g ∈ Z(P ), g 6= e, é claro
que P ⊂ CG(g), polo que |P | = pa divide a |CG(g)|. Así, en base ó Teorema de Lagrange,
obtemos que (G : CG(g)) = qc, onde c é un enteiro tal que c ≤ b.
Por 3.4, se denotamos por C a clase de conxugación de G tal que g ∈ C temos que
|C| = (G : CG(g)). Logo hai dous casos posibles:
1. Se |C| > 1, concluímos, por 4.8, que G non é simple ademais de non ser abeliano.
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2. Se |C| = 1, temos que CG(g) = G e, polo tanto, g ∈ Z(G). Así Z(G) 6= e e G non é
simple xa que Z(G) C G, pois G é non abeliano por hipótese.
Entón, dado G non abeliano nas hipóteses do teorema, este ten que ter un subgrupo
normal propio H. Se facemos indución na orde de G, teremos que G é resoluble por selo
H e G/H.
Cabe destacar que se G é un grupo simple e non abeliano con orde menor que 80,
necesariamente |G| = 60. Vexámolo:
Do Teorema de Burnside deducimos que |G| será divisible como mínimo por tres nú-
meros primos. Como ademais 3 · 5 · 7 > 80 tense que |G| será divisible por 2. Para saber
cal é exactamente a orde de G, veremos que todo grupo de orde 2k con k impar ten un
subgrupo normal. Para isto tomamos a representación regular, ρreg de dito grupo. Como
G ten orde par, tomando subconxuntos da forma {g, g−1}, concluímos que existe g 6= e en
G tal que g = g−1, polo que g ten orde 2. Nesta situación, é posible tomar unha base B
de C [G] tal que
(ρreg(g))B =

0 1 0 0 ... 0 0
1 0 0 0 ... 0 0
0 0 0 1 ... 0 0
0 0 1 0 ... 0 0
... ... ... ... ... ... ...
0 0 0 0 ... 0 1
0 0 0 0 ... 1 0

.




polo que det((ρreg(g))B) = −1, xa que k é impar. Polas propiedades dos determinantes
conclúese que dados g′, g′′ ∈ G arbitrarios, det(ρreg(gg′′)) = det(ρreg(g′))det(ρreg(g′′)).
Entón, podemos denir un homomorsmo de grupos, ρ̃, que asocie g′ con det(ρreg(g′)) e
que sexa en consecuencia, unha representación de G de grao 1, coincidindo co seu carácter
asociado, χ̃. Ademais é claro que Im(χ̃) é un subgrupo nito de C∗, que ten que ser cíclico
pois se Im(χ̃) ten orde r, polo Teorema de Lagrange hr = e para todo h ∈ Im(χ̃). Polo
tanto



















, polo que é cíclico.
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O feito anteriormente permítenos deducir que −1 ∈ Im(χ̃) e como −1 ten orde 2,
necesariamente Im(χ̃) ten orde par; é dicir r = 2t. Así, por ser Im(χ̃) cíclico, contén un
subgrupo H de orde t tal que (Im(χ̃) : H) = 2 e polo tanto normal. Nesta situación é claro
que {g′ ∈ G tal que χ̃(g′) ∈ H} tamén é un subgrupo de G de índice 2 e consecuentemente
tamén normal.
Así, temos comprobado que se |G| = 2k con k impar, G non é simple, polo que |G|
ten que ser múltiplo de 4 para vericar as hipóteses. Como 4 · 3 · 7 > 80 tense que |G| =
4 · 3 · 5 = 60.
4.3. Teorema de Hall.
Neste derradeiro epígrafe probarase o Teorema de Hall, que tamén permite concluír que
certos grupos son resolubles. Para a súa demostración emprégase o Teorema de Burnside
e algúns resultados que se inclúen seguidamente:
Denición 4.11. Dado un subgrupo H de G, se existe outro subgrupo de G, K tal que
G = HK e H ∩K = 1, dise que K é un complemento de H en G.
Lema 4.12. Se G é un grupo resoluble de orde n > 1, existe un p-grupo P tal que P C G.
Demostración. Sabemos que dado G de orde n > 1 é resoluble se, e só se, existe r > 0
tal que G(r) = {e}, sendo G(0) > G(1) > ··· > G(r−1) > G(r) a serie derivada de G. En
particular, G(r−1) non é o grupo trivial, polo que se pode deducir que existe un p-Sylow P
de G(r−1), para algún primo p. Ademais, dito subgrupo P será normal en G(r−1) xa que
este é abeliano.




t , onde p1, ... , pt son primos distintos e H e K sub-
grupos de G de tal xeito que para todo i ∈ {1, ... , t}, paii divide a |H| ou a |K|. Entón
G = HK e |H ∩K| = (|H|, |K|).
Demostración. É claro que HK pode interpretarse como a unión disxunta das clases de
equivalencia de H pola dereita, que teñen cardinal |H|, ou das clases de equivalencia de
K pola esquerda, cuxo cardinal é |K|. Así, debido a que paii divide a |H| ou a |K| por
hipótese, tense que tamén dividirá a |HK| e, como i foi tomado arbitrariamente, dedúcese
que |G| divide a |HK|, polo que necesariamente G = HK. Ademais, xa que
|HK| = |H||K|
|H ∩K|
obtense tamén que |H ∩K| = (|H|, |K|).
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t , onde p1, ... , pt son primos dis-
tintos e para cada i ∈ {1, ... , t} existe un subgrupo Hi de G tal que (G : Hi) = paii , entón
G é resoluble.
Demostración. Empregaremos a indución na orde de G, asumindo que temos o resultado
para t−1 e comprobando que se dá para t. Se t ≤ 2 o resultado verifícase, pois estamos nas
hipóteses do Teorema de Burnside. Supoñamos t ≥ 3 e tomemos i ∈ {1, ... , t} arbitrario.
Entón, por 4.13, para todo j ∈ {1, ... , t}, j 6= i, (Hi : Hi ∩Hj) = p
aj
j . Así, para calquera
pj-Sylow de Hi, Hi∩Hj é o seu complemento en Hi. Por outra banda, asumiremos que Hi
é resoluble pola hipótese de indución.
Nesta situación, poderiamos tomar, por 4.12, P C H1 con |P | = pai > 1 para algún







t . Entón, H1 ∩ Hj contén un pi-Sylow de H1. Posto que P C H1, P
está contido en todo pi-Sylow de H1 e, en consecuencia, P < H1∩Hj . Por 4.13, G = H1Hj ,





1 e polo tanto ∩g∈GgHjg−1 = ∩h1∈H1h1Hjh
−1
1 .
Como P < Hj e h1Ph
−1
1 = P para todo h1 ∈ H1 tense que e 6= P < ∩h1∈H1h1Hjh
−1
1 =
∩g∈GgHjg−1 = N . Así N é un subgrupo normal, propio e non trivial de G. Entón, posto
que N e G/N satisfán as hipóteses do teorema, son resolubles pola hipótese de indución,
polo que G é tamén resoluble.
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