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ABSTRACT
K−P problems are a class of geometric optimal control problems on finite-dimensional
real semisimple Lie groups which arise, for example, in the control of quantum systems when
the Lie group is SU(n). In these problems, the sub-Riemannian distribution corresponds
to the P-part of a Cartan decomposition (also known as the −1 eigenspace of a Cartan
involution), and these systems are totally controllable. However, finding a particular optimal
trajectory can be in general a computationally difficult problem, and from an analytic
perspective, the Lie groups are sufficiently complicated to make finding such objects as the
cut locus difficult. K − P problems possess a natural symmetry arising from a conjugation
action of the Lie group corresponding to the K-part of the Cartan decomposition (also
known as the Lie group corresponding to the +1 eigenspace of a Cartan involution). Then
one may study the topological and geometric structure of the quotient space obtained
under this action; however, this quotient space is no longer a manifold but a stratified
space. On the regular part of this quotient space, conditions are given under which a
Riemannian structure may be induced from the original sub-Riemannian structure. The
optimal Riemannian geodesics on the quotient space which approach the equivalence class
of 1, the identity element of the Lie group in question, are shown to correspond exactly to
optimal sub-Riemannian geodesics on the original space. When the Riemannian structure
has certain properties, such as nonpositive sectional curvature, and when the regular part
of the quotient space has certain topological features, such as simple connectedness, the cut
locus of 1 is shown to belong to the singular part of the stratified structure. The necessary
condition to define this Riemannian structure is verified for all K − P decompositions of
SU(n) and the cut locus of SU(2) in particular is derived using the negative sectional
curvature of the induced Riemannian structure. An explicit description of the quotient
x
spaces for a particular class of K − P decompositions of SU(n) is described, showing that
the regular part of these quotient spaces is simply connected. There is also some discussion
of how one may be able to extend many of the proofs in this dissertation.
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CHAPTER 1. OVERVIEW
This dissertation explores how symmetry reduction may be used in K −P problems, in
terms of the geometry of the quotient space. When reducing by a conjugation action, the
quotient space is singular (i.e. no longer a smooth manifold), but rather has the structure of
a stratified space. Under certain conditions the regular part of the quotient space inherits a
Riemannian structure from the sub-Riemannian structure of the constraints in the original
space. Properties of the original system may then be inferred from properties of the quotient
spaces, for which one has the powerful toolbox of Riemannian geometry at one’s disposal.
In order to guide intuition and help to motivate later chapters, Chapter 3 describes in depth
both the structure of the quotient space for an example on the Lie group SU(2) as well
as how this structure may be utilized to characterize the cut locus of the original problem.
Chapter 4 discusses the general theory of the Riemannian structure of the quotient space;
firstly by describing a simple dimension condition on the minimal isotropy type which is
necessary and sufficient to guarantee existence of the Riemannian structure; secondly by
describing how the lifting of Riemannian geodesics which start at a point on the boundary
corresponds to sub-Riemannian geodesics in the original control problem; thirdly by focusing
on the case in which the regular part of the quotient space is a Hadamard manifold, i.e.
is simply connected and has nonpositive sectional curvature, in particular showing that in
this case the cut locus must be contained in the singular portion of the original space. In
Chapter 5 the dimension condition for all possible K−P decompositions of SU(n) is verified,
before moving on to a description of a particular class of type AIII decompositions. The
relevance of the decompositions of SU(n) to the control of quantum systems is also briefly
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explored. Chapter 6 presents conclusions and directions for future work. We begin with
a brief introduction to sub-Riemannian geometry and the role that it plays in geometric
optimal control theory, and also provide the necessary background on Riemannian geometry,
Lie groups and the K − P problem, and the stratified nature of proper group actions.
Throughout the dissertation, results which appear in papers co-authored by the author of
this dissertation are described.
1.1 Introduction
It is either fortunate or unfortunate that this research area relies upon a myriad of
subjects: sub-Riemannian and Riemannian geometry, Lie theory, optimal control theory,
quantum mechanics,... The next several sections attempt to give a brief introduction to the
necessary background material for each subject; it should be noted, however, that many
of these subjects have received unfair treatment given their multifaceted and deep natures,
and what is here barely skims the surface of their murky depths and hardly begins to unknot
the interlacings between them.
1.2 Geometric Necessities
1.2.1 sub-Riemannian manifolds
Sub-Riemannian manifolds are a generalization of Riemannian manifolds for which the
inner product may be defined only on a sub-bundle of the tangent bundle. One of the
standard references to sub-Riemannian geometry is [26], while [1] gives an introduction to
sub-Riemannian geometry with applications to optimal control theory.
A sub-Riemannian manifold is described by the following data:
Definition 1.2.1. A sub-Riemannian manifold (M,∆, g) is a smooth manifold M together
with a subbundle (also called a distribution) ∆ of the tangent bundle TM of M such that
for each p ∈ M , gp : ∆p × ∆p → R is a symmetric, bilinear, positive-definite form which
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varies smoothly between points of M . Such a g(·, ·) is generally called a sub-Riemannian
metric. Here ∆p ⊆ TpM .
Denote the norm of a vector V ∈ ∆p as ||V || =
√
g(V, V ). Note that any sub-Riemannian
metric can necessarily be represented by a symmetric, positive-definite matrix which varies
smoothly at each point of the manifold.
Example 1.2.2. Let M = SU(2), the space of 2 × 2 unitary matrices with determi-
nant 1 and let ∆x = Rx∗P, where P is the vector subspace of su(2) = TeSU(2) gener-






. Define an inner product on Rx∗P by
g(Rx∗A,Rx∗B) = −12tr(AB). Then (SU(2),∪x∈SU(2)Rx∗P, g) is a sub-Riemannian mani-
fold.
Definition 1.2.3. Suppose (M,∆, g) is a sub-Riemannian manifold. A vector field X on
M is said to be a horizontal vector field if Xp ∈ ∆p for each p ∈M . A curve c : [a, b]→M
is said to be a horizontal curve if c′(t) ∈ ∆c(t) for each t ∈ [a, b].
Definition 1.2.4. For a sub-Riemannian manifold (M,∆, g), the distribution ∆ is bracket
generating if for each p ∈M , every vector in TpM may be written as a bracket of elements
of ∆p. In general, the number of brackets required need only be finite. In the special case
in which every element of TpM may be written as at most a single bracket of two elements
in ∆p, the distribution has non-holonomy degree one [27].
Sub-Riemannian manifolds arise in geometric optimal control theory as a description of
control systems on a manifold M whose dynamics are governed by an ordinary differential
equation (ODE). Restrictions on the sorts of control functions allowed yield restrictions on
the types of vector fields which may appear in the equation of the govering ODE. In many
situations, the allowable directions form a distribution ∆ as above. In fact, sub-Riemmanian
problems are equivalent to optimal control problems for driftless control systems when min-
imizing time with bounded energy or energy with bounded time [1], [3], [26]. Horizontal
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curves become the only allowable trajectories between two points in the context of con-
trol problems. The Chow-Raschevskii Theorem [26] is a particularly useful result on the
existence of horizontal curves joining two points:
Theorem 1. [26] If ∆ is a bracket-generating distribution on a connected manifold M then
any two points of M can be joined by a horizontal path. Furthermore, the sub-Riemannian
distance d(f(t), q) is continuous for any differentiable function f on M , where the sub-
Riemannian distance is defined below.
One may use the sub-Riemannian structure (M,∆, g) to define the length of a horizontal






This may then be used to define a distance metric (though the distance may be infinite) on
M as follows, for any p, q ∈M :
d(p, q) := inf
γ
l(γ) (1.2)
Where the infimum is taken over all horizontal curves γ : [a, b] → M with γ(a) = p and
γ(b) = q. For any p and q the existence of at least one such curve is guaranteed by the
Chow-Raschevskii Theorem above. A horizontal curve which attains the distance between
p and q is said to be a sub-Riemannian geodesic connecting p and q. In the context of
optimal control, sub-Riemannian geodesics are the optimal trajectories between two points.
One question which frequently arises in optimal control is, “When do optimal trajectories
lose optimality?” To this end, define:
Definition 1.2.5. The cut locus of a point is the set of points where optimal trajectories
starting from that point lose optimality. Fix a point p ∈ M , a sub-Riemannian manifold.
Cut(p) is then defined to be the set of points in M at which optimal trajectories starting at
p lose optimality. That is, if γ : [a, b] → M with γ(a) = p is the shortest-length trajectory
connecting p to γ(t) for t ∈ [a, s], s < b, but there exists a shorter length trajectory joining
p to γ(t) for t ∈ (s, b], then γ(s) ∈ Cut(p).
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In general the cut locus is difficult to compute for sub-Riemannian problems, and has
only been computed in a few examples [8].
1.2.2 Riemannian geometry
Riemannian manifolds have an extensive literature and toolbox which has been built up
over the course of 150 years of study. There are many textbooks on the subject, all covering
different aspects from different perspectives. We will primarily adopt the conventions of
[15], which is an introductory text to Riemannian geometry. Other useful introductions are
given in [20], [24], while an overview of more advanced material may be found in [7], [12],
[20]. Riemannian manifolds are also used extensively in physics, see e.g. [25].
Definition 1.2.6. A Riemannian manifold (M, g) is a sub-Riemannian manifold (M,TM, g),
i.e. the metric g(·, ·) is defined on all of TM . Such a g(·, ·) is usually referred to as a Rie-
mannian metric.
On Riemannian manifolds, there is a natural way of differentiating one vector field along
another, called the Levi-Civita connection. In order to define it, we must first recall the
notion of an affine connection on the tangent bundle of a manifold. Let X(M) denote the
space of smooth vector fields on M , that is, smooth sections of the tangent bundle. C∞(M)
denotes the space of real-valued smooth functions on M .
Definition 1.2.7. An affine connection on TM is a map∇ : X(M)×X(M)→ X(M); (X,Y ) 7→
∇XY satisfying the following three properties for all X,Y, Z ∈ X(M) and f, g ∈ C∞(M):
1. ∇fX+gY Z = f∇XZ + g∇Y Z
2. ∇X(Y + Z) = ∇XY +∇XZ
3. ∇X(fY ) = X(f)Y + f∇XY
One may utilize an affine connection to differentiate a vector field V along a differentiable
curve c : (a, b)→M by defining the covariant derivative DVdt := ∇dc/dtV .
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Definition 1.2.8. A vector field V along a differentiable curve c : (a, b)→M is said to be
parallel with respect to an affine connection ∇ if DVdt ≡ 0.
Definition 1.2.9. An affine connection∇ on TM forM a Riemannian manifold with metric
g(·, ·) is said to be compatible with the metric if for any differentiable curve c : (a, b) → M
and any vector fields V and W along c, and any X,Y, Z ∈ X(M), any of the following
equivalent conditions holds:
1. ddtg(V,W ) = g(
DV
dt ,W ) + g(V,
DW
dt )
2. If V and W are parallel along c, g(V,W ) ≡ constant
3. Xg(Y, Z) = g(∇XY,Z) + g(Y,∇XZ)
Definition 1.2.10. An affine connection ∇ on TM is said to be symmetric if for any
X,Y ∈ X(M), ∇XY −∇YX = [X,Y ].
Theorem 2. [15] Given a Riemannian manifold (M,TM, g), there exists a unique affine
connection ∇ on TM which is both symmetric and compatible with the Riemannian metric
g. This connection is called the Levi-Civita connection.
From this point forward, any time the symbol ∇ appears in the context of a Rieman-
nian manifold it should be understood to mean the unique Levi-Civita connection of that
Riemannian manifold, unless stated otherwise.
Oftentimes one works in a specific coordinate basis x1, ..., xn with corresponding tangent
plane basis ∂1 =
∂
∂x1
, ..., ∂n =
∂
∂xn in order to do explicit computations of things such as the
sectional curvature. Occasionally it is useful to work in a basis in the tangent space which
does not correspond to a set of coordinates. In either case, it is necessary to record how the
Levi-Civita connection changes as one moves from one point of the manifold to another.
Definition 1.2.11. Let e1(p), ..., en(p) be an orthonormal basis for the tangent space TpM
which varies smoothly with p. The Christoffel symbols with respect to this basis are defined:
Γkij(p) = g(∇ei(p)ej(p), ek(p)) (1.3)
7
Frequently the point p is suppressed. When the {ei(p)} correspond to a coordinate basis at






(∂igjm + ∂jgmi − ∂mgij)gmk (1.4)
where the metric g is represented as a matrix gij at each point p with respect to the fixed
coordinate basis, and with corresponding matrix inverse gij .
Because Riemannian manifolds are one class of examples of sub-Riemannian manifolds,
the distance formula (1.2) and the notion of the length of a curve (1.1) still apply, though
notice that in the language of sub-Riemannian geometry, every differentiable curve is hor-
izontal since the distribution consists of the entire tangent bundle. Curves whose tangent
vector is parallel (with respect to the Levi-Civita connection) all along the curve are called
geodesics.
Definition 1.2.12. A differentiable curve c : (a, b) → M is said to be a Riemannian
geodesic if ∇dc/dt dcdt ≡ 0.
Geodesics are locally length-minimizing in the sense that if γ : (−ε, ε) → M and c :
(−ε, ε) → M are two differentiable curves with γ a geodesic and ε > 0 sufficiently small,
and with γ(−ε) = c(ε) and γ(ε) = c(ε), then l(γ) ≤ l(c) with equality holding if and only
if c is a reparametrization of γ.
Definition 1.2.13. A Riemannian manifold is geodesically complete if for any two points
p, q ∈M , there exists some geodesic γ : [0, 1]→M with γ(0) = p and γ(1) = q.
Theorem 3. (Hopf-Rinow Theorem, [20]) The following are equivalent for a Riemannian
manifold (M,TM, g):
1. M is geodesically complete.
2. M is complete as a metric space with the metric given in (1.2).
3. The closed and bounded subsets of M are compact.
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‘Geodesically complete’ is often abbreviated to ‘complete’ because of the equivalence of
conditions (1) and (2) above.
The Levi-Civita connection gives important information on the length-minimizing curves
of a Riemannian manifold. It also gives useful notions of curvature, which encode informa-
tion about how geodesics spread from a point, whether they stay close together or move
far apart. To this end, one may define the Riemann curvature tensor which records useful
notions of how applications of the Levi-Civita connection differ from the usual Lie deriva-
tive. This in turn gives information on how different the Riemannian manifold in question
is from standard Euclidean space.
Definition 1.2.14. For fixed X,Y ∈ X(M), the Riemann curvature tensor R(X,Y ) :
X(M)→ X(M) is defined as
R(X,Y )Z = ∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z (1.5)
where Z ∈ X(M). It should be noted that it is also common to take the opposite sign
convention to that used here. It is sometimes useful to work in a basis {ei}, in which case




ijkgls. In a local coordinate













ik − ∂iΓsjk (1.6)
Many different notions of curvature exist, however the most useful one which will be
utilized in this dissertation is that of sectional curvature. This is primarily because simply
connected Riemannian manifolds with nonpositive sectional curvature possess many nice
properties with respect to how their geodesics lose optimality, and these properties can be
extended in a certain way to a point on the boundary of the manifold (see Chapter 4).
Sectional curvature records how geodesics starting from the same point spread or stay close
to each other by assigning a numerical value to every 2-dimensional subspace of the tangent
space at each point. That is, if one has two geodesics γ, η with γ(0) = η(0) = p ∈ M ,
then it is possible to obtain a notion of how the different initial tangent vectors γ̇(0) and
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η̇(0) give rise to two different trajectories. When the sectional curvature is positive, the
geodesics will roughly stay close together as time evolves, while if the sectional curvature is
negative, they will roughly spread out as time evolves.
Definition 1.2.15. Fix a point p ∈ M of the Riemannian manifold (M,TM, g), and fix a
2-dimensional subspace σ ⊆ TpM spanned by vectors V,W ∈ TpM . The sectional curvature
K(σ) = K(V,W ) is defined as:
K(V,W ) =
g(R(V,W )V,W )
||V ||2||W ||2 − g(V,W )2
(1.7)
It is an easy matter to verify that this definition is independent of the choice of basis of σ.
A useful theorem which will be extended in Chapter 4 to include some singular points
is the following:
Theorem 4. ([6], Proposition 5.4) Suppose M is a Hadamard manifold (i.e. a complete,
simply connected, smooth Riemannian manifold with nonpositive sectional curvature), and
let γ(t) and η(t) be two geodesics with γ(0) = η(0). Define f(t) := d(γ(t), η(t)). Then f(t)
is a convex function.
The example below demonstrating many of the computations described above will be
of particular utility later.
Example 1.2.16. Let M be the open unit disc in the complex plane with Riemannian





where the metric g is represented as a matrix in the basis e1 =
∂
∂x =: X, e2 =
∂
∂y =: Y ,
x the real coordinate and y the imaginary coordinate of the complex unit disc, and δij as





























Since the manifold is 2-dimensional, computing the sectional curvature is relatively simple:
First, observe that ||X||2 = ||Y ||2 = 1
1−|z|2 and g(X,Y ) = 0. Computing using the definition
of sectional curvature (1.7):















(x2 − y2 − (−y2 + x2) + 1 + y2 − x2 + 1 + x2 − y2) = −2
(1− |z|2)2
Therefore,






The fact that this is nonpositive will be of relevance later (see Chapter 3 and Chapter 4).
One may also find the geodesics by solving the differential equation ∇γ̇(t)γ̇(t) = 0.








2 − β2) + α2β + β3 = 0
(1.13)
One may then readily verify that solutions γ(t) = α(t) + iβ(t) of this equation which have
limt→0 γ(t) = 1 are of the form:
α(t) = cos(at) cos(ωt) + aω sin(at) sin(ωt)
β(t) = sin(at) cos(ωt)− aω cos(at) sin(ωt)
(1.14)
Where a, ω ∈ R and ω > 0 if a 6= 0. Several of these geodesics are shown in Figure 1.11.
1.3 Lie Groups
1.3.1 Basic facts about Lie groups
Recall that a (real, finite-dimensional) Lie group G is a smooth manifold which also
has the structure of a group, for which the multiplication and inversion maps are smooth.
1This picture was generated using Desmos.com software.
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Figure 1.1 Some geodesics in the disc which approach 1 as t→ 0.
The Lie algebra g corresponding to G is defined to be the space of right-(or left-)invariant
vector fields on G; this may be canonically identified with the tangent space at the identity
element. One may then map elements of the Lie algebra to elements of the Lie group by
utilizing the Lie exponential map. In this dissertation, the primary concern is with compact
connected semisimple Lie groups. Every real finite-dimensional compact connected Lie
group is isomorphic to a subgroup of GL(V ) for a finite-dimensional vector space V and
hence is a matrix group [18]. This implies that the Lie exponential map is the usual
exponential map for matrices. There are many texts emphasizing various aspects of Lie
theory. [18] is a good introduction (as are many others), while [19] explores some more
advanced topics in depth such as Cartan decompositions and symmetric spaces. Lie groups
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and Lie algebras are also heavily used in physics, see, e.g. [17] for just one small piece of
their applications in physics. All Lie algebras here are taken over the base fields of R or C
and are finite-dimensional.
Definition 1.3.1. A Lie algebra g over a field F is a vector space over F together with a
map [·, ·] : g× g→ g satisfying:
1. Skew-symmetry: [x, y] = −[y, x] for every x, y ∈ g
2. Linearity: [ax+ by, z] = a[x, z] + b[y, z] for every x, y, z ∈ g and a, b ∈ F.
3. The Jacobi Identity: [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for every x, y, z ∈ F.
If g may be represented faithfully by matrices, then [x, y] = xy−yx is the usual commutator
of matrices.
Definition 1.3.2. Given a Lie algebra g, an ideal h ⊆ g is a Lie subalgebra with [x, h] ⊆ h
for each x ∈ g. An ideal h is said to be abelian if [h, h] = {0}.
Example 1.3.3. Let z(g) := {x ∈ g|[x, g] = {0}}, the center of the Lie algebra. Then z(g)
is clearly an ideal, and an abelian one at that.
There is a correspondence between Lie subgroups H of a Lie group G and Lie subalgebras
h of the Lie algebra g corresponding to G, whereby the Lie algebra h of H is a Lie subalgebra
of g and there is a map from g to G such that the image of a Lie subalgebra h is a Lie
subgroup of G. Additionally, normal Lie subgroups correspond to ideals of the Lie algebra.
To define this map, it is necessary to first define the notion of a one-parameter subgroup.
Definition 1.3.4. A one-parameter subgroup ϕ : R → G is a continuous group homo-
morphism. It is well-known in differential geometry2 that if ϕ is differentiable, then ϕ is
uniquely determined by ϕ(0) and dϕdt (0).
2One treats dϕ
dt
as an integrable vector field and writes down a corresponding ordinary differential
equation.
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Definition 1.3.5. The Lie exponential map (or just exponential map if it is clear from
the context) exp : g → G is defined as follows: Let X ∈ g and let ϕX : R → G be the
unique one-parameter subgroup with ϕX(0) = 1 and
dϕX
dt (0) = X. Then exp(X) := ϕX(1).





n. On any connected Lie group, there exists a
neighborhood U of 0 ∈ g such that the exponential map restricted to U , exp |U : U → exp(U)
is a diffeomorphism. If G is compact and connected then the exponential map is surjective;
additionally, any compact Lie group is a matrix Lie group.
Definition 1.3.6. A Lie algebra g is said to be simple if its only ideals are {0} and g and
if z(g) 6= g. A Lie group G is said to be simple if its Lie algebra g is simple.
Note that this notion of simplicity of a Lie group differs slightly from the typical notion
of a simple group, as the center of the Lie group need only be zero-dimensional, and not just
consist of the identity element. The real simple Lie groups have been completely classified
(see [19], page 537, for an overview of the literature for different methods of classification).
Definition 1.3.7. A Lie algebra g is semisimple if it can be written as a direct sum of simple
Lie algebras. A Lie group G is called semisimple when its Lie algebra g is semisimple.
From the perspective of representation theory, semisimple Lie algebras are important
because their finite-dimensional representations are completely reducible. However, here it
is not necessary to discuss the general representation theory of Lie groups and Lie algebras;
primarily only the adjoint representations are necessary for the purposes presented here:
Definition 1.3.8. Let G be a Lie group with corresponding Lie algebra g. The Lie group
then acts upon itself by conjugation: p 7→ gpg−1 for p, g ∈ G. Differentiating this action
at the identity yields the adjoint action of the Lie group G on g. Denote the action on the
Lie algebra by Ad : G → GL(g). For matrix Lie groups, this implies Adg(x) = gxg−1 for
g ∈ G, x ∈ g. This implies in particular that g exp(x)g−1 = exp(Adgx). Differentiating Ad
then yields the adjoint action of the Lie group g on itself, ad : g → gl(g), which is given
by adxy = [x, y], where [·, ·] is the Lie bracket of g. Another way to write this relationship
14
between Ad and ad is that for any x ∈ g, Adexp(x) = exp(adx), where exp : gl(g)→ GL(g)
is the Lie exponential map.
Definition 1.3.9. The Killing form of a Lie algebra g is a symmetric bilinear form on g
which is given by (up to multiplication by a positive scalar):
B(x, y) = tr(adx ◦ ady) (1.15)
with x, y ∈ g.
On a compact real Lie group, the Killing form may be used to define a bi-invariant
form on each tangent space by identifying TgG ' Rg∗g, letting 〈Rg∗X,Rg∗Y 〉 = ηB(X,Y ),
with η 6= 0 a scalar, and averaging over the Lie group as necessary in order to produce a
bi-invariant form3. The bi-invariance of the form implies for every g ∈ G and X,Y, Z ∈ g:
1. 〈Rg∗X,Rg∗Y 〉 = ηB(X,Y )
2. 〈Lg∗X,Lg∗Y 〉 = ηB(X,Y )
3. 〈Adg(X),Adg(Y )〉 = ηB(X,Y )
4. ηB([X,Y ], Z) = ηB(〈X, [Y, Z]) or ηB(adXY,Z) = −ηB(Y, adXZ).
The Killing form supplies some highly useful and in general relatively easily computable
information, for example:
Theorem 5. Given a Lie algebra g, the following are equivalent4:
1. g is semisimple.
2. g has no nonzero abelian ideals.
3. The Killing form B(·, ·) on g is nondegenerate.
3In the examples considered here, this averaging step is not necessary; for details on this approach, see,
e.g. [28].
4In fact there are other conditions which are also equivalent to these, but which will not be needed in this
dissertation.
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The Killing form also possesses some topological information:
Theorem 6. Let G be a Lie group with corresponding Lie algebra g. Then G is compact if
and only if the Killing form on g is negative definite.
Example 1.3.10. Let G = SU(n), the manifold of n× n special unitary matrices:
SU(n) = {X ∈ GL(n,C)|X†X = 1 and det(X) = 1} (1.16)
Then g = su(n), the corresponding Lie algebra, is the vector space of n × n traceless
skew-hermitian matrices:
su(n) = {x ∈ gl(n,C)|x+ x† = 0 and tr(x) = 0} (1.17)
Up to multiplication by a positive scalar, the Killing form on su(n) is given by 〈x|y〉 =
1
2tr(xy). One may easily verify that this is non-degenerate and therefore SU(n) is semisimple
(in fact, stronger than that, it is simple). Furthermore, SU(n) is compact; one way to prove
this is to check that indeed 12tr(x
2) < 0 for x ∈ su(n) \ {0}.
Example 1.3.11. Let G = SO(n), the manifold of n× n special orthogonal matrices:
SO(n) = {X ∈ GL(n,R)|XXT = 1 and det(X) = 1} (1.18)
The corresponding Lie algebra, g = so(n), is the vector space of skew-symmetric matrices
(which automatically have trace zero):
so(n) = {x ∈ gl(n,R)|x+ xT = 0} (1.19)
Up to multiplication by a positive scalar, the Killing form on so(n) is given by 〈x|y〉 =
1
2tr(xy).
Example 1.3.12. Let G = Sp(n) the compact manifold of (2n)×(2n) symplectic matrices:
Sp(n) = {X ∈ U(2n)|XTJX = J} (1.20)
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Where U(2n) denotes the Lie group of (2n) × (2n) unitary matrices (without the ‘special’






With corresponding Lie algebra given by:
sp(n) = {x ∈ u(2n)|xTJ + Jx = 0} (1.22)
Up to multiplication by a positive scalar, the Killing form on sp(n) is also given by 〈x|y〉 =
1
2tr(xy).
One natural context for Lie groups arises in the study of smooth group actions on smooth
manifolds. The next section briefly gives an introduction to such actions when they preserve
some topological information.
1.4 Proper actions and stratified spaces
Proper group actions are group actions under which notions of compactness are pre-
served; this preservation of some topological data is necessary to be able to say very much
about the structure of the quotient spaces produced by identifying equivalence classes of
orbits to a single point. However, these quotient spaces only locally inherit a manifold
structure, and lead to the more generalized notion of a stratified space. [9], [16] discuss
proper group actions and the structure of the quotient spaces primarily from a more al-
gebraic perspective (though certainly some topology is also present), while [29] discusses
stratified spaces in the more general topological language of differential spaces.
Definition 1.4.1. Let M be a smooth manifold and G be a Lie group. A smooth (left)
action of G on M is a smooth map Φ : G ×M → M such that for every g, h ∈ G and
x ∈M , Φ(g,Φ(h, x)) = Φ(gh, x). Frequently Φ(g, x) will be denoted by g · x. All actions in
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this dissertation will be understood to be smooth actions. An action is said to be a proper
action if for any compact set X ⊆M , Φ−1(X ) is compact in G×M .
Definition 1.4.2. Given a smooth group action of a Lie group G on M , and a point x ∈M ,
one may define the isotropy group, Gx of x to be the set of elements of G which fix x:
Gx = {g ∈ G|g · x = x} (1.23)
One may verify that this is a closed Lie subgroup of G for each x ∈ M . Furthermore, the
smooth group action is a proper action if and only if each Gx is compact [9]. In particular,
if G is compact, then any smooth group action by G is proper. If Gx is the trivial group
for each x ∈M , then the action is said to be a free action.
Definition 1.4.3. Two elements x, y ∈ M are said to be in the same equivalence class of
M or to be in the same orbit if there exists a g ∈ G such that g · x = y. The set of such
equivalence classes is denoted M/G and is referred to as the quotient space or the orbit
space corresponding to the action.
Example 1.4.4. Let G be a semisimple Lie group with Cartan decomposition of its Lie
algebra g = K ⊕ P (definitions are given in (2.1.1)). Consider K := exp(K), the connected
Lie subgroup of G corresponding to the Lie subalgebra K ⊆ g, and suppose K is compact.
Let K act via left multiplication on G. Because the multiplication map is smooth by the
definition of a Lie group and because K is compact, every isotropy group Kg, g ∈ G will
be compact, and therefore the action is smooth and proper. Furthermore, for g ∈ G and
k ∈ K, k · g = g if and only if kg = g if and only if k = 1, the identity element. Therefore
the action is also free. The resulting orbit spaces G/K are known as symmetric spaces [19].
In general, there is a nice way to partition the set of possible isotropy groups of a smooth
group action such that if two elements are in the same orbit, their isotropy groups are in
the same partition. If x, y ∈M and g ∈ G with g · x = y, and if h ∈ Gy, then:
h · y = y ⇒ h · (g · x) = g · x⇒ (g−1hg) · x = x (1.24)
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That is, Gx ⊆ g−1Gyg, and similarly by writing x = g−1 · y, one may show Gy ⊆ gGxg−1,
hence Gx = g
−1Gyg. It is sensible, therefore, to consider partitioning the set of all possible
isotropy groups of a group action according to conjugacy classes, as elements in the same
orbit have isotropy groups in the same conjugacy class.
Definition 1.4.5. The isotropy type of a point x ∈M is the conjugacy class of Gx amongst
the set of all conjugacy classes of possible isotropy groups under the action in question.
The conjugacy class of Gx is denoted by (Gx). A partial ordering on the conjugacy classes
of isotropy groups is defined by saying that (A) ≤ (B) if A is conjugate to a subgroup of
B. For proper actions, there exists a minimal isotropy type, that is, there exists an isotropy
type (H) such that (H) ≤ (Gx) for every x ∈ M [9]. If x has minimal isotropy type, then
it is called regular or principal5.
The isotropy types will play an important role shortly in determining the topological
structure of the quotient space M/G. It is a well-known fact6 in the setting of smooth group
actions that if a smooth Lie group G acts both properly and freely on a smooth manifold
M , then the quotient space M/G of equivalence classes of orbits is a smooth manifold and
furthermore that M has the structure of a principal G-bundle over M (see, e.g., [16] for
definitions and proofs). However, when the assumption of freeness is dropped, and the
action is only proper, M/G is no longer a smooth manifold. Not all structure or hope is
lost, as M/G is instead a stratified space.
Definition 1.4.6. A topological space S together with a collection of smooth manifolds
{Mi} is said to be a stratified space if the following conditions hold:
1. ∪iMi = S
5Different sources use different conventions, occasionally using both principal and regular to mean two
different things. We will primarily stick with ‘regular’ here, following the convention of [29] and of what we
have used in publications in the control literature. For the conjugation action which will be considered in
this dissertation, there turns out to be no discrepancy between the two notions.
6Subject to some definition of ‘well-known.’
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2. {Mi} is locally finite: Every compact subset of S intersects only a finite number of
Mi’s.
3. {Mi} satisfies the frontier condition: If i 6= j and Mi ∩ M̄j 6= ∅, then Mi ⊆ ∂M̄j .
Here M̄j denotes the closure of Mj in S and ∂M̄j = M̄j −Mj is the boundary of M̄j (or by
abusing notation slightly, the boundary of Mj). The Mj are referred to as the strata of S.
Example 1.4.7. (Silly examples) Every manifold M is a stratified space with the single
stratum M . As well, every manifold-with-boundary M is a stratified space with two strata:
M and its boundary ∂M .
Example 1.4.8. Suppose G acts on M properly. Let M(H) denote the set of points of M
with isotropy type (H). Then {M(H)}, the collection of all such sets running over all possible
compact Lie subgroups H ≤ G, forms a stratification of M . This stratification is called
the isotropy-type stratification of M . Furthermore, the set of all (connected components
of) M(H)/G forms a stratification of M/G called the orbit-type stratification of M/G. The
proofs that these do indeed have the structure of stratified spaces are quite involved, see,
e.g. [29], Chapter 4 for details. In particular, the partial ordering of the isotropy types
implies that (A) ≤ (B) if and only if M(B) ⊆ ∂M̄(A). From the theory of proper group
actions, dim(M(H)/G) = dim(M(H))− dim(G) + dim(H) [9].
Definition 1.4.9. Let Hmin ≤ G be a Lie subgroup such that (Hmin) is the minimal
isotropy type. Then M(Hmin) (M(Hmin)/G) is called the regular part of M (regular part of
M/G) with respect to the proper action in question, and is frequently denoted by Mreg
(Mreg/G). M −Mreg (M/G −Mreg/G) is called the singular part of M (singular part of
M/G), and is frequently denoted by Msing (Msing/G).
Note that every element of Msing has ‘larger’ isotropy group than elements of Mreg.
Moreover, Mreg (Mreg/G) is a connected open dense subspace of M (M/G) [29]. Because
Mreg corresponds to one isotropy type, the minimal one amongst the partial ordering, Mreg
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(Mreg/G) consists of a single strata, and any stratum Mi ⊆ Msing ((M/G)i ⊆ Msing/G) is
such that dim(Mi) < dim(Mreg) (dim((M/G)i) < dim(Mreg/G)). Note that dim(Mreg/G) =
dim(Mreg)− dim(G) + dim(Hmin) = dim(M)− dim(G) + dim(Hmin) since Mreg is an open
dense submanifold of M .
If π : M → M/G denotes the quotient map, then one may consider the push-forward
of π∗ at x ∈ Mreg, π∗ : TxM → Tπ(x)(Mreg/G), since Mreg is an open, dense submanifold
of M , hence the tangent space TxMreg may be identified with the tangent space TxM as
TxMreg ⊆ TxM is a vector subspace, and they necessarily have the same dimension. The
kernel of π∗ at x ∈Mreg is then the tangent space of the orbit of x, considered as a subspace
of TxM ([16], Chapter II):
kerx(π∗) = {V ∈ TxM |π∗V = 0} = Tx(G · x) (1.25)
Definition 1.4.10. When (M,∆, g) is a sub-Riemannian manifold such that G acts prop-
erly on M and for every p ∈M , X,Y ∈ ∆pM , and h ∈ G,
gh·p(ϕh∗X,ϕh∗Y ) = gp(X,Y ) (1.26)
where ϕh∗ denotes the push-forward of the map ϕh : M → M ;ϕh(x) = h · x, say that G
acts via isometries on M .
An isometric action of a Lie group G on a sub-Riemannian manifold M may be used
to induce from the sub-Riemannian distance metric (1.2) d(p, q) in M a distance metric on
M/G, d̄(π(p), π(q)), where π : M →M/G is the quotient map, as follows:
d̄(π(p), π(q)) := inf
a∈π(p),b∈π(q)
d(a, b) (1.27)
Because G is acting via isometries, the length of horizontal curves is preserved by the
quotient map, since for a horizontal trajectory γ(t) and h ∈ G:
||ϕh∗γ̇(t)||2 = gh·γ(t)(ϕh∗γ̇(t), ϕh∗γ̇(t)) = gγ(t)(γ̇(t), γ̇(t)) = ||γ̇(t)||2 (1.28)
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Where ϕh(p) = h · p for p ∈M and ϕh∗ is the push-forward of ϕh. (so ddth · γ(t) = ϕh∗γ̇(t)).
Hence, by the definition of the sub-Riemannian distance (1.2), length is preserved.
Proposition 1.4.11. The induced distance above between two points π(p), π(q) is acheived
by π(γ), where γ is an optimal sub-Riemannian geodesic on M connecting p to any repre-
sentative of π(q).
This proposition follows from the Chow-Raschevskii Theorem (1) which states that such
a sub-Riemannian geodesic exists and from (1.28).
In some situations, the distance in M/G will correspond to the distance induced by a
Riemannian metric, at least when one of p or q is equal to 1; a necessary and sufficient
condition to guarantee this for K − P problems will be given in Chapter 4.
The connection between stratified spaces and sub-Riemannian geometry, particulary in
the context of geometric optimal control, is given by the following theorem:
Theorem 7. (Corollary 3.6, [3]) Let (M,∆, g) be a sub-Riemannian manifold with G act-
ing properly via isometries on M , and suppose that every optimal sub-Riemannian geodesic
is analytic. Then optimal geodesics can only move from higher-dimensional strata to lower-
dimensional strata (except at their initial point, which may be in a lower-dimensional stra-
tum), and optimal geodesics lose their optimality when they pass between strata.
This theorem implies that the cut locus (1.2.5) of a given point p contains all points q
which are reachable by optimal sub-Riemannian geodesics starting from p and which lie in a
higher-dimensional stratum than that of q until the time that they reach q. In particular, if
γ : [0, T ]→M is an optimal trajectory which lies in Mreg for t ∈ (0, T ), with γ(T ) ∈Msing,
it must be the case that γ loses optimality at T , i.e. if it is still defined from some T + ε,
ε > 0, γ is no longer an optimal trajectory joining γ(0) to γ(T + ε).
More specific examples of the stratifications of Example 1.4.8 are given throughout
this dissertation: Section 2.4 discusses how there is a natural symmetry group of K − P
problems which will give rise to the notion of symmetry reduction in K−P control problems;
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Chapter 3 focuses on a stratification for SU(2); an explicit description of the stratified spaces
corresponding to a specific class of Type AIII decompositions on SU(n) is given in Chapter
5, Section 5.2.
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CHAPTER 2. K − P DECOMPOSITIONS AND QUANTUM
CONTROL
K − P decompositions on real semisimple Lie groups G are decompositions of their Lie
algebra g (which also give rise to a decomposition at the Lie group level). Such decomposi-
tions arise in representation theory and Riemannian geometry in the study of Riemannian
symmetric spaces. They also arise in control theory for systems on Lie groups with certain
constraints in the possible allowable control vector fields corresponding to part of the de-
composition. Such control systems arise in the control of some quantum systems when the
Lie group is SU(n), with the elements of the Lie group representing (normalized) unitary
transformations on some n-level quantum system. Such problems arising in quantum com-
puting are one of the primary motivations for the study of the class of control problems,
K − P problems, considered in this dissertation.
2.1 K − P decompositions of semisimple Lie groups
Throughout this section assume that every Lie algebra g is real and semisimple unless
otherwise specified.
Definition 2.1.1. A K −P decomposition (in the language of control theory) or a Cartan
decomposition of g is a decomposition g = K ⊕ P which is orthogonal with respect to the
Killing form on g with the following properties:
1. [K,K] ⊆ K
2. [K,P] ⊆ P
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3. [P,P] ⊆ K
Equivalently, K corresponds to the +1 eigenspace of an involution σ on g and P corresponds
to the −1 eigenspace of σ. Such an involution is called a Cartan involution.
In fact, as long as K and P are not equal to {0}, equality must hold in (2) and (3)
above. Note that K cannot be zero: suppose by way of contradiction that K = {0}. Then
P = g, and (3) implies [P,P] = {0}, but this cannot be as g is nonabelian by the definition
of semisimplicity.
Proposition 2.1.2. Let g be a simple Lie algebra, g = K ⊕ P as in (2.1.1), and suppose
P 6= {0}. Then:
1. [K,P] = P
2. [P,P] = K
The proof of this proposition largely follows that of [8].
Proof. Let L = [K,P]⊕K. Then by applying Definition 2.1.1 several times:
[K, L] ⊆ [K, [K,P]]⊕ [K,K] ⊆ [K,P]⊕K = L (2.1)
[P, L] ⊆ [P, [K,P]]⊕ [P,K] ⊆ [P,P]⊕ [K,P] ⊆ K ⊕ [K,P] = L (2.2)
Therefore [g, L] ⊆ L and L is a nontrivial ideal of g since K 6= {0} by the discussion
preceding the proposition. So, [K,P]⊕K = P ⊕K and [K,P] ⊆ P implies [K,P] = P.
Similarly, let S = [P,P]⊕ P. The proof that [P, S] ⊆ S proceeds similarly to above:
[P, S] ⊆ [P, [P,P]]⊕ [P,P] ⊆ [P,K]⊕ [P,P] ⊆ P ⊕ [P,P] = S (2.3)
However, in order to prove that [K, S] ⊆ S, we will first need to prove [K, [P,P]] ⊆
[P, [K,P]]. To this end, let A ∈ K and P,Q ∈ P. By the Jacobi identity:
[A, [P,Q]] = −[P, [Q,A]]− [Q, [A,P ]] (2.4)
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Note that the left-hand side is an arbitrary element of [K, [P,P]] while the right hand side is
a specific element of [P, [K,P]], hence [K, [P,P]] ⊆ [P, [K,P]]. Now, the process is similar
to the other cases:
[K, S] ⊆ [K, [P,P]]⊕ [K,P] ⊆ [P, [K,P]]⊕ P ⊆ [P,P]⊕ P = S (2.5)
Therefore, [g, S] ⊆ S and because P is nontrivial, S is thus a nontrivial ideal of g, so
similarly to the case with L above, it must be that [P,P] = K.
Corollary 2.1.3. Let g be a semisimple Lie algebra, g = K ⊕ P as in (2.1.1), and g =
g1 ⊕ · · · ⊕ gn with each gi simple. Suppose P ∩ gi 6= {0} for every i = 1, ..., n. Then:
1. [K,P] = P
2. [P,P] = K
This proposition will be highly important in applications of K − P decompositions to
geometric optimal control systems in Section 2.3.
All possible Cartan decompositions of simple Lie algebras (up to conjugation of the
Cartan involution by an element of Aut(g)) were initially classified by Èlie Cartan [11], and
several subsequent simplifications of the proof of the classification have been written (see
[19], pg. 537). This dissertation will only require knowing the three types of decompositions
on su(n); these will be discussed in Chapter 5.
K − P decompositions have a sub-Riemannian structure as follows:
Example 2.1.4. Let G be a real, finite-dimensional, connected, semisimple Lie group with
corresponding Lie algebra g = K ⊕ P and P as in Corollary (2.1.3). Such a decomposition
determines an involution θ ∈ Aut(g) by taking θ(X) = X if X ∈ K and θ(X) = −X if
X ∈ P. If gC ' C⊗Rg ' g⊕ig denotes the complexification of g, then Bθ(·, ·) := −BC(·, θ·)
is positive definite, where BC(X,Y ) = tr(adX ◦ adY ) is the Killing form on gC (see, e.g.,
[19]). Using the fact that the tangent bundle TG of a Lie group is trivial, i.e. TG ' g×G,
take the ∆ of Definition 1.2.1 to be ∆ = P × G. It also therefore suffices to define the
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quadratic form g on P. This is equivalent to demanding either right- or left-invariance for
g(·, ·). To this end, take:
g(X,Y ) = λBθ(X,Y ) (2.6)
where X,Y ∈ P and λ is some fixed positive scalar used to normalize things for convenience.
That is, at a particular point x ∈ G, gx(Rx∗X,Rx∗Y ) = λBθ(X,Y ). For G compact and
simple, this will amount to g(X,Y ) = −λB(X,Y ), where B(X,Y ) = tr(adX ◦ adY ) is the
Killing form (1.3.9) on g. Then (G,∆, g) is a sub-Riemannian manifold. We will frequently
denote g(·, ·) = 〈·, ·〉. Because the Killing form is defined on all of g, it will occasionally be
convenient to extend (2.6) to all of g, keeping in mind that K and P are orthogonal with
respect to this inner product, since they are orthogonal with respect to the Killing form.
K−P decompositions also give rise to decompositions at the level of the Lie group: Let






G = KAK (2.8)
Furthermore, the Killing form is negative definite on P. K − P decompositions have been
completely classified, see [19], Chapter X, for the classification when g corresponds to a
compact Lie group and for the decompositions of P and G mentioned above. Chapter 5
discusses all K − P decompositions of SU(n), for now, as an example, consider just one
class of Cartan decompositions, given below.
Example 2.1.5. (Type AIII Decompositions of SU(n)): Let 0 < p ≤ q < n be integers
with p+ q = n. Let K be the set of block-diagonal matrices in su(n) with a p× p block in
the upper-left corner and a q × q block in the lower-right corner; let P be the set of anti-
block-diagonal matrices with zeros in the p× p upper-left block and in the q× q lower-right
block. Then su(n) = K ⊕ P and the conditions of Definition 2.1.1 are verified by direct
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computation. In this case, the sub-Riemannian metric as in (2.1.4) is 〈X,Y 〉 = −12tr(XY ),
scaling appropriately.
2.2 Quantum control and quantum computing
K − P decompositions of SU(n) will arise in the control of quantum systems with ap-
plications to quantum computing. In order to better understand this, it is necessary to first
discuss a little of quantum mechanics and quantum computing. [23] is an excellent intro-
duction to quantum mechanics, and [22] provides an introduction to quantum computing
as compared to classical computing; the notation of this section is primarily adopted from
[22].
2.2.1 Quantum mechanics
In quantum mechanics, the state of a quantum system resides in a complex Hilbert space;
in a finite-dimensional Hilbert space, a (column) vector (x1, ..., xn)
T is represented by a ket
|x1, ..., xn〉. The dual of a state is given by 〈x1, ..., xj |. That is, if 〈·|·〉 is the sesquilinear form
on the Hilbert space, with 〈x1, ...xn|y1, ..., yn〉 =
∑
j x̄jyj , then in vector format, 〈x1, ..., xn|
is the conjugate transpose of the column vector (x1, ..., xn)
T , i.e. 〈x1, ..., xn| = (x̄1, ..., x̄n).
The observables of a quantum system are represented by Hermitian operators acting on
the state vectors of the system. The possible values of some quantity being observed are
represented by the eigenvalues of the corresponding Hermitian observable. In order to
figure out the probability that the system has a certain observable quantity, i.e. is in
some eigenstate |ψn〉 corresponding to some eigenvalue λn of a Hermitian operator A, one
computes:
|〈ψn|A|x〉|2 (2.9)
Where a basis of the possible eigenstates {|ψj〉} has been normalized to be orthonormal
and so that the sum of the moduli of the possible eigenvalues is equal to 1, and where |x〉




The time evolution of a quantum system is governed by the time-dependent Schrödinger
equation:
H|Ψ(t)〉 = i~ ∂
∂t
|Ψ(t)〉 (2.10)
Where H is the Hamiltonian of the system, a Hermitian operator acting on the Hilbert
space which governs the time-evolution of a quantum system; in the Dirac formulation
of quantum mechanics, the eigenvalues of H represent the allowable energy levels of the
system. When H is independent of time, this system may be solved to give:
|Ψ(t)〉 = e−iHt/~|Ψ(0)〉 (2.11)
Note that e−iHt/~ is a unitary operator since H is Hermitian so iH is skew-Hermitian.
That is, the time-evolution of the states of such a quantum system may be governed by
time-dependent unitary operators. After normalizing the determinant of the operators (and
keeping in mind that one only cares about measurement up to a phase factor anyway), the
operators on a finite-dimensional quantum system with n-energy levels may be taken to be
elements of SU(n). Even when H is time-dependent, a first approximation for a solution
to (2.10) is given by (2.11). These unitary operators will represent the quantum gates in a
quantum computer, as explained below.
2.2.2 Quantum computing
In classical computers, information is represented by classical bits, which have two
possible values: 0 or 1. So, for n bits, all possible states of the computer lie in:
Bn := {(x1, ..., xn)|xj ∈ {0, 1}} (2.12)
Thus, there are 2n possible states. In quantum computers, information is typically rep-
resented by qubits, which are states of some 2-level quantum system1. Because of the
1That is, generally there are two ‘allowable’ energy levels of the system. However, in practice there are
infinitely many levels, and one hopes to choose a quantum system with the ground state and the first excited
state relatively close together as compared to the first excited state and the second excited state.
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superposition principle of quantum mechanics, a basis for a system with n qubits is given
by:
{|x1, ..., xn〉|(x1, ..., xn) ∈ Bn} (2.13)
And an arbitrary state of the quantum computer is represented by a unit vector in complex
projective space:
∑
x∈Bn cx|x〉 such that
∑
x∈Bn |cx|2 = 1 where the cx ∈ C; that is, the
space of states is a complex vector space2 of dimension 2n, and there are infinitely many
possible states of the quantum computer.
The gates of the quantum computer are given by special unitary transformations acting
on the qubits, because the gates govern the time-evolution of the computer, hence should
be unitary as in (2.11). So for a quantum computer with n qubits, the space of possible
quantum gates is given by the Lie group SU(2) ⊗ · · · ⊗ SU(2), where the tensor product
is taken n times3. However, quantum computers also have the peculiarity that there is
no particular reason to restrict oneself to using qubits, except as a comparison to classical
computers: if possible, it may be computationally advantageous to instead consider the
basic units of a quantum computer to be qutrits or ququats or so on, i.e. to consider a
quantum system with n possible energy levels so that the basic piece of information may
take on values 0 to n − 1, rather than just 0 and 1. This means that the group of special
unitary transformations representing the quantum gates of m quantum systems is given by
SU(n1)⊗· · ·⊗SU(nm) where the basic unit of information for the j-th component is given
by a qu-nj-it. In this dissertation, the primary concern is with m = 1 but the number
of possible energy levels some arbitrary but finite number; the control laws with a tensor
product may be derived from the control laws with a single qu-nj-it [2]. In general, not all
quantum gates may be physically accessible, and one must restrict which special unitary
operators one is allowed to use in order to perform some computation. One such class of
restricted systems is given by K − P problems on SU(n).
2Rather than working over complex projective space CP2
n−1, one typically works over C2
n
and remembers
that physical measurements should be independent of phase.
3For Lie groups G and H with Lie algebras g and h, respectively, the Lie group G⊗H is the Lie group
with Lie algebra g⊗ h.
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2.3 K − P decompositions in control and quantum computing
Definition 2.3.1. A K−P problem is a Cartan decomposition (2.1.1), (2.1.4) on a semisim-
ple real finite-dimensional Lie group G with the hypotheses of Corollary (2.1.3) verified so
that P generates the Lie algebra g, together with the differential equation:
Ẋ = AX +
m∑
j=1
ujBjX, X(0) = 1 (2.14)





j ujBj〉 ≤ C for some fixed constant C > 0. The problem is then to find the
optimal trajectories γ(t) which satisfy this equation and with bounded controls and which
reach a desired final condition in minimum time (or equivalently with minimum energy),
and also to determine various properties of the system. For example, what is the locus of
points at which optimal trajectories satsifying (2.14) lose optimality (the cut locus)?
The AX term is the drift of the system, as the controls are not applied to it; however
such a system may always be written as a driftless system by defining U := e−AtX. Then
U satisfies the differential equation:













With initial condition U(0) = e−A·0X(0) = 1, and using the fact mentioned in the previous
section that P =
⋃
g∈K Adg(a), so in particular e
−AtPeAt = P for every A ∈ K and every
t ∈ R. Without loss of generality, therefore, K − P problems may be treated as driftless
systems. For convenience, the hat on the new controls ûj will be dropped henceforth.
Corollary 2.1.3 implies that any desired final condition is reachable in finite time (unless,
in the silly case, P = {0} and the system never evolves), because the distribution ∆ =
∪x∈GRx∗P is bracket-generating, hence the Chow-Raschevskii Theorem applies (1), and
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at least one horizontal trajectory connects any two points in G. In the control theoretic
language, one says that the control problem (2.3.1) is totally controllable.
With G = SU(n), K − P problems arise in quantum computing when only the energy
levels associated to the P part are directly controllable. In quantum computing, the evo-
lution of the states of a quantum mechanical system of interest may be determined by the
quantum gates which are present. These quantum gates are unitary operators acting on the
states, and their time evolution is described by the Schrödinger operator equation (2.14) or
equivalently without drift, (2.15).
In this equation, X is a unitary (or special unitary) matrix representing the evolution
operator or propogator of the system, while the matrices A and Bj are elements of the Lie
algebra su(n), i.e. skew-Hermitian matrices of trace zero [8]. Here n represents the number
of accessible energy levels present in the system. The uj are time-dependent real-valued
functions representing control electromagnetric semi-classical fields and are chosen so that
the system evolves as desired. Typically one works in a basis of eigenvectors for A so that
A is diagonal and the Bj ’s represent couplings between different energy levels, which are




u2j ≤ γ2 (2.16)
for some real constant γ. Because quantum mechanical systems are notorious for interacting
with their environments4, in order to build a quantum computer which is useful, one would
like to know how to choose the control functions uj so that the system (2.15) evolves from
the identity 1 to some desired final state Xf as quickly as possible, subject to (2.16). The
set {Bj} is required to generate su(n), i.e. su(n) is the linear span of the bracket of an
arbitrary number of objects in span({Bj}).
4If the system interacts too much with its environment, the system undergoes ‘decoherence,’ and is
generally considered to be useless for computation as the interactions with the environment affect the time-
evolution the quantum computer to the extent that it becomes infeasible to try to make the system undergo
any particular desired transformation [10].
32
The study of Cartan decompositions in geometric control theory was initiated by Jur-
djević in [21] as a class of optimal control problems with non-holonomy degree one: that
is, which have the property that every tangent vector may be written as at most a single
bracket of elements in the sub-Riemannian distribution. K − P problems were then intro-
duced in [8] into the control of quantum systems. In particular, by applying the Pontryagin
Maximum Principle [21], [8] when G is a matrix Lie group, an explicit expression for the
optimal trajectories is obtained:
γ(t) = eAte(−A+P )t (2.17)
where A ∈ K, P ∈ P, and t is sufficiently small. All of these trajectories are analytic,
and as such avoid many of the complications of singular trajectories which arise in sub-
Riemannian geometry [26]. The Chow-Raschevskii theorem guarantees that a horizontal
trajectory always joins 1 to any desired final condition Xf , and the Pontryagin Maximum
Principle as used by [21], [8] shows that there is always a trajectory of the form (2.17) joining
1 to Xf . The optimal control problem is then to fix a desired final condition Xf ∈ G and
to try to find such an A ∈ K, P ∈ P, and minimum t0 > 0 such that γ(t0) = Xf . The
search for A and P will in general involve a search through dim(g) parameters; however,
some underlying symmetries of the system will reduce the number of parameters one must
realistically search through. This reduction relies upon proper group actions and stratified
spaces, as discussed in Section 1.4. After performing this reduction, the geometry and
topology of the quotient space will also produce useful information on, for example, the
locus of points at which optimal trajectories emanating from 1 lose optimality.
2.4 The conjugation action in K − P problems







AX, we have that in particular when A ∈ K and X ∈ P,
Adexp(A)X ∈ P since [K,P] ⊆ P. That is, for every g ∈ K = exp(K), gPg−1 = P.
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Furthermore, the optimal trajectories (2.17), γ(t) = eAte(−A+P )t, remain optimal, because,
for any g ∈ K, A ∈ K, P ∈ P:
1. gγ(0)g−1 = g1g−1 = 1
2. geAte−(A+P )tg−1 = eAdgAte−(AdgA+AdgP )t = eÂte(−Â+P̂ )t with Â ∈ K, P̂ ∈ P.
3. The sub-Riemannian length is preserved since ||gγ̇(t)g−1||2 = 〈Adgγ̇(t),Adgγ̇(t)〉 =
〈γ̇(t), γ̇(t)〉 = ||γ̇(t)||2, where the penultimate equality follows from the bi-invariance
of the metric.
Therefore, to find an optimal trajectory starting from 1 and ending at a desired final
condition Xf , it is sufficient to find an optimal trajectory starting at 1 and leading to any
element of {kXfk−1|k ∈ K}. One is thus naturally led to the study of the quotient space
G/K, where K acts on G via conjugation. This in principle leads to a reduction in the
number of parameters needed in the search for an A ∈ K and P ∈ P with Xf = eAte(−A+P )t
in minimum time t, since (2.7) implies it is sufficient to only consider P ∈ a for some fixed
maximal abelian subalgebra of P, and with ||P || equal to the bound on the controls, as this
is equal to the norm of the controls and an optimal trajectory may always be parametrized
by arc length.
The study of this conjugation action was initiated in the geometric optimal control
context in [3], [2]. Moreover, the optimal sub-Riemannian geodesics starting from 1 are all
analytic since they have the form eAte(−A+P )t, and hence Theorem 7 applies. This means
that the cut locus of 1 (c.f. Definition 1.2.5) contains all points in Gsing (the singular part of
G under the conjugation action of K) which are reachable by an optimal trajectory which
passes through Greg (the regular part of G under the conjugation action of K). When the
induced distance (1.27) in G/K corresponds to a Riemannian metric on Greg, and when
this Riemannian metric possesses nonpositive sectional curvature and Greg/K is simply
connected, it will turn out that the cut locus of 1 must be entirely contained in Gsing.
See Chapter 4 for details. Before moving onto the general study of how this reduction by
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conjugation symmetry works in K − P problems, we begin with the particular example of
G = SU(2), as it is relatively easy to compute explicit trajectories, the quotient space is
only two-dimensional and can be easily visualized, and because it will inform our intuition
in higher dimensions.
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CHAPTER 3. EXAMPLE: SU(2)
This chapter explores the problem of controlling a two-level quantum system with some
constraints on the controls. The evolution of a such a system may be modeled by the
operator Schrödinger equation:
Ẋ(t) =
 0 u1(t) + iu2(t)
−u1(t) + iu2(t) 0
X(t) (3.1)
with X(0) = 1 the identity matrix and uj(t) real-valued control functions representing
control electromagnetic fields constrained by u1(t)
2 + u2(t)
2 ≤ C for some constant C.
In this case X(t) will be a trajectory in SU(2), representing the evolution of an operator
acting on the quantum system. Fixing a desired final condition Xf ∈ SU(2), one considers
trajectories γ : [0, tf ] → SU(2) which satisfy the equation (3.1). In particular, trajectories















 0 u1(t) + iu2(t)
−u1(t) + iu2(t) 0

† 0 u1(t) + iu2(t)
−u1(t) + iu2(t) 0


Trajectories which minimize (3.2) are called optimal trajectories. One may observe that
trajectories γ(t) which satisfy (3.1) are such that γ̇(t) lies in the orthogonal complement to
the diagonal matrices in su(2) with respect to the inner product 〈x|y〉 = 12tr(xy
†). That is,
γ̇(t) ∈ P for every t where P is the sub(vector)space of matrices in su(2) with zeros on the
diagonal. Hence, one may also view the problem of finding optimal trajectories which satisfy
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(3.1) as a K − P problem (2.3.1), and hence also a sub-Riemannian problem. Namely, the








And with inner product on ∆x given by 〈Rx∗P,Rx∗Q〉x = 〈P |Q〉 = 12tr(PQ
†). The optimal
trajectories of such a system have controls which satisfy:
u(t) = u1(t) + iu2(t) = e
2iat(b+ ic) (3.4)






cos(tω)− ia sin(tω)/ω (b+ ic) sin(tω)/ω




a2 + b2 + c2 =
√
a2 + C. Note that this equation may also be written as




 , P =
 0 b+ ic
−b+ ic 0
 (3.6)
Because this is a K − P problem, the technique of applying the conjugation symmetry
with the group K = exp(K) the subgroup of diagonal matrices leads to a reduction in
the number of parameters one must search through in order to find an optimal trajectory
starting at 1 and leading to a desired final condition Xf .
3.1 Symmetry reduction for SU(2)
If one conjugates the equation (3.1) by a diagonal matrix D =
eid 0
0 e−id
, the result is
a system which still has the same form, but with X replaced by DXD† and u(t) replaced by
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e2idu(t). Note also that the initial condition remains invariant since DX(0)D† = D1D† = 1.
Furthermore, the form for the optimal controls will also be preserved since in equation (3.4),
e2idu(t) = e2iat(b̂+iĉ) where b̂+iĉ = e2id(b+ic), so b̂2+ ĉ2 = b2+c2 = C. The corresponding
optimal trajectory will then be the same as in (3.5), but with b and c replaced by b̂ and
ĉ, respectively. That is, the set of optimal trajectories and optimal controls for the system
(3.1) is preserved under the subgroup of diagonal matrices in SU(2) acting on SU(2) by
conjugation. So, given a desired final condition Xf for the system, in order to find an
optimal trajectory from 1 to Xf , it suffices to consider the equivalence classes of optimal
trajectories under this conjugation action. Let K denote the Lie subgroup of diagonal









And from this one may observe that the equivalence class of M is determined by its






 = α (3.8)
Since |α|2 ≤ 1, the quotient space SU(2)/K is homeomorphic to a 2-dimensional closed
unit disc in the complex plane. In this case, the 2-dimensional part of the quotient space
is the regular part and the 1-dimensional boundary circle is the singular part (see (1.4.9).
Indeed, in light of (3.7), any element D ∈ K which fixes M ∈ SU(2) with M and D as
above must necessarily have β = e2idβ, so either β = 0, in which case eid can be anything,
so D can be any element of K; or β 6= 0, in which case e2id = 1, so eid = ±1 and therefore
D ∈ {±1}. The fact that the minimal isotropy group in this case consists of scalar matrices
will be generalized in Section 5.1.
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3.1.1 A Riemannian structure on the regular part
One may use the length functional (3.2) to define a distance metric on SU(2), as in (1.2)
by:







where the infimum is taken over curves γ : [0, tf ] → SU(2) with γ(0) = X, γ(tf ) = Y ,
and γ̇(t) ∈ s(u(1)⊕u(1))⊥ for every t ∈ [0, tf ]. In the case where X = 1, this amounts to the
statement that the distance is the infimum over all curves satisfying the Schrödinger equa-
tion (3.1) and ending at Y . It would be nice if this distance metric actually corresponded
to some reasonable Riemannian metric on at least the open disc part of the quotient space
SU(2)/K, as then the toolbox of Riemannian geometry could be applied to solve problems
such as finding the cut locus (1.2.5). What would one like out of a Riemannian structure
on SU(2)reg/K?
1. Firstly, there should to be a ‘nice’ correspondence between the Riemannian geodesics
in the quotient space and the sub-Riemannian geodesics in G.
2. Secondly, it should be possible to lift curves with some reasonable geometric conditions
in the quotient space to curves in G which are horizontal with respect to the sub-
Riemannian structure (3.3).
3. Thirdly, the Riemannian length of a liftable curve starting at the identity should
correspond to the sub-Riemannian length of a curve starting at the identity (1.1).
where G = SU(2). The following metric is a good candidate for a Riemannian metric
satisfying the given conditions, provided that it is well-defined:




Where P,Q ∈ P such that π∗Rx∗P = V and π∗Rx∗Q = W . We will verify using a nice
choice of coordinates that this metric is well-defined; however, it is possible to prove this
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fact without resorting to coordinates and in more generality, see Theorem 8. Because of the
structure of the quotient space given above, we may use coordinates x and y on the open
disc part (that is, x2 + y2 < 1), where x+ iy represents an equivalence class in the regular
part of the quotient space. An arbitrary vector field V on SU(2)reg/K may then be written




∂y for some functions vx, vy. Letting z = x+ iy, the fiber above z is given





∣∣∣|z|2 + |w|2 = 1
 (3.11)
Choosing an arbitrary element q =
 z w
−w̄ z̄
 of this equivalence class, we would like to
find an element P =
 0 a+ bi
−a+ bi 0





And similarly we hope to find a Q ∈ P such that π∗Rq∗Q = ∂∂y . This will allow us, by
linearity of π∗Rq∗, to find out how to lift an arbitrary vector field V to a P-valued vector
field on SU(2).
Note that π∗|q(Rq∗P ) equals the (1, 1)-entry of the matrix Rq∗P by the definition of π
(3.8). As well, we may represent ∂∂x as the vector
1
0




Therefore, rewriting (3.12) as:
π∗


















This system of equations is solveable due to the fact that |z|2 + |w|2 = 1 and |z| < 1




 = w2R + w2I = |w|2 = 1 − |z|2. Therefore, a = −wR1−|z|2 and
b = −wI
1−|z|2 . Similarly, if Q =
 0 c+ di
−c+ di 0
 with π∗Rq∗Q = ∂∂y , then c = wI1−|z|2 ,
d = −wR
1−|z|2 . Some care is needed here: in Equation (3.10) we are lifting to the same point q,









































Furthermore, the computations that have been done also give the components of the metric:
gij(z) =
1
1−|z|2 δij with i, j ∈ {x, y}. This is exactly the metric discussed in Example
(1.2.16), and hence the sectional curvature at a point z ∈ SU(2)reg/K is given by (1.12):
The sectional curvature at z is −2
1−|z|2 . Some optimal geodesics are shown in Figure (1.1).
An extension of a theorem on the emptiness of the cut locus of a given point for simply-
connected complete manifolds with negative curvature to a singular point in (see Theorem
10) will imply that the cut locus of 1 is contained in the boundary of SU(2)reg. The result of
[3] mentioned in Theorem 7 implies that the cut locus of 1 consists of all elements SU(2)sing
which are reachable by an optimal trajectory (3.5), in particular given by γ(t) = eAte(−A+P )t
with A ∈ K diagonal and P ∈ P with zeros on the diagonal. However, SU(2)sing = K in
this case, and every element must be reached by some optimal geodesic. Theorem 7 implies
that optimal trajectories cannot go from lower-dimensional strata to higher-dimensional
strata and still retain optimality, so any element of K which is not reached by an optimal
trajectory passing through SU(2)reg must be reached by an optimal trajectory entirely
contained in K. For small enough t, this implies γ̇(t)γ(t)−1 ∈ K = s(u(1) ⊕ u(1)). But
41
γ̇(t)γ(t)−1 = eAtPe−At ∈ P = s(u(1) ⊕ u(1))⊥. Therefore, P = 0, but then γ(t) ≡ 1.
Hence every element of K = S(U(1)×U(1)) is necessarily reached by an optimal trajectory
passing through SU(2)reg. This shows the following:
Proposition 3.1.1. The cut locus of 1 with respect to the sub-Riemannian structure (3.3)
together with 1 itself is given by the set of diagonal matrices S(U(1)× U(1)).
This result was originally conjectured in [3] where a proof that the cut locus of 1 contains
SU(2)sing appears. The result of Proposition 3.1.1 appears in [14], Section VI. This result
gives an indication as to the potential utility of examining the geometric structure of the
stratified space G/K under the conjugation action, which will be explored in the next
chapter.
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CHAPTER 4. RIEMANNIAN GEOMETRY OF G/K
Much of the content of this chapter appears in [14]. Given a finite-dimensional real
compact1 semisimple Lie group G with Lie algeba g and K − P decomposition g = K ⊕ P
as in (2.1.1), it would be nice to know when the geometric results of the quotient space
SU(2)/S(U(1)× U(1)) may be extended to G/K, where K = exp(K) acts on G via conju-
gation. It is perhaps unsurprising that the condition necessary in order to define a Rieman-
nian metric similar to the one in (3.10), i.e. one which also satisfies the three conditions
(3.1.1), is dependent upon some knowledge of the minimal isotropy type (1.4.5); after all,
the topological structure of the quotient space of a manifold by a smooth proper action is
determined (up to connectedness) by the isotropy groups of the action (1.4.8). As usual,
π : G→ G/K will denote the quotient map with respect to the conjugation action of K on
G.
4.1 A Riemannian structure on Greg/K
The sub-Riemannian structure on G given by the K −P decomposition is as in (2.1.4).
Recall that the sub-Riemannian metric may be written as:
〈Rx∗P,Rx∗Q〉x := −λB(P, θQ) = 〈P |Q〉 (4.1)
Where x ∈ G, P,Q ∈ P, θ is the involution corresponding to the K − P decomposition of
G which is under consideration, B(·, ·) is the Killing form on g, 〈·|·〉 is the positive-definite
inner product on P, as discussed in (2.1.4), and λ > 0 is some fixed positive scalar which will
1Some of these results apply to non-compact groups as well, however the proofs will occasionally become
more complicated.
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be used to make computations for specific examples more convenient. Similarly to (3.10),
for x ∈ Greg and V,W ∈ Tπ(x)(Greg/K), let:
gπ(x)(V,W ) := 〈Rx∗P,Rx∗Q〉x (4.2)
where π∗Rx∗P = V , π∗Rx∗Q = W for some P,Q ∈ P. In order for (4.2) to be well defined,
it is necessary that:
1. such ‘lifts’ P,Q of V,W must exist and
2. the metric must be independent of the choice of such lifts and
3. the metric must be independent of the choice of basepoint x in the equivalence class
π(x).
At the very least, for any x ∈ Greg, π∗ : TxGreg → Tπ(x)(Greg/K) is defined since Greg is an
open dense submanifold of G, hence TxGreg may be identified with TxG, hence some iota
of (4.2) is sensible.
In order to show the existence of such P,Q as in item (1) above, it is convenient to first
show that for x ∈ Greg, the map π∗Rx∗ : P → Tπ(x)(Greg/K) is injective. This will imply
that for arbitrary V ∈ Tπ(x)(Greg/K), there exists a P ∈ P with π∗Rx∗P = V if and only
if dim(Tπ(x)(Greg/K)) = dim(P), since an injective linear map between finite-dimensional
vector spaces is also surjective if and only if the dimensions of the spaces agree. In order to
prove injectivity, it is necessary to first study ker(π∗).
Lemma 4.1.1. kerx(π∗) = {Rx∗A− Lx∗A|A ∈ K}.
Proof. From the theory of proper actions of Lie transformation groups (see, e.g. [16], chapter
II), it follows that kerx(π∗) = Tx(K · x). Therefore, for a path k(t) : (−a, a) → K with
k(0) = 1, X ∈ kerx(π∗) if and only if X = ddt |t=0k(t)xk(t)
−1 = Rx∗k̇(0)− Lx∗k̇(0).
Lemma 4.1.2. For x ∈ Greg, π∗Rx∗ : P → Tπ(x)(Greg/K) is injective.
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Proof. Suppose P,Q ∈ P and x ∈ Greg such that π∗Rx∗P = π∗Rx∗Q. Then π∗Rx∗(P−Q) =
0 if and only if Rx∗(P − Q) ∈ kerx π∗, and therefore by Lemma 4.1.1, there exists an
A ∈ K such that Rx∗(P − Q) = Rx∗A − Lx∗A. Applying Rx−1∗ to both sides yields2:
P −Q = A− xAx−1. Since P −Q ∈ P and A ∈ K, the K-part of xAx−1 is (xAx−1)K = A,
while the P-part is (xAx−1)P = Q − P . Therefore, since K and P are orthogonal with
respect to the Killing metric (2.6):
〈A|xAx−1〉 = 〈A|(xAx−1)K〉 = 〈A|A〉 (4.3)
and
〈Q|xAx−1〉 = 〈Q|(xAx−1)P〉 = 〈Q|Q− P 〉 (4.4)
Now, we will compute 〈P |P 〉, then rearrange to show that 〈P−Q|P−Q〉 = 0, which because
of positive definiteness of 〈·|·〉 on P will imply that P −Q = 0.
〈P |P 〉 = 〈Q+A− xAx−1|Q+A− xAx−1〉 =
= 〈Q|Q〉+ 2〈Q|A〉 − 2〈Q|xAx−1〉+ 〈A|A〉 − 2〈A|xAx−1〉+ 〈xAx−1|xAx−1〉
(4.5)
Applying the orthogonality of P and K to 〈Q|A〉; applying (4.4) to 〈Q|xAx−1〉; applying
(4.3) to 〈A|xAx−1〉; and applying the bi-invariance of the metric to 〈xAx−1|xAx−1〉 = 〈A|A〉
yields:
〈P |P 〉 = 〈Q|Q〉 − 2〈Q|Q− P 〉 = 2〈Q|P 〉 − 〈Q|Q〉 (4.6)
Rearranging yields:
〈P |P 〉 − 2〈P |Q〉+ 〈Q|Q〉 = 0
and so 〈P −Q|P −Q〉 = 0.
The surjectivity of π∗Rx∗ will be returned to shortly. It is convenient to address the
independence of the definition (4.2) from the choice of equivalence class representative first.
Lemma 4.1.3. Suppose p, q ∈ Greg, k ∈ K such that p = kqk−1 and P,Q ∈ P with
π∗Rp∗P = π∗Rq∗Q. Then P = kQk
−1.
2Here we adopt the common abuse of notation that Lx∗Rx−1∗A = xAx




π∗Rq∗Q = π∗Rp∗P = π∗Rkqk−1∗P = π∗Rk−1∗Rq∗Rk∗P (4.7)
where, in this last equality, the antihomomorphism property of right multiplication has been
applied. Now, since π is constant on equivalence classes, π∗ ◦ (Lk−1∗Rk∗) = π∗, and so (4.7)
becomes:
π∗Rq∗Q = π∗Lk−1∗Rk∗Rk−1∗Rq∗Rk∗P = π∗Lk−1∗Rq∗Rk∗P (4.8)
Since the left multiplication operator and right multiplication operators commute this yields:
π∗Rq∗Q = π∗Rq∗(k
−1Pk) (4.9)
So by Lemma 4.1.2, Q = k−1Pk.
These lemmas together imply that given V,W ∈ Tπ(x)(Greg/K), where x ∈ Greg, if one
is able to find P,Q ∈ P such that π∗Rx∗P = V and π∗Rx∗Q = W , then the metric in
(4.2) is well-defined: Once a representative x ∈ π(x) has been fixed, Lemma 4.1.2 implies
P and Q are unique, assuming they exist. And if a different representative y ∈ π(x) is
chosen, y = kxk−1 for some k ∈ K, and then by Lemma 4.1.3, π∗Ry∗(kPk−1) = V and
π∗Ry∗(kQk
−1) = W . By the bi-invariance of the metric, 〈kPk−1|kQk−1〉 = 〈P |Q〉. Hence
(4.2) does not depend upon the choice of representative of an equivalence class.
The only sticking point to the definition of the metric (4.2) is then the question: “When
can one always find P ∈ P such that π∗Rx∗P = V for any V ∈ Tπ(x)(Greg/K)?”
Theorem 8. The metric in (4.2) is defined if and only if the minimal isotropy type in K
is discrete. That is, if (Kmin) is the minimal isotropy type, (4.2) is defined if and only if
dim(Kmin) = 0.
Proof. Fixing x ∈ Greg, by the above remarks, (4.2) is well-defined if and only if π∗Rx∗ :
P → Tπ(x)(Greg/K) is surjective. By Lemma 4.1.2, π∗Rx∗ is injective, and hence is surjective
if and only if
dim(P) = dim(Tπ(x)(Greg/K)) = dim(Greg/K) (4.10)
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As mentioned in (1.4.8)3, dim(Greg/K) = dim(G) − dim(K) + dim(Kmin). On the other
hand g = K ⊕ P and therefore dim(G) = dim(g) = dim(K) + dim(P) = dim(K) + dim(P).
Comparing both sides of (4.10) yields that (4.2) is defined if and only if dim(Kmin) = 0.
Chapter 5, Section 5.1 will discuss the fact that the dimension condition of Theorem 8
holds for every K−P decomposition of SU(n), with exp(K) acting on SU(n) by conjugation.
Unless otherwise specified, the minimal isotropy type is assumed to be discrete for the
remainder of this chapter, as in Theorem 8.
4.2 Heading upstairs: lifting geodesics
By Theorem 7, any optimal sub-Riemannian geodesic connecting a point p ∈ G to a
point q ∈ Greg will be entirely contained in Greg, except for possibly at the point p. Let
d(·, ·) and l(γ) denote the sub-Riemannian distance (1.2) on G and the sub-Riemannian
length of a curve γ (1.1) on G; and let dQ(·, ·) denote the Riemannian distance on Greg/K
with the metric of (4.2) and lQ(Γ) denote the Riemannian length of a curve Γ which is
contained in Greg/K except for possibly at its initial point. Observe that if Γ(t) = π(γ(t))















Where γ̇(t) ∈ Rγ(t)P for every t implies Rγ(t)−1∗γ̇(t) ∈ P, hence π∗Rγ(t)∗(Rγ(t)−1∗γ̇(t)) =
π∗(γ̇(t)) = Γ̇(t), so Rγ(t)−1∗γ̇(t) is the necessary element of P as in the definition of the
metric 4.2.
Therefore, since dQ(π(p), π(q)) := infΓ l(Γ), the infimum over curves Γ joining π(p) to
π(q), but since it may not necessarily be the case that every optimal trajectory in the
quotient space Greg/K is the projection of an optimal trajectory in Greg, the Riemannian
3Or see, e.g., [5], Theorem 2.3.
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distance in the quotient space must be less than or equal to the sub-Riemannian distance
in Greg:
dQ(π(p), π(q)) ≤ d(p, q). (4.12)
As it turns out, for Riemannian geodesics in Greg/K and sub-Riemannian geodesics γ(t)
in G which start from 1, equality in (4.12) holds in the following sense:
Theorem 9. ([14], Theorem 3) Assume γ = γ(t) is a sub-Riemannian geodesic defined
in [0, T ] optimally connecting 1 and q ∈ Greg. Then π(γ) is a Riemannian geodesic from
π(γ(t0)) to π(γ(T )) = π(q), for any t0 ∈ (0, T ). Moreover:
lim
t0→0+
dQ(π(γ(t0)), π(q)) = d(1, q). (4.13)
Proof. Suppose there exists some t0 ∈ (0, T ) such that the Riemannian geodesic joining
π(γ(t0)) to π(q) is not π(γ); call this geodesic Γ. Let t
′ be the smallest t ≥ t0 such that
Γ(t′) = π(γ(t′)) but Γ(t) 6= π(γ(t)) for t ∈ (t′, t′ + ε′), with ε′ > 0 sufficiently small. The
goal is to now to find a horizontal curve γ1(t) defined on a sufficiently small interval with
π(γ1(t)) = Γ(t). To this end, recall from the proof of Theorem 8 that for any x ∈ Greg,
π∗Rx∗ : P → Tπ(x)(Greg/K) is an isomorphism depending smoothly upon x. Because Rx∗
is also an isomorphism depending smoothly upon x, this implies:
π∗|Rx∗P : Rx∗P → Tπ(x)(Greg/K) (4.14)
which is the restriction of π∗ to Rx∗P, is an isomorphism depending smoothly upon x. If
there exists a hoizontal curve γ1(t) with π(γ1(t)) = Γ(t) for t in some sufficiently small inter-
val, then Γ̇(t) = π∗(γ̇1(t)) and γ̇1(t) ∈ Rγ1(t)P. Therefore, Γ̇(t) = π∗Rγ1(t)∗(Rγ−11 (t)∗γ̇1(t)).
Applying (π∗Rγ1(t)∗)
−1 to both sides of this equation yields:
Rγ−1(t)∗γ̇(t) = (π∗Rγ1(t)∗)
−1Γ̇(t) = Rγ−1(t)∗π∗|−1Rγ1(t)∗P Γ̇(t) (4.15)
And therefore, such a γ1 exists and is unique on some small interval [t
′ − ε, t′ + ε] with
0 < ε < ε′ small enough, as locally a solution to the following ordinary differential equation
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exists and is unique if an initial condition is included:
γ̇1(t) = π∗|−1Rγ1(t)∗P Γ̇(t), γ1(t
′) = γ(t′) (4.16)
Since γ1 may or may not be minimizing, it must be that d(γ1(t
′ − ε), γ1(t′ + ε)) ≤ l(γ1).
Applying (4.12) and (4.11) therefore yields:
dQ(Γ(t
′ − ε),Γ(t′ + ε)) = dQ(π(γ1(t′ − ε)), π(γ1(t′ + ε)))
≤ d(γ1(t′ − ε), γ1(t′ + ε)) ≤
l(γ1) = lQ(π(γ1)) = lQ(Γ) = dQ(Γ(t
′ − ε),Γ(t′ + ε))
(4.17)
Where lQ(Γ) = dQ(Γ(t
′ − ε),Γ(t′ + ε)) since Γ is locally minimizing as it is a Riemannian
geodesic. Thus d(γ1(t
′−ε), γ1(t′+ε)) = l(γ1), so γ1 is an optimal sub-Riemannian geodesic.
However, γ(t) = γ1(t) for t ∈ [t′−ε, t′] by the particular choice of t′. Because of the analycity
of the sub-Riemannian geodesics in K − P problems (2.17), γ and γ1 agree on an open
interval and therefore they must coincide, contradicting Γ(t) 6= π(γ(t)) for t ∈ (t′, t′ + ε′).
This proof also shows that for every t0 > 0,
d(γ(t0), q) = dQ(π(γ(t0)), π(q)) (4.18)
Hence taking the limit as t0 → 0 and applying the continuity of the distance function d
from the Chow-Rashevskii Theorem (see 1), (4.13) must hold.
Furthermore, when G is compact, Greg/K is geodesically complete:
Proposition 4.2.1. Suppose G is compact. Greg/K is geodesically complete (1.2.13).
Proof. Let U ⊆ Greg/K be a closed, bounded subset. Because U is bounded, U cannot
equal Greg/K. By the Hopf-Rinow Theorem (see (3)), it suffices to show that U is compact.
To this end, suppose {Xj} is an open cover of U . Since π is continuous, π−1(U) is a closed
subset of G with an open cover {π−1(Xj)}. However, since a closed subset of a compact
space is compact, there must be a finite subcover π−1(Xj1), ..., π
−1(Xjn) of π
−1(U), i.e.:
π−1(U) ⊆ π−1(Xj1) ∪ ... ∪ π−1(Xjn)
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Applying π to both sides yields:
U ⊆ Xj1 ∪ ... ∪Xjn
Hence U is compact.
A general procedure to find an optimal trajectory from the initial point 1 to a desired
final point Xf in Greg by utilizing the Riemannian geometry of Greg/K would then be as
follows:
1. Calculate the Riemannian geodesics Γ : (0, T ] → Greg with Γ(T ) = π(Xf ) and
limt→0+ Γ(t) = π(1) using, e.g., a local expression with Christoffel symbols (1.2.11) of
the differential equation ∇dΓ/dt dΓdt = 0 (1.2.12).
2. Minimize over the set of such Riemannian geodesics.
3. Lift the optimal Riemannian geodesic locally to a sub-Riemannian geodesic using the
differential equation (4.16).
This may then be used to give information on the cut locus of 1. Recall that in the
discussion following Theorem 7, it was noted that any analytic optimal trajectory which
passes through the regular part of a stratification must lose optimality if it reaches the
singular part of the stratification. Theorem 9 shows that any optimal geodesic on Greg/K
may be lifted to an optimal trajectory on Greg; hence the intersection of the cut locus of 1
with Greg may be obtained by studying the cut locus of π(1) in Greg/K using the tools of
Riemannian geometry. However, there are a few technicalities that will need to be sorted
out: Note that π(1) is not contained in Greg/K since the isotropy group of 1 under the
conjugation action of K is K itself, which is the largest possible isotropy type. Hence many
of the theorems on cut loci in Riemannian geometry will need to be extended to a singular
point on the boundary of the Riemannian manifold. The next section gives an example of
such a result in the case that the sectional curvature of Greg/K is nonpositive and Greg/K
is simply connected.
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4.3 Nonpositive curvature and the cut locus
Complete simply connected Riemannian manifolds with nonpositive sectional curvature
are known as Hadamard manifolds4. Hadamard manifolds have nicely-behaved cut loci:
namely, the cut locus of a point in a Hadamard manifold is empty. Geodesics do not lose
optimality! This idea can be extended to stratified spaces G/K with minimal isotropy type
discrete and Greg/K a Hadamard manifold by showing that geodesics which start from the
singular point 1 and which pass through Greg/K cannot lose optimality on Greg/K. By the
discussion at the end of the previous section, this will imply that the cut locus of 1 in G will
consist of the set of points in Gsing which are reachable by optimal trajectories emanating
from 1 and passing through Greg. To state this more concisely:
Theorem 10. ([14], Theorem 4) Suppose that Greg/K is a Hadamard manifold. Then the
cut locus of 1 is contained in Gsing.
The proof of this theorem will rely upon the following technical lemma:
Lemma 4.3.1. Suppose Greg/K is a Hadamard manifold. Then two distinct locally min-
imizing geodesics γ̂ and η̂ in Greg/K such that limt→0+ γ̂(t) = limt→0+ η̂(t) = π(1) cannot
intersect in Greg/K.
Proof. Suppose γ̂(t1) = η̂(t1) = π(p) ∈ Greg/K (if the two geodesics intersect, it is always
possible to reparametrize one of them so that they intersect at the same time t1). Define a
continuous, non-negative function f : [0, t1]→ R by taking f(0) = 0 and:
f(t) := dQ(γ̂(t), η̂(t)), t > 0 (4.19)
Note that f(t1) = 0 because of the intersection of γ̂ and η̂. Since Greg/K is a Hadamard
manifold, f(t) is a convex function ([6], Proposition 5.4). Therefore, for every s ∈ [0, 1],
0 ≤ f(s · t1) = f(s · t1 + (1− s) · 0) ≤ sf(t1) + (1− s)f(0) = 0 (4.20)
But then f(t) = 0 for every t ∈ [0, t1], so γ̂ = η̂, a contradiction.
4There are several equivalent definitions of Hadamard manifolds (see [6], Proposition 5.1).
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Proof. (of Theorem 10) Assume q belongs to the cut locus of 1 in Greg. This means that
there is a corresponding optimal sub-Riemannian geodesic parametrized by constant speed
defined on some interval [0, T ] with γ(0) = 1 and γ(T ) = q which is not optimal when
extended to times t > T (such extensions exist by the form of the optimal trajectories
(2.17)). By Theorem 9, π(γ(t)) is a minimizing geodesic from π(γ(t0)) to π(q) for every
t0 ∈ (0, T ). Let t1 > T be sufficiently small so that p = γ(t1) is still in Greg and the
extension of π(γ) to (0, t1] is still a locally minimizing geodesic in Greg/K with constant
speed. Because q = γ(T ) is in the cut locus of 1, and every element of G may be connected to
1 by an optimal sub-Riemannian geodesic, there exists some other optimal sub-Riemannian
geodesic η joining 1 and p; so π(η(t)) is a locally minimizing geodesic for t ∈ (0, t1]. However,
letting γ̂ = π(γ) and η̂ = π(η) as in Lemma 4.3.1 implies that π(γ) and π(η) cannot intersect
in Greg/K; however they intersect at p = γ(t1). Thus no such q ∈ Greg, q in the cut locus
of 1 may exist.
As was seen in Chapter 3, SU(2)reg/S(U(1) × U(1)) is a Hadamard manifold; as was
mentioned there, this implies that the cut locus of 1 (together with 1 itself) in SU(2) is equal
to the diagonal matrices in SU(2). This therefore joins the limited number of examples in
sub-Riemannian geometry for which the cut locus has been explicitly calculated. Of course,
this is still just one example, and so the next chapter will give an indication towards other
examples satisfying some of these conditions. First, Section 5.1 will show that the metric
(4.2) is always defined for any K−P decomposition of SU(n); secondly, Section 5.2 will give
an explicit description of the stratified spaces for a certain class of K − P decompositions
on SU(n) which will show that they are simply connected.
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CHAPTER 5. PROPERTIES OF K − P PROBLEMS ON SU(n)
As mentioned in Chapter 2, K −P problems on SU(n) have applications to the control
of quantum systems, when trying to do computations as quickly as possible in order to
avoid interference from the environment, and when the controls of the quantum systems
have some restrictions. For example, it may be the case that one only has control over
some electromagnetic fields which couple together certain energy levels directly, but for
which other energy levels are not directly coupled, as in Figure 5.1 and Figure 5.2. There is
sufficient motivation, therefore, to study in greater detail K − P decompositions of SU(n).
Up to conjugation by an element of Aut(su(n)), there are only three distinct types of
Cartan involutions on su(n). All three types are examined in Section 5.1 and are shown
to have discrete minimal isotropy type, which shows that the Riemannian metric of (4.2)
may be defined on SU(n)reg/K for each K−P decomposition of SU(n), as per Theorem 8.
Section 5.2 will focus on one particular subclass of decompositions and explicitly describe
the stratified structure of the quotient space under the conjugation action.
5.1 All decompositions have minimal isotropy type discrete
On SU(n), there are three types of K − P decompositions, called Type AI, Type AII,
and Type AIII. Under conjugation by the Lie group corresponding to the K-part of each
decomposition, the minimal isotropy type will be discrete. A proof of this for the Type AIII
case appears in [14]; however, the proof given here is different and simpler. All three proofs
will rely upon the fact mentioned in Definition 1.3.5 that there exists some neighborhood
U of 0 ∈ g for a given Lie algebra g such that the Lie exponential map restricted to U ,
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Figure 5.1 A three-level quantum system, called a ‘lambda system,’ in which the highest
energy level |1〉 is directly coupled with the two lower energy levels, |2〉 and
|3〉, which are not directly coupled to each other. This corresponds to a K −P
decomposition of SU(3) with K = s(u(1)⊕ u(2)).
exp |U : U → exp(U), is a diffeomorphism; as well as the fact that for any g ∈ G and x ∈ g,
gexg−1 = egxg
−1
. Therefore, in particular taking x in a small enough neighborhood U of 0
which also contains gxg−1 for every g ∈ K (such a neighborhood should exist by taking a
small enough ball contained in a neighborhood of zero in g and recalling that conjugation
is an isometry), one obtains:
gexg−1 = ex ⇔ gxg−1 = x (5.1)
It is clear that K is closed under the adjoint action of K on K; and P is as well by (2.7),
hence for such an element x ∈ g, kxk−1 = x if and only if kAk−1 = A and kPk−1 = P for
k ∈ K and x = A+ P with A ∈ K, P ∈ P. As well, it is sufficient to find any element of G
54
Figure 5.2 A four-level quantum system, called a ‘double-lambda system,’ in which the two
highest energy levels, |1〉 and |2〉, are directly coupled with the two lowest energy
levels, |3〉 and |4〉, but in which |1〉 and |2〉 are not directly coupled; neither
are |3〉 and |4〉 directly coupled. This corresponds to a K − P decomposition
of SU(4) with K = s(u(2)⊕ u(2)).
which has discrete isotropy type, i.e. which has isotropy group of dimension zero, because
the minimal isotropy type cannot have dimension larger. The general strategy to prove that
each decomposition has minimal isotropy type discrete will be to exhibit an element of the
Lie algebra su(n) which has isotropy type under conjugation by K given by the center of K
intersected with the center of SU(n), which is discrete since SU(n) is compact and simple.




Type AI decompositions split the Lie algebra su(n) into real and imaginary parts:
su(n) = K ⊕ P = so(n)⊕ so(n)⊥ (5.2)
Recall that K = so(n) is the set of skew-symmetric matrices (1.3.11) (and therefore the
entries of such a matrix are all real); P = so(n)⊥ is the set of symmetric n × n matrices
with purely imaginary entries. Let x ∈ su(n) in some small enough neighborhood U as
described above, x = A+ P with A ∈ K and P ∈ P such that P is diagonal with pairwise
distinct entries. Let k ∈ K = SO(n) such that kexkT = ex, which will only occur if
kxkT = x. By the remarks above, k will fix x if and only if kAkT = A and kPkT = P .
However, P is diagonal with pairwise distinct entries, so because k commutes with P , k







The (i, j)-entry of kAkT = A will therefore be kikjaij = aij . So, by choosing sufficiently
many non-zero off-diagonal elements for A, ki = kj for every i, j. Therefore, such an element
x (and hence ex) has isotropy group {±1} if n is even and {1} if n is odd.
5.1.2 Type AII
Type AII decompositions apply only when considering SU(2n) with n > 1. The de-
composition of su(2n) is then as follows:
su(2n) = K ⊕ P = sp(n)⊕ sp(n)⊥ (5.4)
Recall that K = sp(n) = {x ∈ u(2n)|xTJ + Jx = 0} with J as in (1.21); such a matrix












with Z1 ∈ su(n) and Z2 a skew-symmetric n× n matrix with complex entries. To see how

























Writing x = A+P with A ∈ K and P ∈ P as above, take A to be a diagonal matrix with
pairwise distinct entries. Let k ∈ Sp(n) such that kxk−1 = x. Then kAk−1 = A implies k
must be diagonal. Similarly to the Type AI case above, taking P to have sufficiently many
non-zero off-diagonal entries implies k must be scalar. However, the only scalar matrices in
Sp(n) have the form ±1. Therefore, x (and hence ex) has isotropy group {±1}.
5.1.3 Type AIII
Type AIII decompositions are decompositions of su(n) into blocks, as in Example 2.1.5.
Namely,
su(n) = K ⊕ P = s(u(p)⊕ u(q))⊕ s(u(p)⊕ u(q))⊥ (5.8)
with p + q = n, 1 < p ≤ q < n. That is, K = s(u(p) ⊕ u(q)) consists of block-diagonal
matrices in su(n) with a p × p block in the upper-left corner and a q × q block in the
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lower-right corner; P is then the matrices in su(n) with all zeros in those same blocks1. Let
x ∈ su(n) in a sufficiently small neighborhood and x = A + P with A ∈ K, P ∈ P, let
k ∈ K = S(U(p)×U(q)) such that kxk−1 = x. Take A to be diagonal with pairwise distinct
entries and P with sufficiently many non-zero entries. The proof then proceeds exactly as in
the Type AII case above; however, in this case the set of scalar matrices k ∈ S(U(p)×U(q))
is equal to {e2πim/n1} with m ∈ Z.
5.1.4 Minimal isotropy types for SU(n)
The minimal isotropy groups for each decomposition of SU(n) are given in Table 5.1.
In each of these cases there exists not only a minimal isotropy type, but a minimal isotropy
group as well; conjugating any of the minimal groups found in the above discussion yields
exactly those groups again.
Table 5.1 Minimal Isotropy Groups for K − P Decompositions of SU(n)
Type K Minimal Isotropy Group
AI, n even so(n) Z/2Z
AI, n odd so(n) {1}
AII, n = 2k, k > 1 sp(k) Z/2Z
AIII s(u(p)⊕ u(q)) Z/nZ
Theorem 11. The minimal isotropy type for any K − P decomposition, under the conju-
gation action by K = eK, is discrete. Thus the metric (4.2) is well-defined on SU(n)reg/K
for all of these decompositions.
5.2 Example: SU(n)/S(U(1)× U(n− 1))
In order to determine some information about the system, e.g. its cut locus, some
topological as well as geometric knowledge is necessary; after all, one of the conditions in
1The role of p and q could be interchanged or the blocks written differently (including splitting up the
blocks into pieces); however, by conjugating by some element of the automorphism group of su(n), all of
these Type AIII decompositions may be brought to this form.
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Theorem 10 is that Greg/K is simply connected. To this end, an explicit description of
the quotient spaces for the Type AIII decomposition of su(n) with p = 1, q = n − 1 is
given. That is, S(U(1) × U(n − 1)) will act on SU(n) by conjugation. From this explicit
description, it will be clear that SU(n)reg/S(U(1) × U(n − 1)) is simply connected. The
results of this section appear in ([4], Section III). The presentation here is essentially the
same as the presentation there, though a minor amount of notation has been modified,
primarily to fix a few typos. For the remainder of this section, let SU(n)/∼ denote the
conjugation quotient space SU(n)/S(U(1)× U(n− 1)) and denote the equivalence class of
X ∈ SU(n) as [X]∼.





with V ∈ SU(n− 1), η ∈ [0, 2π), ξ ∈ C with ξn−1 = e−iη.
In order to describe the orbit space SU(n)/∼, it is necessary to consider the following
equivalence relation on SU(n): For eiφ ∈ S1, the unit circle in the complex plane, say that









Because every element of SU(n) is unitarily diagonalizable, this is equivalent to saying






X2 have the same spectrum.
Let SU(n)/φ denote the corresponding quotient space of equivalence classes and let [Z]φ
denote the equivalence class of Z ∈ SU(n). Define a topological fiber bundle over S1 by
ρ : En → S1 with fibers ρ−1(eiφ) = SU(n−1)/φ (that is, En = ∪eiφ∈S1SU(n−1)/φ). These
fibers may not be manifolds, but are instead topological spaces with the coarsest topology
which makes ρ into a continuous map. Let D = {z ∈ C||z| < 1} be the open unit disc in
the complex plane. It is possible using the fiber bundles En above to recursively describe
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the orbit space SU(n)/∼. In order to do this, consider En ∪ (D × SU(n− 1)/∼) to be the
space with the fiber ρ−1(eiφ) in En glued to the point e
iφ on the boundary of D.




e−iφ 0 0 · · · 0




















1− |x|2 0 · · · 0
−
√















where (x, [Z]∼) ∈ D × SU(n− 1)/∼.
Then Ψ is a homeomorphism.
Proof. There are four things that need proving:
i. Ψ is well-defined.
ii. Ψ is surjective.
iii. Ψ is injective.
iv. Ψ is continuous with continuous inverse.
i. (Ψ is well-defined). Let Z1, Z2 ∈ SU(n− 1) such that [Z1]φ = [Z2]φ for some eiφ and let






e−iφ 0 0 · · · 0
























e−iφ 0 0 · · · 0







1 0 0 · · · 0





























Ψ([Z1]φ) = Ψ([Z2]φ). So, Ψ is independent of the choice of equivalence class in a fiber of
En.
Now, suppose Z1, Z2 ∈ SU(n−1) such that [Z1]∼ = [Z2]∼, and let X ∈ S(U(1)×U(n−2)),
with Z2 = XZ1X
†, where X =
 eiη 0
0 ξV
, V ∈ SU(n− 2), ξn−2 = e−iη. Let x ∈ D. It





1− |x|2 0 · · · 0
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e−iη 0 0 · · · 0











eiη 0 0 · · · 0
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1− |x|2 0 · · · 0
−
√














= Ψ(x, [Z1]∼) (5.18)
Therefore, Ψ on D × SU(n − 1)/∼ is independent of the choice of equivalence class in
SU(n− 1)/∼. Hence Ψ is well-defined.
ii. (Ψ is surjective). Let [X]∼ ∈ SU(n)/∼. In order to show that Ψ is surjective, it is
necessary to construct a Y ∈ En ∪ (D × SU(n − 1)/∼) such that Ψ(Y ) = [X]∼. In order
to do this, write X = K1MK2, as in the Cartan decomposition at the Lie group level (2.8)
with M in the subgroup infinitesimally generated by the one-dimensional maximal abelian
















cos(θ) sin(θ) 0 · · · 0










 , j = 1, 2, Vj ∈ SU(n− 1), ξn−1 = e−iηj (5.21)
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If sin(θ) < 0, let L = diag(i,−i, 1, 1, ..., 1). Then X = K1LL†MLL†K2 and letting K̂1 =
K1L, K̂2 = L
†K2, and M̂ = L
†ML, then X = K̂1M̂K̂2, with K̂j ∈ S(U(1) × U(n − 1))
and M̂ equal to M except for the sign of the off-diagonal elements. That is, without
loss of generality, assume that M in (5.20) has sin(θ) ≥ 0. Then [X]∼ = [K1XK2]∼ =
[K†1K1XK2K1]∼ = [MK2K1]∼. Therefore, it is enough to find a Y ∈ En∪(D×SU(n−1)/∼)
mapping to an equivalence class of an X of the form:
X =

cos(θ) sin(θ) 0 · · · 0









with sin(θ) ≥ 0. Call the second matrix above K. Consider now the matrix F :=




cos(θ) sin(θ) 0 · · · 0








eiφ cos(θ) sin(θ) 0 · · · 0



















Hence, writing x = eiφ cos(θ) and 0 ≤ sin(θ) =
√
1− |x|2 yields a Y ∈ D × SU(n − 1)/∼
which maps to X if |x| < 1, given by Y = (eiφ, [Z]∼) and an element Y ∈ En which maps
to X if |x| = 1, given by [Z]φ.
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iii. (Ψ is injective). Suppose Ψ is not injective. Then there exist x1, x2 ∈ D̄, the closure of
the open disk D, Z1, Z2 ∈ SU(n− 1), real scalar φ, and ξ ∈ C such that ξn−1 = e−iφ, and
V ∈ SU(n− 1) such that:
W (x1)



















(By taking x1, x2 in the closure of the disk, both of the cases En and D×SU(n−1)/∼ may
be considered simultaneously.) Let vjk denote the (j, k)-entry of V . By comparing the first
























Thus x1 = x2 =: x. So, either the pre-images under Ψ are both in En (if |x| = 1) or both
in D × SU(n − 1)/∼. First, assume that the pre-images are both in En, so x = eiη. Then
the left-hand side of (5.25) may be written as:
eiη 0 0 · · · 0





















which comparing to the right-hand side of (5.25) implies:
M = V








Therefore [Z1]−η = [Z2]−η. So, if two elements of En ∪D × SU(n− 1)/∼ map to the same
element of SU(n)/∼, it must be that the two elements both belong to D×SU(n− 1)/∼, so
|x| < 1, hence
√
1− |x|2 6= 0. Applying equation (5.26) then yields vj1 = 0 for j = 2, ..., n−1
and e−iφξv11 = 1. Therefore, the matrix
 eiφ 0
0 ξV
 is of the form:

eiφ 0 0 · · · 0








eiφ 0 0 · · · 0






This matrix commutes with W (x2), and so examining (5.25) yields:
Z1 =














hence [Z1]∼ = [Z2]∼. Therefore, Ψ must be injective.
iv. (Ψ is continuous with continuous inverse.) It is sufficient to prove that Ψ is a continuous
bijection from a compact space to a Hausdorff space, as any continuous bijection from a
compact space to a Hausdorff space is necessarily a homeomorphism. By (ii) and (iii), Ψ is
a bijection. Furthermore, En∪ (D×SU(n− 1)/∼) is compact as En is compact since it is a
fiber bundle over a compact space with compact fibers, and gluing this to the boundary of
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D means that D∪En ≡ D̄∪En (after the gluing) is compact, and SU(n− 1)/∼ is compact
as it is the continous image of the compact manifold SU(n − 1) under the quotient map.
SU(n)∼ is Hausdorff as it is a stratified space [9].
All that remains, then, is to show that Ψ is continuous. Observe that Ψ ◦ q = π ◦ Ψ̂
where q : (S1 × SU(n− 1)) ∪ (D × SU(n− 1))→ En ∪ (D × SU(n− 1)/∼) is the quotient
map which sends (eiφ, A) ∈ S1 × SU(n − 1) to [A]φ ∈ En and (x,A) ∈ D × SU(n − 1) to




e−iφ 0 0 · · · 0



















1− |x|2 0 · · · 0
−
√













Both π and Ψ̂ are continuous, and since q is a quotient map it is both open and surjective.
Therefore, Ψ must be continuous.
This concludes the proof of Theorem 12.
By iterating the recursive procedure of Theorem 12, one may obtain a more explicit
description of the quotient space SU(n)/∼:
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D×j × En−j . (5.31)
The regular part of the quotient space is therefore homeomorphic to Dn−1, which in
particular is simply connected.
Example 5.2.2. With n = 2, SU(2)/∼ ' E2 ∪ (D × E1) which is just D̄, the closure of
the unit disk in the complex plane, by the definition of E2 (fibers look like SU(1), which is
just a single point).
Example 5.2.3. With n = 3, there is only one K − P decomposition of Type AIII:
K = s(u(1)⊕u(2)). By Corollary 5.2.1, SU(3)/∼ ' E3∪(D×SU(2)/∼) ' E3∪(D×D̄). As
well, E3 is homeomorphic to the closure of the Möbius band (see [4], Proposition IV.1). By
following the proof of Theorem 12, in particular the proof of the surjectivity of the map Ψ,
one may constuct explict coordinates to describe the quotient space SU(3)/∼. After doing
this, the problem of finding the A ∈ K and P ∈ P such that eAte(−A+P )t is an optimal
trajectory leading to a fixed final condition Xf may be turned into a nonlinear integer
optimization problem; for a certain class of final conditions, this problem was explicitly












 is given in Figure 5.32.
2This figure was generated using MatLab software by the author, and first appeared in [4].
68
Figure 5.3 The black curve is an optimal trajectory in a cross-section of the quotient
space SU(3)/∼ which joins π(1) to the equivalence class of a Hadamard-like
gate. The red dotted line represents the boundary of the base disk over which
the Möbius strip E3 has been glued. The picture does not show the imaginary
coordinate of one of the disks D2 which comprise the regular part; the Möbius
strip E3 is wrapped around the regular part.
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
Reducing K − P problems on a finite-dimensional real compact semisimple Lie group
G using the conjugation symmetry of K acting on G leads to several potential avenues to
studying geometric optimal control problems, in particular those of interest to the control
of quantum systems: Firstly, parameter reduction, as mentioned briefly in Section 2.3 and
in Example 5.2.3 leads to a faster search through the possible optimal trajectories joining 1
to a desired final condition Xf . Secondly, the topology of the quotient space G/K leads to
information on, for example, the cut locus of the original space: optimal trajectories passing
through a higher-dimensional stratum necessarily lose optimality if they ever enter a lower-
dimensional stratum. Thirdly, the geometry of the regular part of the quotient space under
the induced metric (4.2), when this is defined, i.e. when the minimal isotropy type is discrete
(Theorem 8), also gives information of interest to geometric control problems: For example,
Theorem 10 states that when Greg/K is simply connected and has non-positive sectional
curvature, the cut locus of 1 must lie entirely in Gsing. For an example of control of a two-
level quantum system with restrictions on the control electromagnetic functions, this led to
a complete description of the cut locus as the submanifold of diagonal matrices, S(U(1)×
U(1)), inside of SU(2). The K − P decompositions of the special unitary groups SU(n)
arise in the control of quantum systems when restrictions are placed, for example, on which
energy levels of the system may be directly coupled (2.3). All of the K −P decompositions
of SU(n) have minimal isotropy type discrete, as shown in Theorem 11, and summarized
in Table 5.1, and as such the geometric properties of SU(n)reg for any decomposition may
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be used to conclude information about the control problem. In the subclass of Type AIII
decompositions with K = s(u(1) ⊕ u(n − 1)), an explicit description of the quotient space
SU(n)/S(U(1)×U(n− 1)) is given in Corollary 5.2.1. From this description, it is seen that
nearly all of the conditions of Theorem 10 are satisfied: SU(n)reg/(S(U(1) × U(n − 1)) is
simply connected and complete (see Proposition 4.2.1). In the SU(2) case, the sectional
curvature is calculated to be strictly negative (1.12); preliminary results indicate that this
is likely to hold for all of the SU(n)reg/(S(U(1)×U(n−1)) examples, however these results
rely heavily on the properties of Riemannian symmetric spaces and are still in the process
of being verified.
6.2 Future work
Some areas which will be explored further in the future include:
6.2.1 Geometric properies of G/K
Geometric properties of Greg/K give indications as to properties of the sub-Riemannian
system on Greg. Properties such as the sectional curvature and the simple connectedness of
Greg/K should be explored in order to determine when Theorem 10 applies. Even in the
cases when the sectional curvature is not nonpositive, the calculation of the Riemannian
cut locus of a point in Greg/K can be lifted to give information on the sub-Riemannian cut
locus of the points in an orbit in Greg.
Additionally, other properties of geometric interest may yield useful information: for ex-
ample, what meaning does the lift of the Levi-Civita connection have in the sub-Riemannian
setting onG? One should expect that because it contains the information about the Rieman-
nian geodesics in the quotient space, which may be lifted to give sub-Riemannian geodesics,
the lift of the Levi-Civita connection on Greg/K ought to give information about the sub-
Riemannian geodesics; it ought to give all of the necessary information in order to define
them, as it does with the Riemannian geodesics through the equation ∇γ̇ γ̇ ≡ 0.
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It is also an open question whether the strata in Gsing/K may be endowed with Rie-
mannian structures which are in some way compatible with the sub-Riemannian structure
of the original space, or at least in some way compatible with the Riemannian structure on
Greg/K. The distance function (1.2) on Greg/K is extendable to the boundary of Greg/K,
which gives a metric stucture on Gsing/K. Does this metric structure correspond to a Rie-
mannian metric, and if it does, what are the properties of this metric and how do they relate
to the metric (4.2) on Greg/K? In the SU(2) example, the Riemannian metric becomes
singular as it approaches the boundary of the disc, but nonetheless, every element of the
boundary of the disc is attained by some trajectory passing through the open portion of the
disc, so a distance from π(1) is still defined, and should correspond to the sub-Riemannian
distance in SU(2).
Other features of the quotient spaces G/K and the relationships between the strata
should also be explored. In general, for a Lie group G acting properly and smoothly on
a manifold M , given a stratum S ⊆ M under the stratification by orbit types (1.4.8),
S has the structure of a principal fiber bundle over S/G with fiber over x ∈ S given by
G · x ' G/Gx (here G/Gx is the space of left1 cosets of the isotropy group of x, Gx, in
G). However, when T ⊆ M is another stratum such that T ⊆ ∂S̄, and with (HS), (HT )
the isotropy types of points in S and T respectively, (HS) ≤ (HT ), and so there is an
extra fiber bundle structure between the fibers: ρ : G/HS → G/HT , ρ(gHS) := gHT , with
the typical fiber above gHT homeomorphic to HT /HS , the space of left cosets of HS in
HT . For K − P problems on SU(n), when one of these corresponds to the minimal type,
this simplifies considerably, as the minimal isotropy type is not only discrete, but every
point in the regular part has the exact same isotropy subgroup (not just isotropy type). For
example, for Type AI decompositions of SU(n) with n odd, the minimal isotropy type is just
({1}), the trivial group, implying that on SU(n)reg, K = SO(n) acts freely. Whether the
principal bundle structures described above are useful from a control theoretic perspective
1Or right.
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remains to be determined; however, given the utility of the topological information on Greg
to K − P problems, it seems likely that it will in some way be useful. It should also be
noted that some preliminary results indicate that many of the properties of non-compact
Riemannian symmetric spaces apply to the regular part SU(n)reg/K, at least when it is
simply connected; in particular this is likely the route towards proving that the sectional
curvature is nonpositive in greater generality.
An explicit description of the quotient spaces G/K in general, as in Corollary 5.2.1, even
for other Type AIII decompositions of SU(n) is difficult. A more algebraic description may
be possible, however, either by computing the invariant functions of the conjugation action
of K on G (which should just be extensions of class functions on K, which are related to
characters of finite-dimensional representations of K (see, e.g. [28])); or by computing the
determinant of π∗Rg∗|P as g ranges through Greg. Such a procedure has been successfully
applied to give information about the quotient space SU(3)/S(U(1) × U(2)) [13], and in
general may be shown to be an invariant of the conjugation action.
6.2.2 Minimal isotropy types for other K − P decompositions
The proof that the minimal isotropy types are all discrete for the K−P decompositions
on SU(n) given in Section 5.1 seems clearly generalizable. In fact, for all decompositions of
Sp(n), the exact same proof seems to work: namely, focus on a small enough neighborhood
of the identity in order to work at the level of the Lie algebra, then choose either the K
part or the P part of an element to be diagonal with distinct entries, depending upon
the particular decomposition, in order to force anything that commutes with it to also
be diagonal; and choose the other part to have enough non-zero entries to guarantee that
the only diagonal matrices with which it commutes are scalar matrices. However, for the
decompositions of SO(n), the proof would need modification, if the result is true. But even
so, it may be possible to generalize the method of proof in full: If it is possible, take a
maximal torus T of G with generator x such that x is entirely contained in either K or P.
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Then in order to commute with x, an element of K would need to belong to T . The tricky
part would be to then find an element y in either K or P (whichever x is not in) which only
commutes with a finite number of elements of T . The existence of both such a maximal
torus T with generator x and such an element y seems likely in general.
6.2.3 Lifting non-optimal trajectories
This dissertation has largely been concerned with lifting optimal Riemannian geodesics
in Greg/K to optimal sub-Riemannian geodesics in Greg. However, the lift of any trajectory
Γ in Greg/K to a horizontal trajectory γ in Greg exists, provided one can solve the following
differential equation, as in Theorem 9:
γ̇(t) = π∗|−1Rγ(t)∗P Γ̇(t) (6.1)
If the trajectory approaches the boundary of Greg/K, such a lift will have bounded controls
if and only if ||Γ̇||, the Riemannian bound of the velocity vector of Γ, is bounded, because:
||Γ̇||2 = g(Γ̇, Γ̇) = 〈Rγ−1∗γ̇|Rγ−1∗γ̇〉 = 〈γ̇, γ̇〉 = ||γ̇||2 (6.2)
and the latter is the norm of the controls since γ is a horizontal trajectory. A general
procedure to find a trajectory with bounded controls leading from 1 to a desired final
condition Xf would then be to find a trajectory in Greg/K which at its limits approaches
π(1) and π(Xf ), and such that its norm is bounded as it approaches the boundary of
Greg/K; alternatively, one could take a small perturbation to ‘push’ the system into the
regular part, then lift a trajectory in the regular part, if Xf ∈ Greg. These ideas are explored
in an upcoming paper, [13].
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