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ABSTRACT 
 
A STATISTICAL MODEL FOR THE PREDICTION OF DISSOLVED  
 
OXYGEN DYNAMICS AND THE POTENTIAL FOR HYPOXIA  
 
IN THE MISSISSIPPI SOUND AND BIGHT 
 
by Andreas Michael Moshogianis 
 
December 2015 
 
Hypoxia events occur when dissolved oxygen concentrations fall below the 
minimum threshold (dissolved oxygen concentrations < 2 mg O2 L
-1) necessary to avoid 
respiratory distress among aquatic organisms. In the Mississippi Sound and Bight, 
hypoxia is most prevalent from late-spring through late summer. Since hypoxia events 
can have dramatic effects on coastal fisheries, the spatial and temporal magnitude of 
hypoxia presents a clear threat to the productive fisheries in the northern Gulf of Mexico. 
Long-term hydrographic data were collected from eight sampling stations on a monthly 
basis from January 2009 to December 2011 along a cross-shelf transect from the mouth 
of Bay of St. Louis to the 20-meter isobath in the Mississippi Bight. These data were then 
used to develop statistical models to predict the geographic extent and intensity of 
hypoxia, informed by variables generally indicative of three main drivers of hypoxia: 1) 
water column stability/stratification; 2) eutrophication; and 3) water quality/clarity. 
Results from comparative analyses of river discharge, nutrient loading, and climatology 
data indicated statistically significant differences (p < 0.05) from year-to-year within self-
similar months (e.g. June 2009 ≠ June 2010 ≠ June 2011); therefore, there was 
insufficient evidence to justify pooling monthly data across multiple years in pursuit of a 
“typical” monthly condition. Month-to-month regression equations were derived from 
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multiple regression analyses of dissolved oxygen resulting in (Adjusted) R2 values 
ranging from 0.718–0.979. Despite statistical differences between self-similar months, 
multi-year datasets were combined to develop “cumulative” monthly regressions which 
yielded (Adjusted) R2 values ranging from 0.531–0.900. These regression products can 
be used as statistical models to explore the impact of a particular variable on the 
development of hypoxia. 
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CHAPTER I 
 
INTRODUCTION 
 
 In recent years, changes in the oceans’ dissolved oxygen content has become an 
increasing focus of oceanic research. Hypoxia events occur when dissolved oxygen 
concentrations fall below the minimum threshold necessary to avoid respiratory distress 
among aquatic organisms, approximately 2 mg O2 L
-1 (Rabalais and Turner, 2001). In the 
case of significant hypoxia (<1 mg O2 L
-1), the results can lead to widespread asphyxia 
and mass mortalities among benthic and demersal species (Wannamaker and Rice, 2000; 
Rabalais et al., 2007; CENR, 2010). In extreme cases, hypoxia may ultimately transition 
into anoxia (0 mg O2 L
-1) (MSRGoMNTF, 2004; Rabalais et al., 2002a; Rabalais et al., 
2007; Rabouille et al., 2008; CENR, 2010), typified by a complete reversal of the 
Oxidation/Reduction Potential (ORP) and a commensurate increase in dissolved CO2 
concentrations and ocean acidification. Of course, the biological consequences of 
hypoxia are dependent upon the ability of aquatic organisms to flee or avoid areas of low 
dissolved oxygen (Wannamaker and Rice, 2000). 
Locally, hypoxic waters, often termed “dead zones”, are most prevalent in the 
coastal waters of the northern Gulf of Mexico from late spring through late summer and 
are becoming more frequent, widespread, and persistent (Rabalais et al., 1999; Rabalais 
and Turner, 2001; CENR, 2010; Rabalais et al., 2010; Howarth et al., 2011). Globally, 
over the last 50 years, dissolved oxygen conditions of many shallow coastal ecosystems 
around the world have been adversely affected by eutrophication partly due to the huge 
environmental pressures on coastal and estuarine ecosystems as a result of economic 
development and population growth, as well as increases in agriculture and livestock 
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production (Culliton et al., 1990; STAP, 2011). The human-induced alteration of coastal 
ecosystems (e.g. enhanced delivery of nutrients, organic matter, and freshwater 
diversions) are changing the intensity, frequency, and duration of coastal hypoxia events 
– events that are contributory to larger environmental stressors, such as global warming, 
climate variability, and ocean acidification (Jorgensen and Richardson, 1996; Justic and 
Rabalais, 1996; Rabalais et al., 1999; Brunner et al., 2006; Rabouille et al., 2008; 
Rabalais et al., 2010; STAP, 2011).  
Since hypoxia events can have dramatic (and more immediate) effects on coastal 
fisheries, the increasing magnitude of hypoxia, both spatially and temporally, presents a 
clear and immediate threat to the productive fisheries of the northern Gulf of Mexico. 
Understanding the dynamics which determine the initiation and fate of hypoxic water 
masses is a matter of critical importance. This is especially true for the environmental 
policy developers and resource managers who are charged with the responsibility to 
develop management strategies, informed by scientific investigation, which can be 
employed to mitigate (if not prevent) environmental impacts, such as those from coastal 
hypoxia. While there are several factors which contribute to the initiation and 
maintenance of hypoxia, these factors can be reduced to three critical drivers of coastal 
hypoxia, which serve as the main focus of this research: 1) water column 
stability/stratification; 2) eutrophication; and 3) water quality/clarity. 
Within the Mississippi Sound and Bight, the isolation of dense, oxygen-deprived 
bottom waters typically occurs as a result of stratification, particularly in the summer 
months when increased surface temperatures coincide with periods of increased 
precipitation and coastal run-off. As freshwater input from the river and marsh systems 
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drain into the Mississippi Sound, two distinct density layers form, creating a buoyant 
layer of warm, low-salinity water that floats on top of a colder, denser saltwater layer 
(Dagg et al., 2007; Bianchi et al., 2010). When surface waters are heated during the 
summer months, the stability of these discrete density layers is enhanced so long as 
strong winds, cold fronts, and hurricanes do not induce mixing. Without vertical mixing 
of the water column, O2 replenishment to disphotic bottom waters can only be achieved 
by the passive diffusion (ventilation) of atmospheric gases. 
While vertical mixing is the most rapid and efficient mechanism to deliver “new” 
O2 to the bottom, the stability of the water column presents a significant impediment to 
vertical mixing. Of course, stratification in coastal waters is driven by vertical gradients 
of both temperature and salinity (Rabalais et al., 1994; Boesch, 1995; Bricker et al., 1999; 
Rabalais and Turner, 2001; Anderson et al., 2002; Dagg et al., 2007; CENR, 2010; 
Howarth et al., 2011). Surface waters of the Mississippi River and the Gulf of Mexico are 
responsive to both global climate change (e.g. as freshwater inputs vary with rising 
temperatures) and seasonal changes (e.g. wind patterns and ocean circulation), creating 
strongly stratified Mississippi coastal waters where the freshwater discharge floats atop 
the salty waters of the Gulf (Rabalais et al., 1994; Boesch, 1995; Engle et al., 1999; 
Bricker et al., 1999; Rabalais and Turner, 2001; Anderson et al., 2002; Brunner et al., 
2006;Dagg et al., 2007; MSRGoMNTF, 2008; Bianchi et al., 2010; CENR, 2010; 
Howarth et al., 2011). 
Eutrophication is commonly described as the process by which the addition of 
nutrients to water bodies, primarily nitrogen and phosphorus, stimulates algal growth 
(Nixon, 1995; Bricker et al., 1999; Goolsby et al., 1999b) often with deleterious 
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consequences. Both NOAA (1997) and USEPA (1999) classify eutrophication with 
respect to chlorophyll into four categories: 1) oligotrophic (0 μg L-1 ≤ chl a < 5 μg L-1); 2) 
mesotrophic (5 μg L-1 ≤ chl a < 20 μg L-1); 3) eutrophic (20 μg L-1 ≤ chl a < 60 μg L-1); 
and 4) hypereutrophic (chl a ≥ 60μg L-1). Eutrophication with respect to nitrogen ranges 
from low (0 μM < N < 7.14 μM); medium (7.14 μM < N < 71.4 μM); and high ( N > 71.4 
μM), while phosphorus ranges from low being defined as (0 mg L-1 < P < 0.32 μM); 
medium (0.32 μM < P < 3.23 μM); and high ( P > 3.23 μM). 
The effects of eutrophication are chronic in the northern Gulf of Mexico, heavily 
influenced by the Mississippi River, the second largest US river which also drains the 
third-largest watershed in the world (MSRGoMNTF, 2004; NRC, 2008). As a result of 
increased agricultural development and various land-use modifications, the annual 
average flux of total nitrogen from the Mississippi River to the Gulf has dramatically 
increased over the last 50 years, from 350,000 metric tons in 1955 to over 1,000,000 
metric tons in 1996 (Culliton et al., 1990; Engle et al., 1999; Goolsby et al., 1999; CENR, 
2000; Aulenbach et al., 2007; EPA, 2009). A casual review of the historical data seems to 
indicate a direct correlation between the frequency and intensity of eutrophication 
relative to the frequency and intensity of hypoxia. Within each of the last five decades, 
coastal areas affected by hypoxia have doubled (Culliton et al., 1990; Caffey et al., 2002; 
Dagg et al., 2007; CENR, 2010; STAP, 2011). From the 1960s to present, the number of 
systems reporting hypoxia has increased about 50 in 1960 to about 400 at present (Diaz 
and Breitburg, 2009). As a result of changes in the land-based sources of these nutrients, 
cases of eutrophication of coastal waters with symptoms of poor water quality, harmful 
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algal blooms, oxygen depletion, and loss of fisheries production are becoming more 
prevalent (Nixon, 1995; Rabalais et al., 2002a; Rabalais et al., 2002b; Dodds, 2006). 
The effects of eutrophication can also lead to a decline in water clarity/quality and 
have complimentary (yet deleterious) effects on water column stability (stratification). As 
phytoplankton receive an abundant supply of nutrients, they are often able to maximize 
their photosynthetic rates in surface waters where the availability of sufficient light 
enables them to increase production, maximize in-situ growth rates, and produce more 
oxygen in the surface waters as a by-product of primary production (NOAA, 1997; 
Bricker et al., 1999; Rabalais and Turner, 2001; MSRGoMNTF, 2008). 
As the eutrophic freshwater discharges are typically quite turbid (from riverine 
sediment loads), they are more likely to form a stratified layer of buoyant, nutrient-
enriched water which significantly reduces water clarity and effectively isolates the 
marine bottom waters from oxygen replenishment (Rabalais and Turner, 2001). 
The depth of the euphotic zone (zeu), or depth at which only 1% of the surface 
photosynthetically available radiation (PAR) remains (Lee et al., 2007), is not only 
degraded by suspended sediments; an abundance of pigmented algal cells (i.e. excess 
phytoplankton biomass) and terrestrial sources of colored dissolved organic matter 
(CDOM) in river effluent will also reduce water clarity (Smith and Baker, 1978; Morel, 
1988; Kuwahara et al., 2000; Dagg et al., 2008). As water quality is degraded (and the 
depth of the euphotic zone is diminished), the phytoplankton blooms stimulated by 
eutrophication can lead to an increased export of particulate organic matter below the 
euphotic zone (Leming and Stuntz, 1984; Rabalais and Turner, 2001; Bianchi et al., 
2010), thereby increasing the potential for heterotrophy in the water column. 
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These processes thereby contribute to the problem of oxygen depletion in the 
bottom water as consumption of O2 in bottom waters increases as a result of respiration. 
Phytoplankton which remain in the well-lit surface waters (or below the euphotic zone) 
may be grazed heavily by zooplankton and other planktivores, converting much of the 
autotrophic biomass into fecal pellets which sink rapidly into the bottom waters (Zhou et 
al., 2011). Bacterial remineralization of this organic matter occurs throughout the water 
column, but is maximized near the bottom, a process that consumes O2 in bottom waters 
and produces CO2 (Zhou et al., 2011). When the phytoplankton are located below the 
compensation depth, they are forced to respire their internal carbohydrate stores, thereby 
consuming (instead of supplying) dissolved oxygen to the surrounding surface waters 
(Rabalais and Turner, 2001; Bianchi et al., 2010; Zhou et al., 2011). 
Background 
In recent years, extensive hypoxia research has been conducted on the Louisiana 
continental shelf off of the Louisiana-Texas coast west of the Mississippi River delta 
where marine coastal eutrophication and stratification have been identified as primary 
drivers in the development of large volumes of hypoxic water masses off of the 
Louisiana-Texas coast in the Gulf of Mexico as a result of the Mississippi and 
Atchafalaya River discharges (Rabalais, 1992; Rabalais et al., 1994; Rabalais and Turner, 
2001; Conley et al., 2009b; Rabalais et al., 2010; DiMarco et al., 2011). These same 
studies identified the development of hypoxia in the waters east of the Mississippi River 
in the Mississippi Sound and Bight, but it was documented as infrequent, short-lived, and 
limited in extent (Rabalais, 1992; Rabalais and Turner, 2001; Gulf States Marine 
Fisheries Commission, 1982-2004; Mechanisms Controlling Hypoxia, 2009-2013). 
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Historically, sediment core-top data samples from the 1940s – 1950s suggest that 
recurrent, seasonal hypoxia did indeed occur in the Mississippi Bight (Brunner et al., 
2006). In fact, Brunner et al. (2006) found benthic foraminiferal proxies that indicated 
hypoxia hotspots of recurrent hypoxic areas seaward of the barrier islands in the 
Mississippi Bight (Figure 1). More recent studies conducted off of the Mississippi coast 
have shown summer hypoxia has occurred east of the Mississippi River delta in the 
Mississippi Sound and Bight (Howden, 2007; Howden et al., 2008; Howden, Pers. 
Comm.; Milroy and Moshogianis, 2010). Hypoxia in this region has been persistent and 
prevalent from late spring through late summer over the past several years, becoming 
more frequent and longer-lived than earlier studies suggested (Brunner et al., 2006; 
Howden, 2007; Howden, Pers. Comm.; Milroy and Moshogianis, 2010).  
Justic et al. (2007) and Bianchi et al. (2010) found significant correlations 
between the total nitrogen load delivered to the Gulf of Mexico via the Mississippi and 
Atchafalaya Rivers and the areal extent of hypoxia. Several statistical regression models 
have been used to predict the extent of seasonal hypoxia, measured in July, given the 
estimated nitrogen load found in May of the same year (Forrest et al., 2011). These 
statistical models have also been used to estimate the required reductions in nitrogen 
loading that would achieve congressionally mandated levels of average areal extent of 
Gulf hypoxia. In order to predict the development of hypoxia, some studies have used 
multiple regression models to determine relationships between dissolved oxygen 
concentrations and eutrophication from nutrient loading (Liu et al., 2010), meteorological 
 
 
 
Figure 1. Bottom-water oxygen concentrations (ppm), recalculated from historical core-top data. Symbols indicate 
published source of core-top data. Circles are from Phleger (1954), triangles from Parker (1954), and inverted triangles 
from Puckett (1992), as described by Brunner et al. (2006). 
8
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parameters (i.e. water temperature, air temperature, wind speed and direction, 
precipitation) (Schmit, 2010), river discharge, hypoxic area, currents, and bathymetry 
(Forrest et al., 2011). 
The research presented herein seeks to build upon the aforementioned studies and 
provide an extensive multiple regression analysis of the variables that represent different 
physical or biogeochemical processes and are known to affect seasonal hypoxia in the 
Mississippi Sound and Bight. Previous multiple regression analysis of hypoxia on the 
Louisiana/Texas (LA/TX) shelf have been moderately successful in establishing hypoxic 
area correlations, dependent primarily upon regional estimates of streamflow and 
nitrogen load (Forrest et al., 2011). Although the effects of nutrient loading (i.e. 
eutrophication) are consistently among the strongest of correlation coefficients (Scavia et 
al., 2003; Turner et al., 2006; Liu et al., 2011), Forrest et al. (2011) have demonstrated 
that the river discharge rates (associated with nutrient loads) as well as current velocities, 
wind stress/power, and sea surface temperature anomalies (i.e. water column stability) are 
also highly correlated with the development of hypoxia. 
Specific to the MS Sound/Bight, this investigation sought to develop new 
regression(s) that may serve as predictive statistical models of hypoxia. Using a more 
holistic approach, this study aimed to use oceanographic and atmospheric data to explore 
model sensitivity and performance in response to the major drivers of hypoxia which fall 
into three categories: 1) Water-Column Stability/Stratification, 2) Eutrophication, and 3) 
Water Clarity/Quality. 
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Predictor (Xi) Variables Associated with Water-Column Stability/Stratification 
There are many factors that play a role in water-column stability, or stratification, 
Some variables can be measured directly in the field including vertical profiles of water 
temperature, salinity, and hydrostatic pressure, station depth and distance from shore, and 
others taken from river monitoring stations (i.e. river discharge, nutrients, sediment load), 
and weather stations (i.e. for wind direction and velocity). These parameters can be used 
to make inferences on water column stability. The bathymetry of the region will also play 
a role in defining stratification; therefore, bathymetric data was be used.  
There are a number of other physical factors that can be calculated, or derived, 
from the in-situ data collected or gathered from local weather stations that can also serve 
as indicators of water column stability, including estimates for the static stability of the 
water column (EStability) and the mixed layer depth. 
Predictor (Xi) Variables Associated with Eutrophication 
There are a number of different factors that are indicative of eutrophication and 
can be employed either as direct measures or as proxies of eutrophication. One of the 
major threats to the health of coastal marine waters is excessive nutrient loading, 
especially nitrogen (N) and phosphorus (P) into surface waters (Rabalais and Turner, 
2001). Temperature and salinity are two variables that can be used to define water 
column stability, but also have implications of quantifying the extent of eutrophication as 
freshwater discharge carries nutrients to the system that drives biological productivity 
and decomposition. 
The factors this study assessed in regards to eutrophication were: water 
temperature, salinity, chlorophyll concentrations, nutrient concentrations of NO2
- (nitrite), 
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NO3
- (nitrate), NH4
+ (ammonium), PO4
3- (phosphate), SiO4
4- (silicate), dissolved 
inorganic nitrogen (DIN). Both CDOM and suspended sediments are indicative of 
freshwater effluent (in local waters this can be presumptive of eutrophication), but 
perhaps more directly an indicator of water clarity. 
Predictor (Xi) Variables Associated with Water Clarity 
The diffuse attenuation coefficient is an important water property related to light 
penetration and the availability of light in aquatic systems (Wang et al., 2009). The 
vertical distribution of light in the ocean is determined by the spectral attenuation of solar 
radiation in the ocean by seawater and its composition (Doron et al., 2007). The most 
common quantity used for describing the attenuation of light in optical oceanography is 
the vertical diffuse attenuation coefficient, Kd (m
-1) (Doron et al, 2007; Pierson et al., 
2008). 
Kratzer et al. (2003) investigated the relationship between Kd(490) and Kd(PAR) 
using in-situ measurements by employing linear regression analysis. Kd490 is the best 
value for this method because blue light at 490 nm typically penetrates deeper than red 
light (higher wavelengths). Seasonal fluxes in freshwater discharge (and therefore 
CDOM and suspended particles) will alter water quality and clarity, in turn affecting the 
depth of the euphotic zone. 
Predicting Dissolved Oxygen (Y) as a Measure of Hypoxia 
All of the predictor variables (Xi) described in this study (both measured and 
derived, that are associated with water clarity/quality, eutrophication, and water column 
stability/stratification) served as predictor variables in a multiple regression analysis to 
predict dissolved oxygen concentrations. The predicted dissolved oxygen concentrations 
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was be compared to measured dissolved oxygen values from the field in order to test the 
accuracy of the statistical model in predicting dissolved oxygen dynamics in coastal 
Mississippi waters.  
In order to predict dissolved oxygen as a measure of hypoxia, the focus was on 
predicted versus measured values of dissolved oxygen that fall below 2.0 mg L-1. By 
predicting the dissolved oxygen at this concentration, presence or absence of hypoxia was 
determined. 
The Multiple Regression as a Predictive Statistical Model 
The simplest functional relationship of one variable to another in a population is 
the simple linear regression, defined as: 
𝑌 = 𝑏 + 𝑚𝑋𝑖      (1) 
where Y and X represent the predicted and predictor variables, respectively; m (the slope) 
is the regression coefficient in the sampled population, b (the y-intercept) is the predicted 
value of Y in the population when X is zero, and the subscript i indicates the ith pair of X 
and Y data in the sample (Zar, 2010).  
In many situations, Y may be considered dependent upon more than one variable; 
theoretically, there is no limit to the number of predictor variables (Xi), so Y may be 
considered dependent upon multiple variables (Zar, 2010). Multiple regression analysis 
examines the effects of multiple predictor variables on the value of a dependent 
(predicted) variable and attempts to determine a linear function that can describe the 
association between the predicted variable and various predictor variables (Hill and 
Lewicki, 2007; Zar, 2010). The general linear model for multiple regression is:  
 𝑌 = 𝑏 + 𝑚1𝑋1 +  𝑚2𝑋2 + 𝑚3𝑋3+… + 𝑚𝑖𝑋𝑖 +  𝜀𝑖              (2) 
 
 
13 
 
 
where Y is the expected (or predicted) value of the predicted variable for a given set of X 
values which serve as predictor variables; mi is the estimated slope of the regression of Y 
as a function of the ith predictor variable Xi, and b is the estimated intercept (Zar, 2010). 
The “regression error”, ε, is the amount by which the “true” value of Y differs from what 
is predicted by the regression equation where the sum of all ε’s is zero and ε is normally 
distributed (Hill and Lewicki, 2007; Zar, 2010). For any non-linear association between 
Xi and Y, appropriate mathematical transformation is required to maintain the linear 
relationship between the predicted and/or predictor variables in the multiple regression 
model (Zar, 2010). 
One of the major challenges of multiple regression analysis is determining the 
best combination of predictor variables to yield the most accurate regression model of the 
depended (predicted) variable. There are several approaches that can be applied to 
determine the best method for selecting predictor variables while conducting multiple 
regression analysis (i.e. forward addition, backward elimination) (Kutner et al., 2004; 
Zar, 2010). 
Forward addition begins with no variables in the equation. Variables are checked 
one at a time, and the most significant is added to the model at each stage. The procedure 
is terminated when all of the variables not in the equation have no significant effect on 
the predicted variable Y (Field, 2005; Zar, 2010). Backward elimination beings using all 
the variables (X1, X2,…, Xi ) to create the complete regression equation. The variables are 
checked one at a time, and the least significant is removed from the model at each stage. 
This procedure is terminated when all of the variables remaining in the equation provide 
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a significant contribution to the prediction of the predicted variable Y (Field, 2005; Zar, 
2010). 
While the procedures of forward addition and backward elimination of variables 
are stepwise in their execution, the method commonly named “stepwise” employs both 
the forward addition and backward elimination of predictor variables to conclude which 
of the predictor variables or combination of predictor variables should in in the multiple 
regression model (Kutner et al., 2004; Zar, 2010). The stepwise regression method 
provides the most robust method of analysis (Zar, 2010) and was therefore chosen for us 
in this study. 
While performing multiple regression analysis, collinearity may exist if two 
predictor variables are highly correlated to one another; multicollinearity can exist if 
more than two variables are highly correlated (Field, 2005; Zar, 2010). A strong 
correlation between multiple predictor variables will cause the partial regression 
coefficients to inaccurately reflect the dependence of Y on the predictors that exist in that 
population, resulting in a decrease of the statistical power of the test, and a misinformed 
interpretation of the effects of the predictor variables on the predicted variable (Zar, 
2010). Zar (2010) suggests that multicollinearity is more likely with a large number of 
predictor variables, as is the case with study. In order to detect and quantify the effects of 
multicollinearity, one can examine the results of a multiple regression analysis  by 
analyzing the Pearson Correlation Coefficient and tolerance level between the predictive 
variables. In order to reduce the influence of multicollinearity, one or more variables can 
be deleted from the multiple regression (Zar, 2010). 
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While previous efforts to model hypoxia within the northern Gulf of Mexico have 
focused primarily on the LA/TX shelf (Scavia et al., 2003; Scavia et al., 2004, Turner et 
al., 2006; Kemp et al., 2009; Forrest et al., 2011), very little hypoxia modeling has been 
done in the Mississippi Sound and Mississippi Bight, landward of the 20 m isobath. 
Objectives 
The primary objective of this research was to analyze the long-term hydrographic 
data gathered monthly at repeat stations (8 total) in the Mississippi Sound and Bight from 
2009-2011, in order to develop a statistical model which could be used to predict the 
geographic extent and intensity of hypoxic water masses. The statistical model was 
informed by multiple predictor variables which were generally indicative of the three 
primary drivers of hypoxia: 1) water column stability/stratification, 2) eutrophication, and 
3) water clarity/quality. 
In particular, this project addresses the following key objectives: 
 1. Identify and analyze the key environmental factors that influence the dissolved 
oxygen concentrations in the Mississippi Sound and Bight. 
2. Explore whether seasonal patterns are consistent enough so that self-similar 
months (e.g. April, May, June, etc.) across multiple years can be combined for 
analysis. 
3. Explore whether between-year comparisons of the entire hypoxia season (e.g. 
2009 vs. 2010 vs. 2011) are valid. 
4. Explore whether variability exists between environmental conditions that 
requires analysis of a single month within a single year.  
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5. Develop a multiple regression equation (or series of regressions) that can be 
used as a predictive statistical model of coastal hypoxia. 
The development of hypoxia is a complex phenomenon in which a number of the 
environmental forcing factors must occur coincidently in both time and space. A number 
of these complexities include issues of timing, initiating mechanisms, intensity and 
duration, evolution and advection of hypoxic water masses, geographic extent of hypoxic 
water masses, and termination mechanisms. Statistical analyses of various combinations 
of these parameters not only help to reveal the major drivers of hypoxia, but they also aid 
in the sensitivity analyses for each of those critical drivers. 
Hypotheses 
1. Spatially- and temporally-variable predictors of water column 
stability/stratification are correlated significantly with the development of 
hypoxia and may be used to predict the geographic extent and intensity in the 
MS Sound/Bight via multiple regression analysis.  
2. Spatially- and temporally-variable predictors of eutrophication are correlated 
with hypoxic water masses and may be used to predict the geographic extent 
and intensity of hypoxia in the MS Sound/Bight via multiple regression 
analysis.  
3. Spatially- and temporally-variable predictors of water clarity are correlated 
with localized hypoxic water masses and may be used to predict the 
geographic extent and intensity of hypoxia in the MS Sound/Bight via 
multiple regression analysis. 
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4. Environmental conditions within self-similar months are variable across 
multiple years (i.e. environmental parameters from April 2009 ≠ April 2010 ≠ 
April 2011, etc.); therefore, multiple regression equations must be developed 
for each month, individually. 
5. The development of hypoxic water masses is a complex phenomenon which 
can be predicted using a complex statistical model, informed by the synthesis 
of historical hydrographic data (to include in-situ measurements, lab analyses, 
and satellite/remote sensing products) and correlation analyses of pertinent 
indicators of stratification, eutrophication, and water clarity effects. 
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CHAPTER II 
 
METHODS 
  Long-term hydrographic data were collected from eight sampling stations along a 
cross-shelf transect from the mouth of the Bay of St. Louis through the Mississippi Sound 
to the 20 meter isobath in the Mississippi Bight (Figure 2), conducted on a monthly basis 
from January 2009 to December 2011 as part of a funded project supported by the 
Northern Gulf Institute (NGI) research initiative. The NGI transect extends southward 
from the Bay of St. Louis, and into the Mississippi Sound and Mississippi Bight, 
terminating at the 20 meter isobath south of Horn Island. All stations were sampled using 
the R/V LeMoyne, operated by the USM Department of Marine Science. 
Data Acquisition via Hydrocast 
Hydrographic surveys were conducted monthly from 2009 to 2011 (Table 1). 
Only the data collected from April through September of each year from these 
hydrographic surveys was used for multiple regression analysis as the purpose of this 
study was to test the accuracy of predicting low dissolved oxygen concentrations. Late-
spring through early-fall is the traditional time-period when hypoxia is present in the 
northern Gulf of Mexico (Rabalais et al., 2002).  
Vertical profile data were collected continuously through the water column via 
hydrocast and the results were binned into 0.25 meter depth increments (ZDepth) at 
repeat stations along the NGI Transect (Table 2). The shortest distance from each NGI 
station to the shore (ShortDisFromShore) was calculated using the Haversine function 
(Sinnott, 1984).
 
 
 
 
Figure 2. Landsat image of the northern Gulf of Mexico (Google Earth Pro, 2015), and (inset) a bathymetric chart of the study 
site locations and repeat stations in the Mississippi Sound and Bight visited monthly by USM-DMS in the Northern Gulf 
Institute project (depth contours in meters). “NGI” indicates stations along the Northern Gulf Institute cross-shelf transect (S. 
Howden, unpublished data, 2006).  
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Table 1 
Dates of Collection Spanning from 2009 – 2011 
YEAR MONTH DAY YEAR MONTH DAY YEAR MONTH DAY 
2
0
0
9
 
January 29 
2
0
1
0
 
January 13 
2
0
1
1
 
January -- 
February -- February -- February 16 
March 12 March 31 March 16 
April 16 April -- April 13 
May 28 May* 17, 26 May* 21, 23 
June 25 June 16 June 22 
July -- July 14 July 20 
August 19 August -- August 17 
September 30 September 15 September 14 
October -- October 6 October 5 
November 18 November 17 November 21 
December -- December -- December -- 
 
Note. “*” indicates sampling was conducted on multiple days during the specified month; “--” denotes that no sampling was 
conducted during that month; “Bolded” dates correspond to the traditional months where hypoxia is present, and are the representative 
dates where the data collected was used in the multiple regression analysis).  
 
Table 2  
Descriptive Information about Stations along the NGI Transect in the Mississippi Sound 
and Bight. 
 
NGI 
STATION 
# 
LATITUDE 
(N) 
LONGITUDE 
(W) 
MAXIMUM 
DEPTH (m) 
DISTANCE 
ALONG 
TRANSECT 
(km) 
DISTANCE 
FROM 
SHORE 
(km) 
1 30.3145° -89.3073° 3.50 0.0 1.43 
2 30.2888° -89.2990° 3.50 3.0 1.79 
3 30.2365° -89.2243° 3.25 12.2 8.80 
4 30.1979° -89.1829° 6.50 18.0 14.15 
5 30.1613° -89.0461° 7.00 31.8 22.47 
6 30.1320° -88.9070° 11.25 45.6 28.65 
7 30.0920° -88.7679° 14.00 59.7 28.16 
8 30.0417° -88.6461° 20.50 72.7 33.99 
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Google Earth Pro Version 7.1 (http://www.google.com/earth/index.html) was 
used to determine the position of a point on the coast that represented the shortest 
distance to each NGI station. The shortest distance (d) between two points was calculated 
using their respective coordinates (latitude and longitude, in radians) and the haversine 
formula (Sinnott, 1984), defined as:  
𝛥𝑙𝑎𝑡 =  𝑙𝑎𝑡2 −  𝑙𝑎𝑡1       (3) 
𝛥𝑙𝑜𝑛𝑔 =  𝑙𝑜𝑛𝑔2 −  𝑙𝑜𝑛𝑔1       (4) 
𝑎 =  𝑠𝑖𝑛2 (
𝛥𝑙𝑎𝑡
2
) + 〈cos(𝑙𝑎𝑡1) ∗  cos(𝑙𝑎𝑡2) ∗ 𝑠𝑖𝑛
2 (
𝛥𝑙𝑜𝑛𝑔
2
)〉      (5) 
where: 
𝑐 = 2 ∗ 𝑎𝑟𝑐𝑡𝑎𝑛2 (√𝑎 , √1 − 𝑎)     (6) 
𝑑 = 𝑅 ∗ 𝑐        (7) 
and R is equal to the mean radius of the earth (6,371 km). 
A Sea-Bird SBE 49 FastCAT CTD instrument package was used to for in-situ 
measures of water temperature (WaterTemp; range = -5 to +35 °C; sensitivity = 1 x 10-4 
°C; accuracy = + 0.002 °C), conductivity (sensitivity = 5 x 10-5 S m-1; accuracy = 0.1% S 
m-1 ) and hydrostatic pressure (sensitivity = 0.002% kPa; accuracy = 0.1% kPa). Salinity 
was determined from conductivity measures according to the method suggested by 
Fofonoff and Millard (1983). Hydrostatic pressure was converted from kPa to depth 
(ZDep, in meters) while density (Sigma-t or σt, in kg m-3) was derived as a function of 
salinity, temperature, and hydrostatic pressure according to the method suggested by 
Saunders and Fofonoff (1976). 
Dissolved oxygen (DO) was measured using a Sea-Bird SBE 43 DO Sensor 
(sensitivity = 1 x 10-5 mg L-1; accuracy = +0.0005 mg L-1) integrated within the SBE 
 
 
22 
 
FastCAT CTD instrument package. In addition to the SBE 43 DO Sensor, a WET Labs 
ECO-FL3 Fluorometer was also integrated into the SBE FastCAT CTD instrument 
package for in-situ fluorometric analysis of chlorophyll-a (FluoroChlA; Ex/Em 470/695 
nm; sensitivity = 0.02 mg chl a L-1; range 0.01 – 125 mg chl a L-1; linearity 99% R2), 
phycoerythrin (FluoroPhyco; Ex/Em 540/570 nm; sensitivity = 0.03 ppb; range = 0 – 230 
ppb; linearity = 99%R2), and chromophoric dissolved organic matter, or CDOM 
(FluoroCDOM; Ex/Em 370/460 nm; sensitivity = 0.09 ppb; range = 0 – 500 ppb; linearity 
= 99% R2). 
Data Acquisition via Sample Analysis 
Water samples were collected for fluorometric analysis of chl a (Welschmeyer, 
1994) and for the determination of dissolved macro-nutrients, at the surface for NGI 
stations 1-4, and at the surface, mid-depth, and bottom (0.5 m from bottom) for NGI 
stations 5-8. All water samples were taken in triplicate, analyzed in the laboratory, and 
with the results for the mean and standard deviations of nutrient concentrations calculated 
at each depth per station and recorded. To quantify the instantaneous concentrations of 
macro-nutrients, an Astoria-Pacific A2+2 nutrient auto-analyzer (0.001 µM resolution) 
was used to measure concentrations of ammonium (NH4
+ ; “-Ammo”), nitrite (NO2-), 
nitrate (NO3
-), phosphate (PO4
3-; “-Phos”), and silicate (SiO44-; “-Sil”) analyzed from 
triplicate samples at each depth per station. The total amount of dissolved inorganic 
nitrogen (DIN) was determined simply as the sum of ammonium, nitrite, and nitrate. The 
summation of nitrate and ammonium (-NitrateNH4) was also analyzed to capture 
multiple combinations and forms of nitrogen. 
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Depending on the depth of the sampling location, collections were made at the 
surface (Surf-), bottom (Bott-), and/or middle (Mid-). With respect to statistical analyses, 
chlorophyll and nutrient concentrations measured at the surface, middle, and bottom were 
each used as a different parameter. A sample at each depth is important as there are 
variations in light penetration at different depths (i.e. net oxygen production in the 
euphotic zone, and net oxygen consumption in the disphotic layers), and the sample also 
represents the organic load present at the respective depth of the water column. It is 
important to note that an attempt was made at each station to collect triplicate water 
samples from the surface, middle, and bottom in order to determine water sampling 
variability for the water column profile. However, weather conditions and time 
restrictions on various days of the respective cruises hindered the collection of all 
samples at each depth, at all stations. The date and corresponding sample depths of each 
water sample collected at each station can be found in Table 3.  
In situ measurements of DO were periodically verified from triplicate surface and 
bottom water samples using the Winkler titration method (Grasshoff, 1983) in order to 
confirm quality control between the SBE 43 DO Sensor and DO concentrations measured 
from discrete water samples. ECO-FL3 fluorometry data were verified periodically using 
discrete water samples filtered and analyzed for chl a following the methodology from 
Welschmeyer (1994) and equations from Ritchie (2006 and 2008) were used to calculate 
instantaneous chl a concentrations from fluorometer measurements, although it is 
understood that in vivo fluorescence per unit chl a is a variable and thus there is 
considerable uncertainty in these determinations.
 
 
Table 3 
 
Sampling Dates, Stations, and Depth of Water Samples.  
 
 
Note. “S” = surface, “M” = middle, “B” = bottom, “--” = no sample taken, due to weather conditions or time constraints. 
Year Stations
Sample 
Depth
1 - 4 S
5 - 6 S M B
6 S M B
7 - 8 --
-- --
1 - 4 S
5 S M B
6 - 8 --
1 - 5 S
6 - 8 --
1 - 4 S
5 S M B
6 M B
7 - 8 S M B
1 - 4 --
5 - 7 S B
8 S M B
-- --
1 - 4 S
5 - 6 S M B
7 --
8 S M B
1 - 4 S
5 - 7 S M B
8 --
-- --
1 - 4 S
5 - 8 S M B
-- --
August 19
September 30
October
November 18
December
February
April 16
May 28
June 25
July
Date
January 29
March 12
2
0
0
9
Year Stations
Sample 
Depth
1 - 6 S
7 - 8 --
-- --
1 - 4 S
5 - 8 S M B
-- --
1 - 4 S
5 - 8 S M B
1 - 4 S
5 - 8 S M B
1 - 5 S
6 S B
7 - 8 S M B
1 - 3 --
4 S
5 - 8 S M B
-- --
1 --
2 - 4 S
5 - 8 S M B
1 - 4 S
5 S M B
6 - 8 --
1 - 4 S
5 S B
6 - 8 --
-- --
Date
December
October 6
November 17
September 15
2
0
1
0
February
May 17
May 26
April
June 16
January 13
March 31
July 14
August
Year Stations
Sample 
Depth
-- --
1 - 4 S
5 - 8 S M B
1 - 4 S
5 - 7 S M B
8 --
1 - 4 S
5 - 8 S M B
1 - 8 --
1 - 4 S
5 - 8 S M B
1 - 4 S
5 - 8 S M B
1 - 4 S
5 - 8 S M B
1 - 4 S
5 - 8 S M B
1 - 4 S
5 - 8 S M B
1 - 4 S
5 - 8 S M B
1 - 7 S
8 S M B
-- --
2
0
1
1
Date
August 17
September 14
October 5
November 21
December
May 23
January
February 16
June 22
July 20
March 16
April 13
May 21
2
4
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Data Acquisition via External Sources 
Values for the maximum water column depth (MaxDep) at each station were 
extracted using the National Ocean and Atmosphere Administration (NOAA) National 
Geophysical Data Center’s (NGDC) 3 arc-second Coastal Relief Model (CRM) for the 
Mississippi Sound and Bight (NOAA, 2011; Love et al., 2012), and verified from the 
maximum depth of deployment of the SBE 49 FastCAT CTD instrument package. 
Various physical data were obtained from 2009 to 2011, detailed in Table 4, with 
respect to corresponding sampling dates from Table 1. In order to explore monthly and 
year-to-year variations in environmental parameters, river discharge data were obtained 
from both the U.S. Geological Survey (USGS) National Water Information System 
(NWIS) web-based database (http://waterdata.usgs.gov/usa/nwis/nwis) and U.S. Army 
Corps of Engineers (USACE) New Orleans Water District network 
(http://www.mvn.usace.army.mil/Missions/Engineering/StageandHydrologicData/Histori
calDischarges.aspx; Aulenbach et al., 2014) of river gage and water quality monitoring 
stations. Data were collected at 15-minute intervals and averaged for monthly means 
from the Mississippi River at Tarbert Landing, Mississippi (USACE 01100), Pearl River 
near Lena, Mississippi (USGS 02483500), Biloxi River at Wortham, Mississippi (USGS 
02481000), Wolf River near Landon, Mississippi (USGS 02481510), and Pascagoula 
River at Merrill, Mississippi (USGS 02479000) (Figure 3), river systems that directly 
influence the Mississippi Sound and Bight (Ahsan et al., 2002). River discharge data 
were retrieved from Mississippi River station at 15 minute intervals, from 30 days prior 
(“Month1”) and from 30 – 60 days prior (“Month2”) to the monthly NGI cruise dates 
(Table 5). This nomenclature was used to represent Mississippi River discharge and  
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Table 4  
 
Supplementary Information on the Physical Data Collected from Government Agencies 
from January 2009 to December 2011. 
 
Data Type/Location Agency Station Coordinates Source 
River Discharge (Pearl River) USGS 02489500 30°47'35"N, 89°49'15"W USGS, 2015 
River Discharge (Biloxi River) USGS 02481000 30°33'31"N, 89°07'19"W USGS, 2015 
River Discharge (Pascagoula River) USGS 02479000 30°58'41"N, 88°43'37"W USGS, 2015 
River Discharge (Wolf River) USGS 02481510 30°29'01"N, 89°16'28"W USGS, 2015 
River Discharge (Mississippi River) USACE 01100 31°00'30"N, 91°37'25"W USGS, 2014 
Nitrite + Nitrate (Mississippi River) USACE 01145 30°42'10"N, 91°20'39"W USGS, 2014 
Total Phosphorus (Mississippi River) USACE 01145 30°42'10"N, 91°20'39"W USGS, 2014 
Total Silica (Mississippi River) USACE 01145 30°42'10"N, 91°20'39"W USGS, 2014 
Wind Direction (Bay of St. Louis, MS) NOAA 
 
WYCM6 30°19'35"N, 89°19'33"W ndbc.noaa.gov 
Wind Speed (Bay of St. Louis, MS) NOAA  WYCM6 30°19'35"N, 89°19'33"W ndbc.noaa.gov 
Air Temperature (Bay of St. Louis, MS) NOAA  WYCM6 30°19'35"N, 89°19'33"W ndbc.noaa.gov 
Atmospheric Pressure (Bay of St. Louis, MS) NOAA WYCM6 30°19'35"N, 89°19'33"W ndbc.noaa.gov 
Wind Direction (Petit Bois Island, MS) NOAA PTBM6 30°12'47"N, 88°30'17"W ndbc.noaa.gov 
Wind Speed (Petit Bois Island, MS) NOAA PTBM6 30°12'47"N, 88°30'17"W ndbc.noaa.gov 
Air Temperature (Petit Bois Island, MS) NOAA PTBM6 30°12'47"N, 88°30'17"W ndbc.noaa.gov 
Atmospheric Pressure (Petit Bois Island, MS) NOAA PTBM6 30°12'47"N, 88°30'17"W ndbc.noaa.gov 
 
Note. Data were collected at 15-minute intervals for river discharge, averaged daily for nutrient discharge, and at 6-minute intervals 
for wind direction, wind speed, air temperature, and atmospheric pressure. 
 
 
 
 
 
Figure 3. Map of USGS and USACE river monitoring stations and NOAA NDBC monitoring stations in the Mississippi 
Sound and Bight. Red lines indicate watershed boundaries. Blue lines indicate river systems. River discharge stations are 
labeled in yellow, while the NGI sampling stations and transect are outlined with the yellow push-pins.  
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nutrient flux to the Mississippi Sound and Bight from one month prior, and two months 
prior to the sampling date as suggested by Green et al. (2009). 
Values for estimates of nutrient delivery (flux) data for the Mississippi River use 
daily streamflow data and nutrient concentrations from analysis of periodic water-quality 
samples (Aulenbach et al., 2007). River-borne nutrient concentrations were taken from a 
USGS river monitoring station near Saint Francisville, Louisiana (USACE– 01145) and 
reported by USGS as flux estimates for nitrite + nitrate (“No2No3”), total phosphorus 
(“TP”), and total silica (“Si”) while mean daily river discharge values (“AvgDailyFlow”) 
were taken from the Mississippi River at Tarbert Landing, Mississippi (USACE-01100) 
(Table 5) (Aulenbach et al., 2014; Aulenbach, Pers. Comm., 2015).  
It is important to note that along the Mississippi River, downriver of the 
aforementioned stations, there are several freshwater diversions or artificial outlets along 
the river, historically established to manage flood stage and adjacent basin salinities 
(Figure 4). These outlets redirect Mississippi River water to alleviate flood stage and 
provide additional flood protection to New Orleans and similar downriver cities (Lake 
Pontchartrain Basin Foundation, 2014). Stations USACE-01100 and USACE-01145 were 
selected for this study because these stations are located immediately downstream of the 
Atchafalaya/Mississippi River split and above the river diversions and are therefore the 
best representation of seasonal Mississippi River discharge and nutrient flux (Aulenbach 
et al., 2007). 
In order to investigate the potential influence of the freshwater and nutrient-rich 
river discharge on dissolved oxygen, data from two US Army Corps of Engineers stations 
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Table 5  
 
Description of Variables Gathered from the Mississippi River Data Stations to Assess 
Daily Discharge from Tarbert Landing (USGS- 07295100) and Average Daily Nutrient 
Flux from Saint Francisville, Mississippi (USACE - 01145). 
 
Variable Name Description Units 
 
Month1AvgDailyFlow Average daily discharge, from 30 days prior to 
sampling date 
 
m3/s 
Month2AvgDailyFlow Average daily discharge, from 30 - 60 days 
prior to sampling date 
 
m3/s 
Month1NO2NO3 Average daily flux of nitrite + nitrate, at 
nitrogen, from 30 days prior to sampling date 
 
Metric Tons per day 
Month1TP Average daily flux of Total Phosphorus, from 
30 days prior to sampling date 
 
Metric Tons per day 
Month1Si Average daily flux of Total Silica, from 30 
days prior to sampling date 
 
Metric Tons per day 
Month2NO2NO3 Average daily flux of nitrite + nitrate, at 
nitrogen, from 30 - 60 days prior to sampling 
date 
 
Metric Tons per day 
Month2TP Average daily flux of Total Phosphorus, from 
30 - 60 days prior to sampling date 
 
Metric Tons per day 
Month2Si Average daily flux of Total Silica, from 30 - 60 
days prior to sampling date 
Metric Tons per day 
 
 
 
 
 
Figure 4. Mississippi River freshwater diversions and schematic of hypothetical flow of Mississippi River water into the 
adjacent systems (Derived from America’s WETLAND Foundation, 2012). 
Bonnet Carré Spillway 
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(USACE-01100 and USACE-01145) were used to obtain river discharge data and 
nutrient data. These two stations are the last two stations on the Mississippi River with 
both parameters, upriver of the freshwater diversions; all of the water downstream of the 
these stations (Figure 5) will make its way into the northern Gulf of Mexico, via 
Mississippi River or the diversions, therefore, these are the most appropriate stations to 
use for this study. 
Currently, USGS estimates monthly nutrient flux of the Mississippi River using 
the USACE- 01145 station (Aulenbach, Pers. Comm., 2015). The method involves using 
two-regression based models; the adjusted maximum likelihood estimator (AMLE) 
method and the composite (COMP) method (Aulenbach, Pers. Comm., 2015), however, 
both methods estimate nutrient loads as a function of concentration, discharge (from 
USACE-01100) and time (Green et al., 2009). The COMP model applies a periodic-
weighted interpolation of regression residuals with time and improves upon the AMLE 
method, providing the most accurate estimate of nutrient loads (Green et al., 2009; 
Aulenbach, Pers. Comm. 2015); therefore, the COMP model data were used for this 
study. 
To investigate the potential influence of seasonal climatology on dissolved 
oxygen concentrations, it was necessary to acquire climatological data around the 
Mississippi Sound and Bight. Climatological data were taken from the NDBC buoys at 
six minute intervals from. Data for wind direction (“WindDir”, in degrees from true 
North), wind speed (“WindSpd” in m s-1, averaged over an six-minute period), air 
temperature (“ATemp” in °C), and atmospheric pressure (“Pres” in mBar) were gathered 
from the NOAA-NDBC weather stations at Petit Bois Island (PTBM6-8741003), and Bay 
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Waveland Yacht Club (WYCM6 – 8747437) (Figure 6) from January 2009 to December 
2011. These climatological parameters can influence mixing rates and stratification of the 
water column; therefore, it is important to quantify the impacts of these variables on 
dissolved oxygen. The data used for this study included 6-minute intervals, for 24 hours, 
across 7-days of data prior to the day of the NGI cruise dates (Table 6). For example, if 
an NGI cruise was conducted on May 23rd, the 7-day climatological data which preceded 
that date were gathered from May 16 to May 23. 
Estimates for the static stability of the water column (E; “EStability”) were 
approximated using the formula suggested by Knauss (2005):  
 
(8) 
 
where ρ represents in situ density (kg m-3). C is the speed of sound (m s-1) in the ocean, 
and g is the gravitational constant (9.8 m s-2). Since the (g/C2) term in Equation 8 is used 
to correct for the compressibility of seawater with depth, it was assumed that the 
compressibility of seawater was negligible in the relatively shallow depths relevant to this 
investigation; thus, Equation 8 was simplified to: 
 
(9) 
 
Using the static stability (E) from Equation 9, water-column stability was also 
described using the Brunt-Väisälä frequency (N): 
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                 (10) 
where TN is the period of oscillation (TN) of a particle (or water parcel) displaced across 
the vertical density gradient described by the ( z / ) term in Equation 9. 
 
 
Figure 5. Schematic of Mississippi-Atchafalaya River Basin. Aulenbach et al., 2007. 
 
 
 
 
  
(USACE 01100) 
(USACE 01145) 
 
 
 
Figure 6. Map of NOAA NDBC Buoys WYCM6 and PTBM6 in relation to NGI transect. 
3
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Table 6 
Description of Climatological Data from NOAA NDBC Weather Stations. 
Variable Name Description Units 
 
WindDirXXX Wind Direction 0 – 360 degrees (0 degrees due north) 
 
WindSpdXXX Wind Speed m/s (6-minute average) 
 
ATempXXX Air Temperature °C 
 
PresXXX Atmospheric Pressure Mbar 
 
Note. “XXX” indicates the NOAA NDBC weather station where the data were measured (Figure 6; BSL = Bay of St. Louis, 
WYCM6; PTB = Petit Bois Island, PTBM6). 
Using data from the vertical hydrocasts, the mixed layer depth 
(MixedLayerDepth) was estimated according to the threshold gradient method described 
by Thomson and Fine (2003). Thomson and Fine (2003) describe the mixed layer as the 
surface layer characterized by uniform to near-uniform density, active vertical mixing, 
and high dissipation caused by turbulence generated in the ocean by the wind, convective 
cooling, breaking waves, current shear, and other physical processes. The threshold 
gradient method defines the base of the mixed layer as the depth at which the potential 
density at depth z (
z
 ) changes by +0.01 kg m-3 relative to the potential density 
measured at a prescribed depth of 2.5m (
m5.2
 ), where: 
 
MixedLayerDepth = z, when   01.0
5.2

mz 
  kg m-3   (11) 
 
To investigate the potential influence of the suspended algal biomass (as chl a) on 
dissolved oxygen as a consequence of location either above or below the compensation 
depth, it was necessary to estimate the depth of the euphotic zone. Pierson et al. (2008) 
 
 
36 
 
defines the depth where the radiant energy at 490nm is only 1% of the surface irradiance 
as the euphotic zone depth (zeu), such that:  
 
zeu = 4.6/Kd (490)      (12) 
 
where Kd (490) is the mean diffuse attenuation coefficient (m
-1) at a wavelength of 
490nm. 
MODIS products have been used along the coastal northern Gulf of Mexico in the 
past to derive ocean parameters (Lohrenz et al., 1999; Li et al., 2003; Miller and McKee, 
2004; Vandermeulen, 2012). Satellite images were taken from NASA’s Moderate 
Resolution Imaging Spectroradiometer (MODIS) satellite products. 8-day composite 
(centered about the day of the cruise, 4 days prior and 4 days hence) images of the diffuse 
attenuation coefficient of downwelling irradiance at 490 nm (Kd490) were downloaded 
from the NOAA-ERDDAP (NOAA, 2012) and interpolated using nearest-neighbor 
interpolation method (Bernstein, 1976) across the study area to estimate the Kd490 at 
each NGI station for each corresponding cruise date. 
To explore the relevance of the mixed layer depth relative to the overall depth of 
the water column, the “MixLayDivMaxDep” variable was simply calculated as: 
MixLayDivMaxDep = MixedLayerDepth / MaxDep                                       (13) 
ZeuDivMLD was used to represent the percentage of the mixed layer that is euphotic and 
was calculated from existing measures as:  
              ZeuDivMLD = zeu / MixedLayerDepth               (14) 
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Similarly, ZeuDivMaxDep was used to represent the percentage of the entire water 
column that is euphotic and was calculated as: 
ZeuDivMaxDep = zeu / MaxDep                                              (15) 
The depth at which each discrete water sample was taken, relative to the depth of the 
mixed layer at the time of sampling (ZDepDivMLD), was calculated as: 
ZDepDivMLD = ZDep / MixedLayerDepth               (16) 
The shortest distance from shore divided by maximum depth (ShortDfsDivMaxDep) is 
defined as: 
ShortDfsDivMaxDep = ShortDisFromShore / MaxDep        (17) 
which was used to represent the offshore depth gradient. This is in order to allow for the 
application of these methods along the NGI transect to be applied to other locations in 
Mississippi’s coastal waters with similar bathymetric gradients, relative to distance from 
shore.  
Statistical Analyses 
Datasets were imported using Microsoft Excel 2010 in order to perform quality 
control and data exploration. All statistical analyses for this study were performed using 
SPSS Version 22.0 and 23.0 IBM software programs, which utilized Model I regressions 
as a default condition for all multiple regression analyses. 
Comparative Analyses 
The one-way analysis of variance (ANOVA) procedure is a comparative analysis 
test used to compare means of a continuous variable in two or more independent 
comparison groups in order to determine if there is a statistically significant difference 
between group means (Zar, 2010). The purpose of this technique for this experiment was 
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to compare environmental data (i.e. river discharge and climatological data) to determine 
if it is statistically acceptable to pool data from a particular variable in self-similar 
months by year (i.e., April 2009 vs. April 2010 vs. April 2011; May 2009 vs. May 2010 
vs. May 2011, etc.) decide whether a regression equation could be used for each given 
month across all years, or if it was necessary to develop individual regression equations 
for each month, for each year. 
The hypotheses for an ANOVA are: 
 H0: μ1 = μ2 = μ3 … = μk, for k number of cases, 
 H1: Means are not equal. 
The null hypothesis (H0) in an ANOVA is always that there is no difference in the 
means, or that the means are equal, while the alternative hypothesis (H1) is always that 
the means are not all equal (Zar, 2010). 
One of the limitations of ANOVA by itself is that the test can only determine 
whether the groups in the sample differ, but it cannot distinguish which of the groups 
differ. Therefore, post hoc tests (performed after an ANOVA test) can be used in order to 
explore the differences among means to provide specific information on which means are 
significantly different from each other. The Tukey-HSD (Honest Significance Difference) 
test is a post hoc test used to determine, specifically, which groups among the sample has 
significant differences (Zar, 2010). 
These tests were used to compare the monthly discharge (i.e. Biloxi River, 
Pascagoula River, Pearl River, Wolf River, and Mississippi River discharge and nutrient 
flux data) and climatological parameters (i.e. wind direction, wind speed, atmospheric 
pressure, and air temperature data from buoys WYCM6 and PTBM6) by each year to 
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determine if the means were equal, indicating whether or not environmental measures 
within self-similar months could be pooled across multiple years. For example, river 
discharge for the month of April was compared across multiple years (2009, 2010, and 
2011) to determine if there were statistically significant differences between the April 
means. If the null hypothesis was rejected, the Tukey test was used to determine which of 
the means were not equal. ANOVA analysis and post hoc Tukey tests were performed 
using SPSS.  
Collinearity Analyses 
Multicollinearity occurs when two (or more) predictor variables in a multiple 
regression are highly correlated with one another, but provide redundant information to 
the regression model (Field, 2005; Zar, 2010). A multiple regression model should have 
the fewest necessary predictor variables and therefore it is necessary to eliminate 
superfluous information using multicollinearity analyses. In multiple regression, one 
common diagnostic tool used to assess the impact of multicollinearity is the tolerance 
(Field, 2005). Tolerance refers to the degree to which one predictor variable can itself be 
predicted by one or more of the other predictor variables in the model (Field, 2005). 
Tolerance is defined as: 
𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒𝑖 =  (1 − 𝑅𝑎 𝑖
2 )     (20) 
where 𝑅𝑎 𝑖
2  is the coefficient of multiple determination for predicting the ith predictor from 
all other predictors, from Equation 18 (Field, 2005). Higher values of tolerance indicate 
less overlap with other variables, and more usefulness of the predictor is to the analysis. 
A separate tolerance value for each variable was calculated automatically in SPSS, 
represented as variablei. Field (2005) suggests that any variablei with a tolerance of 0.10 
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or less is indicative of multicollinearity and therefore was removed from the multiple 
regression. Then, the multiple regression was re-run with i – 1 variables.  
Multiple Regression Analyses 
Multiple regression analysis examines the effects of multiple predictor variables 
(Xi) on the value of a predicted variable (Y) and attempts determine a formula that can 
describe the functional relationships between the predicted variable and multiple 
predictor variables (Equation 2; Hill and Lewicki, 2007; Zar, 2010). Initially, pertaining 
to this study, there were a total of 46 different parameters considered for the multiple 
regression (Table 7). As previously stated in the “Data Acquisition via Sample Analysis” 
section, an attempt was made at each station to collect triplicate water samples from the 
surface, middle, and bottom, however, weather conditions and time restrictions on the 
day of the respective cruises hindered the acquisition of a sample at each depth, at various 
stations. In addition, middle and bottom samples were deliberately never collected from 
Stations 1 – 4, due to the depth limitations at those stations. For that reason, the middle 
and bottom depth water samples were inconsistently sampled across all stations (Table 
3), and therefore removed from the regression analysis as the datasets were incomplete. 
In addition to removing the middle and bottom chlorophyll and nutrient samples 
from the regression analysis, Sigma-t was also removed. Sigma-t is value derived from 
water temperature and salinity values; therefore, there is a strong correlation between 
Sigma-t and water temperature and/or salinity. Therefore, the effects water temperature 
and salinity on dissolved oxygen concentrations would be unreliable. For regression 
analysis, it is best to preserve the measured parameters. In the event that temperature, 
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salinity, and/or density are drivers of low dissolved oxygen, the regression results will 
clearly identify the relationship(s). 
For this study, multiple regression analysis was used to determine the combined 
effects of variables correlated to oxygen to see what unique combination of predictor 
variables (Table 7) will most accurately and confidently predict dissolved oxygen. The 
null hypothesis states that the subset of variables does not contribute to the combined 
effects of the model’s power for predicting dissolved oxygen. If the null hypothesis is 
rejected, then a predictable pattern exists between the predictor variables to accurately 
and confidently predict (with some degree of error) the dissolved oxygen concentrations. 
In cases where data were missing from random depths or station on specific sampling 
days, a listwise deletion method was used to exclude missing values, as suggested by 
Field (2005), where only a single case is dropped from an analysis because it has a 
missing value in at least one of the specified variables.  
Initially, the regression model was fitted using all predictor variables in the 
dataset (Xi) and the hypothesis Ho: mi = 0 was tested for each partial regression coefficient 
(F) in the model. The partial regression coefficient is the amount by which the predicted  
variable increases when one predictor variable is increased by one unit and all other   
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Table 7  
List of Variables Collected During the NGI Research Cruises. 
Variable Name Description Units 
MaxDep Maximum station depth m 
ZDepth Sample depth m 
WaterTemp Water temperature °C 
Salinity Salinity PSU 
Sigma-t Density kg m-3 
Oxygen Dissolved oxygen concentrations mg L-1 
FluoroChlA Fluorometric chlorophyll-a μg L-1 
FluoroPhyco Phycoerythrin  ppb 
FluoroCDOM Colored dissolved organic matter ppb 
EStability Water column stability  
Kd490 
Diffuse attenuation coefficient of  
downwelling irradiance at 490 nm 
m-1 
Zeu Depth of the euphotic zone m 
SurfChl Chlorophyll concentrations at the surface μg L-1 
SurfAmmo Ammonium concentrations at the surface μM 
SurfNitrite Nitrite concentrations at the surface μM 
SurfNitrate Nitrate concentrations at the surface μM 
SurfNitrateNH4 Nitrate + Ammonium concentrations at the surface μM 
SurfPhos Phosphate concentrations at the surface μM 
SurfSil Silicate concentrations at the surface μM 
SurfDIN Dissolved inorganic nitrogen at the surface μM 
MidChl Chlorophyll concentrations - middle of the water column μg L-1 
MidAmmo Ammonium concentrations - middle of the water column μM 
MidNitrite Nitrite concentrations - middle of the water column μM 
MidNitrate Nitrate concentrations - middle of the water column μM 
MidNitrateNH4 Nitrate + Ammonium concentrations at the surface μM 
MidPhos Phosphate concentrations - middle of the water column μM 
MidSil Silicate concentrations - middle of the water column μM 
MidDIN Dissolved inorganic nitrogen - middle of water column μM 
BottChl Chlorophyll concentrations at the bottom μg L-1 
BottAmmo Ammonium concentrations at the bottom μM 
BottNitrite Nitrite concentrations at the bottom μM 
BottNitrate Nitrate concentrations at the bottom μM 
BottNitrateNH4 Nitrate + Ammonium concentrations at the bottom μM 
BottPhos Phosphate concentrations at the bottom μM 
BottSil Silicate concentrations at the bottom μM 
BottDIN Dissolved inorganic nitrogen at the bottom μM 
MLD Mixed layer depth m 
MixLayerDivMaxDep Ratio of MLD and maximum depth at station unitless 
ZeuDivMLD Euphotic zone depth divided by the MLD unitless 
ZeuDivMaxDep Euphotic zone depth divided by MaxDep unitless 
ZdepDivMLD Station depth divided by MLD unitless 
ShortDisFromShore Shortest distance from shore km 
DFSDivMaxDep Distance from shore divided by MaxDep unitless 
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predictor variables are held constant (Zar, 2010). If the partial Fi values were less than the 
critical value, p < 0.05, then the predictor variable associated with the lowest absolute 
value is deleted from the model and a new multiple-regression equation may be fitted 
using the remaining i-1 predictor variables (Zar, 2010). The null hypothesis Ho: mi = 0 is 
then tested again for each partial regression coefficient in the new model and if any of the 
|F| values are less than the critical value, then one more variable is deleted and a new 
multiple regression analysis is performed (Kutner et al., 2004; Field, 2005; Zar, 2010). 
This study utilized the stepwise multiple regression to develop a multiple 
regression model to identify, quantify, and predict the impact of water quality properties 
and environmental influences on the dynamics of dissolved oxygen and the development 
of hypoxia in the MS Sound/Bight. In SPSS, regression analysis was performed using the 
“ENTER” method which allows for the user to start with all potential variables (from 
Table 7) and proceed backward, removing one variable at a time. First, all of the 
predictor variables (Xi) are forced to “enter” the regression model, and any predictor 
variables that are either constant or are highly correlated with other predictor variables in 
the regression (i.e. those which exhibit multicollinearity) are eliminated. Next, the 
predictor variable that is making the smallest statistically significant contribution to how 
well the model predicts the outcome variable (dissolved oxygen) is removed from the 
model (Field, 2005; Zar, 2010). This stepwise process of elimination continues until all of 
the remaining predictor variables exhibit a statistically-significant contribution (p < 0.05) 
to the regression predicting the predicted variable.  
In a linear regression model, “goodness-of-fit” describes how well the predicted 
variable is predicted by the predictor variables, based on the universe of data used to 
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create the model (Zar, 2010). As additional predictor variables are added to the model, 
the coefficient of determination, or R2 was analyzed as it represents how close the data fit 
the regression. However, every time a predictor is added to a model, the R2 increases. 
Consequently, a model with more terms may appear to have a better fit simply because it 
has more predictors. The adjusted R2 (R2a), explains the percentage of variation explained 
by only the predictor variables that actually affect the predicted variable (Field, 2005). 
The value of the model product, R2a, is penalized or reduced, if additional predictor 
variables do not reduce the residual sum of squares (Field, 2005). Therefore, in order to 
reduce the risk of over-fitting the multiple regression model, R2a was used for analysis of 
the multiple regressions, defined as: 
 
                              𝑅𝑎
2 = 1 − (1 − 𝑅2) (
𝑛−1
𝑛−𝑣−1
) , 0 ≤  𝑅𝑎
2  ≤ 1                    (18) 
where,   𝑅2 = 1 − 
∑ (𝑌𝑖−?̂?𝑖)
2𝑛
𝑖=1
∑ (𝑌𝑖−?̅?𝑖)
2𝑛
𝑖=1
= 1 −
𝑆𝑆𝐸
𝑆𝑆𝑇
, 0 𝑅2 ≤ 1    (19) 
𝑆𝑆𝐸 =  ∑  (𝑌𝑖 −  ?̂?𝑖)
2
 𝑛𝑖=1                   (20) 
        𝑆𝑆𝑇 =  ∑  (𝑌𝑖 − ?̅?𝑖)
2 =  ∑ 𝑌𝑖
2𝑛
𝑖=1 −  
(∑ 𝑌𝑖)
𝑛
𝑖=1
2
𝑛
 𝑛𝑖=1                    (21) 
 
n is equal to the number of observations, v is equal to the number of variables in the 
model, excluding the y-intercept, SSE is equal to the sum of squares due to error, SST is 
equal to the total sum of squares, ?̂?𝑖 stands for the predicted value of Y, and ?̅? is equal to 
the population mean. 
Based on a stepwise analysis of significance for all 46 predictor variables (Figure 
7), coupled with the Tolerance tests for collinearity suggested by Field (2005) and Zar 
(2010), a subset of 25 predictor variables (Table 8) were ultimately identified as the most 
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significant and appropriate predictor variables for use in the multiple regression analysis, 
as each of the 25 predictor variables were significantly correlated with the predicted 
variable, dissolved oxygen. This approach ensured that the multiple regression model was 
comprised of the strongest possible set of predictor variables with the highest adjusted R2. 
Both user-driven backward elimination and forward addition stepwise regression 
selection procedures were used to determine the starting point for selecting multiple 
regression models relating to the predicted variable and the predictor variables (Lewicki, 
2007; Green et al., 2009). 
 
 
 
 
  
 
 
 
Figure 7. Flowchart identifying the criteria used to determine whether collinearity exists. 
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Table 8 
Variables Used in Regression Analysis. 
Variable Name Description Units 
MaxDep Maximum station depth m 
ZDepth Sample depth m 
WaterTemp Water temperature °C 
Salinity Salinity  ppt 
FluoroChlA Fluorometric chlorophyll-a μg l-1 
FluoroPhyco Phycoerythrin  ppb 
FluoroCDOM Colored dissolved organic matter ppb 
EStability Water column stability  
Kd490 
Diffuse attenuation coefficient of  
Downwelling irradiance at 490 nm 
1/m 
Zeu Depth of the euphotic zone m 
SurfChl Chlorophyll concentrations at the surface μg L-1 
SurfAmmo Ammonium concentrations at the surface μM 
SurfNitrite Nitrite concentrations at the surface μM 
SurfNitrate Nitrate concentrations at the surface μM 
SurfNitrateNH4 Nitrate + Ammonium concentrations at the surface μM 
SurfPhos Phosphate concentrations at the surface μM 
SurfSil Silicate concentrations at the surface μM 
SurfDIN Dissolved inorganic nitrogen at the surface μM 
MLD Mixed layer depth m 
MixLayerDivMaxDep Ratio of MLD and maximum depth at station unitless 
ZeuDivMLD Euphotic zone depth divided by the MLD unitless 
ZeuDivMaxDep Euphotic zone depth divided by MaxDep unitless 
ZDepDivMLD Station depth divided by MLD unitless 
ShortDisFromShore Shortest distance from shore km 
DfsDivMaxDep Distance from shore divided by MaxDep unitless 
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CHAPTER III 
RESULTS 
NGI Hydrocast Data 
Hydrographic data were collected at eight stations for the 2009 to 2011 NGI 
cruises, from Station 1 to Station 8 (Figure 2; Table 2). Based on the NGI data collected 
in the Mississippi Sound and Bight, the hypoxia season occurred from late-spring through 
early-fall as hypoxic conditions were observed at least once in each month (from April 
through September), indicating the hypoxia season. These results were consistent with 
Rabalais and Turner (2001); therefore, only data collected from April through September 
were presented in these results. 
In order to explore variability of physical parameters, and how they affect 
hypoxia, CTD casts were performed across the transect which demonstrated the 
variability across the seasons. Table 9 identifies the range of these parameters from data 
collected during the 2009, 2010, and 2011 sampling periods at each station. Overall, 
water temperatures were warmest (highest maximum and highest minimum values) in 
2010. At the nearshore stations (1-4) 2009 exhibited the coolest temperatures (lowest 
minimum value) 19.6 °C, followed by 2011 22.9 °C, and then 2010 (with the highest 
minimum water temperatures) 25.8 °C. The same trend occurred with the nearshore 
stations in regards to the warmest water temperature measurements observed. At Station 
3, 2009 exhibited the lowest maximum water temperature at 29.7 °C, followed by 31.0 
°C in 2011, and 31.7 °C in 2010. The data confirms that 2010 was the warmest year. 
In the nearshore stations, 2010 had the smallest range of water temperature, with 
the highest minimum value for water temperature and highest maximum (Table 9). These 
also correspond to the lowest maximum salinity and lowest maximum fluorometric chl a. 
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At all stations, 2010 also exhibited the lowest maximum concentrations of fluorometric 
CDOM than any other year. 
2011 exhibited the lowest minimum salinity concentrations at all nearshore 
stations (Table 9). In addition, 2011 demonstrated the smallest range and lowest 
concentrations of fluorometric phycoerythrin at all stations. At nearshore stations, 2011 
also exhibited the lowest minimum dissolved oxygen concentrations than any other years 
at Stations 1 – 4.  
Overall, the lowest dissolved oxygen concentration observed was 0.04 mg L-1, 
measured at Station 6, during the 2010 sampling year, the year with the highest maximum 
temperatures occurred and the overall lowest maximum salinities. The data in Table 9 
suggested that throughout 2009 – 2011, Station 1 was the only location which did not 
experience hypoxia at any time, while dissolved oxygen measurements from the SBE 43 
DO sensor revealed a hypoxic event occurred at Stations 2 – 8 at least once in the 3-year 
sampling period, while Stations 5 – 7 experienced hypoxia at least once per year. 
Water column profiles of CTD hydrocast data were created to illustrate the 
relationship between dissolved oxygen, water temperature, and salinity in order to further 
investigate the annual and seasonal variability in vertical gradients of stratification, 
clarity and eutrophication. Figure 8 reflects the interplay between water temperature and 
salinity for 2009, and how that establishes the stratification and stability of the water 
column, and is also used to demonstrate the mixed layer depth. At all nearshore stations  
 
 
Table 9  
Range of Values for Water Temperature, Salinity, and Fluorometric Chlorophyll-a, Fluorometric Phycoerythrin, Fluorometric 
CDOM, Sigma-t, and Dissolved Oxygen, Collected During the CTD Hydrocasts at Each Station from 2009 to 2011. 
 
Station Year 
Water 
Temperature 
(°C) 
Salinity (ppt) 
Fluoro 
Chlorophyll-a 
(µg L-1) 
Fluoro 
Phycoerythrin 
(ppb) 
Fluoro 
CDOM (ppb) 
Sigma-t 
(kg m-3) 
Dissolved Oxygen 
(mg L-1) 
Min. Max. Min. Max. Min. Max. Min. Max. Min. Max. Min. Max. Min. Max. 
1 
2009 19.7 30.1 4.30 25.55 1.72 37.10 0.35 23.70 0.18 358.72 1001.5 1014.7 2.22 8.51 
2010 26.3 32.1 2.16 12.62 2.11 4.51 0.62 1.28 16.52 30.17 998.3 1005.7 4.70 7.73 
2011 23.9 31.8 1.15 23.41 1.71 12.51 0.13 1.12 39.35 99.59 997.2 1013.0 2.18 8.85 
2 
 
2009 19.6 29.9 8.11 26.02 2.73 13.61 0.44 2.20 19.07 69.57 1003.1 1015.2 2.54 8.22 
2010 26.5 32.5 10.62 15.20 2.69 6.41 0.53 1.06 23.96 29.98 1002.9 1007.4 4.53 8.74 
2011 24.1 31.2 3.62 25.18 2.53 25.26 0.11 0.42 34.20 62.95 999.2 1014.3 0.37 10.20 
3 
2009 19.6 29.7 13.40 29.37 3.18 11.31 0.22 1.84 17.27 50.53 1006.1 1017.6 2.29 8.11 
2010 25.8 31.7 9.79 20.00 2.82 6.31 0.53 1.10 20.22 23.04 1006.6 1011.8 5.12 6.70 
2011 23.7 31.0 4.66 27.41 1.51 6.74 0.08 0.36 25.22 74.60 1000.1 1016.2 1.81 14.10 
4 
2009 20.1 29.8 17.40 30.92 2.90 10.66 0.40 1.94 11.25 39.25 1010.9 1018.7 4.21 8.10 
2010 26.2 32.6 17.43 25.99 3.43 9.18 0.48 0.88 10.09 18.78 1008.3 1015.3 1.35 9.12 
2011 22.9 31.5 8.01 33.29 1.46 44.21 0.08 0.40 15.71 61.34 1002.5 1022.5 0.17 14.64 
5 
2009 20.2 30.0 15.59 35.69 1.34 5.62 0.26 2.11 3.98 36.21 1007.5 1024.3 1.91 7.82 
2010 24.2 31.9 12.13 31.35 1.07 8.75 0.44 1.01 7.09 18.77 1004.3 1020.2 0.05 7.85 
2011 21.8 29.4 9.94 34.83 1.18 12.11 0.04 0.58 13.03 46.63 1003.9 1022.9 0.14 14.53 
6 
2009 22.0 29.8 18.47 36.16 0.71 14.14 0.26 1.50 0.23 16.65 1001.8 1025.1 0.51 8.43 
2010 22.7 30.8 19.61 33.63 0.37 9.59 0.44 1.10 5.64 16.12 1010.2 1022.5 0.04 8.19 
2011 20.0 29.6 15.34 35.97 0.43 13.36 0.02 0.44 8.73 39.61 1007.9 1024.8 0.09 9.32 
7 
2009 21.8 30.1 20.40 36.28 0.40 4.18 0.44 1.32 3.61 17.36 1004.4 1025.3 1.94 8.11 
2010 20.7 31.8 17.90 35.28 0.22 5.71 0.35 1.16 4.79 14.27 1008.9 1024.6 0.05 7.20 
2011 18.4 29.8 17.46 36.31 0.25 10.52 0.02 0.50 7.24 32.72 1009.6 1024.9 0.23 9.21 
8 
2009 21.1 29.9 18.57 36.35 0.13 2.58 0.26 1.06 3.08 16.94 1010.5 1025.5 4.14 7.65 
2010 20.0 31.5 19.22 36.15 0.16 3.91 0.26 0.99 2.47 11.59 1009.5 1025.5 0.05 7.83 
2011 18.2 29.7 21.58 36.44 0.18 5.65 0.02 0.30 1.61 29.67 1013.1 1025.5 0.08 8.25 
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in 2009, regardless of the season, the water column was well-mixed. In fact, Stations 5 – 
8 in May and June provide the only evidence of stratification in 2009. As depth increases 
at each station, water temperature decreases and salinity increases. There is an inverse 
relationship between water temperature and salinity (Figure 8). In August and September, 
the water column is well-mixed and the water column is no longer stratified.  
 Water temperature and dissolved oxygen had a very similar relationship as both 
decreased with depth in May and June 2009 (Figure 9), but this was not always the case. 
In 2009, May and June were the only months that had evidence of stratification in the 
deep water column. There was no July data, and the water column appears well-mixed by 
August and September. Although most of the water column appears to be well-mixed in 
August and September, the dissolved oxygen concentrations in the bottom waters at 
Stations 6-8 in September 2009 indicate that it is not only a physical phenomenon driving 
hypoxic conditions as water temperature trends do not follow the dissolved oxygen 
concentrations. Most of the water column appears well mixed, but bottom waters indicate 
stratification. 
Dissolved oxygen concentrations in 2009 demonstrate an inverse relationship 
with salinity, where oxygen concentrations generally decrease with depth as salinity 
concentrations increase (Figure 10). While there is no evidence of stratification at 
Stations 6 and 7 in September 2009 based on water temperature profiles (Figure 9), those 
stations do exhibit slight indications of water column stratification in near-bottom waters, 
which are coincident with decreased oxygen, based on salinity profiles (Figure 10). 
Nonetheless, the magnitude of decline in the dissolved oxygen concentrations in the near-
bottom waters of Stations 6 – 8 in September 2009 are not consistent with the magnitude  
 
 
 
Figure 8. Water column profiles of water temperature (°C; grey line) and salinity (PSU; black line) from 2009. 
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Figure 9. Water column profiles of water temperature (°C; grey line) versus dissolved oxygen concentrations (mg L-1; 
green line) from 2009. 
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Figure 10. Hydrocast profiles of salinity (PSU; black line) and dissolved oxygen (mg L-1; green line) concentrations for 
NGI cruise in 2009. 
5
3
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of change demonstrated in the salinity profiles (Figure 10). Thus, vertical gradients of 
salinity and temperature alone may not be truly representative of hypoxia. 
In 2010 (Figure 11), the relationship between water temperature and salinity is 
similar to that observed in 2009. Stations 5 – 8 in May, June and July, had a very similar 
relationship were still the only stations that demonstrated significant changes in the 
halocline and thermocline, while September shows a well-mixed water column (no data 
for August). Although there were slight changes in the thermocline at Stations 1 – 4 in 
2010, the shallow stations remained relatively well-mixed. The significant changes were 
still observed at Stations 5 – 8. Water temperature and dissolved oxygen exhibited a very 
similar relationship in May, June, and July 2010 as both decreased with depth (Figure 12), 
but this was not always the case. Although the water temperature decreased with depth at 
Station 5 and 6 on May 17, and at Station 8 on May 26, 2010, variability existed in the 
trend of oxygen concentrations as oxygen increased with depth in the middle to bottom of 
the water column. In addition, similar to 2009, despite the relatively well-mixed water 
column in September 2010, Stations 5, 6, 7, and 8 water temperature trends did not follow 
the dissolved oxygen concentrations, indicating that it is not only a physical phenomenon 
driving hypoxic conditions. 
Salinity and dissolved oxygen concentrations in 2010 demonstrated an inverse 
relationship, where oxygen concentrations generally decreased with depth as salinity 
concentrations increased (Figure 13). While there are slight indications of water column 
stratification in near-bottom waters in the salinity profiles (Figure 13), the magnitudes of 
decline in the dissolved oxygen concentrations in near-bottom waters of Stations 6 – 8 in 
September 2010 are not consistent with the magnitudes of change  
 
 
 
Figure 11. Water column profiles of water temperature (°C; grey line) and salinity (PSU; black line) from 2010. 
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Figure 12. Water column profiles of water temperature (°C; grey line) versus dissolved oxygen concentrations (mg L-1; green 
line) from 2010. 
5
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Figure 13. Water column profiles of salinity (PSU; black line) versus dissolved oxygen concentrations (mg L-1; green line) from 2010. 
5
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demonstrated in the salinity profiles (Figure 13). Thus, vertical gradients of salinity and 
temperature alone may not be truly representative of hypoxia. 
In 2011, the water column profiles of water temperature and salinity, relative to 
DO (Figures 14-16), provided evidence that stratification of the water column persisted 
over a longer period of time than observed in 2009 and 2010 (Figure 14). The water 
column profiles indicated water column stratification at Stations 5 – 8 from April to 
August 2011. Figure 14 reflects the interplay between water temperature and salinity for 
2011, and how that establishes the stratification and stability of the water column. One 
major difference that was observed in 2011, and not seen in 2009 or 2010, was that 
Stations 1 – 5 in September 2009 were stratified with respect to salinity, despite the no 
stratification in Stations 6 – 8. There was an inverse relationship between water 
temperature and salinity at all stations, for all months, except September 2011 when the 
relationship was inconsistent. The data provided in Figure 14 suggest vertical gradients of 
salinity and temperature alone may not be truly representative of hypoxia.  
A very similar relationship is demonstrated between water temperature and 
dissolved oxygen from April – August 2011, where oxygen concentrations decreased as 
water temperature decreased, however the magnitude at which oxygen concentrations 
decreased with depth was most noteworthy at Stations 5 – 7 in April and May 2011, 
Stations 4 – 6 in June and July 2011, and at Stations 1 – 3 in September 2011, where 
oxygen concentrations drastically decreased with depth (Figure 15). The only case where 
hypoxic conditions were present at Stations 2 and 3 was in September 2011 where all 
three of the stations demonstrated hypoxic conditions. The maximum depth at Stations 2 
and 3 did not exceed 3.5 meters (Table 2). In addition, hypoxia was not present at any 
 
 
 
Figure 14. Water column profiles of water temperature (°C; grey line) and salinity (PSU; black line) from 2011. 
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Figure 15. Water column profiles of water temperature (°C; grey line) versus dissolved oxygen concentrations (mg L-1; green line) 
from 2011. 
6
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Figure 16. Water column profiles of salinity (PSU; black line) versus dissolved oxygen concentrations (mg L-1; green line) from 2011. 
6
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other station (4 – 8) in September 2011 despite hypoxic oxygen concentrations observed 
in both September 2009 and 2010 at multiple offshore stations. Although the water 
column appears well-mixed by September with respect to water temperature, the 
dissolved oxygen concentrations in the bottom waters at Stations 2 and 3 in September 
2011 indicate that it is not only a physical phenomenon driving hypoxic conditions as 
water temperature trends do not follow the dissolved oxygen concentrations.  
An inverse relationship between salinity and dissolved oxygen concentrations was 
demonstrated in 2011, where oxygen concentrations decreased with depth as salinity 
concentrations increased (Figure 16). Similar to 2009 and 2010, salinity concentrations in 
2011 indicated a stratified water column at offshore stations from May to July; however, 
contrary to 2009 and 2010, water column stratification persisted from April – September 
2011. In May 2011, despite slight indications of water column stratification in near-
bottom waters at Station 6 and 7 (Figure 16), the magnitudes of decline in the dissolved 
oxygen concentrations in were not consistent with the magnitude of change demonstrated 
in the salinity profiles in Figure 14. Thus, vertical gradients of salinity and temperature 
alone may not be truly representative of water column stratification. 
In order to explore the effects of eutrophication and water clarity on the dynamics 
of hypoxia in coastal Mississippi waters, hydrocasts were performed monthly at each 
station to collect fluorometric CDOM, phycoerythrin, and chlorophyll data. Figures 17, 
18, and 19 illustrate the water column profiles for fluorometric CDOM and salinity for 
2009, 2010, and 2011 respectively. In May and June 2009 at Stations 5 - 8, the salinity 
and CDOM profiles demonstrate an inverse relationship, where CDOM concentrations 
decrease with depth (Figure 17). Data was not collected in July 2009. For all other 
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months in 2009, CDOM concentrations appear to be well-mixed throughout the water 
column. At Station 8 in August and September, and Station 4 in May 2009, CDOM 
concentrations show a direct relationship in near-bottom waters, where CDOM 
concentrations increase as salinity increases. CDOM concentrations at Stations 1 and 2 in 
April 2009, and Station 1 in September 2009 exceeded the scale in Figure 17, and 
therefore, the data is not shown. The decreased salinity and increased CDOM is 
indicative of a freshwater influence nearshore. 
In 2010, salinity and CDOM profiles demonstrate an inverse relationship from 
May through July, however near-bottom waters in May at Station 4, and at Station 8 in 
September demonstrate a direct relationship, similar to that exhibited in 2009 where 
CDOM concentrations increase slightly as salinity increases (Del Castillo et al., 2000; 
Del Castillo et al., 2001; Walsh et al., 2003; Vandermeulen, 2012). 
An inverse relationship between salinity and CDOM is demonstrated in 2011 
from April to August (Figure 19). The direct relationship between CDOM and salinity 
exhibited at Station 8 in 2009 and 2010, where CDOM and salinity increase with depth in 
near-bottom waters, also occurs in 2011. 
The salinity signal, as it reflects fresh water fluxes, will portend a physical 
stratification of the water column, but also bring CDOM in those fresher surface waters 
(which in turn affects water clarity due to shading, thereby shoaling the euphotic zone). 
The salinity/CDOM relationship is important because it represents a stratification driver, 
but also a water clarity driver for hypoxia. Higher concentrations of CDOM in the water 
column will decrease the euphotic zone depth and decrease photosynthesis in the water 
 
 
 
 
Figure 17. Water column profiles of fluorometric CDOM (grey) and salinity (black) at each station, from 2009. 
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Figure 18. Water column profiles of fluorometric CDOM (grey) and salinity (black) at each station, from 2010. 
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Figure 19. Water column profiles of fluorometric CDOM (grey) and salinity (black) at each station, from 2011. 
6
6
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column which may decrease oxygen production. Thus, vertical gradients of salinity and 
CDOM alone may not be truly representative of water column stratification. 
Phycoerythrin was distributed uniformly throughout the water column (data not shown) 
in low concentrations (0 – 2 µg L-1), for all months and years, except in September 2009 
(Table 9). 
Variables Derived from CTD Hydrocast Data 
 
 Equation 11 was used as the threshold to define the MLD and Figure 20 
demonstrates the relationship between nearshore stations from 2009 to 2011, for each 
month sampled. The MLD for in Figure 20 at Station 1 shows that for all months and 
years, except August 2009 and August 2011, all MLDs were 2.5 meters. At Station 2, 
aside from April and June 2009, all months exhibited a MLD of 2.5 meters. For the 
nearshore stations, the MLD only exceeded 3 meters in September 2010. In Figure 21, at 
Station 6, the mixed layer depth was also 2.5 meters for all months and all years, except 
for August 2009 where the MLD exceeded 10 meters. The same trend occurred at Station 
7 and Station 8 where the MLD exceeded 5 meters and 10 meters, respectively, during 
the September 2009 sampling period. 
 Aside from a few occurrences, the data suggests the MLD is consistently located 
at 2.5 meters across different months, and different years at different stations, meaning 
that the upper 2.5 meters are effectively separated from the deeper water column. It also 
means that the upper 2.5 meters of the water column are well-mixed, but are separated 
from the bottom layer (which can also be well-mixed, but is different from the surface 2.5 
meter layer). In comparing the MLD data presented in Figures 20 and 21 to the water 
column profile data via hydrocast, nearshore stations in May 2009 demonstrate 
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consistency where the thermocline and halocline have an inflection point at around 2.5 
meters (Figure 9). 
 In 2010, the only consistencies with the MLD and the halocline from water 
column profiles via hydrocast occurred at Stations 4 and 5 in July. With respect to the 
thermocline, an inflection point is evident at Station 4 in July 2010 (Figure 12). With 
respect to the MLD in 2011, an inflection point in the halocline at Stations 4 and 5 in 
May, and at Stations 1 – 5 in September, is demonstrated in the hydrocast water column 
profiles, which is consistent to the MLD illustrated in Figure 20 and 21. 
Despite the lack of consistency between the thermocline and halocline in the 
hydrocast profiles in 2009, 2010, and 2011, the oxycline demonstrates agreement more 
frequently with the MLD. In Figure 9, Stations 4 and 5 in May 2009 and Stations 5 and 6 
in June 2009, demonstrate an inflection point at 2.5 meters, indicating a relationship 
between the MLD and oxygen. In Figure 12, the same relationship is also demonstrated 
in June and July 2010 at Stations 4 and 5. The consistencies between MLD and the 
oxycline become more frequent in 2011 (Figure 15) in June at Stations 4 and 5, but also 
at nearshore Stations 1 – 4 in September, where hypoxic conditions were present. 
Although there is some agreement between the calculated MLD and the inflection point 
of the thermocline, halocline, and oxycline, there are still several inconsistencies 
throughout the sampling period, at different stations, throughout different times of the 
year. While these data have provided some insight on the water column stability drivers 
of hypoxic conditions, the complete story of mechanisms driving low dissolved oxygen 
concentrations is still unclear, and therefore, further data needs to be analyzed to 
determine the major drivers of dissolved oxygen dynamics.  
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  Analysis of EStability data (not shown) demonstrated results that corroborated 
with water temperature, salinity, stratification, and mixed layer depth. Even though the 
EStability data was consistent with other measures, the data was still included for 
regression analysis because the stability of the water column is still another way to 
quantify stratification.  
NGI Water Sample Data 
FluoroChlA represents the relative fluorescence of chlorophyll-a in the water 
column, converted to a relative concentration, while SurfChl, MidChl, and BottChl 
represent the chlorophyll-a concentrations from direct measurements collected via water 
samples for fluorometric analysis of chl a using the Welschmeyer method (1994). 
Despite the fact that chlorophyll-a was measured using two different methods, where 
SurfChl samples were taken at the surface at a depth ≤ 0.5 m, while the FluoroChlA was 
measured via hydrocast. 
Raw water samples were collected for additional analysis of chl a (following 
Welschmeyer 1994) at the surface for NGI stations 1-4, and at the surface, mid-depth, 
and bottom (0.5 m from bottom) for NGI stations 5-8. These discrete water samples, 
analyzed for chl a, served as companion data to the fluorometric chl a measurements 
obtained via CTD hydrocast. Figures 22, 23, and 24 demonstrate the water column 
 
 
 
 
Figure 20. Annual and seasonal variability of the mixed layer depth (MLD) at Stations 1 - 4. 
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Figure 21. Annual and seasonal variability of the mixed layer depth (MLD) at Stations 5 – 8.
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profiles of fluorometric chl a (FluoroChlA) measured using the CTD equipped with an 
in-situ fluorometer, in addition to surface (SurfChl), middle (MidChl), and bottom 
(BottChl) chl a samples collected during NGI cruises, from 2009 to 2011, respectively.  
It is important to note that no middle or bottom-water samples were taken from 
Stations 1 – 4 because of the shallow depths in the Mississippi Sound, and that surface, 
middle, and bottom samples were collected inconsistently from Stations 5 – 8; therefore, 
data which were ultimately derived from water samples (such as discrete chl a and 
nutrient analyses) were not always available from surface, mid-depth, and bottom 
collections across all months within the 2009-2011 sampling period. 
FluoroChlA in June 2009 demonstrated a subsurface chl a plume at Stations 5 and 
6 (Figure 2), which correspond to low/hypoxic oxygen conditions in bottom water at 
Stations 5 and 6 (Figure 9), decreased salinity, and increased CDOM in surface waters 
(Figure 17). Data for nearshore Stations 1 – 4 in June 2009 are not available, and 
therefore no insight is provided on river discharge at nearshore stations. June and 
September 2009 at Station 7 exhibit the same trend in chl a, however oxygen 
concentrations in June are normoxic at Station 7, while September 2009 exhibits hypoxic 
conditions at Station 7, despite decreased salinity and increased CDOM in June (Figure 
17). August 2009 demonstrated the highest concentrations of discrete chl a at Stations 1 – 
6 than any other month in 2009, followed by September (Figure 22). The data for 
FluoroChlA at Station 1 in September 2009 demonstrated the highest measured 
concentrations of chl a in 2009, values ranging from 32.78 to 37.10 ug L-1 (data not 
shown). In June 2009, MidChl samples were not taken from Stations 5 – 7.  
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Similar to June 2009, subsurface plumes of chl a were also observed in 2010, but 
for a longer duration, from May – July (Figure 23). These subsurface plumes correspond 
to the low dissolved oxygen concentrations during the same time period, at Stations 5, 6, 
and 7 in Figure 12, and decreased salinity/increased CDOM in Figure 18. Station 8, in 
both the July and September 2010 chl a profiles demonstrate a similar signal however 
hypoxic conditions only occur in September, despite an increased influence from 
freshwater sources and stratification in July. In Figure 23, FluoroChlA was not collected 
on May 17, 2010 at Stations 1 – 4. Although data for August is not available, September 
demonstrated the highest SurfChl concentrations at Stations 2 and 3, similar to 2009. 
The highest measured concentrations of chlorophyll in 2011 occurred in July at 
Stations 1 – 4 where chlorophyll concentrations were 95.24, 32.23, 73.65, and 38.27 ug 
L-1, respectively. These values exceed the scale in Figure 24, and therefore do not appear 
in the water column profiles, however are indicative of eutrophication (20 ug L-1 < chl a 
< 60 ug L-1) and hypereutrophication (chl a > 60 ug L-1) (USEPA, 1999). 
The 2011 chlorophyll data exhibited a similar trend to 2010, where a subsurface 
chl a plume is present in May, June and July 2011 at Stations 5, 6, and 7 (Figure 22). 
Similar to 2009 and 2010, these subsurface plumes of chl a correspond to the hypoxic 
conditions observed at Stations 5, 6, and 7. September 2011 at Station 6 demonstrated the 
same chl a signature, but did not exhibit hypoxic conditions, while Stations 5, 7, and 8 in 
September demonstrate low dissolved oxygen concentrations in near-bottom waters, 
which correspond to freshwater influences at the surface and increased CDOM (Figure 
19). 
  
 
 
Figure 22. Water column profiles of chlorophyll measured using a CTD-integrated fluorometer (FluoroChlA) and from discrete 
water samples collected from surface, middle, and bottom waters (Surf-, Mid-, and BotChl) in 2009. (FluoroChlA = blue line; 
grab samples at respective depth = green diamond). “Star” indicates chl a concentrations exceed scale presented in the figure. 
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Figure 23. Water column profiles of chlorophyll measured using a CTD-integrated fluorometer (FluoroChlA) and from 
discrete water samples collected from surface, middle, and bottom waters (Surf-, Mid-, and BotChl) in 2010. (FluoroChlA = 
blue line; grab samples at respective depth = green diamond). “Star” indicates chl a concentrations exceed scale presented in 
the figure. 
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Figure 24. Water column profiles of chlorophyll measured using a CTD-integrated fluorometer (FluoroChlA) and from 
discrete water samples collected from surface, middle, and bottom waters (Surf-, Mid-, and BotChl) in 2011. (FluoroChlA = 
blue line; grab samples at respective depth = green diamond). “Star” indicates chl a concentrations exceed scale presented in 
the figure.
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While there are indications of subsurface chl a plumes in water column profiles 
(Figures 22, 23, and 24), the magnitudes of chl a concentrations and changes in dissolved 
oxygen concentrations in near-bottom waters at various stations are not consistent with 
the magnitudes of change demonstrated in the salinity profiles and CDOM profiles 
(Figure 13). Thus, vertical gradients of chl a and stratification alone may not be truly 
representative of eutrophication as a driver of hypoxia. 
In addition to Chl a data, all water samples were also analyzed for instantaneous 
concentrations of macro-nutrients, including ammonium (NH4
+ ; “-Ammo”), nitrite (NO2-
), nitrate (NO3
-), phosphate (PO4
3-; “-Phos”), and silicate (SiO44-; “-Sil”) to investigate 
eutrophication as a potential driver of hypoxia in coastal MS waters. Figures 25 and 26 
represent the surface water samples taken on the NGI cruises from 2009 to 2011. In 2009, 
the nearshore stations exhibited the a maximum concentration of ammonium and 
phosphate in August (Figure 25) which correspond to the lowest observed oxygen 
concentrations in August 2009 (Figure 12). In 2010, May exhibited the highest 
concentrations for most nutrients at offshore stations, including nitrate at Station 4 (6.93 
μM, not shown), ammonium and nitrate at Station 5 and Station 6, and ammonium, 
nitrate, and nitrite at Station 7. Higher concentrations of phosphate at nearshore stations 
in June 2011 (Figure 25) correspond with higher concentrations of chlorophyll at 
nearshore stations (Figure 24). Typical chl a concentrations in the northern Gulf of 
Mexico range from 0.0 to 5.0 μg L-1 (USEPA, 1999). 
Surface water samples were also analyzed for silica and chlorophyll 
concentrations. Figures 27 – 28 demonstrate a time series that show the monthly, 
 
 
 
 
 
 
Figure 25. Time series of surface nutrient concentrations from water samples from Stations 1 – 4. (Ammonium = diamonds; 
Nitrite = squares; Nitrate = triangles; Phosphate = “X”s). 
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Figure 26. Time series of surface nutrient concentrations from water samples from Stations 5 – 8. (Ammonium = diamonds; 
Nitrite = squares; Nitrate = triangles; Phosphate = “X”s). 
7
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seasonal, annual, and geographic variability in SurfChl and SurfSil concentrations. In 
April 2009, samples were not analyzed for chlorophyll, therefore not data is presented in 
Figure 25. In May 2009 (Figure 27), SurfChl concentrations correspond with SurfSil 
concentrations and are highest at Station 1 and decrease as the transect moves offshore. 
Figure 28 illustrates the same trend, where in most cases (except Station 6 in May 2010) 
SurfChl and SurfSil decrease as the distance from shore increases. 2011 (Figure 27) 
exhibits the highest concentrations of SurfChl and SurfSil. These silicate concentrations 
exhibited at Stations 1 – 4 are indicative of a eutrophic system as the concentrations 
exceed typical silicate concentrations in the northern Gulf of Mexico. In addition, there 
are several instances in these figures where chl a concentrations are within the threshold 
for a eutrophic system (e.g. Stations 1 – 4 in 2011) (USEPA, 1999). 
Increased nutrients stimulate phytoplankton growth and therefore, photosynthetic 
rates, assuming there is no other limiting condition (i.e. light limitation from poor water 
clarity). As the algal biomass is consumed and sinks to the bottom waters as fecal 
material (detritus), the organic load in the bottom waters would necessarily increase and 
thereby accentuate hypoxic conditions. It is unclear whether eutrophication is the main 
driver of hypoxic conditions in coastal MS waters, particularly in relation to the 
complimentary effects of nutrient availability and sufficient water clarity. Therefore, it 
was necessary to also consider the effects of water clarity. 
In order to explore the variability of parameters associated with water clarity as a 
potential driver of hypoxia, water column profiles of chl a relative to the depth of the 
euphotic zone (zeu ) are presented in Figures 29 – 31. River discharge, high in CDOM and 
suspended sediments impair water clarity, leading to a shallower depth of the
  
  
 
  
Figure 27. Time series of chlorophyll and silicate concentrations from water samples from Stations 1 – 4. (Chlorophyll = “+”; 
Silicate = circles).  
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Figure 28. Time series of chlorophyll and silicate concentrations from water samples from Stations 5 – 8. (Chlorophyll = “+”; 
Silicate = circles).
8
2
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euphotic zone. This is evident in Figure 29 for April 2009 where the depth of the 
euphotic zone increases as sampling efforts moved farther away from the source of 
freshwater. High concentrations of chlorophyll below zeu will consume oxygen. As river 
discharge moves offshore and suspended sediments fall out of the water column, water 
clarity improves, allowing for light to penetrate deeper into the water column (Lohrenz et 
al., 1990). In 2009, most of the data demonstrates that the water column is euphotic from 
the surface to the bottom, indicating that photosynthesis can occur in bottom waters. 
Despite that, hypoxia still occurred at Station 6 in June and September 2009 (Figure 9). 
In 2010, hypoxia was present at nearly all offshore stations from May through 
September. During that time period, the depth of the euphotic zone varied throughout the 
water column, from the middle of the water column at Stations 5, 6, and 7 in June and 
July, to the seafloor in May and September and hypoxia was persisted. The results 
presented suggest oxygen regeneration from primary product was possible even in the 
bottom waters (as demonstrated by zeu) which exhibited hypoxia. Thus, it is obvious that 
water clarity made oxygen regeneration possible; however, the results also demonstrated 
evidence of hypoxia in those bottom waters that should have been autotrophic. Therefore, 
it is necessary to consider all three themes: stratification, eutrophication, and water 
clarity, together, because each on its own is suggestive but not a definitive indicator of 
hypoxia. 
River Discharge and Nutrient Flux Data 
 In order to explore whether seasonal patterns are consistent enough so that data 
from self-similar months (e.g. April, May, June, etc.) across multiple years could be 
pooled for analysis, river discharge data were obtained from several rivers (i.e. Biloxi
  
 
Figure 29. Fluorometric chlorophyll (blue line) with corresponding depth of the euphotic zone (zeu; black horizontal line) from 2009. 
8
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Figure 30. Fluorometric chlorophyll (blue line) with corresponding depth of the euphotic zone (zeu; black horizontal line) from 
2010. “Star” indicates nutrient concentrations exceeded the scale presented in the figure.  
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Figure 31. Fluorometric chlorophyll (blue line) with corresponding depth of the euphotic zone (zeu; black horizontal line) from 2011.
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River, Pascagoula River, Pearl River, Wolf River, and Mississippi River; Figures 32-36) 
that flow into the Mississippi Sound and Bight (Figure 3), and nutrient flux data were 
obtained from the Mississippi River. River discharge is fresh-, nutrient-rich, and turbid 
water, and has implications for stratification, increased productivity, decreased water 
clarity, all of which have been explained above to drive dissolved oxygen dynamics in 
coastal Mississippi waters. 
The Biloxi River at USGS Station 02481000 has a 61-year median daily discharge 
values of approximately 60 cubic feet per second (CFS) (Figure 32). The daily discharge 
measured from the Biloxi River during the 2009 to 2011 sampling period ranged from 
approximately two cubic feet per second to 6,000 CFS. The Pascagoula River at USGS 
Station 02479000 discharge was two orders of magnitude larger than the Biloxi River, 
with an 84-year median daily discharge value near 6,000 CFS and a daily range from 
approximately 700 CFS to 90,000 CFS during the 2009 to 2011 sampling period (Figure 
33). The Pearl River at USGS Station 02489500 has a 76-year median daily discharge 
value of approximately 6,000 CFS and a daily range of approximately 1,050 CFS to 
79,000 CFS during the 2009 to 2011 sampling period (Figure 34). The Wolf River at 
USGS Station 02481510 has a 43-year median daily discharge statistic of approximately 
250 CFS and a daily range of approximately 20 CFS to 15,000 CFS during the 2009 to 
2011 sampling period (Figure 35). 
Average monthly river discharge from the Mississippi River at USACE Station 
01100 ranges from 7,000 cubic meters per second (CMS) to 39,600 CMS (or 
approximately 242,000 CFS to 1,398,000 CFS) (Figure 36). The data in Figures 32 – 36 
  
 
Figure 32. Continuous time-series of Biloxi River discharge from January 2009 to December 2011, ranging from 1-6,000 
ft3 s-1 (USGS, 2015). 
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Figure 33. Pascagoula River continuous river discharge at Merrill, MS from January 2009 to December 2011, ranging 
from 700-100,000 ft3 s-1 (USGS, 2015). 
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Figure 34. Pearl River discharge near Bogalusa, LA from January 2009 to December 2011, ranging from 500-80,000 ft3 s-1 
(USGS, 2015). 
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Figure 35. Wolf River discharge from January 2009 to December 2011, ranging from 10-20,000 ft3 s-1 (USGS, 2015). 
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Figure 36. Average monthly streamflow (m3 s-1) of the Mississippi River at Tarbert Landing, Mississippi from January 2009 to 
September 2011 (Aulenbach et al., 2014).
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suggest that variability existed between each year; that 2009 was different from 2010 and 
2011, and that 2010 was different from 2011. 
Nutrient flux data were not available at the specific USGS stations used for the 
Biloxi River, Pascagoula River, Pearl River, and Wolf River discharge; however, nutrient 
flux data for nitrogen (Figure 37) and phosphorus (Figure 38) were available for the 
Mississippi River at St. Francisville, LA (Aulenbach et al., 2014). Figure 37 demonstrates 
the monthly, seasonal, and annual variability in monthly dissolved nitrite plus nitrate flux 
in the Mississippi River at St. Francisville from 2009 to 2011. Maximum values for 
nitrite plus nitrate flux correspond to peaks in Mississippi River discharge for 
corresponding streamflow gauges at Tarbert Landing. The highest concentrations of 
nitrite plus nitrite flux occurred in April and May in 2009, April in 2010, and May and 
June in 2011. In 2009 and 2011, higher streamflow fluxes occurred the month following 
the highest nutrient flux, while in 2010, the highest concentration of nutrient flux was not 
associated with the highest average streamflow (Figure 37). Throughout 2009-2011, 
dissolved silica concentrations in the Mississippi River (data not shown) always exceeded 
the highest recorded measure of inorganic nitrogen flux (125,000 metric tons day-1). 
The total phosphorus flux of the Mississippi River at St. Francisville, LA and 
concurrent monthly streamflow data at Tarbert Landing, MS from January 2009 to 
September 2011 are demonstrated in Figure 38. The variability in total phosphorus flux 
corresponds closely to the variability in concurrent monthly streamflow; however the 
highest flux of total phosphorus occurred in November 2009 which did not correspond 
with a higher discharge event.  
  
\ 
Figure 37. Monthly, seasonal, and annual variability in averaged monthly nitrite plus nitrate flux (red squares) from the 
Mississippi River at St. Francisville, Louisiana, and concurrent streamflow (m3 s-1; blue bars) at Tarbert Landing, Mississippi 
from January 2009 to September 2011 (Aulenbach et al., 2014). 
9
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Figure 38. Monthly, seasonal, and annual variability in averaged monthly total phosphorus flux (green triangles) from the 
Mississippi River at St. Francisville, Louisiana, and concurrent streamflow (m3 s-1; blue bars) at Tarbert Landing, Mississippi 
from January 2009 to September 2011 (Aulenbach et al., 2014). 
9
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The data presented in this section was used to explore whether self-similar months 
were indeed similar across multiple years. The river discharge data and nutrient flux data 
suggest variability exists between self-similar months across various years. The data also 
suggests variability exists between the magnitude of river discharge USGS stations (e.g. 
Biloxi, Pascagoula, etc.). 
Climatological Data 
 
There are several climatological factors that influence water-column stability in 
coastal waters, including wind speed, atmospheric temperature, wind direction, and 
atmospheric pressure. These parameters can be used to make inferences on water column 
stability. Seasonal variability in atmospheric temperature can cause thermal stratification 
in the water column which in-turn could cut off the replenishment of oxygen to the 
bottom water, while increased wind speed could play against stratification as wind speed 
has the potential to disrupt and mix stratified water columns, re-oxygenating the water 
column. Figures 39-42 identify the monthly, seasonal, and annual variability that exists in 
the climatological measurements between NDBC stations WYCM6 and PTBM6 (Figure 
3), in addition to variability within the sampling period of this study. At PTBM6, the 
maximum wind speed for 2009 occurred in April and May at the beginning of the defined 
hypoxia season, while the maximum wind speed for 2011 occurred in September. The 
minimum wind speed for 2010 occurred in September. The purpose of these figures is to 
demonstrate whether the average monthly climatological data within a given year and 
self-similar months for each year are similar. 
The data in Figure 39 suggest that monthly and annual variability exists in wind 
speed from two NDBC buoy stations. Overall, wind speed patterns at WYCM6 were 
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consistent from year to year; however the magnitude of the velocity varied from year to 
year. While September wind speeds were relatively similar from all three years 
(approximately 4 m s-1), April, May, and July showed significant differences for self-
similar months, between years. At buoy PTBM6, during the NGI sampling period from 
April to September, the trends, and magnitude of wind velocity were rarely in agreement. 
Monthly and annual variability also exists within the average monthly wind 
direction data (Figure 40), and the atmospheric pressure data (Figure 41). Despite a few 
similarities in the WYCM6 climatological data between January 2009 – 2011, and 
September 2009 – 2011, the data suggests that average wind speed (Figure 39), direction 
(Figure 40), and atmospheric pressure (Figure 41) within self-similar months are different 
year-to-year. In contrast to these differences, average air temperatures measured at 
WYCM6 and PTBM6 on self-similar months (particularly on those months at the 
presumed height of the hypoxia season, May-Aug) demonstrate remarkable agreement 
(Figure 43).  
Since the hydrocast data and water samples were only collected once per month, 
the data only presents a one-day snapshot, and does provide inferences on the monthly 
averages or trends. By utilizing the data from fixed sensors (Table 4), of which are 
continuously recording multiple observations per day (e.g. river discharge, nutrient flux, 
and climatological data), data can be analyzed to explore year-to-year comparisons from 
self-similar months to test whether the data from self-similar months can be pooled.
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Figure 39. Annual variability of wind speed at NDBC buoys, WYCM6 (above) and 
PTBM6 (below). (Data from NDBC, 2014). 
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Figure 40. Annual variability of wind direction at NDBC buoys, WYCM6 (above) and 
PTBM6 (below). (Data from NDBC, 2014). 
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Figure 41. Average monthly atmospheric pressure from two NDBC buoys: WYCM6 
(above) and PTBM6 (below). 
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Figure 42. Average monthly air temperature from two NDBC buoys: WYCM6 (above) 
and PTBM6 (below). 
102 
Comparative Analysis of Self-Similar Months (2009-2011) 
Prior to multiple regression analysis, it is important to explore whether seasonal 
patterns are consistent enough so that data from self-similar months (e.g. April, May, 
June, etc.) across multiple years could be pooled for analysis. Combining these data 
would allow for an increased number of observations for regression analysis, leading to a 
more robust model. Discharge and nutrient flux data from the Biloxi, Pascagoula, Pearl, 
Mississippi, and Wolf rivers (Figures 32- 38), as well as climatology data from Bay of St. 
Louis and Petit Bois Island (Figures 39 – 42) were explored using ANOVA and post-hoc 
Tukey tests in order to compare self-similar months from different years. These 
comparisons were an important precursor to the regression analysis because, for example, 
if river discharge was the same for self-similar months (i.e. Jun 2009 = Jun 2010 = Jun 
2011), then one might be able to assume that the same parameters or drivers specifically 
associated with river discharge (i.e. freshwater [stratification], CDOM [water clarity], and 
nutrients [eutrophication]) would also be the same for any June (regardless of year); this 
allows all June data to be pooled across multiple years. If this pattern exists, then it would 
be possible to develop a general regression equation for the “June condition”, without 
concern for any year-to-year variability. In the event that climatology was the same for 
every year, or the same for self-similar months across different years, then the effects 
wind speed (responsible for disrupting or developing stratification) or air temperatures 
(thermal stratification), data could also be pooled to derive one regression equation to 
explain and predict the dissolved oxygen dynamics for June in any given year. 
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River Discharge 
 Self-similar monthly comparisons of river discharge were conducted using SPSS 
to examine whether there was a relationship between river discharge data from various 
rivers, across self-similar months throughout the 2009 – 2011 NGI time series. River 
discharge data were obtained from several rivers that influence the Mississippi Sound and 
Bight, including the Mississippi River, Pearl River, Wolf River, Biloxi River, and 
Pascagoula River. All comparative analyses for river discharge data were performed 
using one-way ANOVA with Tukey’s post-hoc tests with listwise deletion and a 
significance interval of 0.05. A one-way ANOVA is used to test and determine whether 
there is a difference in means of more than two independent variables. Comparative 
analysis was performed on these variables to determine whether or not it was possible to 
group self-similar months together for multiple regression analysis.  
Results from the ANOVA (data not shown) and Tukey’s post-hoc tests indicated 
that monthly river discharge from each of the Biloxi, Pascagoula, Pearl, and Wolf Rivers 
were significantly different from year-to-year, even when comparing self-similar months 
(Tables 10-11), with rare exceptions. These results conclude that the river discharge data 
from the Biloxi, Pascagoula, Pearl, and Wolf Rivers are highly variable from year-to-year 
within the same month (e.g. Jun 2009 ≠ Jun 2010 ≠ Jun 2011). Thus, there is insufficient 
evidence to justify pooling monthly data across multiple years in pursuit of a “typical” 
monthly condition for any of the rivers tested using their respective discharge rates. 
Self-similar monthly comparisons of Mississippi River discharge data at Tarbert 
Landing, and corresponding nutrient flux data from St. Francisville were conducted using 
SPSS to examine whether there was a relationship between river discharge and nutrient 
flux from the Mississippi River (e.g. nitrite+nitrate, total phosphorus, and total silica) 
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across self-similar months throughout the 2009 – 2011 NGI time series from 1-month 
prior (Month1; 30 days prior to sampling date) and 2-months prior (Month2; 30 – 60 days 
prior to sampling date) (Table 5). All comparative analyses were performed using one-
way ANOVA with Tukey’s post-hoc tests with listwise deletion and a significance 
interval of 0.05. Comparative analysis was performed on these variables to determine 
whether or not it was possible to group self-similar months together for multiple 
regression analysis. 
The ANOVA indicated a statistically significant difference in the means for all 
Mississippi River discharge and corresponding nutrient flux, for all self-similar months, 
for all years (results not shown). Therefore, post-hoc Tukey tests were necessary to 
determine individual comparisons. 
Results from the post-hoc Tukey tests indicated that monthly river discharge and 
nutrient flux from the Mississippi River were significantly different from year-to-year, 
even when comparing self-similar months (Tables 12 and 13), with rare exceptions. 
These results conclude that the river discharge and nutrient flux data from the Mississippi 
River were highly variable from year-to-year within the same month (e.g. Aug 2009 ≠ 
Aug 2010 ≠ Aug 2011). Therefore, there is insufficient evidence to justify pooling 
monthly data across multiple years in pursuit of a “typical” monthly condition for 
Mississippi River discharge or nutrient flux. 
Climatological Data 
 
Self-similar monthly comparisons of climatological data were conducted using 
SPSS to examine whether there was a relationship between climatological data from two
  
     Table 10 
 
Results from Post-hoc Tukey Tests Performed on Biloxi, Pascagoula, Pearl, and Wolf River Discharge Data from April 
through    June 2009 – 2011. 
 
       
      Note: “***” indicates p < 0.000; “**” indicates p <0.001; “*” indicates p <0.01; no symbol indicates p > 0.05. 
  
2010 0.001 **
2011 0.001 **
2009 0.001 **
2011 0.998
2009 0.001 **
2010 0.998
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.980
2009 0.000 ***
2010 0.980
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.571
2009 0.000 ***
2010 0.571
2010 0.004 **
2011 0.000 ***
2009 0.004 **
2011 0.275
2009 0.000 ***
2010 0.275
2009
2010
2011
Wolf River
2009
2010
2011
A
p
ri
l
Biloxi River
2009
2010
2011
Pascagoula 
River
2009
2010
2011
Pearl River
Month
Dependent 
Variable
(I) 
Group
(J) Group Sig. Sig.
2010 0.998
2011 0.046 *
2009 0.998
2011 0.052
2009 0.046 *
2010 0.052
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.006 **
2009 0.000 ***
2010 0.006 **
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.589
2009 0.000 ***
2010 0.589
2010 0.026 *
2011 0.000 ***
2009 0.026 *
2011 0.202
2009 0.000 ***
2010 0.202
2009
2010
2011
Wolf River
2009
2010
2011
M
a
y
Biloxi River
2009
2010
2011
Pascagoula 
 River
2009
2010
2011
Pearl River
Month
Dependent 
Variable
(I) 
Group
(J) 
Group
Sig. Sig.
2010 0.000 ***
2011 0.935
2009 0.000 ***
2011 0.000 ***
2009 0.935
2010 0.000 ***
2010 0.013 *
2011 0.000 ***
2009 0.013 *
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.002 **
2011 0.000 ***
2009 0.002 **
2011 0.015 *
2009 0.000 ***
2010 0.015 *
2010 0.000 ***
2011 0.452
2009 0.000 ***
2011 0.000 ***
2009 0.452
2010 0.000 ***
2009
2010
2011
Wolf River
2009
2010
2011
J
u
n
e
Biloxi River
2009
2010
2011
Pascagoula 
River
2009
2010
2011
Pearl River
Month
Dependent 
Variable
(I) 
Group
(J) 
Group
Sig. Sig.
1
0
5
 
 
 
 
 
Table 11 
 
Results from Post-hoc Tukey Tests Performed on Biloxi, Pascagoula, Pearl, and Wolf River Discharge Data from July 
through September 2009 – 2011. 
 
   
 
Note: “***” indicates p < 0.000; “**” indicates p <0.001; “*” indicates p <0.01; no symbol indicates p > 0.05.
2010 0.004 **
2011 0.011 *
2009 0.004 **
2011 0.938
2009 0.011 *
2010 0.938
2010 0.174
2011 0.017 *
2009 0.174
2011 0.575
2009 0.017 *
2010 0.575
2010 0.055
2011 0.516
2009 0.055
2011 0.002 **
2009 0.516
2010 0.002 **
2010 0.008 **
2011 0.001 **
2009 0.008 **
2011 0.869
2009 0.001 **
2010 0.869
2009
2010
2011
Wolf River
2009
2010
2011
J
u
ly
Biloxi River
2009
2010
2011
Pascagoula 
River
2009
2010
2011
Pearl River
Month
Dependent 
Variable
(I) 
Group
(J) 
Group
Sig. Sig.
2010 0.000 ***
2011 0.983
2009 0.000 ***
2011 0.000 ***
2009 0.983
2010 0.000 ***
2010 0.059
2011 0.562
2009 0.059
2011 0.003 **
2009 0.562
2010 0.003 **
2010 0.795
2011 0.000 ***
2009 0.795
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.803
2009 0.000 ***
2011 0.000 ***
2009 0.803
2010 0.000 ***
2009
2010
2011
Wolf River
2009
2010
2011
A
u
g
u
s
t
Biloxi River
2009
2010
2011
Pascagoula 
River
2009
2010
2011
Pearl River
Month
Dependent 
Variable
(I) 
Group
(J) 
Group
Sig. Sig.
2010 0.507
2011 0.247
2009 0.507 *
2011 0.021
2009 0.247
2010 0.021 *
2010 0.027 *
2011 0.030 *
2009 0.027 *
2011 0.000 ***
2009 0.030 *
2010 0.000 ***
2010 0.773
2011 0.000 ***
2009 0.773
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.563
2011 0.120
2009 0.563
2011 0.009 **
2009 0.120
2010 0.009 **
2009
2010
2011
Wolf River
2009
2010
2011
S
e
p
te
m
b
e
r
Biloxi River
2009
2010
2011
Pascagoula 
 River
2009
2010
2011
Pearl River
Month
Dependent 
Variable
(I) 
Group
(J) 
Group
Sig. Sig.
1
0
6
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NDBC stations, across self-similar months throughout the 2009 – 2011 NGI time series. 
Climatological data were obtained from buoys WYCM6 and PTBM6 for wind direction, 
wind speed, atmospheric pressure, and air temperature. All comparative analyses for 
climatological data were performed using one-day ANOVA and Tukey’s post-hoc tests 
with listwise deletion and a significance interval of 0.05. A one-way ANOVA is used to 
test and determine whether there is a difference in means of more than two independent 
variables. Comparative analysis was performed on these variables to determine whether 
or not it was possible to group self-similar months together for multiple regression 
analysis. 
The ANOVA indicated a statistically significant difference in the means for all 
climatological data, for all years, from NDBC buoy WYCM6 and PTBM6 (results not 
shown), therefore, post-hoc Tukey tests were necessary to determine individual 
comparisons. The Tukey tests indicated that monthly climatological data from each of the 
WYCM6 (Tables 14 and 15) and PTBM6 (Tables 16 and 17) buoys were significantly 
different from year-to-year, even when comparing self-similar months. These results 
conclude that the climatological data from WYCM6 and PTBM6 are highly variable from 
year-to-year within the same month (e.g. Sep 2009 ≠ Sep 2010 ≠ Sep 2011). Therefore, 
there is insufficient evident to justify pooling monthly data across multiple years in 
pursuit of a “typical” monthly condition for any the buoys tests using their respective 
climatological data. 
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Table 12  
 
Post-hoc Test (Tukey Test) Results for All Years in April, May and June from the ANOVA 
Analysis for Mississippi River Discharge Data from Tarbert Landing (USGS-07295100) and 
Nutrient Flux Data from St. Francisville, LA (USACE-01145). 
 
   
Note: “***” indicates p < 0.000; “**” indicates p <0.001; “*” indicates p <0.01; no symbol indicates p > 0.05. 
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.288
2009 0.000 ***
2011 0.000 ***
2009 0.288
2010 0.000 ***
2010 0.091
2011 0.000 ***
2009 0.091
2011 0.024 **
2009 0.000 ***
2010 0.024 **
2010 0.127
2011 0.003 **
2009 0.127
2011 0.000 ***
2009 0.003 **
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.158
2009 0.000 ***
2010 0.158
2010 0.946
2011 0.294
2009 0.946
2011 0.465
2009 0.294
2010 0.465
2010 0.809
2011 0.178
2009 0.809
2011 0.047 *
2009 0.178
2010 0.047 *
2010 0.000 ***
2011 0.974
2009 0.000 ***
2011 0.000 ***
2009 0.974
2010 0.000 ***
2009
2010
2011
Month2TP
2009
2010
2011
Sig.
2009
2010
2011
Month2No2No
3
2009
2010
2011
Dependent 
Variable
(I) Group (J) Group
Month1AvgDa
ilyFlow
2009
2010
2011
Month2AvgDa
ilyFlow
2009
2010
2011
Month1No2No
3
2009
2010
2011
Month1TP
2009
2010
2011
Month1Si
Month2Si
Sig.Month
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 A
p
ri
l
2010 0.000 ***
2011 0.001 **
2009 0.000 ***
2011 0.000 ***
2009 0.001 **
2010 0.000 ***
2010 0.017 *
2011 0.000 ***
2009 0.017 *
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.792
2011 0.002 **
2009 0.792
2011 0.000 ***
2009 0.002 **
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.001 **
2011 0.000 ***
2009 0.001 **
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.001 **
2011 0.000 ***
2009 0.001 **
2011 0.461
2009 0.000 ***
2010 0.461
2010 0.000 ***
2011 0.004 **
2009 0.000 ***
2011 0.000 ***
2009 0.004 **
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.248
2009 0.000 ***
2010 0.248
Month2Si
2009
2010
2011
Sig.
Month1Si
2009
2010
2011
Month2No2No
3
2009
2010
2011
Month2TP
2009
2010
2011
Dependent 
Variable
(I) Group (J) Group
Month1AvgDa
ilyFlow
2009
Month1TP
2009
2010
2011
2010
2011
Month2AvgDa
ilyFlow
2009
2010
2011
Month1No2No
3
2009
2010
2011
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
M
a
y
Month
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.971
2011 0.000 ***
2009 0.971
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.040 *
2009 0.000 ***
2011 0.000 ***
2009 0.040 *
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.993
2011 0.008 **
2009 0.993
2011 0.017 *
2009 0.008 **
2010 0.017 *
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.022 *
2011 0.000 ***
2009 0.022 *
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Month2Si
Month1No2No
3
Month2No2No
3
Month1Si
Month2TP
2011
2010
2009
2011
2010
2011
2010
2009
2011
2010
2011
2010
2009
2011
2010
2009
2011
2010
2009
Month2AvgDa
ilyFlow
Dependent 
Variable
(I) Group (J) Group
2009
2009
2011
2010
2009
Month1AvgDa
ilyFlow
Month1TP
Sig. Sig.Month
J
u
n
e
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Table 13 
Post-hoc Test (Tukey Test) Results for All Years in July, August, and September from the 
ANOVA Analysis for Mississippi River Discharge Data from Tarbert Landing (USGS-
07295100) and Nutrient Flux Data from St. Francisville, LA (USACE-01145).  
 
    
Note: “***” indicates p < 0.000; “**” indicates p <0.001; “*” indicates p <0.01; no symbol indicates p > 0.05.  
2010 0.357
2011 0.000 ***
2009 0.357
2011 0.001 **
2009 0.000 ***
2010 0.001 **
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.127
2009 0.000 ***
2010 0.127
2010 0.980
2011 0.012 *
2009 0.980
2011 0.036 *
2009 0.012 *
2010 0.036 *
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.043 *
2009 0.000 ***
2010 0.043 *
2010 0.764
2011 0.000 ***
2009 0.764
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.013 *
2009 0.000 ***
2011 0.000 ***
2009 0.013 *
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Sig.
Dependent 
Variable
(I) Group (J) Group
2011
2010
2009
2011
2010
2009
2010
2009
2011
2010
2009
2011
2010
2009
2011
2010
2009
2011
Sig.
Month2Si
Month2TP
Month2No2No
3
Month1Si
Month1TP
Month1No2No
3
Month2AvgDa
ilyFlow
Month1AvgDa
ilyFlow
2010
2009
2011
2010
2009
2011
Month
J
u
ly
2010 0.000 ***
2011 0.002 **
2009 0.000 ***
2011 0.001 **
2009 0.002 **
2010 0.001 **
2010 0.789
2011 0.000 ***
2009 0.789
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.027 *
2009 0.000 ***
2011 0.001 **
2009 0.027 *
2010 0.001 **
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.001 **
2009 0.000 ***
2010 0.001 **
2010 0.000 ***
2011 0.016 *
2009 0.000 ***
2011 0.016 *
2009 0.016 *
2010 0.016 *
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.003 **
2009 0.000 ***
2010 0.003 **
Dependent 
Variable
(I) Group (J) Group
2011
2010
2009
2011
2010
2009
2011
2010
2009
Sig.
2011
2010
2009
2011
2010
Month2Si
Month2TP
Month2No2No
3
Month1Si
Month1TP
Month1No2No
3
Month2AvgDa
ilyFlow
Month1AvgDa
ilyFlow
2009
2011
2010
2009
2011
2010
2009
2011
2010
2009
Sig.Month
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 A
u
g
u
s
t
2010 0.000 ***
2011 0.039 *
2009 0.000 ***
2011 0.001 **
2009 0.039 *
2010 0.001 **
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.053
2009 0.000 ***
2010 0.053
2010 0.000 ***
2011 0.015 *
2009 0.000 ***
2011 0.000 ***
2009 0.015 *
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.017 *
2009 0.000 ***
2010 0.017 *
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Sig.
Month2Si
2009
Month2No2No
3
2009
2010
2011
Month2TP
2009
2010
2011
Month2AvgDa
ilyFlow
2009
2010
2011
2010
2011
Month1Si
2009
2010
2011
Month1No2No
3
2009
2010
2011
Month1TP
2009
2010
2011
Dependent 
Variable
(I) Group (J) Group
Month1AvgDa
ilyFlow
2009
2010
2011
Sig.Month
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Table 14 
Post-hoc Test (Tukey Test) Results from the ANOVA Analysis for Climatological Data (WindDir, WindSpd, 
Pres, ATemp) from NDBC Buoy WYCM6 – Bay of St. Louis Yacht Club, Mississippi for April, May, and June 
of All Years (2009 to 2011). 
 
 
Note: “***” indicates p < 0.000; “**” indicates p <0.001; “*” indicates p <0.01; no symbol indicates p > 0.05.  
2010 0.000 ***
2011 0.012 *
2009 0.000 ***
2011 0.000 ***
2009 0.012 *
2010 0.000 ***
2010 0.129
2011 0.000 ***
2009 0.129
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.015 *
2011 0.000 ***
2009 0.015 *
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Sig.
W indDirBSL
2009
2010
2011
Sig.
Dependent 
Variable
(I) Group (J) Group
PresBSL
2009
2010
2011
ATempBSL
2009
2010
2011
W indSp ‎dBSL
2009
2010
2011
Month
A
p
ri
l
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.910
2011 0.000 ***
2009 0.910
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Sig.Month
Dependent 
Variable
(I) Group (J) Group Sig.
W indDirBSL
2009
2010
2011
2011
W indSp‎dBS
L
2009
2010
2011
PresBSL
2009
2010
2011
ATempBSL
2009
2010
M
a
y
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.010 *
2011 0.000 ***
2009 0.010 *
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Month
Dependent 
Variable
(I) Group (J) Group Sig. Sig.
W indDirBSL
2009
2010
2011
ATempBSL
2009
2010
2011
W indSp‎dBSL
2009
2010
2011
PresBSL
2009
2010
2011
J
u
n
e
1
1
0
 
 
 
 
 
Table 15 
Post-hoc Test (Tukey Test) Results from the ANOVA Analysis for Climatological Data (WindDir, WindSpd, Pres, 
ATemp) from NDBC buoy WYCM6 – Bay of St. Louis Yacht Club, Mississippi for July, August, and September of All 
Years (2009 to 2011). 
 
Note: “***” indicates p < 0.000; “**” indicates p <0.001; “*” indicates p <0.01; no symbol indicates p > 0.05.
2010 0.000 ***
2011 0.020 *
2009 0.000 ***
2011 0.000 ***
2009 0.020 *
2010 0.000 ***
2010 0.000 ***
2011 0.250
2009 0.000 ***
2011 0.000 ***
2009 0.250
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.291
2009 0.000 ***
2010 0.291
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Month
Dependent 
Variable
(I) Group (J) Group Sig. Sig.
PresBSL
2009
2010
2011
W indSp‎dBSL
2009
2010
2011
W indDirBSL
2009
2010
2011
ATempBSL
2009
2010
2011
J
u
ly
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Month
Dependent 
Variable
(I) Group (J) Group Sig. Sig.
ATempBSL
2009
2010
2011
2011
W indDirBSL
2009
2010
2011
W indSp‎dBSL
2009
2010
2011
PresBSL
2009
2010
A
u
g
u
s
t
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.019 *
2011 0.000 ***
2009 0.019 *
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
(J) Group Sig. Sig.
W indSp‎dBSL
2009
2010
2011
W indDirBSL
2009
2010
2011
Month
Dependent 
Variable
(I) Group
ATempBSL
2009
2010
2011
PresBSL
2009
2010
2011
S
e
p
te
m
b
e
r
1
1
1
 
  
 
Table 16 
Post-hoc Test Tukey Test Results from the ANOVA Analysis for April, May, and June Climatological Data (WindDir, 
WindSpd, Pres, ATemp) from NDBC Buoy PTBM6 – Petit Bois Island, Mississippi. 
 
Note: “***” indicates p < 0.000; “**” indicates p <0.001; “*” indicates p <0.01; no symbol indicates p > 0.05. 
 
  
2010 0.000 ***
2011 0.060
2009 0.000 ***
2011 0.000 ***
2009 0.060
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
W indDirPTB
2009
2010
2011
W indSpdPT
B
2009
2010
2011
PresPTB
2009
2010
2011
ATempPTB
2009
2010
2011
  
  
  
  
  
  
  
  
  
  
  
  
  
 A
p
ri
l
Dependent 
Variable
(I) Group (J) Group Sig. Sig.Month
2010 0.001 **
2011 0.000 ***
2009 0.001 **
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.131
2009 0.000 ***
2010 0.131
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.702
2011 0.000 ***
2009 0.702
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
(J) Group Sig. Sig.Month
Dependent 
Variable
(I) Group
W indDirPTB
2009
2010
2011
ATempPTB
2009
2010
2011
W indSpdPT
B
2009
2010
2011
PresPTB
2009
2010
2011
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 M
a
y
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Month
Dependent 
Variable
(I) Group (J) Group Sig. Sig.
PresPTB
2009
2010
2011
ATempPTB
2009
2010
2011
W indDirPTB
2009
2010
2011
W indSpdPT
B
2009
2010
2011
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u
n
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1
1
2
 
 
 
 
 
Table 17 
Post-hoc Tukey Test Results from the ANOVA Analysis for July, August, and September Climatological Data (WindDir, 
WindSpd, Pres, ATemp) from NDBC Buoy PTBM6 – Petit Bois Island, Mississippi. 
 
 
Note: “***” indicates p < 0.000; “**” indicates p <0.001; “*” indicates p <0.01; no symbol indicates p > 0.05. 
 
2010 0.000 ***
2011 0.028 *
2009 0.000 ***
2011 0.368
2009 0.028 *
2010 0.368
2010 0.000 ***
2011 0.149
2009 0.000 ***
2011 0.000 ***
2009 0.149
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Month
Dependent 
Variable
(I) Group (J) Group Sig. Sig.
PresPTB
2009
2010
2011
ATempPTB
2009
2010
2011
2009
2010
2011
W indSpdPT
B
2009
2010
2011
W indDirPTB
  
  
  
  
  
  
  
  
  
  
  
  
 J
u
ly
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Month
Dependent 
Variable
(I) Group (J) Group Sig. Sig.
2010
2011
W indDirPTB
2009
2010
2011
W indSpdPT
B
2009
2010
2011
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 A
u
g
u
s
t
PresPTB
2009
2010
2011
ATempPTB
2009
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
2010 0.000 ***
2011 0.000 ***
2009 0.000 ***
2011 0.000 ***
2009 0.000 ***
2010 0.000 ***
Month
Dependent 
Variable
(I) Group (J) Group Sig. Sig.
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 S
e
p
te
m
b
e
r W indSpdPT
B
2009
2010
2011
PresPTB
2009
2010
2011
W indDirPTB
2009
2010
2011
ATempPTB
2009
2010
2011
1
1
3
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Regression Results 
In the previous sections, data have been presented for the variables most directly 
associated with paradigms of water column stratification, water clarity, and 
eutrophication, and how each of these variables presumably affect dissolved oxygen. 
Results of the comparative analysis of self-similar months (2009-2011) presented 
statistically significant differences in almost all cases tested for similarity, indicating that 
available data should not be pooled together for regression analysis, because each month 
of each year was different for all variables tested thus far. These results strongly indicate 
that multiple regression analyses must be performed on a month-by-month basis for each 
year. 
Extensive analyses were performed on the data used for multiple regression 
analysis to examine the effects of multiple predictor variables on the value of the 
predicted variable, dissolved oxygen, in an attempt to determine a mathematical function 
that could best describe the association between the predicted variable and the multitude 
of core predictor variables presented in Table 8. Multiple regression analyses were 
performed for each month of each year, from 2009-2011individually, to develop 
individual regression equations for each month and year. 
The results from the June 2010 regression were chosen to be presented here as an 
example, to represent the resulting output(s) from SPSS when performing multiple 
regression analysis. For all regressions, the core 25 predictors were entered into SPSS 
and analyzed using the linear regression function. SPSS automatically removes any 
variables in the initial analysis that are collinear, constant, and/or least correlated to the 
predicted variable (oxygen), and produces a coefficients table based on those results 
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(Table 18). This yielded a model summary with an Adjusted R Square of 0.888. Despite 
the strong model-fit, Table 18 exemplifies flaws in the regression. Several variables in 
the coefficients table were not contributing significantly to predicting dissolved oxygen 
with the current model (p > 0.05); therefore a user-driven stepwise removal method 
(Figure 7) was implemented to remove the variable with the highest p-value, and the 
analysis was re-run. These steps were repeated until all variables in the coefficients table 
were significantly contributing to the prediction of dissolved oxygen. After confirming 
that all remaining variables had a p < 0.05 and Tolerance > 0.1, the final regression was: 
PredDO = -13.773 + (.763*WaterTemp) + (.137*Salinity) - (2.363*FluoroPhyco) -    (22) 
 (428.840*Estability) - (34.701*SurfNitrite) + (1.788*MixedLayerDepth) 
where “PredDO” represents the estimated dissolved oxygen concentration at any depth, 
as determined from the June 2010 multiple regression analysis, using the specific 
predictor variables (and their respective coefficients), as defined in Equation 22. The 
observed oxygen concentrations from June 2010 were then plotted against the predicted 
dissolved oxygen concentrations from Equation 22 to test the model’s ability to 
accurately predict the observed dissolved oxygen concentrations (Figure 43). 
The same regression method used for the June 2010 example was implemented to 
develop separate regression equations of the predicted dissolved oxygen (PredDO) for all 
months in all years within the 2009-2011 NGI time series (Table 20). Adjusted R-square 
(Ra
2) values range from 0.747 to 0.979 for the 2009 regressions, 0.714 to 0.844 for the 
2010 regressions, and 0.893 to 0.917 for the 2011 regressions (Table 20). These results 
support that the hypothesis that it is possible to develop a regression equation and can 
(relatively) accurately predict dissolved oxygen concentrations. 
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Table 18 
Coefficients Table (Above) and Model Summary (Below) from Initial MLR Analysis for 
June 2010. 
 
Coefficients
a
 
                Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
Collinearity Statistics 
B Std. Error Beta Tolerance VIF 
1 (Constant) -17.523 7.383  -2.373 .018   
ZDep 1.360 .290 2.447 4.682 .000 .002 579.439 
WaterTemp .588 .114 .875 5.139 .000 .016 61.486 
Salinity .314 .091 .919 3.465 .001 .007 149.243 
FluoroChlA .654 .072 .568 9.048 .000 .119 8.373 
FluoroPycho -1.950 .652 -.095 -2.993 .003 .468 2.135 
FluoroCDOM .127 .102 .337 1.243 .215 .006 155.920 
EStability -219.927 41.183 -.139 -5.340 .000 .691 1.447 
Zeu -.157 .107 -.205 -1.469 .143 .024 41.247 
SurfChl -.330 .082 -.794 -4.011 .000 .012 83.133 
SurfNitrite 58.726 13.194 .391 4.451 .000 .061 16.373 
SurfPhos 2.720 1.106 .237 2.459 .015 .051 19.643 
MixedLayerDepth .664 .885 .055 .751 .454 .087 11.484 
MixLayDivMaxDep 1.538 1.271 .149 1.210 .227 .031 32.297 
ZDepDivMLD 3.029 .672 2.142 4.510 .000 .002 478.682 
ShortDfsDivMaxDep .531 .254 .155 2.087 .038 .085 11.750 
 
        
a. Dependent Variable: Oxygen 
 
 
 
 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .946a .895 .888 .88906 
a. Predictors: (Constant), ShortDfsDivMaxDep, WaterTemp, EStability, MixedLayerDepth, SurfNitrite, MixLayDivMaxDep, FluoroPycho, 
FluoroChlA, Zeu, SurfPhos, ZDepDivMLD, FluoroCDOM, SurfChl, Salinity, ZDep 
  
 
 
 
117 
 
Table 19 
Coefficients table (above) and model summary (below) from final MLR analysis for June 
2010. 
 
 
Coefficients
a
 
      Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
Collinearity Statistics 
B Std. Error Beta Tolerance VIF 
 
   
  
  
1 (Constant) 
-13.773 2.385 
 
-5.776 .000 
  
WaterTemp 
.763 .047 1.135 16.193 .000 .184 5.426 
Salinity .137 .026 .400 5.276 .000 .157 6.356 
FluoroPhyco -2.363 .800 -.115 -2.952 .003 .596 1.677 
EStability 
-428.840 48.916 -.272 -8.767 .000 .942 1.062 
SurfNitrite 
-34.701 4.837 -.231 -7.174 .000 .873 1.145 
MixedLayerDepth 
1.788 .367 .149 4.872 .000 .973 1.028 
 
 
a. Dependent Variable: Oxygen 
 
Note. Regression Equation for June 2010: PredDO = -13.773 + (.763*WaterTemp) + (.137*Salinity) - (2.363*FluoroPhyco) - 
(428.840*Estability) - (34.701*SurfNitrite) + (1.788*MixedLayerDepth) 
 
 
 
Model Summary 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
     
1 .889a .790 .784 1.23250 
     
 
a. Predictors: (Constant), MixedLayerDepth, WaterTemp, EStability, SurfNitrite, FluoroPycho, Salinity 
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PredDO values for each month for each year (Table 20) were plotted against the 
observed dissolved oxygen concentrations measured using the CTD of their 
corresponding month and year (Figures 44-46). Figure 44 contains the observed versus 
predicted oxygen concentrations for 2009. The predicted dissolved oxygen concentrations 
reveal a strong goodness-of-fit in April, May, June, and August 2009, demonstrated by an 
adjusted R-square value of 0.880, 0.854, 0.863, and 0.979, respectively. In September 
2009, the surface and bottom predicted oxygen concentrations correspond closely to the 
observed oxygen concentrations and the overall goodness-of-fit is acceptable (Ra
2 = 
0.747), however the predicted values from the model do not accurately capture the mid-
water column dynamics. 
Figure 45 illustrates the comparisons between observed and predicted oxygen in 
2010. Similar to 2009, the 2010 regressions (Table 20) reveal a strong goodness-of-fit 
(Ra
2 ranging from 0.718 – 0.844, Table 20) in predicting the dissolved oxygen 
concentrations when compared to the observed concentrations (Figure 45). There are a 
few instances where the mid-water column dynamics are not fully captured (May 2010 – 
Station 8, for example), however the surface and bottom values correspond well.  
Overall, the regression equations for 2011 (Table 20) demonstrate the strongest 
goodness-of-fit for all self-similar months across all years, except for August 2009 (Ra2 
= 0.979). In both, the nearshore and offshore stations, the model demonstrated Ra2 values 
of 0.917, 0.907, 0.907, 0.911, 0.893, and 0.897 from April to September, respectively, 
and most accurately predicted the dissolved oxygen concentrations, and captures surface, 
middle, and bottom water dynamics (Figure 46). 
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Despite the results that suggested it was not justifiable statistically to bin data 
from self-similar months across multiple years, this was in fact performed in order to 
demonstrate whether a “cumulative” multiple regression, using data from self-similar 
months, but pooled across the entire 2009-2011 time series (Table 21), would be 
markedly inferior to the year-to-year regressions (Table 20). The equations were then 
used to predict dissolved oxygen concentrations for their respective months (Figures 47-
49). Figure 47 demonstrates comparisons between the observed dissolved oxygen water 
column profiles and the cumulative multiple regression model’s calculated (predicted) 
dissolved oxygen concentrations. For example, 2009 predictor variables were entered into 
the cumulative/self-similar May regression equation to calculate the cumulative predicted 
dissolved oxygen variables for May 2009. The predicted values were then plotted against 
the observed oxygen concentrations and Figure 44 indicates an accurate prediction. The 
predicted profiles for May 2009 follow closely to the observed values and fully capture 
the mid-water column dynamics (a weakness in previous models). Despite no predictions 
for oxygen concentrations in April 2009, the Ra
2 values in the figure indicate the model’s 
overall ability to predict April oxygen concentrations. 
Figure 48 demonstrates less accuracy overall in the model’s ability to predict 
dissolved oxygen for 2010. Some months and some stations are moderately accurate, 
while others significantly underestimate the dissolved oxygen concentrations (Station 8 in 
July 2010, for example). In Table 21, the cumulative regression for April is 90% accurate 
in predicting the dissolved oxygen concentrations at all stations, which is exceptional. 
These cumulative regressions demonstrate the possibility of accurately predicting 
dissolved oxygen dynamics from April to September, for any year. 
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Figure 43. June 2010 observed oxygen concentrations (Oxygen) vs. predicted oxygen 
values (PredDO), for all depths at all stations (NGI 1-8). Center line represents the 
regression model’s estimate of DO, bounded by the 95% confidence intervals of the 
regression constant (y-intercept). 
 
 
 
 
Table 20 
Table of “best fit” equations from multiple regression analysis for each month from 2009 to 2011. 
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Figure 44. Graph of observed versus predicted dissolved oxygen concentrations from 2009. “Star” indicates conditions when 
not enough valid observations were present to predict dissolved oxygen concentrations with regression.
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R2a = 0.854
 
R2a = 0.863 
R2a = 0.979 
R2a = 0.747 
1
2
2
 
 
 
 
 
 
 
Figure 45. Water column profiles of observed versus predicted dissolved oxygen concentrations from 2010. “Star” indicates 
conditions when not enough valid observations were present to predict dissolved oxygen concentrations with regression.
R2a = 0.718 
R2a = 0.718
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Figure 46. Water column profiles of observed versus predicted dissolved oxygen concentrations from 2010. “Star” indicates 
conditions when not enough valid observations were present to predict dissolved oxygen concentrations with regression.
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Table 21 
Table of “best fit” equations from multiple regression analysis for all self-similar months, consolidated from 2009 – 2011. 
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Figure 47. Water column profiles of 2009 observed dissolved oxygen concentrations (green) plotted against the predicted 
oxygen concentrations derived from the 2009-2011 regression equations (Table 21) (black). (“Star”) indicates conditions 
when not enough valid observations were present to predict dissolved oxygen concentrations with regression. 
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Figure 48. Water column profiles of 2010 observed dissolved oxygen concentrations (green) plotted against the predicted 
oxygen concentrations derived from the 2009-2011 regression equations (Table 21) (black). (“Star”) indicates conditions 
when not enough valid observations were present to predict dissolved oxygen concentrations with regression. 
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Figure 49. Water column profiles of 2011 observed dissolved oxygen concentrations (green) plotted against the predicted 
oxygen concentrations derived from the 2009-2011 regression equations (Table 21) (black). (“Star”) indicates conditions 
when not enough valid observations were present to predict dissolved oxygen concentrations with regression. 
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CHAPTER IV 
 
DISCUSSION 
Evidence of Water Column Stability (Stratification) as a Driver of Hypoxia 
Stratification in coastal waters is defined by vertical gradients of both temperature 
and salinity, particularly in the summer months when increased surface temperatures 
coincided with periods of increased precipitation and coastal run-off (Rabalais et al., 
1994; Boesch, 1995; Dagg et al., 2007; Bianchi et al., 2010; Howarth et al., 2011). 
Surface waters of the Gulf of Mexico are responsive to both global climate change (e.g. 
as freshwater inputs vary with rising temperatures) and seasonal changes (e.g. wind 
patterns and ocean circulation) (Bricker et al., 1999; Rabalais and Turner, 2001; 
Anderson et al., 2002; MSRGoMNTF, 2008). 
Analysis of Hypothesis I 
 Spatially- and temporally-variable predictors of water column 
stability/stratification were correlated significantly with the development of hypoxia and 
may be used to predict the geographic extent and intensity in the MS Sound/Bight via 
multiple regression analysis. The results discussed below are designed to test hypothesis 
I.  
 The NGI data demonstrated that stability in the water column was maintained 
throughout the year by the strong haline stratification, and is consistent with what was 
found by Wiseman et al. (1997). As freshwater input from the river and marsh systems 
drain into the Mississippi Sound, two distinct layers form, creating strongly stratified 
Mississippi coastal waters where less dense freshwater discharge floats atop the denser, 
salty waters of the Gulf (Rabalais et al., 1994; Anderson et al., 2002). Stratification “cuts 
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off” bottom waters, so that there is little mixing and little exchange with the more 
oxygen-rich surface waters (Rabalais and Turner, 2001; Bianchi et al., 2010; CENR, 
2010). Hydrocast data was collected and water column profiles of the CTD data were 
created to illustrate the relationship between salinity/water temperature and dissolved 
oxygen dynamics. For example, Station 6 in June 2009 (Figure 8) demonstrated clearly 
the typical inverse relationship of salinity and water temperature in stratified waters, 
where salinity increases with depth, while water temperature decreases. Salinity in the 
water column at Station 6 ranged from 8 PSU near the surface to 36 PSU in the bottom 
waters, which reflects the influence of river discharge at the surface and strong haline 
stratification. Below the surface layer (0 – 2 meters) the salinity ranged from 29 PSU to 
36 PSU. When stratification exists, the heavy influence of river discharge created a 
relatively shallow MLD at 2.5 meters (Figures 20 and 21). Almost uniformly, a MLD at 
2.5 meters (Thomson and Fine (2003); Equation 11) shows how much river discharge 
influences the MS Sound and Bight, where anything below 2.5 meters is potentially 
where hypoxia can develop. Water temperature ranged from 22 °C to 30 °C and also 
indicates thermal stratification. Strong pycnoclines can promote the development of 
hypoxia in bottom-waters (Bianchi et al., 2010). Measurements of dissolved oxygen from 
Station 6 in June 2009 supports the general paradigm that water column stratification is 
correlated significantly to hypoxia (Figure 9), as demonstrated by low dissolved oxygen 
(< 2 mg L-2) conditions that correspond to stratified bottom waters. Further evidence of 
this can be seen at Station 5 in July 2010 (Figure 12) where spatially- and temporally-
variable predictors of water column stability/stratification are significantly correlated 
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with the development of hypoxia, as dissolved oxygen concentrations decrease rapidly 
with depth, specifically when stratification is in place.  
Monthly variations in air temperature can also contribute to the development and 
destruction of stratification. As surface waters are heated during the warmer, summer 
months, the stability of the discrete density layers is enhanced so long that seasonal 
changes in wind patterns, cold fronts, and hurricanes do not induce mixing (Rabalais et 
al., 1994; Rabalais and Turner, 2001; Dagg et al., 2007). Variability in wind speed and 
direction can cause mixing events that disturb the stratification, allowing for surface 
water to mix into the bottom water, further regenerating the bottom water with dissolved 
oxygen (Rabalais et al., 1994; Rabalais and Turner, 2001), however, wind speeds at 
WYCM6 in June 2009 were low (~ 3 m s-1; Figure 40), which suggests very little mixing 
of the water column and supports the evidence of a well-stratified water column. In 
addition, analysis of the data from NDBC buoy WYCM6 demonstrated that June 2009 
exhibited the highest average monthly air temperature (Figure 40), in further support of 
thermal stratification. 
Despite the strong correlation between stratification and low dissolved oxygen 
concentrations demonstrated in the previous examples (Figures 9 and 12), there are 
several instances where the same dynamics (with respect to water column stability and 
stratification) exist, yet dissolved oxygen concentrations did not reflect hypoxic 
conditions. June 2009 at Station 8 clearly demonstrates thermal and haline stratification 
(Figure 8); however, stratification in this particular instance did not correspond to the 
development of hypoxic conditions in bottom waters (Figure 9). Contrary to Station 8 in 
June 2009, Station 6 in September 2009 demonstrates a water column that was well-
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mixed with respect to water temperature (Figure 9), and only slightly stratified (Δ salinity 
= 6 PSU) with respect to salinity, yet more severe hypoxic conditions existed (oxygen < 
0.5 mg L -1), lower than that observed at Station 5 and 6 in June 2009 (1 mg L-1 < oxygen 
< 2 mg L-1). While some instances of water column stability/stratification were correlated 
significantly to the development of hypoxia, the data also provided evidence that 
suggested other processes were occurring in conjunction with water column 
stability/stratification, and that other potential drivers of hypoxia (such as eutrophication 
and water quality/clarity) must also be evaluated (Hetland and DiMarco, 2008).  
Evidence of Eutrophication as a Driver of Hypoxia 
 
Dissolved oxygen conditions of many shallow coastal ecosystems around the 
world have been adversely affected by eutrophication, in part by human-induced 
alterations in watersheds, leading to enhanced delivery of fresh, nutrient-rich water and 
organic matter to coastal ecosystems (Culliton et al., 1990; STAP, 2011). Eutrophication, 
commonly described as an increase in the rate of supply of organic matter to an 
ecosystem (Nixon, 1995), stimulates algal growth which can have chronic effects in the 
northern Gulf of Mexico due to contributions from the Mississippi River and adjacent 
river systems (Rabalais et al., 2002a).  
Analysis of Hypothesis II 
The results discussed below were designed to test hypothesis II. Spatially- and 
temporally-variable predictors of eutrophication are correlated with hypoxic water 
masses and may be used to predict the geographic extent and intensity of hypoxia in the 
MS Sound/Bight via multiple regression analysis. 
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The thresholds for various trophic levels, are classified by NOAA (1997) as: 
1) oligotrophic (0 μg L-1 ≤ chl a < 5 μg L-1);  
2) mesotrophic (5 μg L-1 ≤ chl a < 20 μg L-1);  
3) eutrophic (20 μg L-1 ≤ chl a < 60 μg L-1); and  
4) hypereutrophic (60μg L-1 ≤ chl a).    
where eutrophication with respect to nitrogen ranges from: 
1) low (0 μM < N < 7.14 μM);  
2) medium (7.14 μM < N < 71.4 μM); and  
3) high (71.4 μM ≤ N),  
and phosphorus ranges from: 
1)  low (0 mg L-1 < P < 0.32 μM);  
2) medium (0.32 μM < P < 3.23 μM);  
3) and high (3.23 μM ≤ P). 
As increased nutrients stimulate phytoplankton growth, assuming that there is no 
other limiting condition (such as light limitation from poor water clarity). As the algal 
biomass is consumed and sinks to the bottom waters as fecal material (detritus), the 
organic load in the bottom waters would necessarily increase and thereby accentuate 
hypoxic conditions. The threshold at which eutrophication is recognized in coastal 
systems is when chl a concentrations are greater than 20 μg L-1 (NOAA, 1997). 
One of the major sources of increases in the rate of supply of organic matter to 
coastal ecosystems is from riverine discharge. In 2009, the only indication of 
eutrophication with respect to chl a occurred August at Stations 1-5 where SurfChl 
concentrations demonstrated eutrophication of coastal waters (Figure 22), with chl a 
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concentrations that exceeded 20 μg L-1; however, these results did not correspond to 
hypoxic oxygen conditions in bottom waters, and oxygen concentrations were normoxic. 
In 2010, the same trend occurred where only Station 4 on May 17, 2010 exhibited 
eutrophic conditions with respect to chl a, although hypoxic conditions are not present at 
that station (Figure 23). Despite relatively lower SurfChl concentrations, with few 
exceptions, all offshore stations in May, June, and July exhibited hypoxic conditions, but 
were mesotrophic to oligotrophic in nature. These simple comparisons of eutrophication 
with respect to the dissolved oxygen concentrations are a good indicator that other factors 
may be driving dissolved oxygen dynamics in bottom waters, other than eutrophication 
from chl a. However, timing of sampling can be an issue when taking instantaneous 
measurements of dynamics that involve a simultaneous drawdown of nutrients. 
Eutrophication can lead to increased productivity, which in turn reduces the nutrient 
concentrations as nutrients are taken up by phytoplankton. Therefore, the nutrient 
concentrations measured may not correspond to measured chlorophyll values. 
Data from Figures 27 and 28, representing the surface nutrient concentrations 
with respect to nitrogen-species and phosphate, imply eutrophication with respect to 
nitrogen never occurred as nitrogen concentrations did not fall within the thresholds of a 
eutrophic system. With the exception of one or two instances, nitrogen concentrations 
were in the range of a low impacts from eutrophication with concentrations ranging 
within the threshold (0 μM ≤ N < 7.14 μM). With respect to eutrophication from 
phosphate, phosphate concentrations fell between the intermediate impact, or medium 
range where (0.32 μM < P < 3.23 μM). The data from Figures 27 and 28 were consistent 
with findings from Dornback (2011), who found elevated concentrations of chl in the 
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inner shelf. Dornback suggested that higher chl values may be been related to tidal action 
transporting material from Bay of St. Louis (2011). 
The effects of eutrophication can lead to a decline in water clarity/quality as river 
discharge is rich in nutrients, phytoplankton, and suspended solids which limit light 
penetration into bottom waters. In addition, the effects of eutrophication and freshwater 
input can be correlated. As phytoplankton receive an abundant supply of nutrients in the 
euphotic zone near the surface, they often stimulate chlorophyll to maximize the rate of 
photosynthesis, producing more oxygen in the surface waters as a by-product of primary 
production, in addition to also producing more algal biomass. Increased algal biomass 
means increased chl a, which will increase the light absorption and therefore drive a 
higher Kd490 (and less light penetration into deeper waters, therefore shallowing the zeu).  
Some of the eutrophication data seem to corroborate the development of hypoxia, 
but in some cases they seem unrelated as well. That is why it is necessary to look at water 
clarity. 
Evidence of Water Clarity as a Driver of Hypoxia 
As freshwater discharges are typically quite turbid (from suspended sediment 
loads and/or CDOM), they are more likely to form a stratified layer of buoyant, nutrient-
enriched water that reduces water clarity and effectively isolates the marine bottom 
waters from oxygen replenishment simultaneously (Rabalais and Turner, 2001). Seasonal 
fluxes in freshwater discharge, and therefore CDOM and suspended particles, will alter 
water clarity, in turn affecting the depth of the euphotic zone (zeu). As a result, any 
autotrophic biomass that is situated beneath the euphotic zone will ultimately lead to net 
heterotrophy, and thereby contribute to hypoxia in the disphotic bottom waters.  
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Analysis of Hypothesis III 
The results discussed in this section are designed to test Hypothesis III. Spatially- 
and temporally-variable predictors of water clarity were correlated with localized hypoxic 
water masses and may be used to predict the geographic extent and intensity of hypoxia 
in the MS Sound/Bight via multiple regression analysis.  
In order to explore the variability of parameters associated with water clarity as a 
potential driver of hypoxia in the Mississippi Sound and Bight, water column profiles of 
chl a relative to the depth of the euphotic zone were developed. The principles of 
eutrophication can have complimentary (yet deleterious effects) on water clarity. As 
freshwater river discharge (nutrient-, sediment-rich water) is delivered to the coast, water 
clarity is impaired as suspended sediments, and CDOM increase the turbidity and 
decrease the depth at which light can penetrate into the water column (zeu). The depth of 
the euphotic zone is not only degraded by suspended sediments; an abundance of 
pigmented algal cells (i.e. excess phytoplankton biomass) and terrestrial sources of 
colored dissolved organic matter (CDOM) in river effluent will also reduce water clarity 
(Morel, 1988; Dagg et al., 2008). As water quality is degraded (and the depth of the 
euphotic zone is diminished), the phytoplankton blooms stimulated by eutrophication can 
lead to an increased export of particulate organic matter below the euphotic zone 
(Rabalais and Turner, 2001; Bianchi et al., 2010), thereby increasing the potential for 
heterotrophy in bottom water.  
CDOM is a valuable parameter because it contains information about the water 
clarity (with that potential to shoal the zeu) while at the same time is indicative of 
freshwater discharge (which indicates stratification). At Station 8 in August and 
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September, and Station 4 in May 2009, CDOM concentrations show a direct relationship 
in near-bottom waters, where CDOM concentrations increase as salinity increases. June 
and August 2011 at Station 4 (Figure 29) also demonstrated a relationship where changes 
in CDOM were indicative of a freshwater influence (or lack thereof) nearshore, which in 
turn represented more turbid water and resulted in a shallower zeu. With a shallow zeu 
chlorophyll below the zeu may be indicator of hypoxia. The zeu (depth at which only 1% 
of the surface PAR remains) is degraded by excess phytoplankton biomass and CDOM in 
river effluent. The same phenomenon that drives phytoplankton productivity also plays a 
role in driving the degradation of water quality. As water quality is degraded and the 
depth of the euphotic zone is diminished, the phytoplankton blooms stimulated by 
eutrophication can lead to an increased export of particulate organic matter below the 
euphotic zone, increasing the heterotrophic biomass in the water column. These processes 
contribute to the problem of oxygen depletion in the bottom water as oxygen production 
does not occur below the euphotic zone due to the lack of light, and therefore 
photosynthesis. 
Results for zeu, however, were often inconsistent. For example, in July and 
September 2010 (Figure 28), light was able to penetrate down to the seafloor at 20 
meters. In July 2010, stratification also exists at mid-depth of the water column, while the 
September 2010 profiles appear well-mixed except for the bottom 3-meters of the water 
column. The dissolved oxygen concentrations in Figure 12 indicate that July 2010 did not 
exhibit hypoxic conditions at Station 8 (although hypoxia was present at Stations 4 – 7), 
while hypoxia was indeed present at Station 8 in September 2010.  
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The data in Figures 25 and 26 suggest that there was a lag between the delivery of 
nutrients to the system and spike in phytoplankton abundance at nearshore stations, 
relative to chlorophyll, which could be explained Lohrenz (2003) and Dornback (2011). 
Lohrenz (2003) suggested that increased bottom stress due to tidal currents could result in 
bottom sediment resuspension and that this process could resuspend phytoplankton and 
detrital pigments and increase available nutrients for phytoplankton growth. At Stations 1 
– 4 in 2009 (Figure 25), high concentrations of nutrients that were delivered in the late-
spring while chlorophyll concentrations did not seem to increase proportionately until 
early-summer. In 2011, the overall trend is that concentrations of chlorophyll in coastal 
Mississippi waters were relatively low during the spring, reach a maximum in the 
summer months, and then decreased as fall approached. This trend was illustrated at 
Stations 2 – 6 (Figure 25 and 26). These results were different than those observed in 
2010 at the same stations (Figure 25 and 26) where chlorophyll concentrations did not 
exhibit those patterns. These figures also demonstrate that there is an overabundance of 
silicate being delivered to the system, a nutrient readily consumed by diatoms.  
Stratification, eutrophication, and water clarity all seem to be correlated in some 
way with dissolved oxygen and hypoxia, but those correlations are complex and 
seemingly inconsistent at times. This is why it is necessary to consider them all, as a 
combination of factors influencing hypoxia. This begs for the multiple regression 
analysis, where several variables can be tested for their combined effects.  
The general limitations of multiple regression are that a lot of variables are 
needed to make sure everything has been included that could have a potential influence 
(and be a potential predictor) of hypoxia, but the downside of that is it that a high number 
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of observations are needed for each variable in the regression in order to make sure 
enough data is present to have a robust statistical test for each predictor variable’s 
significance. To augment the number of observations, it was necessary to explore 
whether the data could be pooled in self-similar months across multiple years.  
Comparative Analyses of Self-Similar Months 
 
Analysis of Hypothesis IV 
 
Environmental conditions within self-similar months were variable across 
multiple years (i.e. environmental parameters from April 2009 ≠ April 2010 ≠ April 
2011, etc.); therefore, multiple regression equations were developed for each month, 
individually. 
Since the hydrographic data at NGI Stations 1-8 were collected once per month, 
each sample was used to represent the “monthly condition” (e.g. April, May, etc.) for a 
given year. The objective of these comparative analyses, as stated in Hypothesis IV, was 
to explore whether there were significant statistical differences among self-similar 
months from 2009-2011. For example, no significant statistical differences indicated 
there was a common monthly condition between years (e.g. April 2009 = April 2010 = 
April 2011) which would allow one to pool all of the common-month data to create a 
“cumulative regression.” Statistically significant differences would mean the common-
month data is actually quite different from year-to-year (e.g. April 2009 ≠ April 2010 ≠ 
April 2011), so regressions would have to be developed from single month data for each 
year.   
River discharge data from nearby rivers was used to explore the connection, 
because river discharge would manifest itself as stratification, eutrophication, and water 
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clarity influences in the MS Sound. Freshwater discharge and nutrients were analyzed, in 
addition to climatological data (primarily wind speed, wind direction, air temperature, 
and atmospheric pressure) because these parameters also present influences in the MS 
Sound, although most specifically through the stratification connection.  
River Discharge and Nutrients 
It was important to explore whether seasonal patterns are consistent enough so 
that data from self-similar months (e.g. April, May, June, etc.) across multiple years 
could be pooled for analysis (e.g. June 2009 = June 2010 = July 2011). Combining these 
data allowed for an increased number of observations for regression analysis, leading to a 
more robust model. If the significance level for an ANOVA is smaller than 0.05 (p < 
0.05), then there was a significant statistical difference in the means, and vice versa, in 
that if the significance value is greater than 0.05 (p > 0.05), there is not a significant 
statistical difference between the means of the groups. Although the ANOVA identifies 
whether or not there is a significant statistical difference, the ANOVA test does not 
specify within which groups include the differences. Therefore, the post hoc Tukey-test 
can be used to determine, specifically, the relationships between multiple groups. The 
significance value criteria are the same for the Tukey-test as they are for the ANOVA.  
Tables 10 - 14 demonstrate that there are not only statistically significant 
differences in seasonal variability for river discharge (April ≠ May ≠ June, etc.) in a 
given year, but also without fail, different levels of significance were exhibited between 
self-similar months from different years (e.g. April 2009 ≠ April 2010 ≠ April 2011), 
suggesting variability in the mean river discharge for year to year comparisons of the 
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Biloxi River, Pascagoula River, Wolf River, and Pearl River (individually), and that it is 
not advisable to group means for river discharge from 2009 to 2011 (p < 0.05).  
All results from the ANOVA and post hoc Tukey tests reflect that self-similar 
months, across multiple years, and were almost always different from each other, that 
there is no evidence for a “common condition” for any given month, and that the year-to-
year variability within self-similar months, indicates that each month of each year should 
be treated separately and uniquely. The data for self-similar months cannot be pooled 
across multiple years.  
Climatological Data 
It is important to explore whether seasonal patterns are consistent enough so that 
data from self-similar months (e.g. April, May, June, etc.) across multiple years could be 
pooled for analysis (e.g. June 2009 = June 2010 = July 2011). Combining these data 
would allow for an increased number of observations for regression analysis, leading to a 
more robust model. If the significance level for an ANOVA is less than 0.05 (p < 0.05), 
then there is a significant statistical difference in the means, and vice versa, in that if the 
significance value is greater than 0.05 (p > 0.05), there is no significant statistical 
difference between the means of the groups. Although the ANOVA identifies whether or 
not there is a significant statistical different, the ANOVA test does not specify within 
which groups there are differences. Therefore the post hoc Tukey-test can be used to 
determine, specifically, the relationships between multiple groups. The significance value 
criteria are the same for the Tukey-test as they are for the ANOVA. 
A majority of the comparative analysis results suggested that it was not acceptable 
to pool monthly data from different years together (i.e., May 2009 with May 2010 with 
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May 2011, etc.). The results of the ANOVA and post-hoc Tukey tests indicated that a 
majority of the datasets failed to accept the null hypothesis (p < 0.05). Therefore, analysis 
was conducted for each month individually and regression equations were derived for 
each month, for each year. 
Results from the comparative analysis of the climatological data indicated that for 
the majority of the groupings for the climatological comparisons, the significance value 
was less than 0.05 (p < 0.05), therefore the null hypothesis was rejected because at least 
one of the group means was different. The fact that the ANOVA results can only tell you 
that at least one of the group means is different is one of the limitations associated with 
the test. Although the results can identify whether or not there are similarities or 
differences in the data, the analysis cannot distinguish specific relationships between 
multiple parameters. Fortunately, post-hoc tests provide more thorough results and can 
identify specific relationships and identify the statistical differences. 
The results of the two-tailed T-tests and ANOVA with post-hoc Tukey tests 
determined there were significant statistical differences between self-similar months 
across all years for a majority of the river discharge, nutrient data, and climatological 
data, and it was not advisable to combine self-similar months. Although the river 
discharge, nutrient flux, and climatological data collected presented valuable information 
to determine that it was not practical to combine self-similar months, it was impossible to 
include this data into the multiple regression analysis. In most cases, data was only 
collected once per month and the analysis revealed there was a significant statistical 
difference between self-similar months per year, therefore total population (n) equals one 
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(n = 1), and degrees of freedom (df) equals n – 1, making it impossible to conduct 
statistical analyses.  
Multiple Regression Analyses 
 In the context of linear regression analysis, there are two general types of 
regression models: Model I vs. Model II. Richter and Stavn (2014) suggest Model I 
regression is preferred when trying to predict one variable value based on the values of 
one or more predictors, however Model I regression assumes: 1) all predictor variables 
are truly independent; and 2) all predictor variables have either no natural error or they 
can be controlled experimentally and measured with great accuracy (Stavn and Richter, 
2008; Stavn, 2012). In Model I regressions, the X-values are fixed by the experimentor, 
while Model II regression assumes that all X-values are not controlled by the 
experimentor and are subject to error (Peltzer, 2009; Richter and Stavn, 2014). Model II 
regression should be used when the variables in the regression equation are random, i.e. 
not controlled by the researcher (Ludbrook, 2012). Since the environmental variables 
used in this study contain error and are not independent, a Model II type multiple 
regression would have been advised to be the most valid approach for the data used in 
this study (Stavn and Richter, 2008; Stavn, 2012); however, SPSS defaults to Model I. 
Therefore, all SPSS MLR were performed using Model I regressions. Despite the fact 
that Model I regressions were used in this study, the strength of association between 
variables (i.e. correlation coefficient) does not change between Model I and Model II 
regressions (Richter and Stavn, 2014). However, given the inherent error in the predictor 
variables, Model II regressions should be used in the future to enhance the “fit” (i.e. slope 
and y-intercept) of the model (Richter and Stavn, 2014). 
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All of the data presented in this study have demonstrated that dissolved oxygen 
dynamics, with respect to hypoxia, cannot easily be described by only investigating one 
of the three major themes of this study: water column stability/stratification, 
eutrophication, or water clarity. Therefore, it is necessary to consider all three themes: 
stratification, eutrophication, and water clarity, together, because each on its own was 
suggestive but not a definitive indicator of hypoxia. 
Analysis of Hypothesis V 
The development of hypoxic water masses is a complex phenomenon that can be 
predicted using a complex statistical model, informed by the synthesis of historical 
hydrographic data (to include in-situ measurements, lab analyses, and satellite/remote 
sensing products) and correlation analyses of pertinent indicators of stratification, 
eutrophication, and water clarity effects. The data in Table 20 demonstrate the month-to-
month regression equations derived from the multiple linear regression analysis. Some of 
the differences in the variables between April 2009 and April 2011 are that April 2009 
exhibited a relatively simple regression with only four variables (ZDep, Salinity, 
FluoroChlA, and MixedLayerDepth) and was 88% accurate in predicting DO. April 2011 
demonstrates a more complex regression using ZDep, WaterTemp, (two methods for 
measuring chl a) FluoroChlA and SurfChl, and ZeuDivMaxDep but indicated 91.7% 
accuracy in predicting dissolved oxygen values.  
The data in Table 21 demonstrate the cumulative regression equations derived 
from the multiple linear regression analysis. In the cumulative regressions, all 
coefficients corresponding to WaterTemp were correlated positively with dissolved 
oxygen, while all Salinity (when present) demonstrated negative correlations. For all 
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months, a variable describing chl a is present in all regressions, however at different 
magnitudes, and method used to determine chl a. For example, in April and May, SurfChl 
was present in each of the regression equations; however, the coefficient is negative, 
indicating a negative relationship with dissolved oxygen. In June through September, 
FluoroChlA was present with a positive change with DO. In May, SurfAmmo exhibited a 
positive relationship, while SurfNitrite demonstrated a negative relationship; however in 
June, the data for SurfAmmo demonstrated a negative relationship and the coefficient for 
SurfNitrite was positive. 
There are several methods for determining which of the predictor variables, or 
combination(s) of predictor variables, are best for predicting the predicted variable. There 
is an initial desire to obtain an accurate prediction of Y, in which the user would use all of 
variables in the analysis to calculate a regression equation; however, in order for optimal 
use of these analyses by decision makers, the regression equation should include as few 
variables as necessary so as to minimize the time, energy and expense expended in future 
data collections and analyses with the selected regression equation (Zar, 2010; Milroy, 
Pers. Comm., 2015).  
The results of this study demonstrated that it is possible to predict low dissolved 
oxygen concentrations throughout the water column with confidence (p < 0.05). Not only 
can this tool predict dissolved oxygen concentrations, it can also help to identify what the 
major drivers of hypoxia are (for each given month), and the extent to which they affect 
DO. For natural resource managers, the regression equations presented in Tables 20 and 
21 can be used as a decision-support tool, at least for those parameters which have a 
demonstrated significant impact on the development of hypoxia, presuming those 
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parameters fall within the purview of managers. For example, these regression products 
can be used as statistical models to explore the impact of a particular variable (such as 
salinity) on the development of hypoxia, enabling coastal managers to run various 
scenarios (such as the timing and intensity of freshwater diversions), which are then used 
to estimate the impacts of those decisions relative to the potential development of 
hypoxia. 
Although the results of the comparative analyses determined that in most cases, 
there were significant statistical differences in self-similar months across several years, 
and that it was not advisable to combine self-similar months, steps to combine these 
multi-year datasets and conduct “cumulative” multiple regression analysis were 
performed (Table 21). For example, the cumulative regression for May in Table 21 
indicates that all data for May 2009, May 2010, and May 2011 were consolidated and 
analyzed using multiple regression analysis. The cumulative regression results reflected 
an adjusted R2 of 0.768, indicating that it is possible to predict dissolved oxygen 
concentrations for the month of May with 76.8 percent accuracy using the May 2009-
2011 regression equation, compared to May 2009: Ra
2 = 0.854; May 2010: Ra
2 = 0.718; 
and May 2011: Ra
2 = 0.907. In this example, the cumulative regression for May 
demonstrated a stronger “goodness-of-fit” than the May 2010 regression. While the 
month-to-month regressions in Table 20 are more accurate, it might be more useful to 
have a slightly less accurate “cumulative” model for May than to have three separate May 
models which are only applicable to the years in question. Previous studies found 
significant correlations between hypoxic areas average streamflow (r2 = 0.6), across 
multiple years (N=9), and total nitrogen load (r2 = 0.45; N = 18) or NO2+3 load for June 
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(r2 = 0.53; N = 20) and May (r2 = 0.42; N = 22) (Forrest et al., 2011). While these studies 
developed a single regression equation to estimate the total hypoxic area for a given year, 
this study developed individual monthly regressions to predict dissolved oxygen 
concentrations. The regression equations developed in this study are far more accurate 
and can be implemented at a finer resolution to determine geographic extent and intensity 
of hypoxia in various coastal zones. 
The same analysis was conducted for all the months across all years, and the 
results indicated that dissolved oxygen concentrations can be predicted with confidence 
using the species “Cumulative” regression for the respective months (Table 21). Almost 
all of the months had an adjusted R2 value greater than 0.759, except for the cumulative 
September (2009-2011) with an adjusted R2 of 0.531. The adjusted R2 of 0.759 indicates 
75.9% accuracy over the entire range of dissolved oxygen values. All of the results and 
graphs of observed dissolved oxygen vs. predicted dissolved oxygen (PredDO) for all 
months and years are provided in Figures 47-49. When comparing the results of the 
observed DO profiles vs. PredDO, below 2 mg L-1, the cumulative regressions perform 
poorly and were rarely in agreement, compared to the month-to-month regressions, for 
those same stations/months/years using the Table 20 regressions. 
When conducting a hindcast, to accurately describe what happened in the past, it 
is important to use the regression equations from Table 20 because these are more 
accurate and specific to the month and year in question. If interested in conducting a 
“nowcast” model of dissolved oxygen concentrations to determine the conditions right 
now, it is important to use a model that can describe what a “typical” (current month) 
condition is (Table 21) so current data can be used in the cumulative regression for the 
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respective month to predict what dissolved oxygen is, right now. The cumulative model 
can also be used as a forecast model of dissolved oxygen; one could run scenarios using 
minimum, maximum, and typical values for certain variables, and using the cumulative 
models, the minimum, maximum, and typical values would provide insight as far as a 
risk analysis for dissolved oxygen concentrations and hypoxia. 
Lessons Learned/Future Work 
In order to better understand the multifaceted dynamics of the water column 
stability/stratification, eutrophication, and water quality/clarity, future work could include 
development of monthly regression equations, applicable for any year, using all of the 
same variables. Based on the “best-fit” regressions presented in Table 21, all of the 
regressions can be used to predict dissolved O2 by measuring all of the following 
variables: ZDep, MaxDep, and ShortDistShore (representing the geographic/bathymetric 
variables), WaterTemp, Salinity, and MLD (representing the stratification themed 
variables), SurfNitrite, SurfAmmo, SurfPhos, and SurfSil (representing the eutrophication 
themed variables), and Kd490 and SurfChl (representing the water clarity variables). 
Based on this analysis, these variables represent the “core” variables that should always 
be measured when attempting to capture hypoxia dynamics. 
In order to refine the list of common variables even more, it is advisable to 
consider producing regressions in which all of the same variables are forced into the 
regression. Start with the “core” parameters for every regression, and step through the 
removal criteria to eliminate those variables that not significant and that are collinear. 
This technique may be helpful because the regressions will all be derived using the same 
set of variables; it is only the correlation coefficients (slopes) and y-intercepts that vary 
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from regression to regression (or month to month). This would allow for any investigator 
to take a short list of variables that will always be common to any or all regressions, 
measure the parameters, and use the monthly regressions associated with those variables 
to predict dissolved oxygen. There may be a loss of accuracy, but one benefit to this work 
would allow the investigator to know what variables are of primary importance with 
regards to hypoxia dynamics. 
The Mississippi Sound has diurnal tides with range of 0.46 m (Kjerfve, 1983; 
Dornback, 2011). Tidal ranges in the Mississippi Sound were not included in this study 
because they were considered to have a minimal effect in coastal Mississippi waters. For 
future work, tidal ranges should be included if for no other reason than to verify in future 
investigations that it can be excluded from consideration, if it turns out to be 
insignificant.  
 From the results of this study, it has been demonstrated that a decent fit (~70%) of 
cumulative regressions based on three years (2009 – 2011) of monthly data was possible. 
Future work would be to look at how bi-monthly or even weekly sampling of these 12 
core variables would improve the fit of the regressions, when compared to sampling 
monthly. That would produce very good guidance for future researchers as to what the 
ideal “periodicity of sampling” would be. This would also hinge on the total number of 
years of data obtained. For example, this study had monthly data collected over three 
years. If sampling was conducted bi-monthly, maybe two years of data would give a 
comparable fit. Or if monthly sampling continued, but extended the monitoring period to 
four or five years, would there be enough annual variability captured in the dataset that 
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sampling monthly over long periods of time would be more effective in producing better 
predicted outcomes. 
For the multiple regression analysis performed on “all” the data, if a manager 
were only interested in the development of hypoxia (DO < 2 mg L-1), the agreement may 
actually be better. It would be interesting (future work) to look at selecting only the 
dissolved oxygen data below some threshold (DO < 4, or perhaps DO < 3) and run the 
cumulative regressions only for those cases where DO is low, and see if the cumulative 
regressions provide better relationships when dissolved oxygen concentrations are lower. 
The analyses performed in this study were valuable in understanding the hypoxia 
dynamics. The regression analysis started with 45 different variables thought to have 
some direct or indirect relationship to hypoxia, then the stepwise elimination method 
reduced the number of variables to 25, then further to the variables that occurred at least 
once in the month-to-month regressions (Table 20). Next, the cumulative regressions 
(Table 21) demonstrated a good “fit”, even when using a cumulative method despite 
statistical evidence that did not support pooling the data together. In most cases, data for 
this study were collected three to four weeks apart; however it was common for cruises to 
go longer between sampling. There were several instances where data was not collected 
at all for various months due to inclement weather, instrument/technical difficulties, 
personnel, and even as a result of anthropogenic influences (i.e. Deepwater Horizon oil 
spill in April 2010, which forced the research fleet to sample elsewhere than the NGI 
transect). It is important to collect the same data using the same methods for each 
sampling event, as frequently as possible to gain a better understanding of low dissolved 
oxygen dynamics. 
 
 
 
151 
 
REFERENCES 
 
Ahsan, Q., A. F. Blumberg, H. Li, and J. Blaha. 2002. The calibration/validation of a 
 Mississippi Sound/Bight model. Oceans 2002 MTS/IEEE. Biloxi, Mississippi. 
 823-833. 
America’s WETLAND Foundation. 2012. The Detailed Story of America’s Wetland. 
 Available at http://www.americaswetlandresources.com/background_facts 
 /detailedstory/current.html.  
Anderson, D. M., P. M. Gilbert, and J. M. Burkholder. 2002. Harmful algal blooms and 
 eutrophication: Nutrient sources, composition, and consequences. Estuaries 
 25(4b): 704-726. 
Aulenbach B. T., H. T. Buxton, W. A. Battaglin, and R.H. Coupe. 2007. Streamflow and 
 nutrient fluxes of the Mississippi-Atchafalaya River Basin and subbasins for the 
 period  of record through 2005. In: U.S. Geological Survey Open-File Report 
 2007-1080. Available at http://toxics.usgs.gov/pubs/of-2007-1080/index.html 
Aulenbach, B. T., H. T. Buxton, W. A., Battaglin, and R. H. Coupe. 2014. Streamflow 
 and nutrient flux of the Mississippi-Atchafalaya River Basin and subbasins 
 through water year 2014. Available at 
 http://toxics.usgs.gov/hypoxia/mississippi/flux_ests/index.html 
Bernstein, R., 1976. Digital image processing of earth observation sensor data. IBM 
 Journal of Research and Development. 20: 45. 
Bianchi, T. S., S. F. DiMarco, J. H. Cowan, Jr., R. D. Hetland, P. Chapman, J. W. Day, 
 and M. A. Allison, 2010. The science of hypoxia in the northern Gulf of Mexico: 
 a review. Science of the Total Environment 408: 1471- 1484.  
 
 
 
152 
 
Boesch, D. F. 1995. Science, policy and coastal eutrophication: the Chesapeake 
 experience. In: Proceedings of the first Gulf of Mexico Hypoxia management 
 conference, Dec. 1995. EPA-55-R-91-001. EPA, Gulf of Mexico Program; 
 Louisiana Department of Environmental Quality; Lower Mississippi River 
 Conservation Committee; and Mississippi Soil and Water Conservation 
 Commission. pp. 1-11.  
Boone, P. A. 1973. Depositional systems of the Alabama, Mississippi and western 
 Florida coastal zone. Transactions of the Gulf Coast Association of Geological 
  Societies 23: 226-277. 
Bricker, S. B., C.G. Clement, D.E. Pirhalla, S.P. Orlando, and D.R.G. Farrow. 1999. 
 National Estuarine Eutrophication Assessment: Effects of Nutrient Enrichment in  
 the Nation’s Estuaries. NOAA, National Ocean Service, Special Projects Office 
 and the National Centers for Coastal Ocean Science. Silver Spring, MD: 71 pp. 
Brunner, C. A., J.M. Beall, S.J. Bentley, and Y. Furukawa. 2006. Hypoxia hotspots in the 
 Mississippi Bight. Journal of Foraminiferal Research 36(2): 95-107.  
Caffey, R. H., P. Coreil, and D. Demcheck. 2002. Mississippi River water quality: 
 implications for coastal restoration. In: Interpretive Topic Series on Coastal 
 Wetland Restoration in Louisiana. Coastal Wetland Planning, Protection, and 
 Restoration Act (eds.), National Sea Grant Library No. LSU-G-02-002, 4p. 
Carpenter, J. H. 1966. New measurements of oxygen solubility in pure and natural water. 
 Limnol. Oceanogr. 11: 264-277. 
CENR (Committee on Environment and Natural Resources). 2000. Integrated assessment 
 of hypoxia in the northern Gulf of Mexico. National Science and Technology 
 
 
 
153 
 
 Council Committee on Environment and Natural Resources, Washington, DC. 
 May 2000.  
CENR (Committee on Environment and Natural Resources). 2010. Scientific assessment 
 of hypoxia in U.S. coastal waters. Interagency Working Group on Harmful Algal 
 Blooms, Hypoxia, and Human Health of the Joint Subcommittee on Ocean 
 Science and Technology. Washington, DC. September 2010. 
Chakraborty, S., and S. E. Lohrenz. 2015. Phytoplankton community structure in the 
 river-influenced continental margin of the northern Gulf of Mexico. Mar Ecol 
 Prog Ser. 521: 31-47. 
Chen, X., S. E. Lohrenz, and D. A. Wiesenburg. 2000. Distribution and controlling 
 mechanisms of primary production on the Louisiana-Texas continental shelf. J. 
 Mar. Syst., 25, 179-207. 
Cole, B. E., and J. E. Cloern. 1987. An empirical model for estimating phytoplankton 
 productivity in estuaries. Marine Ecology Progress Series. 36:299-305. 
Conley, D. J., J. Carstensen, R. Vaquer-Sunyer, and C. M. Duarte. 2009. Ecosystem 
 thresholds with hypoxia. In “Eutrophication in Coastal Ecosystems”. 
 Hydrobiologia. 629: 21-29.  
Conley, D.J, H.W. Paerl, R.W. Howarth, D.F. Boesch, S.P. Seitzinger, K.E. Havens, 
 C. Lancelot, and G.E. Likens. 2009. Controlling eutrophication: nitrogen and 
 phosphorus. Science. Policy Forum: Ecology. 323: 1014-1015. February 20, 
 2009. Available at: www.sciencemag.org 
Culliton, T.J., M.A. Warren, T.R. Goodspeed, D.G. Remer, C.M. Blackwell, and  J.D. 
 McDonough, III, 1990. 50 years of population change along the nation’s coasts 
 
 
 
154 
 
 1960-2010. Coastal Trends Series report no. 2. Rockville, MD: National 
 Oceanic and Atmospheric Administration, Strategic Assessment Branch. 41 p. 
Dagg, M., J.W. Ammerman, R.M. Amon, W.S. Gardner, R.E. Green, and S.E. Lohrenz. 
 2007. A review of water column processes influencing hypoxia in the northern 
 Gulf of Mexico. Estuaries and Coasts 30(5): 735-752. 
Dagg, M., R. Sato, H. Liu, T.S. Bianchi, R. Green, and R. Powell. 2008. Microbial food 
 web contributions to bottom water hypoxia in the northern Gulf of Mexico. 
 Continental Shelf Research 28: 1127-1137. 
Darecki, M., and D. Stramski. 2004. An evaluation of MODIS and SeaWiFS bio-optical 
 algorithms in the Baltic Sea. Remote Sensing of Environment 89: 326-350. 
Del Castillo, C.E., F. Gilbes, P.G. Coble, and F.E. Müller-Karger. 2000. On the dispersal 
 of riverine colored dissolved organic matter over the West Florida Shelf. 
 Limnology and Oceanography. 45(6): 1425-1432. 
Del Castillo, C.E., P.G. Coble, R.N. Conmy, F.E. Müller-Karger, L. Vanderbloemen, and 
 G.A. Vargo. 2001. Multispectral in situ measurements of organic matter and 
 chlorophyll fluorescence in seawater: Documenting the intrusion of the 
 Mississippi River plume in the West Florida Shelf. Limnology and 
 Oceanography. 47(7):1836-1843. 
Diaz, R.J., and D.L. Breitburg. 2009. The hypoxic environment. In “Fish Physiology 
 Volume 27: Hypoxia” (Richards, J.G., Farrell, A.P., and Brauner, C.J., Eds.) pp. 
 1-23. Academic Press/Elsevier, Oxford, UK.  
 
 
 
155 
 
DiMarco, S., J. Strauss, N. May, R. Mullins-Perry, E. Grossman, and D. Shormann. 
 Texas coastal hypoxia linked to Brazos River discharge as revealed by oxygen 
 isotopes. Aquat Geochem, DOI 10.1007/s10498-011-9156-x. 
Dodds, W.K. 2006. Nutrients and the “dead zone”: the link between nutrient ratios and 
 dissolved oxygen in the northern Gulf of Mexico. Frontiers in Ecology and the 
 Environment. 4: 211-217. 
Dornback, L.M. 2011. Temporal and spatial variability of phytoplankton biomass in 
 coastal Mississippi waters. Master’s Thesis. University of Southern 
 Mississippi,  Department of Marine Science. 89 p. 
Doron, M., M. Babin, A. Mangin, and O. Hembise. 2007. Estimation of light penetration,
 and horizontal and vertical visibility in oceanic and coastal waters from surface 
 reflectance. Journal of Geophysical Research:Oceans. 112 C6.  
Engle, V.D., J.K. Summers, and J.M. Macauley. 1999. Dissolved oxygen conditions in 
 northern Gulf of Mexico estuaries. Environmental Monitoring and Assessment. 
 57: 1-20. 
EPA (Environmental Protection Agency). 2009. Nitrogen and Phosphorus Loads in Large 
 Rivers. Available at http://www.epa.gov by searching for “Nitrogen and 
 Phosphorus Loads in Large Rivers” 
Erichsen Jones, J.R. 1951. The reactions of fish to water of low oxygen concentration. J. 
 Exptl. Biol. 29: 403-415. 
Fahnenstiel, G.L., M.J. McCormick, G.A. Land, D.G. Redalje, S.E. Lohrenz, M. 
 Markowitz, B. Wagoner, and H.J. Carrick. 1995. Taxon-specific growth and loss 
 
 
 
156 
 
 rates for dominant phytoplankton populations from the northern Gulf of Mexico. 
 Mar. Ecol. Prog. Ser., 117, 229-239. 
FGDC (Federal Geographic Data Committee). 2012. Coastal and Marine Ecological 
 Classification Standard. June 2012. FGDC-STD-018-2012. Available at 
 https://www.fgdc.gov/standards/projects/FGDC-standards-projects/cmecs-
 folder/CMECS_Version_06-2012_FINAL.pdf (Accessed June 20, 2015). 
Field, A., 2005. Discovering statistics using SPSS for windows (3rd ed.). London: Sage 
  Publications, Ltd.  
Fofonoff, N.P., and R.C. Millard. 1983. Algorithms for computation of fundamental 
 properties of seawater. Unesco Technical Papers in Marine Science. 44: 1-53. 
Forrest, D.R., R.D. Hetland, and S.F. DiMarco. 2011. Multivariable statistical regression
 models of the areal extent of hypoxia over the Texas-Louisiana continental shelf. 
 Environ. Res. Lett. 6:045002 (10pp). 
Google Earth Pro7.1.2.2041. 2013. Northern Gulf of Mexico, USA. Imagery Date: April, 
 9, 2013. Available at http://www.google.com/earth/index.html. (Accessed June 1, 
 2015). 
Goolsby, D.A., W.A. Battaglin, B.T. Aulenbach, and R.P. Hooper. 1999. Nitrogen flux 
 and sources in the Mississippi River Basin. Proceedings of the Technical Meeting, 
 Charleston, SC, March 8-12, 1999. U.S. Geological Survey – Water Resources 
 Investigations Report 99-4018B 2: 203-214. 
Goolsby, D.A., W.A. Battaglin, G.B Lawrence, R.S. Artz, B.T. Aulenbach, R.P. Hooper, 
 D.R. Keeney, and G.J. Stensland. 1999b. Flux and Sources of Nutrients in  the 
 Mississippi–Atchafalaya River Basin: Topic 3 Report for the Integrated 
 
 
 
157 
 
 Assessment on Hypoxia in the Gulf of Mexico. NOAA Coastal Ocean Program 
 Decision Analysis Series No. 17. NOAA Coastal Ocean Program, Silver Spring, 
 MD. 130 pp. Available at http://oceanservice.noaa.gov/products/pubs_hypox.html 
Grasshoff, K., M. Ehrhardt, and K. Kremling. 1983. Methods of seawater analysis. 
 Grasshoff, Ehrhardt and Kremling, eds. Verlag Chemie. 419 pp. 
Green, E.J. 1965. A redetermination of the solubility of oxygen in seawater and some 
 thermodynamic implications of the solubility relations. Ph.D. Thesis, Mass. Inst. 
 Technol. 137 p. 
Green, R.E., and R.W. Gould Jr. 2008. A predictive model for satellite-derived 
 phytoplankton absorption over the Louisiana shelf hypoxic zone: Effects of 
 nutrients and physical forcing. J. Geophys. Res., 113, C06005. 
Green, R.M., J.C. Leherter, and J.D. Hagy, III. 2009. Multiple regression models for 
 hindcasting and forecasting midsummer hypoxia in the Gulf of Mexico. 
 Ecological Applications. 19(5): 1161-1175. 
Gulf States Marine Fisheries Commission, 1982-2004. SEAMAP Environmental and 
 Biological Atlas of the Gulf of Mexico: Gulf States Marine Fisheries 
 Commission, Ocean Springs, MS, produced annually. 
Hagy III, J.D., and M.C. Murrell. 2007. Susceptibility of a northern Gulf of Mexico  
 estuary to hypoxia: An analysis using box models. Estuarine, Coastal and Shelf 
 Science. 74 239-253. 
Hetland, R.D., and S.F. DiMarco. 2008. How does the character of oxygen demand 
 control the structure of hypoxia on the Texas-Louisiana continental shelf? J. Mar. 
 Sys. 70: 49-62. 
 
 
 
158 
 
Hill, T. and P. Lewicki. 2007. STATISTICS: Methods and Applications. StatSoft, Tulsa, 
 OK. 
Holmes, R.W. 1970. The Secchi disk in turbid coastal zones. Limnology and 
 Oceanography. 15: 688-694. 
Howarth, R., F. Chan, D.J. Conley, J. Garnier, S.C. Doney, R. Marino, and G. Billen. 
 2011. Coupled biogeochemical cycles: eutrophication and hypoxia in temperate 
 estuaries and coastal marine ecosystems. Front. Ecol. Environ. 9(1): 18-26. 
Howden, S. 2007. Detection of hypoxic conditions in the Mississippi Bight in the 
 summer of 2006. Journal of the Mississippi Academy of Science. 52(1): 116 
 [abstract].  
Howden, S.D., C. Brunner, S. Lohrenz, D. Redalje, A. Shiller, and K. Gundersen. 2008. 
 Monitoring and assessment of coastal and marine ecosystems in the 
 northern Gulf of Mexico. NGI Conference. Biloxi, MS.  
Jorgensen, B.B., and K. Richardson. 1996. Eutrophication: definition, history, and 
 effects. In: Coastal and estuarine studies: Eutrophication in coastal marine 
 ecosystems, pp. 1-20. American Geophysical Union, Washington, DC.  
Justic, D., and N.N. Rabalais. 1996. Effects of climate change on hypoxia in coastal 
 waters: a doubled CO2 scenario for the northern Gulf of Mexico. Limnology and 
 Oceanography. 41(5): 992-1003. 
Justic, D., Bierman, Jr., V.J., Scavia, D., and Hetland, R.D. 2007. Forecasting Gulf’s 
 hypoxia: The next 50 years? Estuaries and Coasts. 30, 791-801. 
 
 
 
159 
 
Kemp, W.M., J.M. Testa, D.J. Conley, D. Gilbert, and J.D. Hagy. 2009. Temporal 
 responses of coastal hypoxia to nutrient loading and physical controls. 
 Biogeosciences. 6: 2985-3008. 
Kjerfve, B. 1983. Analysis and synthesis of oceanographic conditions in Mississippi 
 Sound, April thru October 1980. Final report to U.S. Army Engineer District, 
 Mobile. 
Knauss, J. A. 2005. Introduction to Physical Oceanography. Second Edition.  
Kolker, A. S., J. E. Cable, K. H. Johannesson, M. A. Allison, and L. V. Inniss. 2013. 
 Pathways and processes associated with the transport of groundwater. Journal of 
 Hydrology. 498: 319-334. 
Kratzer, S., B. Hakansson, and C. Sahlin. 2003. Assessing Secchi and photic zone depth 
 in the Baltic Sea from satellite data. Ambio. 32:577-585. 
Kutner, M.H., C.J. Nachtsheim, and J. Neter. 2004. Applied linear regression models. 
 4th Edition. McGraw-Hill Irwin, Inc. Boston, MA. 
Kuwahara, V.S., T. Toda, K. Hamasaki, T. Kikuchi, and S. Taguchi. 2000. Variability in 
 the relative penetration of ultraviolet radiation to photosynthetically available 
 radiation in temperate coastal waters, Japan. Journal of Oceanography. 56: 399-
 408.  
Lake Pontchartrain Basin Foundation. 2014. Caernarvon Delta and diversion study status 
 April 2014. Final report submitted to the Mississippi River Delta Coalition. May 
 6, 2014. Available at http://www.saveourlake.org/PDF-documents/our-
 coast/Caernarvon/Caernarvon%20Delta%20and%20Diversion%20Study_LPBF_
 5-6-2014.pdf  
 
 
 
160 
 
Lee, Z., A. Weidemann, J. Kindle, R. Arnone, K.L. Carder, and C. Davis. 2007. Euphotic 
 zone depth: its derivation and implication to ocean-color remote sensing. Journal 
 of Geophysical Research. 112: C03009.  
Leming, T.D., and W.E. Stuntz. 1984. Zones of coastal hypoxia revealed by satellite 
 scanning having implications for strategic fishing. Nature. 310: 136-138.  
Lewitus, A.J., D.L. White, R.G. Tymowski, M.E. Geesey, S.N. Hymel, and P.A. Noble. 
 2005. Adapting the CHEMTAX method for assessing phytoplankton taxonomic 
 composition in southeastern U.S. estuaries. Estuaries. 28(1):160-172.  
Li, R.-R., Y.J. Kaufman, B.-C. Gao, and C.O. Davis. 2003. Remote sensing of suspended 
 sediments and shallow coastal waters. IEEE Transactions on Geoscience and 
 Remote Sensing. 41(3): 559-566.  
Liu, Y., M.A. Evans, and D. Scavia. 2010. Gulf of Mexico hypoxia: exploring increasing 
 sensitivity to nitrogen loads. Environ. Sci. Technol. 44:5836-5841. 
Lohrenz, S.E., M.J. Dagg, and T.E. Whitledge. 1990. Enhanced primary production at the 
 plume/oceanic interface of the Mississippi River. Cont. Shelf Res.,10, 639-664. 
Lohrenz, S.E., G.L. Fahnenstiel, D.G. Redalje, G.A. Lang, X. Chen, and M.J. Dagg. 
 1997. Variations in primary production in of northern Gulf of Mexico continental 
 shelf waters linked to nutrient inputs from the Mississippi River. Mar. Ecol. 
 Prog. Ser., 155 45-54. 
Lohrenz, S.E., G.L. Fahnenstiel, D.G. Redalje, G.A. Lang, M.J. Dagg, T.E. Whitledge, 
 Q.Dortch. 1999. Nutrients, irradiance, and mixing as factors regulating primary 
 production in coastal waters impacted by the Mississippi River plume. Cont. Shelf 
 Res., 19, 1113-1141. 
 
 
 
161 
 
Love, M.R., C.J. Amante, B.W. Eakins, and L.A. Taylor. 2012. Digital Elevation Models 
 of the Northern Gulf Coast: Procedures, Data Sources and Analysis, NOAA 
 Technical Memorandum NESDIS NGDC-59, U.S. Dept. of Commerce, Boulder, 
 CO, 43 pp. 
Ludbrook, J., 2012. A primer for biomedical scientists on how to execute Model II linear 
 regression analysis. Clinical and Experimental Pharmacology and Physiology. 
 39: 329-335. 
Mackey, M.D., D.J. Mackey, H.W. Higgins, and S.W. Wright. 1996. CHEMTAX – a 
 program for estimating class abundances from chemical markers: application to 
 HPLC measurements of phytoplankton. Marine Ecology Progress Series. 144: 
 265-283.  
Mackey, M.D. 1997. CHEMTAX User’s Manual: A program for estimating class 
 abundances from chemical markers – Application to HPLC measurements of 
 phytoplankton pigments, Issue 229. CSIRO Marine Laboratories, 41 p.  
Miller, R.L., and B.A. McKee. 2004. Using MODIS Terra 250 m imagery to map 
 concentrations of total suspended matter in coastal waters. Remote Sensing of 
 Environment. 93: 259-266. 
Millero, F.J. 1986. Solubility of oxygen in seawater. UNESCO Tech. Pap. Mar. Sci. 50. 
Milroy, S.P., and A.M. Moshogianis. 2010. Three-dimensional heterogeneity of hypoxic 
 water masses in the Mississippi Sound: the geomorphology connection. In: 
 Proceedings of the Mississippi Water Resources Conference. Bay St. Louis, 
 Mississippi. November 2010. 
 
 
 
162 
 
Morel, A. 1988. Optical modeling of the upper ocean in relation to its biogenous matter 
 content (Case I waters). Journal of Geophysical Research 93(C9): 10,749-10,768.  
Moses, W. J., A. A. Gitelson, S. Berdnikov, and V. Povazhnyy. 2009. Estimation of 
 chlorophyll-α concentration in case II waters using MODIS and MERIS data – 
 successes and challenges. Environmental Research Letters 4(045005): 1-8. 
MSRGoMNTF (Mississippi River/Gulf of Mexico Watershed Nutrient Task Force). 
 2004. A Science Strategy to Support Management Decisions Related to Hypoxia 
  in the Northern Gulf of Mexico and Excess Nutrients in the Mississippi River 
 Basin.  Prepared by the Monitoring, Modeling, and Research Workgroup of the 
 Mississippi River/Gulf of Mexico Watershed Nutrient Task Force, U.S. 
 Geological Survey Circular 1270, 58 p. 
MSRGoMNTF (Mississippi River/Gulf of Mexico Watershed Nutrient Task Force). 
 2008. Gulf Hypoxia Action Plan 2008 for Reducing, Mitigating, and Controlling 
 Hypoxia in the Northern Gulf of Mexico and Improving Water Quality in the 
 Mississippi River Basin. Washington, D.C. Available at 
 http://water.epa.gov/type/watersheds/named/msbasin/upload/2008_8_28msbasin_
 ghap2008_update082608.pdf 
Murray, C.N., and J.P. Riley. 1969. The solubility of gases in distilled water and 
 seawater. 2. Oxygen. Deep-Sea Res. 16: 311-320. 
NOAA (National Oceanic and Atmospheric Administration). 1997. NOAA's Estuarine 
 Eutrophication Survey, Volume 4: Gulf of Mexico Region. Silver Spring, MD: 
 Office of Ocean Resources Conservation and Assessment. 77 pp. 
 
 
 
163 
 
NOAA, 2011. National Geophysical Data Center, NGDC Coastal Relief Model, 
 Retrieved 18 April 2011, http://www.ngdc.noaa.gov/mgg/coastal/coastal.html.  
NOAA, 2012. ERDAPP Diffuse Attenuation K490, Aqua MODIS, NPP, Gulf of Mexico 
 (8 Day Composite) http://coastwatch.pfeg.noaa.gov/erddap/griddap 
 /erdMGk4908day.html. 
NDBC, 2014. National Ocean and Atmospheric Administration – National Data Buoy 
 Center (NDBC): WYCM6 and PTBM6. Data accessed July, 2014. Available at 
 www.ndbc.noaa.gov  
NRC (National Research Council). 2008. Mississippi river water quality and the Clean 
 Water Act: progress, challenges, and opportunities. U.S. National Research 
 Council Water Science and Technology Board. pp. 1-64. 
Nixon, S. 1995. Coastal marine eutrophication: a definition, social causes, and future 
 concerns. Ophelia 41: 199-219. 
Peltzer, E.T. 2009. Model I and Model II regressions: Introduction. Monterey Bay 
 Aquarium Research Institute. Available at http://www.mbari.org/staff/etp3/ 
 regress/about.htm. Accessed October 2015.  
Pierson, D.C., S. Kratzer, N. Strombeck, and B. Hakansson. 2008. Relationship between 
 the attenuation of downwelling irradiance at 490 nm with the attenuation of PAR 
 (400 nm – 700 nm) in the Baltic Sea. Remote Sensing of Environment. 112: 668-
 680. 
Pond, S., and G.L. Pickard. 1983. Introductory Dynamical Oceanography, second ed. 
 Pergamon Press, Oxford 329 p. 
 
 
 
164 
 
Rabalais, N. N. 1992. An updated summary of status and trends in indicators of nutrient 
 enrichment in the Gulf of Mexico, Environmental Protection Agency Publ. No. 
 EPA/800-R-92-004. Gulf of Mexico Program, Nutrient Enrichment 
 Subcommittee, Stennis Space Center, Mississippi. September 1992.  
Rabalais, N.N., W.J. Wiseman, and R.E. Turner. 1994. Comparison of continuous records 
 of near-bottom dissolved oxygen from the hypoxia zone along the Louisiana 
 coast. Estuaries 17(4): 850-861. 
Rabalais, N.N., R.E. Turner, D. Justic, Q. Dortch, and W.J. Wiseman, Jr. 1999. 
 Characterization of hypoxia: Topic 1. Report for the Integrated Assessment on 
 Hypoxia in the Gulf of Mexico. NOAA Coastal Ocean Program Decision Analysis 
 Series No. 15. NOAA Coastal Ocean Program, Silver Spring, MD. 167 pp. 
Rabalais, N.N., and R.E. Turner. 2001. Hypoxia in the northern Gulf of Mexico: 
 Descriptions, causes, and change. In: Coastal and estuarine studies - Coastal 
 hypoxia: consequences for living resources and ecosystems, pp. 1-36. 
 American Geophysical Union, Washington, D.C. 
Rabalais, N.N., R.E. Turner, and W.J. Wiseman. 2002a. Gulf of Mexico Hypoxia, a.k.a. 
 “The Dead Zone”. Annual Review of Ecology and Systematics. 33(2002): 235-
 263. 
Rabalais, N.N., R.E. Turner, Q. Dortch, D. Justic, V.J. Bierman, and W.J. Wiseman. 
 2002b. Nutrient-enhanced productivity in the northern Gulf of Mexico: past, 
 present and future. Hydrobiologica. 475/476: 39-63. 
 
 
 
165 
 
Rabalais, N.N., R.E. Turner, B.K. Sen Gupta, D.F. Boesch, P. Chapman, and M.C. 
 Murrell. 2007. Hypoxia in the northern Gulf of Mexico: does the science support 
 the plan to reduce, mitigate, and control hypoxia?. Estuaries 30(5): 753-772.  
Rabalais, N.N., R.J. Diaz, L.A. Levin, R.E. Turner, D. Gilbert, and J. Zhang. 2010. 
 Dynamics and distribution of natural and human-caused hypoxia. Biogeosciences 
 7:585-619.  
Rabouille, C., D.J. Conley, M. H. Dai, W.–J. Cai, C.T.A. Chen, B. Lansard, R. Green, K. 
 Yin, P. J. Harrison, M. Dagg, and B. McKee. 2008. Comparison of hypoxia 
 among four river-dominated ocean margins: the Changjiang (Yangtze), 
 Mississippi, Pearl, and Rhône rivers. Continental Shelf Research 28: 1527- 1537. 
Redalje, D.G., S.E. Lohrenz, and G.L. Fahnenstiel. 1994. The relationship between 
 primary production and the vertical export of particulate organic matter in a river-
 impacted coastal ecosystem. Estuaries. 17(4): 829-836.  
Richter, S.J., and R.H. Stavn. 2014. Determining functional relationships in multivariate 
 oceanographic systems: Model II multiple linear regression. Journal of 
 Atmospheric and Oceanic Technology. 31: 1663-1672. 
Ritchie, R.J. 2006. Consistent sets of spectrophotometric chlorophyll equations for 
 acetone, methanol and ethanol solvents. Photosyn Res. 89:27-41. 
Ritchie, R.J. 2008. Universal chlorophyll equations for estimating chlorophylls a, b, c, 
 and d and total chlorophylls in natural assemblages of photosynthetic organisms 
 using acetone, methanol, or ethanol solvents. Photosynthetica. 46(1): 115-125. 
Saulquin, B., A. Hamdi, F. Gohin, J. Populus, A. Mangin, and O.F. d’Andon. 2013. 
 Estimation of the diffuse attenuation coefficient KdPAR using MERIS and 
 
 
 
166 
 
 application to seabed  habitat mapping. Remote Sensing of Environment. 128: 
 224-233. 
Saunders, P.M., and N.P. Fofonoff. 1976. Converstion of pressure to depth in the ocean. 
 Deep Sea Research. 23: 109-111. 
Scavia, D., N.N. Rabalais, R.E. Turner, D. Justic, and W.J. Wiseman. 2003. Predicting 
 the response of Gulf of Mexico hypoxia to variations in Mississippi River 
 nitrogen load. Limnology and Oceanography. 48(3): 951-956. 
Scavia, D., D. Justic, and V.J. Bierman. 2004. Reducing hypoxia in the Gulf of Mexico: 
 advice from three models. Estuaries. 27(3):419-425.  
Schmit, K. 2010. Environmental triggers of hypoxia in the Elkhorn Slough. Poster at 
 Elkhorn Slough Research Symposium. ElkhornSlough.org. 
Sherwood, J.E., F. Stagnitti, M.J. Kokkinn, and W.D. Williams. 1991. Dissolved oxygen 
 concentrations in hypersaline waters. Limnol. Oceanogr. 36: 235-250. 
Sinnott, R. W. 1984. Virtues of the Haversine. Sky and Telescope. 68: 159. 
Smith, R.C. and K.S. Baker. 1978. The bio-optical state of ocean waters and remote 
 sensing. Limnology and Oceanography 23: 247-259. 
Snieszko, S.F. 1973. The effects of environmental stress on outbreaks of infectious 
 diseases of fishes. J. Fish Biol. 6: 197-208.  
STAP (Scientific and Technical Advisory Panel). 2011. Hypoxia and nutrient reduction 
 in the coastal zone: advice on prevention, remediation, and research. Scientific 
 and Technical Advisory Panel (STAP). Global Environment Facility Council 
 Meeting, Washington, DC. May 2011.  
 
 
 
167 
 
Stavn, R.H., and S.J. Richter. 2008. Biogeo-optics: particle optical properties and the 
 partitioning of the spectral scattering coefficient of ocean waters. Applied Optics. 
 47(14): 2660-2679. 
Stavn, R.H. 2012. Mass-specific scattering cross sections of suspended sediments and 
 aggregates: theoretical limits and applications. Optics Express. 20(1): 201-219.  
Talley, L.D., G.L. Pickard, W.J. Emery, and J.H. Swift. 2011. Descriptive physical 
 oceanography: an introduction. Sixth Edition. Academic Press. San Diego, CA. 
 Available at http://www-pord.ucsd.edu/~ltalley/sio210/DPO/TALLEY_97807 
 50645522_chapter3.pdf 
Thomson, R.E. and I.V. Fine. 2003. Estimating mixed layer depth from oceanic profile 
 data. Journal of Atmospheric and Oceanic Technology. 20: 319-329. 
Turner, R.E., N.N. Rabalais, and D. Justic. 2006. Predicting summer hypoxia in the 
 northern Gulf of Mexico: riverine N, P, and Si loading. Marine Pollution Bulletin. 
 52: 139-148. 
U.S. Army Corps of Engineers (USACE). 2015. Mississippi River Basin – Stage and 
 Discharge Data. USACE New Orleans Water District. Available at 
 http://rivergages.mvr.usace.army.mil/ 
USEPA. 1999. Ecological condition of estuaries in the Gulf of Mexico. EPA 620-R-98-
 004. U.S. Environmental Protection Agency, Office of Research and 
 Development, National Health and Environmental Effects Research Laboratory, 
 Gulf Ecology Division, Gulf Breeze, Florida. 
 
 
 
168 
 
USEPA. 2015. Criteria development guidance: estuarine and coastal waters. Nutrient 
 Policy and Data. Available at: http://www2.epa.gov/nutrient-policy-data/criteria-
 development-guidance-estuarine-and-coastal-waters. Accessed August 3, 2015. 
U.S. Geological Survey (USGS). 2015. National Water Information System data 
 available on the World Wide Web (USGS Water Data for the Nation), accessed 
 June 24, 2015 at URL http://waterdata.usgs.gov/nwis/. 
Vandermeulen, R. 2012. Factors influencing the spatial and temporal distribution  of 
 primary production and community respiration in the Mississippi coastal  
 estuarine region. Master’s Thesis. University of Southern Mississippi, Department 
 of Marine Science. 152 p. 
Walsh, J.J., R.H. Weisburg, D.A. Dieterle, R.Y. He, B.P. Darrow, J.K. Jolliff, K.M. 
 Lester, G.A. Vargo, G.J. Kirkpatrick, K.A. Fanning, T.T. Sutton, A.E. Jochens, 
 D.C. Biggs, B. Nabahan, C. Hu, and F.E. Müller-Karger. 2003. Phytoplankton 
 response to intrusions of slope water on the West Florida Shelf: models and 
 observations. Journal of Geophysical Research. 18(C6): 1 – 23. 
Wang, M., S. Son, L.W. Harding. 2009. Retrieval of diffuse attenuation coefficient in the 
 Chesapeake Bay and turbid ocean regions for satellite ocean color applications. 
 Journal of Geophysical Research:Oceans. 114 C10.  
Wannamaker, C.M., and J.A. Rice. 2000. Effects of hypoxia on movements and behavior 
 of selected estuarine organisms from the southeastern United States. Journal of 
 Experimental Marine Biology 249: 145-163. 
Welschmeyer, N.A. 1994. Fluorometric analysis of chlorophyll a in the presence of 
 chlorophyll b and phaeopigments. Limnology and Oceanography 39: 1985-1992. 
 
 
 
169 
 
Zar, J.H. 2010. Biostatistical analysis. 5th Edition. Pearson Prentice Hall.  
Zein-Eldin, Z.P., and M.L. Renaud. 1986. Inshore environmental effects on brown 
 shrimp Panaeus aztecus, and white shrimp, P. setiferus, populations in coastal 
 waters, particularly of Texas. NOAA NMFS Marine Fisheries Review. 48(3) 
 9:19. 
Zhou, L., Y. Tan, L. Huang, J. Huang, H. Liu, and X. Lian. 2011. Phytoplankton growth 
 and microzooplankton grazing in the continental shelf area of northeastern South 
 China Sea after Typhoon Fengshen. Continental Shelf Research 31: 1663-1671.  
