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Abstract
Unsupervised style transfer aims to change
the style of an input sentence while preserv-
ing its original content without using par-
allel training data. In current dominant ap-
proaches, owing to the lack of fine-grained
control on the influence from the target style,
they are unable to yield desirable output sen-
tences. In this paper, we propose a novel atten-
tional sequence-to-sequence (Seq2seq) model
that dynamically exploits the relevance of each
output word to the target style for unsuper-
vised style transfer. Specifically, we first pre-
train a style classifier, where the relevance of
each input word to the original style can be
quantified via layer-wise relevance propaga-
tion. In a denoising auto-encoding manner, we
train an attentional Seq2seq model to recon-
struct input sentences and repredict word-level
previously-quantified style relevance simulta-
neously. In this way, this model is endowed
with the ability to automatically predict the
style relevance of each output word. Then, we
equip the decoder of this model with a neural
style component to exploit the predicted word-
level style relevance for better style trans-
fer. Particularly, we fine-tune this model us-
ing a carefully-designed objective function in-
volving style transfer, style relevance consis-
tency, content preservation and fluency model-
ing loss terms. Experimental results show that
our proposed model achieves state-of-the-art
performance in terms of both transfer accuracy
and content preservation.
1 Introduction
Text style transfer is a task that changes the style
of input sentences while preserving their style-
independent content. Due to its wide applications,
such as sentiment transfer (Hu et al., 2017; Shen
†Equal contribution. This work is done when Chulun Zhou
was interning at Baidu Inc., Beijing, China.
∗Corresponding author
et al., 2017) and text formalization (Jain et al.,
2019), it has become a research hotspot in natu-
ral language generation in recent years. However,
due to the lack of parallel training data, researchers
mainly focus on unsupervised style transfer.
In this aspect, many approaches (Hu et al., 2017;
Shen et al., 2017; Fu et al., 2018) resort to an auto-
encoding framework, where the encoder is used to
disentangle the content and style, and the decoder
generates the output sentence with the target style.
Another line of research (Xu et al., 2018; Li et al.,
2018) focuses on removing the style marker of the
input sentence to obtain a style-independent sen-
tence representation. When generating the output
sentence, both lines directly feed the target style
into the decoder as a whole. From another perspec-
tive, some researchers treat the style transfer as
a translation process and adapt unsupervised ma-
chine translation to this task (Logeswaran et al.,
2018; Zhang et al., 2018; Lample et al., 2019),
where the style switch is implicitly achieved. Be-
sides, many recent models further explore this task
in different ways, such as gradient-based optimiza-
tion method (Liu et al., 2019), dual reinforcement
learning (Luo et al., 2019), hierarchical reinforce-
ment learning (Wu et al., 2019) and transformer-
based model (Dai et al., 2019). Overall, in these
models, the quality of output sentences mainly de-
pends on the content representation of input sen-
tence and the exploitation of the target style.
However, one main drawback of the aforemen-
tioned models is that they lack the fine-grained
control of the influence from the target style on
the generation process, limiting the potential of
further style transfer improvement. Intuitively, the
frequencies of words occurring the sentences with
different styles are distinct, and thus they are re-
lated to various styles in different degrees. In view
of the above, we believe that during the ideal style
transfer, impacts of the target style should be distin-
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guished depending on different words. If we equip
the current style transfer model with a neural net-
work component, which can automatically quantify
the style relevance of the output sentence at word
level, the performance of the model is expected to
be further improved.
In this paper, we propose a novel attentional
sequence-to-sequence model (Seq2seq) that dy-
namically predicts and exploits the relevance of
each output word to the target style for unsuper-
vised style transfer. Specifically, we first pre-train
a style classifier, where the relevance of each in-
put word to the original style can be quantified
through layer-wise relevance propagation (LRP)
(Bach et al., 2015). After that, in a denoising
auto-encoding manner, we train a basic attentional
Seq2seq model to reconstruct the input sentence
and repredict its word-level previously-quantified
style relevance simultaneously. In this way, this
model is endowed with the ability to automati-
cally predict the style relevance of each output
word. Then, we equip the decoder of this model
with a neural style component to exploit the pre-
dicted word-level style relevance for better style
transfer. Particularly, we fine-tune this model using
a carefully-designed ojbective function involving
style transfer, style relevance consistency, content
preservation and fluency modeling loss terms.
Compared with previous approaches, our pro-
posed model avoids the complex disentanglement
procedure, of which the quality can not be guaran-
teed. Also, our model is able to solve the issue of
the source-side information loss caused by unsat-
isfactory disentanglement or explicitly removing
style markers. More importantly, our model is ca-
pable of achieving fine-grained control over the
impacts of target style on different output words,
leading to better style transfer. To sum up, our con-
tributions can be summarized as follows:
• We explore a training approach based on LRP
and denoising auto-encoding for the Seq2seq
style transfer model, which enables the model
to automatically predict the word-level style
relevance of output sentences;
• We propose a novel Seq2seq model, which ex-
ploits the predicted word-level style relevance
of output sentences for better style transfer.
To the best of our knowledge, the text style
transfer with fine-grained style control has not
been explored before;
• Experimental results and in-depth analysis on
two benchmark datasets strongly demonstrate
the effectiveness of our model. We release
our code at https://github.com/PaddlePaddle/
Research/tree/master/NLP/ACL2020-WST
2 Related Work
In recent years, unsupervised text style transfer
has attracted increasing attention. Most of previ-
ous work (Hu et al., 2017; Shen et al., 2017; Fu
et al., 2018; Prabhumoye et al., 2018; Xu et al.,
2018; Li et al., 2018) aimed at producing a style-
independent content representation from the input
sentence and generate the output with target style.
For example, Hu et al. (2017) employed a varia-
tional auto-encoder with an attribute classifier as
discriminator, forcing the disentanglement of spe-
cific attributes and content in latent representation.
Shen et al. (2017) exploited an auto-encoder frame-
work with an adversarial style discriminator to ob-
tain a shared latent space cross-aligning the content
of text from different styles. Based on multi-task
learning and adversarial training of deep neural
networks, Fu et al. (2018) explored two models to
learn style transfer from non-parallel data. Prab-
humoye et al. (2018) learned a latent representa-
tion of the input sentence to better preserve the
meaning of the sentence while reducing stylistic
properties. Then adversarial training and multi-task
learning techniques were exploited to make the out-
put match the desired style. Although these work
has shown effectiveness to some extent, however,
as analyzed by some recent work (Li et al., 2017;
Lample et al., 2019), their style discriminators are
prone to be fooled.
Meanwhile, some studies (Luo et al., 2019; Li
et al., 2018) explicitly removed style-related words
identified by a pre-trained classifier to get a style-
independent content representation, and then added
target style to generate output sentences. Neverthe-
less, such approaches tend to cause the information
loss of the input sentence, since its style-related
words often contain meaningful content. Besides,
there have been several researches (Logeswaran
et al., 2018; Zhang et al., 2018; Lample et al.,
2019) adopting back-translation to build style trans-
fer models without parallel data. Logeswaran et al.
(2018) introduced a reconstruction loss interpolat-
ing auto-encoding and back-translation loss compo-
nents, where attribute compatibility is encouraged
by a discriminator. Along this line, Zhang et al.
(2018) and Lample et al. (2019) directly adapted un-
supervised machine translation approaches to this
task, where the style transfer is implicitly achieved
via iterative back-translations between texts in dif-
ferent styles.
Very recently, some attempts (Liu et al., 2019;
Luo et al., 2019; Wu et al., 2019; Dai et al., 2019)
have been made to perform style transfer from
other different perspectives. For example, Liu et
al. (2019) mapped a discrete sentence into a con-
tinuous space and then used the gradient-based
optimization with a pre-trained attribute predictor
to find the latent representation satisfying desired
properties (e.g. sentence length, sentiment). Luo et
al. (2019) performed a one-step mapping to directly
transfer the style of the original sentences via dual
reinforcement learning. Wu et al. (2019) adopted a
hierarchical reinforced sequence operation method
to iteratively revise the words of original sentences.
Dai et al. (2019) proposed a Transformer-based
(Vaswani et al., 2017) style transfer model without
disentangling latent representation. Finally, note
that exploring word-level style relevance has also
been studied in other NLP tasks, such as machine
translation (Zeng et al., 2018; Su et al., 2019).
3 Our Model
Given a set of labelled training instances D =
{(Xi, si)}|D|i=1, where si∈{0, 1} is the style label
of the sentence Xi, we aim to train a style trans-
fer model that can automatically convert an in-
put sentence X=x1, x2, ..., x|X| with the original
style s into a content-invariant output sentence
Y =y1, y2, ..., y|Y | with the target style s′.
To achieve this goal, we extend the standard at-
tentional Seq2seq model (Sutskever et al., 2014;
Bahdanau et al., 2015) by equipping its decoder
with a neural style component to achieve fine-
grained control over the impacts of target style on
different output words. As shown in Figure 1, the
training of our model consists of two stages, which
will be described below.
3.1 Stage 1: Train a Basic Attentional
Seq2seq Model with Repredicting
Word-level Style Relevance
At this stage, we first introduce a pre-trained style
classifier to quantify the word-level relevance of
training sentences to the original style via LRP
(Bach et al., 2015). Then, we train a basic atten-
tional Seq2seq model in a denoising auto-encoding
manner, where this model is required to reconstruct
the input sentence and repredict its word-level style
relevance simultaneously. By doing so, our model
acquires the preliminary ability to predict the style
relevance of output words and reconstruct input
sentences, which makes the training in the subse-
quent stage easier. Next, we briefly describe our
basic model, and then introduce its objective func-
tion in detail.
3.1.1 Attentional Seq2seq Model
It mainly consists of an encoder and a decoder with
an attention mechanism.
The encoder is a forward GRU network. Tak-
ing the sentenceX={x1, x2, ..., x|X|} as input, this
network maps the input words into a hidden state
sequence as hei = GRU(e(xi),h
e
i−1), where e(xi)
and hei denotes the embedding vector and the hid-
den state of the word xi, respectively. Specially,
the last hidden state he|X| is used to initialize the
decoder hidden state hd0.
The decoder is also a forward GRU net-
work. Its hidden state is updated by hdj =
GRU(e(yj−1),hdj−1, cj), where h
d
j is the decoder
hidden state at the j-th timestep, e(yj−1) is the em-
bedding vector of the previously generated word
yj−1, and cj denotes the corresponding attention-
based context vector. Formally, cj is defined as the
weighted sum of all hidden states of input words:
cj =
|X|∑
i
exp(eji)∑|X|
i′=1 exp(eji′)
hei , (1)
eji = v
>tanh(Wehei + Wdh
d
j ), (2)
where v, We, Wd are trainable parameters.
Finally, the output prediction probability over
vocabulary is calculated as P (yj |y<j , X) =
Softmax(Woh
d
j ), where Wo is a learnable ma-
trix. Please note that all bias terms in above equa-
tions are also trainable parameters, which are omit-
ted for the simplicity of notation.
3.1.2 The Objective Function
To effectively train the above basic model, we de-
fine the following objective function L1:
L1 = Lsr + Lxλ, (3)
where Lsr and Lxλ denote the sentence reconstruc-
tion loss and the style relevance restoration loss,
respectively.
1. Sentence reconstruction loss Lsr: Using this
loss, we expect our model to capture informative
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Figure 1: Two training stages of our model: Stage 1: Train a basic attentional Seq2seq model that is required to
reconstruct the input sentence and repredict its word-level style relevance; Stage 2: Extend the basic model by
equipping its decoder with a neural style component, and then fine-tune it using a novel objective function. X
and Y are the input sentence and the output sentence, respectively, and X˜ is the partially corrupted version of X .
LRP indicates layer-wise relevance propagation (Bach et al., 2015). λ∗ indicates the word-level style relevance. L∗
represents the loss terms used in objective functions.
features for reconstructing sentence. Formally, we
define Lsr as follows:
Lsr(θs2s) = −
|X˜|∑
i=1
logP (xi|x<i, X˜). (4)
Here, θs2s denotes parameters of this Seq2seq
model, and X˜ is the partially corrupted version
of X , where a certain proportion of input words
are randomly replaced to prevent our model from
simply copying X .
2. Style relevance restoration loss Lxλ: It is
used to measure how well the word-level style rele-
vance of an input sentence can be repredicted dur-
ing the denoising auto-encoding. Formally, it is
defined as
Lxλ(θs2s, θλ) =
1
|X|
|X|∑
i=1
(λxi − λˆxi)2, (5)
where λxi ∈ (0, 1) and λˆxi ∈ (0, 1) denote the
style relevance of the i-th input and output word,
respectively, and θλ denotes the set of other pa-
rameters used to calculate λˆxi (see Equation 6). It
is notable that λˆxi and λˆxi are not involved into
the sentence reconstruction. Apparently, two key
issues arise, namely, how to calculate λxi and λˆxi?
As for λˆxi, we calculate it based on the previous
decoder hidden state hdi−1:
λˆxi = v
>
λ tanh(Wλh
d
i−1), (6)
where Wλ, vλ form the previously-mentioned pa-
rameter set θλ (see Equation 5).
To obtain λxi, we use the instances in the train-
ing setD to pre-train a TextCNN (Kim, 2014) style
classifier. During this process, we apply LRP (Bach
et al., 2015), which has been widely used to mea-
sure the contributions of neurons to the final predic-
tion of a classifier, to quantify the word-level style
relevance of sentences. Concretely, we calculate the
relevance score r(l)k of the k-th neuron n
(l)
k at the
l-th layer in a manner similar to back-propagation:
r
(l)
k =
K∑
k′=1
zkk′∑
k′′ zkk′′
r
(l+1)
k′ , (7)
where zkk′ = v
(l)
k w
(l,l+1)
kk′ . Here, w
(l,l+1)
kk′ denotes
the weight of the edge between adjacent neurons,
v
(l)
k is the value of neuron n
(l)
k that can be com-
puted in advance during the forward-propagation,
and K denotes the neuron number of each layer.
Through this way, we can obtain the neuron-wise
contribution scores {r(0)k (xi)}Kk=1 of the embed-
ding vector of input word xi to the final style pre-
diction. Furthermore, we define the style relevance
score r(xi) of xi as the sum of {r(0)k (xi)}Kk=1, and
finally map this score into the range [0, 1) via a
tanh(*) function: λxi=tanh(η|r(xi)|), where the
hyper-parameter η serves as a scaling factor. In
practice, since too low style relevance may be noise,
we directly treat the words with style relevance
lower than  as style independent and set their style
relevance as 0.∗
∗Experiments show that such treatment enhances the sta-
bility of our system.
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Figure 2: The architecture of our proposed neural style
component. ∆hdj is the revision to the hidden state h
d
j ,
λyj is a gate controlling to what extent the hdj will be
revised by ∆hdj and h˜
d
j is the revised hidden state used
to generate y.
3.2 Stage 2: Fine-tune the Extended Model
At this stage, we extend the above basic model
by equipping its decoder with a neural style com-
ponent, which predicts and then exploits the style
relevance of the next output word to refine its gener-
ation. Likewise, we first give a detailed description
to our extended model, and then depict how to fine-
tune it using a novel objective function involving
multiple loss terms.
3.2.1 The Extended Model
Here, we omit the descriptions of our basic encoder
and decoder, which are identical to those of the
previously-described basic model, and only depict
the newly introduced neural style component. Fig-
ure 2 shows the architecture of this component.
To incorporate word-level style relevance into
our decoder, at the j-th timestep, we predict the
style relevance λyj following Equation 6, and then
use λyj to revise the decoder hidden state hdj as
follows:
h˜dj = h
d
j + λyj∆h
d
j , (8)
where ∆hdj is the revision to the hidden state h
d
j ,
λyj is a gate controlling to what extent the hdj will
be revised by ∆hdj and h˜
d
j is the revised hidden
state used to generate yj (see Subsection 2.1.1).
Note that λyj reflects how much information of
target style is incorporated.
More specifically, hdj and ∆h
d
j are updated as
below:
hdj = GRU(e(yj−1), h˜
d
j−1, cj), (9)
∆hdj = f(e(yj−1), h˜
d
j−1, s
′; θ∆h), (10)
where e(yj−1) is the embedding vector of yj−1, cj
is the context vector calculated as Equation 1, s′ is
the target style, and f(∗) is an MLP function with
the parameter set θ∆h used to produce ∆hdj .
By doing so, we can impose fine-grained con-
trol over the influence of the target style on the
generation of the next word. When our model pre-
dicts that the next word is strongly style-relevant,
it encourages the decoder to produce the proper
stylistic content by leveraging more target style in-
formation. Conversely, the target style will exert
less influence on the decoder hidden state, avoiding
being disturbed to lose original style independent
content.
3.2.2 The Objective Function
After initializing our extended model with parame-
ters of the basic model, we then fine-tune it using
the following objective function:
L2 = Lst + αLyλ + βLcp + γLlm, (11)
where Lst, Lyλ, Lcp and Llm denote the style trans-
fer loss, the style relevance consistency loss, the
content preservation loss, and the frequency model-
ing loss, with α, β, γ as their balancing parameters.
1. Style transfer lossLst: It is used to ensure the
output sentence contains the target style well. To
this end, we apply the above-mentioned pre-trained
style classifier (See Stage 1) to classify the style
of the output sentence, where related parameters of
our model are updated to encourage the target style
can be predicted from the output sentence:
Lst(θs2s, θλ, θ∆h) = −E(X,s)∼D[logP (s′|G(Y )].
(12)
G(Y ) denotes a “soft” generated sentence based
on gumbel-softmax distribution (Jang et al., 2017),
where the representation of each word is defined
as the weighted sum of word embeddings with the
prediction probability at the current timestep.
2. Style relevance consistency loss Lyλ: It en-
sures the predicted style relevances of output words
are consistent with its stylistic outcomes evaluated
by the classifier. Specifically, during the above style
classification, we apply LRP to obtain the style rel-
evance λˆyj of each “soft” word, and then try to
minimize the following loss:
Lyλ(θs2s, θλ) =
1
|Y |
|Y |∑
j=1
(λyj − λˆyj)2. (13)
3. Content preservation loss Lcp: However,
only using the above two style-related loss terms
will lead to model collapse, producing an extremely
short output sentence that matches the target style
but totally loses the original meaning. To address
this issue, we introduce a content preservation loss
Lcp to prevent the model from collapsing.
Specifically, we define the content representa-
tions of input sentence X and output sentence Y
as the weighted sums of their individual word em-
beddings according to the corresponding weights
1− |λxi| and 1− |λyj |, respectively. Then, we min-
imize the following loss term to force these two
representations to be close:
Lcp(θs2s, θλ, θ∆h) (14)
=[
|X|∑
i
(1− |λxi|)e(xi)−
|Y |∑
j
(1− |λyj |)e(yj)]2.
In this way, the less relevant a word is to the corre-
sponding style, the more its embedding should be
considered.
4. Fluency modeling loss Llm: Finally, we fol-
low Yang et al. (2018) to introduce a bidirectional
GRU based language model, which is pre-trained
on the training instances with target style to ensure
that our model can generate fluent output sentences.
For the forward direction, we aim to reduce
the distribution divergence between the prediction
probability vector of our model and that of the
forward language model by minimizing their cross-
entropy as follows:
−→
Llm(θs2s,θλ,θ∆h)=
|Y |∑
j=1
P(∗|y<j ,X)>log(−→P(∗|y<j)),
(15)
where P(∗|y<j , X) and −→P (∗|y<j) are the pre-
dicted probability distributions produced by our
model and the forward language model, respec-
tively. Note that at each timestep, we fed the con-
tinuous approximation of the output word, which
is defined as the weighted sum of word ebmed-
dings with the current probability vector, into the
language model. For the back direction, we directly
reverse the output sentence and calculate the re-
verse language model loss
←−
L lm in a similar way.
Finally, we directly define the total fluency model-
ing loss Llm as the average of
−→
L lm and
←−
L lm.
4 Experiment
4.1 Dataset
YELP: This dataset is comprised of restaurant and
business reviews and has been widely used in sen-
timent transfer. To evaluate our model, we adopt
the human references released by Luo et al. (2019),
which has four references for each sentence in the
test set. Following common practices (Shen et al.,
2017; Li et al., 2018), we choose reviews over 3
stars as positive instances and those under 3 stars
as negative instances. The splitting of train, devel-
opment and test sets are in accordance with the
setting in (Li et al., 2018). Moreover, we filter
the sentences with more than 16 words, leaving
roughly 448K, 64K and 1K sentences in the train
and development and test sets, respectively.
GYAFC: The parallel data of GYAFC (Rao and
Tetreault, 2018) consists of formal and informal
texts while providing four human references for
each test sentence. Particularly, we use this dataset
in a non-alignment setting during training. There
are roughly 102K, 5K and 1K sentences remaining
in the train, development and test sets, respectively.
4.2 Baselines
We compare our model with several competitive
baselines: CrossAlign (Shen et al., 2017), DelRe-
tri (Li et al., 2018), Unpaired (Xu et al., 2018),
UnsuperMT (Zhang et al., 2018), DualRL (Luo
et al., 2019), PoiGen (Wu et al., 2019). Among
these models, DualRL and PoiGen exhibit the best
performance.
4.3 Training Details
As for the threshold  for filtering noise, we set it to
0.3 by observing model performances on develop-
ment set. For the training of Stage 2, we empirically
set the learning rate to 1× 10−5 and clip the gradi-
ents if their norms exceed 10−2. We draw α from
0.5 to 1.5 with the step 0.1, β from 0.5 to 5 with
the step 0.5 and γ from 0.1 to 2 with the step 0.1.
Similarly, the overall performance of our model on
the developement set is employed to guide the hy-
perparameter search procedure. Finally, we choose
α = 1, β = 2 and γ = 0.5.
4.4 Automatic Evaluation
We evaluate the quality of output sentences in terms
of transfer accuracy and content preservation. Fol-
lowing previous work (Luo et al., 2019), we use
the pre-trained style classifier to calculate the trans-
fer accuracy of output sentences. The classifier
achieves 97.8% and 88.3% accuracy on the test
sets of YELP and GYAFC, respectively. Moreover,
we compute the BLEU scores of output sentences
to measure content preservation. Finally, we report
the geometric mean and harmonic mean of these
Model YELP GYAFCAcc BLEU G2 H2 Acc BLEU G2 H2
CrossAlign (Shen et al., 2017) 75.3 17.9 36.7 28.9 70.5 3.6 15.9 6.8
DelRetri (Li et al., 2018) 89.0 31.1 52.6 46.1 55.2 21.1 34.2 30.6
Unpaired (Xu et al., 2018) 64.9 37.0 49.0 47.1 79.5 2.0 12.6 3.9
UnsuperMT (Zhang et al., 2018) 95.4 44.5 65.1 60.7 70.8 33.4 48.6 45.4
DualRL (Luo et al., 2019) 85.6 55.2 68.7 67.1 71.1 41.9 54.6 52.7
PoiGen (Wu et al., 2019) 91.5 59.0 73.5 71.8 46.2 45.8 46.0 46.0
Our Model 94.0 60.4 75.4 73.6 81.4 47.7 62.3 65.2
Table 1: Performance of different models in YELP and GYAFC. Acc measures the percentage of output sentences
that match the target style. BLEU measures the content similarity between the output and the corresponding four
human references. G2 and H2 denotes the geometric mean and harmonic mean of Acc and BLEU, respectively.
Numbers in bold mean that the improvement to the best performing baseline is statistically significant (t-test with
p-value <0.05).
Model YELP GYAFCAcc Con Flu Avg Sty Con Flu Avg
DelRetri (Li et al., 2018) 2.18 2.21 2.40 2.26 1.53 1.55 1.62 1.57
UnsuperMT (Zhang et al., 2018) 3.26 3.07 3.24 3.19 2.46 2.42 2.75 2.54
DualRL (Luo et al., 2019) 3.31 3.43 3.47 3.40 2.26 2.28 2.36 2.30
PoiGen (Wu et al., 2019) 3.42 3.51 3.54 3.49 1.39 1.52 1.43 1.45
Our Model 3.38 3.70 3.66 3.58 2.91 3.00 3.14 3.02
Table 2: Human evaluation results. We show human rating (1-5) for transfer accuracy (Acc), content preservation
(Con), fluency (Flu). The average ratings (Avg) are also calculated as overall scores. Numbers in bold mean that
the improvement to the best performing baseline is statistically significant (t-test with p-value <0.05).
metrics, which quantify the overall performance of
various models.
Experimental results in Table 1 shows that our
model achieves the best performance among all
models.
4.5 Human Evaluation
We invite 3 annotators with linguistic background
to evaluate the output sentences.† The accuracy of
style transfer (Acc), the preservation of original
content (Con) and the fluency (Flu) are the three
aspects of model performance we consider. Follow-
ing the criteria introduced in (Zhang et al., 2018),
the annotators are required to score each aspect of
sentences from 1 to 5.
Table 2 shows the human evaluation results.
Our model achieves the best performance on both
datasets in terms of almost every aspects, except
that the Acc score of our model is slightly lower
than PoiGen on YELP. It may be due to the error
of the pre-trained style classifier that the transfer
accuracy of our model is higher than PoiGen on
YELP. Note that the content preservation of our
model is significantly higher than others, show-
ing our word-level control actually preserves more
†We use Fleiss kappa to quantify the agreement among
them. The Fleiss kappa score is 0.76 for the Yelp dataset and
0.80 for the GYAFC dataset.
Model Acc BLEU G2 H2
Our Model 94.0 60.4 75.4 73.6
-NSC 88.3 55.7 70.1 68.3
NSC-λyj 98.1 10.1 31.5 18.3
-Lxλ 95.2 57.7 74.1 71.8
Lcp→L′cp 78.2 61.6 69.4 68.9
-Lyλ 94.3 59.4 74.8 72.8
-Llm 96.8 56.5 73.9 71.3
Finetuning- 91.5 55.8 71.4 68.9
Table 3: Ablation study results.
style-independent content of original sentences.
4.6 Ablation Studies
Compared with previous studies, the training of our
model contains two stages, involving a neural style
component and several novel loss terms, such as
Lxλ (see Equation 3), Lyλ, Lcp and Llm (see Equa-
tion 11). To fully investigate their effects on our
model, we conduct extensive ablation studies on
YELP, which is larger than GYAFC. Specifically,
we compare ours with the following variants:
• -NSC: A variant of our model, where the
proposed neural style component is removed
from the model. It should be noted that this
variant is actually the basic model, which is
only trained at Stage 1.
• NSC-λyj : It is a variant of our model, which
Dataset Example sentences with the word-level style relevance
Input sentence (negative):   we sit down and we got some really slow and lazy service .
0
0.2
0.4
0.6
we sit down and we got some really good and friendly service .
YELP
0
0.2
0.4
0.6
just talk your spouse about this
Input sentence (informal):  just talk your spouse about this
0
0.2
0.4
0.6
simply talk your spouse about this .
GYAFC
Output sentence (positive): we sit down and we got some really good and friendly service .
0
0.2
0.4
0.6
we sit down and we got some really slow and lazy service .
Output sentence (formal):  simply talk your spouse about this .
Figure 3: Sampled outputs of our model. Note that our model successfully transfers the style of these input sen-
tences by not only replacing but also adding tokens. We also present the word-level style relevance of all sentences.
is equipped with a neural style component but
without λyj (see Equation 8). Note that this
variant does have the ability of fine-grained
controlling the influence from the target style
on the generation process.
• -Lxλ: In this model, the loss term Lxλ is di-
rectly removed from Equation 3 at Stage 1.
• Lcp→L′cp‡: A variant of our model, where its
content preservation loss is modified as
L′cp(θs2s, θλ, θ∆h) = (
|X|∑
i
e(xi)−
|Y |∑
j
e(yj))
2.
(16)
Compared L′cp with Lcp (see Equation 14), we
find that all words are equally considered in
L′cp. Thus, through this experiment, we can in-
vestigate the impact of differential word-level
style relevance modeling on our model. -Lyλ:
It is also a variant of our model where the
weight α of Lyλ is set as 0 (see Equation 11).
• -Llm: A variant of our model with the weight
γ of Llm as 0 (see Equation 11).
• Finetuning-: For this model, we fix all param-
eters involved in Stage 1 at Stage 2.
Table 3 lists the experimental results. We can
observe that most variants are significantly inferior
to our model in terms of BLEU scores. Particularly,
‡Because our model would collapse if Lcp is completely
removed from the objective function, we do not compare our
model with its variant without Lcp loss.
although the Acc of some variants increase, these
models may overly change the original content
to conduct transfer, still resulting in lower BLEU
scores. These results demonstrate the effectiveness
of our introduced neural style component, different
loss terms and two stage training strategy. As an
exception of above observations, when we replace
Lcp with Lcp′ , the BLEU score increases but the
Acc drops significantly. This is due to the fact that
Lcp′ does not discriminate words of different style
relevances and overly constrain the model to keep
its original content.
4.7 Case Study
We conduct case study to understand the advantage
of our model. Figure 3 displays several instances
of input and output sentences with word-level style
relevance. For example, according to the word-level
style relevance from LRP, we can observe that the
words of the first input YELP sentence, includ-
ing “slow” and “lazy” are most related to the orig-
inal style, while other words hardly contribute to
the style of the whole sentence. Meanwhile, some
words of the first output sentence, such as “really”,
“good” and “friendly” are predicted to be most rel-
evant to the target style. Our model successfully
exploits the predicted style relevance and change
the word “good” and “friendly” while keeping other
parts unchanged. In the second informal-to-formal
transfer case, besides replacing “just” with “sim-
ply”, our model also appends a “.” token with high
predicted style relevance, which is a sign character-
izing formality.
From Figure 3, we can see that the relevance
scores of words in GYAFC are less discrimina-
tive compared to those in YELP. Thus, we provide
the corpus-level statistics by counting the frequen-
cies of some typical words of GYAFC in Figure 3,
showing that the predicted scores often indicate the
distribution of words across different styles. “sim-
ply” appears 29 and 380 times in the informal and
formal sets, respectively. The period token ‘.’ is
an indicative marker of text formality since lots of
informal sentences ends with no punctuation. Be-
sides, “your”, “about” and “this” are distributed
uniformly across styles. There are 4,590 and 5,357
“your”, 2,489 and 2,353 “about”, 2,062 and 2,211
‘this”appearing in the informal and formal sets, re-
spectively.
These results are consistent with our intuition,
verifying the correlation between the predicted
style relevance of each word and its actual stylistic
outcome.
5 Conclusion
This paper has proposed a novel attentional
Seq2seq model equipped with a neural style com-
ponent for unsupervised style transfer. Using the
quantified style relevance from a pre-trained style
classifier as supervision information, our model
is first trained to reconstruct input sentences and
repredict the word-level style relevance simultane-
ously. Then, equipped with the style component,
our model can exploit the word-level predicted
style relevance for better style transfer. Experi-
ments on two benchmark datasets prove the su-
periority of our model over several competitive
baselines.
In the future, we plan to adapt variational neu-
ral network to refine our style transfer model,
which has shown effectiveness in other conditional
text generation tasks, such as machine translation
(Zhang et al., 2016; Su et al., 2018).
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