Momentum-dependent two-particle correlations in heavy-ion collisions can be fully characterized by a principal component analysis (PCA). In particular, subleading PCA modes of azimuthal Fourier harmonics are expected to reveal new information about hydrodynamic flow fluctuations. However, we find that as currently measured, it can instead be dominated by fluctuations of particle number, which can be measured independently and therefore represent redundant information that serves as an unwanted background. Here we propose a redefinition of the PCA observables which is insensitive to multiplicity fluctuations and thus free of redundancies. The proposed observables isolate novel sources of flow fluctuations from two-particle correlations and can provide fresh insight into the properties of the initial stages of the system at small length scales.
INTRODUCTION
According to the hydrodynamic picture of relativistic heavy-ion collisions, observed momentum anisotropies arise from the response of the quark-gluon plasma (QGP) to the geometry of the initial state [1] [2] [3] . In particular, local inhomogeneities of the initial transverse profile of the system are expected to produce momentumdependent final-state anisotropies [4, 5] . As the initial conditions fluctuate event by event, momentumdependent azimuthal correlations develop among particles in their final state. The detailed momentum dependence of two-particle correlations is, so far, the only available probe of the granularity of initial-state fluctuations, to which other more standard observables are insensitive [6] [7] [8] . Therefore, a thorough study of two-particle correlations and their momentum dependence is needed in order to resolve the relevant sub-nucleonic length scales present in the initial state of heavy-ion collisions.
In Ref. [4] , diagonal and off-diagonal momentumdependent correlations were investigated with the introduction of the factorization breaking ratio r n (p a T , p b T ), which measures the correlation of the anisotropic flow between two different transverse momenta [4] [5] [6] [7] [9] [10] [11] [12] . In Ref. [13] , the principal component analysis (PCA) of flow fluctuations was proposed to characterize the same correlations in a more concise and physically transparent way [13] [14] [15] [16] [17] . Measurements of the factorization breaking ratio and the PCA of event-by-event fluctuations were presented in Refs. [18] [19] [20] [21] .
Principal component analysis is a statistical method used to find linearly uncorrelated combinations of correlated variables through the spectral decomposition of the covariance matrix [22] . These combinations, referred to as principal components, are ordered according to their variances, which are eigenvalues of the covariance matrix.
Hence, this method not only sorts out independent fluctuations but also arranges them according to importance, while requiring no model or assumptions whatsoever. In the case of anisotropic flow, the leading PCA component is related to more traditional measures of the flow harmonics, while the subleading ones are supposed to carry more detailed information on momentum-dependent flow fluctuations [13, 16, 18] .
In this Letter, we discuss a crucial issue with the interpretation of the PCA observables as defined in [13] . This issue, related to multiplicity fluctuations, leads to unexpected redundancies, which we illustrate using experimental data from the CMS collaboration [18] . In this paper we introduce a new version of the PCA observables that factors out those redundancies and properly reflects momentum-dependent anisotropic flow fluctuations. We believe the redefined observables to be the ultimate tool for investigating two-particle correlations. By isolating new sources of correlation, they could be particularly useful for constraining properties of the QGP and its initial stages.
After hydrodynamic expansion, particles at a given transverse momentum p T and rapidity y 1 are azimuthally distributed according to a probability distribution
where V n (p T , y) are complex flow vectors and N (p T , y) is the particle density as a function of rapidity and transverse momentum. Due to the random orientation of events, V n (p T , y) = 0, where · · · represents an average over events. While particles are understood as independent samples of distribution (1), the limited number of particles makes it impossible to accurately measure V n (p) in each event. One must instead study its statistical properties in an ensemble of events via multiparticle correlations. The most studied are two-particle correlations.
We are interested in fluctuations of the flow anisotropy as a function of momentum, given by the harmonics V n (p T , y). The main features of these fluctuations are captured by the covariance matrix
where we denote p ≡ (p T , y). Note that flow fluctuations are correlated across different momenta and V n∆ (p 1 , p 2 ) is a nondiagonal matrix. In case there is only one source of fluctuations (e.g. fluctuations of the system orientation), V n∆ has only one nonvanishing eigenvalue and factorizes as
However, this factorization is not perfect, indicating more than one relevant eigenvalue [4, 13] . In general, each nonvanishing eigenvalue of a covariance matrix corresponds to a linearly uncorrelated fluctuation mode. The subdominant fluctuations signaled by the breaking of Eq. (3) imply that particles of different momenta respond differently to initial-state fluctuations. In Eq. (1), the distribution of particles also depends on the density of particles N (p). Fluctuations of N (p) can be studied similarly with the covariance matrix [13] 
where
. This covariance matrix contains nontrivial information about fluctuations of mean transverse momentum and their correlation with global multiplicity fluctuations [23] .
PRINCIPAL COMPONENT ANALYSIS
The principal component analysis of event-by-event fluctuations was introduced in Ref. [13] . The idea is to isolate the linearly independent fluctuation modes contributing to V n∆ . According to the spectral theorem,
where λ 
invariant under parity transformations, V n∆ is taken to be real [4, 13] . Moreover, a covariance matrix must have positive eigenvalues. Labeling the eigenvalues in descending order, λ
, an approximation can be found by truncating the sum in Eq. (5) at α ≤ k. The principal components, or modes, of the flow fluctuations are defined as
The physical interpretation of the PCA can be clarified by projecting V n (p) onto the basis defined by {V (α) n (p)}:
where ξ (α) n = 0. From Eqs. (2) and (5) one finds that ξ n (p). Together with Eq. (7), it allows for an event-by-event description of V n (p), providing unique insight into the momentum dependence of flow fluctuations.
There is an important subtlety regarding the measurement V n∆ and the PCA. In principle, one could estimate the flow covariance matrix from
where we sum over the N pairs pairs of particles a = b that can be formed between two bins, centered around p a for particle a and p b for particle b. In the hydrodynamic picture, particles are independently emitted from the fluid and Eq. (2) is retrieved. 2 However, the principal component analysis of Refs. [13, 18] considered instead the covariance matrix
Here, N (p a ) = N a is the multiplicity in bin a normalized by 2π∆p a T ∆y a , where ∆p a T and ∆y a are the bin widths in transverse momentum and pseudo-rapidity, respectively.
3 The extra factors of particle number are only compensated at the end of the analysis, by dividing the from multiplicity fluctuations (dashed, red), calculated using CMS results from [18] . In the second curve we assumed independent variables when propagating uncertainties. Error bars represent statistical uncertainties, while the boxes represent systematic ones.
resulting modes by N (p) . Thus, one obtains a quantity to be compared to the usual "per particle" flow: 
and, thus, they represent an unwanted background for n = 0 analyses.
MULTIPLICITY FLUCTUATIONS
The PCA of V 0∆ , corresponding to particle number fluctuations, was investigated in Refs. [13, 18, 23] . While the leading mode is nearly constant in transverse momentum, the subleading one displays a significant p T dependence. We shall show that momentum-dependent multiplicity fluctuations have startling consequences for the n = 0 PCA of Refs. [13, 18] . n . A striking proximity between the two curves is verified and deserves to be investigated, especially for non-central collisions and n = 2. In order to investigate the coincidence in Fig. 1 , let us now suppose that the subleading modes of V n∆ are suppressed for some reason. In that case, V N (2) n should be dominated by multiplicity fluctuations, as will be now made clear.
Applying Eqs. (7) and (10) to the PCA of N ∆ = V N 0∆ , we can estimate the event-by-event differential multiplicity:
where, for brevity, we omit the momentum dependence. Substituting Eq. (11) in Eq. (9), we find, up to O(V
with
where we assume that fluctuations of N and V n are independent and that V , which should contribute to the subleading component. Thus, in a first approximation, it is reasonable to expect
Eq. (14) shows that multiplicity fluctuations may severely affect the observables defined in Ref. [13] . While the correction to the leading PCA mode is small, of at most ∼ 3%, this is not the case for subleading modes, which might be dominated by fluctuations of N (p). Neglecting the corrections to V N (1) n in Eqs. (13) and (14), we have, for
This is precisely the combination shown to approximate the PCA data in Fig. 1 . We thus conclude that a large fraction of the observed V 2 and V 3 subleading modes are the result of subleading multiplicity fluctuations, rather than fluctuations in anisotropic flow.
NEW SET OF PCA OBSERVABLES
The results above are clearly critical to the interpretation of the current PCA of flow harmonic data. First, they compromise the interpretation of the subleading PCA modes as revealing entirely new p T -dependent anisotropic flow fluctuations. Furthermore, they suggest that these quantities are dominated by redundant information -that is, information that is more directly obtained from existing measurements of the leading anisotropic mode and the multiplicity PCA modes.
It is thus desirable to redefine the PCA observables so as to (at least approximately) remove known contributions from multiplicity fluctuations. One possibility is measuring the PCA of V n∆ , as defined in Eqs. (5), (8) and (6) . This has the disadvantage of giving the same weight to all events, regardless of the number of particles, which may result in an unacceptable statistical uncertainty. The PCA of V n∆ was employed in Ref. [17] .
As an alternative to V N n∆ , we propose the diagonalization of the matrix
so that the average is weighted by the number of pairs. Eq. (16) is the definition of correlation matrix that is typically considered in measurements of the factorization breaking coefficient r n (p a T , p b T ) [19] [20] [21] 24] . For our purposes, it will provide a good approximation to V n∆ , as will be shown. The principal components of V R n∆ are given by
where λ R(α) n and ψ R(α) n (p) are the corresponding eigenvalues and eigenvectors.
Thus, each pair of particles is given the same weight, but multiplicity fluctuations are canceled by the denominator if they factor out. That is, if
then the multiplicity factor cancels and Eq. (16) becomes Eq. (2). To test this, we employ a state-of-the-art hybrid model [25] , consisting of relativistic viscous hydrodynamics as implemented in MUSIC [26] [27] [28] [29] and evolution of the hadron gas phase according to UrQMD [30, 31] . Initial conditions were provided by T R ENTO [32] and parameter values taken from the Bayesian analysis of Ref. [33] .
In Fig. 2 , we compare the subleading PCA modes V
n (p). A good agreement is found in general, indicating that V R n∆ can be used in place of V n∆ . While definition (16) does not necessarily remove all effects from multiplicity fluctuations, it does remove the most trivial ones from the corresponding two-point function. The remaining effects come solely from nontrivial, connected three-and four-point functions of V n (p) and N (p), which necessarily involve both V n (p a ) and V n (p b ). Indeed, V R n∆ ≈ V n∆ to good approximation unless anisotropic flow and radial flow fluctuations are strongly correlated. Fig. 2 suggests, however, that this is not the case, as V R(2) n (p T ) closely follows V (2) n (p T ).
ORTHOGONALITY AND ENSURING BIN INDEPENDENCE
Another subtlety regarding a PCA analysis is that the spectral decomposition is not unique. One must define the operation of the covariance matrix as a linear operator on a vector space with a corresponding inner product.
Transverse momentum p T being a continuous variable, a natural form of eigenvalue/eigenvector equation for V n∆ is dp
With this definition, V n∆ is a Hermitian operator, with orthogonal eigenvectors. The orthonormality relation between the resulting eigenvectors in this case is dp ψ
In practice, one must use finite sized bins in momentum space and the integrals become sums over discrete momentum indices, i.e.,
A few comments are in order. A naive spectral decomposition of the discrete correlation matrix might not have the factor of bin width ∆p b in Eq. (21) (and therefore nor in Eq. (22)). If the bin width is not uniform, the result will not be the same, and will depend on the specific choice of binning. This is especially important for the subleading mode, which is related to the dominant leading mode by a binning-dependent orthogonality relation. This issue was overlooked in Refs. [13, 18] . As written in Eq. (21), on the other hand, the result is stable under any choice of binning.
FINAL REMARKS
In this letter, we discussed the effect of multiplicity fluctuations in the PCA of anisotropic flow. Redundancies found in the CMS data suggest that these particle number fluctuations contribute significantly to subleading components, and may completely dominate over the fluctuations of anisotropic flow that are nominally being measured. The importance of multiplicity fluctuations to the standard PCA of flow fluctuations is a result of the remarkable sensitivity of the subleading PCA mode, the small size of the actual subleading flow V (2) n and, of course, the choice of the covariance matrix of Eq. (9) in [13, 18] . Since particle number fluctuations can be measured separately and directly, they represent a redundant and unwanted background to principal component analyses of anisotropic flow.
This led us to propose the PCA of V n∆ and V R n∆ , as defined in Eqs. (8) and (16) . The new observables are free of trivial contributions from multiplicity fluctuations, so that the new subleading PCA modes actually reveal new sources of flow fluctuations. In Fig. 2 , the new subleading modes appear to be relatively stable against changes in centrality, suggesting that they are not driven by the average geometry of the system. Also, V R(2) n , from V R n∆ , is seen to reasonably reproduce V n (p) is larger [13, [19] [20] [21] . We stress that the positivity of the PCA eigenvalues provides a highly nontrivial check of the hydrodynamic picture, as noted in [13] . While a covariance matrix is necessarily positive semidefinite, this is not strictly the case for the matrices defined in Eqs. (8) , (9) and (16) outside a hydrodynamic picture. This is due to the absence of self-correlation terms (a = b) and would be aggravated by the implementation of a rapidity gap in an experimental analysis. Within the hydrodynamic picture, on the other hand, V n (p) does not depend on individual particles and both V n∆ and V N n∆ are covariance matrices, with positive or vanishing eigenvalues [13] . Even in this picture, V R n∆ is not actually a covariance matrix, which could be seen as its main disadvantage.
Another, less essential test of hydrodynamic models could be obtained from comparing measurements of V n∆ and V R n∆ , which could elucidate nontrivial correlations between anisotropic and radial flow fluctuations. Significant differences would signal incompatibilities among different measurements and calculations of the factorization breaking ratio r n , since this quantity has been obtained from both V n∆ and V R n∆ in the past [4-7, 9-12, 19-21] . 
