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Abstract
We give a new characterization of maximal repetitions (or runs) in strings based on Lyndon
words. The characterization leads to a proof of what was known as the “runs” conjecture (Kolpakov
& Kucherov (FOCS ’99)), which states that the maximum number of runs ρ(n) in a string of length
n is less than n. The proof is remarkably simple, considering the numerous endeavors to tackle this
problem in the last 15 years, and significantly improves our understanding of how runs can occur in
strings. In addition, we obtain an upper bound of 3n for the maximum sum of exponents σ(n) of
runs in a string of length n, improving on the best known bound of 4.1n by Crochemore et al. (JDA
2012), as well as other improved bounds on related problems. The characterization also gives rise to
a new, conceptually simple linear-time algorithm for computing all the runs in a string. A notable
characteristic of our algorithm is that, unlike all existing linear-time algorithms, it does not utilize
the Lempel-Ziv factorization of the string. We also establish a relationship between runs and nodes
of the Lyndon tree, which gives a simple optimal solution to the 2-Period Query problem that was
recently solved by Kociumaka et al. (SODA 2015).
1 Introduction
Repetitions in strings are one of the most basic and well studied characteristics of strings, with various
theoretical and practical applications (See [46, 10, 47] for surveys). In this paper, we focus on maximal
repetitions, or runs. A run is a maximal periodic sub-interval of a string, that is at least as long as
twice its smallest period. For example, for a string w[1..11] = aababaababb, [1..2] = a2, [6..7] = a2,
and [10..11] = b2 are runs with period 1, [2..6] = (ab)5/2 and [7..10] = (ab)2 are runs with period 2,
[4..9] = (aba)2 is a run with period 3, and [1..10] = (aabab)2 is a run with period 5. Runs essentially
capture all consecutive repeats of a substring in a string.
The most remarkable non-trivial property of runs, first proved by Kolpakov and Kucherov [33], is
that the maximum number of runs ρ(n) in a string of length n, is in fact linear in n. Although their proof
did not give a specific constant factor, it was conjectured that ρ(n) < n. In order to further understand
the combinatorial structure of runs in strings, this “runs conjecture” has, since then, become the focus
of many investigations. The first explicit constant was given by Rytter [44], where he showed ρ(n) < 5n.
This was subsequently improved to ρ(n) < 3.48n by Puglisi et al. [42] with a more detailed analysis
using the same approach. Crochemore and Ilie [9] further reduced the bound to ρ(n) < 1.6n, and showed
how better bounds could be obtained by computer verification. Based on this approach, Giraud proved
ρ(n) < 1.52n [25] and later ρ(n) < 1.29n [26], but only for binary strings. The best known upper bound
is ρ(n) < 1.029n obtained by intense computer verification (almost 3 CPU years) [11], based on [9].
On the other hand, a lower bound of ρ(n) ≥ 0.927n was shown by Franek et al. [23]. Although this
bound was first conjectured to be optimal, the bound was later improved by Matsubara et al. [40] to
ρ(n) ≥ 0.944565n. The best known lower bound is ρ(n) ≥ 0.944575712n by Simpson [45]. While the
conjecture was very close to being proved, all of the previous linear upper bound proofs are based on
heavy application of the periodicity lemma by Fine and Wilf [21], and are known to be very technical,
which seems to indicate that we still do not yet have a good understanding of how runs can be contained
in strings. For example, the proof for ρ(n) < 1.6n by Crochemore and Ilie [9] required consideration of
at least 61 cases (Table 2 of [9]) in order to bound the number of runs with period at most 9 by n.
∗A preliminary version of this paper has appeared in [1].
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In this paper, we give new insights into this difficult problem, significantly improving our understand-
ing of the structure of runs in strings. Our study of runs is based on combinatorics of Lyndon words [37].
A Lyndon word is a string that is lexicographically smaller than all of its proper suffixes. Despite the
simplicity of its definition, Lyndon words have many deep and interesting combinatorial properties [36]
and have been applied to a wide range of problems [36, 43, 35, 15, 5, 19, 34, 4, 27, 41, 18]. Lyndon words
have recently been considered in the context of runs [12, 13], since any run with period p must contain a
length-p substring that is a Lyndon word, called an L-root of the run. Concerning the number of cubic
runs (runs with exponent at least 3), Crochemore et al. [12] gave a very simple proof that it can be no
more than 0.5n. The key observation is that, for any given lexicographic order, a cubic run must contain
at least two consecutive occurrences of its L-root, and that the boundary position cannot be shared by
consecutive L-roots of a different cubic run. However, this idea does not work for general runs, since,
unlike cubic runs, only one occurrence of an L-root for a given lexicographic order is guaranteed, and the
question of how to effectively apply Lyndon arguments to the analysis of the number of general runs has
so far not been answered.
The contributions of this paper are summarized below:
Proof of ρ(n) < n and σ(n) < 3n We discover and establish a connection between the L-roots of
runs and the longest Lyndon word starting at each position of the string. Based on this novel
observation, we give an affirmative answer to the runs conjecture. The proof is remarkably simple.
Based on the same observation, we obtain a bound of 3n for the maximum sum of exponents σ(n)
of runs in a string of length n. The best known bound was 4.1n by Crochemore et al. [14], whose
arguments were based on the bound of ρ(n) < 1.029n. We note that plugging-in ρ(n) < n into
their proof still only gives a bound of 4n.
For higher exponent runs with exponent at least k ≥ 2, we prove a bound of ρk(n) < n/(k − 1)
and σk(n) < n(k+1)/(k− 1), where ρk(n) is the maximum number of runs with exponent at least
k in a string of length n, and σk(n) is the maximum sum of exponents of runs with exponent at
least k in a string of length n. For k = 3, this yields σ3(n) < 2n which improves on the bound of
2.5n by Crochemore et al. [14].
We also prove conjectured bounds of ρ(n, d) ≤ n− d and if n > 2d, ρ(n, d) ≤ n− d− 1 [16], where
ρ(n, d) is the maximum number of runs in a string of length n that contains exactly d distinct
symbols1.
Linear-time computation of all runs without Lempel-Ziv parsing We give a novel, conceptu-
ally simple linear-time algorithm for computing all runs contained in a string, based on the proof
of ρ(n) < n. The first linear-time algorithm for computing all runs, proposed by Kolpakov and
Kucherov [33], relies on the computation of the Lempel-Ziv parsing [50] of the string. All other
existing linear-time algorithms basically follow their algorithm, but focus on more efficient compu-
tation of the parsing, which is the bottleneck [6, 8]. Our algorithm is the first linear-time algorithm
which does not rely on the Lempel-Ziv parsing of the string, and thus may help pave the way to
more efficient algorithms for computing all runs in the string [48].
Runs and Lyndon trees We also establish a relationship between L-roots of runs in a string and nodes
of what is called the Lyndon tree of the string [2], which is a full binary tree defined by recursive
standard factorization. We show a simple optimal solution to the 2-Period Query problem that
was recently solved by Kociumaka et al. [32], i.e., given any interval [i..j] of a string w of length n,
return the smallest period p of w[i..j] with p ≤ (j − i+ 1)/2, if such exists, in constant time with
O(n) preprocessing.
The rest of the paper is organized as follows. In Section 2 we give basic definitions. In Section 3,
we prove that ρ(n) < n. The new linear-time algorithm for computing all runs in a string is described
in Section 4. Section 5 describes the relation between runs and Lyndon trees, as well as our new solution
for the 2-Period Query problem. Finally, Section 6 concludes the paper.
2 Preliminaries
Let Σ be an ordered finite alphabet. An element of Σ∗ is called a string. The length of a string s is
denoted by |s|. The empty string ε is a string of length 0. For a string s = xyz, x, y and z are called a
1We note that Deza and Franek have independently and simultaneously proved similar bounds [17], based on our proof
of the runs conjecture in an earlier version of this paper.
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prefix, substring, and suffix of s, respectively. A prefix (resp. suffix) x of s is called a proper prefix (resp.
suffix) of s if x 6= s. The i-th character of a string s is denoted by s[i], where 1 ≤ i ≤ |s|. For a string s
and two integers 1 ≤ i ≤ j ≤ |s|, let s[i..j] denote the substring of s that begins at position i and ends
at position j. For convenience, let s[i..j] = ε when i > j. An integer p ≥ 1 is said to be a period of a
string s if s[i] = s[i + p] for all 1 ≤ i ≤ |s| − p. For any set I of intervals, let Beg(I) denote the set of
beginning positions of intervals in I.
Definition 1 (Runs). A triple r = (i, j, p) is a run of string w, if the smallest period p of w[i..j] satisfies
|w[i..j]| ≥ 2p, and the periodicity cannot be extended to the left or right, i.e., i = 1 or w[i−1] 6= w[i+p−1],
and, j = n or w[j + 1] 6= w[j − p+ 1]. The rational number j−i+1p is called the exponent of r.
Let Runs(w) denote the set of runs of string w. Denote by ρ(n), the maximum number of runs that
are contained in a string of length n, and by σ(n), the maximum sum of exponents of runs that are
contained in a string of length n.
Let ≺ denote some total order on Σ, as well as the lexicographic order induced on Σ∗.
Definition 2 (Lyndon Word [37]). A non-empty string w ∈ Σ+ is said to be a Lyndon word with respect
to ≺, if w ≺ u for any non-empty proper suffix u of w.
Note that a Lyndon word w cannot have any period p < |w|, since its existence would imply w = xyx
for some non-empty x, y, and x ≺ w.
Lemma 3 (Lemma 1.6 of [20]). Let w = uku′a be a string for some Lyndon word u, a possibly empty
proper prefix u′ of u, a positive integer k, and a ∈ Σ with w[|u′| + 1] 6= a. If u[|u′| + 1] ≺ a, w is a
Lyndon word. If a ≺ u[|u′|+ 1], u is the longest prefix Lyndon word of any string having a prefix uku′a.
Definition 4 (L-root [13]). Let r = (i, j, p) be a run in string w ∈ Σ∗. An interval λ = [iλ..jλ] of length
p is an L-root of r with respect to ≺ if i ≤ iλ ≤ jλ ≤ j and w[iλ..jλ] is a Lyndon word with respect to ≺.
It is easy to see that for any run and lexicographic order ≺, there exists at least one L-root with
respect to ≺.
3 The Runs Theorem
Since any string over a unary alphabet can only have at most one run, we assume a non-unary alphabet
Σ. Furthermore, we consider lexicographic orders on strings over Σ, induced by an arbitrary pair of total
orders ≺0, ≺1 on Σ such that for any pair of characters a, b ∈ Σ, a ≺0 b ⇔ b ≺1 a. For ℓ ∈ {0, 1}, let
ℓ = 1 − ℓ. For any string w ∈ Σ∗, let wˆ = w$, where $ 6∈ Σ is a special character that satisfies $ ≺0 a
(and thus a ≺1 $) for any a ∈ Σ.
Definition 5. For any string w and position i (1 ≤ i ≤ |w|), let lℓ(i) = [i..j] where j = max{j
′ |
wˆ[i..j′] is a Lyndon word with respect to ≺ℓ}
Lemma 6. For any string w of length n and position i (1 ≤ i ≤ |w|), we have for a unique ℓ ∈ {0, 1}
that lℓ(i) = [i..i] and lℓ(i) = [i..j] where j > i.
Proof. Let k = min{k′ | wˆ[k′] 6= wˆ[i], k′ > i}, and let ℓ ∈ {0, 1} be such that wˆ[k] ≺ℓ wˆ[i]. It follows
from Lemma 3, that lℓ(i) = [i..i] and lℓ(i) = [i..j] for some j ≥ k > i.
Lemma 7. Let r = (i, j, p) be an arbitrary run in string w of length n. Then, for a unique ℓ ∈ {0, 1}
such that wˆ[j + 1] ≺ℓ wˆ[j + 1− p], any L-root λ = [iλ..jλ] of r with respect to ≺ℓ is equal to lℓ(iλ).
Proof. By the definition of r, wˆ[j + 1] 6= wˆ[j + 1 − p]. Therefore, there exists a unique ℓ ∈ {0, 1} such
that wˆ[j +1] ≺ℓ wˆ[j + 1− p]. Let [iλ..jλ] be an L-root of r with respect to ≺ℓ. It follows from Lemma 3
that [iλ..jλ] = lℓ(iλ).
For any run r = (i, j, p) of w, let Br = {λ = [iλ..jλ] | λ is an L-root of r with respect to ≺ℓ, iλ 6= i},
where ℓ ∈ {0, 1} is such that wˆ[j + 1] ≺ℓ wˆ[j + 1 − p], i.e., Br is the set of all L-roots [iλ..jλ] of r with
respect to ≺ℓ such that [iλ..jλ] = lℓ(iλ), except for the one that starts from i if it exists. Note that
|Beg(Br)| = |Br| ≥ ⌊er − 1⌋ ≥ 1, where er is the exponent of r.
Lemma 8. For any two distinct runs r and r′ of string w, Beg(Br) ∩ Beg(Br′) is empty.
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Proof. Suppose that there exist i ∈ Beg(Br)∩Beg(Br′), and λ = [i..jλ] ∈ Br and λ
′ = [i..jλ′ ] ∈ Br′ . Let
ℓ ∈ {0, 1} be such that λ = lℓ(i). Since λ 6= λ
′, λ′ = lℓ(i). By Lemma 6, either λ or λ
′ is [i..i]. Assume
w.l.o.g. that λ = [i..i] and jλ′ > i. Since w[i..jλ′ ] is a Lyndon word, w[i] 6= w[jλ′ ]. By the definition of
Br and Br′ , the beginning positions of runs r and r
′ are both less than i, which implies w[i − 1] = w[i]
(due to r) and w[i − 1] = w[jλ′ ] (due to r
′). Hence we get w[i] = w[i − 1] = w[jλ′ ], a contradiction.
Lemma 8 shows that each run r can be associated with a disjoint set of positions Beg(Br). Also,
since 1 6∈ Beg(Br) for any run r,
∑
r∈Runs(w) |Br| =
∑
r∈Runs(w) |Beg(Br)| ≤ |w| − 1 holds. Therefore,
we obtain the following results.
Theorem 9. ρ(n) < n.
Proof. Consider string w of length n. Since |Br| ≥ 1 for any r ∈ Runs(w), it follows from Lemma 8 that
|Runs(w)| ≤
∑
r∈Runs(w) |Br| ≤ n− 1.
Theorem 10. σ(n) ≤ 3n− 3.
Proof. Consider string w of length n. Let er denote the exponent of run r. Since |Br| ≥ ⌊er−1⌋ > er−2
for any r ∈ Runs(w), it follows from Lemma 8 that
∑
r∈Runs(w)(er − 2) <
∑
r∈Runs(w)⌊er − 1⌋ ≤∑
r∈Runs(w) |Br| ≤ n − 1. Using |Runs(w)| ≤ n − 1 from Theorem 9, we get
∑
r∈Runs(w) er < n +
2|Runs(w)| − 1 ≤ 3n− 3.
3.1 Higher Exponent Runs
Let Runsk(w) denote the set of runs of string w with exponent at least k, ρk(n) the maximum number
of runs with exponent at least k in a string of length n, and σk(n) the maximum sum of exponents of
runs with exponent at least k in a string of length n. Crochemore et al. [14] have shown a bound of 2.5n
for σ3(n). Below, we prove a tighter bound, and show bounds for general integer k as well.
Theorem 11. ρk(n) < n/(k − 1), σk(n) < n(k + 1)/(k − 1).
Proof. Notice that for any run r with exponent at least k, |Br| ≥ ⌊er−1⌋ ≥ k−1. Therefore, |Runsk(w)| ≤∑
r∈Runsk(w)
|Br|/(k − 1) ≤ n/(k − 1). Also,
∑
r∈Runsk(w)
er =
∑
r∈Runsk(w)
(er − 2) + 2|Runsk(w)| ≤∑
r∈Runsk(w)
|Br|+ 2n/(k − 1) < n+ 2n/(k − 1) = n(k + 1)/(k − 1).
3.2 Runs with d distinct symbols
Let ρ(n, d) denote the maximum number of runs in a string of length n that contains exactly d distinct
symbols. We prove the following bounds conjectured in [16].
Theorem 12. ρ(n, d) ≤ n− d. Furthermore, if n > 2d, then ρ(n, d) ≤ n− d− 1.
Proof. Let Σ = {c1, . . . , cd}. First, we show ρ(n, d) ≤ n−d. For any character ck ∈ Σ, let ik denote its last
occurrence, i.e. ik = max{i | w[i] = ck, 1 ≤ i ≤ n}. Choose the pair of total orders ≺0,≺1 on Σ, so that
for any 1 ≤ k, k′ ≤ d, ck′ ≺0 ck ⇔ ck ≺1 ck′ ⇔ ik < ik′ . Also, let i
′
k = min{i ≤ ik | w[i..ik] = c
ik−i+1
k }.
Then, for any 1 ≤ k ≤ d, since ck = w[i
′
k] = · · · = w[ik] is smaller than any character in wˆ[ik + 1..n+ 1]
with respect to ≺1, we have that l1(i
′
k) = [i
′
k..n+1], and from Lemma 6, l0(i
′
k) = [i
′
k..i
′
k]. Since wˆ[i
′
k..n+1]
includes the symbol $ which does not occur elsewhere in wˆ, [i′k..n+ 1] cannot be an L-root of a run. On
the other hand, if [i′k..i
′
k] is an L-root of some run, then by definition of i
′
k, the run must start at i
′
k.
Therefore, neither l0(i
′
k) nor l1(i
′
k) can be included in ∪r∈Runs(w)Br and thus, i
′
k 6∈ ∪r∈Runs(w)Beg(Br).
Noticing that w[i′k] = ck, we have that i
′
k is different for each 1 ≤ k ≤ d, and therefore, ρ(n, d) ≤ n− d.
Next, we prove ρ(n, d) ≤ n − d − 1 for n > 2d. Since 1 6∈ ∪r∈Runs(w)Beg(Br), if i
′
k > 1 for all k,
then Runs(w) ≤ n − d − 1. Therefore, we can assume i′1 = 1, which means that w[1..i1] = c
i1
1 , and
w[i1 + 1..n] does not contain an occurrence of c1. Thus, any position in w[1..i1] can only be part of
a single run (1, i1, 1) if i1 > 1, or of none if i1 = 1. If i1 > 1, we have from the first statement that
Runs(w) ≤ 1 + ρ(n− i1, d− 1) ≤ 1 + (n− i1) − (d− 1) = n− d − (i1 − 2). Since Runs(w) ≤ n− d− 1
for i1 ≥ 3, we assume that i1 ≤ 2. We prove the statement by induction on d. For d = 1, we have that
ρ(n, 1) ≤ 1, and thus ρ(n, 1) ≤ n− d− 1 for any n > 2, and the statement holds. Suppose the statement
holds for any d′ < d, i.e., for any d′ < d, if n > 2d′ then ρ(n, d′) ≤ n − d′ − 1. If i1 = 1, then, since
(n− 1) > 2(d− 1), we have Runs(w) ≤ ρ(n− 1, d− 1) ≤ (n− 1)− (d− 1)− 1 ≤ n− d− 1. If i1 = 2, then,
again since (n − 2) > 2(d− 1), we have Runs(w) ≤ 1 + ρ(n− 2, d− 1) ≤ (n− 2)− (d− 1) ≤ n− d− 1.
Thus, the statement holds.
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This leads to a slightly better bound of ρ(n) compared to Theorem 9, i.e., ρ(n) ≤ n − 3 for n > 4,
since ρ(n, 1) ≤ 1.
4 New Linear-Time Algorithm for Computing All Runs
In this section, we describe our new linear-time algorithm for computing all runs in a given string w
of length n. As there is a lower bound of Ω(n logn) time for any algorithm that is based on character
comparisons [38], we assume an integer alphabet, i.e. Σ = {1, ..., nc} for some constant c. Let L =
{lℓ(i) | ℓ ∈ {0, 1}, 1 ≤ i ≤ n}. From Lemma 7, we know that for any run r, L contains an L-root of
r. Our new algorithm (1) computes the set L in linear time, and (2) for each element lℓ(i) ∈ L, checks
if it is equal to arg[i..j]∈Br min i for some run, and if so determine the run, in constant time, therefore
achieving linear time. Below are the algorithmic tools used in our algorithm.
Definition 13 (Suffix Array/Inverse Suffix Array [39]). The suffix array SAw[1..n] of a string w of length
n, is an array of integers such that SAw[i] = j indicates that w[j..n] is the lexicographically ith smallest
suffix of w. The inverse suffix array ISAw[1..n] is an array of integers such that ISAw[SAw[i]] = i.
Theorem 14 (Suffix Array/Inverse Suffix Array [30, 31, 29]). The suffix array and inverse suffix array
of a string over an integer alphabet can be computed in linear time.
Theorem 15 (Range Minimum Query [3]). An array A[1..n] of integers can be preprocessed in linear
time so that for any 1 ≤ i ≤ j ≤ n, rmqA(i, j) = argmini≤k≤j{A[k]} can be computed in linear time.
Theorem 16 (Longest Common Extension Query (e.g., [22])). A string w over an integer alphabet can
be preprocessed in linear time, so that for any 1 ≤ i ≤ j ≤ |w|, |lcp(w[i..|w|], w[j..|w|])| can be answered
in constant time.
4.1 Linear-Time Computation of lℓ(i)
Algorithm 1 shows a pseudo-code of a linear-time algorithm that computes lℓ(i) for some ℓ ∈ {0, 1}, in
a right-to-left scan of w using a stack. The correctness of the algorithm can be seen from the following
facts.
Lemma 17 (Theorem (1.4) of [7]). For any Lyndon words u and v such that u ≺ v, uv is a Lyndon
word.
Lemma 18 (Lyndon Factorization and Longest Lyndon Prefix [7, 20]). Any string w can be decomposed
into a unique sequence f1 · · · fm of lexicographically non-increasing Lyndon words, called the Lyndon
factorization of w. Furthermore, each factor fi (1 ≤ i ≤ m) is the longest Lyndon word that is a prefix
of fi · · · fm.
From Lemma 17, it is easy to see that at the end of each loop for i in the algorithm, the stack S
contains a lexicographically non-increasing list of Lyndon words that decomposes w[i..n], and thus is the
Lyndon factorization of w[i..n]. The top element of the stack is the first Lyndon factor, and therefore,
from Lemma 18, is the longest Lyndon word that starts at position i.
The lexicographic comparison of Line 6 can be performed in constant time by utilizing ISAwˆ, i.e.,
the lexicographic order of the suffix of wˆ starting at the same position. Consider a Lyndon word f0
starting at position i, and the Lyndon factorization f1 · · · fm of wˆ[iv..n + 1], where iv = i + |f0|. If
f0 ≺ f1, then, f = f0f1 is a Lyndon word from Lemma 17. Therefore, f [1..|f1|] ≺ f1 and thus
f0 · · · fm ≺ f1 · · · fm (ISAwˆ[i] < ISAwˆ[iv]). If f1  f0, then f0 · · · fm is a Lyndon factorization of
wˆ[i..n + 1]. It follows from Lemma 3 that f1 · · · fm ≺ f0 · · · fm (ISAwˆ[iv] < ISAwˆ[i]), since f0 must be
the longest Lyndon prefix of wˆ[i..n+ 1]. Therefore f0 ≺ f1 ⇐⇒ ISA[i] < ISA[iv].
We note that the intervals constructed during the algorithm correspond to nodes of what is called
the Lyndon tree [2], described in Section 5. Hohlweg and Reutenauer [28] showed that the Lyndon
tree can be constructed in linear time given ISA, by showing that the Cartesian tree [49, 24] of the
subarray ISA[2..n] coincides with the internal nodes of the Lyndon tree. Algorithm 1 is, in essence, an
implementation of the same idea.
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Algorithm 1: Computing lℓ(i) in linear time for all i.
Input: String w of length n
1 S ← new stack with element (n+ 1, n+ 1);
2 for i = n downto 1 do
3 j ← i;
4 while S.size() > 1 do
5 (iv, jv)← S.top() ;
6 if not wˆ[i..j] ≺ℓ wˆ[iv..jv] then exit while loop ; // O(1) from ISAwˆ[i], ISAwˆ[iv]
7 j ← jv ; // wˆ[i..j] is Lyndon w.r.t.≺ℓ
8 S.pop();
9 S.push((i, j));
10 lℓ(i)← [i..j];
4.2 Computing All Runs of w from lℓ(i)
Consider a candidate interval lℓ(i) = [i..j] ∈ L. Let w[i
′..i−1] be the longest common suffix of w[1..i−1]
and w[1..j], and let w[j + 1..j′] be the longest common prefix of w[i..n] and w[j + 1..n]. It is easy to
see that [i..j] = arg[i..j]∈Br min i of run r = (i
′, j′, p), if and only if p = j − i + 1, |w[i′..j′]| ≥ 2p, and
i′ < i ≤ i′ + p. Using Theorem 16, we can compute j′ in constant time per query and linear-time
preprocessing. If we consider LCE queries on the reverse string, we can query the length of the longest
common suffix between two prefixes of w. Thus, i′ can also be computed in constant time per query and
linear-time preprocessing.
5 Runs and Lyndon Trees
In this section, we characterize runs in strings using Lyndon trees.
Definition 19 (Standard Factorization [7, 36]). The standard factorization of a Lyndon word w with
|w| ≥ 2 is an ordered pair (u, v) of Lyndon words u, v such that w = uv and v is the lexicographically
smallest proper suffix of w.
It can be shown that for any Lyndon word w longer than 1, the standard factorization (u, v) of w
always exists. The Lyndon tree of a Lyndon word w, defined below, is the full binary tree defined by
recursive standard factorization of w.
Definition 20 (Lyndon Tree [2]). The Lyndon tree of a Lyndon word w, denoted LTree(w), is an
ordered full binary tree defined recursively as follows:
• if |w| = 1, then LTree(w) consists of a single node labeled by w;
• if |w| ≥ 2, then the root of LTree(w), labeled by w, has left child LTree(u) and right child LTree(v),
where (u, v) is the standard factorization of w.
Each node α in LTree(w) can be represented by an interval [i..j] (1 ≤ i ≤ j ≤ |w|) of w, and we
say that the interval [i..j] corresponds to a node in LTree(w). Let lca([i..j]) denote the lowest node
in LTree(w) containing all leaves corresponding to positions in [i..j] in its subtree, or equivalently, the
lowest common ancestor of leaves at position i and j. Note that an interval [i..j] corresponds to a node
in the Lyndon tree, iff lca([i..j]) = [i..j]. Figure 1 shows an example of a Lyndon tree for the Lyndon
word aababaababb.
We first show a simple yet powerful lemma characterizing Lyndon substrings of a Lyndon word, in
terms of the Lyndon tree.
Lemma 21. Let w be a Lyndon word. For any interval [i..j], if w[i..j] is a Lyndon word, then the node
α = lca([i..j]) = [iα..jα] in LTree(w) satisfies iα = i ≤ j ≤ jα.
Proof. If i = j, then α is a leaf node and corresponds to [i..i]. If i < j, α is an internal node. Let
β = [iα...j
′] and γ = [j′ + 1...jα] respectively be the left and right children of α. By definition of
lca, we have that iα ≤ i ≤ j
′ ≤ j′ + 1 ≤ j ≤ jα, and for some strings u, v ∈ Σ
∗ and x, y ∈ Σ+, we
have that w[i..j] = xy, w[iα..j
′] = ux, w[j′ + 1..jα] = yv, and (ux, yv) is the standard factorization of
6
a a b a b ba a b a b
Figure 1: A Lyndon tree for the Lyndon word aababaababb.
w[iα..jα] = uxyv. Since xy is a Lyndon word, xy ≺ y, and therefore xyv ≺ yv. However, if u 6= ε, this
contradicts that yv is the lexicographically smallest proper suffix of uxyv. Thus, u must be empty, and
iα = i.
A node is called a left node (resp. right node) if it is the left (resp. right) child of its parent. The
next lemma is a simple consequence of Lemma 21 yet also gives an important characterization.
Lemma 22. Let w be a Lyndon word. For any interval [i..j] except for [1..|w|], [i..j] corresponds to a
right node of the Lyndon tree iff w[i..j] is the longest Lyndon word that starts from i.
Proof. Suppose w[i..j] is the longest Lyndon word that starts from i. For any j′ > j, w[i..j′] is not
a Lyndon word and thus [i..j′] cannot be a node in LTree(w). Hence, it is clear from Lemma 21 that
lca([i..j]) = [i..j] and it is a right node. On the other hand, suppose w[i..j] is not the longest Lyndon
word that starts from i. Then, there exists a Lyndon word w[i..j′] for some j′ > j. Since there is a node
lca([i..j′]) = [i..j′′] with j′′ ≥ j′ > j due to Lemma 21, it is easy to see that [i..j] cannot be a right node.
Note that [i..j] may not correspond to a node, but if it does, it must be a left node.
Now consider again the two total orders ≺0, ≺1 on Σ. Let w be an arbitrary string of length n and
let w0 = #0w$ and w1 = #1w$ where #0,#1 6∈ Σ ∪ {$} are special characters that are respectively
lexicographically smaller than any other character in Σ ∪ {$}, with respect to ≺0 and ≺1. Thus, #0 ≺0
$ ≺0 a and #1 ≺1 a ≺1 $ for any a ∈ Σ. For technical reasons, we assume that positions in w0 and
w1 will start from 0 rather than 1, in order to keep in sync with positions in w, i.e., so that for any
1 ≤ i ≤ |w|, w[i] = w0[i] = w1[i]. Note that wℓ (ℓ ∈ {0, 1}) is a Lyndon word with respect to ≺ℓ, and
let LTreeℓ(w) denote the Lyndon tree of wℓ, with respect to ≺ℓ. Also, lcaℓ([i..j]) will denote lca([i..j])
in LTreeℓ(w).
Lemma 23. Given a string w of length n, LTree0(w) and LTree1(w) can be constructed in O(n) time
and space.
The next lemma immediately follows from Lemmas 7 and 22.
Lemma 24. Let r = (i, j, p) be an arbitrary run in string w of length n. Then, for a unique ℓ ∈ {0, 1}
such that wℓ[j + 1] ≺ℓ wℓ[j + 1− p], any L-root of r with respect to ≺ℓ is a right node of LTreeℓ(w).
In light of Lemma 24, we have a structural view of the runs in a string w by two trees LTree0(w) and
LTree1(w). This can be a powerful tool for algorithms and data structures employing subrepetitions in
a string. In the next subsection, we exhibit an application to a data structure for 2-Period Queries.
5.1 Application to 2-Period Queries
The 2-Period Query problem is to preprocess a string w to support the following queries efficiently:
Given any interval [i..j] of w, return the smallest period p of w[i..j] with p ≤ (j− i+1)/2, if such exists.
The 2-Period Query problem is tightly related to the runs in w: Let exrun([i..j]) denote a run (i′, j′, p′)
such that i′ ≤ i, j ≤ j′ and p′ ≤ (j − i+1)/2 if such exists. Note that due to the periodicity lemma [21],
such a run, if it exists, is unique and p′ is the smallest period of w[i..j]. Therefore, a 2-Period Query
with interval [i..j] reduces to searching for exrun(i, j).
An optimal solution to the 2-Period Query problem was recently proposed in [32] as a by-product of
their algorithm for internal pattern matching. Their solution introduces a notion of k-runs in which a
run is distributed to one or more sets of runs satisfying some conditions. We propose another optimal
yet simpler solution using Lyndon trees.
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Theorem 25. For any string w of length n, there is a data structure of O(n) space that supports 2-Period
Queries in O(1) time. The data structure can be built in O(n) time.
Proof. We construct LTree0(w) and LTree1(w) in O(n) time and space using Lemma 23. At the same
time, we compute the runs in w and associate every node corresponding to an L-root of a run with
the information of the run, which can be done in O(n) total time as mentioned in Section 4. We also
augment these trees with data structures in O(n) time and space so that lowest common ancestor (LCA)
queries can be answered in O(1) time [3]. Given a query with interval [i..j], our algorithm computes
α0 = lca0([i..⌈(i + j)/2⌉]) and α1 = lca1([i..⌈(i + j)/2⌉]), and check their right children.
Suppose that r = exrun([i..j]) = (i′, j′, p′) exists. Let ℓ ∈ {0, 1} with wℓ[j
′ + 1] ≺ℓ wℓ[j
′ + 1 − p′].
Since the period p′ of r is at most ⌊(j−i+1)/2⌋, we have that i ≤ ⌈(i+j)/2⌉−p′ < ⌈(i+j)/2⌉+p′−1 ≤ j.
Thus, there exists an L-root λ of r with respect to ≺ℓ that contains position ⌈(i+ j)/2⌉. By Lemma 24,
λ is a right node. Moreover, αℓ is an ancestor of λ since λ does not contain position i while both contain
position ⌈(i+ j)/2⌉. We claim that the right child of αℓ is λ. Assume to the contrary that the right child
β = [iβ..jβ ] of αℓ is not λ = [iλ..jλ]. By definition of αℓ, β and λ, we have that β must be an ancestor of
λ and i′ ≤ i < iβ < iλ since λ is a right node. Also, it must be that j ≤ j
′ < jβ since otherwise, w[iβ ..jβ ]
would have period p′ < |[iβ ..jβ ]| due to run r, contradicting that it is a Lyndon word. However, by the
definition of ℓ, this implies that w[iλ..iβ] ≺ℓ w[iβ ..iβ ], still contradicting that w[iβ ..jβ ] is a Lyndon word.
Therefore, if exrun([i..j]) exists, we can find it by checking the two nodes that are the right children
of α0 and α1 in constant time.
6 Conclusion
We show a remarkably simple proof to the 15 year-old runs conjecture, by discovering a beautiful con-
nection between the L-roots of runs and the longest Lyndon word starting at each position of the string.
We also show a bound of σ(n) < 3n for the maximum sum of exponents of runs in a string of length n,
improving on the previous best bound of 4.1n [14], as well as improved analyses on related problems.
We also proposed a simple linear-time algorithm for computing all the runs in a string. Furthermore,
realizing that the longest Lyndon word starting at each position of the string corresponds to a right node
in the Lyndon tree, we showed a simple optimal solution to the 2-Period Query problem.
The characterizations of runs in terms of Lyndon words as shown in this paper significantly im-
proves our understanding of how runs can occur in strings. A remaining question is the exact value of
limn→∞ ρ(n)/n, which is known to exist but is never reached [26].
Acknowledgments
HB,SI,MT were supported by JSPS KAKENHI Grant Numbers 25280086, 26280003, 25240003. The
authors thank (in alphabetical order) Maxime Crochemore, Antoine Deza, Frantisek Franek, Gregory
Kucherov, Simon Puglisi, and Ayumi Shinohara for helpful comments and discussions.
References
[1] Hideo Bannai, Tomohiro I, Shunsuke Inenaga, Yuto Nakashima, Masayuki Takeda,
and Kazuya Tsuruta, A new characterization of maximal repetitions by Lyndon trees, in Proc.
SODA, 2015, pp. 562–571.
[2] He´le`ne Barcelo, On the action of the symmetric group on the free Lie algebra and the partition
lattice, Journal of Combinatorial Theory, Series A, 55 (1990), pp. 93–129.
[3] Michael A. Bender and Martin Farach-Colton, The lca problem revisited, in Proc. LATIN
2000, 2000, pp. 88–94.
[4] Srecko Brlek, Jacques-Olivier Lachaud, Xavier Provenc¸al, and Christophe
Reutenauer, Lyndon + Christoffel = digitally convex, Pattern Recognition, 42 (2009), pp. 2239–
2246.
[5] Marc Chemillier, Periodic musical sequences and Lyndon words, Soft Comput., 8 (2004), pp. 611–
616.
8
[6] Gang Chen, Simon J. Puglisi, and W. F. Smyth, Fast and practical algorithms for computing
all the runs in a string, in Proc. CPM, 2007, pp. 307–315.
[7] K. T. Chen, R. H. Fox, and R. C. Lyndon, Free differential calculus, IV. the quotient groups
of the lower central series, Annals of Mathematics, 68 (1958), pp. 81–95.
[8] Maxime Crochemore and Lucian Ilie, Computing longest previous factor in linear time and
applications, Information Processing Letters, 106 (2008), pp. 75–80.
[9] , Maximal repetitions in strings, Journal of Computer and System Sciences, (2008), pp. 796–
807.
[10] Maxime Crochemore, Lucian Ilie, and Wojciech Rytter, Repetitions in strings: Algorithms
and combinatorics, Theoretical Comput. Sci., 410 (2009), pp. 5227–5235.
[11] Maxime Crochemore, Lucian Ilie, and Liviu Tinta, The “runs” conjecture, Theoretical Com-
put. Sci., 412 (2011), pp. 2931–2941.
[12] M. Crochemore, C.S. Iliopoulos, M. Kubica, J. Radoszewski, W. Rytter, and
T. Walen´, The maximal number of cubic runs in a word, Journal of Computer and System Sciences,
78 (2012), pp. 1828–1836.
[13] Maxime Crochemore, Costas Iliopoulos, Marcin Kubica, Jakub Radoszewski, Woj-
ciech Rytter, and Tomasz Walen´, Extracting powers and periods in a word from its runs
structure, Theoretical Comput. Sci., 521 (2014), pp. 29–41.
[14] Maxime Crochemore, Marcin Kubica, Jakub Radoszewski, Wojciech Rytter, and
Tomasz Walen´, On the maximal sum of exponents of runs in a string, Journal of Discrete Algo-
rithms, 14 (2012), pp. 29–36.
[15] Olivier Delgrange and Eric Rivals, STAR: an algorithm to search for tandem approximate
repeats, Bioinformatics, 20 (2004), pp. 2812–2820.
[16] Antoine Deza and Frantisek Franek, A d-step approach to the maximum number of distinct
squares and runs in strings, Discrete Applied Mathematics, 163 (2014), pp. 268–274.
[17] , d-step method and the number of runs, Tech. Report AdvOL2015/01, Advanced Optimization
Laboratory, Department of Computing and Software, McMaster University, 2015.
[18] Yoann Dieudonne´, Florence Leve´, Franck Petit, and Vincent Villain, Deterministic
geoleader election in disoriented anonymous systems, Theoretical Comput. Sci., 506 (2013), pp. 43–
54.
[19] Yoann Dieudonne´ and Franck Petit, Circle formation of weak robots and Lyndon words,
Information Processing Letters, 101 (2007), pp. 156–162.
[20] Jean-Pierre Duval, Factorizing words over an ordered alphabet, J. Algorithms, 4 (1983), pp. 363–
381.
[21] N. J. Fine and H. S. Wilf, Uniqueness theorems for periodic functions, Proc. Amer. Math. Soc.,
16 (1965), pp. 109–114.
[22] Johannes Fischer and Volker Heun, Theoretical and practical improvements on the RMQ-
problem, with applications to LCA and LCE, in Proc. CPM, 2006, pp. 36–48.
[23] Frantisek Franek and Qian Yang, An asymptotic lower bound for the maximal number of runs
in a string, International Journal of Foundations of Computer Science, 1 (2008), pp. 195–203.
[24] Harold N. Gabow, Jon Louis Bentley, and Robert E. Tarjan, Scaling and related tech-
niques for geometry problems, in Proc. STOC, 1984, pp. 135–143.
[25] Mathieu Giraud, Not so many runs in strings, in Proc. LATA, 2008, pp. 232–239.
[26] , Asymptotic behavior of the numbers of runs and microruns, Information and Computation,
207 (2009), pp. 1221–1228.
9
[27] David Hill, George Melvin, and Damien Mondragon, Representations of quiver Hecke al-
gebras via Lyndon bases, Journal of Pure and Applied Algebra, 216 (2012), pp. 1052–1079.
[28] Christophe Hohlweg and Christophe Reutenauer, Lyndon words, permutations and trees,
Theoretical Comput. Sci., 307 (2003), pp. 173–178.
[29] Juha Ka¨rkka¨inen, Peter Sanders, and Stefan Burkhardt, Linear work suffix array con-
struction, Journal of the ACM, 53 (2006), pp. 918–936.
[30] Dong Kyue Kim, Jeong Seop Sim, Heejin Park, and Kunsoo Park, Linear-time construction
of suffix arrays, in Proc. CPM’03, vol. 2676 of LNCS, 2003, pp. 186–199.
[31] Pang Ko and Srinivas Aluru, Space efficient linear time construction of suffix arrays, Journal
of Discrete Algorithms, 3 (2005), pp. 143–156.
[32] Tomasz Kociumaka, Jakub Radoszewski, Wojciech Rytter, and Tomasz Walen, Internal
pattern matching queries in a text and applications, in Proceedings of the Twenty-Sixth Annual
ACM-SIAM Symposium on Discrete Algorithms, SODA 2015, San Diego, CA, USA, January 4-6,
2015, 2015, pp. 532–551.
[33] Roman M. Kolpakov and Gregory Kucherov, Finding maximal repetitions in a word in linear
time, in Proc. FOCS, 1999, pp. 596–604.
[34] Manfred Kufleitner, On bijective variants of the Burrows-Wheeler transform, in Proc. PSC
2009, 2009, pp. 65–79.
[35] Pierre Lalonde and Arun Ram, Standard Lyndon bases of Lie algebras and enveloping algebras,
Transactions of the American Mathematical Society, 347 (1995), pp. 1821–1830.
[36] M. Lothaire, Combinatorics on Words, Addison-Wesley, 1983.
[37] R. C. Lyndon, On Burnside’s problem, Transactions of the American Mathematical Society, 77
(1954), pp. 202–215.
[38] Michael G. Main and Richard J. Lorentz, An O(n log n) algorithm for finding all repetitions
in a string, Journal of Algorithms, 5 (1984), pp. 422–432.
[39] U. Manber and G. Myers, Suffix arrays: A new method for on-line string searches, SIAM Journal
on Computing, 22 (1993), pp. 935–948.
[40] Wataru Matsubara, Kazuhiko Kusano, Akira Ishino, Hideo Bannai, and Ayumi Shi-
nohara, New lower bounds for the maximum number of runs in a string, in Proc. PSC’08, 2008,
pp. 140–145.
[41] Marcin Mucha, Lyndon words and short superstrings, in Proc. SODA’13, 2013, pp. 958–972.
[42] Simon J. Puglisi, Jamie Simpson, and W. F. Smyth, How many runs can a string contain?,
Theoretical Comput. Sci., 401 (2006), pp. 165–171.
[43] Christophe Reutenauer, Free Lie Algebras, Oxford University Press, 1993.
[44] Wojciech Rytter, The number of runs in a string: Improved analysis of the linear upper bound,
in Proc. STACS 2006, vol. 3884 of LNCS, 2006, pp. 184–195.
[45] Jamie Simpson, Modified padovan words and the maximum number of, Australasian Journal of
Combinatorics, 46 (2010), pp. 129–145.
[46] W. F. Smyth, Repetitive perhaps, but certainly not boring, Theoretical Comput. Sci., 249 (2000),
pp. 343–355.
[47] , Computing regularities in strings: A survey, European Journal of Combinatorics, 34 (2013),
pp. 3–14.
[48] , Large-scale detection of repetitions, Phil. Trans. R. Soc. A, 372 (2014). article 20130138.
[49] Jean Vuillemin, A unifying look at data structures, Comm. ACM, 23 (1980), pp. 229–239.
[50] J. Ziv and A. Lempel, A universal algorithm for sequential data compression, IEEE Transactions
on Information Theory, IT-23 (1977), pp. 337–349.
10
