Further analysis on uniform stability of impulsive infinite delay differential equations  by Li, Xiaodi
Applied Mathematics Letters 25 (2012) 133–137
Contents lists available at SciVerse ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Further analysis on uniform stability of impulsive infinite delay
differential equations
Xiaodi Li
School of Mathematical Sciences, Shandong Normal University, Ji’nan 250014, PR China
a r t i c l e i n f o
Article history:
Received 11 March 2011
Received in revised form 27 June 2011
Accepted 3 August 2011
Keywords:
Uniform stability
Impulsive functional differential equations
Infinite delays
Razumikhin technique
Lyapunov functions
a b s t r a c t
A criterion for the uniform stability of impulsive functional differential equations with
infinite delays is presented by using Lyapunov functions and the Razumikhin technique.
The criterion is more general than several recent works. An example showing the
effectiveness and advantage of the present criterion is given.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Recently, special interest has been devoted to the stability problem of impulsive differential equations with delays, see
[1–14], where Refs. [1–7] are for the cases of finite delays, [8–14] are for the cases of infinite delays. However, there are still
many cases that could not be covered in those results, even for some simple systems. For instance, consider the impulsive
system with finite delay:
x′(t) = −x(t)− ax3(t)+ x3(t − 1), t ≥ 0, t ≠ k,
x(t)− x(t−) = βkx(t−), t = k, k ∈ Z+. (A)
The stability problem of system (A) has been studied in [7] under the assumption that a ≥ β3, where β .=∏(1+|βk|) <∞.
However, what will happen when a < β?. As another example, consider the impulsive system with infinite delay:
x′(t) = −2x(t)+
∫ ∞
0
e−sxN(t − s)ds, t ≥ 0, t ≠ k,
x(t)− x(t−) = 1
k2
x(t−), t = k, k ∈ Z+.
(B)
It has been shown that the zero solution of system (B) with N = 1 is stable, see [8–10]. However, what will happen when
N > 1? Hence, techniques and methods for stability of impulsive delay differential systems should be further developed
and explored.
The present paper is inspired by [7,8]. We present a new criterion for the uniform stability of impulsive functional
differential equations with infinite delays by using Lyapunov functions and the Razumikhin technique. The criterion is more
general than several recent works [7–12]. An example showing the effectiveness and advantage of the present criterion is
given.
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2. Preliminaries
Let R denote the set of real numbers,R+ the set of positive real numbers and Rn the n-dimensional real space equipped
with the Euclidean norm | • |. Let Z+ denote the set of positive integers, i.e., Z+ = {1, 2, . . .}. For any interval J ⊆ R, set
C(J,Rn) = {ϕ : J → Rn is continuous} and PC(J,Rn) = {ϕ : J → Rn is continuous everywhere except at finite number
of points t , at which ϕ(t+), ϕ(t−) exist and ϕ(t+) = ϕ(t)}. The impulse times tk satisfy 0 ≤ t0 < t1 < · · · < tk <
· · · , limk→+∞ tk = +∞. For any t ≥ t0 ≥ 0 > α ≥ −∞, let f (t, x(s)) where s ∈ [t + α, t] or f (t, x(·)) be a Volterra type
functional. In the case when α = −∞, the interval [t + α, t] is understood to be replaced by (−∞, t].
Consider the impulsive delay system of the formx
′(t) = f (t, x(·)), t ≥ σ , t ≠ tk,
1x|t=tk = x(tk)− x(t−k ) = Ik(x(t−k )), k ∈ Z+,
xσ = φ(s), α ≤ s ≤ 0,
(1)
where σ ≥ t0, x′ denotes the right-hand derivative of x, f ∈ C([tk−1, tk) × D, Rn), f (t, 0) = 0,D is an open set in
PC([α, 0],Rn). For each t ≥ σ , xt ∈ D is defined by xt(s) = x(t + s), s ∈ [α, 0].φ ∈ PCB(σ ), where PCB(t) = {xt ∈
D : xt is bounded}. For ϕ ∈ PCB(t), the norm of ϕ is defined by ‖ϕ‖ = supα≤θ≤0 |ϕ(θ)|. Define PCBδ(σ ) = {ϕ ∈ PCB(σ ) :‖ϕ‖ ≤ δ}. For each k ∈ Z+, Ik(x) ∈ C(Rn,Rn), Ik(0) = 0, and for any ρ > 0, there exists a ρ1 ∈ (0, ρ) such that x ∈ S(ρ1)
implies that x+ Ik(x) ∈ S(ρ), where S(ρ) = {x : |x| < ρ, x ∈ Rn}.
In this paper, we assume that f (t, x(·)) and Ik satisfy certain conditions such that the solution of systems (1) exists on
[σ ,+∞) and is unique [8,15]. We denote by x(t) = x(t, σ , φ) the solution of systems (1) with initial value (σ , φ). Since
f (t, 0) = 0, Ik(0) = 0, k ∈ Z+, then x(t) = 0 is a solution of (1), which is called the trivial solution.
For convenience, we define the following classes of functions:
K1 = {a ∈ C(R+,R+)|a(0) = 0 and a(s) > 0 for s > 0};
K2 = {a ∈ C(R+,R+)|a(0) = 0 and a(s) > 0 for s > 0 and a is non-decreasing in s}.
In addition, we introduce some definitions as follows:
Definition 2.1 ([10]). The function V : [α,∞)× D→ R+ belongs to class ν0 if
(i) V is continuous on each of the sets [tk−1, tk)× D and lim(t,ϕ)→(t−k ,ψ) V (t, ϕ) = V (t
−
k , ψ) exists;
(ii) V (t, x) is locally Lipschitzian in x and V (t, 0) ≡ 0.
Definition 2.2 ([10]).Given a function V ∈ ν0, for any (t, ψ) ∈ [tk−1, tk)×D, the upper right-hand Dini derivative of V (t, x)
along the solution of (1) is defined by
D+V (t, ψ(0)) = lim sup
h→0+
{V (t + h, ψ(0)+ hf (t, ψ))− V (t, ψ(0))}/h.
Definition 2.3 ([10]). The trivial solution x(t) = 0 of systems (1) is said to be
(P1) stable, if for any σ ≥ t0 and ε > 0, there exists a δ = δ(ε, σ ) > 0 such that φ ∈ PCBδ(σ ) implies |x(t, σ , φ)| < ε, t ≥
σ ;
(P2) uniformly stable if the δ in (P1) is independent of σ .
3. Main results
Theorem 3.1. Assume that there exist functions W1,W2 ∈ K2, P,G,H ∈ K1, h, g ∈ PC(R+,R+), V (t, x) ∈ ν0 and constants
βk ≥ 0, k ∈ Z+ such that
(i) W1(|x|) ≤ V (t, x) ≤ W2(|x|), (t, x) ∈ [t0 + α,∞)× Rn;
(ii) For any (tk, ψ) ∈ R+×PC([α, 0], S(ρ1)), V (tk, ψ(0)+Ik(ψ(0)))−V (t−k , ψ(0)) ≤ βkV (t−k , ψ(0)), where
∑∞
k=1 βk <∞;
(iii) For any σ ≥ t0 and ψ ∈ PC([α, 0], S(ρ)), if P(V (t, ψ(0))) > V (t + θ, ψ(θ)) for all α ≤ θ ≤ 0, t ∈ [tk−1, tk), k ∈ Z+,
then
D+V (t, ψ(0)) ≤ h(t)H(V (t, ψ(0)))− g(t)G(V (t, ψ(0))), t ∈ [tk−1, tk), k ∈ Z+,
where supt≥0 h(t) <∞ and P(s) > s for s > 0;
(iv) inft≥0{g(t)− γ h(t)} > 0, where γ .= lims→0+ H(s)G(s) <∞.
Then the trivial solution of (2.1) is uniformly stable.
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Proof. SinceW1 ∈ K2, from condition (iii) and (iv), one may choose a small enough δ∗ ∈ (0, ρ1) such that
g(t) > h(t)
H(s)
G(s)
holds for all t ≥ 0 and s ∈ (0,W1(δ∗)]. (2)
In fact, since γ .= lims→0+ H(s)G(s) < ∞, we know that for any given ε′ > 0, there exists a δ′ = δ′(ε′) > 0 such that
γ−ε′ < H(s)G(s) < γ+ε′, s ∈ (0, δ′). In particular, let ε′ = η2M , where η
.= inft≥0{g(t)−γ h(t)} > 0 andM .= supt≥0 h(t) <∞.
Then there exists a small enough δ′ = δ′(η,M) > 0 such that
γ − η
2M
<
H(s)
G(s)
< γ + η
2M
, s ∈ (0, δ′).
Note thatW1 ∈ K2, one may further choose a small enough δ∗ ∈ (0, ρ1) such thatW1(δ∗) < δ′.
Hence, it can be deduced that
g(t) ≥ γ h(t)+ η > h(t)

γ + η
2M

> h(t)
H(s)
G(s)
for all t ≥ 0 and s ∈ (0,W1(δ∗)].
For any σ ≥ t0, let x(t) = x(t, σ , φ) be a solution of (1) through (σ , φ). For any given ε ∈ (0, δ∗), one may choose
a δ = δ(ε) > 0 such that W2(δ) < β−1W1(ε), where β = ∏∞k=1(1 + βk). Next we show that φ ∈ PCBδ(σ ) implies|x(t)| < ε, t ≥ σ . First, it is obvious that
W1(|x(t)|) ≤ V (t, x(t)) ≤ W2(|x(t)|) ≤ W2(δ) < β−1W1(ε), t ∈ [σ + α, σ ]. (3)
Suppose that σ ∈ [tm−1, tm) for somem ∈ Z+. Next we show that
V (t, x(t)) ≤ β−1W1(ε), t ∈ [σ , tm). (4)
If this assertion is not true, then there exists some t ∈ [σ , tm) such that V (t, x(t)) > β−1W1(ε). Set t⋆ = inf{t ∈
[σ , tm), V (t, x(t)) > β−1W1(ε)}, then it holds that t⋆ ≥ σ , V (t⋆, x(t⋆)) = β−1W1(ε), V (t, x(t)) ≤ β−1W1(ε), t ∈ [σ , t⋆]
and D+V (t⋆, x(t⋆)) ≥ 0. Then it follows from (3) that
P(V (t⋆, x(t⋆))) > V (t⋆, x(t⋆)) = β−1W1(ε) ≥ V (s, x(s)), s ∈ [t⋆ + α, t⋆]. (5)
Note that ε < δ∗ < ρ1 and by (i), it can be deduced that
W1(|x(t)|) ≤ V (t, x(t)) ≤ β−1W1(ε) < W1(ρ1) < W1(ρ), t ∈ [t⋆ + α, t⋆],
which implies that
|x(t)| < ρ1 < ρ, t ∈ [t⋆ + α, t⋆]. (6)
By (2), (5), (6) and the fact that β−1W1(ε) < W1(ε) ≤ W1(δ∗), using (iii) we obtain
D+V (t⋆, x(t⋆)) ≤ h(t⋆)H(V (t⋆, x(t⋆)))− g(t⋆)GV (t⋆, x(t⋆))
= h(t⋆)H(β−1W1(ε))− g(t⋆)G(β−1W1(ε))
= G(β−1W1(ε))
[
h(t⋆)
H(β−1W1(ε))
G(β−1W1(ε))
− g(t⋆)
]
< 0,
which is a contradiction with D+V (t⋆, x(t⋆)) ≥ 0 and thus (4) holds.
Considering (3) and (4), it can be deduce that |x(t)| < ρ1, t ∈ [tm + α, tm], i.e., x(t) ∈ PC([tm + α, tm], S(ρ1)).
Then by (ii), we have
V (tm, x(tm)) ≤ (1+ βm)V (t−m , x(t−m )) ≤ β−1(1+ βm)W1(ε).
By the same argument, we may prove that for t ∈ [tm, tm+1)
V (t, x(t)) ≤ β−1(1+ βm)W1(ε).
By simple induction, we can prove that for t ∈ [σ , tm) ∪ [tk, tk+1), k ≥ m
V (t, x(t)) ≤ β−1(1+ β1)(1+ β2) · · · (1+ βk)W1(ε) ≤ W1(ε),
which implies that
W1(|x|) ≤ V (t, x(t)) ≤ W1(ε), t ≥ σ .
So |x(t)| ≤ ε, t ≥ σ . The proof of Theorem 3.1 is complete. 
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Corollary 3.1. The conclusion of Theorem 3.1 remains true when condition (iii) and (iv) is replaced by
(iii′) For any σ ≥ t0 and ψ ∈ PC([α, 0], S(ρ)), if P(V (t, ψ(0))) > V (t + θ, ψ(θ)), for all α ≤ θ ≤ 0, t ∈ [tk−1, tk), k ∈ Z+,
then
D+V (t, ψ(0)) ≤ h(t)V η(t, ψ(0))− g(t)V (t, ψ(0)), t ∈ [tk−1, tk), k ∈ Z+,
where η > 1, supt≥0 h(t)⟨∞, inft≥0 g(t)⟩0 and P(s) > s for s > 0.
Remark 3.1. In [7–12], by using Lyapunov functions and the Razumikhin technique, the authors obtained some sufficient
conditions for the uniform stability, uniform asymptotic stability and exponential stability of system (1). Note that in
our result, we only require that the function D+V satisfies the assumptions (iii) and (iv) to obtain the desirable stability.
Moreover, the Razumikhin condition in this paper is independent of the concrete value of the impulsive constantM provided
that
∏
(1 + βk) .= M < ∞. In other words, the impulsive constantM may be large enough. Therefore, our development
result in this paper is milder than the restrictions in [7–12].
Remark 3.2. By Corollary 3.1, it is easy to check that system (A) is uniformly stable for any given a ∈ R+. System (B) is
uniformly stable for any given N ≥ 1 which is a ratio of integer number to odd number. This assertion can be shown by the
following example.
Example 3.1. Consider the following impulsive infinite delay differential equations:x′(t) = −a(t)x(t)+ b(t)xη(t − τ)+
∫ t
−∞
c(t − s)xη(s)ds, t ≥ 0, t ≠ tk,
x(tk)− x(t−k ) = βkx(t−k ), k ∈ Z+,
(7)
where a ∈ C(R+,R+), b, c ∈ C(R+,R), τ > 0, βk, k ∈ Z+ are some nonnegative constants which satisfy∑∞k=1 βk < ∞
and η ≥ 1 is a ratio of integer number to odd number.
Property 3.1 (Case: η = 1). The trivial solution of (7) is uniformly stable if there exists a constant λ > 1 such that
inf
t≥0

a(t)− λ

|b(t)| +
∫ ∞
0
|c(u)|du

> 0. (8)
Property 3.2 (Case: η > 1). The trivial solution of (7) is uniformly stable if the following inequalities hold:|b(t)| +
∫ ∞
0
|c(u)|du <∞, t ≥ 0,
inf
t≥0 a(t) > 0.
Proof. ChooseV (t, x) = |x(t)|, P(s) = λs, whereλ > 1 is a constant satisfying (8). Thenwhen P(V (t, x)) > V (t+θ, x), α ≤
θ ≤ 0, i.e., λ|x(t)| > |x(s)|, t + α ≤ s ≤ t , we have
D+V |(7)(t, x) ≤ −a(t)|x(t)| + |b(t)||xη(t − τ)| +
∫ ∞
0
|c(u)||xη(t − u)|du
≤ −a(t)V (t, x)+ λη

|b(t)| +
∫ ∞
0
|c(u)|du

V η(t, x)
= h(t)H(V (t, x(t)))− g(t)G(V (t, x(t))),
where h(t) = λη

|b(t)| +
∫ ∞
0
|c(u)|du

, g(t) = a(t), H(V ) = V η,G(V ) = V .
In addition, note that
V (tk, x) = |x(tk)| = (1+ βk)|x(t−k )| = (1+ βk)V (t−k , x),
∞−
k=1
βk <∞.
By Theorem 3.1 and Corollary 3.1, we can obtain the above properties easily. 
Remark 3.3. It should be noted that when η = 1, system (7) becomes the well-known case which has been studied by
several authors, see for example, [8–10,12]. However, all of those results are invalid for the case of η > 1.
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