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ABSTRACT
We present bolometric and broadband light curves and spectra for a suite of core-collapse supernova
models exploded self-consistently in spherical symmetry within the PUSH framework. We analyze
broad trends in these light curves and categorize them based on morphology. We find these morpho-
logical categories relate simply to the progenitor radius and the mass of the hydrogen envelope. We
present a proof-of-concept sensitive-variable analysis, indicating that an important determining factor
in the properties of a light curve within a given category is 56Ni mass. We follow spectra from the
photospheric to the nebular phase. These spectra show characteristic iron-line blanketing at short
wavelengths and Doppler-shifted Fe II and Ti II absorption lines. To enable this analysis, we develop a
first-of-its-kind pipeline from a massive progenitor model, through a self-consistent explosion in spher-
ical symmetry, to electromagnetic counterparts. This opens the door to more detailed analyses of the
collective properties of these observables. We provide a machine-readable database of our light curves
and spectra online at go.ncsu.edu/astrodata.
1. INTRODUCTION
Core-collapse supernovae (CCSNe) are the explosive
deaths of massive stars (M & 8–10 M). The CCSN
problem is complex and, despite considerable efforts, the
explosion engine is not yet fully understood (cf. Müller
(2020) and references therein for a discussion of the sta-
tus of explosion engine simulations). However, due to
the vastly different timescales of the gravitational col-
lapse of the core and of the electromagnetic display of
the SN, we can still investigate the properties of the SN
light curves for different progenitor stars. This is partic-
ularly timely and useful as ongoing and upcoming tran-
sient surveys—for example ASAS-SN (Kochanek et al.
2017), The Zwicky Transient Factory (ZTF; Bellm et al.
(2019), or the Vera Rubin Observatory (Ivezić et al.
2019)—continue to increase the size and diversity of the
sample of SNe.
Corresponding author: Sanjana Curtis, Carla Fröhlich
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The light curves of CCSNe are quite heterogeneous
but typically fall into the Type Ib/c or Type II spectral
classes. Type I supernovae are distinguished from Type
II supernovae by the absence of hydrogen lines in their
spectra. The further distinction between Type Ib and
Type Ic supernovae is made based on the presence or
absence (respectively) of helium lines in the spectrum.
Canonical Type II supernovae are subdivided into two
main groups based on the shape of the light curve:
plateau (IIP) and linear (IIL). Another subgroup is Type
IIb, similar in shape to a Type IIL but characterized by
significant spectral evolution including the appearance
of strong He-lines reminiscent of Type Ibs. A small
fraction of Type II events are classified as 1987A-like,
named after the famous light curve of SN 1987A. Here,
the plateau is replaced by a broad peak that reaches a
maximum at around 60 days post-explosion, followed by
the exponential decay typical of a Type IIP. Yet other
sub-classes exist, such as Type IIn, which show narrow H
emission lines, and Type II superluminous supernovae,
which are hundreds of times more luminous than typi-
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cal Type II supernovae. The latter of these are classified
as Type II if they show hydrogen lines in their spectra,
however, the origin and energy source(s) of these events
are unclear and under debate Gal-Yam (2019).
The evolution of the supernova luminosity contains
important information about the explosion and the
amount and distribution of the radioactive 56Ni synthe-
sized during the explosion. Supernova spectra are even
more revealing and provide information about the chem-
ical composition of the star, the physical conditions of
the ejecta at the photosphere (velocity and continuum
temperature), and their evolution with time. The pho-
tospheric phase spectra, used to constrain kinematics
and composition, are a useful test for explosion mod-
els and the radiation hydrodynamics modeling of the
ejecta. During the nebular phase, the line strengths
and line profiles provide information about the physi-
cal conditions, expansion velocity, hydrostatic and ex-
plosive nucleosynthesis, ejecta morphology, mixing, and
dust formation.
Together, CCSN light curves and spectra can help
us determine progenitor properties for observed super-
novae, test stellar evolution and hydrostatic nucleosyn-
thesis, constrain the explosion mechanism and the nu-
clear equation of state, test explosive nucleosynthesis,
and understand the formation of neutron stars and black
holes. However, interpreting these observables correctly
is a formidable challenge, one that requires detailed and
accurate theoretical modeling. The apparent similari-
ties within the different subgroups hide a range of di-
verse behaviors and trends. For example, all Type IIP
light curves feature a plateau but the details, such as
the luminosity of the plateau and radioactive tail as well
as the plateau duration, vary between the different ob-
served events in this class. See Zampieri (2017), Sim
(2017) and Jerkstrand (2017) for recent reviews of the
topic.
One approach towards this problem is to focus on
what is required, in terms of the progenitor and the ex-
plosion, to match the observations of a specific CCSN.
This was done in a number of studies for SN 1987A
(Arnett 1988; Shigeyama et al. 1988; Woosley 1988;
Utrobin 1993), SN 1993J (Nomoto et al. 1993; Bar-
tunov et al. 1994; Shigeyama et al. 1994; Young et al.
1995; Blinnikov et al. 1998; Dessart et al. 2018) and SN
1999em (Baklanov et al. 2005; Utrobin 2007a; Bersten
et al. 2011; Utrobin et al. 2017), among many other su-
pernovae (e.g., Goldberg & Bildsten 2020). Recently,
Utrobin et al. (2019) presented light curves from three-
dimensional explosion simulations of a sample of blue
supergiant models and compared their predictions to
SN 1987A. Nebular spectral models have also been pre-
sented, for example, for SN 1987A (Fransson & Cheva-
lier 1987; Kozma & Fransson 1998a,b; de Kool et al.
1998; Jerkstrand et al. 2011), SN 2004et (Jerkstrand
et al. 2012), SN 2012aw (Jerkstrand et al. 2014), and
SN 2012ec (Jerkstrand et al. 2015).
A complementary approach is to start with specific
models, analytic or numerical, and calculate synthetic
observables. Usually, the goal of these studies is to
develop a general understanding of the imprint of pro-
genitor characteristics (like mass, radius, radioactive de-
bris, mixing) on the morphology of CCSN light curves.
Many investigations of Type II light curves have adopted
this approach, including analytical studies (Arnett 1980;
Chugai 1991; Popov 1993) as well as detailed numeri-
cal works (Litvinova & Nadezhin 1983; Nadyozhin 2003;
Chieffi et al. 2003; Young 2004; Kasen & Woosley 2009;
Dessart et al. 2010, 2013; Morozova et al. 2016; Sukhbold
et al. 2016; Kozyreva et al. 2019). Spectra for the pho-
tospheric as well as the nebular phase were presented in
Dessart & Hillier (2011) and Dessart & Hillier (2020) for
piston-driven explosions of 12–25 M stars. Jerkstrand
et al. (2018) performed light curves and nebular spectra
calculations from a 9 M neutrino-driven explosion.
In this study, we adopt the latter approach but with
some crucial improvements. Instead of using an artificial
explosion method like thermal bomb or piston, we start
from self-consistent explosion simulations done using the
PUSH method (Perego et al. 2015). Traditional meth-
ods for inducing explosions in 1D, like thermal bomb
or piston, treat the mass cut, explosion energy, and/or
56Ni yields effectively as free parameters and therefore
have limited predictive power. In contrast, the PUSH
setup can track three critical aspects needed for reliable
nucleosynthesis predictions, self-consistently within each
simulation: the location of the mass cut (bifurcation be-
tween the proto-neutron star and ejected matter), the
electron fraction, and the entropy.
The amount and distribution of 56Ni is a key input
for light curve predictions. The radioactive decay of
56Ni heats the ejecta and affects the morphology of the
entire light curve. The late-time radioactive tail, in par-
ticular, is entirely powered by the decay of 56Co, which
is the product of 56Ni decay. However, the nucleosyn-
thesis is sensitive to how and where the explosion is
launched as well as to the structure and composition
of the layers that undergo explosive burning. This is es-
pecially relevant for the iron-group (including 56Ni) el-
ements that originate from the innermost stellar layers.
These layers are most affected by the multi-dimensional
nature of CCSNe, resulting in thermodynamic trajecto-
ries that are more complex than in the spherically sym-
metric case. However, at the present time, only very
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few nucleosynthesis calculations from multi-dimensional
simulations exist (Eichler et al. 2017; Harris et al. 2017;
Yoshida et al. 2017; Wanajo et al. 2017), and they have
limitations of their own (e.g., problems with convection
due to the 2D dimensionality). Some uncertainties of
postprocessing simulations for abundances are discussed
in Harris et al. (2017).
Our approach has several crucial strengths for the
present study:
• We have predictions for the explosion energy of
different progenitor stars from Agile simulations.
The explosion energy is expected to have a strong
influence on the supernova light curve.
• The mass cut emerges as a prediction from the
Agile explosion simulations. This is relevant for
estimating the total ejected mass, which is an im-
portant quantity for light curve predictions, and
for nucleosynthesis in the inner stellar layers.
• Finally, the amount and distribution of 56Ni is pre-
dicted from detailed explosive nucleosynthesis cal-
culations rather than input by hand as is still done
in many studies of CCSN light curves.
We calculate bolometric and broadband light curves as
well as spectra for a suite of 62 progenitor stars spanning
a range of masses and three different metallicities, rep-
resenting normal Type IIP, stripped-envelope like, and
SN 1987A-like supernovae. The observables we present
can be compared to past and future observations of CC-
SNe and used to assess the effectiveness of our models.
To our knowledge, this is the first work to predict both
light curves and spectra of a broad set of CCSNe start-
ing from self-consistent explosion simulations and using
yields (especially 56Ni) from detailed nuclear reaction
network calculations.
The remainder of this paper is organized as follows. In
Section 3, we describe the SNEC code and the process of
mapping from Agile to SNEC. We present light curves
for all our models computed using SNEC, comment on
qualitative differences, and discuss the physical behav-
ior that leads to different light curve morphologies. In
Section 4, we describe the SuperNu code, the process of
mapping from SNEC to SuperNu, and discuss light curves
as well as spectra of selected models. Section 5 summa-
rizes this work and presents our conclusions as well as
future directions.
2. INPUT MODELS AND METHOD
We compute light curves and spectra for 28 solar
metallicity, 16 sub-solar metallicity and 18 zero metal-
licity progenitor models from Woosley et al. (2002), ex-
ploded using the PUSH method in Ebinger et al. (2019)
and Ebinger et al. (2020). The complete list of mod-
els included in this study is given in Table 1. We will
label models by their zero-age main sequence (ZAMS)
masses, preceded by the letters “s”, “u” or “z” indicating
their metallicity (Z) as shown in Table 1.
All progenitor models are non-rotating single stars
from the stellar evolution code KEPLER. The explosion
simulations for the solar metallicity (s-series) progeni-
tors were performed in Ebinger et al. (2019), and those
for the sub-solar (u-series) and zero metallicity (z-series)
progenitors were performed in Ebinger et al. (2020).
Both studies employed the PUSH method (Perego et al.
2015; Ebinger et al. 2019) to induce explosions in spher-
ical symmetry using parametrized neutrino heating.
Here, we will study the integer-mass exploding models
only, with the exception of s18.8 (Z = Z,MZAMS=18.8
M), which we include as an interesting case since it
reproduces the observed explosion energy and 56−58Ni
yields of SN 1987A. Our models constitute a representa-
tive subset of the ∼150 explosion simulations presented
in the two works mentioned above.
The explosion simulations were done in spherical sym-
metry (1D) with the general-relativistic hydrodynam-
ics code Agile, which is coupled to neutrino trans-
port. It uses the isotropic diffusion source approxi-
mation (IDSA) (Liebendörfer et al. 2009) for electron-
flavor neutrino transport and the advanced spectral
leakage (ASL) scheme for heavy-flavor neutrino trans-
port (Perego et al. 2016). For matter in nuclear sta-
tistical equilibrium (NSE), the HS(DD2) (Hempel &
Schaffner-Bielich 2010) equation of state (EOS) is used,
while matter outside of NSE is described by an ideal gas
EOS coupled with an approximate alpha-network.
The Agile simulations follow the collapse, bounce and
explosion of KEPLER progenitors and were originally run
for a total simulation time of 5 s. For our study, we have
extended the end time of these simulations to 15 s or un-
til the shock leaves the computational domain in order
to follow the shock propagation (and resulting heating)
with Agile for as long as possible before mapping to
a code capable of computing light curves. Note that
the hydrodynamical simulations do not include the en-
tire progenitor model since the outer layers of the star
are not affected by the explosion dynamics until much
later. For most models, only matter from the center of
the progenitor up to the helium layer is included. The
exceptions are a few s-series models with ZAMS masses
above 30 M that experience large pre-explosion mass
loss.
The exploding models were post-processed with the
nuclear reaction network CFNET to predict detailed iso-
topic nucleosynthesis yields for 2902 isotopes, presented
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Table 1. Progenitor models included in this study
Series Label Metallicity MZAMS
(-) (-) (Z) (M)
s-series s 1 11.0 – 18.0, 18.8, 19.0 – 22.0, 26.0 – 38.0, 40.0, 75.0
u-series u 10−4 11.0 – 20.0, 24.0 – 28.0, 30.0
z-series z 0 11.0 – 23.0, 27.0 – 31.0
Note—Progenitors from Woosley et al. (2002), exploded using PUSH (Perego et al. 2015) in Ebinger et al. (2019) and Ebinger
et al. (2020). We only include exploding models with integer ZAMS mass.
in Curtis et al. (2019) for the s-series and in Ebinger
et al. (2020) for the u- and z-series. This is especially
important for determining the amount and distribution
of the 56Ni synthesized in the supernova explosion.
To construct input models for our light curve calcula-
tions, we extract the relevant hydrodynamic quantities
and explosion properties from Agile simulations and the
corresponding composition details from the abundances
predicted by CFNET. This information constitutes our
input profiles for SNEC (Morozova et al. 2015) which is
capable of Lagrangian hydrodynamics and equilibrium-
diffusion radiation transport. We follow the evolution
of the explosion in SNEC (see section 3), and then map
to SuperNu (Wollaeger et al. 2013; Wollaeger & van
Rossum 2014), a Monte Carlo (MC) radiative transfer
code, once the outflow becomes homologous i.e. v ∝ r
(see section 4).
Mapping the Agile explosion simulations first to SNEC
and then to SuperNu is necessary because SuperNu can-
not handle any non-trivial hydrodynamics and assumes
that the outflow is homologous. This assumption is not
satisfied at the end of our explosion simulations. Addi-
tionally, the diffusion scheme used by SNEC is a good ap-
proximation during the first tens of days post-explosion,
when the ejecta are still optically thick. However, as the
ejecta become optically thin, this scheme becomes less
reliable and a more detailed approach like MC trans-
port is better suited for simulating radiative transfer in
this regime. Therefore, we evolve the explosion in SNEC
and map to SuperNu at a suitable point in the evolu-
tion. This mapping usually happens on the timescale of
tens of days after the explosion but differs from model
to model, occurring as early as ∼ 0.5 days for the more
compact (in terms of radius) progenitors. Figure 1 shows
a schematic describing our workflow.
3. SYNTHETIC LIGHT CURVES FROM SNEC
3.1. The SNEC code
SNEC solves the equations of Lagrangian hydrody-
namics in spherical symmetry and includes radiation
transport via flux-limited diffusion (Mihalas & Miha-
las 1984). It also follows the basic physics relevant
for predicting supernova light curves, such as ioniza-
tion/recombination of elements and radioactive heating
by 56Ni. Given a suitable input model, SNEC is capable
of computing the bolometric light curve as well as light
curves in different broad bands under the assumption of
blackbody emission. The code is open-source and de-
scribed in detail in Morozova et al. (2015).
In our SNEC simulations, we use the analytic EOS of
Paczynski (1983), which contains contributions from ra-
diation, ions and electrons and accounts for electron de-
generacy in an approximate way. SNEC supplements the
EOS with a routine that solves the Saha equations in
the non-degenerate approximation. In principle, we can
track the recombination of all the elements included in
our input composition. However, for the sake of compu-
tational efficiency, we choose to track the recombination
of elements from hydrogen up to oxygen only. For most
models, with the exception of heavily stripped stars, hy-
drogen and helium together make the dominant contri-
bution to energy release via recombination.
SNEC allows the user to induce an explosion using ei-
ther a thermal bomb or a piston. Our models do not
require this capability since we can provide the velocity
of the outflow from the Agile simulations to SNEC. We
therefore disable this feature by running SNEC with a
thermal bomb with effectively zero energy input.
One-dimensional explosion models cannot capture any
mixing of the chemical composition during shock propa-
gation due to Rayleigh-Taylor and Richtmyer-Meshkov
instabilities, found to occur in multi-dimensional simula-
tions (Kifonidis et al. 2006; Wongwathanarat et al. 2015;
Utrobin et al. 2019; Stockinger et al. 2020). They retain
sharp gradients in the composition profile known to pro-
duce artificial features in the predicted light curves, such
as an abrupt decrease of bolometric luminosity (Utrobin
2007b) or bump/spike/knee-like features (Utrobin et al.
2017) at the end of the plateau (in Type IIP), which
are not observed in nature. To mimic mixing in spher-
ical symmetry, SNEC applies boxcar smoothing to the
input composition profile as done in other works (Kasen
& Woosley 2009; Dessart et al. 2012, 2013). We per-
form boxcar smoothing of the composition profile using
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Figure 1. Flowchart showing the process of computing light curves and spectra starting with hydrodynamic explosion simula-
tions.
the same prescription as Morozova et al. (2015). See
Appendix A for the input composition for one of our
models with and without boxcar smoothing and a com-
parison of the resulting light curves that illustrates the
effect of mixing on our results.
We use non-uniform gridding in mass similar to that
used in Morozova et al. (2015). The proto-neutron star
is excised from the grid and we cannot track any fall-
back of material onto the remnant. The grid resolution
is concentrated in the interior, where the thermal bomb
is placed, and near the surface, where the photosphere is
located at/after shock breakout. We performed exten-
sive convergence tests to determine the minimum num-
ber of grid cells required to adequately resolve our input
models. See Appendix B for an example and additional
details about the grid resolution used here.
3.1.1. Opacities
The opacities used in SNEC are Rosseland mean opac-
ities and the opacity tables included with the code are
valid at solar metallicity (Z = 0.02). The tables are a
combination of OPAL Type II opacity tables (Iglesias
& Rogers 1996) and those from Ferguson et al. (2005),
both for solar compositions. The OPAL Type II ta-
bles are used in the high temperature regime (103.75 K
< T < 108.7 K) while tables from Ferguson et al. are
used at low temperatures (102.7 K < T < 104.5 K). In
the overlap region, the Ferguson et al. opacities are pre-
ferred since they account for contribution from molec-
ular lines, missing in OPAL tables. In regions where
opacity values are not available from either table, the
opacity (being most sensitive to temperature) is set to
the nearest value available at the same temperature. We
use these opacity tables in our SNEC simulations of the
s-series models.
To simulate the u-series and z-series models with SNEC,
we need opacity tables that are valid at low and zero
metallicities. Following the same prescription as the
one outlined above for the solar-metallicity opacities, we
constructed an equivalent set of tables for zero metallic-
ity matter. We use this new set of tables to simulate
both the u-series and the z-series models. Since the
metallicity of u-series models is extremely low (nearly
zero), we assume that the relevant opacities can be ap-
proximated by the corresponding values at zero metal-
licity. To determine the extent to which our approxima-
tion could affect the u-series light curves we compute,
we simulated a u-series model using the solar-metallicity
opacity tables included with SNEC as well as the zero-
metallicity opacity tables constructed here. We found
negligible differences between the resulting light curves,
which suggests that using approximate opacity values
introduces very little uncertainty into our results. See
Appendix C for details about the construction of new
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opacity tables and the sensitivity of u-series light curves
to the opacities used.
As is common practice, we impose an opacity floor to
account for additional effects missing from the Rosseland
mean opacities. In SNEC, the opacity floor is set to be lin-
early proportional to the metallicity at each grid point,
ranging from 0.01 cm2g−1 for Z = 0.02 to 0.24 cm2g−1
for Z = 1. We leave this prescription unchanged.
3.1.2. Radioactive Nickel heating
Since SNEC does not include a nuclear reaction net-
work, it allows the user to specify an amount and distri-
bution of 56Ni by hand. For our models, we can extract
this information from the explosive nucleosynthesis cal-
culations performed in Curtis et al. (2019) and Ebinger
et al. (2020). We supply the 56Ni mass-fractions in dif-
ferent zones in our input profile to SNEC and set the
Ni_by_hand flag to zero, so SNEC reads mass-fractions
from the profile to determine the total 56Ni mass for
radioactive decay.
Thermalization of gamma-rays emitted in the 56Ni
→ 56Co → 56Fe decay contributes radioactive heating
that shapes the supernova light curve. SNEC uses the
gray transfer approximation of Swartz et al. (1995) to
track the gamma-ray transport. The effective gamma-
ray opacity is assumed to be absorptive and energy-
independent (κγ = 0.06 Ye cm2 g−1). The rate of en-
ergy release per gram of 56Ni is calculated as:
rad = 3.9× 1010e−t/τNi + 6.78× 109
[e−t/τCo − e−t/τNi ] erg g−1 s−1,
(1)
where τNi and τCo are the mean lifetimes of 56Ni and
56Co, equal to 8.8 and 113.6 days respectively. SNEC
does not account for positron energies in the 56Co →
56Fe decay, which translates into a small (3-4%) error in
the overall energetics of 56Ni decay. Finally, we note that
though the mass-fractions of 56Ni, 56Co and 56Fe evolve
as a result of radioactive decay, SNEC does not track this
evolution. This becomes relevant when mapping from
SNEC to SuperNu – we must separately compute the new
(decayed) mass-fractions of relevant isotopes at the time
of mapping (see section 4).
3.2. Mapping from Agile to SNEC
For every model, SNEC requires a structure file as well
as a composition file. The structure files follow the
.short format and contain hydrodynamic and thermo-
dynamic quantities, such as mass, radius, temperature,
density, velocity, electron fraction and angular velocity.
The composition files contain mass-fractions of the ele-
ments and isotopes that constitute the input model.
We start by importing the supernova ejecta profile
from Agile along with the composition information
from CFNET. The mapping from Agile is done shortly be-
fore the shock reaches the edge of the simulation domain,
typically between ∼4–15 s depending on the model and
the amount of mass included in the explosion simulation.
Since the explosion simulations do not include the en-
tire progenitor star (typically including matter up to the
helium layer only), we need to append the excised en-
velope back on to the profile from Agile to obtain the
complete hydrodynamic profile of the ejecta. This is
done by finding the mass coordinate of the edge of the
trimmed progenitor, locating the corresponding zone in
the progenitor model, and linearly interpolating desired
quantities over a chosen number of mass zones. We do
this for all quantities required by the structure files ex-
cept for angular velocity, which is simply set to zero
since our models are non-rotating. See Figure 2 for a
plot of some of the hydrodynamical quantities in the
input structure file for model s18.0.
Only a fraction of the mass included in the Agile sim-
ulations (matter that attains peak temperatures ≥ 1.75
GK) is post-processed for nucleosynthesis yields with
CFNET. Although yields for 2902 isotopes are available
for the post-processed material, for our study, it is suf-
ficient to include the following isotopes in the composi-
tion files: 1H, 3He, 4He, 12C, 14N14, 16O, 20Ne, 24Mg,
28Si, 32S, 36Ar, 40Ca, 44Ti, 48Cr, 52Fe, 54Fe and 56Ni.
Together, these isotopes provide a good description of
the composition of our input models. Wherever avail-
able, we use the abundances predicted by CFNET rather
than those from the approximate alpha-network within
Agile. Using predictions from the nuclear reaction net-
work lends greater confidence to our input values of 56Ni,
a key quantity for the supernova light curve. Employing
the same procedure as described above for the hydrody-
namical quantities, we append mass-fractions from the
progenitor model for any unprocessed material to get the
full composition of our ejecta. However, we have to in-
terpolate network abundances over both time and space
to produce mass-fractions at the same point in time and
on the same mass grid as the corresponding structure
files. The mass-fractions are normalized to add up to
unity in each zone. The composition profile of model
s18.0 supplied as input to SNEC is shown in Figure 3.
We generate light curves for the first 300 days after
explosion. Shock breakout is not well-resolved in SNEC
since the photosphere is located in the outermost grid
cell, and the light curves during this phase are unreli-
able. Once the photosphere begins to move inward into
the expanding ejecta, the SNEC light curves become ro-
bust. SNEC also computes band light curves by assum-
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Figure 2. Interpolated profiles of density (top left), temperature (top right), radius (bottom left), and velocity (bottom right)
for s18.0 used as input for SNEC.
ing emission from the photosphere and using bolometric
corrections from Ofek (2014). However, the U - and B-
band light curves are strongly influenced by iron-group
line blanketing at around tens of days and SNEC cannot
accurately reproduce them. The IR-band and V -band
light curves, which can be adequately described by a
blackbody spectrum, are captured more accurately. At
late times, the entire ejecta become optically thin and
the luminosity has a large contribution from the radioac-
tive decay of 56Ni/56Co above the photosphere. SNEC
terminates the band light curves when this contribution
amounts to more than 5% of the total luminosity.
3.3. Results: SNEC Light Curves
The SNEC bolometric light curves for the s-series mod-
els are shown in Figure 4. We observe a systematic
change in the morphology of these light curves as we
go from low to high ZAMS masses. Models s11.0–s22.0
produce light curves that resemble a normal Type IIP,
featuring an extended plateau that drops off at ∼100
days to an exponentially-declining radioactive tail. For
models s26.0 through s32.0, we find the plateaus get-
ting shorter, the decrease in luminosity at the end of
the plateau becoming more and more pronounced, and
the radioactive tail giving way to what looks like a very
broad, late-time luminosity peak. Finally, models s33.0–
s75.0 have no distinguishable plateaus at all. Instead,
the bolometric luminosity falls quickly (by a few orders
of magnitude) and rises to peak quickly, in a manner
qualitatively similar to stripped-envelope supernovae.
The main feature of these light curves is a clear late-
time luminosity peak.
We note that model s18.8, which lies in the 18–21
M range estimated for the progenitor of SN 1987A,
and found to match the observed explosion energy and
56−58Ni yields of this SN in Ebinger et al. (2019), does
not produce a 1987-like light curve. This is not un-
expected since this model is a red supergiant while the
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Figure 3. Interpolated mass fractions of 12C (top left), 16O (top right), 28Si (bottom left), and 56Ni (bottom right) for s18.0
used as input for SNEC.
progenitor of SN 1987A is known to be a blue supergiant
(Blanco et al. 1987; Walborn et al. 1987).
The SNEC light curves for the u-series and z-series
models are shown in the top panel and bottom panel of
Figure 5 respectively. Here, only the lowest mass models
from the u-series, u11.0–u13.0, produce Type IIP light
curves with a clear plateau. While models u14.0–u27.0
and z11.0–z21.0 do show a constant or slowly declin-
ing bolometric luminosity until ∼50 days, which could
be interpreted as an under-luminous plateau, the lumi-
nosity rises rather than falls at the end of this phase.
It continues rising until it attains a peak value roughly
equal to the typical plateau luminosity of normal Type
IIP supernovae (a few times 1042erg/s). Soon after, the
light curve drops by a small amount and settles on the
radioactive tail, in a manner reminiscent of the plateau-
to-tail transition seen in Type IIP.
For 10 of the 62 models in our study, the light curves
we compute with SNEC do not resemble typical CCSN
light curves, nor those presented above for similar mod-
els. We discuss these peculiar light curves separately
in Appendix D and exclude them from our analysis of
broader trends in the next subsection.
The bolometric luminosities for all 62 models are avail-
able as machine-readable tables included with this pa-
per. The corresponding broadband light curves from
SNEC (produced under the assumption of blackbody
emission) are also available but we will not examine
them in any detail here. We expect the broadband light
curves predicted by SuperNu to be more accurate and
hence postpone that discussion to Section 4. Addition-
ally, we provide machine-readable tables containing the
evolution of the photospheric radius, photospheric ve-
locity and effective temperature for all our models.
3.4. Discussion of Light Curve Morphologies
Having described the SNEC light curves for different
progenitor sets separately, we now discuss the three
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Figure 4. SNEC bolometric light curves for s-series models.
broad classes of qualitative behavior we observe across
our entire sample of light curves:
1. Normal Type IIP: seen for models with a large ra-
dius and a massive hydrogen envelope. Most of
0 50 100 150 200 250 300
Time [days]
1040
1041
1042
1043
1044
L
bo
l
[e
rg
/s
]
u11.0
u12.0
u13.0
u14.0
u15.0
u16.0
u17.0
u18.0
u19.0
u20.0
u25.0
u26.0
u27.0
0 50 100 150 200 250 300
Time [days]
1040
1041
1042
1043
1044
L
bo
l
[e
rg
/s
]
z11.0
z12.0
z13.0
z14.0
z15.0
z16.0
z17.0
z18.0
z19.0
z20.0
z21.0
z23.0
Figure 5. SNEC bolometric light curves for the u-series and
z-series models.
the low mass s-series models and the lowest mass
u-series models fall into this category. The light
curve shows an extended plateau powered by hy-
drogen recombination that drops slightly to a ra-
dioactive tail.
2. Stripped-envelope like: seen for models with a
small radius and almost no hydrogen and/or he-
lium envelope. The highest mass s-series models
fall into this category. Here the bolometric lumi-
nosity falls quickly and rises quickly, mostly pow-
ered by heating due to 56Ni decay.
3. SN 1987A-like: seen for models with a small ra-
dius but a massive hydrogen envelope. Most of
the u-series and z-series models fall into this class.
The bolometric luminosity is low and slowly de-
clining for a few tens of days, eventually rising to
typical plateau luminosities, followed by an end-of-
plateau style drop and transition to a radioactive
10 Curtis et al.
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tail. These light curves are powered by a combi-
nation of hydrogen recombination and 56Ni decay.
The initial size of the progenitor, the explosion en-
ergy, the amount of radioactive debris (56Ni), the de-
gree of chemical mixing, the total ejected mass, and the
mass of the hydrogen envelope are all important quanti-
ties with respect to supernova light curves. In Figure 6,
we plot the progenitor radii and H-envelope masses for
all our models and find that the different qualitative be-
haviors we identify correspond to different regions of this
parameter space. Interestingly, models s26.0–s32.0 also
appear to occupy their own sub-space. As we remarked
earlier, the light curves of these models represent the
transition case, lying somewhere between Type IIP LCs
and stripped-envelope like LCs.
Before we discuss the detailed physics behind some
of our light curves, we need to understand the general
physical evolution of the ejecta which we summarize
here. The nature of supernova light curves is roughly
determined by five aspects of the event: shock breakout,
expansion, radiative diffusion, radioactive heating, and
recombination. The shock wave heats and accelerates
matter so that it expands and radiates. As it expands,
the internal energy is converted to kinetic energy as the
pressure does work upon expanding matter. This con-
version of internal energy to kinetic energy is relevant
for the observed luminosity. The radius of the star after
the passage of the shock wave is expected to be compa-
rable to or larger than the radius of the pre-supernova
star. If the star cools significantly by the time it ex-
pands to the large radius typical of supernovae (being
cooled by that very expansion), the amount of thermal
energy that can escape and be seen is greatly reduced
and the supernova appears less luminous. The energy
released by radioactive decay, however, is unaffected by
expansion.
The subsequent evolution of normal Type IIP super-
novae is divided into three canonical epochs: the diffu-
sive phase, the recombination phase, and the radioactive
tail phase. The first two phases are together called the
‘photospheric’ phase and the radioactive tail phase is
often referred to as the ‘nebular phase’.
• Diffusive phase: This phase lasts for the first tens
of days post-explosion. The ejecta are ionized and
optically thick and the luminosity is primarily due
to the release of internal energy which diffuses out-
ward.
• Recombination phase: This phase begins once the
ejecta have expanded and cooled enough to allow
for hydrogen recombination. As the ejecta recom-
bine, the photosphere moves inward in mass, ac-
companied by release of energy. The typical du-
ration of this phase is up to 100–120 days post-
explosion.
• Radioactive tail phase: Once the ejecta are re-
combined and optically thin, the luminosity comes
from thermalization of γ-ray photons produced in
the decay of 56Ni and is completely dominated by
radioactive heating.
In the remainder of this Section, we focus on two mod-
els, one producing a normal Type IIP light curve and the
other a 1987A-like light curve. We illustrate the differ-
ences in their physical evolution that lead to differences
in their luminosity evolution, in particular, the forma-
tion of an extended plateau or a broad peak.
3.4.1. Normal Type IIP: the case of s18.0
Model s18.0 is a solar-metallicity star with a ZAMS
mass of 18 M. Although it has experienced some mass
loss during its lifetime, it retains a massive hydrogen
envelope of 9.25M and has a radius of ∼1010 R. The
explosion energy of this model is 1.45 Bethe and the 56Ni
yield is 0.112M. The initial composition of this model
(post-smoothing in SNEC) is shown in Figure 7.
The bolometric light curve of s18.0 looks much like
that of a normal Type IIP supernova, as evident in the
first panel of Figure 8. The second panel shows the grad-
ual conversion of internal energy to kinetic energy for
this model. The bottom two panels show the evolution
of the photospheric velocity and effective temperature.
Shock breakout occurs at t ∼ 1.8 days when the op-
tical depth is less than ∼ c/v. The photospheric radius
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Figure 7. Composition of models s18.0 (top) and z18.0
(middle) and density as a function of radius for both models
(bottom). Only the ejecta above the mass-cut are shown.
The slight discontinuities in the composition profiles are an
artifact of smoothing in SNEC via boxcar averaging.
increases and the bolometric luminosity peaks at ∼1.73
×1045 ergs/s. The corresponding effective temperature
is roughly 1.49 × 105 K. This is followed by a short
cooling phase that lasts until ∼20 days, before hydro-
gen recombination begins at a temperature of ∼7500
K. As the hydrogen envelope recombines, the electron-
scattering opacity drops dramatically and an ionization
front develops. The matter inside the front is ionized
and opaque while the matter outside is neutral and op-
tically thin. Thus, the location of the photosphere es-
sentially coincides with that of the ionization front, both
receding inward with respect to mass-coordinate. How-
ever, the photospheric radius stays roughly constant due
to the combined effect of the ejecta expanding and the
recombination front moving inward in mass. This hydro-
gen recombination powers the well-known plateau phase
and we see very little variation in bolometric luminosity
until t∼104 days.
The plateau ends when the photosphere reaches the
helium core. Since helium recombines at T & 104K,
which is much hotter than the photospheric tempera-
ture at this point, the recombination wave begins going
through the helium layer at an increased rate, causing
a drop in the bolometric luminosity as the photospheric
radius decreases. The duration of the plateau is typi-
cally defined as the time from shock breakout to the lu-
minosity drop when the photosphere reaches the helium
core. As the photosphere sweeps through the helium
layer, it may uncover some additional luminosity input
from 56Co, depending on the degree to which 56Ni was
mixed outward into this layer. This leads to the forma-
tion of a small, knee-like feature during the decline from
the plateau to the radioactive tail. Finally, we enter
the nebular phase at ∼110 days and the radioactive tail
of the light curve is powered exclusively by the decay
of 56Co. The hydrodynamical evolution of this model
in SNEC is described in more detail and contrasted with
that of model z18.0 in the next subsection.
3.4.2. SN 1987A-like: the case of z18.0
Model z18.0 is a zero-metallicity star with a ZAMS
mass of 18 M. It has experienced almost no mass loss
during its lifetime and retains its entire massive hydro-
gen envelope of ∼13.2 M. The pre-explosion radius of
this model is ∼ 9.34 R, the explosion energy is 1.54
Bethe, and the 56Ni yield is 0.134 M. The initial com-
position of z18.0 is shown in the second panel of Figure 7.
The light curve of this model is SN 1987A-like, as
opposed to that of s18.0, although both models have
the same ZAMS mass and similar hydrogen envelope
masses, explosion energies and 56Ni yields. The primary
difference between them (apart from metallicity), and
12 Curtis et al.
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Figure 8. Bolometric light curves (top left), energy density evolution (top right), photospheric velocity (bottom left), and
effective temperature(bottom right) for models s18.0 (blue) and z18.0 (orange).
key to their diverging evolution, is the initial radius of
the progenitor model. While the solar-metallicity model
has a radius typical of red supergiants (R &200 R), the
zero-metallicity model is extremely compact (. 10R).
Figure 8 also shows the evolution of the bolometric
luminosity, internal energy, photospheric velocity and
effective temperature for model z18.0. The luminosity
of s18.0 is higher during the diffusive and recombina-
tion phases since the observed luminosity depends on
the photospheric radius, which is larger for models with
large radii. While the expansion of s18.0 occurs slowly
and more thermal energy remains available, for z18.0,
the work done to expand the ejecta is large and the ini-
tial expansion velocity is higher. Thus, the ejecta cool
down faster, quickly exhausting the internal thermal en-
ergy. This can be seen in the top right panel of Figure 8.
We can see the same behavior reflected in the evolu-
tion of the temperature profiles of these models in SNEC,
plotted at selected times in Figure 9. The inflection
point in the temperature profile roughly corresponds to
the location of the photosphere. For z18.0, recombi-
nation starts quite early around day 5 and by day 45,
almost all the hydrogen has already recombined. The
subsequent luminosity is governed by radioactive decay,
which is not diluted by expansion work. Nickel heating
slows the motion of the recombination wavefront but it
eventually begins moving deeper into the helium core,
producing the small drop in luminosity after day 100.
Finally, the late-time tail declines in much the same
way for both models regardless of initial radius, since
it is powered almost exclusively by radioactive decay.
3.4.3. Correlations with Progenitor and Explosion
Properties
Here, we use Active Subspace Sampling (Constantine
(2015) and also Appendix E) to identify the most impor-
tant progenitor and explosion properties that impact the
light curve properties. We use six parameters (ZAMS
mass, mass at collapse, radius at collapse, hydrogen en-
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Figure 9. Evolution of models s18.0 and z18.0 with respect to temperature and the resulting bolometric light curves. The
location of the photosphere is indicated by the dashed vertical lines. The shaded region reflects the composition of model z18.0
while the dotted lines correspond to the mass fractions of the same elements for model s18.0.
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velope mass, explosion energy, and 56Ni mass) in our
analysis. Figure 10 shows the active variable weights
for our sample of Type IIP light curves with a plateau
(blue circles) and separately for our sample of ‘broad
peak’ light curves (orange triangles) which includes both
stripped-envelope like and SN1987A-like light curves.
From this, we can see that in both cases the 56Ni mass
emerges as the single-most important parameter for the
luminosity at 50 days (L50, left panel) and for the time
to peak (tpeak, right panel). Due to the small sample
size (for this technique) we cannot make strong state-
ments about the weaker correlations of the other active
parameters included in the analysis.
4. SYNTHETIC LIGHT CURVES AND SPECTRA
FROM SUPERNU
4.1. SuperNu
SuperNu (Wollaeger et al. 2013; Wollaeger & van
Rossum 2014) is a time-dependent radiation transport
code that uses Implicit Monte Carlo (IMC; Fleck &
Cummings (1971); Wollaber (2016)) and Discrete Dif-
fusion Monte Carlo (DDMC; (Gentile 2001; Densmore
et al. 2007, 2012; Abdikamalov et al. 2012) to solve the
radiative transfer equations, under the assumption of lo-
cal thermodynamic equilibrium (LTE). DDMC is used
to accelerate IMC in optically thick regions where it be-
comes inefficient.
SuperNu is capable of computing bolometric and
broadband light curves as well as synthetic spectra, but
does not handle hydrodynamic coupling between mat-
ter and radiation. Hence, there is no momentum trans-
fer between radiation and matter, although the radia-
tion does affect the temperature of the material. This
approximation is valid after sufficient time has passed
since the explosion and the ejecta are expanding homol-
ogously. SuperNu uses the fact that the outflow is ho-
mologous to formulate the method over a velocity grid.
The MC approach is a probabilistic method where the
radiation energy is discretized as packets (or particles),
each representing a bundle of photons. The packets are
emitted wherever the energy sources are non-zero and
transported over the computational domain. As they
move, they interact (absorb and scatter) with matter
according to the local energy-dependent opacities. The
interactions are carried out stochastically through ran-
dom number sampling of the corresponding probability
density distributions.
The opacities in SuperNu include Thomson scatter-
ing and multi-group absorption opacities. The leakage
and Planck opacities are calculated from the scattering
and absorption opacities. The multi-group absorption
opacities include bound-bound, bound-free and free-free
data for elements from hydrogen up to cobalt. The line
data for bound-bound opacities are taken from Kurucz
(1994). SuperNu also tracks radioactive heating by the
alpha-chain isotopes 56Ni, 52Fe and 48Cr, and their de-
cay products. The electron fraction of the material is
updated with radioactive decay in every time step.
4.2. Mapping from SNEC to SuperNu
We cannot map our explosion simulations with Agile
directly to SuperNu since the homologous expansion
assumption is not satisfied at the end of our simula-
tions. Instead, we evolve the outflow in SNEC until it be-
comes homologous, at which point we map from SNEC to
SuperNu. We determine the time step for this mapping
by performing a simple linear fit of velocity with respect
to radius and checking whether the coefficient of deter-
mination (R2) has met a chosen threshold value. Here,
we choose to map when the R2 value exceeds 0.999. In
the left panel of Figure 11, we plot our velocity fit and
the corresponding mapping time for model s18.0.
Once the appropriate time step has been identified, we
extract the relevant quantities like mass, velocity, tem-
perature, electron fraction, and the mass fractions of
different elements from the SNEC output. Since SNEC
does not evolve the mass-fractions of the radioactive
isotopes supplied to it in the input composition profile
(here, 56Ni, 52Fe and 48Cr), these mass-fractions are still
set to their values at a few seconds post-explosion. We
calculate the post-decay mass fractions of these isotopes
at the chosen mapping time using the Bateman equation
(Bateman 1910).
Finally, we map from the mass-based grid used by
SNEC to the velocity-based grid required by SuperNu.
For our spherically-symmetric models, this is a simple
procedure that involves computing the mass contained
in each grid cell and assigning the appropriate velocity
value to it. To ensure that the velocity grid is mono-
tonically increasing, as would be the case for truly ho-
mologous outflows, we use the linear fit to the velocity
profile of our nearly homologous outflow as the input
velocity grid for SuperNu. The right panel of Figure 11
shows the density and temperature of model s18.0 as a
function of velocity, used as input for SuperNu.
At sharp gradients, SNEC produces the characteris-
tic ringing known as the Gibbs phenomenon (Wilbra-
ham 1848; Du Bois-Reymond 1874; Michelson & Strat-
ton 1898; Michelson 1898a; Love 1898; Michelson 1898b;
Love 1899; Gibbs 1927a,b; Bocher 1906; Hewitt & He-
witt 1979), as is typical for continuum codes (Toro
2013). These artifacts are clearly visible in the den-
sity profile shown in Figure 11. We experimented with
smoothing over the Gibbs-ringing by convolving the den-
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model s18.0. Right: Density (red, left axis) and temperature (blue, right axis) profiles in velocity space corresponding to the
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sity with a gaussian kernel. However, this had minimal
effect on the light curves computed by SuperNu and we
use the profiles produced by SNEC without any additional
smoothing.
We carried out extensive convergence tests to deter-
mine the number of groups, time step resolution and
MC particle count required to produce converged light
curves and spectra for our models. We present the re-
sults of these tests for one model in Appendix F.
4.3. Results: SuperNu Light Curves and Spectra
We compute bolometric light curves, UBVRI magni-
tudes as well as spectra for all 62 models with SuperNu.
These data are published in machine-readable format
with this paper and also available online 1.
In Figure 12 (left panel) we show the SuperNu bolo-
metric light curves for three models – s18.0, s36.0 and
u18.0 – one from each of the three qualitative classes
discussed in subsection 3.4. For comparison, we also
plot the SNEC bolometric light curves for these models.
While the quantitative results from the two codes show
differences, as is expected due to the different treatments
of radiative transfer and associated approximations, the
qualitative behavior of the models remains unchanged.
1 go.ncsu.edu/astrodata
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However, we note the appearance of a small bump at
the end of the plateau for the Type IIP light curve of
model s18.0, also visible in the different broadbands on
the right. Light curves predicted using averaged 3D ex-
plosion models do not show this feature, instead repro-
ducing the observed monotonic decline from plateau to
radioactive tail. This artifact is a known limitation of
light curves calculated from one-dimensional explosion
models (Chieffi et al. 2003; Young 2004; Utrobin et al.
2017) and is related to the development of a density
step at the H/He interface during shock propagation.
We experimented with artificially smoothing the den-
sity profile extracted from SNEC in addition to the boxcar
mixing already employed, but this did not remove the
feature completely in our simulations. As an extreme
case, we tested a model with a fully-mixed composition
and a heavily smoothed density profile and found that
the feature does disappear, indicating that it is related
to both the degree of chemical mixing and the density
structure of the model, as previously noted by Utrobin
et al. (2017).
Figure 12 also shows the UBVRI broadband light
curves of our models (right panel). As expected, the
U and B band light curves show a relatively fast de-
cline while the VRI bands are flat until day 150. This is
due to the blanketing of the spectrum at shorter wave-
lengths (λ < 5000Å) by millions of blended iron group
lines. For model s18.0, there is no plateau in the U band
and only the hint of one in the B band. However, since
the blanketing depends on the metallicity of the progen-
itor star, we see a different behavior in these bands for
the sub-solar metallicity model u18.0. During the hy-
drogen recombination phase, lasting until ∼50 days for
this model, there is a plateau-like feature (albeit sublu-
minous) clearly visible in the U and B bands as well.
The iron group blanketing at shorter wavelengths can
also be seen in the spectra of these models, shown in
Figures 13 and 14. The flux at shorter wavelengths de-
cays significantly over time for all models, but the decay
is more rapid for the solar-metallicity models as opposed
to the sub-solar metallicity model. The steady decay in
flux over time in the 4000 – 5000 Å spectral range is
clearly visible for model s18.0 in the top panel of Fig-
ure 13. This happens due to doppler-shifted Fe II and Ti
II absorption lines. Models s36.0 (highly stripped) and
u18.0 (massive H-envelope) are both much more com-
pact than model s18.0 and behave differently. We do not
plot the flux at ∼20 days for model s36.0 in Figure 13
since it is extremely low. The bolometric luminosities of
both models start rising shortly after day 10 and day 50
respectively, primarily due to radioactive heating, and
we see an increase in the flux above ∼4500Å before it
decays once again at late times.
Our late-time spectra do not display strong Hα emis-
sion although this line is observed for Type II super-
novae. This is a result of the assumption of LTE in
SuperNu. Non-thermal processes are key to the produc-
tion of this line as well as other lines like HeI 10830Å.
Finally, we note that the spectra presented here have
been smoothed (via time-averaging) for the sake of noise
reduction, however, we make both the raw and the
smoothed spectral data publicly available.
5. SUMMARY AND DISCUSSION
To summarize, we compute bolometric and broadband
synthetic light curves and spectra for a wide variety of
progenitors exploded self-consistently in spherical sym-
metry with the PUSH framework. For this, we map the
output from Agile to SNEC and from SNEC to SuperNu.
We discuss the subtleties of these mappings in the ap-
pendices.
We find that the bolometric light curves can be cate-
gorized based on properties of the progenitor. In partic-
ular, the mass in the hydrogen envelope and the radius
of the star at the end of its life determine the qualitative
structure of the light curve. We find roughly three cat-
egories of light curve, which we call “normal Type IIP”,
“stripped envelope-like”, and “SN1987A-like”.
The normal Type IIP light curves are seen in mod-
els with massive hydrogen envelopes and exhibit an
extended plateau powered by hydrogen recombination.
The stripped envelope-like light curves mostly emerge
from solar-metallicity stars, such as our more massive
s-series models, which experience substantial mass loss
during their lifetimes. These models exhibit a rapid dip
and then rise in bolometric luminosity, powered by nickel
decay. The SN1987A-like light curves come from our
low-metallicity and zero-metallicity stars, which retain
massive hydrogen envelopes but are very compact.
As a proof of concept, we perform a sensitive-variable
analysis both on the normal Type IIP models (with
plateaus) and on the models that do not show plateaus
(stripped envelope-like and SN1987A-like). As ex-
pected, the most important factor in the quantities we
analyzed is the amount of 56Ni. Interestingly, the pres-
ence of a hydrogen envelope does not equal the pres-
ence of an extended plateau. For models that do have
a plateau, the plateau length appears at least weakly
correlated with the hydrogen envelope mass. In the
stripped envelope case, the behavior of models s33.0–
s75.0 is weakly correlated with the degree of stripping,
as these stars have lost all of their hydrogen and most of
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Figure 12. Models s18.0 (top), s36.0 (middle) and u18.0 (bottom) belong to the normal Type IIP, stripped-envelope like and SN
1987A-like qualitative classes respectively. The panels on the left show the bolometric light curves for these models computed
using SuperNu (solid line) and SNEC (dotted line). The panels on the right show the corresponding apparent magnitudes in
different bands computed using SuperNu.
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Figure 13. Spectral evolution of solar-metallicity models s18.0 (top) and s36.0 (bottom). The flux is calculated at an observing
distance of 10 pc.
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Figure 14. Spectral evolution of sub-solar metallicity model u18.0. The flux is calculated at an observing distance of 10 pc.
their helium. Due to our small sample size, we cannot
make strong statements about these weaker correlations.
Our SNEC bolometric light curves broadly agree qual-
itatively with the other studies in literature that calcu-
late light curves for stellar models without attempting
to match a particular observation. Our light curves look
quite similar to those presented in Sukhbold et al. (2016)
(who use a piston to induce the explosion) for the nor-
mal Type IIP models with ZAMS mass / 22 M. For
stripped-envelope models with ZAMS mass ' 30 M,
we find longer time scales for rise and decay. To our
knowledge, Sukhbold et al. (2016) does not show any
SN1987A-like models that transition between the two
regimes. Our s12.0 model appears similar to the 12M
models presented in Kozyreva et al. (2019).
Overall, our spectra show reasonable agreement with
the few synthetic photospheric spectra available in the
literature (Kasen & Woosley 2009; Dessart et al. 2013).
Our broadband light curves and spectra show the red-
dening characteristic of iron group blanketing. The Fe II
and Ti II absorption lines are also clearly visible between
4000 and 5000 Å. Non-thermal processes are required
to produce the Hα line. Unfortunately, since SuperNu
assumes local thermal equilibrium, this line is absent in
our nebular spectra.
Our work constitutes both an analysis of the broad
features of electromagnetic counterparts to CCSNe and
a database against which observational data can be com-
pared. It also opens the door for more detailed analyses
of the spectra and of the collective properties of these
electromagnetic signals. Moreover, we present a first-
of-its-kind pipeline from a progenitor model, through a
self-consistent explosion in spherical symmetry, to syn-
thetic light curves and spectra, applied here to a large
number of supernova models. This pipeline allows for
an expanded database as more models are produced.
Most excitingly, we expect a similar procedure to ap-
ply straightforwardly in the multi-dimensional case as
these models become more affordable and hence more
numerous.
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Figure 15. The unmixed and mixed compositions (left) and corresponding light curves (right) for model s18.0. The dotted
lines in the left panel correspond to the unmixed post-explosion composition while the solid lines correspond to the composition
obtained after boxcar smoothing in SNEC.
APPENDIX
A. BOXCAR SMOOTHING
In Figure 15, we show how artificial mixing affects the SNEC light curves for model s18.0. The panel on the left shows
the composition of this model before and after the application of boxcar averaging in SNEC. The boxcar width is set to
0.4M and it is run four times through the profile. We find that the predicted light curve, shown in the right panel of
Figure 15, changes in the same way as reported by Morozova et al. (2015): the abrupt drop at the end of the plateau
is replaced by a more gradual decrease in bolometric luminosity and a small knee appears at ∼100 days.
In the unmixed case, the composition interfaces are steep and discontinuous. Once the photosphere reaches the
helium layer, helium recombination occurs rapidly and the photosphere sweeps through the layer very quickly. This
leads to an abrupt decrease in the photospheric radius which translates into a drop in the bolometric luminosity. In
the mixed case, the helium layer contains some amount of hydrogen, oxygen as well as 56Ni. Note that the 56Ni is
mixed out to ∼5M as opposed to being centrally distributed below ∼2M prior to smoothing. The photosphere
moves through the helium layer at a relatively slower rate, also uncovering energy input from radioactive heating as it
moves inward in mass coordinate. This additional luminosity is responsible for the small knee-like feature in the light
curve as it gradually transitions from the plateau to the radioactive tail.
B. SNEC CONVERGENCE TESTS
SNEC maps the input model onto a new grid that focuses resolution on the inner layers and the stellar surface. Given
a desired number of grid cells, the corresponding mass grid is generated by coarsening the resolution (according to
geometric progression) between the innermost cell and the coarsest cell, and refining it in the same manner between
the coarsest cell and the surface cell. The grid pattern this produces is shown for model s18.0, using 345, 689 and 1378
total cells, in the left panel of Figure 16. The corresponding light curves are shown in the panel on the right and lie
on top of each other, indicating that our results are numerically converged.
The light curve presented in this paper for model s18.0 corresponds to the 689 grid cell run. This results in a mass
resolution of the order of ∼10−2M for the innermost cell, ∼10−1M for the coarsest cell (at a mass coordinate of
∼6M) and ∼10−4M at the surface. For every model, we set the default number of grid cells in SNEC equal to the
total number of cells obtained by combining the Agile simulations with the excised portion of the progenitor model.
This typically corresponds to 600–800 cells but can be as low as 225 for some of the most stripped models. However,
for all models, we find the resulting grid to have a similar or better mass resolution as shown above for model s18.0.
We also ran our models at half of our chosen resolution and found the light curves to be unchanged.
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Figure 16. Convergence tests for model s18.0 using different number of grid cells in SNEC, which corresponds to differences in
the mass-resolution as shown in the panel on the left. The corresponding light curves are converged and shown on the right.
C. SNEC OPACITIES
The opacity tables included with SNEC are a combination of OPAL Type II opacity tables and tables from Ferguson
et al. (2005)2, valid for solar compositions. To simulate the sub-solar and zero metallicity models, we need to supply
similar tables valid at the corresponding metallicities. OPAL tables at different metallicities can be generated upon
request 3. However, while we could obtain both sets of tables for zero metallicity, neither table is available for the
extremely low metallicity (Z=10−4Z) of the u-series models.
We combine the two sets of zero-metallicity opacity tables to create five separate input tables for SNEC, each corre-
sponding to a certain mass fraction of hydrogen (X = 0, 0.03, 0.1, 0.35, 0.7). Preference is given to Ferguson et al.
(2005) values wherever the tables overlap (103.75K < T < 104.5K). There are regions of low temperature and density
where opacities are not available. As was done in Morozova et al. (2015), we set these opacities to the nearest available
values at the same temperature. Along with the tables, the envelope_metallicity parameter must be changed in
the SNEC source code.
Since the metallicity of the u-series models is almost zero, we use this new set of zero-metallicity tables to simulate
both the u-series and the z-series models. To estimate the extent to which this approximation affects our light curve
predictions, we simulate model u18.0 using both the solar and zero metallicity tables. The results are shown in
Figure 17. We find that the light curves show minor differences and the peak is shifted to slightly earlier times in
the solar metallicity case. However, note that this represents a bound on the maximum uncertainty introduced by
opacities between Z = 0 and Z = Z = 0.02. We therefore expect the light curves to be minimally affected by the our
use of Z = 0 opacities in place of Z = 10−4Z opacities for the u-series models.
D. PECULIAR LIGHT CURVES
We show the peculiar light curves obtained for ten of our models in Figure 18. For these models, the explosion energy
estimated by SNEC differs significantly from that predicted by Agile. This could be due to uncertainties introduced
by mapping between the two codes, or due to the fact that the explosion energy is still increasing at the end of the
Agile simulations for these models, when the shock leaves our grid.
As a check, we extended the end time of the Agile simulations for some of these models and found that the two
estimates of explosion energy begin to converge. This improves the resulting light curves but they continue to look
unusual. We also experimented with allowing SNEC to deposit ∼0.2 Bethe of thermal bomb energy, for example, for
model s26.0. With the extra energy input, the light curve of this model changes to fit well with those shown in the
middle panel of Figure 4. This suggests that mapping from Agile simulations at a later time when the explosion
2 https://www.wichita.edu/academics/fairmount_college_of_
liberal_arts_and_sciences/physics/Research/opacity.php
3 https://opalopacity.llnl.gov/type2inp.html
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Figure 17. The SNEC bolometric light curve for model u18.0 from simulations employing solar and zero metallicity opacities.
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Figure 18. The SNEC bolometric light curves for ten of our input models. These light curves are presented separately since
they look unusual and different from other models in the same series.
energy has saturated may produce normal light curves for these models. However, this would require including more
mass in the hydrodynamical simulations to follow the shock evolution for a longer time, and is beyond the scope of
this work.
E. ACTIVE SUBSPACE ANALYSIS
Active subspace analysis is a form of sensitivity analysis and dimension reduction that allows us to identify the most
influential model parameters. The analysis identifies a set of important directions in the parameter space that best
predict a response. This method has been successfully used on computational models in other fields (e.g., Constantine
et al. 2015; Jefferson et al. 2015; Vohra et al. 2019).
We apply a linear model as described in Algorithm 1.3 of Constantine (2015) to identify the single most important
important direction in the parameter space. This allows us to reduce the dimension of the parameter space to one.
Following the nomenclature of Jefferson et al. (2015), we call this direction the “active variable weight” w. When
we project our parameters onto the active variable weight, we calculate the “active variable” wTxi, where the xi are
vectors representing a position in our parameter space.
We applied this active subspace analysis to two groups of light curves, those with a plateau (Type IIP) and those
with a broad peak (stripped-envelope like and SN1987A-like). For each group, we have chosen two relevant response
variables: Luminosity at 50 days (L50) and plateau end time (tend) for plateau models, and peak luminosity (Lpeak)
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Table 2. Slope and intercepts of the linear fits in the linear subspace analysis.
Response Slope Intercept
L50 1.245× 1043 5.101× 1040
tend 130.404 7.387
Lpeak 5.195× 1042 4.773× 1040
tpeak 164.872 19.545
Note—The first part of the table refers to the light curve sample with plateaus, and the second part refers to the sample of
broad peak light curves.
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Figure 19. Sufficient summary plots for the luminosity at 50 days (L50; top left) and plateau end time (tend; top right) for
plateau models, and for peak luminosity (Lpeak; bottom left) and time to peak (tpeak; bottom right) for broad peak models.
The linear fit and the R2 value for are also shown.
and time to peak (tpeak) for broad peak models. In Figure 19, we find linear trends (with some scatter) between
all of the response variables and their associated active variables. This indicates that a linear subspace analysis is
appropriate for constructing the active subspace for all of these response variables on their respective model subsets.
We report the linear fits in Table 2.
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Figure 20. SuperNu Convergence tests for model s18.0 for MC particle count (left) and timestep resolution (right).
F. SUPERNU CONVERGENCE TESTS
A number of choices have to be made when mapping from SNEC to SuperNu. The time of mapping affects the
resulting light curve, in addition to the number of energy groups, the time step resolution and the number of MC
particles generated per time step. The earlier the mapping time, the higher is the luminosity of the radioactive tail
calculated by SuperNu during the nebular phase. This is not unexpected since SNEC and SuperNu treat radioactive
heating and radiative transfer very differently. However, there is a physically-motivated way of choosing the mapping
time i.e. mapping at the earliest time possible while making sure the outflow is homologous, as required by SuperNu.
We also varied the number of groups, time steps, and particles per time step in SuperNu until our light curves and
spectra were converged. The number of time steps and MC particle count are not fully independent parameters with
respect to increasing the fidelity of our simulations. Smaller time steps require a corresponding increase in the MC
particle count per time step to counteract the increased MC noise. In Figure 20, we show how varying each parameter
independently affects the light curve computed by SuperNu for model s18.0. The number of MC particles is increased
by a factor of eight on the left, and the total number of time steps is doubled on the right (corresponds to halving
the time step size). As seen in the Figure, increasing the number of MC particles reduces the level of MC noise,
especially in the early time bolometric light curve, however, the luminosity of the plateau and the time of transition
to the radioactive tail do not change noticeably. Similarly, on the right, starting with 600 total time steps (in log
space) and doubling them does not change the level of the plateau and has only a minor effect on the location of the
bump feature at ∼125 days. We choose 1200 total time steps and 220 particles per time step as our fiducial resolution.
Models with smaller radii do not require the same degree of resolution and we halve the number of total time steps
wherever appropriate for the sake of computational efficiency.
