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By considering correlations between classical orbits we derive semiclassical expressions for the decay of the
quantum fidelity amplitude for classically chaotic quantum systems, as well as for its squared modulus, the
fidelity or Loschmidt echo. Our semiclassical results for the fidelity amplitude agree with random matrix theory
RMT and supersymmetry predictions in the universal Fermi-golden rule regime. The calculated quantum
corrections can be viewed as arising from a static random perturbation acting on nearly self-retracing interfer-
ing paths, and hence will be suppressed for time-varying perturbations. Moreover, using trajectory-based
methods we show a relation, recently obtained in RMT, between the fidelity amplitude and the cross-form
factor for parametric level correlations. Beyond RMT, we compute Ehrenfest-time effects on the fidelity
amplitude. Furthermore our semiclassical approach allows for a unified treatment of the fidelity, both in the
Fermi-golden rule and Lyapunov regimes, demonstrating that quantum corrections are suppressed in the latter.
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I. INTRODUCTION
Understanding the sensitivity of quantum time evolution
in complex systems with respect to perturbations has evolved
to a common subject of interest in the complementary fields
of quantum information and quantum chaos. The concept of
fidelity has become a central measure to quantify the stability
of quantum dynamics upon perturbations. The fidelity Mt
was introduced by Peres 1 as the squared modulus of the
fidelity amplitude, mt, the overlap integral of an initial
state, e.g., a wave packet, with the state obtained upon for-
ward and backward propagation governed by two Hamilto-
nians differing slightly by a perturbation. In the context of
quantum chaos the fidelity is often referred to as Loschmidt
echo 2, picking up and generalizing concepts from spin
echo physics 3.
By definition the fidelity Mt equals unity at t=0 and
usually decays further in time. Broad interest in fidelity de-
cay had been initiated by the pioneering semiclassical work
of Jalabert and Pastawsky 4 who found a perturbation-
dependent decay for weaker perturbations and discovered the
intriguing Lyapnov regime for classically chaotic quantum
systems under stronger perturbations. Nowadays, three main
decay regimes are distinguished, depending on the strength
of the perturbation : in the limit of a weak perturbation, i.e.,
if  is smaller than the quantum mean level spacing , the
fidelity decay is Gaussian characterizing the perturbative re-
gime 5–7. For perturbations of the order of or larger than ,
the decay is predominantly exponential, Mte−2t, with a
decay constant  obtained by Fermi’s golden rule. The cor-
responding perturbation range is hence called the Fermi
golden rule (FGR) regime 4–6. For strong perturbations the
decay is still exponential in time, but with a -independent
decay rate given by the Lyapunov exponent  of the classi-
cally chaotic counterpart of the quantum system characteriz-
ing the Lyapunov regime 4,8. For a review of the extensive
literature on fidelity decay see Refs. 9,10, including a dis-
cussion of further decay mechanisms.
Fidelity decay has been calculated within two main theo-
retical frameworks, namely random matrix theory RMT
and supersymmetrical approaches on one side, and semiclas-
sical theory on the other. Within RMT, the decay of the av-
eraged fidelity amplitude was computed in the perturbative
and FGR regime within linear response 11 for weak pertur-
bations. Later, using supersymmetric techniques and going
beyond linear response, these results were extended to stron-
ger perturbations for the different universality classes corre-
sponding to the Gaussian orthogonal, unitary, and symplectic
RMT ensembles GOE, GUE, GSE 12,13. For the GUE
case, the result for the fidelity amplitude in the universal
FGR regime takes the particularly compact form
mGUE; = −


 e−

sinh for   1
−


 e−

sinh for   1,	 1
with =t, = t /TH, and TH=2	
 / is the Heisenberg time.
In particular, these supersymmetrical calculations revealed a
fidelity recovery at the Heisenberg time. Recently, this has
been interpreted by establishing relations between the fidelity
amplitude decay and parametric level correlations 14, al-
lowing fidelity decay phenomena to be considered from a
completely different perspective. There it was found that in
the FGR regime the Fourier transform of the parametric level
correlator, the cross-form factor K ;, and the RMT fidel-
ity amplitude m ; are closely related to each other
through
K;

= −
2

m; , 2
for the different GOE, GUE, and GSE RMT ensembles la-
beled by the index =1, 2, and 4.
PHYSICAL REVIEW E 81, 036222 2010
1539-3755/2010/813/03622214 ©2010 The American Physical Society036222-1
Despite this recent progress, the averaged fidelity Mt
itself, the Loschmidt echo, has not been obtained using su-
persymmetric techniques. Within an RMT framework, Mt
was calculated within linear response which—upon heuristi-
cally exponentiating this result—gives a fair approximation
for the transition region between the perturbative and FGR
regime 11. Both, RMT and supersymmetry approaches are
limited in principle to the perturbative and universal FGR
regime, governed by a single, system-independent perturba-
tion parameter , and cannot reveal information about the
individual system, such as the Lyapunov decay for strong
perturbations. Hence, the Lyapunov regime is not amenable
to RMT approaches.
The complementary situation appears from the viewpoint
of semiclassical theory 4,8,15,16: while the existing semi-
classical tools have lead to the discovery of the Lyapunov
regime, Mte−t 4, uncovering an appealing connection
between classical and quantum chaotic dynamics, semiclas-
sics has so far only been able to predict the leading exponen-
tial decay in the FGR regime 4, but could not account for
additional quantum corrections arising from an expansion, in
orders of t /TH, of the supersymmetry results such as Eq. 1.
The absence of such quantum interference contributions in
the semiclassical approach can be traced back to the so-
called diagonal approximation used in the treatment of the
fidelity amplitude mt, that is a pairing of the same trajec-
tories in a semiclassical path integral representation of the
propagators for the perturbed and unperturbed system.
In this paper we will go beyond this approximation by
evaluating contributions from correlated trajectory pairs built
from different orbits. Classical correlations between peri-
odic orbits were shown to be the key to understanding RMT
predictions for spectral statistics 17 and to deduce universal
spectral properties within a semiclassical theory. This tech-
nique has been considerably further developed and applied to
calculate various spectral 18–23, scattering and transport
properties 24–29 of classically chaotic quantum systems
30. Recently, this method has been extended to semiclassi-
cally compute the quantum survival probability and photof-
ragmentation processes of open chaotic systems 31,32, as
well as to establish a semiclassical version of the continuity
equation 33. Classical correlations encoded in the semiclas-
sical diagrams considered in the works 31–33 are of special
relevance for ensuring unitarity in problems involving semi-
classical propagation along open trajectories inside a system
and will prove particularly important for the fidelity decay.
We will show in Sec. II for the fidelity amplitude in the
FGR regime for times below TH that such subtle classical
correlations also provide the semiclassical key to the afore-
mentioned quantum corrections to the exponential decay of
mt, arising from an expansion of Eq. 1 in powers of t /TH.
It is moreover of interest to explore the implications of the
Ward identities leading to Eq. 2 on the level of the semi-
classical theory. In Sec. III we derive this relation by invok-
ing recursion relations for terms containing the correlations
between classical orbits.
Beside the formal derivation of Eq. 1, semiclassics also
sheds light on the underlying interference mechanism lead-
ing, e.g., to weak-localization-type corrections to the expo-
nential fidelity amplitude decay, encoded in Eq. 1. This
arises from the fact that the relevant dynamics is organized
along orbits with so-called encounter stretches, orbit seg-
ments which are traversed time-shifted twice in nearly op-
posite directions. On its way back and forth the particle ex-
periences practically the same disorder perturbation
potential. This gives rise to an enhanced single-particle
damping compared to dynamics along a generic orbit explor-
ing independent disorder regions, and hence finally leads to
an enhanced fidelity decay. This has interesting physical im-
plications which we will discuss below: i such interference
effects will depend on the Ehrenfest time where the correla-
tion length of the disorder potential appears as a new rel-
evant length scale as will be discussed in Sec. IV; ii the
above outlined investigation refers to a static random per-
turbation as most of the works on fidelity decay. However,
deviations are expected for time-varying perturbations, as
e.g., caused by phonons. Our approach allows for incorpo-
rating such effects. We will show in Sec. V how a decrease in
the correlation time, i.e., faster time variations, gives rise to a
stronger suppression of the quantum interference terms and
thereby in turn to an increase of the overall fidelity
amplitude.
In Sec. VI we address the fidelity Mt, which is usually
easier to measure. We compute the corresponding quantum
corrections for Mt and show that they are suppressed in the
Lyapunov regime. Our semiclassical approach hence ad-
equately describes the FGR and Lyapunov fidelity regimes in
a unified way.
II. FIDELITY AMPLITUDE
A. Semiclassical approach
The fidelity amplitude mt is defined as the overlap
mt =
 drr,tr,t , 3
between states r , t and r , t obtained by propagating a
common initial state 0 with two slightly different Hamilto-
nians: H and H=H+. The integration in Eq. 3 is per-
formed over the available configuration space, which in the
case of billiards is the area enclosed by the boundaries. For
further semiclassical analysis of mt it is convenient to rep-
resent r , t with the help of the quantum propagator
KHr ,rt for the Hamiltonian H,
r,t =
 drKHr,r,t0r . 4
The same representation holds for r , t, with KH replaced
by the propagator KH for the perturbed Hamiltonian H. The
next step is to use the semiclassical Van Vleck formula 34
for the propagators KH and KH. For two-dimensional sys-
tems one has
Kscr,r,t =  12	i
 
˜r→r,t
C˜
1/2
exp i


S˜r,r,t ,
5
where S˜r ,r , t is the classical action of the trajectory ˜
running from r to r in time t, and C˜
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= det2S˜ /rrexp−
i	
2 ˜ is the Van Vleck determinant
including the Maslov index ˜.
We will assume that the perturbation  is classically small
such that only the actions, i.e., the phases, are affected while
the classical trajectories ˜ remain unchanged. Under this as-
sumption, after inserting Eqs. 5 and 4 into Eq. 3 we
obtain the following semiclassical approximation 4 for
mt,
msct =  12	

2
 drdrdr0r0r
 
˜r→r,t,
˜r→r,t
C˜
1/2C˜
1/2
exp i


S˜ − S˜ + S˜ ,
6
where S˜ stands for the change in the action along the
trajectory ˜ due to the perturbation . Note that Eq. 6
involves a double sum over trajectories ˜ and ˜ of the un-
perturbed Hamiltonian H only. Due to the rapidly oscillating
phase factor containing the action differences S˜−S˜ most
of the contributions will cancel out except for semiclassically
small action differences originating from pairs of trajectories
which are close to each other in the configuration space. We
thus can use a linear approximation in order to relate the
actions S˜, S˜ along the trajectories ˜, ˜ to the actions S,
S along the nearby trajectories ,  connecting the mid-
point, r0= r+r /2 with r. This yields
msct =  12	

2
 drdr0dq0r0 + q20r0 − q2
 
r0→r,t,
r0→r,t
C
1/2C
1/2
exp i


S − S
 exp i


− q2 p0 + p0 + S , 7
where q= r−r, and p0 and p0 are the initial momenta of
the trajectories  and , originating from the expansion of
the actions around r0.
B. Treatment of the perturbation
Further evaluation of msct requires us to consider the
effect of the perturbation on the phase difference S in Eq.
7. It can be expressed as
S = 

0
t
dtL
t , 8
where L
t is the difference between the kinetic and poten-
tial energy of the perturbation . In the case of a perturbation
potential , Eq. 8 simplifies to
St = − 

0
t
dtqt,t . 9
For fully chaotic systems the St / t are distributed as
Gaussian random variables when t is sufficiently large com-
pared to all classical time scales, and the variance is given
by t
−
 dC, where CL
L
0 is time correla-
tion of the perturbation. Assuming that the mean value of L

is zero this implies
exp i
S = exp− S22
2  = exp− t2t˜ , 10
where
1
t˜
=
1

2


−

dC . 11
Note that the average in Eq. 10 should be understood as
the average in the phase space over trajectories  with dif-
ferent initial conditions. Alternatively, one can fix  and con-
sider an average over an ensemble of different perturbations
of L

. One possible realization of such an ensemble is pro-
vided by a quenched static disorder potential
r =
=1
Ni
u
2	2
exp− 122 r − R2 . 12
It is given by Ni random impurities in a cavity of an area A
with the Gaussian profile characterized by a finite correlation
length , see 4,35. The independent impurities can be as-
sumed to be uniformly distributed at positions R with the
densities ni=Ni /A and strengths u obeying uu=u2.
The action differences S accumulated by segments of 
separated by distances larger than  can be regarded as un-
correlated. Consequently the stochastic accumulation of S
along  can be described by a random process, resulting in a
Gaussian distribution of the action difference S. This
yields the previous result 10 with the noticeable difference
that the average here is over the ensemble of the disorder
potentials 4,35. For the potential in Eq. 12 the decay time
t˜ in Eq. 10 can be calculated explicitly. In this case the
correlation function is given by
Cr − r = rtrt =
u2ni
4	2
exp− 142 r − r2 ,
13
and it depends only on the difference between r=rt and
r=rt. Using then ergodicity of the classical flow and sub-
stituting time averages in Eq. 11 by the integration over the
cavity domain we obtain for the decay time the relation 35
t˜ = 2	kt˜. 14
Here, k=mv0 /
=2	 /B, with v0 the particle velocity and B
the de Broglie wavelength, and t˜=
3 / niu2m the quantum
elastic scattering time for the white-noise case of
-scatterers. Note that for k1, t˜ coincides with the elastic
scattering time obtained quantum mechanically within the
first Born approximation for the disorder potential 12. In
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the limit k1, where the semiclassical treatment of disor-
der effects in terms of unperturbed trajectories is no longer
valid, Eq. 10 can still be used but with t˜ replaced by t˜.
C. Evaluation within diagonal approximation
In order to evaluate the double sum over paths in Eq. 7
let us first consider only the diagonal contribution by pairing
each path with itself, i.e., arising from the terms =. After
inserting Eq. 10 into Eq. 7 we obtain 4,
mdt =  12	
2
 drdr0dq0r0 + q20r0 − q2
 
r0→r,t
Cexp− i


qp0
exp− t
2t˜
 . 15
The prefactor C can be regarded as a Jacobian when trans-
forming the integral over the final position r into an integral
over the initial momentum p0p0
 of each trajectory. We
then obtain
mdt = exp− t2t˜r0,p0. 16
Here  . . . r0,p0 indicates the phase space average 32,
Fr0,p0 =
1
2	
2
 dr0dp0Fr0,p0Wr0,p0 , 17
where
Wr0,p0 =
 dq0r0 + q20r0 − q2exp− i
qp0
18
denotes the Wigner function of the initial wave packet 0.
Assuming that 0 has a small energy dispersion around a
mean energy E0, Eq. 16 can simply be replaced by
mdt = exp− t , 19
with the decay rate 1 / 2t˜E0. This represents the expo-
nential FGR decay in the universal regime 4–6. As our
expressions for the fidelity amplitude depend on , we will
also use in the following the notation mt ; instead of mt.
D. Loop corrections
We now consider contributions to Eq. 7 from pairs of
different trajectories following each other closely in configu-
ration space, shown as full and dashed line in Fig. 1. The
structure of such pairs can be characterized by long links,
where two trajectories almost coincide, and by encounter re-
gions the boxes in Fig. 1 where the segments of two tra-
jectories are connected in a different way. Correlated trajec-
tory pairs of this type were first introduced in the context of
spectral statistics involving periodic orbits by Sieber and
Richter 17 showing how universal RMT predictions can be
obtained based only on semiclassical methods. We already
mentioned important extensions of this approach in the in-
troduction. Within the phase space framework developed in
Ref. 18 we will closely follow the lines of Refs. 31,32,
where this formalism was employed in a semiclassical ap-
proach to decay and fragmentation processes. The main dif-
ference to the present case consists in the fact that the quan-
tum correction to the classical exponential survival
probability in Refs 31,32. due to trajectory pairs contain-
ing a common encounter region has to be replaced by a
different correction to Eq. 16 which has to be computed.
One has to account for the fact that the disorder induced
phase difference is modified for correlated trajectory pairs,
because the same perturbation acts twice within the encoun-
ter region. Although an expression for such a phase differ-
ence is known in a general context 21,22 we first illustrate
how it can be calculated in the case of an orbit with the
simplest possible encounter shown in Fig. 1a. To this end
we split the orbit into parts consisting of two encounter
stretches and three links,
exp i


S =exp i



i=1
3
Sli +
i=1
2
Sei
=exp i



i=1
3
Sli + 2Se1 .
20
In the last line we assume that, in the semiclassical limit and
for a fixed disorder correlation length , the nearly parallel
encounter stretches in the box are so close to each other at a
distance smaller than  that they experience the same per-
turbation. Considering a Gaussian phase distribution for each
orbit segment encounter stretch and three links and neglect-
ing further correlations between the different segments we
finally apply Eq. 10 to every part of the orbit individually
and obtain
exp i


S = exp− i=1
3
Sli
2 
2
2
+ 4
Se1
2 
2
2

= exp− t + 2tenc . 21
Here tenc denotes the length of the encounter region.
FIG. 1. Color online Sketch of pairs of correlated classical
trajectories  and . In a the encounter region rectangular box
connects a loop with two long legs beginning at r0 and ending at r.
In contrast the paths begin or end inside the encounter region “one-
leg-loops” in b. The zoom into the encounter region in b illus-
trates the position of the Poincaré surface of section PSS used and
the definition of the encounter time.
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Apart from the basic diagrams in Fig. 1a we will also
consider trajectory pairs that differ in an arbitrary number of
encounters with an arbitrary number of stretches involved.
For quantifying the encounter structure of an orbit, we intro-
duce notation as in Refs. 18,26. We define a vector v
= v2 ,v3 , . . ., where the component vl gives the number of
l-encounters, i.e., the number of times where l stretches of an
orbit come close to each other. We denote by V=l=2
 vl the
overall number of encounters and by L=l=2
 lvl the overall
number of encounter stretches of an orbit. Repeating now the
steps in Eqs. 20 and 21 for the general case of multiple
encounters one finds 21,22
exp i


S = exp− t +
=1
V
l
2
− ltenc  ,
22
where l denotes the number of stretches of the encounter .
We note that the structure of the correction to the survival
probability in Refs. 31,32 is slightly different,
exp− dt −
=1
V
l − 1tenc  , 23
where d, the inverse dwell time 1 /d, takes the role of .
Using Eq. 21, we can now evaluate in Eq. 7 the off-
diagonal contributions to the sums over trajectory pairs dif-
fering at encounters in the same way as in Refs. 31–33.
Here we sketch some details of these calculations. In the
region around each l-encounter we consider a Poincaré sur-
face of section and measure the differences sj and uj between
the piercing points of one of the trajectories along the stable
and unstable manifolds, respectively. In these coordinates the
duration of the encounter  can be expressed as 18
tenc

=
1

ln c2
maxjuj,maxjsj,
 , 24
and the action difference between two trajectories is given by
S − S =
=1
V

j=1
l−1
sj,uj,. 25
Similarly to Refs. 32,33 we have to distinguish three dif-
ferent cases when the density of encounters is considered:
A encounters inside the trajectory Fig. 1a, B encoun-
ters at the beginning or the end of the trajectory Fig. 1b
and C different encounters at the beginning and at the end
of the trajectory.
For trajectories of type A and duration t whose encoun-
ters are characterized by v, the corresponding weight is
given by
wt,As,u = Nv
t −
=1
V
ltenc L
L!L−V
=1
V
tenc

. 26
Here,  is the volume of the available phase space, and Nv
is the number of trajectory structures, i.e., the number of
topological realizations of orbits with the vector v, see Ref.
18. Note that, in contrast to Refs. 32,33, we include Nv
into the weight function. For a trajectory with the beginning
or end point inside of an encounter, the weight function can
be conveniently expressed as
wt,Bs,u =
2Nv
=1
V
ltenc t −
=1
V
ltenc L−1
L!L−V
=1
V
tenc

. 27
Finally, for trajectories with both beginning and end point
inside of two different encounters we have
wt,Cs,u = 
,=1

V Nvtenc tenc t −
=1
V
ltenc L−2
L − 2!L−V
=1
V
tenc

.
28
Here Nv is defined as the number of possible ways to cut
links between the encounters  and  divided by L in all
periodic orbit structures described by the vector v, see Refs.
32,33.
We can now present general expressions for the loop con-
tributions to the fidelity amplitude resulting from the three
weight functions in Eqs. 26–28. In view of Eqs. 22 and
25 and Eq. 26, we obtain in case A the following con-
tribution to the fidelity amplitude from trajectories of time t
with encounters structure characterized by v,
mAt;,v = Nv

−c
c
dsdu
t −
=1
V
ltenc L
L!L−V
=1
V
tenc

ei/
su
 exp− t +
=1
V
l
2
− ltenc  . 29
Applying then the rule 18 that, after expansion of Eq. 29
in tenc

, the only nonvanishing contributions come from the
terms independent of tenc , we get
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mAt;,v =  1TH
L−V
Nv
l=2
 − l
t


− l2vl

tLexp− t
L!
, 30
where we used TH=2	
 / and the definition of components
vl. In a similar way we can derive from Eq. 27 the contri-
bution for the case B:
mBt;,v = 2 1TH
L−V
Nv
l1=2
 l1vl1
L − l1t  − l12
vl1−1
 
l=2
ll1
 − l
t


− l2vl tL−1exp− tL − 1! , 31
with an l1-encounter at the beginning or end of the trajectory.
Finally we obtain from Eq. 28 for the case C
mCt;,v =  1TH
L−V

l1,l2=2
 − l1
t


− l1
2vl1−1
Nl1l2v− l2t  − l22
vl2−1
 
l=2
ll1,l2
 − l
t


− l2vl tL−2 exp− tL − 2! ,
32
with an l1-encounter and an l2-encounter at the beginning
and at the end of the trajectory, respectively.
The entire contribution from orbit pairs to mt ; is ob-
tained from Eqs. 30–32 by summing over all possible
vectors v and finally adding up three contributions together
with the diagonal term 19,
msmt; = mdt; +
v
mAt;,v + mBt;,v
+ mCt;,v . 33
We now compare the contributions to the fidelity ampli-
tude resulting from our semiclassical expressions 30–32
with the RMT results 12,13.
For systems with time-reversal symmetry the leading-
order correction is due to the 2-encounter diagrams in Fig. 1.
From these diagrams we obtain as one main result
mGOE
q1 t; = − t2TH exp− t . 34
This leading quantum interference correction leads to a re-
duction of the fidelity amplitude. Equation 34 indicates that
quantum deviations of the fidelity from pure exponential de-
cay become relevant at time scales tt˜TH1/2, with decay
time t˜=1 /2, i.e., at times which depend on the perturbation
strength and can be much shorter than the Heisenberg time
TH. Thus the quantum corrections can occur at time scales
before saturation sets in 1,8,36.
The next-to-leading order contributions come from the
diagrams of higher order with either two 2-encounters as in
Fig. 2 or with one 3-encounter as in Fig. 3 32. All to-
gether they give
mGOE
q2 t; = − 2 t33TH2 + 5
2t4
6TH
2 exp− t . 35
In the unitary case the leading-order correction originates
only from the diagrams shown in Fig. 2c and Fig. 3a,
yielding
mGUE
q t; = − t33TH2 + 
2t4
6TH
2 exp− t . 36
The results 34–36 are consistent with the ones obtained
from RMT calculations, as can be seen by expanding in t /TH
the RMT expressions for mt ;, t /TH1 in Refs. 12,13
and comparing the leading-order terms.
(b)(a) (c)
(d) (e)
FIG. 2. Color online Diagrams with two 2-encounters. In the
unitary case only the diagram c contributes to the fidelity
amplitude.
(b)(a)
(c) (d)
FIG. 3. Color online Diagrams with one 3-encounter. In the
unitary case only the diagram a contributes to the fidelity
amplitude.
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It is instructive to analyze these results and the underlying
semiclassical assumptions for the case of the disorder poten-
tial 12 with correlation length . To generate random
Gaussian fluctuations,  should be smaller than the system
size L. Furthermore, in the semiclassical limit B. During
the derivation of the above equations we implicitly assumed
that the distance between encounter stretches, of the order of
LB, is smaller than  in order to have correlated disorder
along the stretches and thereby loop interference corrections.
This implies that our approach is valid for parameters
obeying
LB   L . 37
For white-noise disorder, →0, the semiclassical approach
would predict vanishing interference corrections, since then
the disorder potential along the two encounter stretches is no
longer correlated. This would imply clear deviations from
the universal RMT result for the white-noise case. In that
case the present semiclassical picture of orbits which remain
unaffected by the disorder up to the phases has to be re-
placed by a semiclassical approach based on paths scattered
at impurities. We believe that presumably Hikami boxes take
the role of the encounter regions finally establishing univer-
sality for the white-noise case.
III. IDENTITIES FOR THE FIDELITY AMPLITUDE
In this section we address two important properties of the
semiclassical quantum fidelity amplitude msc and prove them
within the trajectory-based formalism for times tTH. The
first one: msct ;=01, is the direct consequence of the
unitarity of the semiclassical evolution. The second one is
the connection 2 between the fidelity amplitude and the
parametric spectral form factor. As we will show below, from
the semiclassical point of view both properties can be attrib-
uted to the existence of certain recursion relations satisfied
by Nv and Nklv.
The fact that we can prove to all orders both the unitarity
of semiclassical evolution and Eq. 2 shows the consistency
of our semiclassical approach for times below TH.
A. Unitarity
In the case of vanishing perturbation =0 the fidelity
amplitude mt should be equal to one by the unitarity of
quantum evolution. In the following we will show that this
property holds for the semiclassical form of mt obtained in
the previous section when tTH.
As one can immediately see from Eq. 19, msct ;=0
=1 within the diagonal approximation. Hence one has to
show that all further semiclassical loop contributions vanish
for =0. To this end we will demonstrate that the off-
diagonal terms mAt ;0 ,v ,mBt ;0 ,v and mCt ;0 ,v cancel
each other. According to Eqs. 30–32 they read,
mAt;0,v = Nv− 1V tTH
L−V
=1
V
l
L − V!
, 38
mBt;0,v = 2Nv− 1V−1
V
L tTH
L−V
=1
V
l
L − V!
, 39
mCt;0,v = 
k,l=2
 Nklv
lk
− 1V−2 tTH
L−V
=1
V
l
L − V!
.
40
Adding these contributions, one can see that the off-diagonal
corrections disappear if for each v the following condition is
satisfied:
Nv − 2
V
L
Nv + 
k,l=2
 Nklv
kl
= 0. 41
Precisely the same unitarity condition was obtained in Ref.
33 for the continuity equation. As it was shown there, Eq.
41 can be proven by relating Nklv to Nv via the rela-
tionship
Nklv =
k + l − 1vk+l−1 + 1
L − 1
Nvk,l→k+l−1 , 42
where vk+l−1 is the k+ l−1-th component of v, and
vk,l→k+l−1 is the vector obtained by decreasing the compo-
nents vk and vl by one and increasing the component vk+l−1
by one. To obtain Eq. 42 one considers link contraction
such that a k encounter and a l–encounter merge into a
k+ l−1-encounter. By looking at the number of possible
ways to contract the link and to form a smaller periodic orbit
structure, Eq. 42 can be deduced from the results in Refs.
18,26.
In view of Eq. 42, Eq. 41 can be transformed into
L − 2V −
k,l
vk+l−1Nv = 0, 43
which can be proven after performing the double sums over
k and l 33.
B. Relation between the fidelity amplitude and the
parametric spectral form factor
The surprising connection 2 between the quantum fidel-
ity amplitude and parametric spectral correlations was de-
rived in Ref. 14 within an RMT approach. The idea was to
use a certain invariance property of the integration measure
for the ensemble of random matrices. A corresponding Ward
identity then led to Eq. 2, which can equivalently be put
into the form
−
TH
2t2
Kt;

= mt; . 44
Here we show how this relationship can be obtained in the
framework of our semiclassical approach for systems with
and without time-reversal symmetry =1,2. To this end it
is convenient to work with the Laplace transforms of the
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semiclassical expressions for the form factor and fidelity.
In order to reveal a systematic structure for the contribu-
tion of each encounter stretch and each link, it is instructive
to take the Laplace transform of Eq. 33 with respect to 
t while keeping  t / TH= TH−1 fixed,
F˜ q, = 

0

dmsmTH;TH−1exp− q . 45
Inserting the expressions for msmt ; and performing the
Laplace transformation by partial integration gives rise to the
perturbative expression in powers of 
F˜ q, =
n=0

F˜nqn, 46
where the nth term in this expansion originates from trajec-
tory pairs with L−V=n. Explicitly, the terms F˜nq take the
form
F˜nq = 
v=n

l=2

− lq − l2vl
q + 1L+1
Nv + 2
l1=2

Nv
l1vl1
L  q + 1− l1q − l12
+ 
l1,l2=2
 Nl1l2vq + 12
− l1q − l1
2− l2q − l2
2 , 47
where the sum is over all diagrams with fixed v=L−V. In
Eq. 47 we recognize the following diagrammatic rule: ev-
ery link contributes to F˜n a factor q+1−1 and every
l–encounter a factor −lq+ l.
Now we turn to the parametric spectral form factor for
which we use the following semiclassical expression 21,22,
Kt; =
2

t2
TH

v
 1
TH
L−V
l=2
 − l
t


− l2vl
 Nv
tL−1e−t
L!
. 48
After taking the Laplace transform 45 of the left hand
side of Eq. 44 we obtain for the n-th term of the expansion
in powers of 
F˜nn + q q v=n N
˜ v,q
L
, 49
where N˜ v ,q is defined as
N˜ v,q =
Nv− 1V
q + 1L l lq + l
vl
. 50
Upon performing the derivatives in Eq. 49 we obtain
F˜n = 
v=n
N˜ v,q
L  Lq + 1 − V +l qvlq + l . 51
This must be compared with the F˜n term, Eq. 47, for the
Laplace transform of the fidelity amplitude. Using Eq. 50
we can rewrite it as
F˜n = 
v=n
N˜ v,q
L  Lq + 1 −l 2vlq + l + − 1V−2

k,l
Nklv
kq + klq + lllq + lvlq + 1L−1 . 52
Furthermore, we can simplify this by expressing the matrix
elements Nklv in terms of N˜ v ,q. Using Eq. 42 and tak-
ing into account the additional q-dependent factors we get
F˜n = − 1V−2
Nklv
kq + klq + l
llq + lvl
q + 1L−1
= −
N˜ vk,l→k+l−1,q
L − 1
vk+l−1
k,l→k+l−1
q + k + l − 1
. 53
We can then rewrite the sum over the dummy vectors, v
=vk,l→k+l−1, as a sum over v which gives for the second
term in Eq. 52,
− 
v=n
N˜ v,q
L k,l vk+l−1q + k + l − 1 . 54
Using then the results of Ref. 33 and performing the sum
over k it can be further simplified to
− 
v=n
N˜ v,q
L l l − 2vlq + l  , 55
leading to the following expression for F˜n:
F˜n = 
v=n
N˜ v,q
L  Lq + 1 −l lvlq + l . 56
The final step is to show that Eq. 56 coincides with Eq.
51. This is indeed so, since the difference between the two
expressions,

v=n
N˜ v,q
L V −l qvlq + l −l lvlq + l
= 
v=n
N˜ v,q
L V −l vl , 57
vanishes due to the fact that V=lvl. This completes the
prove of relationship 44 with semiclassical means. This
result has the added bonus of showing that we recover the
fidelity amplitude in Eq. 1 for 1 for systems with bro-
ken time-reversal symmetry as we know that the semiclassi-
cal and RMT parametric form factor exactly agree in that
regime 21,22.
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To show semiclassically that Eq. 44 also holds in the
symplectic case =4 we consider spin-orbit interaction for
spin 1/2-particles. In this case the spectral form factor
K ; on the left hand side of Eq. 44 is modified to
−
1
2KGOE− /2; 18 with KGOE ; being the form factor
in the GOE case. The right-hand side yields for spin-orbit
interaction the additional factor −1 /2L−V that was derived
in 32 from the results obtained in 37. A short calculation
then shows that Eq. 44 also holds in the symplectic case.
However, we note here that it is not true for general spin s
particles.
IV. EHRENFEST TIME DEPENDENCE OF
THE FIDELITY AMPLITUDE
The Ehrenfest time E see, e.g., Ref. 38 is the time
scale a minimal wave packet needs to spread in the phase
space of a chaotic system to a size such that it can no longer
be described by a single classical trajectory. As was pointed
out by Aleiner and Larkin 39 in the context of transport
problem, E is the minimal time required for quantum effects
to appear. Because of this Ehrenfest-time effects on station-
ary transport processes have been a subject of considerable
interest, both theoretically 25,27,28,39 and experimentally
40. Furthermore, signatures of the Ehrenfest time were also
studied in the time domain 19,31,32,41,42, where they are
expected to be particularly pronounced. In this section we
investigate E effects on the fidelity decay. Namely, we will
consider the E dependence of the first quantum correction to
the fidelity amplitude, Eq. 34, for systems with time-
reversal symmetry. Our treatment will follow the lines of
Refs. 31,32.
Below we derive Ehrenfest time corrections to mGOE
q1 com-
ing from the trajectories of the type A, see Fig. 4. To this
end we have to specify the classical constant c appearing in
Eq. 24. Note that the different encounter stretches are sub-
ject to uncorrelated disorder when their spatial distance be-
comes larger than . We thus require that inside of an en-
counter two segments of the trajectory are separated by
distances less then , see Fig. 4. Accordingly, the encounter
time is defined by
tenc
1

ln 2
LBsu , 58
where L is the system size. The range of validity of our
approach is given by relation 37.
The densities 26 and 27 should be multiplied by a
Heaviside function in time ensuring that a contribution exists
only if the trajectory time t is sufficiently long to enable a
closed path. Specifically, on the right hand side of the en-
counter, depicted in Fig. 4, the stretches should be separated
by a distance of the order of L in order to close themselves
and form a loop. On the left side, however, the encounter
stretches have to be separated only by the distance  as we
consider the case A. This means the minimal time of the
trajectory is 2tenc+2tL, where
tL = 
−1 lnL/ 59
is the time it takes the stretches to be separated by the dis-
tance L when they are initially separated by the distance .
Accordingly, the weight function 26 is slightly modified
by introducing these minimal times and takes the form
wt,Au,s =
t − 2tenc + tL2
2tenc
t − 2tenc − 2tL . 60
To account for the correction due to the action difference in
Eq. 22 we again use tenc as defined in Eq. 58. Now we are
in the position to calculate the Ehrenfest time corrections to
mGOE
q1 t ; in the case A. As before, we will consider the
Laplace transform 45 of the fidelity amplitude. With the
above corrections it reads
F˜A
q1

, = 

0

dte−+t+2tL
t2
TH
I,t , 61
where we shifted the integration range by 2tenc+2tL, and the
integral
I,t =
2
	



0
c
du

0
c
ds
ei/
us
tenc
exp− 2tenc − 4tenc
62
can be evaluated as in Appendix B of Ref. 32. In a similar
way the calculations can be performed for trajectory pairs of
type B with encounters at the beginning or at the end of the
trajectory.
Summing up all the contributions and taking the inverse
Laplace transform we obtain the final result for the Ehrenfest
time dependence of the entire, leading quantum correction in
the orthogonal case,
msc
q1t; = −

TH
t − 2E
d2e−t+2E
 t − 2E
d , 63
where E
c
=−1 lnL /B, E =−1 ln2 / LB and 2Ed =Ec
+E

. Equation 63 reveals the role of finite Ehrenfest times
corrections: they lead to a time shift such that the quantum
corrections set in later, i.e., for short times the system be-
haves “classically.” Note that msc
q1t ; vanishes for →0.
Our result is thus unitary, i.e., msc
q1t ;=0=1, due to the
remaining term in diagonal approximation.
Note also that corresponding calculations for the spectral
parametric correlations give a time delay 2E
c which is inde-
pendent of , since in that case only periodic trajectories are
considered. This demonstrates that in general the connection
2 between the fidelity amplitude and spectral parametric
correlations breaks down when nonuniversal effects such as
the Ehrenfest time corrections are taken in account.
FIG. 4. Color online Sketch of trajectories  and  with a
2-encounter illustrating the length restrictions in the case of finite
Ehrenfest time.
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V. FIDELITY AMPLITUDE FOR A TIME-DEPENDENT
PERTURBATION
Many physical situations require a generalization of fidel-
ity decay to systems with a time-varying perturbation. This is
relevant if a subsystem evolves under the influence of a time-
dependent external environment or may arise if one models
fidelity decay for a many-body system in terms of single-
particle dynamics exposed to an external fluctuating potential
mimicking the mutual interactions. Fidelity decay for time-
dependent perturbations has been addressed in Refs. 5,43
in numerical studies of periodically kicked systems which
can be regarded as time dependent, in Ref. 44 in the con-
text of decoherence. Coupling to an external environment
and its connection to fidelity decay has semiclassically been
treated in 45,46 and in Ref. 47, which represents a direct
extension of the semiclassical approach of Refs. 4,8 to a
spatially and time-varying random potential.
In Ref. 47, both a finite disorder correlation length 
and associated time  /v0 with v0 the particle velocity as
well as a finite correlation time 0 characterizing temporal
fluctuations was introduced. It was shown semiclassically on
the level of the diagonal approximation, how the FGR decay
is governed by a decay rate  into which both time scales
generally enter and which is predominantly determined by
the shorter of the two times,  /v0 or 0, if they strongly
differ.
In this section we will use the perturbation model of Ref.
47 and illustrate the effect of a spatially and time-
dependent perturbation for the representative case of the first
quantum correction, mGOE
q1 t ;, see Eq. 34 for the static
case. Since this interference contribution is based on the
mechanism that the same static perturbation exists along
the two encounter stretches traversed at different times we
can compute how finite correlation times 0 will reduce this
effect.
We will consider the interesting case where  /v00 so
that  depends only on the spatial fluctuations and not on 0.
For pure temporal fluctuations or  /v00, a change in 0
will alter the exponential decay rate  and thereby mask the
effect of 0 on quantum fidelity contributions. We assume
that the time dependence and the spatial dependence of the
perturbation can be separated, i.e.,
S = 

0
t
dtVqtWt , 64
which allows for further analytical treatment. We first con-
sider the averaged phase difference for this perturbation
exp i


S = exp− 2
2
0tenc dtdtVqtWt
 Vqtl + 2tenc − tWtl + 2tenc − t
 exp− t 65
with a loop of length tl connecting the two encounter
stretches. The contribution in the last line of this equation is
the overall exponential decay, not taking into account the
correlated way the perturbation acts during the encounter.
The additional effects of this correlation are included in the
exponential in the first and second line in the equation above,
and yielded a contribution proportional to e−2tenc for an ex-
plicitly time-independent perturbation. However we now
have to analyze this contribution in more detail: first we
again use that the two stretches during the encounter are very
close together implying qtl+2tenc− tqt. Furthermore,
we assume in this section, as in Ref. 47, a Gaussian form of
the spatial and the time-dependent perturbation
VqtWtVqtl + 2tenc − tWtl + 2tenc − t
=
v0

2
	
exp− qt − qt2
2

 exp− tl + 2tenc − t − t2
0
2  . 66
The two time integrals in Eq. 65 are transformed into one
integral with respect to = t− t and one with respect to 
= t+ t /2. The integral with respect to  is performed from
− to  assuming that the correlation length of the spatial
part, Vqt, is much shorter than the one of the time-
dependent part Wt, v00. The integral with respect to 
is from 0 to tenc, and we thus obtain from Eq. 65
exp i


S = exp− 2v0
	 
0tenc d
− d
exp− v022
2

 exp− tl + 2tenc − 22
0
2 exp− t .
67
We perform the two time integrals taking into account that
only terms linear in tenc will give a contribution when per-
forming the s ,u integrals, see the remark after Eq. 29. This
finally yields for the action difference due to the perturbation
exp i


S = 1 − 2 exp− tl2
0
2tenc + Otenc
exp− t . 68
The first term in the squared bracket gives a contribution
independent of the perturbation and is canceled by the con-
tribution coming from case B. We insert the remaining term
into our expression for mGOE
q1 t ; ,0, evaluated as in Sec. II,
but that now depends additionally on the correlation time 0
of the explicitly time-dependent part of the potential,
mGOE
q1 t;,0 = 

−c
c
dsdu

0
t−2tenc
dtl
t − 2tenc − tl

 − 2ei/
su exp− t − tl2
0
2 . 69
After performing the remaining integrals we finally obtain
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the leading quantum correction in the presence of an explic-
itly time-dependent perturbation
mGOE
q1 t;,0 = −
2
TH
	2 0tErf t0 − 022
 1 − exp− t2
0
2exp− t , 70
with the error function Erfx= 2	0
xdt exp−t2. By expand-
ing Erfx we obtain in the limit t0,
mGOE
q1 t 0;  −
t2
TH
e−t1 − 16 t0
2 , 71
indicating a small reduction of the interference term 34,
−t2 /THexp−t of the static case.
Much more interesting and relevant is the opposite limit,
t0, where we find
mGOE
q1 t 0;  −
t2
TH
e−t	0
t
−  0
t
2 . 72
Quantum fidelity corrections 34 in the static case arise at
time scales t given by the geometrical mean, t˜TH1/2, of the
Heisenberg time and the decay time t˜=1 /2, Eq. 14.
Equation 72 hence implies, in view of the hierarchy of time
scales,  /v02t˜TH, that the quantum fidelity contribu-
tions are suppressed by 0 / t compared to the static case, if
0 is much smaller than the above mentioned geometrical
mean that usually represents a large time scale. Together
with the initial assumption,  /v00, we can conclude that
quantum fidelity contributions are suppressed for time-
varying perturbations with  /v00 t˜TH1/2. Further-
more, such a suppression of this negative quantum correction
implies that upon reducing 0, that is introducing faster time
variations, the overall fidelity amplitude increases in the
FGR regime and approaches exp−t.
VI. FIDELITY
In this section we study the effect of the loop corrections
on the semiclassical expression of the fidelity itself, i.e., the
average of the squared modulus of the fidelity amplitude:
Msct= msct2. We consider both the FGR and Lyapunov
regime.
A. Fermi-golden-rule regime
In Ref. 11 the fidelity has been addressed in the RMT
approach within the linear response approximation valid in
the transition region between the perturbative and FGR re-
gime. Our semiclassical approach is not limited to such weak
perturbations. From Eq. 7 we obtain for the fidelity the
semiclassical expression
Msct =  12	

4
!
 drdr0dqdrdr0dq0r0 + q20r0 − q20r0 + q20r0 − q2
 
1r0→r,t,
1r0→r,t

2r0→r,t,
2r0→r,t
C1
1/2C1
1/2C2
1/2C2
1/2
exp i


S1 − S1 − S2 + S2 − q2 p01 + p01 + q2 p02 + p02 + S1 − S2" .
73
As the fidelity decay in the FGR regime arises predominantly
from uncorrelated trajectories 1 and 2 we can perform an
disorder average of the phase differences S1 and S2 in-
dependently and obtain an expression containing four propa-
gators that resembles the one obtained for the variance of the
survival probability in Ref. 32, with the only difference that
the openness of the system is replaced by the presence of the
random perturbation, i.e., Equation 23 by Eq. 22. In Ref.
32 it could be shown that the variance vanishes in the semi-
classical limit 
→0. This argument still holds true here.
Hence we conclude that there remain also only negligible
corrections to the fidelity apart from those arising from the
squared modulus of the average fidelity amplitude already
calculated, implying Msct= msct2msct2. Hence
we can simply use the right-hand side of the last relation to
obtain, to leading order in t /TH, the following for the GOE
case:
MGOE
q1 t = exp− 2t1 − 2t2TH  , 74
and for the GUE case
MGUE
q t = exp− 2t1 − 2t33TH2  . 75
B. Lyapunov regime
Above we considered the case where the disorder average
in the calculation of Msct can be performed independently
for the trajectory pairs occurring in the calculation of each
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msct. However, already on the level of the diagonal ap-
proximation there is a further contribution originating from
configurations where all four trajectories are too close to-
gether to perform the disorder average independently. The
regime of large  where the FGR terms 74 and 75 are
rapidly decaying and this contribution becomes important is
referred to as the Lyapunov regime, because it decays as e−t
4.
Here we examine whether additional contributions may
arise from loop diagrams. To this end we briefly review the
semiclassical calculation of the diagonal contribution to the
fidelity in the Lyapunov regime 4 and consider afterward
the role of trajectories differing at encounters.
Starting from Eq. 73 one performs the disorder average
along the trajectories no longer independently for both action
differences S1 and S2. For two nearby trajectories 1 ,2,
one instead linearizes the motion of one trajectory around the
other to obtain
S1 − S2 = 

0
t
dt L1
 tq1t − q2t , 76
where L1
 t is the Lagrangian associated with the disorder
as in Eq. 8, and qit denotes the coordinates of the tra-jectories i at time t. The difference q1t−q2t can
then be expressed by the difference of the final points r and
r of 1 and 2, respectively, using the exponential separation
of long neighboring trajectories in the chaotic case. Assum-
ing again a Gaussian distribution of the random variable,
S1 −S2, as in the FGR regime for S in Eq. 10, one
obtains
exp i


S1 − S2
= exp− 12
2
0
t
dt

0
t
dtet+t−2tCr1 − r22 77
with the force correlator CL1
 tL2
 t.
Replacing in Eq. 77 the second time integral by one
with respect to t− t and taking into account the short range
behavior of the force correlator it vanishes on scales larger
than the correlation length  one can perform the t− t
integral in the range from − to . Further evaluation of the
t integral, where one neglects contributions from the lower
limit because they are damped by a factor e−t, eventually
gives
exp i


S1 − S2 = exp− A2
2 r1 − r22 .
78
Here the constant A depends on  and the disorder strength.
Equation 78 is afterward inserted into the full expression
for the fidelity finally yielding a contribution proportional to
e−t within the diagonal approximation 4. We note that
when performing the two time integrals in Eq. 77, only
contributions from t and t close to t mattered.
We now consider a possible effect of nondiagonal loop
contributions. The basic contribution of this kind would
originate from trajectories 1 and 1 forming pairs as de-
picted in Fig. 1 and two nearly identical trajectories 2 and
2. When calculating C, correlations between points of 1
traversed at different times could get important as the latter
quantity depends on the difference of the positions along 1
at two different times. However, as we noted below Eq. 78,
correlations in the Lyapunov regime only matter between
points at the end of the orbit, i.e., between points, where the
motion can still be approximated by a free motion. Com-
pared to that distance, an encounter stretch is exceedingly
long, so that correlations between different encounter
stretches cannot play a role for this contribution. This implies
that there is no significant effect of such orbit pairs in the
Lyapunov regime, because there exists, apart from the action
difference and the weight function, no further phase change
induced by the encounter depending on the s ,u coordi-
nates.
The same reasoning can be directly carried over to corre-
lated orbits differing by an arbitrary number of encounters,
and hence no off-diagonal interference contributions from
orbits differing in encounters can be obtained in the
Lyapunov regime. This constitutes another distinct difference
between FGR and Lyapunov decay.
VII. CONCLUSIONS AND OUTLOOK
In this work, we have presented a semiclassical theory for
the time decay of the quantum fidelity amplitude and the
fidelity, or Loschmidt echo, for quantum systems that are
chaotic in the classical limit. Our focus has been on the cal-
culation of quantum contributions to the fidelity amplitude
beyond the leading term, e−t, which we showed to arise
semiclassically from interference between pairs of topologi-
cally related trajectories involving classical correlations be-
tween paths. Applying advanced semiclassical methods to
deal with multiple pairs of correlated orbits, we derived
quantum corrections which agree with supersymmetric re-
sults in the universal Fermi golden rule regime. Deriving
recursion relations for the semiclassical objects, we could
show that the semiclassical formulation of the fidelity ampli-
tude obeys unitarity and we could confirm the interesting
relation 2 between the fidelity amplitude and the parametric
form factor to any order in t /TH for times smaller than the
Heisenberg time TH.
Besides, our semiclassical approach provides insight into
the interference mechanisms underlying quantum fidelity de-
cay. The leading quantum corrections in a t /TH expansion,
Eq. 34, can be regarded as arising from a weak-localization
type effect leading to a reduction in the fidelity amplitude in
the time-reversal case, which is susceptible to time-reversal
symmetry breaking, e.g., through a magnetic field. Moreover,
the present approach enables an interpretation of the fidelity
dependence on the characteristics of the assumed random
perturbation, in particular the spatial correlation length  and
the time correlation 0. The first appears as a further length
scale in the Ehrenfest time dependence of the fidelity ampli-
tude. Even more interestingly, through 0 we can estimate
effects from time- or frequency-dependent perturbing
sources, such as phonons in solids. As a result, we could
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derive explicit expressions, see Eqs. 70–72, showing how
the negative weak localization-type contribution is sup-
pressed with decreasing 0, and thereby the fidelity is coun-
terintuitively enhanced.
One main open question arising from this work is how to
extend the present semiclassical formalism which is limited
to time scales below the Heisenberg time, to longer times.
This would also open up a way toward a semiclassical un-
derstanding of the fidelity amplitude revival close to TH in
the FGR regime 12,13. Moreover, semiclassics beyond TH
would allow for extending our analysis to a further decay
regime, namely, for treating the perturbative regime of very
weak perturbations corresponding to energy scales below the
mean level spacing.
Throughout this work we considered fidelity decay due to
a global perturbation affecting the whole configuration space
or system boundary. Recently, the complementary case of
local, not necessarily weak, perturbations has been assessed
semiclassically on the level of the diagonal approximation
48,49. There, instead of the FGR- and Lyapunov decay,
corresponding decay regimes, namely, a FGR-type and a new
“escape rate” regime, have been identified exhibiting in par-
ticular a peculiar nonmonotonic crossover between the two
regimes when passing from weak to strong local perturba-
tion. Quantum corrections in both regimes would originate
from the same diagrams as for semiclassical decay of open
quantum systems, and a semiclassical treatment of the latter
31,32 can be readily applied to obtain a more complete
picture of fidelity decay for local perturbations. Again, ac-
cessing time scales beyond the Heisenberg time remains
there as a challenge for the future.
Finally, our semiclassical techniques may be applied to
extend a recent semiclassical analysis 50 of the mechanism
of time-reversal mirroring 51, a concept related to the fi-
delity, by including quantum interference effects from corre-
lated mirror trajectories.
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