"An approximate answer to the right question is worth a great deal more than a precise answer to the wrong question." John Tukey
Introduction
Consider the classical multiple linear regression model where y is an n × 1 vector of observations, X = [1, x 1 , . . . , x p−1 ] a known n × p design matrix with 2 < p < n, β = (β 0 , β 1 , . . . , β p−1 ) T an unknown p × 1 vector of regression parameters, and ε an n × 1 vector of random errors with mean zero and variance σ 2 I. The (ordinary) least squares estimator for β iŝ
Let c Tβ be a linear combination of theβ i where c = (c 0 , c 1 , . . . , c p−1 ) T . Then,
Suppose the first q variables x 1 , x 2 , . . . , x q are strongly correlated (2 ≤ q < p).
Then, there is multicollinearity in model (1) and matrix X T X in (2) and (3) is illconditioned. A direct consequence of multicollinearity is that variances for the least squares estimatorsβ 1 ,β 2 , . . . ,β q are large, rendering these estimators unreliable.
It also leads to difficulties in inference on model parameters, variable selection and predication. Because of these, multicollinearity is widely viewed as a problem. There and references therein. Nevertheless, while there are simple tools such as the variance inflation factor for detecting multicollinearity, there is a lack of simple and effective methods for dealing with multicollinearity and the associated difficulties.
Existing methods for overcoming multicollinearity include ridge regression (Hoerl and Kennard, 1970) , principal component regression, latent root regression (Webster, Gunst and Mason, 1974) , and model respecification by eliminating some predictor
variables. There are a number of studies that evaluate the first three methods such as Hoerl, Kennard and Boldwin (1975) , Gunst, Webster and Mason (1976) , Dampster, Schatzoff and Wermuth (1977), Gunst and Mason (1977) and Lawless (1978) . One of the main criteria used for evaluation is the mean squared error of an estimatorβ for β, E[(β − β) T (β − β)]. Estimators given by these methods are biased, but they are capable of achieving smaller mean squared error than the least squares estimator (2) .
However, apart from this advantage in estimating model parameters, these methods have limited use in resolving difficulties in inference, variable selection and prediction as the sampling properties of their estimators are in general not available. Unlike that of the least squares estimator, the distributions of these estimators depend on the data in complicated ways. In ridge regression, for example, the distribution depends on a penalty parameter λ whose value is usually determined by the data through cross-validation or an information criteron. In principal component regression, it depends on principal components of the predictor variables and the number of components used. It is also difficult to choose among these methods as extensive comparisons have found no single best overall method; see Montgomery, Peck and Vining (2012) for more discussion. Further, some authors such as Conniffe and Stone (1973) are critical of using biased estimation methods. Draper and Van Nostrand (1979) identified two special cases where ridge regression may be appropriate but also recommended against the use of biased estimation methods in general.
In this paper, we take a group-based approach to deal with multicollinearity; instead of overcoming it at the cost of losing the simple least squares method, we make use of group information it contains to study the collective impact of strongly correlated variables. Under this approach, estimation and inference concerning strongly correlated variables focus on group effects that represent their collective impact; variable selection is done on a group basis in that variables in a strongly correlated group are either all in or all out; and prediction accuracy of the least squares estimated model is analyzed through group effects. We call this the group-based approach to the least squares regression. Tsao (2018) studied estimation of group effects and found that practically important ones can be particularly accurately estimated under multicollinearity. The present paper builds on this work and expands it to a full group focused approach for conducting least squares regression analysis.
The main advantages of this group-based approach to the least squares regression over the above mentioned alternatives to the least squares method are (i) it is simple in theory and computation, (ii) it keeps least squares estimators for parameters of variables not strongly correlated with others which are good unbiased estimators, and the regression mean squared error remains a good unbiased estimator for the error variance, and (iii) traditional non-group-based methods of inference and variable selection for the least squares regression may be readily adopted with a minor adjustment of treating each group of strongly correlated variables as a single unit. The advantages of this group-based over the traditional non-group-based least squares regression are (a) it resolves the difficulties associated with poorly estimated parameters of strongly correlated variables, (b) it provides a better understanding of when accurate predictions can be made using the least squares estimated model, and (c) variable selection under the group-based approach exhibits a higher degree of stability and it can help prevent information loss resulting from ignoring strong correlations among variables. In a traditional variable selection process, often only one variable of a strongly correlated group is selected. Other variables of the group are dropped from consideration but they could be a part of the underlying model. 
An extreme example of multicollinearity
For convenience, let X 1 = [x 1 , x 2 , . . . , x q ] and X 2 = [x q+1 , x q+2 , . . . , x p−1 ]. Also, let
. . , β p−1 ) T and write model (1) as
where 1 n is an n × 1 vector of ones. Suppose variables in X 1 are all perfectly linearly correlated, and for simplicity suppose further that either x i = x j or x i = −x j for 1 ≤ i < j ≤ q. It is then not possible to obtain individual estimates for β 1 , β 2 , . . . , β q .
It follows that X 1 = [x 1 , r 12 x 1 , . . . , r 1q x 1 ] and model (4) may be written as
where r = (1, r 12 , . . . , r 1q ) T . Although individual parameters β 1 , β 2 , . . . , β q cannot be estimated by the least squares method, equation (6) shows that the linear combination (r T β 1 ) can still be. Here, (r T β 1 ) represents the collective impact of variables in X 1 on y. Suppose variables in X 1 are not strongly correlated with those in X 2 . We may estimate β 0 , (r T β 1 ) and β 2 using the least squares method, and then carry out inference for model parameters, variable selection and prediction by treating variables in X 1 as a single unit. Specifically, we may (a) make inference on β 0 and β 2 as usual, but for variables in X 1 we only make inference about the group effect r T β 1 such as testing H 0 : r T β 1 = 0; (b) when doing variable selection, we may perform, say, all subsets regression or stepwise regression as usual but we treat variables in X 1 as a single unit in that they are either all in or all out, and (c) to make predictions, we may use the least squares estimated model (6)
but we make predictions only over values of x 1 , x 2 , . . . , x q that satisfy constraint (5) even though variables x 2 , x 3 , . . . , x q do not appear explicitly in the estimated model (7) . Making a prediction when (5) is violated is extrapolation. This constraint helps define the region where accurate predictions can be made with (7).
It should be noted that model (6) can be written as
which may be viewed as obtained from (4) through model respecification after dropping variables x 2 , x 3 , . . . , x q . We use (6) instead of (8) for the purpose of not dropping these variables from our analysis in order to look for generalization of this example to other cases where x 1 , x 2 , . . . , x q are strongly but not perfectly correlated. In this example, r T β 1 is a group effect that is still estimable under the strongest multicollinearity possible. We now discuss estimable group effects for other cases.
Estimable group effects for strongly correlated predictor variables in a linear model
For model (4) , now suppose X 1 = [x 1 , x 2 , . . . , x q ] is a group of strongly correlated predictor variables in the sense that (i) for 1 ≤ i < j ≤ q, r ij = corr(x i , x j ) are all close to but not equal one in absolute value, and (ii) variables in X 1 are not strongly correlated with variables outside of X 1 . There may be other strongly correlated groups among variables in X 2 but it suffices to study the group effects of just X 1 as the results apply to all such groups. Tsao (2018) studied the estimation of the following class of linear combinations for variables in X 1 ,
where w = (w 1 , w 2 , . . . , w q ) T is any q × 1 vector satisfying q i=1 |w i | = 1. Set Ξ is called the class of normalized group effects of the q variables in X 1 , each ξ(w) in Ξ is called a (normalized) group effect and the corresponding vector w a weight vector.
An effect ξ(w) has the interpretation as the expected change in the response variable y when the q variables in the strongly correlated group change collectively by the amount w. The minimum-variance unbiased linear estimator of a ξ(w) iŝ
whereβ 1 = (β 1 ,β 2 , . . . ,β q ) T is the least squares estimator for β 1 . A measure of estimability of a ξ(w) is the variance ofξ(w) which depends on σ 2 , the spread of elements of each x i and the correlations among the x i . Here, we are only interested in the impact of the correlations on estimability without interference from other factors, and we capture this impact with the notion of "estimable effects" as follows.
We call
the standardized variable which has mean zero and length one. We use the term 
which depends explicitly on the correlation coefficients of the x i .
For a standardized model, we say a group effect ξ(w) is estimable if the variance of its estimatorξ(w) in (10) is smaller than or comparable to σ 2 . By (12) , whether an effect is estimable depends only on the correlations [r ij ]. For a non-standardized model, a group effect ξ(w) can be expressed as κ × ξ (w ) where κ = q i=1 |w i /s i | and ξ (w ) is a group effect for the standardized version of the same model. We say ξ(w) is estimable if the corresponding ξ (w ) is. When the s i are all greater than one, 0 < κ < 1 and var(ξ(w)) < var(ξ (w )), so an estimable effect ξ(w) has a var(ξ(w)) that is smaller than or comparable to σ 2 ; the effect is also estimable and accurately estimated in this sense. An effect ξ(w) is estimable if and only if −ξ(w) is estimable.
For brevity, we will use only ξ(w) in our presentation but all results apply to −ξ(w). the sign of r 1j = corr(x 1 , x j ). Then, under the condition,
is an APC arrangement of the strongly correlated variables in X 1 . The assumption amounts to replacing the original variables in X 1 with the rearranged variables in
. This replacement will have no impact on linear model (4) except for signs of model parameters of x j where r 1j < 0. It is similar to factoring out x 1 in (6) of the above extreme example which is helpful for finding estimable group effects. For simplicity, in the following we assume that the assumption holds, or equivalently that X 1 is already in an APC arrangement.
Among group effects in Ξ, the most important one is the average group effect
which represents the expected increase in response when the q variables in X 1 all increase by (1/q)th of a unit. Let w w = (w * 1 , w * 2 , . . . , w * q ) T where
for i = 1, 2, . . . , q. Another important effect is
which is referred to as the variability weighted average effect of X 1 . When variables in X 1 are already standardized variables, s i = 1 , so w * i = 1/q and ξ w = ξ a . The main results concerning ξ a and ξ w in Tsao (2018) are summarised as follows:
1. For the following theoretical "uniform model"
containing one group of correlated and standardized predictor variables X 1 with a uniform correlation structure where r ij = r > 0 for all i = j: (i) ξ a is an estimable and the most accurately estimated effect in Ξ. The variance of
is a monotone decreasing function of r. For the uniform model, r measures the level of multicollinearity. Thus ξ a can be more accurately estimated at higher levels of multicollinearity; (ii) ξ a is approximately q times more accurately estimated under severe multicollinearity than under an orthogonal design; (iii) Among estimators (10) for effects in Ξ, ξ a is the only one with a bounded variance as r approaches the extreme value of 1, so ξ a is the only effect in Ξ that is asymptotically estimable. At any fixed r level, estimable group effects ξ(w) are in a neighborhood of ξ a ,
where w a = 1 q 1 q is the weight vector of ξ a and δ is a positive constant.
For a general linear model
where X 1 is a group of strongly correlated predictor variables in an APC arrangement: (i) the correlation structure of this group is approximately uniform in that all pairwise correlation coefficients are positive and approximately equal;
(ii) numerical evidences suggest the variability weighted average effect ξ w is estimable, and is particularly accurately estimated under severe multicollinearity;
and (iii) other estimable group effects for X 1 are in a neighborhood of ξ w . The presence of variables in X 2 which are not strongly correlated with those in X 1 do not substantially affect the estimation of group effects of X 1 .
We make the following remarks concerning the above results:
[a] Set F a in (16) is also the set of practically important effects for the uniform model (15) in that w values in the neighborhood of w a represent the most probable changes of the underlying variables in X 1 . Two extreme examples illustrate this point: effect β 1 corresponds to w 1 = (1, 0, . . . , 0) / ∈ F a and represents the group impact on response when x 1 increases by 1 unit but the other variables do not increase;
effect ξ a corresponds to w a = (1/q, 1/q, . . . , 1/q) ∈ F a and represents the impact when all variables increase by (1/q)th of a unit. With strong positive correlations and in standardized units, the variables are likely to increase at the same time and in similar amounts. So ξ a is practically important whereas β 1 is not. [c] Uniform model (15) is unlikely to occur in practice, but the first set of results concerning this model are of theoretical interest as they revealed the existence of a group effect that can be more accurately estimated at higher levels of multicollinearity. They are also of practical value as numerical evidences have shown that they hold approximately for standardized variables outside the uniform model. In the second set of results for model (17), (ii) and (iii) are consequences of this.
3 The group-based approach to the least squares regression
In this section, we illustrate the group-based approach to the least squares regression using simulated data. For simplicity, we use the following small model with 6
predictor variables containing two strongly correlated groups X 1 and X 2 ,
where
and ε is an n-variate standard normal random error. We use 6 i.i.d.
standard n-variate normal random vectors z i for i = 1, 2, . . . , 6 and three parameters (w 1 , w 2 , γ) to generate the three groups of variables as follows:
For examples in this section, we set n = 12, w 1 = 0.7, w 2 = 0.8 and γ = 2, and the design matrix X d containing only the 6 variables we randomly generated using (19) is given in "R display 1" in the Appendix. The full design matrix containing the The two strongly correlated groups of variables, X 1 and X 2 , are clearly seen from the correlation matrix. They are already in APC arrangement.
Estimation and inference under the group-based approach
In the group-based approach, we focus on estimable group effects representing the collective impact of correlated variables. To demonstrate they are accurately estimated, Table 1 contains the means and variances of 1000 simulated values (10) for the following six group effects and the six parameters of model (18). We use the same design matrix X d in "R display 1" and model (18) to randomly generate 1000 y vectors. Each estimated value is computed by using one of the 1000 (X, y) pairs.
1. ξ 1 = w * 11 β 1 + w * 12 β 2 : variability weighted average for correlated group X 1 . 2. ξ 2 = w * 21 β 3 + w * 22 β 4 : variability weighted average for correlated group X 2 . 3.
(β 5 − β 6 ): half difference effect for independent group X 3 . Effects ξ 1 and ξ 2 are the variability weighted average effects for the two strongly correlated groups X 1 = [x 1 , x 2 ] and X 2 = [x 3 , x 4 ], respectively. They are accurately estimated with very small variances. Their corresponding effects in standardized variables are both estimable with estimated variances substantially less than the estimated error variance. Effect ξ 3 is the half difference effect which is not in the neighborhood of the corresponding variability weighted average effect ξ 1 in the sense that its weight vector (0.5, −0.5) is not in a neighborhood of (0.42847, 0.57152), so it is poorly estimated with a large variance. Effect ξ 4 is also a half difference effect but for the independent group X 3 = [x 5 , x 6 ]. It is accurately estimated in spite of multicollinearity generated by the other two groups. Effect ξ 5 is the average group effect of X 2 . It is accurately estimated as it is in the neighborhood of its and β 6 for the independent group are accurately estimated. This and the accurate estimation of ξ 4 show that least squares estimation of parameters and effects for variables outside strongly correlated groups are not affected by multicollinearty.
It should be noted that in a real data analysis, there is only one response vector y and thus only one estimated valueξ for an effect ξ. To assess whetherξ is accurate, we use the estimated variance ofξ which can be computed easily using the mean squared error of the least squares fit and the design matrix; see formula (31). The second column of Table 2 contains the observed variance ofξ from Table 1 computed using 1000 simulated values ofξ. The third column of Table 2 contains the average of 1000 estimated variances ofξ computed using formula (31). The fourth column contains the variance of these 1000 estimated variance values. The estimated variances are quite accurate for estimable effects in that their averages match the observed variances of these effects well and their variances are small. For inference on a group effect ξ(w), let
where se is the square root of the estimated variance ofξ(w) from (31). Then,
T has a t distribution with (n − p) degrees of freedom. This can be used to test hypotheses and construct confidence intervals for ξ(w). To summarize, the groupbased approach to the least squares regression focuses on estimable group effects of strongly correlated variables. Non-estimable effects may be practically unimportant.
Variables not strongly correlated with others are viewed as groups of size one each.
Least squares estimation and inference for their parameters remain unchanged.
Variable selection under the group-based approach
There are several commonly used methods for variable selection such as all subsets regression, forward and backward selection and stepwise selection for the least squares regression. They allow variables to be selected one at a time. Multicollinearity creates problems for these methods; often, only one variable from a strongly correlated group is selected and different methods may choose very different models.
In the group-based approach to variable selection, we treat a group of strongly correlated variables as a single unit, so variables in the group are either all in or all out. We now illustrate this approach and demonstrate its advantages using all subsets regression for model (18) as an example. In this case, the group-based approach reduces the total number of models we need to evaluate substantially. For simplicity, we use the same parameter values, β 0 = 2,
T and the same design matrix X d in "R display 1". Since β 1 = β 2 = β 5 = 0, the "correct model" is the following three variable model
Using the "leaps" package in R by Lumley and Miller (2017) , we performed all subsets regression 100 times using the same design matrix X d but different y vectors generated by model (18). The selection criterion used is the adjusted R 2 value. The following R output shows an example from the 100 simulated runs.
An all subsets regression run by "leaps" sorted by adjusted R^2 values with a summary of all 100 runs showing in the last column (blank space means never been chosen). The first 6 columns in the output show which of the 6 variables are included in the subsets/models represented by the rows (1=in, 0=out); for example, row 1 represents subset {x 4 , x 6 }. Column 7 shows the adjusted R 2 values for all 2 6 − 1 = 63 nonempty models with at least one variable. Column 8 is not a part of the output from "leaps" and is added to identify the 15 group-based models under the group-based approach; these are models where x 1 and x 2 must be present and absent at the same time, and x 3 and x 4 must be present and absent at the same time. For the run in the R output, the traditional all subsets regression picks the subset with the highest adjusted R 2 value, which is the first subset {x 4 , x 6 } with an adjusted R 2 value of 0.96279. The group-based approach selects the model with the highest adjusted R 2 value among the 15 group-based models, so it picks {x 3 , x 4 , x 6 } with an adjusted R 2 value of 0.96204, which happens to be the correct model. Although the total number of models has been reduced from 63 to 15 under the group-based approach, the best model in the 15 is very close to the best of all 63 in term of adjusted R 2 value.
Column 9 gives a summary of the percentage of times when each model is picked by the traditional and group-based all subsets regressions. We make the following observations based on results from all 100 runs and column 9.
1. Only 4 of the 15 group-based models (roughly 1/4) were picked at least once by the group-based method in the 100 simulation runs, but 21 of 63 models (or 1/3) were chosen at least once by the traditional method. So the group-based method is more stable in terms of percentage of candidate models chosen.
2. The correct model containing only {x 3 , x 4 , x 6 } was picked 45% of the time by the group-based method, but only 14% of the time by the traditional method.
So the group-based method is more accurate.
3. For cases where the traditional and group-based methods picked different models, the adjusted R 2 values of their chosen models typically differ by less than 1%. Thus the group-based method is competitive to the traditional method in terms of the adjusted R 2 value of the chosen model. 5. In contrast to the group-based method, 80% of the models picked by the traditional method contains one but not both variables in a strongly correlated group. For example, in the run displayed above, x 4 is in but x 3 is out. If we adopt one of these models, then we may miss an important variable.
We have also tried variable selection for a slightly different version of model (18) where the two variables in X 2 are still strongly correlated but β 2 = (1, 0). In this case, the exact model containing only variables {x 3 , x 6 } cannot be recovered by the group-based approach as it is not one of the 15 group-based models. The groupbased approach picked model {x 3 , x 4 , x 6 } with the highest frequency whereas the traditional method which selects variables one at a time performed similarly to the case showed above, relatively unstable and picked the exact model with low frequency.
The traditional method has the advantage of possibly picking the correct model in this case, but it also has the tendency to include only one variable from a strongly correlated group even when more than one in the group are part of the underlying model. The group-based variable selection represents a conservative approach which ensures all relevant variables from a strongly correlated group are selected at the price of unable to drop irrelevant variables in the group.
The above example uses all subsets regression with the adjusted R 2 criterion.
We may use a different method for variable selection and the implementation of the group-based approach is the same; we first identify strongly correlated groups and then apply the method to select variables by treating each group of strongly correlated variables as a single variable. Under the group-based approach, different methods are more consistent in that they are more likely to select the same model.
See the Hald data analysis in the next section for an example.
Prediction under the group-based approach
It is widely known that multicollinearity due to strongly correlated predictor vari- to estimation, we have discussed group effects that can be accurately estimated. In our group-based approach to studying prediction accuracy, we use these effects to provide a more precise characterization of such an area. Tsao (2018) used a neighborhood of the variability weighted average effect to characterize this area. In the following, we provide a characterization using estimable effects of the standardized variables which is more precise and easier to use.
Consider the expected response at an x = (x 1 , . . . , x 6 ) under model (18),
where β j are the unknown parameters of model (18) and x is a row vector containing values of the 6 predictor variables. The predicted value for E(y|x) by the least squares estimated model (18) iŝ
whereβ j are the least squares estimates of β j . To find the area of x in whichŷ is an accurate predictor for E(y|x), we use the standardized version of model (18).
Let y c = y −ȳ be the centered version of y and X i be the standardized version of X i in model (18). Then,
is the standardized version of model (18). Denote byβ i the least squares estimated parameters for model (24). They are related toβ j for (18) as follows:
wherex i and s i are computed using x i from the design matrix; see their definitions before equation (11) . By (23) and (25),ŷ can be expressed in termsβ i as follows,
Define the "standardized" version of x, x = (x 1 , x 2 , . . . , x 6 ), as
We are only interested in small x i values, say those satisfying |x i | ≤ 1, as a larger value of |x i | represents an x i value √ n or more standard deviations away from the mean of variable x i . For n ≥ 9, making a prediction at such an x i value would be extrapolation and thus unreliable even without multicollinearity in the data.
Using (26) and (27), we obtain an expression ofŷ in terms ofβ i and x i , y =ȳ + (x 1β 1 + x 2β 2 ) + (x 3β 3 + x 4β 4 ) + (x 5β 5 ) + (x 6β 6 ).
Sinceŷ is unbiased, it would be an accurate predictor for E(y|x) if its variance is small. So to find the area of the predictor variables x whereŷ is accurate amounts to finding the collection of x values such that the linear combination in the right-hand side of (28) has a small variance. Theȳ on the right-hand side of (28) may be viewed as a constant. Thusŷ has a small variance if the sum of the four terms in brackets has a small variance. These four terms are weakly correlated as their underlying predictor variables are weakly correlated. So the variance of their sum is dominated by their individual variances. Since β 5 and β 6 are estimable and x i are small, the variances ofβ 5 andβ 6 and thus that of x 5β 5 and x 6β 6 are small. It follows that the variance ofŷ is small when that of (x 1β 1 + x 2β 2 ) and (x 3β 3 + x 4β 4 ) are small, or equivalently, x 1 β 1 + x 2 β 2 and x 3 β 3 + x 4 β 4 are estimable linear combinations.
Let ξ a 1 = 0.5β 1 + 0.5β 2 and ξ a 2 = 0.5β 3 + 0.5β 4 be the average group effect for X 1 and X 2 in (24), respectively. Then, as we had discussed near the end of Section 2 that other estimable effects for X 1 and X 2 are in F a 1 and F a 2 , respectively. In terms of their coefficients, estimable linear combinations c 1 β 1 + c 2 β 2 are in a band C 1 centered around c 1 = c 2 , and estimable c 3 β 3 + c 4 β 4 are in a band C 2 centered around
If (x 1 , x 2 ) ∈ C 1 and (x 3 , x 4 ) ∈ C 2 , then (x 1β 1 + x 2β 2 ) and (x 3β 3 + x 4β 4 )
would be estimable andŷ would have a small variance. We call the region
the feasible prediction region for the least squares estimated model (18). The R 2 in (29) represents no restrictions on x 5 and x 6 as they are not in any strongly correlated group. This region is expressed in the standardized variable x = (x 1 , x 2 , . . . , x 6 ). In terms of the original predictor variables x = (x 1 , x 2 . . . , x 6 ), it is R F P = {x : x such that its corresponding x ∈ C F P }.
Putting this in simple words, the least squares estimated model (18) can produce accurate predictions when each group of strongly correlated predictor variables in their APC arrangement are roughly equal after standardization (27). The feasible prediction region R F P is the collection of x values satisfying this condition.
We make two remarks about prediction accuracy ofŷ in (23):
1. For x values such that x 1 = x 2 and x 3 = x 4 ,ŷ is particularly accurate, more so than when x 1 , x 2 , x 3 and x 4 are orthogonal, as making predictions along these lines corresponds to estimation of the average group effects of X 1 and X 2 which is more accurate when their variables are highly correlated.
2. When making a prediction at an x value, one should always check the accuracy of the predicted valueŷ through its variance which is easily estimated by
where x + = (1, x) = (1, x 1 , . . . , x 6 ) andσ 2 is the mean squared error. The accuracy of V ar(ŷ) as an estimator for V ar(ŷ) depends only on the accuracy ofσ 2 as an estimator for the unknown σ 2 . The latter is known to be very good and unaffected by multicollinearity in the data. A small V ar(ŷ) relative toσ 2 or the absolute value ofŷ indicatesŷ is an accurate prediction.
We now conduct a small simulation study to illustrate the feasible prediction region. The ridge regression is the most prominent method among alternatives to the least squares method for handling multicollinearity. We include it in our simulation for comparison. We make predictions using the least squared estimated model (23) and the ridge regression at the following three x = (x 1 , . . . , x 6 ) values. where the standardized values of x 5 and x 6 are not shown as they are irrelevant.
From the standardized values of the four strongly correlated variables, we see that point x 1 is at the center of the feasible prediction region. Its first four elements are in fact the mean values of x 1 , x 2 , x 3 and x 4 , respectively. Point x 2 is in the feasible prediction region as x 2 satisfies x 1 = 0.1 ≈ 0.12 = x 2 and x 3 = 0.2 ≈ 0.22 = x 4 , but point x 3 is not due to the larger differences |x 1 − x 2 | and |x 3 − x 4 | in x 3 . Table 3 contains the bias and MSE of the least squares predictor (23) and the ridge regression predictor based on 1000 simulated values of the two predictors computed by using the same design matrix X d but 1000 different y values simulated using model (18). The bias of the least squares predictor is small at all three x i points as it is an unbiased estimator for E(y). The MSE of the least squares predictor is small at x 1 and x 2 but large at x 3 as the first two points are in the feasible prediction region whereas the third one is not. The ridge regression predictions were computed by using R package "glmnet" by Friedman et al. (2017) with the optimal λ value in (0.01, 1000) given by code "cv.glmnet". It has a bigger and negative bias for all three cases caused by the shrinkage of the model parameters. At x 1 and x 2 , its MSE is larger than that of the least squares predictor. At x 3 , its MSE is smaller but its bias is substantially larger. We have done the comparison for other x values and with different design matrices under model (18), as well as using other models.
We observed that when x is in the feasible prediction region, both predictors are accurate but the least squares predictor tends to have a smaller bias and MSE.
Outside the region, both predictors are inaccurate and the ridge regression predictor has a smaller MSE but a larger bias. Overall, the least squares predictor is superior due to its better accuracy over the feasible prediction region and simplicity.
Another advantage of the least squares predictor is that its variance is easily estimated by (31) whereas there is no simple formula for estimating that of the ridge regression predictor. For the three points showing in Table 3 , the average of 1000 estimated variances by (31) for the least squares predictor are 0.72335, 1.38200 and 9.21323, respectively. These values match the MSE's in Table 3 , which are observed variances since the least squares predictor is unbiased, very well.
Application
In this section, we present a complete analysis of a well-known data set, the Hald data, using the group-based approach to the least squares regression.
The Hald data
The Hald data were first given in Woods, Steinour and Starke (1932) in a paper pub- x 1 = amount of tricalcium aluminate;
x 2 = amount of tricalcium silicate;
x 3 = amount of tetracalcium alumino ferrite;
x 4 = amount of dicalcium silicate;
x 5 = a noise variable containing randomly generated numbers.
In order to make this example more useful when illustrating variable selection with the group-based approach, we have added a variable x 5 containing randomly generated numbers from a normal distribution with mean 10 and standard deviation 5. The augmented data set used for this example is given in "R display 2" in the Appendix where the original Hald data set consisting of the first 5 columns of the data matrix in "R display 2" is obtained from R library "wle". In the following, we present the group-based analysis of the augmented date set in several steps.
4.2
Step 1: fitting a multiple linear regression model using the least squares method
We first fit a multiple linear regression model to the data set. from which the two strongly correlated groups in APC arrangements are clearly seen.
Step 3: Variable selection
We now illustrate group-based variable selection with two different methods: all subsets regression with the adjusted R 2 criterion and backward selection.
The following R output shows the adjusted R 2 values of all 2 5 −1 = 31 non-empty models computed by using R package "leaps". The traditional all subsets regression would select model {x 1 , x 3 , x 4 } in row 1 as it has the highest adjusted R 2 value.
Since there are two groups of strongly correlated variables, {x 1 , x 2 } and {x 3 , x 4 }, the group-based approach divides the five variables into 3 groups, {x 1 , x 2 }, {x 3 , x 4 } and {x 5 }. Variables in each group must be present or absent from a model at the same time, so there are altogether 2 3 − 1 = 7 non-empty group-based models. Among these 7 models, model {x 1 , x 2 , x 3 , x 4 } in row 8 has the highest adjusted R 2 value, so the group-based approach would pick this model with an adjusted R 2 value very close to that of the one picked by the traditional approach.
All subsets regression for the augmented Hald data by "leaps" sorted by adjusted R^2 values 
Step 3: estimation, inference and prediction
We now go back to the original Hald data as the group-based variable selection has dropped the noise variable x 5 . The data set after the renaming of variables which had also put strongly correlated variables in APC arrangement are given in "R display 3" in the Appendix. Writing the linear model under the renamed variables as
where x = (x 1 , x 2 , x 3 , x 4 ), and fitting this model to the data in "R display 3" gives Since x 1 and x 2 are strongly correlated, the estimated values of their parameters are not reliable, and the non-significant p-values associated with these values in the R output could be misleading. The two variables should be considered jointly. A partial F -test for the significance of both variables (H 0 : β 1 = β 2 = 0) has a p-value of nearly zero, which shows these two variables as a group should be kept in the model. These observations also apply to variables x 3 and x 4 .
With only strongly correlated variables in the model, we focus on their collective impact on response through estimable group effects. For illustration, we computed 4 estimable group effects and 4 non-estimable group effects. Table 4 gives these effects ξ i , their estimates computed using (10) Table 4 , for example, has the interpretation that with half a unit increase in both x 1 and x 2 , the response y is expected to increase by 0.72459 units. The weight vectors defining effects ξ 5 to ξ 8 are not close to w * 1 and w * 2 . So they are not estimable. The non-significant test results of the last four effects are due to the inaccurate estimation of these effects, rather than that they are zeros. The inability to accurately estimate, say ξ 6 = 0.5β 3 − 0.5β 4 , is not important as ξ 6 represents the expected increase of y when x 3 increases by half a unit and x 4 decreases by half a unit, which is unlikely to occur given the strong positive correlation between x 3 and x 4 . The standardized values of the 5 points are:
x 1 = (0.00, 0.00, 0.00, 0.00), which is at the center of the feasible prediction region; x 2 is in the feasible prediction region as −0.21 ≈ −0.19 and 0.31 ≈ 0.33; x 3 is close to x 1 , so it is also in the feasible prediction region. The predictions at these three points are expected to be accurate.
Plotting values of the first two variables (x 1 , x 2 ) of these five prediction points with that of the 13 points in the original Hald data finds x 4 and x 5 to be outside the data hull; see Figure 1 . So making predictions at these two points is extrapolation.
Examining their standardized versions x 4 and x 5 , we see that x 4 is in the feasible prediction region whereas x 5 is not. Hence, we expect the prediction at x 4 to be more accurate than that at x 5 . The following R output gives the predicted value and the estimated variance (31) of the predicted value at the 5 points: The prediction is accurate at the first four points which are inside the feasible prediction region, even though the fourth point x 4 is outside the data hull. But it has a large variance at x 5 as this point is not in the feasible prediction region.
Concluding remarks
Multicollinearity due to strongly correlated predictor variables arises often in applications. It represents a redistribution of information which allows some group effects of these variables to be very accurately estimated at the expense of others, notably individual parameters of these variables, becoming not estimable (Tsao, 2018) . From this standpoint, it is both good and bad depending on what we want to estimate.
Comparing to ridge regression and principal component regression, the group-based approach to the least squares regression makes use of the good in multicollinearity instead of trying to overcome the bad at the cost of losing the simple least squares method. Comparing to the traditional least squares regression analysis, it is a shift of focus from individual variables centered analysis to a group centered analysis which turns multicollinearity from a problem into a source of information.
Although accurate estimation for parameters of strongly correlated variables is not attainable, we argue that it is also not very important. When a variable is strongly correlated with other variables, we need to take into consideration the strong correlation and avoid looking for the impact of this variable in isolation. Thus an accurate estimation of its parameter is not as important as that for a variable not strongly correlated with others. What is important in this case is the collective impact of all strongly correlated variables on response. This collective impact lies at the heart of the group-based approach to the least squares regression.
The group-based approach is the most effective in situations where strongly correlated groups are easily identified, such as in the real and simulated examples above.
We have provided two conditions to informally define a group of strongly correlated variables at the beginning of Section 2.2. A formal quantitative definition is more difficult to formulate and perhaps unnecessary. A data analyst with a good understanding of the problem at hand should be able to tell whether there are strongly correlated groups in the data to justify the use of the group-based approach.
Finally, the availability of a simple check on accuracy provided by the variance formula (31) compensates for the lack of a stronger theoretical underpinning for the group-based approach to estimation and prediction accuracy investigation at the present time. The approach is inspired by theoretical results concerning the uniform model (15) , but outside the uniform model it is mainly supported by strong numerical evidences such as those shown in this paper. Theoretical investigation on this approach is continuing. In the meantime, the simple check provides users of this approach a simple means to verify its validity in any real applications.
