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Abstract
The approximate pattern matching problem (APM) consists in locating all occurrences of a given pattern
P in a text T allowing a speciﬁc amount of errors. Due to the character of real applications and the fact
that solutions do not have error-free nature in Computer Science, solving APM is crucial for developing
meaningful applications. Recently, Ilie, Navarro and Tinta presented a fast algorithm to solve APM based
on the well-known Landau-Vishkin algorithm. However, the amount of available memory limits the usage of
their algorithm, since it requires all the answer array be in memory. In this article, a practical semi-external
memory method to solve APM is presented. The method is based on the direct-comparison variation from
Ilie et al.’s algorithm. Performance tests with real data of length up to 1.2 GB showed that the presented
method is about 5 times more space-eﬃcient than Ilie et al.’s algorithm and yet, has a competitive trade-oﬀ
regarding time.
Keywords: Semi-External,Approximate Patten Matching, String-Matching, Space-Eﬃcient,
Landau-Vishkin
1 Introduction
Exact pattern matching is an important problem which gives birth to a variety
of applications in Computer Science, such as: Document Retrieval, Text Edition,
Compiler tools, and many others.
When a ﬁxed number of errors is allowed, interesting applications, with diﬀerent
complexities, arise (cf. [17,21,5]), from which the following can be mentioned:
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• Fragment Mapping and assembling in Computational Biology: A high throughput
sequencer gives as output billions of short fragments. In order to do accurate ge-
nomic/transcriptomic analysis, it is often necessary to map or to assemble all the
fragments in a reference genome. Since errors are inherent within the sequencer
technology, an exact approach is limited, once it does not deal with nucleotide
mismatches, deletions or insertions.
• Sequence Alignment with respect to a score: given a set of sequences, one must
identify the similarities (or the lack of them) among them in order to achieve rel-
evant results. This can be a crucial step towards the construction of phylogenetic
trees, which estimate the evolutionary distance between organisms.
• Signal processing: noise in channels is inherent to the nature of signal processing.
Hence, more robust methods which can deal with errors are indispensable.
• Document Retrieval: when allowing errors, one can execute more complex queries
for the retrieval of documents, which is diﬃcult when depending only on exact
pattern matching.
Several algorithms have been proposed in the literature to solve APM (cf.
[22,20,15,2]). Among them, the Landau-Vishkin algorithm relies on the extension
of the diagonals in a dynamic programming table to ﬁnd approximate occurrences
of a pattern in a text increasing the number of admissible errors in each extension
[13]. However, this algorithm has a high consumption of memory, since it is based
on complex data structures such as Suﬃx Trees or Suﬃx Arrays to execute the
diagonal extension in constant time [3]. A variation of this algorithm proposed by
Ilie et. al [7] has been reported to be faster and more space-economical than the
classical version, since it does not rely on complex data structures, for it is based
on a brute-force, but reliable way to extend the diagonals.
Despite of being eﬃcient, the amount of available memory limits the usage of
their algorithm, since it requires all the answer array be in memory. For instance, in
an ordinary computer with 4 GB of RAM, it could only manipulate texts of length
up to 750 MB. Therefore, a more space-eﬃcient strategy would be necessary.
This work presents a practical semi-external memory method to solve APM by
using the direct-comparison variation from [7]. Performance tests with real data
of length up to 1.2 GB were done. It was shown that this approach is ≈ 5× more
space-eﬃcient than the pure direct-comparison variation and yet, has a competitive
trade-oﬀ regarding time. Hence, by using both memory and disk in a clever way, it
is feasible to manipulate larger ﬁles which were impossible to be treated before.
This article extends previous work presented at WEIT 2015 (see the eight page
full paper in [18]) by adding Manzini’s corpus for experiments regarding time and
memory consumption. It also includes a more detailed explanation of the Landau-
Vishkin algorithm, related work techniques and algorithms.
The rest of the article is organized as follows. Section 2 introduces basic concepts
and notation, Section 3 presents related works, Section 4 describes the proposed
method, Section 5 presents experimental results and Section 6 concludes the article
and presents possible future works.
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2 Background
Let Σ∗ denote the set of all strings over the ﬁnite alphabet Σ = {a0, a1, . . . , aσ−1},
such that |Σ| = σ. The empty string is denoted by , which has length || = 0.
The ith symbol of a given string X ∈ Σ∗ is denoted by X[i]. Substrings of X are
denoted by X[i, j] = X[i]X[i+1] . . . X[j], 0 ≤ i ≤ j < |X|−1, otherwise X[i, j] = .
Suﬃxes X[i, |X| − 1] are denoted by Xi.
Two particular strings, called the text and the pattern, are denoted respectively
by T and P , with |T | = n and |P | = m.
Deﬁnition 2.1 [Edit Distance] For given feasible operations on strings, the edit
distance between any two strings X and Y , denote as δ(X,Y ), is the number of
required operations which turns X into Y .
A common distance function used is the Levenhestein distance, whose operations
are based on insertion, deletion and substitution of symbols, each with cost 1. From
now on, this will be the standard distance.
Deﬁnition 2.2 [APM] The Approximate Pattern Matching Problem can be for-
mulated as, given T , P and a number of errors k, return all positions:
Occ = {j|0 ≤ i ≤ j < n ∧ δ(P, T [i, j]) ≤ k} (1)
Occ stands for the positions where P ends in T with at most k errors.
Figure 1 illustrates the occurrences of P = ACA in T = ACTAGACATAGCAA
allowing at most one error (insertion, deletion or mismatch).
Figure 1. Ocurrences of P = ACA in T = ACTAGACATAGCAA allowing at most one error.
Deﬁnition 2.3 [LCE] The longest common string (LCE) of any given two strings
X and Y corresponds to the length of the maximal preﬁx shared by X and Y :
LCE(X,Y ) = max{k|X[0, k − 1] = Y [0, k − 1]} (2)
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The Suﬃx Tree [23] is a fundamental text indexing data structure, as shown by
[5]. However, its space consumption turns their usage unfeasible for large strings.
The suﬃx array [14] is one of the most important space-eﬃcient alternative which
has been used to solve eﬃciently (in time and space) many string processing prob-
lems (cf. [19]).
Deﬁnition 2.4 [SA] A Suﬃx Array, SA for short, of a text T is an array A of
integers containing the position of the Suﬃxes in lexicographical order induced by
the order of the alphabet symbols. Hence:
TA[0] < TA[1] < . . . < TA[n−1]
Deﬁnition 2.5 [ISA] The inverse Suﬃx Array of a text T is an array A−1 of integers
containing in the ith entry, the lexicographical position of the ith suﬃx among the
others.
While in the Suﬃx Array A[i] is concerned about the ith suﬃx in lexicographical
order, A−1[i] corresponds to the lexicographical position of the suﬃx Ti among the
other suﬃxes of T . Therefore A[A−1[i]] = i.
Deﬁnition 2.6 [LCP] The Longest-Common-Preﬁx is deﬁned as the length of the
maximal preﬁx shared by two consecutive entries in the SA A. Formally:
LCP(i) =
⎧
⎨
⎩
0, i = 0
LCE(TA[i−1], TA[i]), i > 0
(3)
Table 1 shows a SA A augmented with A−1 and the LCP for the text T ′ =
ACTAGACATAGCAA#ACA$.
Deﬁnition 2.7 [RMQ] The Range-Minimum-Queries over an array V , denoted as
RMQV , is deﬁned as:
RMQV (i, j) = min{argmin{V [k] | i ≤ k ≤ j}} (4)
Thus, RMQV (i, j) holds the leftmost position in which occurs the minimum value
on V [i, j].
Suﬃx Arrays and their inverses can be build in Θ(n) time, as shown by
Ka¨rkka¨inen and Sanders [9]. The LCP information also can be computed in Θ(n)
time [10]. The RMQLCP support data structure can be computed in Θ(n) as well
while allowing Θ(1) queries (cf. [8,4]).
3 The Landau-Vishkin Algorithm
The Landau-Vishkin Algorithm, proposed originally in [13], solves the APM. This
algorithm is based on a dynamic programming technique which, at the kth iteration,
obtains the maximal extension of diagonals of the dynamic programming table
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Table 1
Suﬃx array for T ′ = T#P$ = ACTAGACATAGCAA#ACA$.
i T ′A[i] A[i] A
−1[i] LCP[i]
0 #ACA$ 14 7 0
1 $ 18 14 0
2 A#ACA$ 13 17 0
3 A$ 17 8 1
4 AA#ACA$ 12 15 1
5 ACA$ 15 6 1
6 ACATAGCAA#ACA$ 5 13 3
7 ACTAGACATAGCAA#ACA$ 0 10 2
8 AGACATAGCAA#ACA$ 3 18 1
9 AGCAA#ACA$ 9 9 2
10 ATAGCAA#ACA$ 7 16 1
11 CA$ 16 12 0
12 CAA#ACA$ 11 4 2
13 CATAGCAA#ACA 6 2 2
14 CTAGACATAGCAA#ACA$ 1 0 1
15 GACATAGCAA#ACA$ 4 5 0
16 GCAA#ACA$ 10 11 1
17 TAGACATAGCAA#ACA$ 2 3 0
18 TAGCAA#ACA$ 8 1 3
allowing at most k errors. The diagonals refers to the Table of the classical Dynamic
Programming technique which computes the minimal edit distance [6].
Considering k as the number of errors, and i as the ith diagonal, the dynamic
programming technique is based on the recurrence relation L(i, k):
L(i, k) =
⎧
⎪
⎪
⎪
⎪
⎪
⎪
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⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪⎩
For (k = 0) ∧ (0 ≤ i ≤ n),
L(i, 0) := LCE(P0, Ti)
For (−(m− 1) ≤ i < 0) ∧ (k = −i),
L(i, k) := let j = (L(i+ 1, k − 1) + 1) in
if j ≥ m+ i then m+ i
else max(LCE(P−i, T0), j + LCE(P−i+j+1, Tj+1))
For (−(m− 1) ≤ i ≤ 0) ∧ (k = −i+ 1)
L(i, k) := let j = max(L(i, k − 1) + 1, L(i+ 1, k − 1) + 1) in
if j ≥ m+ i then m+ i
else j + LCE(P−i+j+1, Tj+1)
For (0 < k ≤ m) ∧ (−(m− 1) ≤ i < n),where
for (i ≥ 0), (k + i ≤ n) ∧ for (i < 0), (k > −i+ 1)
L(i, k) := let j = max(L(i− 1, k − 1), L(i, k − 1) + 1,
L(i+ 1, k − 1) + 1) in
if j ≥ m ∨ i+ j ≥ n thenmin(m,n− i)
else j + LCE(Pj+1, Ti+j+1)
(5)
Thus, by this relation, L(i, k) indicates that P [0, L(i, k)−1] occurs at the position
i+ L(i, k)− 1 of T with at most k errors.
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Figure 2. ith diagonal extension in the Landau-Vishkin Algorithm via diagonal i− 1.
This recurrence states that, for the diagonal i, allowing k errors, ﬁrstly, one has
to look for the maximal extensions in diagonals i − 1, i and i + 1 allowing k − 1
errors; afterwards, one has to introduce an error, and ﬁnally, to extend the diagonal
maximally once again. Graphically this is represented in the Figure 2.
The implementation details of the dynamic programming technique are given in
the Algorithm 1. One does not need to represent the entire Dynamic Programming
Table, only the array L is necessary. The Table 2 shows a snapshot of table L for
T = ACTAGACATAGCAA and P = ACA allowing at most k = 1 errors.
The Landau-Vishkin Algorithm in the worst-case takes Θ(nk ·tLCE), where tLCE
stands for the time needed to compute the LCE(PL[i]+1, Ti+L[i]+1) [13].
Table 2
Snapshot of L[i] for T = ACTAGACATAGCAA and P = ACA
-1 0 1 2 3 4 5 6 7 8 9 10 11 12 13
L[0] 1 -1 -1 0 -1 2 -1 0 -1 0 -1 -1 0 0
L[1] 2 2 1 2 2 2 2 2 2 1 1 2 2 1 1
3.1 Classical Approach
The classical approach computes LCE(PL[i]+1, Ti+L[i]+1) with the aid of Suﬃx Trees
[13]. First, a generalized Suﬃx Tree is build for the text T ′ = T#P$ and then,
Lowest Common Ancestor (LCA) queries are done between leaves in order to obtain
the LCE value. Since LCA queries can be done in Θ(1) time with a Θ(n) time
preprocessing [1], it is possible to extend a diagonal maximally in Θ(1) time.
However, Suﬃx trees have a high consumption of memory in practice. In fact,
considering the worst case behavior, Suﬃx Trees have a consumption between 10×
and 15× the text input size [12]. This huge factor turns the manipulation of long text
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unfeasible due the restricted amount of memory available in ordinary computers.
Algorithm 1. Generic Landau-Vishkin Algorithm
Input: P, T, k
Output: {j|P ends in T [j] with at most k errors}
L[i] ← −2,−k ≤ i ≤ n
for e ← 0; e ≤ k; k ++ do
prev ← −2
cur ← −2 + e
next ← L[−e+ 1]
for i ← −e; i < n; i++ do
L[i] ← max(prev, cur + 1, next+ 1)
L[i] ← max(L[i],m− 1)
if (i+ L[i] + 1 < n) then
L[i] ← L[i] + LCE(PL[i]+1, Ti+L[i]+1)
prev ← cur
cur ← next
next ← L[i+ 2]
for i ← −k; i < n; i++ do
if L[i] ≥ |P | − 1 then
ReportMatch(Ti+|P |−1)
3.2 Using Suﬃx Arrays
A variation proposed by Miranda and Ayala-Rinco´n [3] uses a variant of Suﬃx
Arrays. The used data structure are essentially Suﬃx Arrays augmented with
additional information: the inverse Suﬃx Array (ISA), the Longest-Common-
Preﬁx (LCP) information and a support data structure for Range-Minimum-Queries
(RMQ).
In order to compute the value LCE(PL[i]+1, Ti+L[i]+1) in Θ(1) time, one needs
to build a complex data structure in the preprocessing phase. Building this data
structure consist of: creating the Suﬃx Array A for T ′ = T#P$, computing its
inverse A−1, calculating its LCP information and building a support data structure
RMQLCP .
The answer of a given RMQLCP (k, l) can be obtained in constant time after that
data structure is built. Thus, LCE(PL[i]+1, Ti+L[i]+1) = LCP[RMQLCP (k + 1, l)],
where k = min{A−1[L[i] + n + 2], A−1[L[i] + i + 1]} and l = max{A−1[L[i] + n +
2], A−1[L[i] + i+ 1]}. Hence, the LCE query is supported in constant time.
For example, in the Table 1, LCE(AGCAA#ACA$, ACA$) corresponds to
LCP[RMQLCP (6, 9)] = LCP[8] = 1.
The resulting procedure is given by Algorithm 2.
Since RMQLCP queries take Θ(1) time, tLCE ∈ Θ(1). Therefore, the Landau-
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Algorithm 2. Extension of diagonals by using LCP and RMQ queries
Input: P, T, i, L[i], A−1,LCP,RMQLCP
Output: LCE(PL[i]+1, Ti+L[i]+1)
i1 ← A−1[|T |+ L[i] + 2]
i2 ← A−1[i+ L[i] + 1]
if i1 > i2 then
Swap(i1, i2)
return LCP[RMQLCP (i1 + 1, i2)]
Vishkin algorithm takes Θ(kn) in the worst case when using this collection of data
structures.
3.3 The Direct Comparison Variation
Despite assuring a Θ(kn) worst case time, the classical solution is often considered
unpractical, due to the large factors involved in the construction of Suﬃx Arrays,
LCP information and the RMQ support data structure.
Moreover, according to Ilie et. al, LCE values tend to be quite small on average
[7]. In fact, there is a proof that, the average LCE(S,R) considering all strings S
and R of length n, is ≤ 1
σ − 1.
Due to this behavior, RMQ queries do not go well, since despite taking time in
Θ(1), a meaningful overhead is present. A brute-force approach to compute LCE
values is faster in practice, since they are usually small.
Ilie et. al showed that the Landau-Vishkin algorithm turns from a unpracti-
cal one to a practical one when direct-comparisons are made in order to compute
LCE(PL[i]+1, Ti+L[i]+1).
The Algorithm given in 3 shows the direct-comparisons version of the diagonal
extension.
Algorithm 3. Extension of diagonals by using direct-comparisons
Input: P, T, L[i]
Output: LCE(PL[i]+1, Ti+L[i]+1)
c ← 0
while P [L[i] + 1 + c] = T [i+ L[i] + 1 + c] do
c++
return c
The extension by direct-comparisons turned out to be very eﬀective [7]. Besides,
it uses the computer resources in a more appropriate way, especially with respect
to cache memory. This is due to the great locality of reference, which was poor in
the RMQ based queries of the classical variation.
Asymptotically, when using the direct-comparisons, tLCE = O(m) in the worst
case. However, on average, tLCE =
1
σ−1 ∈ Θ(1). Therefore, a Landau-Vishkin
approach, in the average case using direct-comparisons, would take Θ(kn) time.
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Table 3
Memory, data structures and time required for Landau-Vishkin variations
Variations
Classical Direct-Comparisons Semi-External
Data Structures P, T,A,A−1,LCP,RMQ and L P, T and L P and T
Memory (bytes) ≈ 17.875n+m 5n+m n+m+Θ(1)
Worst-Case Θ(kn) Θ(knm) Θ(knm)
Average-Case Θ(kn) Θ(kn) Θ(kn)
4 Proposed Semi-External Memory Method
A shared problem between the classical and the direct-comparison versions of the
Landau-Vishkin algorithm is the amount of memory used. The straightforward
classical variation needs 4n bytes for A, 4n bytes for A−1, 4n bytes for the LCP
information, 4n bytes for the L array, n bytes for the text, m bytes for the patten
and≈ 78n bytes for the RMQLCP support data structure based on [4]. The faster and
more space-economical direct-comparison variation does not need any preprocessed
data structure, only n bytes for the text, m bytes for pattern and 4n bytes for the
L array.
Thus, an ordinary computer with 4 GB of RAM could only manipulate texts of
≈ 200 MB in the classical variation and ≈ 750 MB in the pure direct-comparison
variation. Therefore, long texts cannot be treated by ordinary approaches. A more
space-eﬃcient strategy is necessary.
Semi-external algorithms are in between internal memory algorithms and ex-
ternal memory algorithms. An algorithm is named semi-external if the input is
dependent to the amount of available memory, but it also uses external memory. In
practice, a semi-external algorithm accesses the data in the disk sequentially and
maintains in memory the data which needs to be accessed randomly.
This work proposes a practical semi-external memory method based on the
direct-comparison variation from [7] to solve APM. This method explores the fact
that the array L is not entirely needed in memory. Thus, one can keep a block
B = L[j, j + |B| − 1] in main memory to process the diagonals j + 1 . . . j + |B| − 2.
When the next block of diagonals need to be computed, one simply stores B into
disk and loads the new chunk B′ = L[j+|B|−1, j+2|B|−2]] from the same disk into
memory. Since these values would occupy a contiguous space in the disk, seeks are
minimized, for the data tend to be in the same track, and hence, the technique does
not struggle from the disk access bottleneck. Choosing B ∈ Θ(1), the overall space
required is n+m+Θ(1), that is about 5× less than the original direct-comparisons
variation (5n+m bytes).
The Table 3 summarizes the issues discussed until now.
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(a) 69 MB JDK File (b) 39 MB HOWTO ﬁle.
Figure 3. Manzini corpus ﬁles.
(a) 114 MB RCTAIL ﬁle. (b) 116 MB RFC ﬁle.
Figure 4. Manzini corpus ﬁles.
5 Experimental Results
In order to evaluate the proposed semi-external variations, experiments were per-
formed considering collections of long texts from Pizza&Chili 4 and Manzini 5 cor-
pora. Table 4 shows a description of the used texts. Each text has its own particu-
larities and speciﬁc alphabets.
Comparisons were done with the respective Landau-Vishkin algorithm varia-
tions:
(i) LV RMQ: classical Variation with Suﬃx Arrays. Uses A, A−1 , LCP and
4 http://pizzachili.dcc.uchile.cl/
5 http://people.unipmn.it/~manzini/lightweight/corpus/
5 http://dblp.uni-trier.de/db/
6 ftp://ftp.ebi.ac.uk/pub/databases/swissprot/release_compressed/
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Table 4
Texts used in the experiments.
Text Size (MB) Description
Manzini Corpus
JDK 69.72 HTML ﬁle documenting Java 2
HOWTO 39.42 Describes DFX graphics accelerator chip support for Linux
RCTAIL 114.71 XML ﬁle containing news from Reuters
RFC 116.42 A request for comments ﬁle
Pizza&Chili Corpus
DNA 403.92 DNA texts collected from Gutenberg project
DBLP 293.13 XML ﬁles containing bibliographical information from DBLP 6
English 1073.74 Natural Language texts collected from Gutenberg Project
Proteins 1184.05 Sequence of proteins obtained from Swissprot 7
RMQLCP . To build A, libdivsufsort was used [16]. The LCP was con-
structed by the authors using Kasai et. al method [10]. For the support
RMQLCP data structure, code from [4] was used.
(ii) LV DMIN: direct-comparison variation aided by LCP information. It uses direct-
comparisons only if the distance in the Suﬃx Array from the suﬃxes PL[i]+1
and Ti+L[i]+1 is large enough (suﬃxes which are close in the Suﬃx Array tend
to share more symbols). Otherwise, a linear scan picking the minimum LCP
value between these two suﬃxes is used. In this variation RMQLCP is not used.
(iii) LV DC: our direct-comparison variation. Only needs P , T and L.
(iv) LV DC NAV: Ilie’s et al. direct-comparison variation from [7] 8 .
(v) LV DC SE: our semi-external variation using a SATA 500 GB, 7200 RPM hard
disk drive.
(vi) LV DC SE SSD: our semi-external variation using a 64 GB, SATA SSD disk.
The code is based on C++11 standard and all tests ran in an Ubuntu 12.04
64-bit, core i5-750, 4GB 1333 Mhz RAM machine. All codes were compiled
using g++ 4.8 with the -O2 ﬂag for optimization purposes. The block size used
for the Semi-External variation was B = 1 MB. The code is available on https:
//github.com/danielsaad/Semi-External-Landau-Vishkin.
Each experiment was executed 3 times and the lowest wall clock time was cho-
sen. A strong statistical analysis regarding more executions were not done once the
Landau-Vishkin variations diﬀer one from another orders of magnitudes consider-
ing time. At every experiment, a pattern with length 50 was chosen from the text
randomly, as was done in [7], since the overall time showed to be largely indepen-
dent of P and m. Errors from the set {0, 1, 2, 3, 6, 10, 20} were considered in the
experiments. Preﬁx ﬁles from the corpora were also considered. For measuring the
used memory, the malloc count 9 tool was used.
Figures 3 and 4 show the experiments considering Manzini corpus. On every
8 The direct-comparisons Landau-Vishkin code was made available by Gonzalo Navarro.
9 https://github.com/bingmann/malloc_count
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experiment, one can see that both the direct-comparison variations (LV DC and
LV DC NAV) are faster than any other variation. The slower one is the classical
approach using RMQ queries, which behaves poorly for every ﬁle, conﬁrming the
high constants involved in the algorithm. The semi-external variations (LV DC SE
and LV DC SE SSD) have a good trade-oﬀ between space and time, for they are a
order of magnitude slower if compared with the direct-comparison variations, but
they require ≈ 5× less memory. Finally, the hybrid LV DMIN variation shows to be
as competitive as the semi-external variations, since the data structures required
taking a considerable amount of time to be built, however, their space requirements
are much higher than the semi-external variations.
We shall consider now experiments under Pizza&Chili Corpus.
For DNA ﬁles, Figure 5 shows the experiments performed. Considering the
209 MB preﬁx ﬁle from Figure 5a, it is clear that the classical variation is un-
practical, taking two orders of magnitude more than the direct-comparison varia-
tions. Once again, the semi-external variations show to have a good compromise
between time and space, being only one order of magnitude slower than the direct-
comparison variation. Again, LV DMIN shows a similar behavior with respect to the
semi-external variations, but using much more memory. Figure 5b shows a situation
where the classical and the LV DMIN variations do not ﬁt in memory. Once again, the
semi-externals variations showed to be very competitive with respect to time/space
trade-oﬀ. Also, it can be noticed that the LV DC SE SSD variation has a signiﬁcant
diﬀerence in relation as the LV DC SE variation, which shows the potential of the
SSD technology for larger ﬁles.
Considering now the XML alphabet, Figures 6a and 6b show the experiments
performed for the 209 MB preﬁx and the 293 MB XML-DBLP ﬁles. As discussed
before, the semi-external variations have an acceptable trade-oﬀ between time and
space. Besides, Figure 6b shows that both the classical and the LV DMIN variations
are unfeasible for larger ﬁles, since they do not ﬁt in main memory.
Figures 7 and 8 show the results with respect to the English and Proteins,
respectively. The same behavior from the previous experiments is observed. The
interesting cases are shown in Figures 7b and 8b. In these two experiments, even the
direct-comparison variations do not ﬁt in memory, thus the semi-external variations
show their truly utility. Once again, the LV DC SE SSD shows to be more eﬃcient
than the LV DC SE variation for larger ﬁles.
Regarding the peak memory consumption, Table 5 shows that LV DC SE has
a much lower space consumption than the LV DC version (about 5×). LV RMQ and
LV DMIN have a higher space consumption which explains why such variations cannot
handle bigger texts. One can see that in Pizza&Chili Corpus the results in
the experiments are the same, once the used data structures are independent of
the underlying alphabet. The practical results reﬂects the theoretical information
shown by table 3.
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(a) 209 MB preﬁx DNA ﬁle. (b) 403 MB DNA ﬁle.
Figure 5. DNA ﬁles
(a) 209 MB preﬁx DBLP-XML ﬁle. (b) 293 MB DBLP-XML ﬁle.
Figure 6. DBLP-XML ﬁles
6 Conclusions and Future Work
APM is a very important and recurrent problem in Computer Science with appli-
cations in many areas. The Landau-Vishkin method solves this problem by using
the classical dynamic programming approach by extending maximally each diago-
nal of the table while the number of errors is increased by one. It has been shown
that the classical variation performs poorly in practice. Due to an observation from
[7], it was shown that the expected LCE between any two strings with length n is
1/(σ−1). Hence, a brute-force approach to compute LCE values results faster than
elaborated and complex solutions, such as the ones given in [13,3].
This work proposed a semi-external variation of the Landau-Vishkin algorithm
based on direct-comparisons. Despite of being only an order of magnitude slower
in the majority of the experiments than the pure direct-comparison variations, the
semi-external variation is a factor of ≈ 5× more space-eﬃcient, as stated by Tables
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(a) 209 MB preﬁx English ﬁle. (b) 1073 MB English ﬁle.
Figure 7. English ﬁles
(a) 209 MB preﬁx Proteins ﬁle. (b) 1184 MB Proteins ﬁle.
Figure 8. Proteins ﬁles
3 and 5. Besides, the semi-external variation is able to manipulate larger texts
which cannot be possibly treated by the pure direct-comparison variation, since it
does not ﬁt in main memory. Consequently, the proposed semi-external memory
approach is of practical value.
Further possible improvements include the following. In order to make the semi-
external memory method more space and time eﬃcient, one could represent the
alphabet in a succinct way. For example, considering a DNA alphabet, one could
spend only 2 bits per symbol, instead of a byte. Bit packing can be employed as well,
since when packing several symbols under a single integer, multiple comparisons can
be performed at once. Compressing texts while allowing random access to them (cf.
[11]) can be a good option in order to manipulate huge texts as well when the raw
representation does not ﬁt in main memory.
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Table 5
Peak Memory Consumption.
Peak memory for each variation (MB)
File Size (MB) LV DC SE LV DC LV RMQ LV DMIN
Manzini Corpus
JDK 69.72 78.163 348.67 1241.29 1185.70
HOWTO 39.42 47.85 197.13 701.30 670.48
RCTAIL 114.71 123.14 573.58 2041.83 1950.40
RFC 116.42 124.85 582.13 2072.28 1979.48
Pizza&Chili Corpus
DNA 209.71 218.14 1048.60 3735.88 3565.46
DBLP 209.71 218.14 1048.60 3735.88 3565.46
ENGLISH 209.71 218.14 1048.60 3735.88 3565.46
PROTEINS 209.71 218.14 1048.60 3735.88 3565.46
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