This paper aims at being a guide to understand polynomial transformations and polynomial reductions between NP-complete problems by presenting the methodologies for polynomial reductions/transformations and the differences between reductions and transformations. To this end the article shows examples of polynomial reductions/transformations and the restrictions to reduce/transform between NP-complete problems. Finally, this paper includes a digraph with the historical reductions/transformations between instances of NP-complete problems and introduces the term family of polynomial transformations.
Introduction
The theory of computational complexity (the part of computer theory that studies the resources required during the calculation to solve a problem [1] ) introduces the notion of complexity classes (P, NP, NP-complete and NP-hard) of real problems. P problems are the class of problems that can be solved in polynomial time as a function of the given input size [2] . NP problems are the set of problems that can be verified in polynomial time as a function of the given input size [2] using a nondeterministic Turing machine. NP-complete problems constitute the class of the most difficult possible NP problems.
This paper aims at being a guide to understand polynomial transformations between NP-complete problems. These kinds of transformations have been used for: (a) proving that a problem is easy by reducing it to a problem known to be solvable by a polynomial algorithm, for example Ford and Fulkerson in 1962 [3] described many of these reductions; (b) proving that a problem is difficult through reduction to show that some problems are difficult, some examples of reductions were described by Dantzig, Blattner and Rao in 1967 [4] ; (c) reducing a problem of unknown complexity to another problem that is or is suspected to be difficult. A polynomial transformation between NP-complete problems allows a language (L 1 ) and a language (L 2 ) to be transformed in polynomial time.
Section 2 describes the methodologies of polynomial transformations. In Section 3 the historical transformations between NP-complete problems are presented. Section 4 explains the differences between a polynomial reduction and a polynomial transformation. Finally, in Section 5 the conclusions and some remarks of this research are presented.
Methodologies of polynomial transformations
In this section, we show the methodologies of polynomial transformation between NP-complete problems using several examples:
(a) For polynomial reductions. Knapsack Problem ∝ 2-Partition Problem (Section 2.1.1), SAT ∝ Clique (Section 2.1.2), and SAT ∝ 0-1 Integer Programming (Section 2.1.3). (b) For polynomial transformations. HC ≤ P TSP (Section 2.2.1), SAT ≤ P 3-CNF SAT (Section 2.2.2), 1D-BPP ≤ P 2-PAR (Section 2.2.3).
Polynomial reductions
Post [5] and later Ladner et al. [6, 7] introduced the notion of truth-table reducibility. A set A is truth reducible to B (A ≤ tt B) if, given x, one can effectively compute a finite set of words, say y 1 , . . . , y k , and a Boolean function ∝ such that x ∈ A if and only if ∝ (C B (y 1 ), . . . , C B (y k )) = 1, where ∝ was represented by its table.
The term polynomial reducibility was previously denominated in different ways: P-reducibility was the basic Cook's notion of reducibility between languages, which contained polynomial time Turing reducibility, occasionally known as Cook reducibility [1] . A set A is Turing reducible to a set B in polynomial time (A ≤ P T B) if there is an oracle Turing machine M and a polynomial function p such that x ∈ A iff M accepts x with B as its oracle within p(n) steps. (An oracle Turing machine is a multi-tape Turing machine with a special oracle tape and special states Q, YES, and NO. Should the machine enter state Q, then the next state is YES or NO depending on whether or not the string currently written on the oracle tape is in the oracle set.)
Later Meyer and Stockmeyer [8] have used a notion of nondeterministic polynomial time Turing reducibility. They Turing machine transducer M that runs in polynomial time such that x ∈ A just in case there is a y computed by M on input x with y ∈ B [6, 7] . (c) A is a nondeterministic polynomial time truth table reducible to B (A ≤ NP tt B) if and only if there is a nondeterministic Turing machine transducer M that runs in polynomial time and a polynomial time computable evaluator e such that x ∈ A just in case on input x, M computes a tt-condition y which is e-satisfied by B [6, 7] .
In the same year, Karp [9] changed the original term from polynomial Turing reducibility to polynomial transformability and called it Karp reducibility, which permits us to reduce the members of the problem class among them, occasionally called polynomial time bounded many-one reducibility [1, 2, 9] . A set A is many-one reducible to B in polynomial time (A ≤ The most famous first polynomial transformations of instances known as polynomial reductions are attributed to Karp [9] and Cook [1] , although initially they considered language reduction from a problem to another problem. It is necessary to mention that what they considered as language was in fact chains of symbols and not properly a formal language as is known nowadays.
Definition of polynomial reduction (Karp) [9] : Let L and M be two languages, then L is reducible to M if there exists a
Incidentally, for Karp a subset of ∑ * (the set of all the finite chains of 0s and 1s) is called language.
Definition of polynomial reduction (Cook) [1] : A set S of chains of symbols (on a fixed, large and finite alphabet {0.1, * }) is polynomial reducible to a set T of chains of symbols (on a fixed, large and finite alphabet {0.1, * }) if there exists a query machine M and a polynomial Q (n), such that for each input string w the computation time of M with input w halts in Q (|w|) steps (|w| is the length of w) and ends in the accept state iff w ∈ S. Cook [1] defined a language as a set G of chains of symbols on a fixed, large and finite alphabet {0, 1, * }.
In other words, Cook's reduction implied the analysis of an input string using a one-tape Turing machine (with rules for state transitions) and one query tape (that contained a finite list of the valid strings for that Turing machine and its equivalence in the other language).
Karp mentions 21 polynomial reductions between NP-complete problems [9] . In subsequent subsections we exemplify the following polynomial reductions: Knapsack Problem ∝ 2-Partition Problem, SAT ∝ Clique, and SAT ∝ 0-1 Integer Programming.
Example of reduction Knapsack Problem ∝ 2-partition
The polynomial reduction will be carried out from a language for the Knapsack Problem to another language for the 2-Partition Problem.
Definition of the Knapsack Problem [9, 10] : Given a set of objects of sizes a j (j = 1, . . . , r) and a vector of binary variables x j (j = 1, . . . , r) with value 1 if object j is selected and 0 otherwise, and a knapsack of capacity b. Then, if p j is a measure of the comfort given by object j, the problem consists of selecting objects such that the overall sum of their sizes does not exceed the knapsack capacity. The input parameters of the Knapsack Problem are: K = {a 1 , a 2 , . . . , a r , b}, where b is the capacity of the knapsack and a j are the objects to be assigned to the knapsack.
Definition of the 2-Partition Problem [9, 10] : Given a set of integer numbers U, the problem consists of determining if there exists a partition constituted by two disjoint subsets A and A c , such that each number is assigned to just one subset and the sum of the numbers in subset A equals that of subset A c . The input parameters of 2-Partition are:
where the c i 's are integer numbers.
Expressions (1)- (4) were proposed by Karp [9] for reducing the Knapsack Problem to 2-Partition.
In this example we reduce the Knapsack instance K = (1, 1, 1, 1, 3) to an instance of 2-Partition.
Step 1. Determine first the values of r (the number of objects) and b, in this case r = 4 and b = 3.
Step 2. Use expression (1) for starting the reduction process between the two problems, thus obtaining s = 4 + 2 = 6, which means that the vector for 2-Partition will have 6 items, P = (_, _, _, _, _, _).
Step 3. Use expression 2 for reducing the elements of vector a of the Knapsack Problem to vector c elements of 2-Partition.
The reduction yields P = (1, 1, 1, 1, _, _), remaining two elements c r+1 and c r+2 of 2-Partition without values.
Step 4. Calculate the value of c r+1 using expression (3), which yields c r+1 = b + 1 = 3 + 1 = 4, so the vector for 2-Partition would be P = (1, 1, 1, 1, 4, _), and the element c r+2 of 2-Partition would remain without value.
Step 5. Calculate the value of c r+2 using expression (4), thus yielding c r+2 = (1
thus, the resulting vector for 2-Partition would be P = (1, 1, 1, 1, 4, 2).
Step 6. Finally, we obtained the vector for 2-Partition reduced from the Knapsack Problem, which can be expressed as follows:
Example of reduction SAT ∝ clique
The polynomial reduction will be carried out from a language for SAT to another language for the Clique problem. Definition of the Satisfiability (SAT) problem [9] : Given a Boolean formula, find an assignment of values to each of its variables such that the formula evaluates to 1 or verifies that there does not exist such an assignment. The input parameters of SAT are the set of clauses C = {c 1 , c 2 , . . . , c p }, and variables X = {x 1 , x 2 , . . . , x n }.
Definition of the Clique problem [2, 9] : Given a graph and an integer number k, does there exist k vertices that are adjacent to each other? The input parameters of Clique are a graph G = (V , A) and a number k of vertices.
Expressions (5)- (7) [9] permit us to polynomially reduce from SAT to Clique. 
In this example we reduce the SAT instance (
Step 1. Use expression (5) for determining one of the Clique dimensions, in this case k = p = 2.
Step 2. Use expression (6) for determining the Clique vertices:
Step 3. Use expression (7) for determining the Clique arcs; thus 
Example of reduction SAT ∝ 0-1 INT
The polynomial reduction is performed from a language for SAT to another language for the 0-1 Integer Programming Problem.
Definition of the Satisfiability problem [9] : same as in Section 2.1. Expressions (8) and (9), proposed in [9] , are used for reducing from SAT to 0-1 INT.
In this example we will reduce the SAT instance (x 1 ∨ ¬x 2 ∨ ¬x 3 )(¬x 4 ∨ ¬x 5 ) to a 0-1 INT instance.
Step 1. First identify the number of rows of the matrix with the number of clauses = p = 2; then identify the number of columns of the matrix with the number of variables = n = 5; as a result, we obtain a 2 × 5 matrix M and a vector b of size 2.
Step 2. Next find out if the variables are present in clause 1, and assign a 1 if x is present, a −1 if ¬x is present, and 0 if it is not present. These values are assigned to the first row of matrix M.
Step 3. Find out if the variables are present in clause 2, and make an assignment of values to the second row of matrix M, applying a process similar to that for the first row.
[
Step 4. Determine the values for vector b, which can be obtained from the reduction expressions. The first value of the vector can be determined by finding out how many ¬x's are present in the first clause, which in this case is 2; therefore,
The resulting vector looks as shown below.
Step 5. Determine the second value of the vector by applying a process similar to the one explained for the first value;
The final vector looks as shown below.
Step 6. Finally, matrix M and vector b (input parameters of 0-1 INT, transformed from SAT) are obtained.
Polynomial transformations
There exist different approaches for carrying out transformations: using the theory of NP-completeness [2] , using graph theory [11] , and using formal language theory [12] . Though these approaches aim at the same objective, they are different in certain aspects.
The NP-completeness approach consists of four steps for reducing NP-complete problems [2]:
1. Show that problem B is in NP, i.e., B ∈ NP.
Select a problem
A, known to be in the NP-complete class. (Note: it is convenient to select a problem A that is similar to B.) 3. Devise a transformation algorithm f from problem A to problem B. 4. Verify that f is a polynomial transformation function.
For performing transformations using graph theory, the following steps should be carried out [11] :
1. Select a problem B which is known to be NP. 2. Select a problem A, known to be in the NP-complete class, and construct a graph for decision problem A. 3. Devise a transformation algorithm from problem A to problem B. 4. Verify the transformation algorithm. 5. Construct a graph for decision problem A using the transformation algorithm.
Unlike most transformations, which are used for proving that a problem is NP-complete based on the NP-completeness of another problem, the proposed approach (using formal language theory [13] ) is intended for extrapolating some known characteristics, phenomenon or behavior from a problem A to another problem B. The steps for performing a transformation using formal language theory are [12] :
1. Select an NP-complete problem A (source problem) for polynomial transformation. 2. Define a formal language L 1 (source language) for the NP-complete problem A. 3. Select an NP-complete problem B (target problem). 4. Define a formal language L 2 (target language) for problem B. 5. Construct a compiler that transforms in polynomial time a source language into a target language. 6. Once the formal language L 1 for problem A and the formal language L 2 for problem B are defined, the compiler has to be used on the source language (L 1 ) for obtaining the target language (L 2 ). This compilation constitutes the polynomial transformation from problem A to problem B (A ≤ P B).
In subsequent subsections, the following polynomial transformations will be exemplified: HC ≤ P TSP, SAT ≤ P 3-CNF SAT, 1D-BPP ≤ P 2-PAR. 
Example of transformation HC ≤ P TSP
The polynomial transformation using graph theory that is exemplified, is from the Hamiltonian Circuit (HC) to the Traveling Salesman Problem (TSP).
Definition of the Traveling Salesman Problem [2] : Given a set of nodes and distances for each pair of nodes, find a circuit of minimal overall length that visits each of the nodes exactly once [2] . The distance from node i to node j and the distance from node j to node i can be different. In other words, the problem consists of finding the shortest circuit in a weighted graph or for a set of points on a plane.
Definition of the Hamiltonian Circuit problem [2] : Given a graph, find a Hamiltonian Circuit (a circuit that visits each of the nodes exactly once).
In order to make transformations using graph theory, the following steps have to be applied:
Step 1. Show that problem B belongs to the class of NP problems. For example, TSP ∈ NP. For showing this the polynomial reduction for HC (Directed Hamiltonian path or Undirected Hamiltonian path) ∝ TSP is used.
Step 2. Select a problem A that is known to be NP-complete and create a graph for the decision problem. For example (Fig. 3) , the graph G = (V , E) for an HC instance with 7 vertices is selected. Does graph G contain a Hamiltonian Circuit ⟨v 1 , v 2 , . . . , v n ⟩ of the vertices of G?
Step 3. Create a transformation algorithm. In this case the algorithm for the transformation of the HC instance to the TSP instance [11] The transformation algorithm in this example first creates a fully connected graph with the same number of vertices as the HC instance. Then it assigns a weight to each edge: 1 if the HC instance contains the same edge, and n + 1 otherwise (n is the number of vertices in the graph). To this end, the Java API for graphs contained in GraphBench can be used [11] .
Step 4. Verify (Fig. 4 ) the transformation algorithm f (instance
where one has a function f that transforms an instance I into an input for TSP, a graph G and an integer number numberVertices or k.
In order to determine that problem A is transformable to problem B, it is necessary to apply a subroutine to problem A and verify that it obtains the same solution (yes or no) that it obtains when applied to problem B for each instance transformed. Step 5. Create a graph for decision problem B using the transformation algorithm. Example, the resulting graph of the transformation algorithm HC ≤ P TSP is the graph of a TSP instance (depicted in Fig. 5 ).
Example of transformation SAT ≤ P 3-CNF SAT
The polynomial transformation using Garey and Johnson's theory is exemplified by the transformation from the Satisfiability problem to the 3-CNF Satisfiability.
Definition of the Satisfiability problem [9] : same as in Section 2.1.2.
Definition of the 3-CNF Satisfiability (3-SAT) problem [9] . Consider a collection C = {c 1 , c 2 , . . . , c m } of clauses of a finite set U of n Boolean variables. Let (the literal) u be true if and only if variable u is true and let ¬u be true iff u is false. Each clause c i contains a disjunction of three literals over U. A collection C of clauses over U is satisfiable if and only if there exists some truth assignment for U that simultaneously satisfies all the clauses in C . The 3-SAT decision problem consists of determining whether there is a truth assignment for U that satisfies all the clauses in C .
For carrying out the polynomial transformation SAT ≤ P 3-SAT, the approach proposed by Garey and Johnson is used.
Step 1. Prove that 3-SAT is in NP, i.e., 3-SAT ∈ NP. To this end it is necessary to devise a nondeterministic algorithm that guesses a truth assignment for the variables and checks in polynomial time whether this truth setting satisfies all the threeliteral clauses.
Step 2. Select a problem A which is known to be NP-complete. For our example, it is known that SAT is NP-complete; incidentally, its proof is attributed to Cook [1] .
Step 3. Construct a transformation algorithm f from problem A (SAT) to problem B (3-SAT). The algorithm takes the original formula with its variables X = {x 1 , x 2 , . . . , x n } and its clauses C = {c 1 , c 2 , . . . , c m } and generates a new formula for 3-SAT.
The original formula is introduced into a set of clauses and variables depending on the number k of literals (variables or their negations) of the original clause.
If k = 1: originalClause: c j = (l 1 ); AdditionalVariables:
The transformation algorithm (the Java API for graphs contained in GraphBench [11] can be used) from SAT to 3-SAT is the following:
Copyvariables Step 4. Verify that f is a transformation function. After applying the algorithm, an instance of 3-SAT was obtained:
We use a physical model for trying to solve SAT and 3-SAT using physical forces. Every clause pulls or pushes with a certain force on ''its'' variables, trying to make them adopt a value that satisfies the clause. The closer a variable is to a desired value, the stronger a clause affects the variable. To avoid being stuck in a local minimum, a small random value is added to the forces. In each iteration step the forces applied on all variables are first calculated. These values are then used to calculate new variable values. This is done until the formula is satisfied. For example consider c 1 = (x1 ∨ ¬x2 ∨ x3), for clause c 1 to be satisfied x1 has to be true, x2 false or x3 true. The c 1 therefore tries to push x1 and x2 to 1 and tries to pull x2 towards 0. With this, it is determined that both are yes-instances of SAT and 3-SAT.
Example of transformation 1D-BPP ≤ P 2-PAR
The polynomial transformation using formal language theory is exemplified by the transformation from the onedimensional Bin Packing Problem to the 2-Partition Problem.
Definition of the one-dimensional Bin Packing Problem (1D-BPP) [10] : given a finite set U of n items with sizes w = {w 1 , . . . , w n }, a positive integer number c that represents the bin capacity and a positive integer number K (maximal number of bins), the problem consists of determining if there exists a partition of U consisting of disjoint sets U 1 , U 2 , . . . , U K such that the sum of the items sizes in each U i is c or less.
Definition of the 2-Partition Problem [10] : same as in Section 2.1.1. The steps for the transformation from 1D-BPP to 2-Partition using formal language theory are the following:
Step 1. Select an NP-complete problem A (source problem) for its polynomial transformation. In this case 1D-BPP was selected since it is known to be NP-complete, i.e., 1D-BPP ∈ NP-complete [11] .
Step 2. Define a formal language L 1 (source language) for the NP-complete problem A. Step 3. Select an NP-complete problem B (target problem). In this case 2-Partition was selected since it is known to be NP-complete [2, 10] .
Step 4. Define a formal language L 2 (target language) for the NP-complete problem B. In this case, the alphabet ∑ = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, ''{'', ''}'', '', '', ''; '', '' = '', ''A'', ''P'', ''R'', '' − ''} and a BNF grammar were defined. For example, L 2 = {2-PAR = {num; c 1 , c 2 , . . . , c num }}.
Step 5. Construct a compiler (a computer program or set of programs that translates text written in a source language into another target language, such as Lex, Flex, Yacc, or Bishop) that performs in polynomial time the transformation 1D-BPP ≤ P 2-PAR; i.e., use a compiler that takes as input a source language (L 1 ) for obtaining a target language (L 2 ), in order to carry out the polynomial transformation from problem A to problem B (A ≤ P B). For this example, as a result of the polynomial transformation using formal languages, 2-PAR = {6; 10, 20, 20, 10, 5, 5} was obtained. Notice that the example transformation 1D-BPP to 2-PAR was carried out inversely as is usually performed. The transformation from 2-PAR to 1D-BPP is usually realized for proving that 1D-BPP is NP-complete assuming that 2-PAR is NP-complete. However, in our example we actually carried out this transformation for obtaining indicators that predicted the performance of optimization algorithms applied to 2-PAR based on the previously known performance of these algorithms when applied to 1D-BPP.
Historical transformations between NP-complete problems
In the specialized literature there exist various approaches for carrying out transformations between instances of NPcomplete problems. By examining the transformations digraph of NP-complete problems, we found out that transformations are grouped like grape clusters, which suggests the definition of a family of polynomial transformations.
Definition of family of polynomial transformations: the set of NP-complete problems P = [p 1 , p 2 , . . . , p n ] that consists of one parent problem and several child problems, such that each child problem is related to the parent problem trough a polynomial or pseudo-polynomial transformation. For example, the polynomial transformation family of 2-Partition Problem (or Partition Problem) consists of the following transformations ( Fig. 7 ): Partition ≤ P Minimum Sum of Squares, Partition ≤ P Bin Packing, Partition ≤ P K th Largest m-tuple, Partition ≤ P Expected Retrieval Cost, Partition ≤ P Shortest Weight Constrained Path, Partition ≤ P Multiprocessor Scheduling, Partition ≤ P Sequencing to minimize tardy task weight, Partition ≤ P Sequencing with deadlines and set-up times, Partition ≤ P Randomization test for matched pairs, Partition ≤ P Shapley-Shubik voting power, Partition ≤ P Scheduling to minimize weighted completion time, Partition ≤ P Open-shop scheduling, Partition ≤ P Production planning, Partition ≤ P Quadratic programming, Partition ≤ P Continuous multiple choice knapsack, Partition ≤ P Cosine product integration, Partition ≤ P Max Cut, Partition ≤ P ≥ Knapsack, Partition ≤ P ≥ Subset Sum.
Differences between polynomial reductions and polynomial transformations
The polynomial reduction approach mentions that a language L 1 of a decision problem is reducible in polynomial time to a language L 2 of a decision problem (L 1 ∝ L 2 ) if there exists a function f computable in polynomial time, for all x ∈ L 1 if and [1] . This implies reducing a problem to another one through a subroutine that solves L 2 in polynomial time.
The function f for the reduction function and algorithm or reduction to algorithm F of polynomial time is said to compute f [1] .
On the other hand, the polynomial transformation approach mentions that a language L 1 of a decision problem A is A difference between a polynomial reduction (Fig. 8 ) and a polynomial transformation (Fig. 10) is that in the first one problems are transformed through reduction expressions (exp) from yes-instances (Y π 1 ) of a problem (π 1 ) to yes-instances (Y π 2 ) of another problem (π 2 ), (Fig. 9) ; and sometimes from yes-instances (Y π 1 ) of problem π 1 to no-instances (D π 2 ) of problem π 2 (see Sections 2.1.1-2.1.3).
Unlike polynomial reductions, polynomial transformations (Fig. 10 ) transform using f (a function, algorithm, graph theory or formal language theory) from yes-instances (Y π 1 ) of a problem (π 1 ) to yes-instances (Y π 2 ) of another problem (π 2 ) (see Sections 2. 2.1-2.2.3) . 
Final remarks and discussion
Problem transformation is a mechanism that is useful for: finding out if a problem belongs to a class of problems, determining if a problem is more complex than another, and for helping solve complex real-life optimization problems for which no algorithms can be found that guarantee to yield exact solutions. Polynomial transformation is possible through transformation expressions, NP-completeness theory (transformation algorithms), graph theory and formal language theory. Each option has advantages and disadvantages. We think that, if one needs to carry out a polynomial transformation in a practical way, one should use formal language theory or NP-completeness theory.
The results of this investigation have uncovered a possible flaw in the following well-known definition of NPcompleteness: ''a language L is defined to be NP-complete if L ∈ NP and, for all other languages L
If we consider that L ′ is the language that encodes problem A and L is the language for problem B, this implies that any NP-complete problem A can be transformed into NP-complete problem B; which does not always occur. For example, let us consider the Bin Packing Problem (1D-BPP), which will take the role of problem A, and the 2-Partition Problem (2-PAR), which will take the role of B. First, notice in Fig. 7 that the transformation goes from B to A, so the following question arises: is it possible to transform from A to B? The answer to this question is that, though we could devise a function that transformed
