I. INTRODUCTION
Ž . Multilevel block-Toeplitz MBT matrices often arise in the solution of electromagnetic scattering problems due to the translational invariance and convolutional nature of the free-space Green's function. For example, a three-level MBT matrix arises in connection with the solution of the scattering from arbitrarily shaped targets using either the discrete dipole Ž .w x Ž . approximation DDA 1᎐3 or, similarly, using a volumetric w x discretized integral formulation 4᎐6 . In other contexts, MBT matrices are also generated as the result of the autocorrela-Ž . w x tion of a two-dimensional 2-D discrete random process 7 , and in many problems involving symmetries based on cubic w x meshes 8, 9 .
In this communication, we describe a new fast Fourier Ž . transform FFT -based method to expedite matrix᎐vector multiplies involving MBT matrices with minimal memory requirements. This method applies to MBT matrices with blocks and subblocks which are themselves MBT and in general asymmetric, and provides for the last, Mth, level subblock to be a square, possibly asymmetric, arbitrary matrix Ž . i.e., not necessarily Toeplitz . The method has a similar w x purpose to the FFT-based method of 10 , but it is more general in implementation due to its ability to multiply arbitrary MBT matrices. Moreover, it is based on 1-D FFT Ž implementations directly as opposed to 2-D and 3-D FFTs w x. 11 , and can be classified as a truly minimal memory method because it stores only nonredundant matrix entries. The Ž . computational complexity is O N log N , and the memory Figure 1 . A T 2, 2, 2 matrix the type produced in 3 . the solution to the example in Section III would be similar, 3 Ž . Figure 1 Example of a A s T 2, 2, 2 asymmetric MBT matrix. delineate interaction between different rows of a 2 = 2 = 2 cubic mesh, while bold solid lines delineate between planes except that each unique integer depicted in Figure 1 is replaced by a corresponding 3 = 3 dense matrix.
B. Recursi¨e Algorithms. In order to illustrate the fast matrix᎐vector multiply method, we divided the method into parts 1᎐4, which are briefly described below. For brevity and ease of use, each step is also separately cast in terms of Matlab codes in the Appendix, and can be easily ported into other programming languages.
In part 1, full T M matrices, which will be generically f referred to as A, are defined recursively. The definition is described in Algorithm 1 of the Appendix, which steps through Ž 1 1 . each of the first level of subblocks a , . . . , a , recursively yn n 1 1 defining each level, and then assigning that subblock along its diagonal when completed. The application function in line 12 of Algorithm 1 assigns the final f = f block, and should be replaced by appropriate statements involving the physical parameters and relationships of the system as a function of Ž . the current indexes n , n , . . . , n represented by n ind . 1 2 M ᎐ Storing the entire matrix A in computer memory would be inefficient due to the many repeated entries in MBT matrices. Indeed, for many large-scale problems, storing A is impractical, if not impossible. Part 2 is designed to circumvent the matrix-filling process by assigning only the nonredundant information from A to an associated¨ector A . We u call this an MBT projection, denoted by
This projection is performed by Algorithm 2 of the Appendix. 
For example, applying Algorithm 2 to achieve an MBT pro-Ž . jection from the matrix A of Figure Ž .
stored elements for the full MBT matrix A to
w x. the case of the DDA approximation; see 10 , this requirement could be reduced even further.
In part 3, zeros are inserted at appropriate locations into x according to the BT structure, in order to obtain an auxiliary Ž . vector denoted by x s x , suitable for the direct convoluz p Ž . tion with ⌸ A . These projections are done because the full bt Ž 2 . matrix᎐vector multiply A и x, which requires O N complexity, may be replaced with a convolution, or an outer product, in the Fourier domain. Rather than multiplying the full MBT Ž . Ž . matrix A with x, the vector ⌸ A is convolved with x . 
III. NUMERICAL IMPLEMENTATION AND EXAMPLE: 3-D SCATTERING
We study the electromagnetic scattering from an arbitrarily shaped dielectric target inscribed in a cube which has a mesh having N , N , and N grid points in the x-, y-, and z-direc- 
Ž
. exhibit only an electric dipole response see Fig. 3 . This w x method can be shown to be equivalent to the DDA 4, 5 , and in fact, the fast method presented in this paper may also be applied to matrix᎐vector multiplications used for iterative solutions in the DDA.
The scattered electric field from a small dielectric scatw x terer is 12
Ј is the scalar Green's function,¨is the volume of the 0 particle, ⑀ is the permittivity of the particle, k is the backp ground wavenumber, and ⑀ is the permittivity of the host medium. Accordingly, the scattering from a collection of small scatterers excited by an incident electric field E leads inc Ž . to the discretized volume integral equation VIE , i.e.,
Thus, the electric field at each scatterer caused by both the incident electric field and the field radiated from each of the other dipoles can be expressed as
For otherwise similar spheres on lattice points, the interaction between particles i and j can be seen to depend only on Ž . G r , r , which is translationally invariant. 
. w x Using a method-of-moments MoM procedure 6 , induced dipole strengths are computed using the electrostatic solution to the Laplace equation for a sphere as the basis functions. This model incorporates multiple scattering effects Ž . Ž . into an interaction impedance matrix Z based on Eq. 14 .
Ž 3 Ž . . The entries of Z constitute an MBT T N , N , N due to 3 x y z the translationally invariant Green's function kernel. The scattered electric field in the far field can be approximated using these induced dipole moments. The resulting system of equations is often ill conditioned in the case of large scatterers. Therefore, the solution is usually sought through itera-Ž . tive techniques requiring fast matrix᎐vector multiplies.
The inverse problem of finding the effective permittivity Ž . ⑀ of the targetᎏdefined as the permittivity of a homogeeff neous solid of the same size and shape as the test volume which reacts to electromagnetic excitation in the most similar manner as the test volumeᎏmay be calculated through comw x parison of the scattered field to Mie scattering 6, 13, 14 in the case where the target is a sphere, as illustrated in Figure  3 . As the discretization size is decreased or, equivalently, as the number of grid points in each dimension increases, the result is expected to converge to the scattering from a homogeneous sphere with uniform permittivity ⑀ . the RCS computed using the discrete volume integral equaw Ž .x tion Eq. 14 . Table 1 shows the total number of iterations Ž used by the iterative solver in this case, the biconjugate . gradient stabilized solver and the total computational time for each solution on a Compaq Alphaserver DS20E with 4 Gbytes of RAM.
The far-field scattering results for the collection of spheres contained in a spherical boundary approaches the Mie scattering results given a sufficiently fine grid spacing. As ka and ⑀ increase, the grid needs to be more densely spaced in p order to maintain the validity of the previously mentioned assumptions.
IV. DISCUSSION AND CONCLUSION
The procedure for expediting a matrix᎐vector multiply involv- this communication is efficient both in terms of memory and computational complexity. It can be easily applied to 3-D scattering from arbitrarily shaped targets using a discretized integral formulation. This was illustrated in Section III, where a comparison between the scattering from a spherical volume containing many small dielectric spheres and the scattering from a homogeneous sphere of the same size and shape of the spherical volume was presented. The effective permittivity ⑀ of the medium composed of the small particles was eff calculated, and was shown to converge to the permittivity of the Mie sphere for sufficiently fine grid spacings. In contrast to previously proposed algorithms, this fast matrix᎐vector multiply may be accurately described as a minimal memory method due to the fact that only the unique information from a T M matrix is stored in memory. Also, the reduced complexf ity is achieved in a fashion similar, but not identical, to those w x w x described in 10 and 15 , with a speed improvement due to M Ž . the 1-D FFT length of Ł 2 n y 1 in the present method. 
