Abstract: Using Fan's Min-Max Theorem we investigate existence of solutions and their dependence on parameters for some second order discrete boundary value problem. The approach is based on variational methods and solutions are obtained as saddle points to the relevant Euler action functional.
where G : [0 1] × R × R × R → R is continuous and subject to some growth conditions. Such a continuous problem subject to a functional parameter has been considered in [6] .
The question whether the system depends continuously on a parameter is vital in the context of applications, where measurements are known with some accuracy. This question is even more important when the solution to a problem under consideration is not unique as is the case of the present note. For boundary value problems in differential equations there are some results on dependence of a solution on a functional parameter, see [6, 7] and references therein. This is not the case with discrete equations where we have only some results which use the critical point theory, see [4] . The approach of this note is different from that of [4] since it does not rely on coercivity arguments but on a min-max inequality due to Ky Fan [10] . In our approach we use some ideas developed in [6] suitably modified for the finite dimensional space under consideration. Thus, we need less restrictive assumptions on nonlinear terms. We believe that such assumptions can also be employed in the continuous case, thus advancing somehow the results from [6] by making use of the convexity and concavity notions.
The following results will be used in the sequel, see [10] . 
Variational framework for problem (1) and the assumptions
Solutions to (1) will be investigated in the space
considered with the norm
The space (H · ) is a T -dimensional Hilbert space.
Since the approach of present note is a variational one, we investigate the action functional J : H × H → R, corresponding to the problem (1). For a fixed parameter ∈ L D , J is of the form
We assume that F has the following properties:
is a continuous function which is differentiable with respect to the second and the third
H2
For any fixed ∈ R there are constants
H3 There are constants β 2 α 2 > 0 such that
Example 2.1.
Note that H2 and H3 are fulfilled for α 1 = α 2 = β 2 = 0 and
Since each is positive, F > 0 and F < 0. Hence H4 and H5 hold.
Example 2.2.
Note that H2 and H3 are fulfilled for
As in the previous example we easily obtain that F > 0 and F < 0, which implies H4 and H5.
We list some properties of the functional J in the following lemma.
Lemma 2.3.

Assume H1. Let ∈ L D be fixed. The functional J is continuous and continuously differentiable in the sense of Gâteaux on H × H. Moreover, ( ) ∈ H× H is a critical point to J if and only if it satisfies (1).
Proof. Continuity of J follows from continuity of the norm and of the functional F . Let us show that J has continuous partial Gâteaux derivatives with respect to and .
Let us fix ∈ H and let ∈ H be arbitrary. Let : R → R be given by the formula (ε) = J ( + ε ), where ∈ H is a fixed direction. Then
Since is continuously differentiable we have
Now, summing by parts, we see that
Thus J has a continuous partial Gâteaux derivative with respect to .
Let us now fix ∈ H and let ∈ H be arbitrary. We put ψ(ε) = J ( + ε ) for a fixed direction ∈ H. Then reasoning as in the above we show that
Letting (0) = 0 and ψ (0) = 0 we see that ( ) is a critical point to J if and only it satisfies (1).
With the aid of Theorem 1.1 we are able to find saddle points for the functional J . Since J is differentiable in the sense of Gâteaux, it is apparent that such points are critical to J . Since in turn critical points to J constitute solutions to (1), we arrive at existence result once we get existence of saddle points. Moreover, since the spaces we work in are finite dimensional, there is no need to distinguish weak and strong solutions. In fact, in this case any weak solution turns out to be a strong one. Proof. By H4, since F is convex with respect to it follows that
Existence of saddle point solutions
Since H is finite dimensional, there exists a constant 1 such that
For a fixed ∈ H, using the above observations and H2 we see that
. Both constants do not depend on . Thus → J ( ) is coercive on H. By H1 and H4 it is continuous and convex for each . Hence it makes sense to define We have shown that for each , max J ( ) exists. Hence for some δ 0 we have
By (2) we obtain
Since the set on the right is compact, so is the set { : J (0 ) ≥ δ 0 }. Thus, the assumptions H4 and H5 and Fan's Min-Max Theorem 1.1, give existence of a saddle point of J . Moreover, the set of all saddle points of J is compact. Now, by Theorem 3.1 and Lemma 2.3 we reach the following result.
Theorem 3.2 (existence of saddle point solutions).
Assume that conditions H1-H5 hold. Let ∈ L D be fixed. Then, there exists at least one saddle point ( ) ∈ H × H for the functional J which solves (1).
In order to obtain existence results we do not need to impose conditions H2-H5 uniformly in . This is not however the case if one is interested in dependence on parameters, when assumptions must be placed uniformly with respect to . Indeed, let us consider the following problem:
where (3) is
We assume that:
is a continuous function which is differentiable with respect to the second and third variable;
H7
For any fixed ∈ R there are constants β 3 ( ) α 3 ( ) > 0 such that
H8 There are constants β 4 α 4 > 0 such that
Then we have
Corollary 3.3.
Assume that conditions H6-H10 hold. Then, there exists at least one saddle point ( ) ∈ H × H for the functional J being a solution to (1) .
We can in fact start the proof of Theorem 3.1 with investigating dependence of F on instead of . This would require an obvious adjustment of the assumptions concerning the derivatives.
Continuous dependence on parameters
In this section we are interested in behavior of the sequence of saddle points which correspond to a sequence of parameters. Dependence on parameters is investigated through convergence of the sequence of action functionals corresponding to the sequence of parameters -this approach has already been applied with some success for continuous and also discrete problems, see [4, 7] . Let ( ) ∞ =1 ⊂ L D be a sequence of parameters. We put J = J and define
as the set of all saddle points to J . Due to Theorem 3.1 we see that V = ∅ for all = 1 2 
we may assume that ( ) → ( 
