In this paper, we propose the palindromic doubling algorithm (PDA) for the palindromic generalized eigenvalue problem (PGEP) A * x = λAx. We establish a complete convergence theory of the PDA for PGEPs without unimodular eigenvalues, or with unimodular eigenvalues of partial multiplicities two (one or two for eigenvalue 1). Some important applications from the vibration analysis and the optimal control for singular descriptor linear systems will be presented to illustrate the feasibility and efficiency of the PDA.
Introduction
In this paper, we develop the palindromic doubling algorithm (PDA) for the numerical solution of the palindromic generalized eigenvalue problem (PGEP) The purpose of this paper is to develop the PDA for solving the PGEP structurally. We establish quadratic convergence and linear convergence with rate 1/2 of the PDA, respectively, when (A * , A) has no unimodular eigenvalues and has unimodular eigenvalues with partial multiplicities two. In application to discrete-time optimal control problems, we especially develop a new algorithm combined with the PDA (as in Algorithm 4.1) for solving the optimal control of singular descriptor linear systems. To our knowledge, the associated generalized discrete-time algebraic Riccati equation (GDARE) has not been solved successfully in a structure-preserving manner.
This paper is organized as follows. In Section 2 we develop the palindromic doubling algorithm (PDA) for solving PGEPs. In Section 3 we establish the convergence theory for the PDA. In Section 4 we use the PDA to compute numerical solutions structurally in different applications in PGEPs, GCAREs and GDAREs. Concluding remarks are given in Section 5.
Throughout this paper, C m×n and R m×n denote the sets of m × n complex and real matrices, respectively. For convenience, we denote C n = C n×1 , C = C 1 , R n = R n×1 and R = R 
Palindromic doubling algorithm
For a given palindromic matrix pair (A * , A), we shall develop a doubling algorithm for solving the associated PGEP which preserves the palindromic structure at each iterative step.
Suppose −1 / ∈ σ (A * , A) (the assumption can be removed later in Remark 3.1). We then have 
4)
where U ∈ C N× and S ∈ C × , then
(2.5)
Proof. Multiplying the both sides of (2.4) by A * (A * + A) −1 , and (2.1) and (2.4) imply (2.5).
From Theorem 2.1, we see that the doubling transform (2.3) preserves the palindromic structure. So, for a palindromic matrix pair A * 0 , A 0 with A 0 ∈ C N×N , we can develop the PDA to generate the sequence A * k , A k if no breakdown occurs in the iterative process.
PDA Algorithm Given
A 0 ∈ C N×N , τ (a small tolerance), for k = 0, 1, 2, . . ., compute A k+1 = A k A * k + A k −1 A k , (2.6) if dist(Null(A k+1 ), Null(A k )) < τ , then stop,
end for
Here, "Null(·)" denotes the null space of the given matrix and "dist(·, ·)" denotes the distance between two subspaces. To develop the PDA further, denote
where
are the * -symmetric and * -anti-symmetric parts of A k , respectively. Then the iteration (2.6) can be rewritten as
The iteration (2.6) in the PDA can be simplified to
Convergence of PDA
Let A 0 ∈ C N×N . Suppose the eigenvalue "1" of A * 0 , A 0 (if exists) has partial multiplicity one or two, and the other unimodular eigenvalues of A * 0 , A 0 (if exist) have exactly partial multiplicities two. By the theorem of Kronecker canonical form there are nonsingular matrices Q and Z such that ρ(·) is the radius of the spectrum) and J * 0 = J 0 ⊕ I m with n = + r,˜ = + m,ñ = n + m = + r + m and N = 2n + m. Here "⊕" denotes the direct sum of matrices.
Since 
Substituting (3.1b) into (3.2), we get
3)
On the other hand, we can interchange the role of A * 0 , A 0 by considering the pair A 0 , A * 0 which has the same Kronecker structure as A * 0 , A 0 . Therefore, there are nonsingular P and Y such that
Using the similar arguments as in (3.2) and (3.3), we obtain
We partition A k , H k and K 0 in (2.7a) into four sub-blocks as in we also have
Furthermore, we partition Z in (3.3) and Y in (3.5) as in
×ñ . For convenience, we denote
(3.9) 
Substituting (3.15) into (3.11) and using Ω
, we have
Using (3.6a) and re-arranging (3.16), we get
1 , (3.17) can be simplified to
From (3.6a) and (3.18), (3.20) becomes
On the other hand, from (3.6a), (3.5) and (3.7), we have 
From (3.6a) and (3.18), (3.27 ) becomes
and then
Post-multiplying (3.25) by I˜ ⊕ Γ * k −1 and substituting (3.28) into it, we have
Combining (3.22) and (3.29) we get
×2 is of full row rank, it follows that H * k2 is uniformly bounded on k. Consequently, (3.19) implies that H k1 , and in turn A k1 and A * k2 , are uniformly bounded on k. From (3.16), it follows that Applying the similar argument as in (3.15) and (3.17) to (3.24) and (3.26), we deduce that
Thus, (3.30) implies that H k4 , and in turn A k4 , are uniformly bounded on k.
Substituting (3.32) into (3.12), as in (3.16) we have
Combining (3.31) and (3.33), we have shown that
Similarly, as in (3.15) and (3.16), from (3.24) and (3.26) we have
Using the boundedness of A ki , i = 1, . . . , 4, and combining (3.27) and (3.34), we have shown that 
From (3.6a), it holds that
Therefore,
This implies
From (3.35) and (3.37), we have
Similarly, from (3.36), we obtain
, which is uniformly bounded on k. This implies → 0 quadratically, with rate ρ(J 0 ).
Numerical solution and applications
In this section, we want to apply the PDA to find all the eigenpairs of a general PGEP, and solve the c-/d-stabilizing solutions of generalized continuous/discrete-time algebraic Riccati equations (GCARE/GDARE). We especially develop Algorithm 4.1 in subsection 4.3 for the computation of the d-semi-stabilizing solution of GDAREs arising in the optimal control of singular descriptor linear systems. To our knowledge, Algorithm 4.1 is the first structure-preserving algorithm for solving GDAREs associated with singular descriptor systems.
For operation counts or complexity, it depends on the details in the individual applications and whether efficiency can be squeezed from these fine structures. From the PDA, it is suffice to say that the algorithm is of O(N 3 ) complexity per iteration. In addition, for problems without unimodular eigenvalues, the convergence is quadratic and typically less than ten iterations are required for convergence to machine accuracy.
PGEP
In this subsection, we apply the PDA to solve the PGEP A * 0 x = λA 0 x, where A 0 ∈ C 2n×2n . First, we apply the PDA to A 0 until convergence to A k . Then we compute the bases Z s ,Y s ∈ C 2n×n for the right and left null spaces of A * k , respectively, satisfying
This implies that there are S and T ∈ C n×n with ρ(S) 1 and ρ(T) 1 such that
From (4.1), S and T can be computed by
Rewrite the second equation of (4.1) as 
In the following example, we report the numerical results of the PDA to illustrate the linear convergence in the critical case. Recall that Theorem 3.1 shows the PDA converges linearly with rate 1/2 when all unimodular eigenvalues of A * 0 , A 0 have partial multiplicities two.
Example 4.1. Given α = cos(θ ) and β = sin(θ ) with θ = 0.62. Let
where Γ = α −β β α , and |λ i | < 1 for i = 1, 2, 3. We construct 
GCARE
In this subsection, we are interested in finding the c-stabilizing solution of the generalized continuous- where λ i ∈ C − , for 1 i 2n. The m trivial infinity eigenvalues are from the nonsingularity of R c .
With
X c is the c-stabilizing solution of GCARE (4.2) and K c is the optimal controller for (4.3b) [11] .
In order to utilize the PDA to compute an orthogonal basis
n×n , we consider the Cayley transformation It is readily seen that X c = 0 and σ (A c − G c X c ) = {−1, 0, ±i, ±2i} with purely imaginary eigenvalues having linear elementary divisors. We apply the NTM method to GCARE (4.2) with X 0 = I 8 , and apply the PDA to
which is a degenrate form of (4.5) with N c = 0. The tolerance τ in the NTM and the PDA is chosen to be 10 −10 . The numerical results are given in Table 4 .2. From Table 4 .2, care in MATLAB dose not work because of the existence of the purely imaginary eigenvalues. We see that the NTM and the PDA almost have the same accuracy. Both methods have linear convergence rate 1/2, but the PDA requires much more iterative steps. However, the PDA only needs to compute a LU-factorization in each step, and NTM is accelerated by some modified technique [1] which needs to solve a more expensive Sylvester equation in each step.
GDARE
In this subsection, we are interested in finding the d-semi-stabilizing solution of the generalized discrete-time algebraic Riccati equation (GDARE)
which solves the discrete-time linear-quadratic control problem
subject to the singular descriptor linear system
m×m with E d being singular. Furthermore, the d-semi-stabilizing closed-loop matrix pencil of (4.7b) is given by
One common approach to solve (4.6) is to compute the n-dimensional, d-semi-stable invariant sub-
X d is the d-semi-stabilizing solution of GDARE (4.6) and K d is the optimal controller for (4.7b) [11] .
Assume that the matrix pencil M d − λL d has no eigenvalues on the unit circle, We now introduce an elegant transformation between the coefficient matrices of the GDARE (4.6) and GCARE (4.2) proposed by [11] . We define = χ 11) where
be the Cayley transformation of (M c , L c ). From (4.10b) and (4.11), we see that the eigenvalues We will next find the invariant space U ∞ of A 0 , A 0 corresponding to the infinity eigenvalues.
Compute the QR-factorization A 0 N = Q ∞ R ∞ , where Q ∞ is orthogonal and R ∞ is upper triangular.
From the Cayley transform, there is a full rank matrix Z ∈ R (n−s)×r d so that
is a basis of an invariant subspace of A 0 , A 0 , satisfying Span{V } = Span
To determine Z, (4.17) and the fact X c = X c imply
That is, Finally, we have the d-semi-stabilizing solution X d for GDARE (4.6) can be obtained by
c . (4.19) where E d1 = rand(n, n − 2), E d2 = rand(n, n − 2), R d1 = rand(m) and M d1 = rand(n − 4 Step 6 is a nontrivial 6 × 2-matrix of full rank as computed by (4.18c).
Concluding remarks
In this paper, we have developed the palindromic doubling algorithm (PDA) for solving the palindromic generalized eigenvalue problem (PGEP) A * x = λAx structurally. We prove quadratic convergence and linear convergence with rate 1/2 of the PDA, when (A * , A) has no unimodular eigenvalues and has unimodular eigenvalues with partial multiplicities two (one or two for eigenvalue 1), respectively. Algorithm 4.1 is specially developed for the computation of the d-semi-stabilizing solution of the generalized discrete-time algebraic Riccati equation (GDARE) for the singular descriptor linear system. It is the first structure-preserving algorithm for singular descriptor systems. Our numerical experience indicates that the PDA is not necessarily better than other specialist algorithms (if exist) for solving the original problem, without linearizing the associated palindromic matrix polynomials. Such specialist algorithms may be able to better utilize the finer structures of the original problems. Our numerical examples showed selected applications for which the PDA was better or when no specialist structure-preserving algorithms exist. For future work, research will be conducted on how the finer structures can be fully utilized for individual applications. For a general PGEP without finer structures, the PDA is the only structure-preserving algorithm which performs reasonably efficiently. Consequently, the "good" vibrations from "good" linearizations [5, 6] can always be computed using the PDA, in the absence of better methods. Of course, numerical solutions from the PDA or other methods may be refined using the finer structures in the original problems, if feasible.
