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Let CJU, v, a) be the kth positive zero of the function UC,(X) + xc:(x), where 
C,(x) = CDS aJ,(x) - sin aY,(x) is the general cylinder function and 0 <a < n. We 
prove some results on convexity and concavity of ck(a, v, a) with respect to the 
variable a for vz0. In particular, we establish lower and upper bounds for 
~,(a, v, 0). As a consequence we obtain lower and upper bounds for 
c,(O, v, 0)~ it,,,, the first positive zero of the J:,(x), which are sharper than 
previously known ones. :(: 1992 Academic Press. Inc. 
0. INTRODUCTION 
The need to study the zeros of the function in the title for C,(x) = J,,(x) 
arises from the solution of the Laplace equation for a sphere with mixed 
boundary conditions (see [ 11, and references therein]). The function C,(x) 
is a solution of the Bessel differential equation 
x(xy’)’ + (x2 - v’) y = 0 (0.1) 
and C,(x) = cos ctJ,(x) -sin NY,,(X), 0 d CI < 71, where J,(x) and Y,(x) are 
the Bessel functions of first kind and second kind, respectively. Thus a 
positive zero c(a, v, a) of the function in the title depends on u, v, c(. 
Moreover there are infinitely many such zeros tending to infinity [ 14, 
p. 4811, so we have ~,(a, v, c(), c2(u, v, c(), . . . . in increasing order. (The index 
k of the zeros ~,(a, v, c() will be made precise later in Section 1.) 
The properties of the zeros ~,(a, v, a) may be investigated from many 
points of view. With respect to k, for example, we mention Dixon’s 
theorem [4] (see also [ 14, p. 4811) concerning interlacing properties of 
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these zeros for different o! and k. (The cc and k play similar roles because 
we could unite them in the form IC = k - a/n as was done in [S, 61.) 
R. Spigler [ 131 gave an asymptotic formula for ~,(a, v, 0) as k + + co. Some 
properties of ~,(a, v, a) with respect o v were proved by M. E. Muldoon in 
[ 113. Another possibility for investigation is the behavior of ck(a, v, cx) with 
respect to a. For the sake of simplicity we shall use the notation c = 
~,(a, v, a). A. E. DeGance and L. E. Johns [3] have studied c in the special 
case u = 0, v = 0. E. K. Ifantis and P. D. Siafarikas [7] investigated the case 
CI = 0, v > - 1 and have shown, among other things, that 
d c,(4v,o)<0 
da u+v ’ 
for a > -v. (0.2) 
In [lo] M. E. H. Ismail and M. E. Muldoon derived the following differen- 
tial equation for c with respect o a 
dc C 
~=c2+uLv2‘ 
provided c>O and c2+ u2 # v2. We remark here that in the case v= 0 
differential equation (0.3) was established in [3]. In [12] R. Spigler gave 
the following asymptotic formula for the first positive zero ~:(a, v, 0) 
&a, v, 0) = 2(v + l)(u + v) - v+2  l (u+v)Z 
v+l 
+(v+2)‘(v+3) 
(a + v)’ + O(u + v)4, v+u-+o+. (0.4) 
S. Ahmed and F. Calogero proved in [ 1 ] the inequality 
cf(u, v,O)> 1+; (v2-u2), 
( > 
v > 0. 
The function ~,(a, v, 0) will play an essential role in our investigations. 
We shall improve the statement on the function ~,(a, v, 0) in (0.2) by 
showing that ~:(a, v, 0) is concave with respect o a and also we shall give 
some inequalities improving (0.5). Applying our results with a = 0 we shall 
obtain the following inequalities for c:(O, v, 0) = j’$ 
.I2 4v(v + l)(v + 2) 
J v, I < 3v+4 ’ 
v>o 
v(v + l)(v + 4) 
(0.6) 
Lf, > v+2 ’ 
v>o 
which improve previously known inequalities for j:,f, [2, 8, 143. 
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Our main aim here is to give a description of the behavior of the 
function ck(u, v, a) when a varies and v and c( are fixed. We find, e.g., that 
limc,(a,v,a)=O if and only if k=l and either cr=O and a-+-v+‘or 
0 < CI < n and a + v. On the other hand we shall see that 
lim c,(a, v, a) = c,(v, a), k = 1, 2, . . . 
a- +r 
(0.7) 
lim c,(a, v, c() = ck- ,(v, a), k = 2, 3, . . . . 
(I--t -co 
where c,(v, CI), c,(v, a), . . . . denote the consecutive positive zeros of the cylin- 
der function C,,(x). We show also some convexity and concavity results 
with respect o a. Throughout this paper we assume v > 0 because the case 
v < 0 can be transformed into v > 0 by the method of R. Spigler [ 13, 
p. 1593. The case v = 0 has been settled by A. E. DeGance and L. E. Johns 
c31. 
1. THE FUNCTION c,(a, v, a) 
In [12, 131 R. Spigler investigates the function 
xc:,(x) 2 = - 
C,,(x) 
as a function of x and finds for ,I = n(x) 
lim n(x) = v, 
.r- +o 
lim 3,(x) = -v 
r--r +o 
if C,,(x) = J,,(x), i.e., ~1 =0 
otherwise. 
(1.1) 
The function i(x) is defined on (0, c,), (cr, c,), . . . . where ck = c,(v, a) is the 
kth positive zero of C,(x) = 0. Moreover he shows that I(x) is strictly 
decreasing on (c,, ck+ ,) for k = 1, 2, . . . . and 
lim 
x-Q? 
i(x) = + cc 
(1.2) 
limmo A(x) = - co. 
.x + clr + ,
Using Spigler’s results we observe that the zero c(a, v, a) of the function 
UC,(X) + xc;(x) =O, is the inverse function of -n(x). Thus c(a, v, CC) is 
multivalued. Let the branch of c(a, v, a) with 0 < c < c,(v, c() be denoted by 
~,(a, v, c() and the one with c,(v, a) < c< ck+ ,(v, a) be denoted by 
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~,+,(a, v, CI). With this notation and using (1.2) we see that the relations 
(0.7) hold. 
Using the uniqueness of the solutions of the differential equation (0.3) 
with respect to the initial value problem we find that to any (a, c) there is 
exactly one k and x such that the relation ~,(a, v, a) = c holds provided 
c > 0 and c2 + a2 # v2. In the special case !X = 0 we have by (0.3) (0.5) that 
(d/da) ~,(a, v, 0) >O. Hence by (1.1) 
lim 
(I- -r’+O 
c,(u, v, 0) = 0. (i.3j 
Consequently 
lim ~,(a, v, a) = 0, for O<c(<7c (1.4) U-Y 
and 
c,(a, v, co < c,(a, v, O), for FEZ,,,, (1.5) 
where I, ,, is the set of CI where the branch ~,(a, v, a) is defined. This may 
be [v, + co) but it happens also that I,, n (-v, v) # a. In the latter case 
~,(a, v, ~1) is double valued on I,,,, n ( - v, v). The upper half branch is 
above the circle c2 + u2 = v2 and the lower branch is inside this circle. 
R. Spigler [ 121 showed also that ~:(a, v, 0) > v2 - a2 on (-v, v]. 
Also from the equation UC,,(X) + xc:(x) = 0 and the known recurrence 
relations [14, p. 831 
-vc,(x)+xc:(x)= -XC,+,(X) 
vC,(x) + xc:(x) = xc,.. ,(x) 
one can see that 
c~(-v,v,cr)=c,~,(v+1,cc), k = 2, 3, .., 
and 
c~(v,v,~)=c~+,(v--,co, k = 1, 2, 3, . . . . 
On the other hand for a = 0 we have from the definition of ck(u, v, a) that 
c,(O, v, c() = c;(v, CI), where c;(v, LY), c;(v, a), . . . are the consecutive positive 
zeros of C:(x). In the case c( = 0 we shall use also the conventional nota- 
tions c,Jv, 0) = je,k and c;(v, 0) = ji,,k. 
In what follows we are interested in the graph of the functions 
c = ~,(a, v, CI) on the (a, c)-plane. From (0.3) we have 
c@(a) cu = - tc2 + u2 _ v2)3’ provided c2 + u2 # v2, (1.6) 
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where 
@(a) = 2u3 - a2 + 2a(c2 - 3) + c2 + v2. 
This function can be written also in the form 
@(a) = (2a - 1 )(a’ - v2) + (1 + 2u)c2. (1.7) 
Let a + = max{ +, v}, a _ = min{ 4, v}, then from (1.7) it is clear that 
@(a) < 0 if UC-U, 
@(a)>0 if -C<U<C (1.8) 
@(a) > 0 if ~>a+. 
If v # & let the positive functions yi(u), r*(u) be defined by 
y:(Q)= l -2u 2 m+u -v’) if a_ <~<a+. 
(1.9) 
(1.10) 
Then the upper half plane (a, c) is divided into four domains by the graph 
of the curves c=?,(u) on (-a+, -a_), c=yz(u) on (~,a+) and 
c = dm on C-v, v] and by (1.6), (1.7) c” has constant sign on each 
domain, (see Fig. 1). 
In the special case v = i the curve y, degenerates into the line u = - i 
while the curve y2 becomes the point ($, 0) on the (a, c)-plane. Moreover 
we observe that in case v > 4, yi(u) >Jm on (-v, - 1) and 
y2(u) < ,/m on (i, v). This follows immediately from (1.9), (1.10). 
Now we announce the following results. 
THEOREM 1.1. The functions ~,(a, v, a) ~,(a, v, a) ... are convex in 
( - co, -a + ) and the functions ~,(a, v, a), ~,(a, v, CY), .. . are concave on 
(a+ > a). 
Proof: It is a simple consequence of the relations (1.6) (1.8). 
THEOREM 1.2. The function ~,(a, v, 0) and the upper brunch of ~,(a, v, a) 
(if the lower brunch exists at all) is concave on ( -v, co) and on I, ,,, 
respectively. 
Proof: We distinguish the case (a) 0 < v < f and case (b) v b f. 
Case (a). We know that c,(O, v, CY) and the upper branch of ~,(a, v, a) 
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(i)o<v<f 
L 
(ii)V>+ L 
FIGURE 1 
are larger than ,/‘m. Hence, it is sufficient to show that any upper 
branch is larger than yz(a). Since c,(v, v, a) > 0 (for upper branch only) we 
consider the function 
We have to show that q(a) 10 for v <a < 4. This is true if a = v because 
y2(v) =O. Suppose the contrary. If there exist an ti such that cp(ti) ~0, 
EE (v, i) then there exist an Li such that (p(h) = 0, but &a) > 0, on 
v < a < li < $. Thus we have (p’(6) < 0. On the other hand a direct calcula- 
tion shows that 
d 
--&Y:(a) = 
2u - 4u2 - 8u3 + 4u2 
(1+2u)2 ’ 
hence for c’(h) = y:(b) we have by (0.3) 
$m= 
2(Li~-v~)(1-4v~) >. 
(cZ+ci2-v2)(1 +2ci)3 ’ 
which contradicts the inequality q’(B) Q 0. Hence, q(u) > 0, and by (1.6), 
(1.7) ~,(a, v, CC) is concave. 
Case (b). If v = 4 the proof is trivial. If v > 4 we have to show that 
c, (a, v, 0) < y i(u) on ( - v, - 5). We anticipate here the inequality (2.6) 
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which says that ~:(a, v, 0) < (1 - l/a)(v2 - a2), hence it is sufficient o prove 
that 
y:(a) > (1 - l/a)(v’- u2), for -v<u<$. 
This can be easily shown by the definition (1.9). Since any upper branch of 
~,(a, v, a), as well as ~,(a, v, 0), lies outside of the circle c2 + u2 = v2, hence 
by (1.6) c“ < 0. This completes the proof of Theorem 1.2. 
By making use of the inequalities (1.8) we obtain the next theorem. 
THEOREM 1.3. The functions ~,(a, v, CI), c3(u, v, CI) are concave on 
[-a-, ax). 
ProoJ: Since ck(u, v, OE) > ~,(a, v, 0) for k = 2, 3, . . . and a > - v and 
@(a) > 0 for the values (a, c) in question, hence by (1.6) c” < 0. 
2. MONOTONICITY OF c: AND RELATED INEQUALITIES 
THEOREM 2.1. For a > - v the following inequality holds 
&a, v, 0) = c2 > 2(v + l)(u + v) - S(u+v)‘. (2.1) 
Proof: From the series expansion (0.4) we see that the inequality (2.1) 
holds if a + v is sufficiently small. We prove (2.1) for a > - v. Suppose the 
contrary. Then there would exist a 5 > -v such that the function R(u, v) 
defined by R(u, v) = c2 - 2(v + l)(u + v) + ((v + l)/(v + 2))(u + v)’ satisfies 
the relations 
R(u, v) > 0 
But 
for -v<a<Z, R(ti, v)=O and f R(u, v)l.=,dO. 
$ R(a, v)la=a= (v+ l)(a+v)2 
(v + 2)(3v + 4 + a) ’ ” 
So we obtain a contradiction. 
THEOREM 2.2. For a > -v the function ~:(a, v, 0) = c2 is concave with 
respect to a. 
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Proof. Since by (0.3) 
d(c2) 2c’ -= 
da c2 - v2 + a2 
we have to prove the inequality 
1 d*(c*) d 
2F-,1,(c2-C’+a2) 
zz -2c2[ac2+(l -a)(v2-a2)]<0 
(c2-v2+a2)3 ’ 
(2.2) 
(2.3) 
By (0.5) c2 > v2 - a2 hence it is sufftcient o show the inequality 
ac’>(a-l)(v2-a2) for a> -v. 
Now we distinguish three cases: 
Case (i). O<a<v. 
(2.4) 
We can rewrite (2.4) as follows 
a(c’ - v2 + a2) > a2 - v2, 
where the left side is positive, while the right side is negative, hence the 
inequality (2.4) holds. 
Case (ii). 0 <v < a. 
Now we have to prove that 
C2> 1-i (v’-a2), 
( 1 
(2.5) 
This inequality is a consequence of the inequality (2.1) because by simple 
calculations it can be shown that the inequality (2.1) is sharper than (2.5). 
Case (iii). -v<a<O. 
Now we have to prove that 
1 
R(a, v)= l-- (v2-a’)-c’>O. 
( > a 
(2.6) 
First we prove (2.6) when a + v is sufficiently small. Using the series expan- 
sion (0.4) we find that 
R(a, v) = (a + v)’ 
v+a+2 
-a(v + 2) + W(a + vJ3), 
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hence R(a, v) > 0 if a + v is sufficiently small. Now we prove (2.6) for all 
-v < a < 0. Suppose the contrary. Then there exists an 5 E ( -v, 0) such 
that 
R(a, v) > 0 for -~<a<& R(a,v)=O and f R(u, v)l.=,<O. 
But 
-$a, v)la=o= -,3c$232;2G2,>0. 
So we obtain a contradiction. 
From Theorem 2.2 we obtain the following 
COROLLARY 2.1. The function 
cxa, v, 0) 
u+v ’ 
a> -v 
decreases as a increases and 
&a, v, 0) < 2(v + l)(u + v), a> -v. (2.7) 
Remark 2.1. (i) Corollary 2.1 improves the relation (0.2) proved in 
[7, p. 1091 by a different method. 
(ii) The inequality (2.7) was proved also in [8, 91 using different 
methods. 
THEOREM 2.3. For a > -v the following inequalities hold 
(i) ci(a, v, 0) = c2 < 
4(v+ l)(v+2)(v+a) 
3v+4+u ’ 
(ii) c:(a, v, 0) = c2 > 
4(v + l)(v + a) 
v+a+2 
Proof: (i) From inequality (2.1) and the differential equation 
(2.8) 
d(c’) 2c2 2c’ -= 
da c2 - v2 + u2 =c’+(u+v)2-2v(u+\1)’ 
(2.10) 
409 I64 1~3 
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we obtain 
d(c*)/du 2(v + 2) 
C2 i(u+v)[(a+v)+2(v+2)] 
1 1 =-- 
a+v (a+v)+2(v+2)’ 
Integration of (2.11) on [ -v + 6, a] with 0 < 6 < a + v gives 
c*(s) [i5+2(v+2)](a+v) 
c2<-. 
6 [(u+v)+2(v+2)] 
(2.11) 
(2.12) 
Since from the series expansion (0.4) lim, +0 (c2(6)/6) = 2(v + l), we obtain 
from (2.12) the inequality (2.8). 
(ii) From the differential equation (2.10) and the inequality (2.7) we 
obtain, as in the case (i), the inequality (2.9). 
Remark 2.2. The inequality (2.8) was found also in [9] using a 
different method. 
3. CONCLUDING REMARKS 
(i) Lower Bounds for the Zero ~:(a, v, 0) = c* 
In Section 2 we proved the following inequalities 
c*>2(v+l)(a+v)-vf2 v+ l (u+v)2= (v+ l)(v+u)(v--a+) 
v+2 
=ES, (3.1) 
c* > 4(v + 1 NV + a) = ES 
v+a+2 
29 a> -v. (3.2) 
Other inequalities have been given by S. Ahmed and F. Calogero [ 1 ] and 
by E. K. Ifantis and P. D. Siafarikas [S]. They are respectively 
a> -v, v>O (3.3) 
c*> 2.t,Av+w+4 
j;,, + 2(v + l)(v + a) 
= IS, v>max{-u, -l}, (3.4) 
where jy,i is the first positive zero of the Bessel function J,(z) of the first 
kind and order v > - 1. 
It is clear that the inequality (3.1) is sharper than (3.2) and (3.3). Also 
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the inequality (3.4) is sharper than (3.2) and (3.3). Simple calculations 
show that it is convenient to use the above inequalities as follows 
C2> ES,, -v<a<v+2 
c2 > IS, a>v+2. 
Also on the interval (v + 2, cc) we can use the inequality (3.2) instead of 
(3.4) since (3.2) has the advantage that it does not depend on the zero j,, . 
(ii) Upper Bounds for the Zero ~:(a, v, 0) = cz 
We consider the inequalities 
c2 < 2(v + l)(v + a), 
-v<a<O (3.5) 
a> -v (3.6) 
c2 < 4(v + 1 Mv + 2)(v + a) 
3v+4+a ’ 
a> -v (3.7) 
proved in Section 2 as (2.6), (2.7), and (2.8). It is clear that the inequality 
(3.7) is sharper than (3.6). Also a comparison between the inequalities (3.5) 
and (3.7) in the interval (-v, 0) shows that (3.7) is always sharper than 
(3.5) if 0 <V-C 7 but (3.5) is sharper than (3.7) in the interval 
( 
v+3 Jpqq --- v+3+Jm -- 
2 2 ‘2 2 1 
if v > 7. 
(iii) Upper and Lower Bounds for the Zero c:(O, v, 0) = jkf, 
Applying inequality (3.7) at a=0 we obtain the inequality 
.ilfl < 
4v(v + 1 )(v + 2) 
3v+4 
for v>O. (3.8) 
It can be readily seen that the inequality (3.8) is sharper than the well 
known inequality [ 14, p. 4871 j\f, < 2v(v + l), v > 0 (which follows from 
(3.6) with a=O) and the inequality j$ <2(v+ 1)[(3~~+8v+4)“~- 
(v+2)], v>O (see [S]). 
Also from (3.1) for a = 0 we obtain the inequality 
Lfl > 
v(v + 1 )(v + 4) 
v+2 ’ 
v > 0. (3.9) 
It can be readily seen that the inequality (3.9) is sharper than the 
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inequalities j $ >v(v+2), v>O [14, p.4871 or j$>v+O.84118, v>l 
PI. 
Finally we show the usefulness of our lower and upper bounds (3.1) and 
(3.7) using [ 14, p. 740, Table V] for v = :. 
EXAMPLE. By the known recurrence relation for the Bessel functions we 
find that 
Let x = 1, 2, 3 and v = i then we obtain for c = x 
a=v-cJv- I(C) 
J,(c) ’ 
i.e., a = -0.420925, 1.465316, 21.545825, respectively. The corresponding 
upper bounds (3.7) for c = 1, 2, 3 are 
1.000998, 2.038261, 3.496702 
and the lower bounds (3.1) are 
0.9984, 1.882787. 
Concerning the third lower bound we find that its value is negative, i.e., it 
does not give proper information. In the latter case we can use the lower 
bound (3.4), where j,,2 = 71, obtaining the value 2.930533. 
From this example we conclude that our estimates (3.1) and (3.7) are 
useful for - v < a < v + 2. 
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