In this paper the definition of Intuitionistic probabilistic 2-metric spaces and intuitionistic 2-Menger spaces have been introduced. Also a fixed point theorem for a multivalued map on these spaces has been proved. As a Physical application, we see an interesting result for dissipative mappings on a generalized Menger space.
Introduction
The definition of an intuitionistic probabilistic metric space, an intuitionistic Menger space and an intuitionistic Menger normed space recently has been introduced in [13] . The theory of probabilistic metric spaces is an important part of Stochastic Analysis and so it is of interest to develop the fixed point theory in such spaces. On the other hand multivalued functions arise in optimal control theory, specially differential inclusions and related subjects such as game theory [3] , where the Kakutani fixed point theorem for multifunctions has been applied to prove existence of Nash equilibria. In Physics, multivalued functions play an increasingly important role (for example see [9] ). The notion of intuitionistic 2-Menger spaces can probably be used as a good instrument to interpret some phenomena which happen in quantum particles theory. Also unification of some related structures is another view point which strengthen the subjects pertain to those structures. From theoretical aspects, the results on such spaces can be viewed as their generalizations on 2-Menger spaces and the preference of this system is possessing two controllers to measure the degree of nearness and non nearness simultaneously. Moreover, there are some well known results which can be deduced as the special cases of their generalization in mentioned spaces. In this paper, after introducing the definition of intuitionistic 2-Menger spaces, we prove a fixed point theorem for multivalued maps, and in the next section, we see some their applications in Physical sciences. Some related results in fixed point theory on 2-Menger spaces, can be found in [6] and [14] .
If it is defined
Classically, a triangular norm (t-norm) T on [0, 1] is defined as an increasing, commutative and associative mapping
A triangular conorm (t-conorm) S is defined as an increasing, commutative and associative mapping S : 
continuous t-norm and for each continuous t-norm T, S(a, b)
Now define a sequence T n recursively by T 1 = T and
Example 2.1. If T is a continuous t-norm and S is its continuous t-conorm on
[0,1], then for each x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ L * define T T,S (x, y) = (T (x 1 , y 1 ), S(x 2 , y 2 )).
We see that T T,S is a t-representable norm on L
Throughout this paper we let, R = (−∞, +∞) and R + = [0, +∞).
Definition 2.4. ([13]) A distance distribution function is a non-decreasing and left continuous mapping F : R → R + with inf t∈R F(t) = 0 and sup t∈R F(t) = 1. We will denote by D and D + , the family of all distance distribution functions and the distance functions F such that F(0) = 0 respectively, and by H the special element of D defined by
If X is a nonempty set, F : 
A generalized Menger space is a triple (X, F, T ) where (X, F) is a probabilistic metric space, T is a t-norm and the following inequality holds:
, ∀p, q, r ∈ X and x, y ∈ R.
Definition 2.6. ([13]) A non-distance distribution function is a non-increasing and right continuous mapping L
: R → R + with lim t→+∞ L(t) = 0 and lim t→−∞ L(t) = 1.
We will denote by E the family of all non-distance distribution functions and by G the special element of E defined by
G(t) = { 1 t ≤ 0, 0 t > 0.
If X is a nonempty set, L : X × X −→ E is called a probabilistic non-distance on X and L(x, y) is usually denoted by L xy .
Definition 2.7.
T be a t-norm, is called a 2-Menger space if the following conditions hold: 1) for all x, y
where
3 Main section 3.1 Intuitionistic probabilistic 2-metric spaces, intuitionistic 2-Menger spaces and a fixed point theorem Definition 3.
1
. An intuitionistic distance distribution function is a non decreasing and left continuous mapping
is an intuitionistic distance distribution function. 
Definition 3.2. An intuitionistic Menger set
A ζ ,η in a universe U is an object A ζ ,η = {(ζ A (u), η A (u))|u ∈ U},, z, u ∈ X, a) F M,N (x, y, z)(t) ≥ L * H (t), ∀t ∈ R, b) F M,N (x, y,
z)(t) = H (t) if and only if at least one of the three points are equal
If in addition the triangle inequality (tetrahedral inequality),
holds, then (X, F M,N , T ) is said to be an intuitionistic 2-Menger space. Here F M,N (x, y, z)(t) = (M xyz (t), N xyz (t)) and is called an intuitionistis 2-metric distance.
M xyz (t) and N xyz (t) can be interpreted as the degree of nearness and the degree of non nearness of the area of triangle with vertices x, y, z in terms of the parameter t (for example as the time), respectively.
If (X, M, T ) is a 2-Menger space,
N xyz (t) = 1 − M xyz (t), ∀x, y, z ∈ X and t ∈ R,
T is any continuous t-norm and S is its t-conorm, then (X, F M,N , T T,S
) is an intuitionistic 2-Menger space. So each 2-Menger space can be viewed as an intuitionistic 2-Menger space. Also we can easily see that each generalized Menger space is an special case of an intuitionistic 2-Menger space.
Definition 3.6. Let (X, F M,N , T ) be an intuitionistic 2-Menger space. i) A sequence {x n } in X is said to be convergent to a point x ∈ X if
for each z ∈ X and t ∈ R. ii) A sequence {x n } in X is called a Cauchy sequence if for each ε > 0, t ∈ R and z ∈ X there exists n 0 (ε,t, z) ∈ N such that
for each m, n ≥ n 0 .
iii) X is called complete if each Cauchy sequence is convergent.
In the following theorem we shall denote by P the set of all non decreasing functions ψ : R + → R + such that for every s > 0 the series ∑ ∞ n=1 ψ n (s) converges. Also for any nonempty set S we will denote by 2 M the family of all nonempty subsets of M ⊂ S. ii) For each p, q ∈ X and t > 0 the condition
implies that, for all u ∈ f (p) there exists v ∈ f (q), such that
Then there exists a point x ∈ M such that x ∈ f (x).
Proof. Let x 0 ∈ M and
From ii) and (3.2) we can imply that there exists x 2 ∈ f (x 1 ) such that
Similarly from (3.3) it follows that there exists x 3 ∈ f (x 2 ) such that
Hence by the same way, we can obtain x n ∈ M, n ≥ 3 such that x n ∈ f (x n−1 ) and
Since lim n→∞ ψ n (s) = 0, (3.5) implies that for each ε > 0
Assuming T is h-type, we shall prove that the sequence {x n } n∈N is a Cauchy sequence i.e. for every a ∈ X, ε > 0 and λ ∈ (0, 1) there exists n 0 (ε, λ ) ∈ N such that
Then for every n ≥ n ′ (ε, s) we have
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By taking n ≥ max{n(s), n ′ (ε, s)}, where ψ n (s) < 1, for every n ≥ n(s), we have
But ψ is a non-decreasing function. Then
Using lim n→∞ ψ n (s) = 0 and the fact that T is of the h-type, from (3.7), we imply that {x n } is a Cauchy sequence.
Since X is complete we can suppose that lim n→∞ x n = x. Using the relation x n ∈ f (x n−1 ), for each n ≥ 1 and the assumption that f is closed, we conclude that x is a fixed point of f .
Application
The notion of dissipative mappings that is physically well motivated, has many applications to nonlinear Analysis and to mathematical Physics. To gain a simple motivation, consider a particle that can be located in different points of a space X. Let for each x ∈ X, E(x) denotes the potential energy of a particle located in the point x and suppose that e(x, y) be the minimal energy that is necessary to use in order to move the particle from the state x to the state y. As an evident investigation we have i) e(x, x) = 0, ∀x ∈ X. ii) e(x, y) ≤ e(x, z) + e(z, y), ∀x, y, z ∈ X. we assume that e(., .) is symmetric. If we define d(x, y) = e(x, y) then a simple calculation shows that (X, d) is a pesudometric space and d is a metric on the quotient space. Now let us to apply the function T to describe the evolution of this particle in the sense that if it was initially in x then in the next moment of the time it will be in T x. Since the transformation T is just one of the way to achieve y = T x by assumptions,
d(x, y) ≤ E(x) − E(T x).
The correspondent physical situation corresponds to the irreversible loss (dissipation) of energy. But, from physical viewpoint this picture is only approximately true. Because in a chaotic state(e.g. all molecules of a gas uniformly distributed) we can not come spontaneously to a more generalized state (all molecules are in one half of the vessel). Hence the evolution is irreversible. At the same time we understand that, practically such an evolution is possible but the probability of such fluctuation is small. According to the extensional model of ordinary metric spaces to probabilistic models and physical conditions imposed on the situation one can propose the probabilistic model of dissipation as the following manner. 
The inequality h(a + b) ≤ T (h(a), h(b)) implies easily that h is non-increasing and if T = min, then this inequality is equivalent to the fact that h is non-increasing.
On the other hand, such a probabilistic generalization is also of fundamental importance in probabilistic functional analysis and the notion of fixed point theory is crucial. So we are interested to see an application of the previous theorem in the realm of dissipative mappings.
A t-norm T is h-type if the family of functions {T n (x)} n∈N is equicontinuous at the point x = 1, where T 1 (x) = T (x, x) and T n (x) = T (x, T n−1 (x)), for n ≥ 2.
International Scientific Publications and Consulting Services On the other hand for each x, y ∈ X and n ∈ N, we have
But F and T are continuous. Hence, n −→ ∞ implies that F SpSq (ψ(λ (x) − λ (Sx))) ≥ h(ψ(λ (x) − λ (Sx)).
(4.8)
Since for each t > 0, lim n→∞ ψ n (t) = 0, by properties of h we can choose ψ 1 = ψ k 1 , for some k ∈ N, so that
Then by equation (4.8), we have F SpSq (ψ 1 (λ (x) − λ (Sx))) ≥ 1 − h(ψ 1 (λ (x) − λ (Sx)).
Now by theorem 3.1 the proof is complete.
