Abstract-We consider the Korteweg-de Vries-Burgers (KdVB) equation on the interval [0,1]. Motivated by simulations resulting in modest decay rates with recently proposed control laws by Liu and Krstic which keeps some of the boundary conditions as homogeneous, we propose a strengthened set of feedback boundary conditions. We establish stability properties of the closed-loop system, prove well-posedness and illustrate the performance improvement by a simulation example.
I. INTRODUCTION
The Korteweg-de Vries-Burgers (KdVB) equation is one of the simplest nonlinear mathematical models displaying the features of both dispersion and dissipation. It serves as a model of long waves in shallow water and some other physical phenomena. The usual and simplest setting in which the controlled and uncontrolled KdVB equation or the simpler KdV equation is considered is either the case of periodic boundary conditions (see, e.g. Bona et al. [3] , Russel and Zhang [15] ) or the case where the spatial domain is the whole real line (see, e.g. Biler [2] , Bona and Smith [4] ). As a next step in the analysis of a system it is natural to consider the controllability (see, e.g. Rosier [13] ) and stabilization (see, e.g. Zhang [18] ) on a bounded domain. In a recent work Liu and Krstic [11] consider a boundary feedback stabilization problem for a KdVB equation on a finite spatial interval. Our paper is motivated by simulations that show opportunity for considerable improvement of performance relative to the controllers in [11] . In this paper we propose a more aggressive control law that achieves better performance. Our control law can be implemented via any of the following three variables actuated at one boundary with w held at zero at the other boundary: (wx; wxx), (w; wx), (w; wxx). The uncontrolled versions of some of these problems are known not to be asymptotically stable. An example of a physical problem where our control law would be implementable is the water channel setup with boundary actuation discussed in Rosier [13] . In Section II we prove the existence and stability of solutions of the resulting boundary controlled KdVB equation. All the details of the calculations, including the ones omitted here due to space limitation, can be found at the authors' web pages. In Section III we provide a numerical example.
II. STABILIZATION
Consider the Korteweg-de Vries-Burgers equation 
Liu and Krstic [11] proposed the control law w(0; t) = 0; w x (1; t) = 0; w xx (1; t) = 0 
Unfortunately, as we shall see in Section III, the choice wx(1; t) = 0 results in slow convergence to zero. For this reason, in this paper we seek and find a more aggressive boundary condition that also uses wx(1; t) for feedback:
wx ( With the above notation our system (1), (2) , (6)- (8) 
Our main result is formulated in the following theorem. 
The same stability statements (reported in [11] ) hold with control law (4) and (5). Since (11) and (12) First take the L 2 -inner product of (1) with w to obtain 1 0 (w t 0 w xx + w xxx + w x w)w dx = 0:
Using integration by parts, boundary conditions (6)- (8) (1; t) 0:
As a first consequence of (15) we obtain, using Poincaré's inequality, inequality
which implies (11) . We now multiply (15) Next, we take the L 2 -inner product of (1) with 0wxx to obtain 0 1 0 (wt 0 wxx + wxxx + wwx)wxx dx = 0: (18) 1 We thank a reviewer and associate editor for suggesting the use of this parameter. Our original analysis was for = 1=2.
The quadratic terms of (18) are integrated by parts and boundary conditions (6)- (8) Multiplying (23) by e 02t , taking the square root, and using the definition of A(t) one more time we arrive at the inequality kw(t)k H k()kw0k H e k()kw k e 0t For completeness we include here an existence proof based on the theory of monotone operators with locally Lipschitz perturbations [1] , [6] , [16] following the arguments in [10] . 2 We consider two operators, A1: (D(A1) X) ! X given by Here 1 , 2 > 0 with 1 + 2 = and f(w) = w 2 =2. Next we introduce a cut-off function of f(y) = y 2 =2 and obtain the globally Lipschitz continuous function
with Lipschitz constant L K = K. We define the nonlinear operator A 2;K corresponding to the cut-off version of A 2 as
for some K 2 with domain D(A2;K) = D(A2). 
We obtain estimate (12) similarly.
Consider now two parameters K, L and the corresponding two solutions w K , w L of (27). For their difference w = w K 0 w L we have
w(x; 0) = 0; w(0; t) = 0; 
After taking the inner product of (34)- (37) Using the notation
we get
From here, using Gronwall's inequality we have
Since the first factor above converges to zero according to Lemma 1 and the second factor is bounded according to (33), we obtain k(w K 0 w L ) (t)k Taking the inner product of (34) 
which can, in turn, be written as
From here, using Gronwall's inequality we obtain
Since the first factor converges to zero according to Lemma 2 and the second factor is bounded, we obtain k(w Kx 0 w Lx ) (t)k 2 ! 0; as K; L ! 1: (11) and (12) . The uniqueness is obtained taking two assumed solutions w1 and w2 and subtracting the corresponding two systems from each other. Then, using the notation w = w 1 0 w 2 we obtain wt 0 wxx + wxxx + ww1x + w2wx = 0; x 2 [0; 1]; t > 0; w(0; t = 0; w x (1; t) = g 1 (w 2 (1; t)) 0 g 1 (w 1 (1; t)) = w(1; t)g 1 ; w xx (1; t) = g 2 (w 1 (1; t)) 0 g 2 (w 2 (1; t)) = w(1; t)g 2 ; whereg 1 andg 2 have the same form as in (38) and (39) except w K and w L are now replaced by w 1 and w 2 respectively. The calculations are also very similar to that of (38) and (39) except the cubic terms that can be estimated as 
Inspecting L 1 (t) we observe that it is integrable and since kw 0 k = 0 we obtain that kw(t)k = 0 for all t 0, i.e. the solution of (10) where we used the classical multiplicative inequality (55) with r = m = 2 and q = 6. We have
where, without loss of generality, we assumed that 
We already know from inequality (50) of Lemma 1 that the first factor on the right hand side of inequality (51) converges to zero as K; L ! 1. The second factor is estimated with the help of inequality (54) The local existence of a solution to the uncontrolled system is obvious and can be proven for example using Galerkin's method.
As a consequence of the third derivative in x and first derivative in t, it is necessary to use very small time steps (10 09 ) in order to balance the very small number in the denominator resulting from the cube of the spatial step. We are able to compensate in a certain extent the very small time steps by rescaling the equation, i.e. compressing the time domain. We consider, from the above reason, the scaled equation 
where 0 , 0 , c and p are positive constants. The transformation u(x; t) w(x; pt) shows the equivalence of system (1), (2), (6)- (8) to (56)- (60) with 0 =p and 0 =p.
Our numerical simulation is based on a fully discrete, implicit scheme of second order accuracy, using three time level quadratic approximation in time and central difference scheme in space, derived using the finite volume method (see, e.g. [7] ).
As an example, we consider the (KdVB) equation (56) 
The time step we use is k = 10 09 with final time T = 10 02 , and spatial step h = 5 2 10 03 . The scaling p = 100 corresponds to an unscaled Korteweg-de Vries-Burgers system with parameters = 0:01, = 0:1 on a time interval [0, 1] . In the controlled case the control gain was c = 0:1. As we can see in Fig. 1 , the uncontrolled solution seems to converge to a nontrivial stationary solution. All three controlled systems converge to zero [ Fig. 1(b)-(d) ], but when the first derivate is kept at zero at x = 1 and only the second derivative is controlled by feedback, cases (b) and (c), show poor convergence relative to our controller (59) and (60). In fact, Fig. 2 shows that the differences between the rates of convergence are significant both in the L 2 and in the H 1 sense. 
