Introduction
The semiconductor industry continues to increase the total number, number density, and power density of transistors in microprocessors. The resulting trend in device design is leading to highly nonuniform heat generation and increasing power consumption by the chips ͓1͔. In the near future, forced air convection will be replaced by liquid microchannel cooling technologies in an effort to drive the resistance of the chip package down and allow larger heat exchangers to be located remotely in the computer chassis. Two-phase microchannel cooling promises increased performance by further reducing the package resistance while still allowing a remote exchanger to reject the waste heat to the environment.
Notwithstanding the concentrated research effort in this field, fundamental challenges in controlling the pressure and temperature fluctuations remain, preventing accurate predictions of performance and reliability. Oscillations in temperature and pressure have been observed in both single channels ͓2͔ and multichannel arrays ͓3,4͔. Qu and Mudawar ͓3͔ observed pressure drop and parallel channel instabilities in an array of 21 231ϫ 712 m 2 rectangular channels. The pressure drop instability is a result of the flow rate response of the flow delivery system to pressure changes in the test section. Frequencies are usually very low on the order of 0.1 Hz. In the parallel channel instability, the flow redistributes itself in response to an increased pressure drop in a few channels due to nonuniform vapor generation. Peles ͓4͔ also observed parallel channel and pressure drop instabilities in 13 channel arrays of 50-200 m triangular channels. A flow excursion instability resulting from flow regime transitions and a compound relaxation instability from rapid bubble growth were also observed. Peles ͓4͔ noted that the instabilities were more pronounced in the microchannels than they are for large channels. Zhang et al. ͓2͔ observed pressure oscillations and periodic vapor generation in single rectangular microchannels measuring 44 m and 113 m in hydraulic diameter under constant applied heat flux and constant inlet velocity boundary conditions. The resulting oscillations were classified a compound relaxation instability similar to bumping and geysering and was associated with the rapid vapor generation characteristic of microchannels. For detailed descriptions of two-phase flow instabilities refer to Boure et al. ͓5͔ or Carey ͓6͔. Understanding the dynamic behavior of microchannel flow boiling is a major challenge, as the metrology and modeling for these flows are still in their infancy relative to larger scale systems. Due to the spatial constraints of the system, measurements have been limited to inlet and outlet pressures from commercial pressure taps, flow rates with commercial flow meters, wall temperatures with IR thermometry or microfabricated thermistors, and high speed video imaging ͓2,3,7-10͔. The inability to directly measure flow parameters in the channel itself leads to a great deal of uncertainty as it forces assumptions to be made in order to interpolate local values from those measured externally. Research is ongoing to identify techniques to measure parameters such as void fraction ͓11,12͔ and local liquid temperature ͓12͔ but further work is required before they can be applied to obtain reliable quantitative values.
Numerical and analytical studies can provide insight into these flows in the absence of direct experimental evidence. To date, the bulk of microchannel two-phase research has been experimental, but several analytical and numerical studies have been performed. Chavan et al. ͓13͔ analytically examined the stability of two-phase forced convection in microchannels using a homogeneous flow linear stability model. This model was previously applied to macroscale flows. The model predicts the pressure response for a single channel to perturbations in inlet velocity and Chavan concludes that microchannel forced convective boiling is only stable for low subcooling and low applied heat fluxes. Consequently, these systems are inherently unstable at practical operating conditions. Zhang et al. ͓10͔ modeled a single channel using a steadystate one-dimensional homogeneous model in which conjugate wall conduction was considered. The model showed reasonable agreement with experimental single channel data. This model was later extended to estimate the thermal performance for 3D logic architectures ͓14͔. Ajaev and Homsy ͓15͔ numerically investigated constrained vapor bubbles next to a heated wall. The simulations included 2D and 3D steady bubbles in which condensation at colder regions of the interface balanced the evaporation at the heated regions, as well as the growth of a 2D bubble under higher thermal loads. Mukherjee and Kandlikar ͓16͔ used a level set method to simulate the growth of constrained bubbles in a superheated liquid showing good agreement with experiments in interface growth rates and overall bubble shape. The model was later used to investigate the role of inlet constrictions on the ejection of vapor bubbles from microchannels ͓17͔.
One assumption common to all of these models is that the liquid is incompressible. They also neglect the bubble nucleation process assuming a bubble already exists. Homogeneous models do not consider individual bubbles but treat the two-phase mixture as a single pseudofluid. It has been speculated that the rapid growth of bubbles in microchannels generates pressure pulses within the channel ͓18͔, but little to no research, either experimental or analytical, has focused on this aspect of confined flow boiling. Rapid gas production during severe accidents in light water reactors are known to generate significant water hammer pulses in macroscale systems ͓19͔. This analysis examines the role liquid compressibility plays in the nucleation, growth, and associated heat transfer of vapor bubbles in confined channels. The results indicate the heat and mass transfer during nucleate boiling in microchannels is inhibited by the confined geometry. Single bubbles can also trigger additional nucleation elsewhere in the channel leading to increased flow instability. This analysis identifies a nondimensional parameter to characterize the transition from conventional to microscale flow boiling.
Numerical Model
The following one-dimensional fully compressible LagrangianEulerian finite-volume scheme is formulated to investigate the effect confined geometries have on microchannel flow boiling. The channels considered for the numerical model are square in cross section. The Rayleigh-Plesset model, described in detail later, is used to predict the growth of a spherical bubble. This growth model has been used extensively in other fields such as cavitation ͓20͔, sonoluminescence ͓21͔, and boiling ͓22͔. The simulations are restricted to bubble diameters less than 50% of the channel diameter to avoid situations where the walls cause the bubbles to become nonspherical.
In this model, the liquid is captured with the Eulerian elements, while each bubble is tracked as a single Lagrangian structure. The Lagrangian-Eulerian approach allows a coarser discretization in the Eulerian grids thereby increasing the maximum allowable time step, while at the same time, retaining subelement resolution for the size and location of the bubbles. A fully discretized two-or three-dimensional compressible model requires extremely short time steps to avoid CFL instability issues.
2.1 Nucleation. For a two-phase microchannel heat exchanger to be effective for applications such as microprocessor cooling, boiling must occur well below the kinetic limit for homogeneous nucleation. In a practical heat exchanger, wall structures serve as heterogeneous nucleation sites. Nucleation starts because vapor embryos trapped in wall cavities are conducive to growth under the appropriate conditions. A nucleation site activates when the internal vapor pressure in a wall cavity exceeds the combination of surface tension and the external pressure,
The pressure inside the cavity is at the vapor pressure at the local wall temperature. The criterion can be rewritten as
2.2 Bubble Initial Conditions. Initially, the interface is stationary,
The nucleating bubble is treated as a sphere throughout the simulated growth and the initial volume is
͑4͒
The bubble temperature is the local wall temperature, T b = T w , while pressure is the saturation pressure at the bubble temperature, P b = P sat ͑T b ͒, and mass is obtained from the ideal gas law:
2.3 Heat and Mass Transfer. After a bubble has nucleated, heat and mass transfer between the liquid and the vapor are monitored. During the early inertia-controlled stage of growth, the vapor inside the bubble remains isothermal due to the thin thermal boundary layer surrounding the bubble. The bubble pressure remains constant for an isothermal bubble. As the bubble grows into the thermally controlled regime, transport of energy across the thermal boundary layer surrounding the bubble eventually limits the evaporation process.
To accurately capture the heat and mass transfer into a bubble growing in a microchannel, the full three-dimensional thermal convection problem should be solved, but this is computationally expensive and time consuming. In this study, the heat transfer rate is calculated as
The two-phase heat transfer coefficient, h tp , can be determined from a microchannel heat transfer correlation ͓23,24͔ or taken as a fixed effective value. Considering the correlations are not derived for single bubble physics, the heat transfer coefficient in this study is a constant. Significant insight into the expected behavior can be obtained with this one-dimensional model by examining reasonable limits to the thermal transport. Infinite heat transfer, corresponding to an isothermal bubble at the nucleation temperature, provides the upper limit to the heat transfer into the bubble, while an effective two-phase heat transfer coefficient on the order of the singlephase convective coefficient serves as the lower limit. The heat transfer coefficient for a single bubble should be greater than the spatially averaged heat transfer coefficient typically reported for flow boiling in a microchannel. Except for the section where the effect of the heat transfer coefficient is evaluated, the analysis presented in this article assumes infinite heat transfer corresponding to inertia-controlled growth.
Mass transfer into the bubble is calculated directly from the heat transfer to the bubble and an enthalpy balance. The model accounts for the sensible heat required to raise the vaporized liquid to the bubble temperature, any temperature changes to the previous mass in the bubble, and the latent heat of vaporization, i lv .
The saturated vapor inside the bubble is modeled as an ideal gas. Changes in pressure with respect to temperature are given by the Clausius-Clapeyron equation ͓25͔.
Differentiating the ideal gas law and substituting Eq. ͑8͒ provides the expression for the change in temperature with respect to specific volume
The bubble pressure is the saturation pressure at the bubble temperature. For many fluids including water, the saturation pressure is well correlated with the saturation temperature using a form derived from the Clapeyron equation ͓25͔.
where pressures are in bars and temperatures are in Kelvin.
Interface Velocity.
The Rayleigh-Plesset equation models the growth or collapse of a spherical bubble from an active nucleation site in an infinite incompressible fluid ͓20͔.
The driving pressure gradient, P b − P l −2 / r b , between the vapor and liquid can vary in time. In order to remain consistent with the geometry for which Rayleigh-Plesset equation was derived, the bubble is assumed to grow as a sphere. Consequently, the results presented correspond to early bubble growth where the shapes of bubbles in square channels have yet to be influenced by the walls. The accuracy of the Rayleigh-Plesset model should be questioned for bubbles that have grown to the size of the channel. As the interface approaches a wall, the interface velocity would be better approximated by a lubrication theory approach.
Liquid.
The liquid is captured using staggered Eulerian grids consisting of the channel with the bubble volumes subtracted from each cell in which a bubble or part of a bubble exists. The linearized equation of state ͑Eq. ͑15͒͒ accounts for the compressibility of the liquid, and changes in volume are captured through the use of the local void fraction, ␣. The grids are onedimensional with cell divisions in the streamwise direction. Each element is uniform in length but can have different transverse dimensions allowing for varying channel cross sections. The staggered grid avoids the odd-even numerical instability arising from pressure-velocity coupling in centrally differenced convection terms ͓26͔. The pressure grid is used to calculate density, pressure, enthalpy, and temperature, while the velocity grid is used only for liquid velocity.
Equations.
The numerical approach solves the onedimensional Navier-Stokes equations along with the convective energy equation and an appropriate equation of state.
These equations account for mass transfer between the phases and any forces, F, including viscous shear, imposed on the liquid by the liquid-vapor or liquid-wall interfaces. The equation of state is a linearization about a reference point of 1 atm at room temperature for a liquid speed of sound, a l . The bubble interactions with the liquid grids change the cell volumes and flux areas through the local void fraction, ␣.
Solution Algorithm.
The numerical model is solved with an iterative segregated system. Semi-implicit temporal discretization prevents large overshoots in pressure and void dependent quantities, such as two-phase frictional pressure drop and heat transfer coefficient, while centrally differenced spatial discretization allows propagation in both directions. A tridiagonal matrix algorithm ͑TDMA͒ ͓26͔ solves each matrix system.
For each time step, the wall temperature, liquid density, liquid velocity, and liquid enthalpy or temperature are solved in order in an iterative loop. The new wall temperatures and liquid pressures are used to determine if any new nucleation sites have become active. Any new bubbles are initialized and the evolution of existing bubbles is calculated. A time step is considered to converge when the difference norm of the residuals has fallen by at least three orders of magnitude and total mass and energy are conserved to within 0.1%.
A grid convergence study was performed to determine the influence discretization has on the prediction of bubble growth rates. Eulerian grids of 75, 150, and 300 elements were used to predict the growth of a bubble with a constant pressure of 1.8 bar in a 2 cm long channel. Little difference was observed between the grids with 150 and 300 elements. Grid densities of 150 elements/cm are used for the remaining simulations.
Results and Discussion
3.1 Initial Bubble Growth. For this discussion, confinement in any direction refers to an obstruction preventing the liquid from moving in a direction, while constrained indicates the bubble interface is pressed against the obstruction preventing further growth in that direction. A truly unconfined bubble only exists in theory as practical systems are enclosed by boundaries. However, many systems are large enough that bubble growth is well approximated by the theory for unconfined bubbles. This is not the case for microchannels.
Let's review unconfined inertia-controlled bubble growth before exploring bubbles in microchannels. An unconfined isothermal bubble grows according to the Rayleigh-Plesset equation ͑Eq. ͑11͒͒. For isothermal or inertia-controlled bubble growth, the heat transfer is sufficient to maintain a constant bubble pressure. After an initial period of acceleration, the interface asymptotes to a constant velocity presuming r b ӷ r b,0 .
͑16͒
In this situation, the volume of the spherical bubble increases as t 3 because the volume goes as r b 3 . Now assume the bubble is constrained in one dimension, by a pair of parallel walls in a high-aspect ratio channel for example. Such a bubble takes on the shape of a squat cylinder or a pancake. The diameter is free to grow but the thickness is restricted by the spacing of the parallel walls. If there is adequate heat transfer to keep the bubble pressure constant, the free interface still asymptotes to a constant velocity. The free portion of the interface remains inertia-controlled even though part of the interface is constrained. Neglecting wall friction this velocity is given by Eq. ͑16͒. In this case the volume grows with t 2 since the bubble is constrained by the spacing of the parallel walls. Following this rationale, the volume of an inertia-controlled bubble constrained in two dimensions, say by the four walls of a long rectangular channel, increases linearly with time. As discussed later, experiments by Fogg and Goodson ͓27͔ demonstrated that these trends do not hold for confined boiling in microchannels.
The radial growth for a confined bubble nucleating from a 2.75 m diameter cavity in a 100 m square channel is depicted in Fig. 1 . Inertia-controlled growth is dominated by the liquid inertia. During this stage, heat and mass transfer are sufficient to maintain the bubble pressure at its initial value. After an acceleration period the interface velocity asymptotes to the value given by Eq. ͑16͒.
At some point, the channel confinement significantly affects growth. For water the specific volume of the liquid phase is three orders of magnitude smaller than the vapor phase. As a bubble grows, the liquid pressure increases to accommodate the rapidly displaced volume of liquid. The capacity of the channel to deal with this liquid diminishes with decreasing cross-sectional area. The increase in pressure propagates axially through the channel both upstream and downstream.
The resulting confinement pressure, P con , comes from the rapid reduction in volume available for the liquid to occupy. It arises in the numerical model from terms involving d͑␣͒ / dt. Note that P con is not influenced by the water bulk velocity. The additional term corresponding to the P con superimposes onto the frictional and accelerational contributions to the pressure profile.
One can derive a simple expression for P con , by considering a control mass of liquid surrounding a growing bubble, which is compressing the liquid. Symmetry allows the analysis to consider only 1 2 of the bubble. The control mass should be sized, dx = a l dt, such that any change in pressure due to the expanding bubble propagates right to the edge of the control mass. Since P con depends on the change in volume, smearing the bubble into a rectangular volume, which spans the channel cross section, simplifies the analysis without changing the results for this one-dimensional derivation.
The choice of the control mass ensures that
An increase in the volumetric growth rate of the bubble causes the volume of the control mass to shrink at 1 2 the rate of the bubble growth.
Although liquids are highly incompressible, they still are slightly compressible. The change in liquid pressure with respect to a change in density is
After combining Eqs. ͑17͒-͑19͒ and recalling that dx = a l dt, the change in pressure due to confinement, dP con , is
By integrating Eq. ͑20͒ from the initial condition of ͑P con = 0 and V b =0͒, the confinement pressure as a function of bubble volumetric growth rate is obtained.
This derivation is remarkably similar to a piston compressing liquid in a one-dimensional duct ͓28͔. The piston velocity corresponds to
and P con can be rewritten as
This pressure is the same form as the Joukowsky pressure ͓29͔ from water hammer theory. Thus, a bubble growing rapidly in a microchannel is comparable to a fast closing valve in a pipe, except the induced water hammer pressure influences bubble expansion. Increasing thermal loads and decreasing channel cross section exacerbate these water hammer effects. Although Eq. ͑23͒ provides the instantaneous liquid pressure, the maximum liquid pressure is estimated from the bubble pressure using the equality in Eq. ͑1͒. The confinement pressure can also be thought of as a bubble-generated acoustic pulse. Equation ͑22͒ corresponds to the particle velocity in one-dimensional acoustics and Eq. ͑23͒ is the sound pressure. The specific acoustic impedance is P con / ṙ b = l a l . One should note that the derivation above does not assume a particular growth behavior for the bubble. Since the confinement pressure depends on the volumetric growth rate, Eq. ͑21͒ can be applied to either inertia-or thermal-controlled growth. Of the two regimes, inertia-controlled growth will yield the higher confinement pressures for a given wall superheat.
If the water hammer or acoustic pulse reflections are neglected, confined bubble growth reaches a steady state when the effective bubble driving pressure balances the confinement pressure.
When the interface is not constrained, the bubble remains spherical and the volumetric growth rate is
Substituting Eq. ͑25͒ into Eq. ͑24͒ and specifying P b − P l,0 =2 / r ns yields the radial growth rate as a function of bubble radius,
͑26͒
As shown in Fig. 1 , Eq. ͑26͒ agrees with the numerical solution once the liquid pressure reaches steady state. For a high-aspect ratio channel, the walls quickly constrain the Transactions of the ASME interface in one direction. In this case, the interface curvature is fixed by the critical channel dimension and the volumetric growth is, approximately,
The resulting radial growth rate in the unconstrained dimensions is
Note the volumetric growth rate is constant because the effective driving pressure no longer varies with bubble radius. Data collected by Fogg and Goodson ͓27͔ support this result. In the experiment, single inertia-controlled bubbles are simulated by injecting air through a 10-15 m orifice in the center of highaspect microchannels ͑1000ϫ 25 m 2 and 500ϫ 25 m 2 ͒. The supply air pressure, liquid flow rate, and liquid pressure drop are recorded by a data acquisition system, while a high-speed camera captures the bubble growth at 5000 fps. The measured evolution of the unconstrained cross-sectional bubble area is shown in Fig.  2 . Unlike an unconfined bubble, constrained between infinite parallel plates, the pancake-shaped bubbles do not grow volumetrically as t 2 but rather linearly with time as predicted by Eqs. ͑27͒ and ͑28͒. As shown in Fig. 3 , the model estimates the growth rates well. The ability to predict not only the temporal trend but also the growth rate indicates the model captures the key physics of confined bubble growth. Lee et al. ͓30͔ also measured constant volumetric growth rates for thermally grown pancake bubbles. This trend agrees with that predicted by the model, but may be associated with the temporal variation in the bubble pressure, which is not directly measured.
Reducing the channel cross-sectional area affects bubble growth as shown in Fig. 4 . In all cases, initial growth is dominated by liquid inertia and channel confinement is negligible. Eventually the bubble grows large enough such that confinement pressure becomes significant relative to the bubble pressure, thereby retarding growth. The radius at which the confinement effect becomes noticeable scales with channel cross section. None of the bubble interface velocities in Fig. 4 reach the Rayleigh-Plesset asymptotic velocity ͑Eq. ͑16͒͒ because feedback from the confinement pressure retards the volumetric growth. For a given wall superheat, the volumetric growth rate of bubbles in smaller channels is lower than that of bubbles in larger channels since the confinement pressure feedback occurs earlier in the growth process.
This result is particularly interesting since bubble growth in microchannels is often characterized as "explosive" ͓31͔ or "rapid" ͓32͔, yet this analysis predicts that microchannel bubble growth only appears rapid because of the relative scale of the channels to the bubbles. As shown in Table 1 , the few measurements of interface velocities reported in the literature are lower than the Rayleigh-Plesset equation predictions for unconfined inertia-controlled growth at equivalent heating conditions. Although these studies seem to support the confinement pressure theory, they were not designed to capture the parametric dependence pertaining to growth velocities in microchannels. Based on the measurements reported, one is unable to determine whether the bubbles experience inertia-or thermal-controlled growth. The limited observations are insufficient to draw reliable conclusions. Figure 5 illustrates the wall superheat effect on bubble growth. The pressure difference driving interface motion increases with temperature and leads to faster bubble growth. Surface tension is responsible for the time lag from the initiation of growth to the rapid acceleration of the interface. At the higher wall superheats the curvature of the bubble embryo is higher, and small increases in bubble radius rapidly reduce the opposing Laplace pressure, 2 / r b . Higher superheats also lead to increased mass transfer. One of the most significant unknowns in this model is the effective heat transfer coefficient. Existing experiments evaluate only average heat transfer. No microchannel studies for single bubbles have even been attempted. Lacking quality experimental data, models must assume a fixed value, as done in this study, or rely on heat transfer correlations ͓23,24͔ which are also time and spatially averaged. Figure 6 shows how the heat transfer coefficient influences bubbles growing in water in a 100 m square channel. The lowest value, 50 kW/ m 2 approximates the value for single-phase liquid flow and serves as a lower limit. The upper limit corresponds to infinite heat transfer maintaining a constant bubble temperature and pressure. At lower heat transfer coefficients, bubble expansion reduces the bubble pressure and temperature due to insufficient phase change. However, heat transfer during inertia-controlled bubble growth is nearly infinite. After time, the superheat in thermal boundary layer becomes depleted and limits growth. From the analysis of Plesset and Zwick ͓22͔, this boundary layer grows roughly as the square root of time, ␦ th Ϸ͑⌳ l t͒ 1/2 for a bubble in an otherwise quiescent infinite liquid at uniform superheat. For microchannels, the proximity of multiple walls enhances heat transfer. The Kandlikar correlation ͓33͔ predicts two-phase timeaveraged microchannel heat transfer coefficients on the order of 100 kW/ m 2 to 1 MW/ m 2 for water depending on flow and heating conditions and channel geometry. The initial value for the heat transfer coefficient during bubble growth is much higher than the single-phase value and should be higher than the average heat transfer coefficients for microchannel flow boiling. Considering average h tp is on the order of several hundred kW/ m 2 , the assumption of inertia-controlled growth for a small bubble appears reasonable. One should note that the confinement pressure depends on the volumetric growth rate of the bubble, whether or not bubble growth is inertia-controlled or heat transfer-controlled. The choice of a particular heat transfer coefficient merely changes the amplitude and evolution of the bubble-induced pressure pulse.
Heat Transfer.
The majority heat transferred in flow boiling is due to phase change. The instantaneous heat transfer rate into the bubble is
For an isothermal bubble v remains constant and the heat transfer rate is directly proportional to bubble growth. As discussed in Sec. 3.1, the bubble volumetric growth rate in microchannels is reduced from that in large channels because the confinement pressure retards growth. Thus, two-phase heat transfer is reduced for nucleate boiling in microchannels.
Channel Systems.
The confinement pressure propagates through channel systems as water hammer or acoustic pressures travel through piping and duct systems. The pulses propagate both upstream and downstream. Microchannel heat exchangers contain various components including manifolds and headers, reducing and expansion junctions, inlet and outlet ports, as well as the tubing connecting the heat exchangers to the pump, reservoirs, and condenser. The combination of these various geometries dictates pressure pulse propagation.
To demonstrate the role geometry plays in pulse propagation and the ultimate impact on microchannel flow boiling, two single channel chip designs with different manifolds are simulated. The simulation includes system components from the channel up to inlet and outlet tubing. Both manifold geometries, shown in Fig.  7 , are from single microchannel experiments ͓2,34͔. The primary difference between the two designs lies in the manifold-to-channel transition. In the first design, the manifold suddenly steps down to the channel size, while in the second, the manifold tapers to the channel dimensions. The channels are 100 m square and 2 cm long. The straight rectangular manifolds measure 600 m wide, 250 m deep, and 1 cm long ͓2͔. The rectangular portions of the tapered manifolds measure 1000 m wide by 100 m deep and 9 mm long. They taper to the channel width over 1 mm creating a manifold 1 cm in total length ͓34͔. The dimensions of the other components are summarized in Table 2 . De-ionized water flowing at a Re= 0.66 serves as the working fluid. Figure 8 shows the pressure evolution inside the two channel systems for a bubble, located 1.45 cm ͑z =0͒ from the inlet manifold-channel junction, nucleating at a superheat of 20 K. This superheat corresponds to an initial pressure difference of P b − P l,0 = 0.91 bar. The bubble remains isothermal throughout its growth. At t = 3.5 s, the initial pulse reaches the transition to the outlet manifold. The reflected and transmitted portions of the pulse are seen propagating shortly thereafter. For the straight manifold, the portion of the pulse transmitted to the manifold is 12.5% of the pulse magnitude. The tapered manifold transmits 18.4% due to the more gradual area reduction. The reflections are inverted due to the expansion, locally reducing the liquid pressure. The pressure remains positive because they are superimposed on the incoming portion of the initial pulse.
At 10.5 s, the upstream side of the initial pulse reaches the inlet manifolds. The reflections off the outlet manifolds have reached the bubble. An isothermal bubble approximates a constant pressure boundary leading to full reflections of incoming pulses.
By 16 s, the initial pulse has reflected off the inlet manifold. The ratios of the reflected and transmitted pulses for each manifold design are the same as that for those at the outlet manifolds. The downstream pulse has also reflected off the manifold-port junction. Note that the pulse amplitudes transmitted into the tubing are negligible due to the large expansion between the ports and the tubing.
Direct experimental evidence of water hammer propagation in microchannel systems is difficult to obtain due to the spatial constraints imposed by the channels. The common measurement of inlet and outlet pressure in the tubing connected to the manifolds is incapable of capturing these pressure fluctuations due to the large expansions reflecting the pulses back into the system. The large cross-sectional area of the tubing readily absorbs any transmitted portion greatly reducing the measurable amplitude. A highspeed pressure sensor located in the microchannel itself needs to be developed to directly measure the water hammer pulses.
At 27 s, multiple reflections have superimposed near the channel inlet to create a depression in the local liquid pressure below the operating pressure. As the bubble grows, the liquid pressure profile evolves ͑t =44 s͒ with the confinement pressure propagation dictated by the channel system geometry. In the final set of profiles ͑t =56 s͒, the multiple reflections superimpose creating a large pressure depression. In the straight manifold this depression is 10.0% of the bubble overpressure, 2 / r ns , below the baseline pressure. For the tapered manifold, it is 14.4% below the baseline. Figure 9 depicts the time history of the radial velocity and local liquid pressure for the bubble in the straight channel. After the initial acceleration, the bubble grows according to Eq. ͑26͒ until the first reflection off the manifold-channel junction returns to the bubble location. The bubble responds to the reduction in local liquid pressure by increasing its growth rate. This interface velocity remains at the increased level after the arrival of the manifold reflection because the bubble continues to emit a pressure front that negatively reflects back to the bubble location. Clearly, the channel system geometry significantly influences how the bubbleinduced water hammer pressures propagate in microchannel systems influencing bubble growth, departure, convection, and nucleation. This feedback from the reflections of the bubble-induced water hammer indicates the channel system geometry can be engineered to manipulate the bubble growth and heat transfer rates.
Bubble Nucleation and Growth.
The confinement pressure inhibits bubble growth but its subsequent propagation has the potential to promote additional nucleation. Water hammers are known to cause cavitation and water column separation ͓35͔. Column separation in conventional channels usually occurs at one end of the water column when the liquid inertia essentially pulls the column away from a boundary creating a large void. Cavitation regions with low void fraction, known as dispersive column separation, are created by the propagation of a negative pulse slightly less than the local saturation pressure. Two negative pulses passing each other can lead to intermediate column separation as the superposition reduces the local pressure below the vapor pressure. Cavitation has been induced in small diameter channels with low-frequency ultrasound ͓36͔. What remains to be answered is whether or not pressure depressions from water hammer reflections in microchannels can initiate and sustain boiling at normally inactive nucleation sites. Figure 10 compares the local liquid pressure at z = −11.4 mm for the two channel systems in Sec. 3.3. In general, the evolution of the pressure is similar in both channels since the lengths and cross sections are comparable, but the taper does vary the reflections from the channel-manifold junction slightly. In the end, the tapered manifold leads to deeper troughs and higher peaks in the pressure for the situation simulated. The peaks in the liquid pressure can deactivate nucleation sites by forcing liquid into the cavities and flooding them. The troughs, on the other hand, have the potential to lead to additional nucleation.
As discussed before, a nucleation site will become active when the vapor pressure in a cavity exceeds the combination of surface tension and external pressure. Consequently, the pressure troughs should be capable of triggering bubble nucleation within the channel. Figure 11 displays the axial pressure distribution after the deepest trough has passed z = −11.4 mm in the tapered manifold design. As the trough passes ͑t =56 s͒, a bubble nucleates from a 2.44 m diameter cavity prescribed at z = −11.4 mm. The pressure increase due to the second bubble emerges in the confined channel. At t =63 s, two pressure reflections are superimposed between the two bubbles to create a large pressure increase. A short while later, these pressure waves reflect off the bubbles creating another pressure trough, although this one is above the op- Fig. 7 Schematic of experimental manifold designs used in simulations to determine effect system design Table 2 Dimensions of the microchannel systems depicted in Fig. 7 . All lengths are in mm. Figure 12 compares the time evolution of the liquid pressure for the tapered system with and without secondary nucleation at a location ͑z =−6 mm͒ between the two possible nucleation sites. The second bubble causes the maximum pressure to increase because the confinement pressure of the second bubble is added to the existing pressure. The oscillation period decreases since the pulse propagation length is between the two bubbles ͑11.4 mm͒ instead of the first bubble and the inlet manifold ͑15 mm͒.
Since the propagation of the acoustic pressures is dictated by a linear differential equation, the contributions of several bubbles superimpose in a channel. As displayed in Fig. 13 , the bubbleinduced water hammer from the second bubble influences the growth of the first bubble. For this case, the interface velocity of the first bubble is slightly affected by the second bubble, but the net effect on the bubble radius is negligible.
Because of the transient nature of the liquid pressure, the size of the nucleation site determines whether or not net bubble growth is realized at the secondary nucleation site. For a local wall superheat of 20 K, Fig. 14 plots the resulting bubble growth for nucleation sites of diameter 2.392 m, 2.415 m, and 2.557 m from which bubbles start to grow once the local liquid pressure drops below 0.868 bar, 0.878 bar, and 0.936 bar, respectively. The minimum activation diameter for these conditions with the liquid pressure history in Fig. 10 is 2.3886 m. Less than 30 nm means the difference between a bubble that continues to grow and one that collapses. If the nucleation site diameter is fixed, this corresponds to only a few tenths of a Kelvin in wall temperature. Therefore, for most wall temperatures greater than the minimum activation temperature, secondary bubbles will nucleate, grow, and depart in microchannels.
The additional nucleation and bubble growth generated by bubble-induced water hammer could have profound impacts on device performance. Vapor generated at lower than expected wall temperatures improves heat transfer over short time periods. The thermal performance of similar channel geometries with different manifolds can vary significantly due to magnitudes of reflected water hammer pulses. Flow redistribution and associated instabilities will increase due to the increased channel pressure drop tied to the additional nucleation. In single microchannels, water hammer pulses can generate groups of bubbles at once similar to the compound relaxation instability observed by Zhang et al. ͓2͔. The strong dependence on the overall system geometry makes it difficult to quantitatively compare results between different devices with the same channel dimensions. A better system would predict phenomenological transitions using nondimensional numbers which may include the geometry, fluid properties, and other parameters indicative of shifts in the dominant physical mechanisms. Kew and Cornwell ͓39͔ recommended a confinement number,
to differentiate between macroscale and microscale flow boiling. They found the flow characteristics and heat transfer were significantly different than macrochannel predictions when Co KC Ͼ 0.5. For water at atmospheric pressure the transition based on this criterion is approximately 5 mm. The applicability of this number is questionable as scaling analysis typically indicates buoyancy is negligible for microchannels.
The increase in local liquid pressure is a fundamental confine- ment effect, presenting an opportunity to define a nondimensional number as the ratio of the confinement pressure to the bubble overpressure,
This number indicates magnitude of the feedback from the confinement pressure and can characterize the transition from conventional channels to microchannels. For channels large enough that the increases to the local liquid pressure are negligible, P con Ӷ P b − P l,0 , Co FG is small. Large values for Co FG correspond to systems where the induced liquid pressure significantly inhibits volumetric growth. Equation ͑31͒ can be applied to more than just single bubbles. The definition is rather general and can easily be applied to practical channel conditions at any instant in time. Since the confinement pressure is driven by the change in local liquid fraction, one could treat a pair of closely spaced bubbles that are about to coalesce as a single void. The volumetric growth rate of the combined void would then be used in Eq. ͑21͒. Furthermore, Eq. ͑31͒ could be applied to thermally controlled bubbles simply by using the saturation pressure, which corresponds to the instantaneous bubble temperature, for P b . Only the parameter P l,0 is fixed as it represents the liquid pressure the bubble would see if it is unconfined.
For a certain set of assumptions, Co FG can be used to analytically estimate when a bubble becomes confined. Consider a relatively small inertia-controlled bubble that is not affected by channel confinement. The volumetric growth rate is determined by the interface velocity ͑Eq. ͑16͒͒. The bubble overpressure can be approximated as ͑P b − P l,0 ͒ =2 / r ns . Substituting this relation and Eq. ͑21͒ into Eq. ͑31͒ allows the confinement number to be rewritten as
The shape factor G accounts for the bubble geometry, which is introduced through the volumetric growth rate in Eq. ͑16͒. For a sphere G =4r b , while for a pancake-shaped bubble constrained in one dimension G =2H ch . Equation ͑32͒ contains parameters representing the channel and bubble geometries as well as fluid properties. After specifying a confinement threshold, C con , a confinement bubble diameter can be defined. For reference, the maximum radial velocity, noted in Fig. 1 , for bubbles with superheats from 5 K to 30 K in channels ͑100 m Յ d h Յ 1 mm͒ correspond to 0.11Ͻ C con Ͻ 0.41. The peak radial velocity occurs after P con overcomes the driving pressure. Ultimately, the threshold, C con , at which channel confinement significantly influences bubble growth must be determined from experimental data. Such experiments need to measure both bubble growth and pressure over the growth cycle of single bubbles. A measurement of the bubble pressure is virtually impossible in heat transfer studies. With the exception of Ref. ͓29͔, the authors are unaware of any other study in the literature which monitors both these parameters for single bubbles in small channels. Furthermore, the range of channel diameters in Ref. ͓29͔ is insufficient to ascertain the confinement threshold. In lieu of an experimentally determined C con , a logical choice is 0.1 indicating P con is at least one order of magnitude less than the bubble driving pressure. This somewhat arbitrary value appears reasonable based on the simulation results. Eventually suitable experiments will need to be performed to properly characterize the true transition from an unconstrained bubble to a confined one.
Utilizing Eq. ͑27͒ one can define a critical nondimensional bubble cross section where the bubble begins to become confined. For a spherical bubble in a liquid, this is a function of the liquid properties and wall superheat.
͑33͒
The critical value increases with superheat because P con based on the Rayleigh-Plesset asymptotic velocity ͑Eq. ͑16͒͒ increases only with P b 1/2 . For a threshold value of C con = 0.1, the nondimensional critical confinement bubble radius, r b ‫ء‬ =2r b / d h , for water in a square channel is approximately 2% of d h . Hence, P con becomes important for r b =1 m, 10 m, and 100 m for d h = 100 m, 1 mm, and 1 cm, respectively. Assuming a bubble essentially stops growing once it departs from the wall, the effects of P con are not realized for channels where the bubble departure diameter is less than the critical confinement diameter. These values qualitatively agree with experimental observations. For channels on the order of a few hundreds of micrometers, confinement is always observed. Millimeter-sized channels are reported to exhibit both conventional and microchannel behavior, while larger channels are well modeled by conventional theory. Note the above discussion assumes bubble pressure remains constant throughout the growth process. If bubble growth becomes thermally controlled, bubble growth slows, which would allow the bubble to become larger before the confinement pressure becomes significant. 
Conclusions
Bubble-induced water hammers or acoustic pulses are one of the first confinement effects to be modeled. The additional acoustic pressure inherent to microchannel flow boiling plays an important role in the dynamic behavior of the flows. Depending on the level of superheat, the analysis predicts the amplitude of the acoustic pressure may be on the order of an atmosphere. The initial increase in liquid pressure due to channel confinement feeds back and reduces the bubble growth rate. Because growth diminishes with cross-sectional area, less heat is transferred as d h decreases, provided all other conditions are identical. Consequently, microchannels do not improve the heat transfer for single bubbles during the early stages of nucleate boiling. The equations describing the generation of these acoustic pressures lead to a nondimensional number, Co FG , capable of predicting when bubble growth and heat transfer will be significantly inhibited in microchannels.
The limited capacity to accommodate the mass displaced during the growth of a single bubble can lead to large pressure perturbations to the steady-state flow profile. The initial pressure waves inhibit further nucleation and growth and may deactivate potential nucleation sites, while the reflected waves decrease the local pressure to levels that can allow nucleation in regions incompressible analysis does not predict.
The design of a microchannel heat exchanger, including all components up to the inlet and outlet tubing, significantly influences the nucleation characteristics in the channels themselves. Sites that would not normally generate bubbles can become active due to the pressure depressions created by the reflected acoustic pressures. As a result, the boiling heat transfer characteristics of microchannel systems are tied to the system design. Although the error due to water hammer effects may fall within the experimental error of the measurements, the influence of liquid compressibility on metrics such as heat transfer rate and mass quality have yet to be quantified. Studies of identical microchannels and channel arrays may have vastly different heat transfer results due to differences in the manifold and tubing designs making it extremely difficult to compare the different data sets. Even different chips from the same processing batch might have large differences in performance due to the random distribution of potential nucleation sites within the channels.
The bubble-induced water hammer provides an additional design factor previous unidentified. Its impact is amplified with increasing thermal loads or diminishing channel dimensions. Increases in flow instability directly compete against the additional evaporation and associated heat transfer. Whether future channels will be manufactured to amplify or dissipate these pressure pulses depends on the net benefit imposed by these opposing effects.
