INTRODUCTION
In this paper we consider certain difference-differential equations and look for solutions whose restriction to a given interval is a polynomial of given degree. We show that by imposing certain continuity requirements, we obtain a unique solution which coincides with a polynomial of given degree on this interval. We then show that as the degree of this polynomial tends to infinity, this solution converges to an entire function which is a solution of the given equation.
We first illustrate this procedure with a known example [S] . (For an extension of this see [4] ). Let f be a complex number t # 0 or 1, arg t # 7t. Consider the functional equation S, coincides on (0, 1) with a polynomial of degree <n, (1.2) S, E C" -' in a neighborhood of 0. (1.3) We note that by (l.l), condition (1.3) implies that S,EC"-'(I?). This function S, is known as the exponential Euler spline. It is shown in [S] that for all x E R, lim S,(x) = tr. n -cc
Since the function t" is entire and satisfies (l.l), we see that the imposition of C"-' continuity forces the spline solution to converge to an entire function as n + co.
THE EQUATION~(
Suppose h is an entire function of exponential type A < 2zc, i.e., A is the infimum of all numbers y such that h(x) = O(eY '"I). We shall apply the procedure described in Section 1 to the equation
The following result concerning entire solutions to (2.3) is close to that of Whittaker [7, Theorem 3, p. 221. LEMMA 1. There is precisely one solution of (2.3) which is an entire function of exponential type <2n. It has exponential type A and is given by (C, some constant). we see from (2.4) that for all x E R, we have
Since clearlyj(0) = 0, f is a solution of (2.3). It remains to show that this is the only solution of (2.3) which has exponential type <2n. This follows from a general result that the difference of two solutions of (2. which satisfies (1.2) and (1.3). Moreover S,(x) E C"-'(R) and converges to the function defined by (2.4) uniformly on R as n + co.
ProojI Let S,(x) satisfying (1.2) and (1.3) be a solution of (2.3). Suppose S,(x) coincides on [0, 1) with a polynomial P,(x). Then by (2.3) we see that for -1 <x < 0, S,(X)= P,(x+ 1)-h(x).
Since from (1.3), S,(X)E C"-' in a neighborhood of x = 0, we get
From (2.3) we also have
Clearly (2.8) and (2.9) form a nonsingular system of equations to determine P,(x). Thus (1.2) and (1.3) determine a unique solution of (2.3).
Clearly (2.8) and (2.3) imply that S,(x) E C+'(R).
We now consider the polynomial
which, because of (2.7) satisfies QJX + 1) -QJX) = 1;; y xi, XER.
(2.11)
Since from (2.10) QJO)=O, a comparison of (2.8) and (2.9) shows that Q,(x) = P,(x).
Comparing (2.10) and (2.4) shows that Q,,(x) converges uniformly in [0, l] tof, i.e., S,(x) converges uniformly to f(x) on [0, 11. Sincef(x) and S,(x) both satisfy (2. 
A GENERAL LINEAR DIFFERENCE-DIFFERENTIAL EQUATION
We shall denote by 9 the space of entire functions f such that {f"'(o,},x=,El*.
If f IS an entire function of exponential type < 1, then f~ 8. If f E 9, then f is of exponential type < 1. For any given function h(x)~9 and given complex numbers iv, ,..., ;I,,, p, ,..., pLy with 2,~~ #O, we shall apply our procedure to the equation
The key tool will be the following result which is taken from Theorem 7.1 (Sect. 1) and Theorem 2.1 of Chapter 3 of [2] . Moreover, there is a unique solution f(x) of (3.1) in ?j and for all xER,S,(x)-+f(x)asn+oo.
Proof: Suppose S,(x) coincides on (0, 1) with a polynomial P,(x), where
Suppose moreover that S,(x) also satisfies (1.3), (3.7), and (3.8) and is a solution of (3. Comparing with (3.4) and applying the first part of Theorem A shows that the system (3.12) is nonsingular for large enough n provided conditions (3.2) and (3.3) of Theorem A are satisfied. Thus there is a unique polynomial P,(x) satisfying (3.10) and so conditions (1.2) and (3.6a) determine the solution S,(x) uniquely on [0, 1). Applying (3.1) and condition (3.7), we can extend S,(X) uniquely to a solution on (0, co). Similarly applying (3.1) and condition (3.8), S,(x) can be extended to a solution on (-@A 0). By an argument similar to the above we see that an entire function
k=l is a solution of (3.1) if and only if k~~a,-kbk=hv~"(0)+lr~I, (j=1,2,...), (3.15) where a, is given by (3.13). By Theorem A we know that there is a unique solution b = {b,}? of (3.15) with {bk};u E I,, and thus there is a unique solution f~ 9 of (3.1). Again, by Theorem A we know that b("):= {by) ,..., bf), 0,O ,... } converges in I, to b. Now for x E R,
and so f(x) -P,(x) -+ 0 as n -+ co.
We have thus shown that S,(x) -f(x) as M + 00 for x in [0, 1) and applying (3.1) shows that S,(x) -f(x) as n + cc for all x in R. m Remark. We note that Eqs. ( 1.1) and (2.3) are special cases of (3.1). However the results mentioned in Section 1 cannot be deduced from Similarly we extend S,(x) uniquely to [ 1, 2) by applying (4.1) and condition (3.7) of Theorem 2:
We easily see that (4.7) is satisfied by S,(x) = Y,P*+ I(X -I)> 1 dx<2. (4.7) In this way we see by successive extensions to the right and to the left that S,(x) = YnP,, "(X -VI, v<x<v+ 1, VEZ, which is satisfied by the entire function f(x) = l/T(x). It is shown in [3] that for n = 1, 2,..., there is a unique solution S,(x) of (5.1) satisfying (1.2) and (1.3). We offer the following Conjecture. For all XE R, S,(x) -+ l/T(x) as n -+ c/3. We remark that writing the coefficients @),..., bp) are the unique solution of the system of equations 1 1 (j-k)!-.+-k.1 v== -6,,,, k = 0, l,..., n -2.
which is very similar to the system of equations (3.4) in Theorem A. The validity of this conjecture would imply that as n + co, t by) + y, the Euler constant, a fact which is strongly supported by numerical evidence. For further details on this conjecture see [3] .
