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Chapter 1
Introduction
Most of the research presented in this thesis has been done in the graduate program “Hierar-
chy and symmetry in mathematical models”1 funded by the German Research Foundation
(DFG). The research topic is closely related to subjects studied in the collaborative re-
search center (SFB) 540 “Model-based experimental analysis of kinetic phenomena in fluid
multi-phase reactive systems”2. Fluid multi-phase systems are very common in process en-
gineering, e.g. in reaction and separation processes. The methodology of the model-based
experimental analysis, developed in SFB 540, combines high resolution measurement tech-
niques, numerical simulation, and methods for model-supported planning and evaluation of
experiments in a systematic way. Part of this methodology is the formulation and solution
of inverse problems. The efficient solution of these typically very complex inverse problems
allows the determination of interesting (for example, kinetic) quantities, which cannot be de-
termined directly from the available experimental measurement data. One goal in SFB 540
is the successful modelling of selected (kinetic) phenomena on the basis of these estimated
quantities leading to an improvement of existing and the development of new production
processes. In the following we describe one particular physical process that is considered in
this thesis and give an overview of the main research topics.
1.1 Problem motivation and main research topics
The modelling of kinetic phenomena in fluid multi-phase systems leads to problems of
model structure and parameter identification, which belong to the class of inverse prob-
lems [Mar05]. Challenging inverse problems appear in the study of heat and mass transfer
mechanisms in falling films, which are of special interest due to their technical relevance.
These film systems are frequently used in the chemical industry and the production of
food, e.g. in film evaporators used in the fruit juice and milk production. Many investi-
gations have already been performed to analyze the heat and mass transfer in falling films
[HR94, HME+03, LMFA99, LM91]. It has been observed that in realistic wavy films both
heat and mass transfer are significantly higher than predicted by simple one-dimensional
models. In these studies semi-empirical correlations of the heat and mass transfer enhance-
ment due to the waviness of the film are presented. However, the mechanisms of the transport
processes and the flow characteristics of wavy films are still not well understood.
The research in this thesis is motivated by the question how the heat transfer in falling films
is influenced by the wave characteristics. The approach used for answering this question is
based on high resolution temperature measurements. These measurements were performed
at the Chair of Heat and Mass Transfer (RWTH Aachen University) in a falling film appa-
ratus specifically designed for this purpose (see Fig. 1.1).
1http://www.math.rwth-aachen.de/homes/Kolleg/
2http://www.sfb540.rwth-aachen.de/
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Figure 1.1: Schematic falling film experiment; adopted from [GSM+05]
In the falling film experiment a laminar wavy film travels along a thin foil that is heated
electrically from the back side. The identification problem of estimating the heat flux on
the film surface from the measurement data on the foil back side is coupled with the fluid
dynamics of the falling film. Due to this coupling the identification problem is of huge com-
plexity. Thus, a simplified but still very challenging and relevant problem is considered, in
which the heat transfer is decoupled from the fluid dynamics. We investigate the unsteady
heat transfer from the heating foil to the falling film (see Fig. 1.2 in which the z-coordinate
denotes the flow direction of the laminar wavy falling film).
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Figure 1.2: Measurement setup in the falling film experiment
More precisely, we estimate the space- and time-dependent heat flux q on the inaccessible
film side Γe of the foil using infrared (IR) temperature measurements on the foil back side
Γm, which are influenced by the transport phenomena in the falling film and the wavy film
surface. This is a model-free estimation problem in the sense that no a-priori knowledge
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of the heat transfer mechanism is used. In subsequent steps the estimated heat flux can
be correlated with other characteristic quantities in the falling film such as the mean film
temperature and the flow regime. This incremental approach of modelling, in which a model
structure (e.g. involving the estimated heat flux) is refined gradually by specifying submod-
els, is investigated in SFB 540 and at the Chair of Process Systems Engineering (RWTH
Aachen University). On the basis of this methodology an improved physical understanding
of the related kinetic phenomena can be obtained and predictive mathematical models can
be derived (see e.g. [KGM+08]). The results presented in this thesis are also meant to
contribute to a better understanding of numerical solution methods for multi-dimensional
inverse heat conduction problems. This is essential as a basis for future investigations of
more complex inverse transport problems such as the heat transfer through the falling film,
mass transfer from the film to the gas phase, or reaction processes inside the film.
There is a vast amount of studies devoted to inverse heat transfer problems. Most literature
on numerical solution methods is restricted to one or two space dimensions. For three-
dimensional problems only few publications are available (compare Chapter 2). In some
of these publications simulated data with few pointwise measurement locations are used.
Others are based on realistic experimental measurement data. However, the presented so-
lution methods, e.g. using model reduction techniques to reduce the problem complexity,
become computationally intractable when a fine space discretization is applied. In this the-
sis a three-dimensional inverse heat conduction problem (IHCP) for the reconstruction of
a boundary heat flux with high resolution in space and time is solved numerically. As a
key ingredient the realistic high resolution spatio-temporal measurements are used. For the
solution of the IHCP efficient and robust numerical methods are needed. The combination
of methods investigated in this thesis and outlined below is new.
The three-dimensional IHCP in falling films is formulated as an optimal control problem.
The optimization is performed in cooperation with the Chair of Process Systems Engineering
(RWTH Aachen University). The idea in this approach is to consider the unknown heat flux
on the estimation boundary as a decision variable to minimize a specified defect functional
on the measurement boundary of the heat conductor. In the defect functional the computed
temperature for an approximation of the searched for boundary heat flux is needed, which
is obtained from the solution of a direct heat conduction problem. We introduce the space-
time domains Sω := Γω × (t0, tf ], ω ∈ {m, e}, where Γm and Γe denote the measurement
and estimation boundary of the heat conductor, respectively. The variational formulation
is as follows: find the optimal control q ∈ L2(Se) such that
J(q) =
1
2
‖T (q)|Sm − Tm‖2L2(Sm) → min .
The norm in this objective functional is defined by
‖ · ‖2L2(Sm) :=
∫ tf
t0
∫
Γm
(·)2dx dt,
and T (q) denotes the solution of the direct heat conduction problem
∂T
∂t
(x, t) = a∆T (x, t), (x, t) ∈ Ω× (t0, tf ], (1.1)
T (x, t0) = T0(x), x ∈ Ω, (1.2)
−λ∂T
∂n
(x, t) = q¯(x, t), (x, t) ∈ Sm, (1.3)
−λ∂T
∂n
(x, t) = q(x, t), (x, t) ∈ Se, (1.4)
with known initial and boundary data T0 and q¯, and strictly positive material constants
a, λ. For an alternative formulation we use an abstract operator notation. Let A denote the
operator, which maps a time- and space-dependent boundary heat flux q ∈ L2(Se) on the
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estimation boundary of the heat conductor to the direct problem solution T (q) of (1.1)-(1.4)
restricted to the measurement boundary, i.e.
A : L2(Se) → L2(Sm)
q 7→ T (q)|Sm .
(1.5)
With this operator we can reformulate the IHCP as follows: find the heat flux q ∈ L2(Se)
such that
J(q) =
1
2
‖Aq − Tm‖2L2(Sm) → min, (1.6)
where the temperature data Tm ∈ L2(Sm) are known. We will see that the operator defined
by (1.5) is affine and bounded. However, for realistic (multi-dimensional) geometries and/or
time- and space-dependent coefficients in the heat conduction equation (1.1) we are not able
to give an explicit representation of this operator. For the solution of the optimal control
problem we apply the conjugate gradient type method CGNE, in which the approximation
quality depends on how many iterative steps are performed. Since the optimal control prob-
lem based on realistic measurement data is severely ill-posed, which means that a solution,
if it exists, may be arbitrarily far from the exact solution, we use iterative regularization.
Although a suitable problem discretization results in a kind of regularization, too, it is not
sufficient for our problem. For the choice of the regularization parameter, i.e. the termi-
nation index of the CGNE iteration, we use the heuristic L-curve method which does not
require any information about the noise level and turned out to be satisfactory for our prob-
lem class.
In the CGNE algorithm well-posed direct heat conduction problems of the form (1.1)-(1.4)
have to be solved. However, the very different length scales of the heat conductor, i.e.
the thin heating foil, result in an anisotropy effect. For the numerical treatment we use
an implicit time integration method and a special space discretization based on (linear)
anisotropic tetrahedral finite elements. In order to obtain a bound for the discretization er-
ror we use the Ce´a-lemma and error bounds for standard nodal Lagrangian interpolation. A
maximum angle condition is formulated which is the essential condition to deduce suitable
bounds for the interpolation error. Different approaches for the derivation of these error
bounds are considered. We give a uniform presentation of results for anisotropic (triangular
and) tetrahedral finite elements that can be found at different places in the literature. From
these results we can conclude that anisotropic tetrahedral elements which satisfy a maxi-
mum angle condition are suitable for the space discretization of the direct heat conduction
problems. Important phenomena concerning anisotropic finite elements are illustrated by
means of systematic numerical experiments.
In each step of the implicit time integration method linear anisotropic reaction-diffusion
problems have to be solved, which contain two important parameters: there is a parameter
which describes the anisotropy of the domain and one that measures the size of the reaction
term relative to that of the diffusion term. After discretization we have a third parameter,
namely the mesh width. For the efficient solution of the corresponding discrete problems the
convergence of a multigrid method with a special (symmetric line Gauss-Seidel) smoother is
analyzed. In the analysis there is a need for other (better) interpolation operators than the
standard Lagrangian interpolation operator. Thus, a modified Scott-Zhang interpolation
operator is studied. Both, for the W- and the V-cycle method we derive contraction number
bounds smaller than one uniform with respect to all three parameters. For the multigrid
W-cycle the convergence is analyzed in the framework of the approximation and smooth-
ing property. Most literature on convergence analyses of multigrid methods for anisotropic
pure diffusion problems is based on a special (i.e. the standard Lagrangian) interpolation
operator and (thus) is restricted to two-dimensional problems. In this thesis we treat the
three-dimensional case and consider an additional reaction term.
The thesis is organized as follows. In order to point out some essential properties of IHCPs
in more detail, in the next section we consider a one-dimensional inverse heat conduction
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model problem. For this problem an explicit representation of the corresponding operator A
in (1.5) is known. We finish the introduction with some notes on the CGNE approach used
for solving the optimal control problem. A clear advantage of this iterative approach is that
we only need applications of the operator A to given elements from the space L2(Se), which
requires the solution of well-posed direct heat conduction problems. The three-dimensional
IHCP in falling films is formulated in Chapter 2. The experimental falling film setup and the
optimization based solution algorithm are described. Different strategies for the choice of
the CGNE stopping index (i.e. the regularization parameter) are considered. The basic the-
ory of numerical solution methods for direct heat conduction problems using isotropic linear
finite elements for the space discretization is discussed in Chapter 3. Standard techniques
for the derivation of discretization error bounds are recalled. In Chapter 4 we investigate
anisotropic finite elements. A maximum angle condition is introduced and more involved
techniques that are needed for proving discretization error bounds for linear anisotropic (tri-
angular and) tetrahedral finite elements are explained. A convergence analysis of a special
multigrid method (using a robust line smoother) for the solution of the resulting discrete
problems is presented in Chapter 5. The combination of these numerical methods is applied
to realistic high resolution measurement data obtained from the falling film experiment in
Chapter 6. A multi-level approach for the optimization procedure is considered, in which
the entire optimization process is started on a relatively coarse level (space grid) in order to
find a good initial approximation of the estimation quantity on a next finer level. Finally,
some conclusions are given in Chapter 7.
1.2 An inverse heat conduction model problem
We want to determine an unknown heat source at the end of an insulated semi-infinite bar
on the non-negative x-axis, given temperature measurements at position x = 1 of the bar.
The mathematical formulation of this model problem is: find f(t) := u(0, t) from
ut = uxx, x ∈ (0,∞), t ∈ (0, tf ],
u(x, 0) = 0, x ≥ 0,
ux(0, t) = 0, t ∈ [0, tf ],
u(1, t) = g(t), t ∈ [0, tf ],
where temperature data g(t) ∈ L2(0, tf ) up to the final time tf are given. For convenience,
the space domain is unbounded and we want to determine temperature values (Dirichlet
data) instead of a boundary heat flux (Neumann data). If a solution f(t) ∈ L2(0, tf ) of the
model problem exists, it can be determined from the first-kind Volterra integral equation∫ t
0
k(t, s)f(s) ds = g(t), t ∈ [0, tf ], (1.7)
where the kernel k is of convolution type, which means k(t, s) = κ(t−s) for some continuous
function κ. One can show that the kernel is given by
κ(t) =
1
2
√
πt3/2
exp
(
− 1
4t
)
, t ∈ (0, tf ]. (1.8)
In practice the measured signal g(t) in equation (1.7) consists of the true signal and an
unknown noise and the kernel function represents the so-called instrument response function.
If we define the linear integral operator K : L2(0, tf)→ L2(0, tf) by
(Kf)(t) :=
∫ t
0
κ(t− s)f(s) ds, t ∈ [0, tf ], (1.9)
then an equivalent formulation of the described model problem is: find the unknown heat
source f from the integral equation
Kf = g. (1.10)
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Throughout this section, we assume that a solution of (1.10) exists for exact data g. Our
goal is to show that the inverse problem is ill-posed due to two different effects. The searched
for quantity does not depend continuously on the given data and it cannot be reconstructed
at final time t = tf (compare [Eld83]). We emphasize that both effects are inherent to the
problem and do not depend on the chosen solution (regularization) strategy.
Analysis of the continuous problem
The fact that small perturbations in the given data may lead to enormous deviations in the
solution of the considered inverse heat conduction model problem can be seen as follows.
The problem is to solve an integral equation of the first kind (see appendix). For this type
of equation, the corresponding integral operator is compact in reasonable topologies and
under weak conditions on the kernel [EHN96, Kir96]. It can be shown that equations of the
form Kf = g, where K is a compact linear operator (with an infinite-dimensional range)
are always ill-posed in the above described sense. This can be illustrated using a singular
system for the operator K.
In our case the integral operator is compact since the kernel in (1.8) is weakly singular
[EHN96]. The kernel function κ(t) vanishes exponentially for t ↓ 0 and thus, for f ∈
L2(0, tf ), the integral in (1.9) exists and is finite. We introduce the adjoint operator K∗ :
L2(0, tf )→ L2(0, tf ) of K w.r.t. the standard scalar product (·, ·) in L2(0, tf )
(K∗g)(s) :=
∫ tf
s
κ(t− s)g(t) dt, s ∈ [0, tf ]. (1.11)
Let σ1 ≥ σ2 ≥ . . . > 0 be the ordered sequence of positive singular values of K (i.e. the
square roots of the non-zero eigenvalues of K∗K) counted with multiplicity. There exist
orthonormal systems {vn(t)}n∈N and {un(t)}n∈N with the properties:
Kvn = σnun and K∗un = σnvn, n ∈ N.
The system (σn; vn, un)n∈N is called a singular system for K. Now we can give the well-
known Picard criterion: for the compact linear operator K with singular system denoted as
before the problem (1.10) is solvable, i.e. g ∈ R(K), if and only if
g ∈ R(K) and ∑∞n=1 1σ2n |(g, un)|2 <∞, (1.12)
where R(K) denotes the range of the operator K. If these conditions are fulfilled then the
solution of (1.10) with minimum L2-norm is given by
f =
∞∑
n=1
1
σn
(g, un)vn. (1.13)
Note that (1.12) requires a fast decay of the Fourier coefficients (g, un) relative to the
singular values σn. Thus, the Picard criterion is quite restrictive since in practice the data g
contain measurement errors. Error components that correspond to small singular values are
amplified by the relatively large factors 1/σn. When the range of K is finite-dimensional,
i.e. dim(R(K)) < ∞, then there are only finitely many singular values. In this case the
amplification factors are bounded even though they might be unacceptably large. However,
the kernel in (1.8) is non-degenerate and thus for the corresponding integral operator in
(1.9) we have dim(R(K)) =∞ with limn→∞ σn = 0 (see [EHN96] for more details). For this
reason data errors of a fixed size can be amplified arbitrarily much. The faster the singular
values decay to zero, the more severe the ill-posedness becomes. This poor conditioning does
not depend on special properties of the kernel function. The direct problem is to compute
g from the application of K to a given element f . In our case this means integration of the
given data, which is a smoothing process in the sense that highly oscillatory errors in f are
damped and have only little effect on g. On the other hand, this smoothing property of K
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causes high frequency errors in g to create large oscillations in the solution f of the inverse
problem.
We turn to the second effect that contributes to the ill-posedness of problem (1.10) and
concerns the structure of the operator K in (1.9). This operator is causal, which means
that for any t¯ > 0 the values of g(t) = (Kf)(t) on the interval [0, t¯] are determined by the
data f(t) on the same interval. The kernel function is of convolution type and we have
κ(t) ∈ C∞((0, tf )) with
lim
t↓0
κ(ν)(t) = 0, ν = 0, 1, . . . (1.14)
For n > 0 we define
fn(t) :=


0 if t ≤ tf − 1
n
,
n(t− (tf − 1
n
)) if t > tf − 1
n
.
(1.15)
Due to (1.14), for fixed ε > 0 (arbitrarily small) we can find n0 such that |κ(t)| ≤ ε for all
t ∈ [0, 1n0 ]. For n ≥ n0 we get
‖Kfn‖2L2(0,tf ) =
∫ tf
0
(∫ t
0
κ(t− s)fn(s) ds
)2
dt
≤ ε2
∫ tf
tf−
1
n
(∫ t
tf−
1
n
fn(s) ds
)2
dt
≤ ε
2
n
(∫ tf
tf−
1
n
fn(s) ds
)2
≤ ( ε
n
)2‖fn‖2L2(0,tf ).
Thus, we can conclude
‖Kfn‖L2(0,tf ) ≤
ε
n
‖fn‖L2(0,tf ) ≤
ε
n
√
n
→ 0, n→∞. (1.16)
Now we take c > 0 (arbitrarily large), δ > 0 (arbitrarily small) and n sufficiently large such
that ‖Kfn‖L2(0,tf ) ≤ δ/c. We consider (1.10) and define gδ := g + cKfn. Then we have
‖gδ − g‖L2(0,tf ) ≤ δ while for the inverse problem solution, which is given by fδ = f + cfn,
we obtain
fδ(tf )− f(tf ) = cfn(tf ) = c.
In other words, arbitrarily small perturbations in the data g may cause arbitrarily large
errors in the solution of the inverse problem at t = tf , which means that f cannot be
reconstructed at final time. However, note that ‖fδ−f‖L2(0,tf ) ≤ c/
√
n→ 0, n→∞. For a
discrete version of the integral equation (1.10) we illustrate the two above described effects,
which are independent of each other, in the next paragraph.
A discrete version of the model problem
Let N ≥ 1 and h = tf/N . For the discretization of (1.10) we use the midpoint integration
rule, which leads to the approximate solution
h
i−1∑
j=0
k(ti, tj+1/2)fj+1/2 = g(ti), i = 1, 2, . . . , N, (1.17)
where tj = jh and tj+1/2 = tj + h/2. For a survey of regularization methods for Volterra
equations of the first kind (including appropriate discretizations) we refer to [Lam00]. The
linear system of equations (1.17) can be written in matrix-vector notation with a square
lower triangular matrix K that has certain structure properties. The ill-posedness of (1.10)
is reflected in the ill-conditioning of this matrix. For a quite similar inverse model problem
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Figure 1.3: Smoothing property of the direct problem
in [Eld83] the structure and the pattern of the singular values of K are discussed. In the
following numerical experiments we take tf = 1 and N = 500.
First, we illustrate the smoothing property of the direct problem. For this reason we consider
the vector fn obtained from the discretization of
fn(t) = sin(2πnt), n ∈ N.
In Fig. 1.3 the corresponding direct problem solutions gn = Kfn are shown for n = 1, 4. We
observe that for increasing n the amplitude in the solution gn becomes smaller, i.e. high
frequencies are strongly damped. In order to demonstrate the second effect, we consider
the vector fn obtained from the discretization of (1.15). For n → ∞ the values of fn form
approximations of a peak at final time.
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Figure 1.4: Direct problem solutions gn for approximations fn of a peak at final time
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In Fig. 1.4 we can see the kernel function κ(1−t) and the direct problem solutions gn = Kfn
for n = 2.5 and n = 5. The results indicate that the direct problem solutions converge to
the zero-element in the L2-sense (compare (1.16)).
1.3 The CGNE approach
For the “simple” one-dimensional inverse model problem of the previous section the corre-
sponding integral operator is known explicitly. This model problem can be treated by using
an appropriate discretization and standard regularization methods (dashed line in Fig. 1.5).
However, direct methods are not appropriate and may even not be applicable in higher
dimensions for the solution of the regularized discrete problem, if various computations for
different a-priori chosen regularization parameters are needed. Thus, the discrete problems
are often solved by an iterative technique. On the other hand, iterative methods have inher-
ent regularization properties. In this thesis we apply the iterative CGNE method for solving
the optimal control problem, in which the approximation quality depends on how many
iterative steps are performed, and use a suitable stopping criterion (solid line in Fig. 1.5). A
further clear advantage of this approach is that we do not need an explicit representation of
the associated operator, which is not available for realistic (multi-dimensional) geometries
and/or time- and space-dependent coefficients in the heat conduction equation. The CGNE
algorithm merely requires the computation of well-posed direct heat conduction problems,
i.e. different applications of the operator.
Kf = g
K∗Kf = K∗g
continuous
problem
problem
discrete
Kf = g
normal equation
transition
least squares
problem
discretization
algorithm
(NE)
computational
discretization +
regularization
CG applied to NE
minf∈Sk ‖Kf − g‖
2
(CGNE)
solution
+ solution
regularization
transition
minf ‖Kf − g‖
2
2
Figure 1.5: Proceeding in this thesis (solid line) and for a model problem (dashed line)
For the IHCP in falling films the linear operator in
Kf = g (1.18)
is non-selfadjoint (compare Section 2.3.2). Throughout, we assume that a solution of (1.18)
exists for exact data g. If we apply the adjoint operator K∗ to this equation we get the
normal equation (NE)
K∗Kf = K∗g (1.19)
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with the selfadjoint and positive semidefinite operator K∗K. Thus, the well-known conjugate
gradient (CG) method can be applied to (1.19) resulting in the CGNE algorithm. In each
iteration k of this algorithm the unique solution with minimum norm of the constrained
minimization problem
min
f∈Sk
‖Kf − g‖2
is determined. Here, Sk denotes the corresponding Krylov subspace of dimension k = 0, 1, . . .
(shifted by the initial guess). The computational algorithm used in this thesis is finally ob-
tained from the discretization of the continuous CGNE approach.
Chapter 2
An anisotropic inverse heat
conduction problem in 3D
In this chapter we formulate a three-dimensional inverse heat conduction problem (IHCP).
The experimental falling film setup in which high resolution temperature measurements were
performed is described. For the solution of the inverse problem an optimization method
based on the numerical treatment of direct heat conduction problems in a thin foil is stud-
ied. The very different length scales in the geometry of this foil result in an anisotropy effect.
Since the considered IHCP is severely ill-posed the inherent regularization properties of the
applied iterative solution method are discussed.
There is a vast amount of studies devoted to inverse heat transfer problems (see e.g.
[Ali94, BBH96] and the references therein). Most literature on numerical solution methods
is restricted to one or two space dimensions (cf. e.g. [HR98]). For three-dimensional prob-
lems only few publications are available. In [Cha01, HW99, YC97] simulated data with few
pointwise measurement locations are used. An efficient method for the solution of transient
three-dimensional IHCPs based on experimental investigations of pool boiling can be found
in [LMM05]. In that paper, which extends the studies of [BM97], a filter-based inversion
method is presented. However, the achievable discretization resolution is limited by the used
model reduction software. In contrast to that, in this thesis the reconstruction of boundary
heat fluxes with high resolution in space and time based on high resolution spatio-temporal
temperature measurements is investigated [GSM+05]. Recently, the reconstruction of local
boiling heat fluxes from pointwise experimental measurements applying the optimization
based solution approach studied in this thesis, too, is considered in [HMG+08].
2.1 Experimental setup
In order to analyze the influence of the wave characteristics of thin films on the heat transfer,
measurements were performed in a falling film apparatus designed and operated at the
Chair of Heat and Mass Transfer (RWTH Aachen University). In Fig. 2.1 a schematic
representation of the falling film experiment and a realistic laminar wavy film surface are
shown. The experimental setup consists of a fluid cycle with a loudspeaker that produces
waves with a certain frequency. The laminar wavy falling film travels along a thin constantan
foil that is heated electrically via a direct current (DC) power supply. On the back side of
this foil high resolution temperature measurements, that are influenced by the transport
phenomena in the falling film and the wavy film surface, are taken with an infrared camera
CEDIP Jade II [ALR02, Als05, LAR01]. It has a HgCdTe focal-plane-array with a resolution
of 320×240 pixel and is sensitive to radiation in the long wavelength range between 7.7 and
9.5 µm.
In Fig. 2.2 the measurement setup is illustrated. The z-coordinate denotes the flow direction
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Figure 2.1: Schematic falling film experiment and surface of a laminar wavy film; adopted
from [GSM+05]
of the laminar wavy falling film. The inverse heat conduction problem studied consists of
determining the time- and space-dependent heat flux q on the inaccessible film side Γe of the
foil from measurement data Tm, which are taken on the foil back side Γm. The remaining
initial and boundary conditions are assumed to be known. There are two alternatives for
modelling the electrical heating at the back side of the thin foil. We could consider a
volumetric source inside the heat conductor or, as done in this thesis, we assume that we
have a constant boundary heat flux q¯ on Γm as shown in Fig. 2.2.
q
IR-camera
mT
mī
heating foil
lacquer
film ȍ
ȍ
q
filmī
film
filmq
z
x
y
eī
Figure 2.2: Measurement setup in the falling film experiment
In order to reach a small temperature gradient across the foil in x-direction it has a thickness
of 25 µm while the measurement section on Γm has the dimension 19.5 × 39 mm2 in the
y, z-plane. In this way the measured temperature data already provide a good estimate of
the temperature values on the inaccessible film side of the foil. Some measurements with
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Figure 2.3: Temporal regimes of temperatures for a silicon oil; provided by F. Al-Sibai
(compare [Als05])
infrared thermography are shown in Fig. 2.3. The sequence of pictures shows one wave
of the falling film moving along the measurement section. There is an increasing surface
temperature within the substrate region where the heat transfer is dominated by conduction.
In the region of the wave front where the heat is transferred by convection, too, there is a
strong cooling. The temperature fluctuations on the film surface are much higher than those
on the back side of the foil, which are smaller than 0.06◦C. Thus, a clear wave structure
cannot be observed at all on the foil back side, as Fig. 2.4 shows in more detail. Due to the
very small temperature range in the falling film experiment the material properties of the
heat conductor are assumed to be constant.
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Figure 2.4: Temperature ranges on the film surface and the foil back side; provided by
F. Al-Sibai (compare [Als05])
2.2 Mathematical problem formulation
Let Ω ⊂ R3 be the parallelepiped (heat conductor) in Fig. 2.2. We consider the three-
dimensional heat conduction equation
cρ
∂T
∂t
(x, t) = ∇ · (λ∇T )(x, t) + f(x, t), (x, t) ∈ Ωtf := Ω× (t0, tf ], (2.1)
where T (x, t), (x, t) ∈ Ωtf , denotes the temperature distribution of the heat conductor and
f ∈ L2(Ωtf ) models an inner heat source. The initial and final times are denoted by t0 and
tf , respectively. In general the material properties which are given by the specific heat c,
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the density ρ, and the heat conductivity λ are space- and time-dependent. However, in this
thesis the heat conductor is assumed to be a homogeneous isotropic solid, which means that
the material properties are positive constants.
The parabolic partial differential equation (2.1) together with an initial temperature distri-
bution T0(x), x ∈ Ω, and Neumann boundary values g(x, t), (x, t) ∈ Γtf := ∂Ω × (t0, tf ],
lead to the instationary initial boundary value problem
∂T
∂t
(x, t) = a∆T (x, t) + f(x, t), (x, t) ∈ Ωtf , (2.2)
T (x, t0) = T0(x), x ∈ Ω, (2.3)
−λ∂T
∂n
(x, t) = g(x, t), (x, t) ∈ Γtf , (2.4)
with T0 ∈ L2(Ω) and g ∈ L2(Γtf ). In this representation the material properties enter the
thermal diffusivity 0 < a := λ/cρ < ∞ and n denotes the outer normal on the boundary
Γ := ∂Ω.
Definition 2.1 (classical solution) A solution T of problem (2.2)-(2.4) is called a clas-
sical solution if T ∈ C2,1(Ωtf ) ∩ C1,0(Ωtf ).
The exponent in Ck,l(Ωtf ) denotes the kth and lth derivatives in space and time, respectively.
Since we want to apply a finite element discretization (and a solution of problem (2.2)-(2.4)
in the classical sense often does not exist, e.g. due to non-smooth initial or boundary
data), we turn to the variational formulation of the introduced parabolic problem (compare
[HR98, Hao98]).
For arbitrary D ⊂ Ω we use the notation (·, ·)D and ‖ · ‖D for the standard scalar product
and norm in L2(D). In an analogous manner we define the inner product and norm in
L2(Dt∗), where Dt∗ := D × (t0, t∗], D ⊂ Ω, t∗ ∈ (t0, tf ], is a time-dependent domain:
(u, v)Dt∗ :=
∫ t∗
t0
∫
D
uv dx dt, ‖u‖Dt∗ := (u, u)1/2Dt∗ , u, v ∈ L2(Dt∗). (2.5)
With this notation we introduce the following Hilbert spaces. Let H1,0(Ωtf ) be the space of
all functions u ∈ L2(Ωtf ) that have generalized space derivatives in L2(Ωtf ). The associated
scalar product is defined by
(u, v)H1,0(Ωtf ) := (u, v)Ωtf + (∇u,∇v)Ωtf , u, v ∈ H1,0(Ωtf ). (2.6)
Let further H1,1(Ωtf ) denote the space of all functions u ∈ L2(Ωtf ) that have both, gener-
alized space and time derivatives in L2(Ωtf ). The associated scalar product is given by
(u, v)H1,1(Ωtf ) := (u, v)Ωtf + (∇u,∇v)Ωtf + (
∂u
∂t
,
∂v
∂t
)Ωtf , u, v ∈ H1,1(Ωtf ). (2.7)
Note that all derivatives in (2.6) and (2.7) are understood in the weak sense (see appendix).
With these definitions we are able to give the weak formulation of problem (2.2)-(2.4). The
formal multiplication of the differential equation (2.2) with a test function η ∈ H1,1(Ωtf )
leads to the identity
(
∂T
∂t
, η)Ωt∗ = (a∆T, η)Ωt∗ + (f, η)Ωt∗ , t∗ ∈ (t0, tf ].
Integration by parts using Green’s formula (see appendix) yields
(
∂T
∂t
, η)Ωt∗ + (a∇T,∇η)Ωt∗ = (a
∂T
∂n
, η)Γt∗ + (f, η)Ωt∗ .
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If we use the same technique for the time derivative and substitute the initial and boundary
conditions in (2.3) and (2.4), we get the identity
−(T, ∂η
∂t
)Ωt∗ + (a∇T,∇η)Ωt∗ + (T (·, t∗), η(·, t∗))Ω
= (T0, η(·, t0))Ω − a
λ
(g, η)Γt∗ + (f, η)Ωt∗ .
(2.8)
A weak solution of problem (2.2)-(2.4) in the space H1,0(Ωtf ) is a function T ∈ H1,0(Ωtf )
that satisfies identity (2.8) for almost all t∗ ∈ (t0, tf ] and all η ∈ H1,1(Ωtf ). For the
formulation of the inverse heat conduction problem we introduce the spaces
V (Ωtf ) :=
{
u ∈ H1,0(Ωtf ) | ess supt0≤t≤tf ‖u(·, t)‖Ω + ‖∇u‖Ωtf <∞
}
,
V 1,0(Ωtf ) :=
{
u ∈ V (Ωtf ) | t 7→ u(·, t) ∈ L2(Ω) is continuous
}
.
In [LSU68] it is shown that the space V 1,0(Ωtf ) is a Banach space with the norm
|u|V 1,0(Ωtf ) := maxt0≤t≤tf ‖u(·, t)‖Ω + ‖∇u‖Ωtf .
Now we can formulate the following definition of a weak solution in the space V 1,0(Ωtf ).
Definition 2.2 (weak solution) A function T is called a weak solution in V 1,0(Ωtf ) of
problem (2.2)-(2.4) if it belongs to V 1,0(Ωtf ) and satisfies the identity
−(T, ∂η
∂t
)Ωtf + (a∇T,∇η)Ωtf = (T0, η(·, t0))Ω −
a
λ
(g, η)Γtf + (f, η)Ωtf ,
for all η ∈ H1,1(Ωtf ) with η(·, tf ) = 0.
Remark 2.3 In [Hao98] it is shown that the formulation in Definition 2.2 is equivalent to
the following one: a function T is called a weak solution in V 1,0(Ωtf ) of problem (2.2)-(2.4)
if it belongs to V 1,0(Ωtf ) and satisfies the identity (2.8) for almost all t∗ ∈ (t0, tf ] and all
η ∈ H1,1(Ωtf ).
The following theorem states that a weak solution of problem (2.2)-(2.4) in the space
V 1,0(Ωtf ) exists and is unique. Moreover, a stability estimate is given.
Theorem 2.4 Consider problem (2.2)-(2.4) with data f ∈ L2(Ωtf ), T0 ∈ L2(Ω), and g ∈
L2(Γtf ). Then there exists a unique weak solution T ∈ V 1,0(Ωtf ) and the inequality
sup
t0≤t≤tf
‖T (·, t)‖2Ω + ‖∇T ‖2Ωtf + ‖T ‖
2
Γtf
≤ c (‖f‖2Ωtf + ‖T0‖
2
Ω + ‖g‖2Γtf )
holds with a constant c independent of T (and thus also of f, g and T0).
A proof of this theorem in a more general setting (with space- and time-dependent coefficients
and the general second order linear parabolic equation) can be found in [Hao98]. Existence,
uniqueness, and stability results for parabolic equations are also given in [Eva98, LSU68].
Remark 2.5 We can formulate an analogon of Definition 2.2 for a weak solution of problem
(2.2)-(2.4) in the spaceH1,1(Ωtf ). However, stronger regularity assumptions w.r.t. the initial
and boundary data are required (T0 ∈ H1(Ω) and g ∈ H0,1(Γtf )) in order to show that a
unique and stable weak solution of problem (2.2)-(2.4) in the space H1,1(Ωtf ) exists [Hao98].
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Figure 2.5: Heat conductor and boundary data; Γr consists of the (shaded) faces that are
orthogonal to the y, z-plane
2.2.1 The inverse heat conduction problem
We now turn to the specific inverse heat conduction problem studied in this thesis. Let
Ω ⊂ R3 be the three-dimensional heat conductor shown in Fig. 2.5. This heat conductor is
a parallelepiped whose boundary consists of pairwise disjoint parts Γ := Γm ∪Γe ∪Γr which
specify the measurement boundary Γm, the estimation boundary Γe, and the remaining
boundary Γr orthogonal to the y, z-plane. Let the corresponding space-time domains be
denoted by
Sω := Γω × (t0, tf ], ω ∈ {m, e, r}.
We assume the initial temperature distribution T0 ∈ L2(Ω) to be given. Further, we impose
Dirichlet and Neumann boundary conditions on the measurement boundary Γm in time, i.e.
we suppose the temperature Tm ∈ L2(Sm) and the boundary heat flux q¯ ∈ L2(Sm) to be
known. Given these initial and boundary data, we want to find the temperature distribution
T (x, t), (x, t) ∈ Ωtf , and in particular the boundary heat flux q(x, t) := −λ∂T∂n (x, t), (x, t) ∈
Se, on the estimation boundary from
∂T
∂t
(x, t) = a∆T (x, t), (x, t) ∈ Ωtf , (2.9)
T (x, t0) = T0(x), x ∈ Ω, (2.10)
T (x, t) = Tm(x, t), (x, t) ∈ Sm, (2.11)
−λ∂T
∂n
(x, t) = q¯(x, t), (x, t) ∈ Sm, (2.12)
where Sr is supposed to be adiabatic, i.e. −λ∂T∂n (x, t) = 0, (x, t) ∈ Sr. In the remainder of
this chapter we always assume the boundaries not given explicitly in the problem formulation
to be adiabatic. Note that we do not consider an inner heat source in equation (2.9). When
the boundary heat flux q¯ on Sm and the initial temperature distribution T0 are given, then
a (physically) imposed boundary heat flux q on Se induces the temperature distribution of
the heat conductor and thus in particular the temperature data Tm on Sm. In this respect,
by solving problem (2.9)-(2.12), we want to determine the cause for an observed (measured)
effect. For this reason, the latter problem is referred to as the inverse problem, which is
known to be severely ill-posed (compare Section 1.2).
Remark 2.6 In the realistic falling film experiment a very thin heating foil is used in order
to reach a small temperature gradient across the foil thickness (in x-direction). Thus, the
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first temperature frame taken with the infrared camera and assumed to be constant in
x-direction, should provide a good initial temperature distribution (see Section 6.3).
Definition 2.7 (solution of the inverse problem) A function q ∈ L2(Se) is called a
solution of the inverse problem (2.9)-(2.12) if there exists a function T ∈ V 1,0(Ωtf ) that
satisfies the identity
−(T, ∂η
∂t
)Ωtf + (a∇T,∇η)Ωtf = (T0, η(·, t0))Ω −
a
λ
(q¯, η)Sm −
a
λ
(q, η)Se ,
for all η ∈ H1,1(Ωtf ) with η(·, tf ) = 0 and
T (x, t) = Tm(x, t), (x, t) ∈ Sm (in the weak L2-sense).
Since T ∈ V 1,0(Ωtf ) we have T |Sm ∈ L2(Sm) and thus the definition of a solution of the
inverse problem is meaningful (compare Lemma 3.2).
To prove existence of a solution of such ill-posed problems is a very challenging task. Most
literature in the field of inverse heat conduction addresses problems in one space-dimension
(see e.g. [HR98] and the references therein). In [Hao98] Ha´o studies a one-dimensional
inverse problem with a general second order parabolic equation. The coefficients in the
linear differential equation, which are time- and space-dependent, satisfy certain smoothness
conditions in time. Roughly speaking, Ha´o succeeds in showing that a solution of the inverse
problem exists if and only if the temperature data and the heat flux, imposed on one and
the same side of the heat conductor, are also functions that are sufficiently smooth (w.r.t.
the time variable) in a certain sense. However, the existence of a solution for the general
multi-dimensional case with time- and space-dependent boundary data is not shown.
2.2.2 The associated direct and sensitivity problems
From the solution of the associated direct problem
∂T
∂t
(x, t) = a∆T (x, t), (x, t) ∈ Ωtf , (2.13)
T (x, t0) = T0(x), x ∈ Ω, (2.14)
−λ∂T
∂n
(x, t) = q¯(x, t), (x, t) ∈ Sm, (2.15)
−λ∂T
∂n
(x, t) = q(x, t), (x, t) ∈ Se, (2.16)
we obtain the temperature distribution T (x, t), (x, t) ∈ Ωtf , when the initial and boundary
data T0 ∈ L2(Ω), q¯ ∈ L2(Sm), and q ∈ L2(Se) are known. In this respect, by solving (2.13)-
(2.16), we determine the effect of the imposed causes. Due to Theorem 2.4 there exists a
unique weak solution T ∈ V 1,0(Ωtf ) of the direct heat conduction problem that satisfies the
identity
−(T, ∂η
∂t
)Ωtf + (a∇T,∇η)Ωtf = (T0, η(·, t0))Ω −
a
λ
(q¯, η)Sm −
a
λ
(q, η)Se ,
for all η ∈ H1,1(Ωtf ) with η(·, tf ) = 0.
In this section we introduce a further heat conduction problem, which is used to describe
the sensitivity of the associated direct problem solution w.r.t. a heat flux perturbation on
the estimation boundary. Let T (Q), Q ∈ L2(Se), denote the solution of (2.13)-(2.16) with
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q ≡ Q in (2.16) and S(Q), Q ∈ L2(Se), the solution of the so-called sensitivity problem
∂S
∂t
(x, t) = a∆S(x, t), (x, t) ∈ Ωtf , (2.17)
S(x, t0) = 0, x ∈ Ω, (2.18)
−λ∂S
∂n
(x, t) = 0, (x, t) ∈ Sm, (2.19)
−λ∂S
∂n
(x, t) = Q(x, t), (x, t) ∈ Se, (2.20)
with zero initial data and an adiabatic measurement boundary. We remark that S(Q)
depends linearly on Q. Let further δq ∈ L2(Se) be a perturbation of the heat flux q in
(2.16). The perturbed heat flux q˜ := q+ δq results in a perturbed temperature distribution
T (q˜), which can be written in the form
T (q˜) = T (q) + S(δq).
Hence, S(δq) describes the effect of the heat flux perturbation δq in the associated direct
heat conduction problem. The unique weak solution in V 1,0(Ωtf ) of the sensitivity problem
fulfills the identity
−(S(Q), ∂η
∂t
)Ωtf + (a∇S(Q),∇η)Ωtf = −
a
λ
(Q, η)Se , (2.21)
for all η ∈ H1,1(Ωtf ) with η(·, tf ) = 0.
2.3 Solution strategy
In this thesis we apply a variational method for the solution of the IHCP in falling films
(compare e.g. [EHN96, Hao98, NW99]). The idea in this approach is to consider the
unknown heat flux on the estimation boundary as a decision variable to minimize a specified
defect functional on the measurement boundary of the heat conductor. The optimal control
problem is formulated in Section 2.3.1. There are different strategies to deal with this
problem which is still ill-posed. Since an explicit representation of the integral operator
used in the formulation of the IHCP is not available, we use an iterative technique. In
that way only the applications of this operator are needed, which means that we have to
compute well-posed direct heat conduction problems. Moreover, iterative methods have
inherent regularization properties [Han95]. Thus, we can apply the conjugate gradient type
method CGNE, in which the approximation quality depends on how many iterative steps
are performed, directly to the original defect functional. In doing so, the choice of the
regularization parameter is made during the iterative process. The algorithm is formulated
and discussed in Section 2.3.2. Finally, in Section 2.3.3 we will see that the CGNE method
(for linear ill-posed problems) in combination with an appropriate stopping criterion has
even order-optimal regularization properties.
2.3.1 Variational formulation of the inverse problem
For the optimization-based formulation of the inverse heat conduction problem we introduce
an abstract notation. We define the operator
A : L2(Se) → L2(Sm)
Q 7→ T (Q)|Sm ,
mapping a time-dependent boundary heat flux on the estimation boundary of the heat
conductor to the corresponding direct problem solution of (2.13)-(2.16) restricted to the
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measurement boundary. This operator is an affine mapping, which can be written in the
form
A := A0 +AS , (2.22)
with A0Q := T (0)|Sm , representing the temperature data on Sm for the case of an adiabatic
boundary Se. The linear part AS in the splitting (2.22) is defined by
AS : L2(Se) → L2(Sm)
Q 7→ S(Q)|Sm ,
(2.23)
mapping Q ∈ L2(Se) to the corresponding sensitivity problem solution of (2.17)-(2.20)
restricted to the measurement boundary. With this notation we consider the following
optimal control problem: determine the control q ∈ L2(Se) such that
J(q) :=
1
2
‖Aq − Tm‖2Sm → min
with Aq = T (q)|Sm from (2.13)− (2.16).
(2.24)
Here, the solution of (2.13)-(2.16) is understood in the weak sense in V 1,0(Ωtf ). For the
definition of the norm ‖ · ‖Sm in (2.24) we refer to (2.5). Note that the defect functional
can be written equivalently in the form J(q) = 12‖ASq − Tm,s‖2Sm , with Tm,s := Tm − A0q
denoting the shifted temperature data.
In [Hao98] Ha´o considers a multi-dimensional IHCP of the form (2.9)-(2.12), where the
initial temperature distribution in addition to the boundary heat flux on Se is unknown.
If both quantities are considered as decision variables to minimize the defect functional, a
simultaneous estimation can be performed. Ha´o proves the existence of a solution of the
corresponding optimal control problem in a bounded and convex subspace. In this thesis we
do not consider any restrictions and suppose that a solution of (2.24) in L2(Se) exists. We
remark that the variational problem has similar properties w.r.t. the ill-posedness as the
original inverse problem (2.9)-(2.12) (compare [Hao98]).
2.3.2 The conjugate gradient type method CGNE
The CG method solves the least squares problem (2.24) by setting up an iteration sequence
for the unknown optimal control q ∈ L2(Se) until some stopping criteria are fulfilled. Let
qk ∈ L2(Se) denote the approximate solution of (2.24) at iteration k. Then the next approx-
imate solution qk+1 ∈ L2(Se) is obtained from the previous one by the minimization of the
defect functional along a certain search direction. For this search direction (the conjugate
gradient) the gradient of the defect functional is needed. Further the optimal step length in
this search direction has to be determined.
The CG algorithm which is illustrated in Fig. 2.6 consists of the following steps:
i. Set k = 0 and choose an initial value q0 ∈ L2(Se), e.g. q0 ≡ 0.
ii. Compute Aq0 = T (q0)|Sm from the direct problem (2.13)-(2.16) and evaluate the
defect functional J(q0).
iii. If the stopping criterion is satisfied then stop, otherwise continue.
iv. Calculate the new search direction pk = ∇J(qk) + γkpk−1. The gradient ∇J(qk)
is obtained from the solution of the adjoint problem (2.28)-(2.31). The conjugate
coefficient γk is determined from the expression
γ0 = 0; γk =
(∇J(qk),∇J(qk))Se
(∇J(qk−1),∇J(qk−1))Se
, k ≥ 1. (2.25)
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Figure 2.6: CGNE algorithm - flow chart
v. Compute the optimal step length in the search direction by solving the one-dimensional
minimization problem
µk = min
µ≥0
J(qk − µpk), (2.26)
leading to the expression
µk =
(Aqk − Tm,ASpk)Sm
(ASpk,ASpk)Sm
, (2.27)
where ASpk = S(pk)|Sm is obtained from solving the sensitivity problem (2.17)-(2.20).
vi. Update the approximation
qk+1 = qk − µkpk.
vii. Since the considered inverse problem is affine, i.e. the operator A is an affine map-
ping in the control parameter, the new temperature distribution on the measurement
boundary (i.e. the temperature update) can be determined via
Aqk+1 = Aqk − µkASpk,
using (2.22) without solving the direct problem again. Increase k by one and go back
to iii.
For nonlinear problems, variants of this algorithm can be found in the literature (see e.g.
[EHN96, NW99]).
Gradient determination via the adjoint problem
For the gradient determination of the defect functional in (2.24) we introduce a third heat
conduction problem. Let ψ(R), R ∈ L2(Sm), denote the solution of the so-called adjoint
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problem
∂ψ
∂t
(x, t) = −a∆ψ(x, t), (x, t) ∈ Ωtf , (2.28)
ψ(x, tf ) = 0, x ∈ Ω, (2.29)
−λ∂ψ
∂n
(x, t) = R(x, t), (x, t) ∈ Sm, (2.30)
−λ∂ψ
∂n
(x, t) = 0, (x, t) ∈ Se, (2.31)
with zero temperature data at final time and an adiabatic estimation boundary. Then ψ(R)
satisfies the integral identity
−(ψ(R), ∂ξ
∂t
)Ωtf − (a∇ψ(R),∇ξ)Ωtf = (ψ0(R), ξ(·, t0))Ω +
a
λ
(R, ξ)Sm , (2.32)
for all ξ ∈ H1,1(Ωtf ). In this representation ψ0(R) denotes the unknown solution at the
initial time t0. We emphasize the fact that the adjoint problem is well-posed due to the final
time condition in (2.29) and the negative sign in front of the diffusion term in (2.28). By
introducing a new time variable tb := tf − t, we get the heat equation forward in time with
an initial temperature distribution. Thus, from Theorem 2.4 there exists a unique weak
solution of the adjoint problem in V 1,0(Ωtf ).
We introduce the operator A∗S mapping a boundary heat flux on the measurement boundary
to the solution of the adjoint problem restricted to the estimation boundary, i.e.
A∗S : L2(Sm) → L2(Se)
R 7→ ψ(R)|Se .
(2.33)
The following lemma gives a relation between the sensitivity and the adjoint problem.
Lemma 2.8 For any Q ∈ L2(Se) and R ∈ L2(Sm) we have the identity
(Q,A∗SR)Se = (ASQ,R)Sm , (2.34)
where the operators AS and A∗S are defined by (2.23) and (2.33), respectively.
Proof: Let Q ∈ L2(Se) and R ∈ L2(Sm). Then there exist sequences {Qk}k>0 in H0,1(Se)
and {Rk}k>0 in H0,1(Sm) such that Qk → Q in L2(Se) and Rk → R in L2(Sm) for k →∞.
Due to Theorem 2.4 there exist unique weak solutions S(Qk) of the sensitivity problem
(2.17)-(2.20) and ψ(Rk) of the adjoint problem (2.28)-(2.31) in the space V 1,0(Ωtf ). In
[Hao98] it is shown that S(Qk)→ S(Q) and ψ(Rk)→ ψ(R) in V 1,0(Ωtf ) for k →∞. From
Remark 2.5 it follows that the solutions S(Qk) and ψ(Rk) belong to the space H1,1(Ωtf ).
Thus, we can set η = ψ(Rk) in (2.21) and ξ = S(Qk) in (2.32). Using integration by parts
we get
a
λ
(Qk, ψ(Rk))Se
(2.21)
= (S(Qk),
∂ψ(Rk)
∂t
)Ωtf − (a∇S(Qk),∇ψ(Rk))Ωtf
=
∫
Ω
[S(Qk)ψ(Rk)]
tf
t0 dx− (
∂S(Qk)
∂t
, ψ(Rk))Ωtf
−(a∇S(Qk),∇ψ(Rk))Ωtf
(2.32)
=
a
λ
(Rk, S(Qk))Sm .
The latter identity results from ψ(Rk) = 0 at tf (condition (2.29)) and thus in particular
the integral term vanishes. Finally, letting k →∞ the lemma is proved. ⋄
Due to Lemma 2.8 the operator A∗S is the adjoint operator of AS , if the final time and
boundary conditions of the corresponding adjoint problem are chosen as in (2.28)-(2.31).
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Definition 2.9 (Fre´chet derivative of a functional) Let V be a Banach space with the
norm ‖·‖V and V ∗ its dual space. Further, let the functional J(v) be defined in a neighbour-
hood U(vˆ, γ) := {v ∈ V | ‖v − vˆ‖V < γ} of a point vˆ ∈ V . Then J is said to be Fre´chet dif-
ferentiable at vˆ, if there exists an element ∇J(vˆ) ∈ V ∗ such that for any δv ∈ V, ‖δv‖V < γ,
we have
J(vˆ + δv)− J(vˆ) = (∇J(vˆ), δv)V ∗ + o(vˆ, δv),
with
lim
‖δv‖V→0
|o(vˆ, δv)|
‖δv‖V = 0.
The expression (∇J(vˆ), δv)V ∗ is called the differential of the functional J at the point vˆ, and
∇J(vˆ) is called its gradient at vˆ.
Lemma 2.10 Let AS denote the linear operator defined by (2.23) and Tm,s ∈ L2(Sm). Then
the functional J(q) = 12‖ASq − Tm,s‖2Sm , q ∈ L2(Se), is Fre´chet differentiable at qˆ ∈ L2(Se)
and the gradient is given by
∇J(qˆ) = A∗S(AS qˆ − Tm,s),
where A∗S is defined by (2.33).
Proof: Let δq ∈ L2(Se) be an increment of the control at qˆ ∈ L2(Se). For the variation of
the defect functional we get
J(qˆ + δq)− J(qˆ) = (AS qˆ − Tm,s,ASδq)Sm +
1
2
‖ASδq‖2Sm
= (A∗S(AS qˆ − Tm,s), δq)Se +
1
2
‖ASδq‖2Sm .
From Theorem 2.4 we get the following bound for the solution S(δq) of the sensitivity
problem
sup
t0≤t≤tf
‖S(δq)‖2Ω + ‖∇S(δq)‖2Ωtf + ‖S(δq)‖
2
Γtf
≤ c ‖δq‖2Se. (2.35)
Estimate (2.35) in particular yields ‖ASδq‖2Sm/‖δq‖Se → 0 for ‖δq‖Se → 0. Using the
definition of the Fre´chet derivative the lemma is proved. ⋄
For the determination of the gradient in step iv. of the CGNE algorithm this means
∇J(qk) = A∗S(ASqk − Tm,s) = A∗S(Aqk − Tm),
i.e. we have to solve the adjoint problem (2.28)-(2.31) setting R := T (qk)|Sm −Tm in (2.30)
and subsequently restrict the solution to the estimation boundary Se.
The CGNE algorithm
For this CG method we get the following pseudocode:
Algorithm 2.11
choose q0; γ0 := 0;
r0 := A∗S(Aq0 − Tm);
for k = 0, 1, . . . , unless rk ≡ 0 do
pk = rk + γkpk−1;
µk =
(Aqk−Tm,ASp
k)Sm
(ASpk,ASpk)Sm
;
qk+1 := qk − µkpk;
if accurate then exit;
rk+1 = A∗S(Aqk+1 − Tm);
γk+1 =
(rk+1,rk+1)Se
(rk,rk)Se
;
end for
CGNE algorithm in pseudocode notation
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From this representation we can easily see that the solution algorithm is just the standard
CG method applied to the normal equation (NE)
A∗SASq = A∗STm,s, (2.36)
with the selfadjoint positive semidefinite operator A∗SAS and the shifted temperature data
Tm,s = Tm −A0q (compare (2.22)).
The conjugate coefficient results from a certain optimality condition w.r.t. the new search
direction. A detailed discussion of this issue is given in Section 3.3.2 for the discrete CG
method. The continuous analogon of the conjugate coefficient in (3.52) for the normal
equation directly leads to the expression in (2.25). The optimal step length in the search
direction is determined from the minimization problem (2.26). For µ > 0 we define
F (µ) := J(qk − µpk) = 1
2
(A(qk − µpk)− Tm,A(qk − µpk)− Tm)Sm
=
1
2
(Aqk − µASpk − Tm,Aqk − µASpk − Tm)Sm .
Setting F ′(µk) = 0 we get the identity
µk(ASpk,ASpk)Sm − (ASpk,Aqk − Tm)Sm = 0,
which leads to the formula (2.27). Note, that F ′′(µk) = (ASpk,ASpk)Sm > 0 for pk 6= 0.
Finally, we recall that the final time value of the initial guess q0 is not modified by the
algorithm due to the fact that the gradient of the defect functional rk = A∗S(Aqk−Tm), k ≥
0, is always identically zero at tf (see condition (2.29)). If r
κ becomes identically zero for
some κ ≥ 0 the iteration is terminated while we let κ =∞ if no such finite κ exists. In the
further context κ is called the ultimate termination index (compare [EHN96]).
2.3.3 Regularizing properties of CGNE
In this section we discuss the inherent regularization properties of the iterative CGNE
method when an appropriate stopping rule is used in step iii. of the algorithm. We in-
troduce some basic notions of regularization theory following the lines of [EHN96, Han95].
For a concise introduction to the CGNE method in an abstract Hilbert space setting we
refer to [Kir96].
We consider the operator equation
Kf = g, (2.37)
where K is a linear and bounded operator between the Hilbert spaces X and Y. As we
have already seen (in Section 1.2), in inverse problems the solution f typically does not
depend continuously on the data g. In that case problem (2.37) is called ill-posed, a notion
which was introduced by Hadamard [Had23] in 1923. Due to Hadamard a problem is said
to be ill-posed, if one of the following postulates of well-posedness is violated: a solution
exists for all admissible data, the solution is unique for all admissible data, and the solution
depends continuously on the data. The existence of a solution often follows from physical
considerations. However, when the operator K has a non-trivial nullspace then the solution
is not uniquely defined. This is also the case for the studied IHCP in falling films. Those
boundary heat fluxes which merely have a peak at final time belong to the nullspace of
the corresponding operator defined by (2.23). Thus, one usually searches the solution of
minf∈X ‖Kf − g‖ with minimum norm ‖f‖. This uniquely determined element is called the
best-approximate solution (see appendix). Let K† denote the generalized (Moore-Penrose)
inverse of K and D(K†) its domain. Then, for g ∈ D(K†), the best-approximate solution of
(2.37) is defined by
f † := K†g. (2.38)
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With this notation the ill-posedness of problem (2.37) is equivalent to K† being unbounded.
In that case, direct inversion is not adequate since the data g are usually not given exactly
e.g. due to measurement or modelling errors. These considerations lead to the concept of
regularization. The basic idea behind this concept is to approximate the original problem
(2.37) by a “better posed” problem and to find a good compromise between the approxi-
mation and the propagated data errors. Let {gδ}δ>0 be a sequence of noisy data with noise
level δ, i.e.
‖gδ − g‖ ≤ δ, δ > 0. (2.39)
A regularization method, involving a regularization parameter α, determines an approxima-
tion fαδ of f
† that depends continuously on gδ and thus can be computed in a stable way
with the property fαδ → f †, δ → 0, for an appropriate choice of α = α(δ, gδ) > 0. The
replacement of the unbounded operator K† by a parameter-dependent family {Rα}α>0 of
continuous operators leads to the approximation fαδ := Rαgδ. The precise definition of a
regularization method is given in the appendix.
Besides the question how to construct appropriate regularization operators a main task is
the practical choice of the regularization parameter for a given noisy data set. The optimal
parameter α > 0 which minimizes the term ‖Rα(δ,gδ)gδ −K†g‖ cannot be determined since
the exact solution K†g is unknown. Instead, one often considers the asymptotic convergence
rate of fαδ → f †, δ → 0. In [EHN96] it is shown that the convergence of a regularization
method for solving (2.37) uniform in g ∈ D(K†) is arbitrarily slow if K† is unbounded. Note,
that K† being unbounded is equivalent to the range R(K) being non-closed (see appendix).
Thus, convergence rates are given only on subsets of D(K†), or rather under certain a-priori
assumptions on the exact solution. For some µ > 0 we define the source set
Xµ := {f ∈ X | f ∈ R(|K|µ) = R((K∗K)µ/2)}, (2.40)
which enters the formulation of the following assumption (cf. [Han95]).
Assumption 2.12 The solution f † = K†g with the unperturbed right-hand side g ∈ R(K)
belongs to the set Xµ in (2.40) for some µ > 0, i.e. there exists w ∈ X with f † = (K∗K)µ/2w;
let ω := ‖w‖.
We remark that in ill-posed problems the operator K is typically a smoothing operator and
thus the assumption can be considered as a smoothness condition (compare Section 1.2). If K
is compact this condition can be characterized in terms of the singular values (see appendix).
In [EHN96] the following result is shown. If the generalized inverse K† is unbounded, i.e.
R(K) is non-closed, then a regularization method cannot converge faster than O(δµ/µ+1)
under the a-priori assumption f † ∈ Xµ for some µ > 0. This leads to the following definition
of order-optimal methods.
Definition 2.13 Let R(K) be non-closed, {Rα}α>0 be a family of regularization operators
for K†. For µ > 0 and g ∈ KXµ, let α be a parameter choice rule for solving (2.37). If
(Rα, α) realizes the convergence rate
‖Rα(δ,gδ)gδ −K†g‖ = O(δµ/µ+1), δ → 0,
it is called order-optimal (with respect to µ).
The CG method is known to be an efficient method for the solution of selfadjoint positive
semidefinite and well-posed linear operator equations. We discuss the inherent regularization
properties of the CGNE algorithm presented in Section 2.3.2 when applied to ill-posed
problems. The following results can be found in [EHN96, Han95].
Theorem 2.14 If the right-hand side g in (2.37) belongs to D(K†) then the iterates fk of
the CGNE method converge to the exact solution K†g as k →∞.
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When problem (2.37) is ill-posed then R(K) is non-closed. Thus, even if g ∈ D(K†), slightly
perturbed data gδ do no longer need to belong to D(K†). In [Han95] it is shown that for gδ 6∈
D(K†) the corresponding CGNE iterates fkδ diverge to infinity in norm as k →∞. However,
if gδ is an approximation of g ∈ R(K), then the data error propagation remains limited in
the beginning of the iteration. This convergence behaviour is also called semiconvergence.
In [Han95] the following result is proved.
Theorem 2.15 Let Assumption 2.12 be satisfied, and let ‖gδ − g‖ ≤ δ. Then there exists a
constant c such that the iteration error of the CGNE method is bounded by
‖fkδ −K†g‖ ≤ c (|p′k(0)|−µ/2ω + |p′k(0)|1/2δ), 1 ≤ k ≤ κ, (2.41)
with the ultimate termination index κ.
The so-called residual polynomial pk of degree k in (2.41) is such that |p′k(0)| ≥ k for every k.
Thus, only for small values of k the second term in the right-hand side of (2.41) is of the order
of δ and the iterates seem to converge while in the further iterations divergence sets in. If the
iteration is terminated appropriately, and the approximation and propagated data errors are
balanced in that way, even order-optimal approximations (in the sense of Definition 2.13) of
the exact solution can be obtained. Below we discuss two different parameter choice rules
for the determination of the CGNE stopping index. Both of them belong to the class of a-
posteriori parameter choice rules, which means that α = α(δ, gδ) depends on the perturbed
data gδ (otherwise α = α(δ) is called a-priori parameter choice rule).
The discrepancy principle
The results discussed in this section go back to Nemirovskii (compare [EHN96, Han95]
and the references therein). He suggested the so-called discrepancy principle of Morozov,
originally used in Tikhonov regularization, for the determination of an appropriate CGNE
stopping index. The idea behind this principle is to allow an error of the magnitude of the
noise level δ in the data fit of the regularized solution fαδ in order to prevent an unacceptable
data error amplification. In other words, it is not recommended to determine an approximate
solution fαδ with ‖Kfαδ − gδ‖ < δ, i.e. an approximation with a discrepancy that is smaller
than the noise level. Thus, one should choose the largest possible parameter α such that
the corresponding discrepancy is in the order of δ.
Stopping rule 2.16 (Discrepancy principle) Assume ‖gδ − g‖ ≤ δ. Fix τ > 1, and
terminate the iteration with index α = α(δ, gδ) when for the first time
‖Kfα(δ,gδ)δ − gδ‖ ≤ τδ. (2.42)
In this principle an a-priori chosen parameter τ > 1 is needed. For the so-called Landweber
iteration the discrepancy principle with τ = 2 determines the beginning of the transition
from convergence to divergence [EHN96]. Since the iterates of the CGNE method do not
depend linearly on the data gδ (in contrast to Landweber) an analysis is much more involved.
However, one can show that a unique and finite termination index is determined by (2.42)
with α(δ, gδ) ≤ κ even if κ is finite. For g ∈ R(K) (i.e. in the attainable case) the CGNE
method in combination with Stopping rule 2.16 is order-optimal, as proved in [EHN96,
Han95].
Theorem 2.17 Let Assumption 2.12 be satisfied, and let ‖gδ−g‖ ≤ δ. If the CGNE method
(with right-hand side gδ) is terminated after α(δ, gδ) iterative steps according to Stopping
rule 2.16, then
‖fα(δ,gδ)δ −K†g‖ = O(δµ/µ+1), δ → 0.
Even if Assumption 2.12 does not hold, for exact data g ∈ R(K), the discrepancy principle
leads to converging approximations f
α(δ,gδ)
δ → K†g as δ → 0. In [EHN96] also some remarks
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about the non-attainable case with g ∈ D(K†) \R(K) are given. We formulate the following
consequence concerning so-called semiiterative methods, in which a basic step of the form
fkδ = f
k−1
δ +K∗(gδ −Kfk−1δ ), k ∈ N, is performed followed by an averaging over all or some
of the previous iterates. Since the CGNE algorithm minimizes the residual ‖Kfkδ − gδ‖ in
the corresponding Krylov subspace shifted by the initial guess (see Section 3.3.2) it requires
fewest iterations among all semiiterative methods, when the discrepancy principle is used
for termination (compare [EHN96]).
In the numerical treatment of the IHCP besides the data error we also have discretization
errors. Suppose that ‖K − Kη‖ ≤ η, i.e. η characterizes the accuracy of the numerical
schemes applied for the solution of the direct, the sensitivity, and the adjoint problems
within the CGNE algorithm. For that case in [Hao98] (see also the references therein) the
discrepancy principle with (2.42) replaced by
‖Kηfαδ,η − gδ‖ ≤ τ(η‖fαδ,η‖+ δ)
is used as the stopping rule. Although the problem discretization results in a kind of regu-
larization it is usually not sufficient for practical purposes. In order to apply the discrepancy
principle successfully a suitable bound δ for the noise level has to be known. If this infor-
mation is not available or very inaccurate difficulties arise. An alternative approach, which
does not require any knowledge about the noise level is the use of heuristic stopping rules.
The L-curve method
A brief description of the so-called L-curve method which is a heuristic and error-free pa-
rameter choice rule (i.e. it does not require information about the noise level) in the setting
of continuous regularization methods can be found in [EHN96]. The idea of this method is
to relate the norms of the computed approximations to the corresponding residual norms.
This is done in a parametric plot of ‖fαδ ‖ versus ‖Kfαδ − gδ‖ in a log-log scale for a large
range of the regularization parameter. A schematic representation of this plot is shown in
Fig. 2.7.
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Figure 2.7: schematic L-curve (for CGNE)
Due to the semiconvergent behaviour of the CGNE method we can give the following heuris-
tic explanation for the typical L-shape of the corresponding graph. Since the approximations
seem to converge in the beginning of the iteration, i.e. for small values of the iteration index
α, we expect the corresponding norms ‖fαδ ‖ to be close to ‖f †‖ and thus vary only little
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(see Theorem 2.15). On the other hand, if Assumption 2.12 is satisfied the bound
‖Kfαδ − gδ‖ ≤ δ + c |p′α(0)|−(µ+1)/2ω, 1 ≤ α ≤ κ,
for the residual norm is given in [Han95]. Thus, for small values of the index α the numbers
|p′α(0)|−(µ+1)/2 essentially determine the rate of convergence and an observable decrease
of the residual norm can be expected. The corresponding part of the graph, in which the
solutions fαδ are dominated by approximation errors and said to be “oversmoothed”, appears
almost horizontal. In contrast to that, when α becomes larger, i.e. more and more steps of
CGNE are applied with perturbed data gδ 6∈ D(K†), then ‖fαδ ‖ blows up while ‖Kfαδ − gδ‖
remains in the order of δ. The corresponding part of the graph, in which the solutions are
dominated by perturbation errors, appears almost vertical. Altogether the above described
parametric plot often has a shape that looks like the letter “L”, which is the reason why it
is called L-curve. For the choice of the regularization parameter we are interested in a good
balance between the approximation and propagated data errors, i.e. in a parameter which
corresponds to a point near the “corner” of the L-curve, which is defined to be the point of
maximum curvature.
Stopping rule 2.18 (L-curve criterion) Find the point on the L-curve with maximum
curvature. The corresponding regularization parameter α provides a good balance between
the approximation and perturbation errors.
There is a vast amount of literature about the L-curve method and its pros and cons (see e.g.
the references in [EHN96]). We only give a few comments. A clear advantage is that a bound
on the noise level δ is not required. A study of the method when applied to discrete ill-posed
problems is given by Hansen in [Han92]. He concludes that the discrepancy principle tends to
oversmooth the real solution while the L-curve method may lead to slightly underregularized
approximations. Further, in comparison to the generalized cross validation, the L-curve
method is shown to be often more robust in the presence of correlated data errors. Due to
the fact that we use iterative regularization only discrete points on the L-curve are known.
In [HO93] a data fit to these discrete points using a cubic spline curve is recommended.
Furthermore, an algorithm that generates the spline curve as well as an algorithm that tries
to locate the corner of the L-curve efficiently is given in that paper. We emphasize that a
distinct L-shape of the above described parametric plot is not guaranteed. The corner of
the L-curve depends on the scale in which it is plotted, the chosen (semi-)norms, and it may
even not appear at all [Reg96]. The numerical results of Chapter 6 show that the use of this
parameter choice rule is satisfactory for our problem class.
Chapter 3
Numerical analysis and solution
of the direct problems
We discuss standard numerical methods for the approximate solution of the continuous
direct heat conduction problems. In each step of an implicit time integration method, when
applied to these heat conduction problems, a linear stationary reaction-diffusion problem
has to be solved. For this reason, in Section 3.1 a reaction-diffusion problem is studied. The
variational formulation of this elliptic problem and its Galerkin discretization lead to the
approximate solution uh in the finite element space Vh ⊂ V . In this thesis we treat linear
finite elements that are also called P1-elements [QV94]. For regular families of triangulations
standard nodal interpolation and finite element discretization error bounds are presented.
However, for the numerical treatment of the inverse heat conduction problem we have to
take care of the very different length scales of the heat conductor that result in an anisotropy
effect. For such anisotropic problems the given discretization error bounds do not hold in
general (see Chapter 4). In Section 3.2 we give the weak formulation of the parabolic heat
conduction problem. Using finite elements for the space discretization we get a semi-discrete
approximation uh(·, t) ∈ Vh for each point t in time. We get the fully discrete approximation
scheme by discretizing the corresponding system of ordinary differential equations in time
based on a one-step θ-method. Finally, in Section 3.3 we discuss different iterative solvers
for the discrete problems.
3.1 The stationary boundary value problem
Let Ω ⊂ Rn, n = 2, 3, be an open and bounded parallelepiped. We introduce the finite
element discretization of the linear stationary reaction-diffusion problem
−∆u+ µu = f in Ω,
−λ∂u
∂n
= g on Γ = ∂Ω,
(3.1)
with f ∈ L2(Ω) and g ∈ L2(Γ). The constants µ and λ are assumed to be strictly positive.
In order to derive the weak formulation, for the solution we consider the space H1(Ω) which
does not take the boundary conditions into account (see appendix). We remark that for
u ∈ H1(Ω) the weak derivative Dαu, |α| = 1, belongs to the space L2(Ω) and due to this
it is not possible to define ∂u∂n |Γ unambiguously. If we multiply the differential equation in
(3.1) with v ∈ H1(Ω), integrate over Ω and use Green’s formula, we obtain the variational
formulation: find u ∈ H1(Ω) such that
(∇u,∇v) + µ(u, v) = (f, v)− 1
λ
∫
Γ
gv dΓ, ∀v ∈ H1(Ω).
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In this representation (·, ·) denotes the standard scalar product in L2(Ω). Defining the
bilinear form k(·, ·) and the functional l(·) by the left- and right-hand sides
k(u, v) := (∇u,∇v) + µ(u, v), l(v) := (f, v)− 1
λ
∫
Γ
gv dΓ, (3.2)
we get the formulation: find u ∈ H1(Ω) such that
k(u, v) = l(v), ∀v ∈ H1(Ω). (3.3)
In order to prove that the variational problem (3.3) has a unique solution we show that the
bilinear form k(·, ·) is continuous and H1(Ω)-elliptic.
Definition 3.1 (V -elliptic bilinear form) Let V be a Hilbert space with scalar product
(·, ·) and corresponding norm ‖ · ‖. Let further k : V × V → R be a mapping with the
properties:
i. k(u, ·) and k(·, u) are linear functionals on V for arbitrary u ∈ V .
ii. There exists a constant M > 0 such that
|k(u, v)| ≤M ‖u‖‖v‖, ∀u, v ∈ V.
iii. There exists a constant γ > 0 such that
k(u, u) ≥ γ ‖u‖2, ∀u ∈ V.
A mapping k(·, ·) that fulfills assumptions i. and ii. is called continuous bilinear form on
V . The property iii. is called V -ellipticity and the corresponding bilinear form coercive or
V -elliptic.
Before we present the existence proof of a unique solution of problem (3.3) we give some
elementary results (see e.g. [BS02, GR94]).
Lemma 3.2 (trace operator) There exists a unique bounded linear operator
γ : H1(Ω)→ L2(Γ), ‖γ(ϕ)‖L2(Γ) ≤ c ‖ϕ‖H1(Ω),
with the property that for all ϕ ∈ C1(Ω¯) the equality γ(ϕ) = ϕ|Γ holds.
Lemma 3.3 (Lax-Milgram) If the bilinear form k(·, ·) is bounded and coercive in the
Hilbert space V , and l(·) is a bounded linear form in V , then there exists a unique u ∈ V
such that
k(u, v) = l(v), ∀v ∈ V,
is satisfied. Moreover, the energy estimate
‖u‖V ≤ c ‖l‖V ∗
holds, where c = 1/γ with ellipticity constant γ.
Now we can prove the following theorem.
Theorem 3.4 Consider the variational problem (3.3) with data f ∈ L2(Ω) and g ∈ L2(Γ).
Then this problem has a unique solution u and the inequality
‖u‖H1(Ω) ≤ c (‖f‖L2(Ω) + ‖g‖L2(Γ)) (3.4)
holds with a constant c independent of f and g.
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Proof: The linear functional l(·) is bounded:
|l(v)| ≤ ‖f‖L2(Ω)‖v‖L2(Ω) +
1
λ
‖g‖L2(Γ)‖γ(v)‖L2(Γ)
≤ c(‖f‖L2(Ω) + ‖g‖L2(Γ)) ‖v‖H1(Ω), v ∈ H1(Ω). (3.5)
The latter inequalities follow from Cauchy-Schwarz and the continuity of the trace operator.
The symmetric bilinear form k(·, ·) is obviously continuous:
|k(u, v)| ≤ |u|H1(Ω)|v|H1(Ω) + µ‖u‖L2(Ω)‖v‖L2(Ω)
≤ M‖u‖H1(Ω)‖v‖H1(Ω), u, v ∈ H1(Ω). (3.6)
And the bilinear form is coercive in H1(Ω):
k(u, u) = |u|2H1(Ω) + µ‖u‖2L2(Ω) ≥ γ‖u‖2H1(Ω), ∀u ∈ H1(Ω), (3.7)
with an ellipticity constant γ > 0. Thus, k(·, ·) is an inner product on H1(Ω). Using (3.5),
(3.6) and (3.7), from the Lax-Milgram lemma we obtain the existence of a unique solution
such that (3.3) holds. The energy estimate finally yields inequality (3.4). ⋄
Remark 3.5 One can show that the unique solution of problem (3.3) belongs to H2(Ω)
[Gri85] and that the variational problem is H2-regular, i.e., for f ∈ L2(Ω) the unique solution
u of
k(u, v) =
∫
Ω
fv dx, ∀v ∈ H1(Ω),
satisfies
‖u‖H2(Ω) ≤ c ‖f‖L2(Ω),
with a constant c independent of f . Such regularity results are discussed in Section 5.5 for
anisotropic reaction-diffusion problems.
In the next section we introduce the space discretization of problem (3.3) based on finite
elements.
3.1.1 Galerkin discretization and finite element method
For the space discretization of problem (3.3) we consider a finite dimensional subspace
Vh ⊂ V = H1(Ω) and the corresponding finite dimensional variational problem: find uh ∈ Vh
such that
k(uh, vh) = l(vh), ∀vh ∈ Vh. (3.8)
This problem is called Galerkin discretization of (3.3). Since we assume Vh ⊂ V the Galerkin
discretization is said to be conforming. The following lemma gives a bound for the error
between the continuous solution and the solution of problem (3.8), which is also referred to
as the Galerkin approximation (compare [BS02, GR94]).
Lemma 3.6 (Ce´a-lemma) Let Vh ⊂ V be a finite dimensional subspace of the Hilbert
space V and let the bilinear form k(·, ·) be continuous and V -elliptic. Then the variational
problem
k(u, v) = l(v), ∀v ∈ V,
and its Galerkin discretization
k(uh, vh) = l(vh), ∀vh ∈ Vh,
have unique solutions u ∈ V and uh ∈ Vh, respectively. Furthermore, the inequality
‖u− uh‖V ≤ (1 + M
γ
) inf
vh∈Vh
‖u− vh‖V (3.9)
holds.
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On the one hand the Ce´a-lemma is a result on the existence and uniqueness of solutions
for variational problems with continuous and V -elliptic bilinear forms. On the other hand
inequality (3.9) allows us to give upper bounds for the discretization error ‖u − uh‖V in
terms of the approximation error infvh∈Vh ‖u − vh‖V in the finite element space Vh. For
linear finite elements approximation error bounds are discussed in the next section. In the
remainder of this section we deduce the linear systems of equations resulting from a space
discretization based on finite elements.
Let Th denote a subdivision of Ω into a finite number of subsets e. Such a subdivision is called
triangulation of Ω. In this thesis our main focus is devoted to triangular and tetrahedral
triangulations. Since the domain Ω is assumed to be polygonal the triangulations Th = {e}
(where {e} denotes a family of elements e) can be constructed such that
i. Ω¯ =
⋃
e∈Th
e,
ii. int e1∩ int e2 = ∅ for all e1, e2 ∈ Th, e1 6= e2,
iii. any edge (face) of any e1 ∈ Th is either subset of ∂Ω or an edge (face) of another
e2 ∈ Th.
If a triangulation fulfills these properties it is called admissible. For a family F = {Th} of
admissible triangulations and e ∈ Th we introduce the notations (compare Fig. 3.1)
he := diam(e),
ρe := sup{diam(S) |S is a ball contained in e},
σe :=
he
ρe
∈ [1,∞) (“aspect ratio”).
Here, the index parameter h of Th is chosen such that h = max{he | e ∈ Th}, i.e. h decreases
if the triangulations get finer.
he
e
ρe
Figure 3.1: Notation for a single element e
Definition 3.7 (regular triangulations) A family F = {Th} of admissible triangulations
is called regular if
i. h approaches zero: inf{h | Th ∈ F} = 0,
ii. the aspect ratio is bounded: there exists a constant κ > 0 such that σe ≤ κ for all
e ∈ Th and all Th ∈ F .
A family F = {Th} of admissible triangulations is called quasi-uniform if there exists a
constant κ˜ > 0 such that
h
ρe
≤ κ˜
for all e ∈ Th and all Th ∈ F .
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Note, that the assumption of a bounded aspect ratio is quite restrictive. It prevents the
triangles or tetrahedra of the triangulations to become degenerated, i.e. the angles of these
elements are bounded from below and above independently of h. We define the general
simplicial finite element spaces
X0h := {v ∈ L2(Ω) | v|e ∈ P0 for all e ∈ Th},
X lh := {v ∈ C(Ω¯) | v|e ∈ Pl for all e ∈ Th}, l ≥ 1,
(3.10)
where Pl, l ≥ 0, denotes the space of polynomials with degree less than or equal l. When the
triangulations are regular then the elements of the associated spaces in (3.10) are referred to
as regular finite elements. In the remainder of this thesis we restrict ourselves to P1-elements
that are globally continuous and piecewise linear, i.e. X1h.
Let {φi}1≤i≤n denote the standard nodal basis of X1h, i.e. if {Ni}1≤i≤n denote the vertices
of the triangulation Th, the basis element φj is the pyramid (hat) function that takes the
value one at the vertex Nj and vanishes at all other vertices. Then every uh ∈ X1h has the
unique representation
uh =
n∑
j=1
xjφj , with x := (x1, . . . , xn)
T ∈ Rn.
The reformulation of the Galerkin discretization (3.8) in the form: find x ∈ Rn such that
n∑
j=1
k(φj , φi)xj = l(φi), ∀i = 1, . . . , n,
then leads to a linear system of equations
Ax = b,
where the matrix A = (Aij)
n
i,j=1 with components Aij = k(φj , φi) is the so-called stiffness
matrix and the right-hand side is given by b = (l(φ1), . . . , l(φn))
T . Here n denotes the
dimension of the finite element space Vh = X
1
h. For the Neumann boundary value problem
(3.1) with the natural boundary condition −λ∂u∂n = g on Γ, which is implicitly contained
in the variational formulation, n equals the number of interior and boundary vertices of
the given triangulation. The corresponding stiffness matrix is strictly symmetric positive
definite. In order to see that this property holds, we write the term ξTAξ for an arbitrary
ξ ∈ Rn in the form
n∑
j,k=1
Ajkξjξk = ‖∇(
n∑
j=1
ξjφj)‖2L2(Ω) + µ‖
n∑
j=1
ξjφj‖2L2(Ω) ≥ 0. (3.11)
Since we assume µ > 0, equality only holds for ξ ≡ 0 ∈ Rn. Note that for the pure diffusion
problem with µ = 0, equality also holds for ξ ≡ c with an arbitrary constant c ∈ Rn. In
that case the stiffness matrix is symmetric positive semi-definite.
We briefly comment on the Dirichlet boundary value problem
−∆u = f in Ω,
u = 0 on Γ.
The variational problem is: find u ∈ H10 (Ω) such that
(∇u,∇v) = (f, v), ∀v ∈ H10 (Ω).
Note, that for this problem we do not have degrees of freedom located on the boundary due
to the essential boundary condition u = 0 on Γ that is imposed explicitly in the variational
formulation. We give the following conclusion of the Friedrichs inequality [BS02, GR94].
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Lemma 3.8 There exists a constant c > 0 such that
c ‖v‖H1(Ω) ≤ ‖∇v‖L2(Ω), ∀v ∈ H10 (Ω).
Let {φi}1≤i≤n˜ be the standard nodal basis of X1h,0 := X1h ∩ H10 (Ω) (associated with the
interior grid points only). From Lemma 3.8 it follows that ξj = 0, j = 1, . . . , n˜, to obtain
‖∇(∑n˜j=1 ξjφj)‖2L2(Ω) = 0 for the homogeneous Dirichlet boundary value problem. Thus, all
eigenvalues of the corresponding stiffness matrix are strictly positive.
3.1.2 Basic error estimates
In this section we derive interpolation and finite element discretization error bounds based
on the classical finite element theory that is restricted to regular finite elements. These
results, which can be found at many places in the literature, e.g. in [Cia78, Tho97], serve
as a preparation for the study of anisotropic finite elements in the next chapter.
Let X1h = Vh ⊂ V = H1(Ω). We already pointed out that inequality (3.9) in the Ce´a-lemma
reduces the problem of estimating the discretization error ‖u− uh‖H1(Ω) to the problem of
finding a bound for infvh∈Vh ‖u − vh‖H1(Ω), i.e. for the approximation error in the finite
element space Vh ⊂ V . We introduce the standard nodal interpolation operator
Ih : C(Ω¯)→ X1h,
which is well-defined for u ∈ H2(Ω) due to the embedding H2(Ω) →֒ C(Ω¯) (see appendix
and Remark 3.5). The linear interpolant Ihu has the same values as u at the vertices of the
given triangulation and is linear on each e ∈ Th.
Definition 3.9 (linear interpolation) Let Th = {e} be an admissible triangulation of Ω.
For u ∈ C(Ω¯) we define the function Ihu by standard linear interpolation on each e ∈ Th,
i.e.
(Ihu)(x) =
n∑
j=1
u(Nj)φj(x), x ∈ Ω,
with {Ni}1≤i≤n denoting the vertices of the triangulation Th and {φi}1≤i≤n representing the
corresponding standard nodal basis.
Since the linear interpolant of the exact solution Ihu is an element of the space X
1
h in
combination with the Ce´a-lemma we get the inequality
‖u− uh‖H1(Ω) ≤ c ‖u− Ihu‖H1(Ω). (3.12)
For the local interpolation operator Ie on a single element e ∈ Th we have the identity
(Ihu)|e = Ie(u|e), ∀e ∈ Th. (3.13)
Thus, we can reformulate the term on the right-hand side of (3.12) in the form
‖u− Ihu‖H1(Ω) =
(∑
e∈Th
‖u− Ieu‖2H1(e)
) 1
2
i.e., in terms of the local interpolation errors. A basic idea to obtain a bound for the
local interpolation error on an arbitrary element e is to deduce an estimate on the so-called
reference element eˆ and subsequently convert it into an estimate on the original element.
We illustrate this approach in Fig. 3.2 for the case Ω ⊂ R2 and a decomposition of Ω into
triangles. Let F : eˆ → e denote the affine transformation between the reference element eˆ
and an arbitrary element e. Note, that such a transformation exists for all e ∈ Th when
Th is an admissible triangulation. Furthermore the reference element is independent of the
discretization parameter h. The following lemmas can be found in [Cia78, GR94].
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F−1
F
h1 x1
h2
xˆ2
0 1
1
xˆ1
x2
0
xˆ
x
eeˆ
Figure 3.2: Transformation between eˆ and e
Lemma 3.10 Let e and eˆ be two open domains in Rn that are affine-equivalent, i.e.
F (eˆ) = e with F (xˆ) = Bxˆ+ c, det(B) 6= 0. (3.14)
For m ≥ 0, p ∈ [1,∞], and v ∈ Wmp (e) define vˆ := v ◦ F : eˆ → R. Then vˆ ∈ Wmp (eˆ) and
there exists a constant c = c(m,n) such that
|vˆ|Wmp (eˆ) ≤ c‖B‖m2 | det(B)|−
1
p |v|Wmp (e), ∀v ∈ Wmp (e),
|v|Wmp (e) ≤ c‖B−1‖m2 | det(B)|
1
p |vˆ|Wmp (eˆ), ∀vˆ ∈ Wmp (eˆ).
(3.15)
Here, the spacesWmp (e) denote the usual Sobolev spaces of functions whose weak derivatives
up to orderm belong to Lp(e) (see appendix). Thus, to obtain appropriate estimates for the
transformations between e and eˆ in particular the terms ‖B‖2 and ‖B−1‖2 in (3.15) have
to be bounded.
Lemma 3.11 Let e, eˆ ⊂ Rn be two affine-equivalent bounded open domains and F (xˆ) =
Bxˆ+ c be an affine mapping such that F (eˆ) = e. Then the inequalities
‖B‖2 ≤ he
ρeˆ
, ‖B−1‖2 ≤ heˆ
ρe
hold.
Due to this lemma we get ‖B‖2 ≤ che since ρeˆ is a fixed quantity of the reference element
that is independent of he. In contrast to that the term ‖B−1‖2 has to be treated more
carefully. Note, that the terms in (3.15) containing the determinant of B cancel when we
apply the transformation from the original element to the reference element and in the
reverse direction (for more details we refer to the proof of Theorem 3.13).
We now present a local interpolation result that can be found in [BS02, Cia78] in a more
general setting, e.g. including higher order finite element spaces. Note, that no regularity
assumptions concerning the considered family of triangulations are made. Since it is a basic
ingredient in the proof we also give the following lemma which was first proved by Deny and
Lions [Cia78].
Lemma 3.12 Let ω be a Lipschitz domain in Rn and k ≥ 0, p ∈ [1,∞]. Then there exists
a constant c = c(ω) such that
inf
q∈Pk(ω)
‖v + q‖Wk+1p (ω) ≤ c |v|Wk+1p (ω), ∀v ∈ W k+1p (ω). (3.16)
We note that a Lipschitz domain is a domain whose boundary satisfies certain smooth-
ness conditions. For the parallelepiped Ω and the unit n-simplex eˆ with piecewise smooth
boundaries these conditions are fulfilled.
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Theorem 3.13 Let F = {Th} be a family of triangulations of Ω consisting of n-simplices
and X1h the corresponding finite element space as defined by (3.10). Suppose p ∈ [1,∞] and
either n/p < 2 when p > 1 or n = 2 when p = 1. Then for each e ∈ Th there exists a
constant c independent of e such that
|u− Ieu|Wmp (e) ≤ c
h2e
ρme
|u|W 2p (e), 0 ≤ m ≤ 2, ∀u ∈W 2p (e). (3.17)
Proof: Let eˆ be the unit n-simplex and F : eˆ→ e an affine transformation F (eˆ) = Beˆ+ c
such that F (eˆ) = e. Note that ‖q‖∗ :=
∑
x∈N(eˆ) |q(x)|, where N(eˆ) denotes the set of vertices
of eˆ, defines a norm on P1. Since all norms on P1 are equivalent there exists a constant c
such that
‖q‖W 2p (eˆ) ≤ c ‖q‖∗, ∀q ∈ P1. (3.18)
Since n/p < 2 when p > 1 or n = 2 when p = 1, the continuous embedding W 2p (eˆ) →֒ C(¯ˆe)
(see appendix) yields the existence of a constant c such that
‖uˆ‖L∞(eˆ) ≤ c ‖uˆ‖W 2p (eˆ), ∀uˆ ∈ W 2p (eˆ). (3.19)
Let Iˆeˆ : C(eˆ)→ P1(eˆ) be the linear interpolation operator on eˆ. We then have
(Ieu) ◦ F = Iˆeˆ(u ◦ F ) = Iˆeˆuˆ
with uˆ := u ◦F . Define the linear operator L := id−Iˆeˆ :W 2p (eˆ)→W 2p (eˆ). Using (3.18) and
(3.19), the continuity of this operator follows from
‖Luˆ‖W 2p (eˆ) ≤ ‖uˆ‖W 2p (eˆ) + ‖Iˆeˆuˆ‖W 2p (eˆ) ≤ ‖uˆ‖W 2p (eˆ) + c ‖Iˆeˆuˆ‖∗
≤ ‖uˆ‖W 2p (eˆ) + c
∑
x∈N(eˆ)
|uˆ(x)| ≤ ‖uˆ‖W 2p (eˆ) + c ‖uˆ‖L∞(eˆ) ≤ c ‖uˆ‖W 2p (eˆ).
Since Lq = 0 for all q ∈ P1(eˆ) we get
uˆ− Iˆeˆuˆ = L(uˆ+ q), ∀uˆ ∈W 2p (eˆ), q ∈ P1(eˆ).
From this identity, the continuity of the operator L and Lemma 3.12 we deduce that
‖uˆ− Iˆeˆuˆ‖W 2p (eˆ) ≤ c infq∈P1(eˆ) ‖uˆ+ q‖W 2p (eˆ) ≤ c |uˆ|W 2p (eˆ), ∀uˆ ∈ W
2
p (eˆ). (3.20)
For u ∈W 2p (e) and 0 ≤ m ≤ 2, using (3.20), we obtain
|u− Ieu|Wmp (e)
Lem. 3.10≤ c‖B−1‖m2 | det(B)|
1
p |(u− Ieu) ◦ F |Wmp (eˆ) (3.21)
= c‖B−1‖m2 | det(B)|
1
p |uˆ− Iˆeˆuˆ|Wmp (eˆ)
≤ c‖B−1‖m2 | det(B)|
1
p ‖uˆ− Iˆeˆuˆ‖W 2p (eˆ)
≤ cˆ(eˆ)‖B−1‖m2 | det(B)|
1
p |uˆ|W 2p (eˆ)
Lem. 3.10≤ cˆ‖B−1‖m2 ‖B‖22 |u|W 2p (e)
Lem. 3.11≤ cˆρ−me h2e |u|W 2p (e).
⋄
We note that the constant c in (3.16) depends on the geometry of the associated domain
and may “blow up” if this domain becomes degenerate. Thus, in the proof of Theorem 3.13
we use the transformation from the original to the reference element and apply Lemma 3.12.
Subsequently, the obtained estimate is transformed back to the original element. In the
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following example we consider the upper bound in Theorem 3.13 for an anisotropic element.
An example in R2:
We consider the special element e in Fig. 3.2 with h2 = o(h1). The transformation F
between e and eˆ is given by
x = F (xˆ) = Bxˆ, B =
(
h1 0
0 h2
)
.
The example is chosen such that σe ∼ h1h2 → ∞ for h1 → 0, i.e. the element e has an
unbounded aspect ratio. The condition number of the matrix B is
cond2(B) = ‖B‖2‖B−1‖2 = h1
h2
and thus it becomes worse for increasing degeneracy of the element e. Note, that already
the factor
‖B−1‖m2 | det(B)|
1
p = h−m2 (h1h2)
1
p
in the upper bound (3.21) may become arbitrarily large for h1 → 0, e.g. if we set p = 2
and m = 1. Thus, if we want to use anisotropic elements that are characterized by an
unbounded aspect ratio, we have to take special care of the bad asymptotics resulting from
the transformation. For a detailed discussion of this issue we refer to Chapter 4.
In the remainder of this section we set p = 2 and assume that the family F = {Th} of
triangulations is regular, i.e. cond2(B) ≤ cheρe ≤ c˜ for some constants c and c˜.
Theorem 3.14 (interpolation error bound) Let F = {Th} be a regular family of trian-
gulations of Ω consisting of n-simplices and X1h the corresponding finite element space as
defined by (3.10). Then there exists a constant c independent of h such that
‖u− Ihu‖Hm(Ω) ≤ ch2−m |u|H2(Ω), m ∈ {0, 1}, ∀u ∈ H2(Ω). (3.22)
Proof: From Theorem 3.13 we get the local interpolation error bound
‖u− Ieu‖Hm(e) ≤ ch2−me |u|H2(e), 0 ≤ m ≤ 2, ∀u ∈ H2(e).
Using he ≤ h, e ∈ Th, this leads to the inequality(∑
e∈Th
‖u− Ieu‖2Hm(e)
) 1
2
≤ ch2−m
(∑
e∈Th
|u|2H2(e)
) 1
2
= ch2−m |u|H2(Ω), 0 ≤ m ≤ 2, ∀u ∈ H2(Ω). (3.23)
For the global linear interpolation operator we have Ih : C(Ω¯) → X1h ⊂ H1(Ω). Since Ihu
does not belong to H2(Ω) for all u ∈ H2(Ω) we have to restrict the local estimate to the
choice m ∈ {0, 1}. With (3.13) and (3.23) we conclude
‖u− Ihu‖Hm(Ω) =
(∑
e∈Th
‖u− Ihu‖2Hm(e)
) 1
2
≤ ch2−m |u|H2(Ω), m ∈ {0, 1}, ∀u ∈ H2(Ω). (3.24)
⋄
Since Ihu ∈ X1h for all u ∈ H2(Ω), from (3.22) we directly obtain the following result for the
approximation error in the space of linear finite elements.
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Corollary 3.15 (P1-element approximation error bound) For the approximation er-
ror of regular P1-elements we have
inf
vh∈X1h
‖u− vh‖Hm(Ω) ≤ ch2−m |u|H2(Ω), m ∈ {0, 1}, ∀u ∈ H2(Ω). (3.25)
The following elementary results concerning finite element discretization error bounds can
be found in [BS02, Cia78].
Theorem 3.16 Let u be the solution of the continuous problem (3.3) and uh the solution
of the discrete problem (3.8) with Vh = X
1
h. If u ∈ H2(Ω) then the error estimate
‖u− uh‖H1(Ω) ≤ ch |u|H2(Ω)
holds, with a constant c independent of h.
Proof: From the Ce´a-lemma 3.6 it follows that the continuous and the discrete problems
have unique solutions and that
‖u− uh‖H1(Ω) ≤ c inf
vh∈X1h
‖u− vh‖H1(Ω)
holds. Using (3.25) the proof is complete. ⋄
In order to estimate the L2-error we consider a duality argument applied in the Aubin-
Nitsche lemma (see e.g. [BS02, Cia78]). For k(·, ·) as in (3.2) we define the problem: given
any element g ∈ L2(Ω) find u˜ ∈ H1(Ω) such that
k(v, u˜) =
∫
Ω
gv dx, ∀v ∈ H1(Ω). (3.26)
The problem (3.26) is called the dual problem of (3.3). Note, that the arguments in the
bilinear form k(·, ·) are interchanged. The dual problem is said to be H2-regular if there
exists a constant c independent of g such that
‖u˜‖H2(Ω) ≤ c ‖g‖L2(Ω). (3.27)
Theorem 3.17 Let u be the solution of (3.3) with u ∈ H2(Ω) and uh the solution of (3.8)
with Vh = X
1
h. Then the dual problem (3.26) is H
2-regular and there exists a constant c
independent of h such that
‖u− uh‖L2(Ω) ≤ ch2 |u|H2(Ω).
Proof: Since the bilinear form k(·, ·) of the reaction-diffusion problem is symmetric, the
original and the dual problem only differ in the corresponding right-hand sides. Thus,
problem (3.26) has a unique solution for every g ∈ L2(Ω) and it is H2-regular (compare
Remark 3.5). Define eh := u− uh and let u˜ ∈ H2(Ω) be the solution of the dual problem
k(v, u˜) =
∫
Ω
ehv dx, ∀v ∈ H1(Ω).
Using the orthogonality k(eh, vh) = 0, ∀vh ∈ X1h, we get
‖eh‖2L2(Ω) =
∫
Ω
e2h dx
= k(eh, u˜) = k(eh, u˜− Ihu˜)
≤ c ‖eh‖H1(Ω)‖u˜− Ihu˜‖H1(Ω) (3.28)
(3.22)
≤ ch ‖eh‖H1(Ω)|u˜|H2(Ω)
(3.27)
≤ ch ‖eh‖H1(Ω)‖eh‖L2(Ω), (3.29)
which gives the desired statement using Theorem 3.16. ⋄
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3.2 The instationary boundary value problem
We now consider the time-dependent direct heat conduction problem from Section 2.2 which
is given by
∂u
∂t
− a∆u = f in Ωtf = Ω× (t0, tf ],
u(·, t0) = u0 in Ω,
−λ∂u
∂n
= g on Γtf = ∂Ω× (t0, tf ],
(3.30)
with f ∈ L2(Ωtf ), u0 ∈ L2(Ω) and g ∈ L2(Γtf ). For the constant thermal diffusivity we
assume 0 < a <∞. We deduce the fully discrete approximation scheme in two steps.
3.2.1 The space discretization
First we apply the Galerkin discretization to obtain a semi-discrete solution uh(·, t) for each
point t in time. We define
k(u, v) := (a∇u,∇v), l(v) := (f, v)− a
λ
∫
Γ
gv dΓ.
The weak formulation of problem (3.30) is: for t ∈ (t0, tf ] find u(t) ∈ H1(Ω) such that
(
∂u
∂t
, v) + k(u, v) = l(v), ∀v ∈ H1(Ω),
u(t0) = u0.
(3.31)
In order to gain the spatially semi-discrete problem we formulate the approximate solution:
for t ∈ (t0, tf ] find uh(t) ∈ Vh ⊂ H1(Ω) such that
(
∂uh
∂t
, vh) + k(uh, vh) = l(vh), ∀vh ∈ Vh,
uh(t0) = u
0
h,
(3.32)
where u0h is some approximation of u0 in Vh. With {φi}1≤i≤n denoting a basis of Vh we can
write
uh(t) =
n∑
j=1
xj(t)φj , with x(t) := (x1(t), . . . , xn(t))
T ∈ Rn.
Note that the coefficient vector x(t) is time-dependent. Substitution of this representation
in the Galerkin discretization (3.32) finally leads to the problem: for t ∈ (t0, tf ] find uh(t) ∈
Vh ⊂ H1(Ω) such that
n∑
j=1
(φj , φi)
∂xj
∂t
(t) +
n∑
j=1
k(φj , φi)xj(t) = l(φi), ∀i = 1, . . . , n.
Using a matrix-vector notation this is equivalent to solving the system of coupled ordinary
differential equations
Mx′(t) +Ax(t) = b(t), t ∈ (t0, tf ], x(t0) = α, (3.33)
where the matrix M = (Mij)
n
i,j=1 with components Mij = (φj , φi) is the so-called mass
matrix and α = (α1, . . . , αn)
T contains the coefficients of the initial approximation u0h with
respect to the chosen basis of Vh. The matrixA denotes the symmetric positive semi-definite
stiffness matrix (compare Section 3.1.1). Note that the mass matrix M is symmetric and
strictly positive definite. In order to derive the fully discrete approximation scheme we treat
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the time discretization subsequently.
We remark that the entries of the stiffness matrix represent the couplings between the grid
points (unknowns) and their neighbouring points. In case of a regular triangulation the
number of neighbouring grid points is bounded by a constant which is independent of the
triangulation. Thus, the number of nonzero entries in the corresponding stiffness matrix is
proportional to the number of unknowns and the matrix is said to be sparse. This sparsity
property also holds for the mass matrix.
3.2.2 The time discretization
For the time discretization we apply a so-called one-step θ-scheme (see e.g. [MM94]). Let
the time step size be denoted by τ and let unh be the approximation of uh(t) at time t = tn =
nτ, n ≥ 0. In the same manner we define ln to be the approximation of the time-dependent
right-hand side functional l(t) at time t = tn. Given u
n
h we determine the approximate
solution un+1h ≈ uh(tn+1) replacing the time derivative in (3.32) by a backward difference
quotient introducing the parameter 0 ≤ θ ≤ 1 to control the implicitness of the scheme.
This leads to the variational equation(
un+1h − unh
τ
, vh
)
+ θk(un+1h , vh) + (1− θ)k(unh , vh) = θln+1(vh) + (1− θ)ln(vh),
and – after a separation of the terms containing un+1h and u
n
h – we obtain
(un+1h , vh) + θτk(u
n+1
h , vh) = (u
n
h, vh) + (1− θ)τ(ln(vh)− k(unh, vh))
+ θτln+1(vh), ∀vh ∈ Vh, n ≥ 0.
(3.34)
Using the notation introduced for the semi-discrete approximation equation (3.34) may be
written as
[M+ θτA]xn+1 = [M− (1− θ)τA]xn
+ θτbn+1 + (1− θ)τbn, n ≥ 0, x0 = x(t0).
(3.35)
In particular, θ = 0 yields the explicit Euler scheme, θ = 0.5 the Crank-Nicholson scheme,
and θ = 1 leads to the implicit Euler scheme. Because of the strong stiffness of the system in
(3.33) only implicit schemes (θ 6= 0) should be used to solve the instationary heat conduction
problems. The implicit Euler scheme is only first order accurate in time, but is strongly
A-stable. The Crank-Nicholson scheme is of second order, is A-stable, but does not have
the strong A-stability property, which may lead to stability problems in certain situations.
In the remainder of this thesis we consider θ = 0.5 and θ = 1. For the numerical analysis
we study the implicit Euler scheme and give the following result.
Theorem 3.18 Let unh be the approximation of uh(t) at time t = tn with θ = 1 in (3.34)
and u the solution of the continuous problem (3.31). If ‖u0−u0h‖L2(Ω) ≤ ch2 ‖u0‖H2(Ω) then
the inequality
‖u(tn)− unh‖L2(Ω) ≤ ch2 (‖u0‖H2(Ω) +
∫ tn
t0
‖∂u
∂t
‖H2(Ω) ds) + τ
∫ tn
t0
‖∂
2u
∂t2
‖L2(Ω) ds (3.36)
holds for n ≥ 0.
For problem (3.30) with homogeneous Dirichlet boundary conditions a proof of this theorem
can be found in [GR94, LT03, Tho97]. In [Tho97] there is a remark that an analysis of
Neumann boundary value problems follows the same lines.
Proof: Define X1h,0 := X
1
h ∩ H10 (Ω) and let X1h,0 = Vh ⊂ V = H10 (Ω). We introduce the
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elliptic projection Rh from H
1
0 (Ω) onto X
1
h,0 as the orthogonal projection w.r.t. the inner
product k(·, ·). For w ∈ H10 (Ω) it is defined by
k(Rhw, vh) = k(w, vh), ∀vh ∈ X1h,0. (3.37)
In other words, if w is the exact solution of the corresponding elliptic problem, then Rhw
is the finite element approximation of w in the space X1h,0. Thus, for regular P1-elements,
using the Ce´a-lemma 3.6 and the analogon of (3.25) in X1h,0, we can conclude
‖v −Rhv‖Hm(Ω) ≤ ch2−m ‖v‖H2(Ω), m ∈ {0, 1}, ∀v ∈ H2(Ω) ∩H10 (Ω). (3.38)
In order to derive the desired error bound we use the representation
u(tn)− unh = (u(tn)−Rhu(tn)) + (Rhu(tn)− unh), n ≥ 0,
and give separate bounds for the right-hand side terms. We get
‖u(tn)−Rhu(tn)‖L2(Ω) ≤ ch2 ‖u(tn)‖H2(Ω)
≤ ch2 (‖u0‖H2(Ω) +
∫ tn
t0
‖∂u
∂t
(s)‖H2(Ω) ds). (3.39)
For the estimation of ρn := Rhu(tn)− unh we consider the identity(
ρn+1 − ρn
τ
, vh
)
+ k(ρn+1, vh) = (w
n, vh) , ∀vh ∈ X1h,0, n ≥ 0, (3.40)
where wn is defined by
wn :=
Rhu(tn+1)−Rhu(tn)
τ
− ∂u
∂t
(tn+1)
=
(
Rhu(tn+1)−Rhu(tn)
τ
− u(tn+1)− u(tn)
τ
)
+
(
u(tn+1)− u(tn)
τ
− ∂u
∂t
(tn+1)
)
=: wn1 + w
n
2 .
The identity (3.40) can easily be verified by the substitution of ρn, using (3.37), (3.31) and
(3.34) with θ = 1. If we set vh = ρ
n+1 in (3.40), Cauchy-Schwarz leads to the inequality
‖ρn+1‖L2(Ω) ≤ ‖ρn‖L2(Ω) + τ‖wn‖L2(Ω),
and, by repeated application,
‖ρn+1‖L2(Ω) ≤ ‖ρ0‖L2(Ω) + τ
n∑
l=1
‖wl‖L2(Ω), n ≥ 0.
Note that
‖ρ0‖L2(Ω) ≤ ‖Rhu(t0)− u0‖L2(Ω) + ‖u0 − u0h‖L2(Ω) ≤ ch2 ‖u0‖H2(Ω),
using (3.39) and the assumption of the theorem with respect to the initial value approxi-
mation. It remains to give adequate bounds for ‖wl‖L2(Ω). We note that the operator Rh
commutes with the time differentiation [Tho97] and conclude
τ‖wl1‖L2(Ω) = ‖
∫ tl+1
tl
(Rh
∂u
∂t
(s)− ∂u
∂t
(s)) ds‖L2(Ω)
(3.38)
≤ ch2
∫ tl+1
tl
‖∂u
∂t
(s)‖H2(Ω) ds.
Using integration by parts, we get the identity∫ tl+1
tl
(tl − s)∂
2u
∂t2
(s) ds = u(tl+1)− u(tl)− τ ∂u
∂t
(tl+1) = τw
l
2.
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Thus, we have
τ‖wl2‖L2(Ω) = ‖
∫ tl+1
tl
(tl − s)∂
2u
∂t2
(s) ds‖L2(Ω) ≤ τ
∫ tl+1
tl
‖∂
2u
∂t2
(s)‖L2(Ω) ds.
Finally, summation over l completes our considerations. ⋄
From this theorem we can conclude that for a sufficiently smooth solution u of problem
(3.31) the discretization error using piecewise linear finite elements and the implicit Euler
scheme is of second order in space and first order in time, i.e. the error is of order O(h2+τ).
Analogously, one obtains an O(h2 + τ2) convergence behaviour for the Crank-Nicholson
scheme. Note, that the approximation error bound (3.25) is crucial for the derivation of the
first term on the right-hand side of (3.36) containing the discretization parameter h. For
the gradient approximation using the implicit Euler scheme one can prove
|u(tn)− unh|H1(Ω) = O(h+ τ), n ≥ 0,
using (3.38) for the estimation of |u(tn)−Rhu(tn)|H1(Ω) (see [Tho97] for more details).
Remark 3.19 When the time integration scheme is applied first, we obtain a linear elliptic
reaction-diffusion problem of the form (3.2)-(3.3) with µ := 1/τθa > 0 in each time step.
We restrict our investigations (of degenerated finite elements) to this linear elliptic problem
class. Note that the parameter µ measures the size of the reaction term relative to that of
the diffusion term. The subsequent Galerkin discretization of the corresponding reaction-
diffusion problem results in the variational formulation (3.34), too.
3.3 Solution methods for the discrete problems
For an introduction of iterative solution methods we consider the isotropic reaction-diffusion
problem (3.2)-(3.3) with µ = O(1). The Galerkin discretization of this problem with regular
(linear) finite elements results in a linear system of equations
Ax = b (3.41)
with a regular coefficient matrix A ∈ Rn×n and the right-hand side b ∈ Rn. Note that the
diagonal entries of A are nonzero since this matrix is symmetric positive definite. Let the
unique solution of (3.41) be denoted by x∗.
3.3.1 Basic iterative solution methods
In this section we introduce some of the classical iterative solution methods for the ap-
proximate solution of large (sparse) systems of equations (see e.g. [Reu05, Saa03]). These
methods are rather inefficient and thus not very suitable when applied to (3.41). However,
the point relaxation methods that we introduce will be needed in Section 3.3.3 as smoothers
within multigrid methods.
Using a further regular matrix M ∈ Rn×n we can rewrite (3.41) in the form
Mx = (M−A)x+ b.
The latter representation leads to the frequently used basic model
Mxk+1 = (M−A)xk + b, k ≥ 0, x0 ∈ Rn starting vector, (3.42)
for the iterative solution of (3.41). Here the matrixM is assumed to be such that the linear
systems My = c can be solved with relatively low arithmetic costs for an arbitrarily chosen
right-hand side c ∈ Rn. For the error ek := xk − x∗, using (3.42), we get
ek+1 = (I−M−1A)ek
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and thus we have a linear iterative method with iteration matrix
C = I−M−1A.
Let σ(A) denote the spectrum ofA, i.e. the set of all of its eigenvalues, and ρ(A) the spectral
radius, which is defined by
ρ(A) := max{|λ| | λ ∈ σ(A)}.
We give an elementary lemma that can be found e.g. in [Saa03].
Lemma 3.20 A linear iterative method is convergent for an arbitrary starting vector x0 ∈
R
n if and only if for the corresponding iteration matrix we have
ρ(C) < 1.
In the following we introduce some basic point iteration schemes which are based on the
additive splitting of the coefficient matrix
A = D− L−U (3.43)
into the strictly lower triangular part −L, the nonsingular diagonal matrix D := diag(A),
and the strictly upper triangular part −U.
The Jacobi method
The Jacobi iteration is defined by setting
MJac := D
in (3.42) and thus this method can be written in the form{
x0 given starting vector,
Dxk+1 = (L+U)xk + b, k ≥ 0.
Note that for the evaluation of the new approximation xk+1i only values x
k
j , j 6= i, of the
previous approximation are used. The corresponding iteration matrix is given by
CJac = I−D−1A.
A variant of the Jacobi method, in which a real damping parameter ω 6= 0 is used, is given
by
Mω Jac :=
1
ω
D, ω ∈ (0, 1].
For ω = 1 we obtain the original Jacobi method while for 0 < ω < 1 we get the damped
Jacobi method.
The Gauss-Seidel method
The Gauss-Seidel method is given by setting
MGS := D− L
in (3.42) leading to the representation{
x0 given starting vector,
(D− L)xk+1 = Uxk + b, k ≥ 0. (3.44)
Thus, in contrast to the Jacobi method, for the evaluation of xk+1i the new approximation
xk+1j , j < i, is already used. The iteration matrix of the Gauss-Seidel relaxation is given by
CGS = I− (D− L)−1A.
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In many cases the convergence rate of the Gauss-Seidel iteration is at least as high as for the
Jacobi relaxation. Thus, in general the Gauss-Seidel method is preferred. It is important to
note that the results of the Gauss-Seidel iteration depend on the ordering of the unknowns
while this is not the case for the Jacobi relaxation. Again there exists a damped version
of the Gauss-Seidel iteration which is called successive overrelaxation method (SOR) and is
described by
MSOR :=
1
ω
D− L, ω > 0.
The symmetric Gauss-Seidel method
One symmetric Gauss-Seidel iteration consists of two Gauss-Seidel steps. In the first step
an original Gauss-Seidel iteration as in (3.44) is applied. In the second step again one
Gauss-Seidel iteration is applied but with the reversed ordering of the unknowns. Thus, the
symmetric Gauss-Seidel method is described by

x0 given starting vector,
x
k+ 1
2
i =
(
−∑j<i aijxk+ 12j −∑j>i aijxkj + bi) /aii, i = 1, 2, . . . , n,
xk+1i =
(
−∑j<i aijxk+1j −∑j>i aijxk+ 12j + bi) /aii, i = n, n− 1, . . . , 1, k ≥ 0.
This relaxation method results if we set
MSGS := (D− L)D−1(D−U)
in (3.42). If we apply the above described procedure to the SOR scheme we obtain the so-
called symmetric successive overrelaxation method (SSOR) which corresponds to the matrix
splitting
MSSOR :=
1
ω(2− ω) (D− ωL)D
−1(D− ωU), ω > 0.
Note that for symmetric positive definite A the matrix MSSOR has this property, too, and
thus it can be used as a preconditioner for the CG method (see Section 3.3.2).
Block iterative methods
If the matrix A has a block structure – with square diagonal blocks which are assumed
to be nonsingular – and the splitting in (3.43) is based on block-matrices we obtain the
so-called block-variants of the above introduced point relaxation schemes. More precisely,
we use the block-diagonal D, the lower block-triangular matrix L, and the upper block-
triangular matrix U. In this way whole sets of unknowns (associated with the blocks) are
updated simultaneously within the iteration while for the point relaxation schemes this is
done separately for each unknown.
3.3.2 Krylov subspace methods
In this section we give a brief introduction to Krylov subspace methods with focus on
the conjugate gradient (CG) method and its preconditioned version (PCG). For a more
detailed analysis of these methods using the so-called polynomial based approach we refer
to [Saa03, vdV03].
The conjugate gradient method
Following the lines of [AB84] we introduce the CG method as a method which minimizes
the quadratic functional
F (x) =
1
2
xTAx− bTx+ c (3.45)
over x ∈ Rn. For this functional we can conclude
DF (x) = ∇F (x) = Ax− b and D2F (x) = A,
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with a symmetric positive definite matrix A and thus the minimization of the quadratic
functional F in (3.45) is equivalent to solving the linear system Ax = b. The functional
minimization is accomplished as already described in Section 2.3.2 for the solution of the
IHCP. For a given initial approximation the next approximate solution is given by{
x0 given starting vector,
xk+1 = xk + αopt(x
k,pk)pk, k ≥ 0, (3.46)
where pk 6= 0 is the search direction at xk and αopt(xk,pk) is the optimal steplength in this
direction. We use the notation
〈x,y〉 = yTx, 〈x,y〉A = yTAx, ‖x‖A = 〈x,x〉
1
2
A.
Since −∞ < αopt < ∞ minimizes the function F (xk + αoptpk) it is determined by the
expression
αopt(x
k,pk) := − 〈p
k, rk〉
〈pk,Apk〉 ,
with rk := Axk − b = ∇F (xk). For the residuals we have
rk+1 = rk + αopt(x
k,pk)Apk, k ≥ 0. (3.47)
In order to explain the idea behind the construction of the search directions we define the
notion:
x is optimal w.r.t. the direction p ⇔ 〈p,Ax− b〉 = 0. (3.48)
Note that the term on the right-hand side of equivalence (3.48) means that αopt(x,p) = 0.
In the conjugate gradient method the search directions are chosen such that xk is optimal
w.r.t. the subspace
Vk := span{p0, . . . ,pk−1}
and not – as it is the case for the steepest descent method – only w.r.t the subspace
span{pk−1}. For the construction of these directions we remark that at x0 the steepest
descent direction of the functional F is determined by setting p0 = r0 = ∇F (x0). Using
(3.47) we can conclude that x1 from (3.46) is optimal w.r.t. span{p0}. Now we assume that
search directions p0, . . . ,pk−1 are given such that xk is optimal w.r.t. Vk and r
k 6= 0. A
unique new search direction pk is given by the A–orthogonal (or conjugate) projection of
the residual rk on V ⊥Ak , i.e.
pk ∈ V ⊥Ak such that ‖pk − rk‖A = min
p∈V
⊥A
k
‖p− rk‖A. (3.49)
This choice of the new search direction leads to the formula
pk = rk −
k−1∑
j=0
〈pj , rk〉A
〈pj ,pj〉Ap
j = rk −
k−1∑
j=0
〈pj ,Ark〉
〈pj ,Apj〉p
j . (3.50)
One can easily show that the new iterand xk+1 is optimal w.r.t. Vk+1 for p
k defined by
(3.49). Before we give the resulting CG algorithm we consider some properties of the method
(compare [Reu05]).
Lemma 3.21 Let x0 ∈ Rn be given and m < n be such that for k = 0, 1, . . . ,m we have
rk 6= 0 and xk+1,pk, as in (3.46), (3.50). Then the following holds for all k = 1, . . . ,m+1 :
dim(Vk) = k, (3.51a)
xk ∈ x0 + Vk, (3.51b)
F (xk) = min{F (x) | x ∈ x0 + Vk}, (3.51c)
Vk = span{r0, . . . , rk−1} = span{r0,Ar0, . . . ,Ak−1r0}, (3.51d)
〈pj , rk〉 = 0, for all j = 0, 1, . . . , k − 1, (3.51e)
〈rj , rk〉 = 0, for all j = 0, 1, . . . , k − 1, (3.51f)
pk ∈ span{rk,pk−1} (k ≤ m). (3.51g)
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The subspace
Vk = span{r0,Ar0, . . . ,Ak−1r0} =: Kk(A; r0)
is called the Krylov subspace of dimension k corresponding to r0. Due to statement (3.51g)
of the previous lemma only the last summand in (3.50) is nonzero, i.e.
pk = rk − 〈p
k−1,Ark〉
〈pk−1,Apk−1〉p
k−1.
Using the orthogonality properties (3.51e) and (3.51f) we can derive the equivalent repre-
sentations
αopt(x
k,pk) = − 〈r
k, rk〉
〈pk,Apk〉 , p
k = rk +
〈rk, rk〉
〈rk−1, rk−1〉p
k−1, (3.52)
for the optimal steplength and the search direction and thus we finally obtain the following
CG algorithm.
Algorithm 3.22
choose x0;
p0 := r0 := Ax0 − b;
for k = 0 to kmax do
αopt(x
k,pk) = − 〈pk,rk〉
〈pk,Apk〉
;
xk+1 := xk + αopt(x
k,pk)pk;
if accurate then exit;
rk+1 = rk + αopt(x
k,pk)Apk;
pk+1 = rk+1 + 〈r
k+1,rk+1〉
〈rk,rk〉
pk;
end for
CG algorithm in matrix-vector notation
We note that in the above presented CG algorithm the recursive choice of the search direc-
tions is done so that at each step the approximate solution has smallest error ‖xk − x∗‖A
if we minimize over xk ∈ x0 + Kk(A; r0). When the algorithm is applied to the normal
equation then the error norm
‖xk − x∗‖ATA = ‖Axk − b‖2 =: J(xk)
is minimized in each step. In the continuous setting with A (or AS) denoting a linear
operator we obtain the CGNE algorithm from Section 2.3.2. In contrast to the basic iterative
methods presented in Section 3.3.1 the CG method determines the exact solution in at most
n iterations due to (3.51a), (3.51c), and it is nonlinear.
Before we discuss a main result from the convergence analysis of the CG method we briefly
give an idea of the polynomial based introduction of CG (cf. [vdV03]). The iteration scheme
(3.42) can be written in the form
xk+1 = xk −M−1(Axk − b)
= xk − (A˜xk − b˜) =: xk − r˜k, (3.53)
with A˜ :=M−1A and b˜ :=M−1b. From (3.53) we get
r˜k+1 = (I− A˜)r˜k = (I− A˜)k+1r˜0 =: pk+1(A˜)r˜0,
where pk+1 is a polynomial of degree k + 1 with pk+1(0) = 1. For the error we have
xk+1 − x∗ = pk+1(A˜)(x0 − x∗).
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Thus, the error reduction depends on how well the polynomial pk+1 damps the initial error
components. Note that for the basic iterative methods of Section 3.3.1 this polynomial is
the (k + 1)-th power of the iteration matrix. In the CG method (applied to the original
problem, i.e. M = I,) the approximate solution xk+1 is constructed such that the A–norm
error is minimal over all polynomials of degree k + 1, with pk+1(0) = 1. The next lemma
can be found in [AB84].
Lemma 3.23 Define P∗k := {p ∈ Pk | p(0) = 1}. Let further xk, k ≥ 0, denote the iterands
of the CG method and ek = xk − x∗ the error. Then we have
‖ek‖A = min
pk∈P∗k
‖pk(A)e0‖A
≤ min
pk∈P∗k
max
λ∈σ(A)
|pk(λ)|‖e0‖A (3.54)
≤ 2
(√
cond2(A)− 1√
cond2(A) + 1
)k
‖e0‖A. (3.55)
The upper bound (3.55) is obtained from the selection of an appropriate polynomial in
(3.54) (the suitably scaled Chebyshev polynomial of degree k). In [AB84] it is shown that
this bound can be improved for certain distributions (clusters) of the eigenvalues. Thus,
one is interested (w.r.t. preconditioning) in having a small spectral condition number of
the system matrix, or, in having eigenvalue distributions with well-separated (clusters of)
eigenvalues.
The preconditioned conjugate gradient method
In the preconditioned conjugate gradient algorithm (PCG) we need a symmetric positive
definite preconditioner W ≈ A which should be such that a system with this matrix can
be solved with low computational costs. If we use a basic iterative method for precondi-
tioning we can take W := MSSOR with an appropriate damping parameter. The solution
of MSSORx = y results from one step of the SSOR iteration with x
0 = 0 and b = y. One
can show that the higher the rate of convergence of the iterative method (3.42), the better
the quality of M as a preconditioner of A.
Algorithm 3.24
choose x0;
p0 := r0 := Ax0 − b;
for k = 0 to kmax do
solve zk from Wzk = rk;
αopt(x
k,pk) = − 〈zk,rk〉
〈pk,Apk〉
;
xk+1 := xk + αopt(x
k,pk)pk;
if accurate then exit;
rk+1 = rk + αopt(x
k,pk)Apk;
pk+1 = zk+1 + 〈z
k+1,rk+1〉
〈zk,rk〉 p
k;
end for
PCG algorithm in matrix-vector notation
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3.3.3 Multigrid methods
In this section we give a brief introduction and some fundamental results concerning multi-
grid methods for solving scalar elliptic boundary value problems. The main ideas of multigrid
methods are described. The approach of analyzing the convergence of a multigrid method
based on the approximation and smoothing property (introduced by Hackbusch [Hac85]) is
discussed. Finally, the method of nested iteration is explained. For a convergence analysis
of a multigrid algorithm for solving an anisotropic reaction-diffusion problem we refer to
Chapter 5.
Introduction
We introduce the two-grid and multigrid algorithms and discuss the related main ideas. One
of the characteristic properties of these methods is the use of discretizations of the given
continuous boundary value problem on two or several grids with different mesh sizes. We
consider the finite element discretization of the isotropic reaction-diffusion model problem.
The continuous variational formulation of this problem is: find u ∈ H1(Ω) such that
k(u, v) = l(v) for all v ∈ H1(Ω), (3.56)
where the bilinear form and the right-hand side functional are defined by (3.2). For the
discretization we use standard conforming finite elements on a nested family of grids. Let
this family of nested triangulations be denoted by {Tk}k≥0. With Tk we associate the mesh
size parameter hk. For the corresponding hierarchy of finite element spaces Uk := X
l
hk
, l ≥ 0,
(compare (3.10)) we have
Uk ⊂ Uk+1 for all k.
More details about the Galerkin discretization can be found in Section 3.1.1. The stan-
dard nodal basis {φi}1≤i≤nk in these finite element spaces (of dimension nk) induces the
isomorphism
Pk : Xk := R
nk → Uk, Pkx =
nk∑
i=1
xiφi.
The discrete problem on level k is: find uk ∈ Uk such that
k(uk, vk) = l(vk) for all vk ∈ Uk,
which can be represented as a linear system of equations
Akxk = bk. (3.57)
Remark 3.25 When the hierarchy of nested triangulations is uniform, we can give an
explicit representation of an orthogonal eigenvector basis of the stiffness matrix AFD,k
obtained by a finite difference discretization of problem (3.56). In Section 5.3 we treat the
anisotropic case. Let Ω ⊂ R3 be the unit cube, Nk := h−1k − 1 and ν, η, ξ ∈ N0. For the
isotropic pure diffusion problem (with µ = 0) the discrete Fourier modes on Tk, which are
eigenvectors of AFD,k, are given by
eνηξ(x, y, z) = cos(νπx) cos(ηπy) cos(ξπz), (x, y, z) ∈ Tk, 0 ≤ ν, η, ξ ≤ Nk + 1.
These vectors do not change if we consider the case with reaction, too (since in that case
µ > 0 times the identity is added to the stiffness matrix of the pure diffusion problem). We
define the frequency f := max{ν, η, ξ}. If for this frequency we have f < 12Nk then it is
called low frequency and for f ≥ 12Nk it is called high frequency.
Without going into more detail here we remark that the damped Jacobi method is not
adequate when applied as a solver for (3.57). However, if we use an appropriate damping
parameter then the error is smoothed by this basic iterative method, i.e. the high frequency
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modes are strongly damped by the iteration matrix Cω Jac. Before we discuss the two-grid
algorithm we introduce some additional notation.
For the transfer between two different grids we introduce the canonical prolongations and
restrictions
pk : Xk−1 → Xk, pk = P−1k Pk−1, (3.58)
rk : Xk → Xk−1, rk = pTk . (3.59)
The prolongation is based on the identity operator between the corresponding nested finite
element spaces while the restriction is the one and only which satisfies the Galerkin condition
rkAkpk = Ak−1. (3.60)
For smoothing we use a linear iterative method of the form
xnew = xold −M−1k (Akxold − bk) =: Sk(xold,bk).
The basic idea of the two-grid algorithm is the following. If we have an approximation of
the exact solution on a fine grid and the corresponding error is sufficiently smooth, then this
error can be approximated on a coarser grid. Solving the so-called coarse grid problem for
the error we get a new approximation on the fine grid. Let x∗k denote the exact solution of
(3.57) and x¯k the result of ν1 (pre-)smoothing iterations applied to an initial vector x
0
k. For
the error ek := x¯k − x∗k we get the so-called defect
Akek = Akx¯k − bk =: dk. (3.61)
If ek is sufficiently smooth we can make the approximation ek ≈ pke˜k−1 with an appropriate
vector e˜k−1. Using (3.60) and (3.61) for the latter vector we get the linear system
Ak−1e˜k−1 = rkdk. (3.62)
Finally, we take xk := x¯k − pke˜k−1 for the new iterand and thus we obtain the two-grid
algorithm. If ν2 smoothing iterations are applied after the coarse grid correction this is
called post-smoothing.
Algorithm 3.26
procedureTGMk(xk,bk)
if k = 0 then x0 := A
−1
0 b0 else
begin
xk := Sν1k (xk,bk); (pre-smoothing)
dk−1 := rk(Akxk − bk); (defect restriction)
e˜k−1 := A
−1
k−1dk−1; (coarse grid solution)
xk := xk − pke˜k−1; (correction)
xk := Sν2k (xk,bk); (post-smoothing)
TGMk := xk;
end;
The two-grid algorithm in pseudocode notation
We observe that the coarse grid system (3.62) is of the same form as the original system
(3.57). For this reason the above described two-grid algorithm can be used recursively for
the approximate solution of (3.62). This idea leads to the multigrid algorithm. We only
consider the choices τ = 1 (V-cycle) and τ = 2 (W-cycle) in the recursive call for the coarse
grid solution.
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Algorithm 3.27
procedureMGMk(xk,bk)
if k = 0 then x0 := A
−1
0 b0 else
begin
xk := Sν1k (xk,bk);
dk−1 := rk(Akxk − bk);
e˜0k−1 := 0; for i = 1 to τ do e˜
i
k−1 := MGMk−1(e˜
i−1
k−1,dk−1);
xk := xk − pke˜k−1;
xk := Sν2k (xk,bk);
MGMk := xk;
end;
The multigrid algorithm in pseudocode notation
Convergence analysis
We analyze the convergence of the multigrid W-cycle in the framework of the approximation
and smoothing property (compare [Hac85, Reu05]). From this analysis one can see that the
two-grid convergence directly implies the convergence of the multigrid W-cycle. However,
for the multigrid V-cycle a more involved analysis is needed.
It can easily be shown that the two-grid method is a linear iterative method with iteration
matrix
CTG,k(ν2, ν1) = S
ν2
k (I− pkA−1k−1rkAk)Sν1k , (3.63)
where Sk = I−M−1k Ak denotes the iteration matrix of the smoother. The multigrid algo-
rithm can be formulated (see [Hac94]) with an iteration matrix that satisfies the recursion
CMG,0(ν2, ν1) = 0,
CMG,k(ν2, ν1) = S
ν2
k (I− pk(I−CτMG,k−1)A−1k−1rkAk)Sν1k ,
= CTG,k + S
ν2
k pkC
τ
MG,k−1A
−1
k−1rkAkS
ν1
k , k = 1, 2, . . .
(3.64)
If we consider (3.63) without post-smoothing and ν1 = ν pre-smoothing steps we get the
splitting
‖CTG,k(0, ν)‖2 = ‖(I− pkA−1k−1rkAk)Sνk‖2
≤ ‖A−1k − pkA−1k−1rk‖2‖AkSνk‖2 (3.65)
of the two-grid iteration matrix. For the multigrid convergence we are interested in bounds
for the two terms in (3.65) of the form
‖A−1k − pkA−1k−1rk‖2 ≤ CA‖Ak‖−12 , (3.66)
‖AkSνk‖2 ≤ g(ν)‖Ak‖2, (3.67)
where g(ν) is a monotonically decreasing function with limν→∞ g(ν) = 0. The result in
(3.66) is called approximation property and the one in (3.67) smoothing property.
Remark 3.28 For the further analysis in terms of the approximation and smoothing prop-
erty some assumptions and technical results have to be formulated (see e.g. [Hac85]). Since
these issues are discussed extensively in Chapter 5 for an anisotropic reaction-diffusion prob-
lem, we only give some comments. The family {Tk}k≥0 of triangulations is assumed to be
quasi-uniform. Furthermore, uniform bounds (w.r.t. the level k) of the isomorphism Pk and
its inverse, and a result concerning the scaling of the stiffness matrix are needed. In order
to prove that the approximation property (3.66) holds, the H2-regularity of the continuous
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problem (3.56) and an approximation error bound as in Theorem 3.17 are required. In
[Hac85] the derivation of the smoothing property for a few basic point iterative schemes and
symmetric positive definite matrix Ak can be found. However, we will see that these point
relaxation methods are not appropriate smoothers within the multigrid algorithm for solv-
ing the anisotropic problem. For that case, in Section 5.6 we prove the smoothing property
(3.67) for a symmetric block Gauss-Seidel iteration.
We now turn to a convergence result for the multigrid method with τ ≥ 2 (see [Hac85] and
the references therein). Note that for the proof of this result in addition to (3.66) and (3.67)
we need a stability bound for the iteration matrix of the smoother.
Theorem 3.29 Consider the multigrid method with iteration matrix defined by (3.64) and
parameters ν2 = 0, ν1 = ν > 0, τ ≥ 2. Assume that there are constants CA, CS and a
monotonically decreasing function g(ν) with limν→∞ g(ν) = 0 such that for all k we have
‖A−1k − pkA−1k−1rk‖2 ≤ CA‖Ak‖−12 ,
‖AkSνk‖2 ≤ g(ν)‖Ak‖2, ν ≥ 1,
‖Sνk‖2 ≤ CS , ν ≥ 1.
Then for any fixed ψ ∈ (0, 1) there exists ν0 > 0 such that for all ν ≥ ν0
‖CMG,k‖2 ≤ ψ, k = 0, 1, . . .
holds.
Proof: For the two-grid iteration matrix we have
‖CTG,k‖2 ≤ ‖A−1k − pkA−1k−1rk‖2‖AkSνk‖2 ≤ CAg(ν),
i.e. if sufficiently many smoothing iterations are applied the two-grid method converges.
Standard arguments yield that the isomorphism Pk and its inverse are uniformly bounded
and thus for pk = P
−1
k Pk−1 we can conclude
c1‖x‖2 ≤ ‖pkx‖2 ≤ c2‖x‖2 for all x ∈ Rnk−1 , (3.68)
with constants c1 > 0 and c2 independent of k. We define ξk := ‖CMG,k‖2. Due to (3.64)
we have ξ0 = 0 and for k ≥ 1, using (3.68), we get
ξk ≤ CAg(ν) + ‖pk‖2ξτk−1‖A−1k−1rkAkSνk‖2
≤ CAg(ν) + c2c−11 ξτk−1‖pkA−1k−1rkAkSνk‖2
≤ CAg(ν) + c2c−11 ξτk−1
(‖(I− pkA−1k−1rkAk)Sνk‖2 + ‖Sνk‖2)
≤ CAg(ν) + c2c−11 ξτk−1(CAg(ν) + CS) ≤ CAg(ν) + c∗ξτk−1,
with c∗ := c2c
−1
1 (CAg(1) + CS). We consider the sequence{
x0 := 0,
xi := CAg(ν) + c
∗xτi−1.
(3.69)
For τ = 1 this sequence is obviously unbounded. However, for τ ≥ 2 the sequence is bounded
by any ψ ∈ (0, 1) if g(ν) is sufficiently small. To see this we consider Fig. 3.3 and use a fixed
point argument. For fixed ψ ∈ (0, 1) we consider the function ϕ(x) := CAg(ν)+c∗xτ , τ ≥ 2.
If g(ν) is sufficiently small, then there obviously exists a point x∗ = ϕ(x∗) ≤ ψ, which is the
limit of sequence (3.69). ⋄
Using Theorem 3.29 we get a bound for the spectral radius of the iteration matrixCMG,k(0, ν).
Now we consider the iteration matrix of the multigrid method with ν1 pre- and ν2 post-
smoothing iterations. Setting ν := ν1 + ν2 we conclude
ρ(CMG,k(ν2, ν1)) = ρ(CMG,k(0, ν)) ≤ ‖CMG,k(0, ν)‖2.
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CAg(ν)
ϕ(x)
0 xψx∗
Figure 3.3: Schematic fixed point argument
Thus, for τ ≥ 2, Theorem 3.29 also yields a bound for the spectral radius of the iteration
matrix CMG,k(ν2, ν1).
We are interested in a convergence result for the multigrid V-cycle, too. However, the
convergence analysis for τ = 1 in (3.64) is more involved. We consider the case with a
symmetric positive definite system matrix Ak and ν1 = ν2 ≥ 1 pre- and post-smoothing
iterations. In [Hac85, Hac94] the contraction number of a multigrid method, including the
V-cycle, is shown to be uniformly bounded w.r.t. the ‖ ·‖A-norm by a constant smaller than
one independent of the level k. Here, we only give the result for the two-grid method. These
considerations carry over to the multigrid algorithm.
We define the energy scalar product and corresponding norm by
〈x,y〉A := 〈Akx,y〉, ‖x‖A := 〈x,x〉
1
2
A, x,y ∈ Rnk .
In the analysis only smoothers with an iteration matrix Sk = I −M−1k Ak and symmetric
positive definite Mk are considered. Let B, C ∈ Rnk×nk be matrices. If these matrices are
symmetric (w.r.t. 〈·, ·〉) we use the notation B ≤ C iff 〈Bx,x〉 ≤ 〈Cx,x〉 for all x ∈ Rnk . If
these matrices are symmetric w.r.t. 〈·, ·〉A we write B ≤A C iff 〈Bx,x〉A ≤ 〈Cx,x〉A for all
x ∈ Rnk . One can easily show that for the damped Jacobi method (with appropriate chosen
damping parameter) and the symmetric Gauss-Seidel relaxation we have
Ak ≤Mk, for all k, (3.70a)
∃ CM : ‖Mk‖2 ≤ CM‖Ak‖2, for all k. (3.70b)
Furthermore, for these smoothers the standard approximation property (3.66) and (3.70b)
yield the modified approximation property:
∃ C˜A : ‖M
1
2
k (A
−1
k − pkA−1k−1rk)M
1
2
k ‖2 ≤ C˜A for all k = 1, 2, . . . (3.71)
Due to symmetry arguments only the two-grid method with ν1 = ν2 =
1
2ν and ν > 0 even
in (3.63) is discussed.
Theorem 3.30 Assume that (3.70a) and (3.71) hold. Then we have
‖CTG,k(ν)‖A ≤ max
y∈[0,1]
y(1− C˜−1A y)ν =


(1− C˜−1A )ν if ν ≤ C˜A − 1,
C˜A
ν + 1
(
ν
ν + 1
)ν
if ν ≥ C˜A − 1.
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Sketch of the proof: We defineQk := I−pkA−1k−1rkAk. For this matrix we haveQ2k = Qk
and (AkQk)
T = AkQk. Note that the latter identity holds iff Qk is symmetric w.r.t. the
energy scalar product. It follows that Qk is an orthogonal projection w.r.t. 〈·, ·〉A. The
matrix M−1k Ak is symmetric w.r.t. 〈·, ·〉A, too, and from (3.70a) one can conclude that
0 ≤A M−1k Ak ≤A I (3.72)
holds. Further, one can show that property (3.71) is equivalent to
0 ≤A Qk ≤A C˜AM−1k Ak. (3.73)
From (3.72), (3.73) and the fact that the A-orthogonal projection Qk is not identically zero,
we get C˜A ≥ 1. For the iteration matrix of the two-grid method CTG,k(ν) = S
1
2
ν
k QkS
1
2
ν
k we
obtain
0 ≤A CTG,k(ν) ≤A S
1
2
ν
k C˜AM
−1
k AkS
1
2
ν
k
= (I−M−1k Ak)
1
2
νC˜AM
−1
k Ak(I−M−1k Ak)
1
2
ν .
Thus, we finally get
‖CTG,k(ν)‖A ≤ max
x∈[0,1]
C˜A x(1 − x)ν = max
y∈[0,C˜−1
A
]
y(1− C˜−1A y)ν ,
and the proof is finished with elementary calculus. ⋄
Nested iteration
The method of nested iteration uses coarse grid problems to produce start approximations
for problems on finer levels. This idea is not restricted to multigrid methods but we men-
tion it here since it fits into the multigrid framework in which discretizations of a continuous
problem on different levels are used. In order to obtain a start approximation of the problem
Akxk = bk on level k we can apply some steps of an iterative solution method to a coarse
grid problem Ajxj = bj with j < k. Let x
i
j denote the result of i steps on level j. For the
start approximation on level k we then use x0k := p˜kx
i
j , where p˜k denotes an appropriate
prolongation. In Fig. 3.4 a schematic representation of this method is given.
ALG0(x
∗
0, b0)
x∗0
p˜1 ALG1(x
0
1, b1)
xi0
x01 x
i
1
p˜2
x02
ALG2(x
0
2, b2)
xi2
0
1
2
Figure 3.4: Nested iteration; ALGk denotes an iterative solution algorithm on level k
We will make use of the nested iteration method for the solution of the inverse heat con-
duction problem. In order to get a good start estimation for the heat flux on a given
discretization level we consider the whole inverse problem on a coarser level. A comparison
w.r.t. efficiency of the nested optimization approach and a one-level procedure is given in
Chapter 6.
Chapter 4
Anisotropic finite elements
In this thesis a three-dimensional IHCP in falling films is solved numerically based on re-
alistic high resolution temperature measurements (compare Section 2.1). In the falling film
experiment a thin heating foil is used in order to reach a small temperature gradient across
the foil thickness. The measurement data on the foil back side are influenced by the trans-
port phenomena in the falling film and the wavy film surface. However, the very different
length scales of the thin heat conductor result in an anisotropy effect. Thus, in this chapter
we investigate anisotropic finite elements and treat the question how these elements affect
the quality of the space discretization. In order to obtain a bound for the discretization
error we use the Ce´a-lemma and error bounds for standard nodal Lagrangian interpolation.
We give a uniform presentation of results for (triangular and) tetrahedral finite elements
that can be found at different places in the literature and illustrate important phenomena
by means of systematic numerical experiments. A maximum angle condition is formulated
which is the essential condition to get suitable bounds for the interpolation error. Different
approaches for the derivation of these error bounds are considered.
4.1 Introduction and historical review
In the previous chapter we introduced basic error estimates for isotropic finite elements
with a uniformly bounded aspect ratio. Now we study anisotropic finite elements e that are
characterized by the property
lim
he→0
σe = lim
he→0
he
ρe
=∞. (4.1)
Again the focus is on linear finite elements. For anisotropic P1-elements approximation error
bounds of the form
inf
vh∈X1h
‖u− vh‖Hm(Ω) ≤ ch2−m |u|H2(Ω), m ∈ {0, 1}, ∀u ∈ H2(Ω), (4.2)
do not hold in general. Note that such bounds are used to prove standard finite element
discretization error bounds (compare Theorem 3.16 and Theorem 3.17).
Remark 4.1 In the next chapter we consider a domain with a given fixed tetrahedral
triangulation. When the thickness of this domain becomes very small due to a one-directional
distortion, then the tetrahedra volumes decrease (with increasing degeneracy) while the
tetrahedra diameters do not change. This phenomenon can be compared to situations where
in a domain with equal length scales in all directions the grid is adapted to solutions that have
an anisotropic behaviour. The grid adaption results in a rapid refinement in the direction(s)
of rapid change and a relatively slow refinement in those direction(s) where the solution is
smooth. Since one always is restricted to a finite grid resolution and the heat conductor is
55
56 Chapter 4. Anisotropic finite elements
very thin but has a fixed geometry the corresponding finite elements are not anisotropic in
the asymptotical sense of (4.1). However, σe → ∞ for increasing degeneracy, and thus the
constant in (4.2) may be arbitrarily large when highly distorted finite elements are used.
In the following we give a brief historical review of some results obtained in the field of
anisotropic finite elements without claiming completeness (see also [Ape99]). Starting point
of our review is Zla´mal’s work [Zla68] of 1968 concerning the approximate solution of a linear
second order elliptic boundary value problem in two dimensions using the finite element
method. For a family of triangular elements the so-called Zla´mal condition, which states
that the minimum angle of every triangle is uniformly bounded from below by a positive
constant, is introduced.
Minimum angle condition (in 2D):
Let there exist a constant α¯ such that
αe ≥ α¯ > 0 for all e ∈ Th, (4.3)
where αe denotes the minimum angle of the element e.
This condition is equivalent to the condition of a uniformly bounded aspect ratio. Assuming
that (4.3) holds for a given triangulation Th and using piecewise quadratic finite elements,
Zla´mal gives the bound
‖u− uh‖H1(Ω) ≤ c 1
sin α¯
h2
for the discretization error. Here, uh denotes the finite element approximation and the
constant c is independent of the parameter h, which denotes the largest side of all the
triangles in the given triangulation, but depends on u. The exact solution u of the problem
is supposed to be sufficiently smooth. However, if α¯ > 0 gets small, the factor 1/ sin(α¯)
in the upper bound becomes large. The minimum angle condition (4.3) was considered to
be essential for quite some time. But in 1976 Babusˇka and Aziz elaborated upon a result
from interpolation theory that was investigated by Synge [Syn57] in 1957 for the case of
piecewise linear interpolation. This result can also be found in [Kri92] and assumes that the
maximum angle of every triangle in a given triangulation is uniformly bounded from above
by a constant that is smaller than π.
Maximum angle condition (in 2D):
Let there exist a constant γ¯ such that
γe ≤ γ¯ < π for all e ∈ Th, (4.4)
where γe denotes the maximum angle of the element e.
We remark that Synge’s condition (4.4) is weaker than Zla´mal’s condition (4.3): in a triangle
with one arbitrarily small angle, the other angles can always be chosen such that there is no
angle “close” to π. Note that if a triangle has two small angles, the third angle is necessarily
a large one. For a family of triangular elements that satisfy condition (4.4) in [Syn57] Synge
proves the interpolation error estimate
‖u− Ihu‖W 1p (Ω) ≤ c(γ¯)h |u|W 2p (Ω), ∀u ∈ W 2p (Ω), (4.5)
for the parameter p = ∞. Here, c(γ¯) > 0 is independent of h but depends on γ¯ and Ih
denotes the standard linear interpolation operator. In [BA76] Babusˇka and Aziz give an
extension of (4.5) for p = 2 and consider the obtained interpolation result in the context
of the finite element method. For piecewise linear finite elements that fulfill the maximum
angle condition (4.4) they succeed in showing the discretization error bound
‖u− uh‖H1(Ω) ≤ cΓ(γ¯)h ‖u‖H2(Ω), ∀u ∈ H2(Ω). (4.6)
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In this result the constant c is independent of h and γ¯ while the increasing function Γ(γ¯)
depends on the maximum angle. We emphasize that (4.5) gives an interpolation error bound
while the result in (4.6) concerns the finite element discretization error. The latter result
in fact allows anisotropic finite elements that violate the minimum angle condition (4.3)
without loss of the discretization quality (in the sense that the H1-error is of first order).
Some numerical experiments to point out two-dimensional anisotropic effects are presented
in Section 4.2. A generalization of (4.4) to tetrahedral elements and a special error bound
for standard Lagrangian interpolation, which was given by Krˇ´ızˇek [Kri92] in 1992, is studied
in Section 4.3. A more general approach to anisotropic estimates due to the work of Apel
[Ape99] is discussed in Section 4.4. It is shown that for three-dimensional problems and the
nodal Lagrangian interpolation operator a result as in (4.5) with p = 2 does not hold in the
anisotropic case. However, for this operator and any p ∈ (2,∞] an estimate of the form
‖u− Ihu‖W 1p (Ω) ≤ ch |u|W 2p (Ω), ∀u ∈ W 2p (Ω),
holds with a constant c independent of h. Finally, in Section 4.5 we give a discretization error
bound for anisotropic tetrahedral P1-elements based on the Ce´a-lemma and the previously
discussed interpolation results. We emphasize that (for three-dimensional problems) there
is a need for other (better) interpolation operators for anisotropic finite element spaces to
obtain a discretization error bound of the form
‖u− uh‖H1(Ω) ≤ ch |u|H2(Ω), ∀u ∈ H2(Ω),
with c independent of h (compare Section 5.4).
4.2 Numerical experiments
In this section we present MATLAB simulations to illustrate the results for two-dimensional
anisotropic finite elements discussed above. We consider the discretization of the elliptic
problem {
−∆u = −2 in Ω := (−1, 1)2,
u = x21 on ∂Ω,
(4.7)
in the x1, x2-plane using different types of grids and linear triangular finite elements. The
exact solution of problem (4.7) is given by u(x1, x2) = x
2
1, (x1, x2) ∈ Ω¯. In the following we
describe the single elements that form the different grids.
C
x2
e2
A
C
e1
x2
e4
e2e3
A
(b)
x1 x1
γ
α αγ
e1
(a)
ε ε
B B
c εs
Figure 4.1: Anisotropic elements of (a) type A and (b) type B
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Element type A: maximum angle condition (mac) violated
The first element type is pictured in Fig. 4.1 (a). The nodes of the triangle e1 are A =
(−ε, 0), B = (ε, 0) and C = (0, cεs), for some c, s ∈ N and a real parameter ε < 1. Then
u(A) = u(B) = ε2 and u(C) = 0. When we choose s > 1 then the aspect ratio σe1 is
unbounded, i.e. e1 is an anisotropic element in the sense of (4.1), and the maximum angle
condition is violated. Due to Theorem 3.13 (with the parameters p = 2 and m = 0) the L2-
error of standard nodal interpolation is of second order. For the gradient of the interpolation
error we consider
∂
∂x1
(u − Ie1u) = 2x1 −
u(B)− u(A)
2ε
= 2x1,
∂
∂x2
(u − Ie1u) = −
u(C)− (u(A) + u(B))/2
cεs
= c−1ε2−s.
While the exact solution u(x1, x2) = x
2
1 does not depend on x2, the partial derivative of
Ie1u in x2-direction becomes arbitrarily large when the triangulations get finer, if we use
anisotropic elements of type A with s > 2. Elementary calculus leads to
|u− Ie1u|2H1(e1) =
∫
e1
(2x1)
2 + (c−1ε2−s)2 de1 =
(
2
3
ε2 + (c−1ε2−s)2
)∫
e1
1 de1. (4.8)
The minimum and the maximum angles which are denoted by α and γ in Fig. 4.1 are referred
to in the numerical experiments below.
Element type B: mac fulfilled & minimum angle condition (mic) violated
For the second grid we consider the elements of type A and insert additional nodes, such
that the elements become right-angled as shown in Fig. 4.1 (b). Now the element e1 is
determined by the nodes A = (0, 0), B = (ε, 0) and C = (0, cεs) with u(A) = u(C) = 0
and u(B) = ε2. For s > 1 the aspect ratio σe1 again is unbounded but this time we do not
expect the first order derivatives to cause problems due to the bounded maximum angle. In
fact, the calculation of the partial derivatives yields
∂
∂x1
(u− Ie1u) = 2x1 −
u(B)− u(A)
ε
= 2x1 − ε,
∂
∂x2
(u− Ie1u) = −
u(C)− u(A)
cεs
= 0.
For the gradient of the interpolation error on a single element we get
|u− Ie1u|2H1(e1) =
∫
e1
(2x1 − ε)2 de1 = 10
3
ε2
∫
e1
1 de1. (4.9)
In the following numerical experiments we study different error norms for standard nodal
interpolation and the finite element solution of (4.7) with P1-elements on different grids.
We choose c = 2 and s = 2, which means that the grid refinement (from h → h/2) in
x2-direction is twice as high as in x1-direction.
Experiment I: mac violated, divergent finite element (FE) approximation
The hierarchy of grids used in this experiment is composed of the anisotropic elements of
type A (see Fig. 4.1 (a)). For the discretization parameters h = 1 and h = 0.5 (i.e. ε = 0.5
and ε = 0.25) the triangulations are shown in Fig. 4.2. Clearly, the maximum and thus also
the minimum angle condition are violated. The corresponding standard linear interpolant of
u(x1, x2) = x
2
1 and the discrete finite element solution of problem (4.7) with P1-elements are
shown in Fig. 4.3. A careful study of Fig. 4.3 (a) confirms the presented analytical results.
For standard nodal interpolation the function value approximation is accurate. Note that
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Figure 4.2: Triangulations for h = 1 (a) and h = 0.5 (b)
for m = 0 in Theorem 3.13 the factor ρ−me is eliminated from the upper bound. However,
the gradient interpolation may become arbitrarily poor for h→ 0. In fact, we observe that
the interpolant has a kind of “zigzag”-shape with large gradients in x2-direction.
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Figure 4.3: Linear interpolant (a) and finite element solution (b)
The simulation results are documented in Tab. 4.1. The minimum angle α tends to zero
and the maximum angle γ tends to π as the grid refinement increases.
h α γ ‖u− Ihu‖L2 |u− Ihu|H1 ‖u− uh‖L2 |u− uh|H1
1 0.2450 2.6516 0.2415 3.5473 0.8539 2.6142
0.5 0.1244 2.8929 0.0645 3.7625 0.7660 2.6328
0.25 0.0624 3.0168 0.0166 3.8782 0.7415 2.6447
0.125 0.0312 3.0791 0.0042 3.9383 0.7353 2.6488
Table 4.1: Global error norms for nodal interpolation and the finite element solution
The error reduction in the L2-norm is of second order while the H
1-seminorm of the inter-
polation error is almost constant which is consistent with the bound in (4.8). The numerical
finite element solution which is shown in Fig. 4.3 (b) exhibits large gradients as well but
additionally does not yield an appropriate function value approximation. Note that for the
L2-error estimate of the finite element solution in Theorem 3.17 the duality argument of
Aubin-Nitsche is applied. Since the interpolation error bound (3.22) with m = 1 is used for
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this argument in (3.28) and (3.29), both orders of accuracy may be lost. Due to the compu-
tational time we only consider grid refinements up to approximately 30 thousand unknowns.
Experiment II: mac fulfilled & mic violated, convergent FE approximation
In this experiment we study the anisotropic elements of type B (see Fig. 4.1 (b)). For two
different refinement levels the grids are illustrated in Fig. 4.4. The maximum angle condition
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Figure 4.4: Triangulations for ε = 0.5 (a) and ε = 0.25 (b)
is fulfilled while one angle of the triangles tends to zero for h → 0. This time the linear
interpolant shown in Fig. 4.5 (a) seems to be accurate with respect to both, the function
value and the gradient approximation. In particular the “zigzag”-shape described in experi-
ment I has disappeared leading to smooth gradients in x2-direction. Furthermore, the finite
element solution in Fig. 4.5 (b) does not exhibit any visible differences in comparison to the
linear interpolant.
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Figure 4.5: Linear interpolant (a) and finite element solution (b)
These first impressions are confirmed by the experimental results given in Tab. 4.2. The
L2- and H
1-errors are of second and first order, respectively. For the H1-seminorm of the
interpolation error this is consistent with the bound in (4.9).
Experiment III: mac violated, convergent FE approximation
The example meshes used in the numerical experiments I and II are introduced in the work
of Babusˇka and Aziz [BA76]. As we have seen, the use of arbitrarily chosen anisotropic finite
elements may cause serious problems with respect to the quality of the discretization. On
the other hand, if the maximum angle condition holds, one can prove that the linear interpo-
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h α γ ‖u− Ihu‖L2 |u− Ihu|H1 ‖u− uh‖L2 |u− uh|H1
0.5154 0.2450 1.5708 0.0913 0.5774 0.0905 0.5731
0.2519 0.1244 1.5708 0.0228 0.2887 0.0227 0.2880
0.1252 0.0624 1.5708 0.0057 0.1443 0.0057 0.1442
0.0625 0.0312 1.5708 0.0014 0.0722 0.0014 0.0722
Table 4.2: Global error norms for nodal interpolation and the finite element solution
lation error in the H1-norm is of first order (in two dimensions). Due to the Ce´a-lemma one
can show that the H1-error reduction of the finite element solution of (4.7) with P1-elements
is of first order, too. In the last experiment of this section a further question in this context
is answered. Using the anisotropic elements proposed by Apel and Dobrowolski in [AD92]
we treat the question whether the maximum angle condition is a necessary condition to gain
a first order H1-error reduction of the finite element solution.
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
(a)
x1
x 2
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
(b)
x1
x 2
Figure 4.6: Triangulations for ε = 0.5 (a) and ε = 0.25 (b)
For two refinement levels the grids which (in contrast to so-called semiregular triangulations
introduced in the next section) combine the anisotropic elements of type A and type B (see
Fig. 4.1) are shown in Fig. 4.6.
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Figure 4.7: Linear interpolant (a) and finite element solution (b)
The corresponding nodal interpolant and the finite element solution are given in Fig. 4.7. We
clearly recover the “zigzag”-behaviour in x2-direction for some elements of the triangulation
in Fig. 4.7 (a). This also seems to be the case in Fig. 4.7 (b) but this time the situation is
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different (to the one in experiment I) as Tab. 4.3 clarifies. While the interpolation error in
the H1-seminorm is almost constant, the L2- and H
1-error reduction of the finite element
solution is of second and first order, respectively. We remark that in [AD92] the convergence
of a modified interpolant is discussed.
h α γ ‖u− Ihu‖L2 |u− Ihu|H1 ‖u− uh‖L2 |u− uh|H1
0.5154 0.2450 2.6516 0.2041 2.9155 0.2641 1.3712
0.2519 0.1244 2.8929 0.0510 2.8504 0.0664 0.6878
0.1252 0.0624 3.0168 0.0128 2.8339 0.0165 0.3420
0.0625 0.0312 3.0791 0.0032 2.8298 0.0041 0.1702
Table 4.3: Global error norms for nodal interpolation and the finite element solution
Remark 4.2 In the next section we give a proof of nodal interpolation error bounds for so-
called semiregular tetrahedral elements. The basic idea in this proof concerns a geometrical
argument that we can already explain in two dimensions. The geometrical property, which
distinguishes the “bad” elements of type A from the “good” ones of type B (see Fig. 4.1) is
the following: while for the elements of type B we can always find two vectors along the edges
of the elements which are linearly independent uniformly in the discretization parameter h,
this is not the case for the elements of type A.
4.3 Special interpolation error bounds
This section is dedicated to the study of Krˇ´ızˇek’s paper [Kri92], in which so-called semiregular
finite elements are introduced and the three-dimensional analogon of (4.5) with p = ∞ is
proven with a technique quite different from the approach used by Babusˇka and Aziz in two
dimensions.
Maximum angle condition (in 3D):
Let there exist a constant γ¯ < π such that
γe ≤ γ¯ for all e ∈ Th, (4.10)
ϕe ≤ γ¯ for all e ∈ Th, (4.11)
where γe denotes the maximum angle of all triangular faces of the tetrahedron e and ϕe
denotes the maximum angle between the faces of e.
Definition 4.3 A family F = {Th} of tetrahedral finite elements is said to be semiregular
if for any Th ∈ F the inequalities (4.10) and (4.11) hold.
Remark 4.4 For local estimates in the next section the introduced maximum angle condition
is used w.r.t. a single element in the following sense: an element e is said to fulfill the
maximum angle condition (4.10)-(4.11) if both bounds hold uniformly in he.
Note that any regular family of finite elements is also semiregular whereas the reverse in-
clusion does not hold in general. The following basic lemma concerning the geometry of
tetrahedra is given without a proof (for more details see [Kri92]).
Lemma 4.5 Let e be an arbitrary tetrahedron.
(a) Let α ≤ β ≤ γ denote the angles of an arbitrary face of e. If (4.10) holds then γ ≥ pi3
and
β, γ ∈
[
π − γ¯
2
, γ¯
]
. (4.12)
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(b) For an arbitrary vertex A of e let χ ≤ ψ ≤ ϕ denote the angles between the faces
passing through A. If (4.11) holds then ϕ > pi3 and
ψ, ϕ ∈
(
π − γ¯
2
, γ¯
]
. (4.13)
Based on this lemma we are able to give Krˇ´ızˇek’s extension of (4.5) for a semiregular family
of triangulations. The result is deduced in the W 1∞-norm, i.e. for the parameter p = ∞,
and subsequently generalized using embedding properties of Sobolev spaces. We introduce
the following notation. Let α := (α1, . . . , αn), αi ∈ N, be a multi-index, (x1, . . . , xn)T the
vector of coordinates and y ∈ Rn. Then we define
|α| :=
n∑
i=1
αi, y
α := yα11 · · · yαnn , Dα :=
∂α1
∂xα11
· · · ∂
αn
∂xαnn
. (4.14)
Theorem 4.6 Let F = {Th} be a semiregular family of decompositions of a polyhedron into
tetrahedra. Then there exists a constant c such that for any Th ∈ F and any e ∈ Th we have
|u− Ieu|Wm∞(e) ≤ ch2−me |u|W 2∞(e), m ∈ {0, 1}, ∀u ∈W 2∞(e).
Proof: Let e ∈ Th ∈ F be an arbitrary tetrahedron. Setting p = ∞ and m = 0 in
Theorem 3.13 (given in Section 3.1.2 for an affine family of finite elements) we obtain
|u− Ieu|W 0∞(e) ≤ ch2e |u|W 2∞(e).
Note that this interpolation error bound is valid without posing any regularity assumptions
upon the family F = {Th} of triangulations. Thus, it remains to derive the estimate
|u− Ieu|W 1∞(e) ≤ che |u|W 2∞(e), ∀u ∈ W 2∞(e). (4.15)
In order to show that (4.15) holds, the geometrical assumption of bounded maximum angles
γe and ϕe is crucial.
The semiregularity of F = {Th} allows us to determine vectors ti with ‖ti‖2 = 1, i = 1, 2, 3,
along the edges of e such that the volume of the parallelepiped generated by these unit
vectors is uniformly bounded away from zero, i.e. t1, t2 and t3 are linearly independent.
For an appropriate choice of these vectors we consider the arbitrary tetrahedron e given
in Fig. 4.8 (a). Let ABC be an arbitrary face of e with the opposite vertex D and the
ξγ
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·
ω
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Figure 4.8: Tetrahedron (a) and linearly independent vectors (b) along its edges
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maximum angle γ, which is without loss of generality assumed to be at the vertex A. From
(4.12) we can conclude that
m := min
{
sin(
π − γ¯
2
), sin γ¯
}
≤ sinγ. (4.16)
Let t1 and t2 be the unit vectors along the edges AB and AC, respectively. For the deter-
mination of the third unit vector we assume the angle ω between the faces ABC and ABD
to be not less than the angle between the faces ABC and ACD (otherwise we exchange the
notation of the vertices B and C). Then (4.13) leads to
m ≤ sinω. (4.17)
Now we consider the triangle ABD and choose the vertex K ∈ {A,B} such that the angle
ξ at this vertex is not less than the angle at the other vertex. From (4.12) we get the bound
m ≤ sin ξ. (4.18)
Let t3 be the unit vector along the edge KD. For the case K = A the corresponding
parallelepiped S is given in Fig. 4.8 (b). Denote by z the length of its spatial altitude
perpendicular to the plane given by t1 and t2. Let y denote the length of its altitude
perpendicular to t1, which lies in the plane given by t1 and t3. For the volume of S we get
by (4.16)-(4.18)
|S| = ‖t1‖2(‖t2‖2 sin(π − γ))z = sinγ(y sinω) = sin γ(‖t3‖2 sin ξ) sinω (4.19)
≥ m3 > 0,
independently of the discretization parameter he.
Let u ∈ C2(e) and P be an arbitrary fixed point in the interior of e. Since the unit vectors
ti, i = 1, 2, 3, are linearly independent we can write
∇(u − Ieu)(P ) =
3∑
j=1
cjtj , cj ∈ R, (4.20)
with appropriate coefficients cj . In this representation ∇(u − Ieu)(P ) denotes the gradient
vector of the function u − Ieu evaluated in P . If we consider the orthogonal projection of
this gradient vector on the edges of e along the unit vectors ti we see that the coefficients
cj fulfill the equations
tTi ∇(u− Ieu)(P ) =
3∑
j=1
cjt
T
i tj , i = 1, 2, 3.
This leads to the matrix-vector-notation
Dc = b, (4.21)
with the symmetric matrix D = (tTi tj)
3
i,j=1, the coefficient vector c = (c1, c2, c3)
T , and the
right-hand side b = (tTi ∇(u − Ieu)(P ))3i=1. Since D is quadratic and nonsingular we can
write
D−1 =
1
det(D)
D∗, (4.22)
where D∗ is the matrix of cofactors of the entries of D, i.e. D∗ = (detij)
3
i,j=1 with detij
denoting the determinant of the submatrix that is obtained by eliminating the ith row and
the jth column of D. Since |tTi tj | = ‖ti‖2‖tj‖2| cos(∢(ti, tj))| ≤ 1 we get | detij | ≤ 2
resulting in
‖D∗‖∞ ≤ 6. (4.23)
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Finally, we can give the following bound for the gradient of the interpolation error using
(4.20)-(4.23)
‖∇(u− Ieu)(P )‖∞ = ‖
3∑
j=1
cjtj‖∞ ≤
3∑
j=1
|cj | ≤ 3‖c‖∞ ≤ 3‖D−1‖∞‖b‖∞
≤ 3 6| det(D)| maxi |t
T
i ∇(u− Ieu)(P )|. (4.24)
We note that | det(N)| with N denoting the matrix whose columns consist of the unit
vectors ti is equal to the volume |S| of the parallelepiped S in (4.19). Since the equality
det(D) = det(NTN) = det2(N) holds, we can conclude
det(D) ≥ m6 > 0,
independently of he. Thus, the proof is complete if we succeed in showing that the orthogonal
projection of ∇(u−Ieu)(P ) on any of the three unit vectors ti cannot exceed constant times
he |u|W 2∞(e).
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Figure 4.9: Unit vectors t and s along k and QP
Let k be an arbitrary edge of e (see Fig. 4.9) and define z := tT∇(u− Ieu) where t is a unit
vector along k. Since u − Ieu = 0 at all the vertices of e (Ieu is the nodal interpolant of u
over e), by Rolle’s theorem there exists a point Q ∈ k such that
z(Q) = tT∇(u − Ieu)(Q) = 0.
If P is the above chosen arbitrary point in the interior of e and the mapping
g : [0, 1] → R
r 7→ (1− r)Q+ rP
parameterizes the way from Q to P we can write
z(P )− z(Q) =
∫ 1
0
(∇z ◦ g)(r)|g′(r)| dr.
With z(Q) = 0 and s representing a unit vector along QP (compare Fig. 4.9) this is equiv-
alent to
z(P ) =
∫ P
Q
sT∇z(σ) dσ =
∫ P
Q
sT∆(u − Ieu)(σ)t dσ,
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where ∆(u − Ieu)(σ) is the Hessian matrix of u− Ieu evaluated at σ. Thus, we conclude
|z(P )| ≤
∫ P
Q
|sT∆(u− Ieu)(σ)t| dσ
≤ c
∫ P
Q
∑
|α|=2
|Dα(u− Ieu)(σ)| dσ
≤ c
∫ P
Q
ess supx∈e(
∑
|α|=2
|Dα(u− Ieu)(x)|) dσ
≤ che |u− Ieu|W 2∞(e) = che |u|W 2∞(e),
with ess sup denoting the essential supremum. If we use (4.24) and the density W 2∞(e) =
C2(e), we finally get
|u− Ieu|W 1∞(e) ≤ che |u|W 2∞(e), ∀u ∈ W 2∞(e).
⋄
On the basis of this local result we can prove the following global interpolation error bounds
for semiregular families of linear tetrahedral elements.
Theorem 4.7 (interpolation error bound) Let F = {Th} be a semiregular family of
tetrahedral triangulations of the polyhedron Ω whose boundary is Lipschitz. For p ∈ [1,∞]
we have
‖u− Ihu‖Wmp (Ω) ≤ cp ‖u− Ihu‖Wm∞(Ω)
≤ ch2−m |u|W 2∞(Ω), m ∈ {0, 1}, ∀u ∈W 2∞(Ω). (4.25)
Here, the constant cp characterizes the topological embedding W
m
∞(Ω) →֒Wmp (Ω).
Note that estimate (4.25) in particular holds for p = 2. Since the standard nodal interpolant
Ihu belongs to the spaceX
1
h of P1-elements we can deduce the following approximation error
bound.
Corollary 4.8 (P1-element approximation error bound) For the approximation er-
ror of semiregular tetrahedral P1-elements we have
inf
vh∈X1h
‖u− vh‖Wmp (Ω) ≤ ch2−m |u|W 2∞(Ω), m ∈ {0, 1}, ∀u ∈W 2∞(Ω), (4.26)
and p ∈ [1,∞].
For the analysis of a robust multigrid method for anisotropic reaction-diffusion problems
(see Chapter 5) we need a bound of the form (4.26) with p = 2 on the left- and right-hand
side of the inequality. We remark that such a result holds (in the three-dimensional case,
too). In the next section we illustrate that for the nodal Lagrangian interpolation operator
a uniform bound of the form
‖u− Ihu‖H1(Ω) ≤ ch |u|H2(Ω), ∀u ∈ H2(Ω),
with c independent of h does not hold in the anisotropic case. Thus, there is a need for other
(better) interpolation operators for anisotropic finite element spaces (compare Section 5.4).
However, using a more general approach to anisotropic estimates, we can give sharper bounds
for the nodal Lagrangian interpolation error.
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4.4 A general approach to anisotropic estimates
In the book of Apel [Ape99] estimates of the form
|u− Ihu|Wmq (e) ≤ c (measn e)
1
q
− 1
phl−me |u|W lp(e),
with u ∈ W lp(e), measn e denoting the area/volume of the n-dimensional finite element e,
and admissible ranges of the parameters are called isotropic estimates. Apel states that
these types of local interpolation error results are only rarely exploited for anisotropic finite
element error estimates, since they do not extract the advantage of using elements with
independent length scales. For this reason in [Ape99] so-called anisotropic estimates of the
form
|u− Ihu|Wmq (e) ≤ c (measn e)
1
q
− 1
p
∑
α1+···+αn=l−m
α1,...,αn≥0
hα11,e · · ·hαnn,e
∣∣∣∣ ∂l−mu∂xα11 · · ·∂xαnn
∣∣∣∣
Wmp (e)
(4.27)
with different, suitably defined element sizes h1,e, . . . , hn,e, are investigated. In this repre-
sentation the idea of using small grid scales in the directions where the solution has large
derivatives and relatively large grid scales in those directions where the derivatives are small
becomes obvious. The main strategy in [Ape99] to achieve results of the form (4.27) still
remains the same as for isotropic elements (compare Section 3.1.2), i.e. the derivation of an
appropriate estimate on the reference element and the coordinate transformation. However,
Apel shows that one has to deduce sharper estimates on the reference element and that the
transformation has to be investigated very carefully. In this section we present the main
ideas for triangular and tetrahedral elements given in [Ape99].
4.4.1 Estimates on the reference element
When the lemma of Deny and Lions (Lemma 3.12) is applied on the reference element, it
leads to error bounds of the form
‖uˆ− Iˆeˆuˆ‖W 2p (eˆ) ≤ c |uˆ|W 2p (eˆ), ∀uˆ ∈ W 2p (eˆ), (4.28)
for p ∈ [1,∞] and either n/p < 2 when p > 1 or n = 2 when p = 1 (see (3.20)). Using
a transformation between an arbitrary element e and the reference element eˆ and (4.28)
an interpolation error bound for e can be shown (compare Theorem 3.13). However, for
anisotropic elements the terms in the upper bound of the interpolation error that result
from the transformation may have bad asymptotics as we discussed in the corresponding
example of Section 3.1.2. In the following we reconsider this example (which is taken from
Example 2.1 in [Ape99]) in order to make clear that there is a need for sharper estimates
on the reference element to obtain satisfactory estimates of type (4.27) for anisotropic finite
elements.
We consider the special triangular element
e = {(x1, x2)T | 0 < x1 < h1, 0 < x2 < h2(1 − x1/h1)}, (4.29)
which is shown in Fig. 3.2 from Section 3.1.2 and the corresponding reference element eˆ. We
define w := u − Ieu and wˆ := w ◦ F , where Ie denotes the linear interpolation operator on
e and F : eˆ→ e the affine transformation. Then inequality (4.28) in particular leads to
‖Dˆ(0,1)wˆ‖Lp(eˆ) ≤ c |uˆ|W 2p (eˆ), ∀uˆ ∈ W 2p (eˆ), p ∈ [1,∞]. (4.30)
Let h := (h1, h2)
T and α = (α1, α2) be a multi-index. Then for the special element e in
(4.29) the identity Dˆαwˆ = hαDαw holds. Thus, we get the following estimate for the partial
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derivative in x2-direction:
‖D(0,1)w‖pLp(e) = (h1h2)h
−p
2 ‖Dˆ(0,1)wˆ‖pLp(eˆ)
(4.30)
≤ c(h1h2)h−p2 |uˆ|pW 2p (eˆ)
= c(h1h2)h
−p
2 ((h1h2)
−1
∑
|α|=2
hαp ‖Dαu‖pLp(e))
= ch2p1 h
−p
2 ‖D(2,0)u‖pLp(e) + c
∑
|α|=1
hαp‖Dα+(0,1)u‖pLp(e). (4.31)
If h2 = o(h1) then the first term in (4.31) has bad asymptotics h
2
1h
−1
2 ∼ h2e/ρe. However,
we can avoid this term if (4.30) can be improved to the sharper estimate
‖Dˆ(0,1)wˆ‖Lp(eˆ) ≤ c |Dˆ(0,1)uˆ|W 1p (eˆ), p ∈ [1,∞].
Let uˆ ∈ W lp(eˆ) for some l ≤ k + 1. Here, k denotes the degree of polynomials contained in
the space Pk,eˆ of shape functions on the element eˆ. For various element types and suitably
chosen parameter ranges Apel succeeds in showing inequalities of the form
‖Dˆα(uˆ − Iˆeˆuˆ)‖Lq(eˆ) ≤ c |Dˆαuˆ|W l−mp (eˆ), ∀α, |α| = m. (4.32)
In this thesis we are interested in the choices q = p, l = 2 andm ∈ {0, 1}. Since the resulting
admissible ranges of the parameter p are different for two- and three-dimensional elements
these are treated separately.
Triangular elements
From Lemma 2.4 in [Ape99] we get the estimate
‖Dˆα(uˆ− Iˆeˆuˆ)‖Lp(eˆ) ≤ c |Dˆαuˆ|W 2−mp (eˆ), ∀α, |α| = m, m ∈ {0, 1},
for uˆ ∈ C(¯ˆe) with Dˆαuˆ ∈W 2−mp (eˆ) and p ∈ [1,∞].
Tetrahedral elements
For tetrahedral elements the situation is slightly different. A crucial ingredient in the proof
of (4.32) is the embedding W l−mp (eˆ) →֒ L1(G) for some domain G ⊂ eˆ. This embedding
holds for triangular elements eˆ without any restrictions but for tetrahedral elements eˆ and
one-dimensional G (i.e. two dimensions less than the one of eˆ) only if p > 2 in the case
l−m = 1. Thus, for certain choices of the parameters the methods of proof in two dimensions
cannot be applied in three dimensions since the embedding theorems depend on the space
dimension. However, Lemma 2.6 in [Ape99] yields the estimate
‖Dˆα(uˆ− Iˆeˆuˆ)‖Lp(eˆ) ≤ c |Dˆαuˆ|W 2−mp (eˆ), ∀α, |α| = m, m ∈ {0, 1}, (4.33)
for uˆ ∈ C(¯ˆe) with Dˆαuˆ ∈W 2−mp (eˆ) provided that{
p > 3/2 if m = 0,
p > 2 if m = 1.
Thus, for triangular elements we can choose p = 2 while this case is not covered for tetra-
hedral elements if m = 1. Example 2.6 in [Ape99] shows that for m = 1 the condition p > 2
in (4.33) is necessary. The following variant of this example is also given in [AD92].
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Example:
Let eˆ be the unit tetrahedron in R3 and 1 ≤ p ≤ 2. We define the multi-index α := (1, 0, 0).
For ε > 0 we introduce the function
uˆε(x) := (1−min{1, ε ln | ln(r/e)|})x1,
with r = r(x2, x3) := (x
2
2 + x
2
3)
1/2 and Euler’s constant e. From uˆε(x1, 0, 0) = 0 it follows
that DˆαIˆeˆuˆε(x) = 0. Furthermore,
Dˆαuˆε(x) = (1−min{1, ε ln | ln(r/e)|})→ 1, ε ↓ 0,
pointwise in eˆ. Thus, for ε ↓ 0, we get
‖Dˆα(uˆε − Iˆeˆuˆε)‖pLp(eˆ) =
∫
eˆ
|Dˆα(uˆε − Iˆeˆuˆε)|p dx→ |eˆ| = 1
6
,
while
|Dˆαuˆε|pW 1p (eˆ) = |1−min{1, ε ln | ln(r/e)|}|
p
W 1p (eˆ)
≤ cε
∫ 1
0
r−p+1| ln(r/e)|−p dr (4.34)
≤ cε
∫ 1
0
r−1| ln(r/e)|−2 dr → 0.
In [Ape99] Apel states that |Dˆαuˆε|pW 1p (eˆ) → ∞ for ε ↓ 0 in the case p > 2, which means
that the integral in (4.34) is unbounded for p > 2. For the further considerations we restrict
ourselves to three dimensions.
4.4.2 The coordinate transformation
In the preceding section we discussed sharper estimates on the reference element. Now we
turn to the second essential task for the derivation of anisotropic estimates, i.e. we consider
properties of the transformation matrix (compare Lemma 3.11 in Section 3.1.2). We first
introduce some notation.
e
h3
h2 h1
E
Figure 4.10: Element sizes of the tetrahedron e
Let E be the longest edge of the element e, and let ΓE be the larger of the two faces of e
with E ⊂ ΓE . Then we define the element sizes
h1 := |E|, h2 := 2|ΓE |/h1, h3 := 6|e|/(h1h2),
as shown in Fig. 4.10 (with | · | denoting the associated measures). On the basis of these
definitions in [Ape99] an element related Cartesian coordinate system xe = (x1,e, x2,e, x3,e)
such that one of the vertices of e is at the origin is introduced and the following condition
is formulated.
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Coordinate system condition (in 3D):
The transformation of the element related coordinate system (x1,e, x2,e, x3,e) to the dis-
cretization independent system (x1, x2, x3) can be determined as a translation and three
rotations around the xj,e-axes by angles ϑj , j = 1, 2, 3, where
| sinϑ1| . h3
h2
, | sinϑ2| . h3
h1
, | sinϑ3| . h2
h1
. (4.35)
Here, the notation . means smaller than up to a constant. We give an illustration of this
condition in Fig. 4.11.
x1ϑ
h2
·
h1
E
x2,e
x1,e
x2
Figure 4.11: Illustration of the coordinate system condition
In R2 we only have the condition | sinϑ| . h2/h1, which means that for h2/h1 ≪ 1 the
angle ϑ between the longest side E of the element e and the x1-axis has to be small. The
coordinate system condition and the maximum angle condition formulated in Section 4.3
(see also Remark 4.4) yield the following properties of the transformation matrix (compare
[Ape99]). These are sufficient to prove an anisotropic estimate of the form (4.27).
Lemma 4.9 Assume that the tetrahedron e satisfies the maximum angle condition (4.10)-
(4.11) and the coordinate system condition (4.35). Then the entries of the transformation
matrix B in (3.14) and of its inverse B−1 satisfy the conditions:
|bi,j | . min{hi, hj}, i, j = 1, 2, 3,
|b−1i,j | . min{h−1i , h−1j }, i, j = 1, 2, 3.
Theorem 4.10 Assume that the element e satisfies the maximum angle condition (4.10)-
(4.11) and the coordinate system condition (4.35). Let h = (h1,e, h2,e, h3,e)
T be the vector
that contains the different length scales of the element e. Then there exists a constant c
independent of e such that the anisotropic interpolation error estimate
|u− Ihu|Wmp (e) ≤ c
∑
|α|=2−m
hα|Dαu|Wmp (e), m ∈ {0, 1}, (4.36)
holds for u ∈W 2p (e) ∩ C(e¯) and p ∈ (2,∞].
We remark that the constant c in (4.36) depends on p, but it is independent of u. Theo-
rem 4.10 trivially implies the isotropic interpolation error estimate. We emphasize that in
the following corollary the coordinate system condition is not needed anymore (cf. [Ape99]).
Corollary 4.11 Assume that the element e satisfies the maximum angle condition (4.10)-
(4.11). Then there exists a constant c independent of e such that the isotropic interpolation
error estimate
|u− Ihu|Wmp (e) ≤ ch2−me |u|W 2p (e), m ∈ {0, 1},
holds for u ∈W 2p (e) ∩ C(e¯) and p ∈ (2,∞].
4.5. Finite element discretization error bound 71
Proof: Suppose that the coordinate system condition (4.35) holds. Then the result follows
immediately from Theorem 4.10. Since the seminorms remain equivalent during a rotation
of the coordinate system the corollary is proved. ⋄
Standard arguments (compare Section 4.3) yield the following global result.
Theorem 4.12 (interpolation error bound) Let F = {Th} be a semiregular family of
tetrahedral triangulations of the polyhedron Ω whose boundary is Lipschitz. Then there exists
a constant c independent of h such that
‖u− Ihu‖Wmp (Ω) ≤ ch2−m |u|W 2p (Ω), m ∈ {0, 1}, ∀u ∈W 2p (Ω), (4.37)
and p ∈ (2,∞].
Note that from the general approach of Apel the special result of Krˇ´ızˇek in (4.25) directly
follows. For p ∈ [1,∞], q ∈ (2,∞] with q ≥ p and all u ∈W 2∞(Ω), using (4.37), we can write
‖u− Ihu‖Wmp (Ω) ≤ c ‖u− Ihu‖Wmq (Ω)
≤ ch2−m |u|W 2q (Ω)
≤ ch2−m |u|W 2∞(Ω), m ∈ {0, 1},
due to the topological embeddings W l∞(Ω) →֒ W lq(Ω) →֒W lp(Ω), l ∈ N.
Corollary 4.13 (P1-element approximation error bound) For the approximation er-
ror of semiregular tetrahedral P1-elements we have
inf
vh∈X1h
‖u− vh‖Wmp (Ω) ≤ ch2−m |u|W 2p (Ω), m ∈ {0, 1}, ∀u ∈W 2p (Ω), (4.38)
and p ∈ (2,∞].
4.5 Finite element discretization error bound
Now we consider the reaction-diffusion problem (3.1) and its finite element discretization
with semiregular tetrahedral P1-elements. To obtain a bound for the discretization error we
use the Ce´a-lemma and the error bounds for standard nodal interpolation discussed in the
previous section.
Theorem 4.14 Let u be the solution of the continuous problem (3.3) and uh the solution of
the discrete problem (3.8) with the space Vh = X
1
h of semiregular P1-elements. If u ∈ W 2p (Ω)
for some p ∈ (2,∞] then the error estimate
‖u− uh‖H1(Ω) ≤ ch |u|W 2p (Ω)
holds, with a constant c independent of h and u.
Proof: Let p ∈ (2,∞] and assume u ∈W 2p (Ω). From the Ce´a-lemma 3.6 it follows that the
continuous and the discrete problems have unique solutions. Since W 1p (Ω) →֒ H1(Ω), using
the approximation error bound (4.38), we get
‖u− uh‖H1(Ω) ≤ c inf
vh∈X1h
‖u− vh‖H1(Ω)
≤ c inf
vh∈X1h
‖u− vh‖W 1p (Ω)
≤ ch |u|W 2p (Ω).
⋄
From this result we can see that semiregular tetrahedral P1-elements are satisfactory for the
finite element discretization of our problem class. Note that we are not able to give a bound
for the L2-error in analogy to Theorem 3.17 since the duality argument of Aubin-Nitsche
does not lead to the desired estimate. Due to the restriction p > 2 in Theorem 4.14, for the
analysis of a robust multigrid method in the next chapter, we study a modified interpolation
operator which is also introduced by Apel in [Ape99].
Chapter 5
A robust multigrid method for
anisotropic reaction-diffusion
problems
In this chapter we consider a linear reaction-diffusion boundary value problem in a three-
dimensional thin domain. The very different length scales in the geometry result in an
anisotropy effect. Our study is motivated by the inverse heat conduction problem stud-
ied in this thesis [GSM+05]. In the solution method (explained in Chapter 2) direct heat
conduction problems in a thin foil have to be solved leading to such linear anisotropic
reaction-diffusion problems in each time step of an implicit time integration method (com-
pare Remark 3.19). The reaction-diffusion problem contains two important parameters,
namely ε > 0 which parameterizes the thickness of the domain and µ > 0 denoting the
measure for the size of the reaction term relative to that of the diffusion term. We analyze
the convergence of a multigrid method with a robust (line) smoother [RS07]. Both, for the
W- and the V-cycle method we derive contraction number bounds smaller than one uniform
with respect to the mesh size and the parameters ε and µ.
5.1 An anisotropic reaction-diffusion model problem
We study a reaction-diffusion boundary value problem on the domain Ωε := [0, 1]
2 × [0, ε]
with 0 < ε ≤ 1. For the standard scalar product and norm in L2(Ωε) we use the notation
(·, ·)0 and ‖ · ‖0. The scalar products and corresponding norms in Hk(Ωε), k = 1, 2, are
denoted by (·, ·)k and ‖ · ‖k, respectively. Let the Dirichlet and Neumann boundaries of Ωε
be denoted by
ΓD := {(x, y, z) | (x, y) ∈ [0, 1]2, z ∈ {0, ε}},
ΓN := {(x, y, z) | (x, y) ∈ {0, 1}2, z ∈ [0, ε]},
(5.1)
and define Uε := {v ∈ H1(Ωε) | v = 0 on ΓD}.
Remark 5.1 For the robustness analysis of the z-line smoother in Section 5.6 we assume
Dirichlet boundary conditions on the upper and lower faces of the domain Ωε. These bound-
ary conditions are conserved by the modified interpolation operator that is introduced below.
As far as we know there is no variant of this operator that handles the problem with pure
Dirichlet boundary conditions. Therefore, we restrict our considerations to the combination
of Dirichlet and Neumann boundaries as in (5.1). Note that we have to treat reaction-
diffusion problems with pure Neumann boundary conditions for the solution of the inverse
heat conduction problem (see Section 2.3). However, the numerical experiments of Chap-
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ter 6 show, that the suggested robust multigrid method of this chapter seems to work quite
well for this case, too.
For µ > 0 we introduce the bilinear form
a(u, v) := (∇u,∇v)0 + µ(u, v)0 for all u, v ∈ Uε.
This bilinear form is continuous and elliptic on Uε. For given f ∈ L2(Ωε) we consider the
following problem: find u ∈ Uε such that
a(u, v) = (f, v)0 for all v ∈ Uε. (5.2)
For the discretization of this problem we use standard linear conforming finite elements on
a nested family of uniform tetrahedral grids. To obtain a bound for the discretization error
we use the Ce´a-lemma and a suitable interpolation operator. In a two-dimensional domain
one can apply the standard Lagrangian interpolation operator even for such anisotropic
problems. For the three-dimensional case, however, this operator is not satisfactory due to
the fact that the case p = 2 is not covered in Theorem 4.12 (compare also Theorem 4.10
in Chapter 4). Instead we use a modified Scott-Zhang interpolation operator which is in-
troduced in [Ape99]. Based on the modified Scott-Zhang interpolation operator we derive a
finite element discretization error bound in which the dependence on the parameters ε and µ
is explicit. To solve the discrete problem we consider a multigrid method with a symmetric
z-line Gauss-Seidel smoother. The main topic of this chapter is a convergence analysis of
this method. For the multigrid W-cycle we analyze the convergence in the framework of
the approximation and smoothing property. We prove robustness of the multigrid W-cycle
method in the sense that (for sufficiently many smoothing iterations) its contraction number
in the Euclidean norm is bounded by a constant smaller than one independent of all the
parameters. On the basis of [Ste93b] and [Ste94] we also prove a robustness result for the
V-cycle multigrid method. Finally, we present numerical experiments that illustrate these
robustness properties.
In the literature the convergence of multigrid methods for anisotropic pure diffusion prob-
lems, i.e. a problem as in (5.2) with µ = 0, has been studied in [BZ00, Ste93a, Ste93b, Ste94]
and [Wit89a, Wit89b]. In the latter papers the robustness of smoothers is studied, whereas
in the former the convergence of W-cycle and V-cycle algorithms is analyzed. These con-
vergence analyses of multigrid methods are based on the standard Lagrangian interpolation
operator and (thus) are restricted to the two-dimensional case. In [AS02] a finite element
method for the Poisson problem on three-dimensional domains with anisotropic mesh re-
finement is studied. For a multigrid scheme in which semicoarsening and line smoothers are
combined, robust convergence of the V-cycle is shown. In all these analyses only the case
µ = 0 is considered. In this thesis we treat the three-dimensional case and consider the
additional (reaction) parameter µ > 0 [RS07].
5.2 Finite element discretization
From the Lax-Milgram Lemma 3.3 it follows that problem (5.2) has a unique solution. Note,
that the very different length scales in the (x, y)- and the z-direction (for ε ≪ 1) result in
an anisotropy effect.
Remark 5.2 Instead of (5.2) we could also consider the weak formulation of the following
anisotropic reaction-diffusion problem on the unit cube Ω := [0, 1]3:
−uxx − uyy − λuzz + µu = f in Ω,
u = 0 on ΓD,
∂u
∂n
= 0 on ΓN ,
(5.3)
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with a parameter λ = 1/ε2 ≥ 1. The discrete versions of both formulations (5.2) and (5.3)
lead to operators that have very similar anisotropy properties. In this thesis we consider
(5.2) because our research is motivated by the heat conduction problem in a thin foil, which
is a domain of the form Ωε with ε ≪ 1 (cf. Chapter 2 and [GSM+05]). An implicit time
integration method applied to this parabolic problem leads to a problem of the form (5.2)
in each time step.
For the discretization we apply a standard finite element method based on a uniform family
of nested triangulations. The uniform subdivision of the domain is based on Kuhn’s trian-
gulation, as illustrated in Fig. 5.1.
x
y
z
0 1
ε
τ0 τ1
(a) (b)
Figure 5.1: (a) Initial Kuhn triangulation T0 and (b) first refinement T1.
A stable regular (red) refinement strategy results in a family of consistent, nested triangu-
lations (see [Bey98]), which is denoted by {Tk}k≥0. With Tk we associate the mesh size
parameter hk = (
1
2 )
k. Note that for all T ∈ Tk we have
hT = diam(T ) =
√
2 hk,
ρT = sup{diam(S) |S is a ball contained in T } ∼ εhk.
Thus, this family of triangulations is regular in the sense that
σ := sup
k∈N
sup
T∈Tk
hT
ρT
<∞
holds. However, σ ∼ ε−1 and thus σ → ∞ for ε ↓ 0. In Fig. 5.2 we show one particular
hexahedron on level k and a typical tetrahedron T ∈ Tk. Due to the degeneracy of the
given domain Ωε, inside the elements T arbitrarily small angles appear for ε ↓ 0. On the
other hand the maximum angles that occur are right angles meaning that a maximum angle
condition is satisfied uniformly w.r.t. k and ε.
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Figure 5.2: (a) Hexahedron on level k and (b) typical tetrahedron T ∈ Tk.
For the discretization of (5.2) we use conforming finite elements and piecewise linear func-
tions (P1-elements) with respect to the sequence of nested triangulations {Tk}k≥0. This
results in a hierarchy of nested finite element spaces
Uε,0 ⊂ Uε,1 ⊂ . . . ⊂ Uε.
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The discrete problem on level k is: find uk ∈ Uε,k such that
a(uk, vk) = (f, vk)0 for all vk ∈ Uε,k. (5.4)
Due to the fact that a maximum angle condition is satisfied the spaces Uε,k of dimension nk
are suitable for the spatial discretization of the parabolic problem from which (after implicit
time integration) problem (5.2) originates. For fixed µ > 0, this follows from Theorem 4.14.
5.3 Fourier analysis of the discrete model problem
In this section we study the discrete reaction-diffusion problem that is obtained by a finite
difference discretization of problem (5.2) on the uniform family of triangulations {Tk}k≥0
by means of Fourier analysis. This is possible since the differential equation has constant
coefficients. We analyze the spectrum of the corresponding stiffness matrix AFD,k on level
k in dependence of the anisotropy parameter ε. Further, we derive an upper bound for the
spectral condition number cond2(AFD,k) uniformly in ε. Note, that the matrix AFD,k is
slightly different from the one obtained by the finite element discretization (5.4) due to the
boundary conditions. However, the structure of the eigenvalue distributions of both matrices
is comparable. The gained insights play an important role with respect to the convergence
of the (preconditioned) CG algorithm when applied to problem (5.4).
We consider the pure Poisson problem on Ωε (µ = 0) with mixed boundaries ΓD and ΓN as
in (5.1). For the discretization (including the Neumann boundary) we use central second-
order finite differences. In an interior grid point the corresponding difference stencil is the
same as for the discretization based on linear tetrahedral finite elements (compare Fig. 5.6).
However, on the Neumann boundary ΓN the situation is slightly different. In Fig. 5.3 we
give the difference stencils for two points on the left boundary (x = 0) of Ωε.
4 + 2/ε2
−2
−1
−1
−1/ε2
−1/ε2
(a) (b)
4 + 2/ε2
−2
−2
−1/ε2
−1/ε2
1
h2
k
× 1
h2
k
×
Figure 5.3: 3D difference stencil in (a) the left front edge and (b) the interior of the left
boundary; () marking the auxiliary points.
As described in [TOS01] for the discretization of ΓN an extended grid with auxiliary points
() outside Ωε is introduced. These auxiliary points are also called ghost points. In this
way, assuming that the right-hand side of the Poisson equation can be extended to ΓN , the
discrete Laplace operator can also be applied on the Neumann boundary. Then the discrete
Poisson equation is used to provide a new approximation for the unknowns on ΓN whereas
the discrete Neumann boundary condition is used to eliminate the unknowns associated with
the ghost points. In that way we get the couplings given in Fig. 5.3.
The corresponding stiffness matrix AFD,k is symmetric and thus there exists an orthogonal
basis of eigenvectors of this matrix. For the construction of this basis we introduce the
continuous Fourier modes
eνηξ(x, y, z) = cos(νπx) cos(ηπy) sin
(
ξ
π
ε
z
)
, ν, η, ξ ∈ N.
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Note that the Fourier modes which satisfy the mixed Dirichlet and Neumann boundary
conditions are eigenfunctions of the Laplace operator
−∆eνηξ = ((νπ)2 + (ηπ)2 + (ξπ/ε)2)eνηξ.
Let Nk := 2
k − 1. The corresponding discrete Fourier modes on the grid Tk are defined by
eνηξk (x) = e
νηξ(x), for x ∈ Tk, 0 ≤ ν, η ≤ Nk + 1, 1 ≤ ξ ≤ Nk.
If we use the same ordering of the grid points as for setting up the stiffness matrix to each
Fourier mode eνηξk there corresponds a unique vector which is denoted by e
νηξ
k . These vectors
are eigenvectors of the stiffness matrix
AFD,ke
νηξ
k = λνηξe
νηξ
k ,
λνηξ = 4h
−2
k (cos
2(νπhk/2) + cos
2(ηπhk/2) + ε
−2 sin2(ξπhk/2)), (5.5)
0 ≤ ν, η ≤ Nk + 1, 1 ≤ ξ ≤ Nk.
From this we are able to deduce the following result.
Lemma 5.3 For the spectral condition number of the stiffness matrix AFD,k on level k that
corresponds to the second-order central difference discretization of the Poisson equation on
Ωε with mixed boundaries (5.1) we have
cond2(AFD,k) ≤ ch−2k , k = 0, 1, . . .
with c independent of ε and k.
Proof: Let λmax(AFD,k) and λmin(AFD,k) denote the in absolute value largest and smallest
eigenvalues of AFD,k, respectively. Using (5.5) we get
λmax(AFD,k) ≤ 4h−2k (1 + 1 + ε−2), (5.6)
λmin(AFD,k) ≥ 4h−2k (0 + 0 + ε−2 sin2(πhk/2)) ≥ 4h−2k ε−2(πhk/2)2. (5.7)
Thus, using 0 < ε ≤ 1, we obtain
cond2(AFD,k) =
λmax(AFD,k)
λmin(AFD,k)
≤ 2 + ε
−2
ε−2(πhk/2)2
≤ 12
π2
h−2k .
⋄
From Lemma 5.3 it follows that we can give an upper bound for the condition number of
AFD,k uniformly in the anisotropy parameter ε. Further, we can conclude that for decreasing
ε clusters of eigenvalues develop since for ε ↓ 0 the last summand in (5.5) gets dominant. This
effect is shown in Fig. 5.4. While the spectrum of AFD,3 is almost continuous on the unit
cube (a) there are N3 = 7 eigenvalue clusters on the degenerate domain (b). The spectrum
of the stiffness matrixAk that corresponds to the space discretization with linear tetrahedral
finite elements on level k is also given in Fig. 5.4 for k = 3. As already mentioned, there are
some differences between the finite difference and the finite element discretization concerning
the unknowns on the Neumann boundary ΓN . These differences are related to the spacial
orientation of the tetrahedra and consequently the varying supports of the finite element
basis functions on ΓN , resulting e.g. in varying diagonal entries of A3. However, the plots
in Fig. 5.4 show comparable eigenvalue distributions. Note, that the cluster development
for ε ↓ 0 in general leads to a convergence improvement of the CG method when used as a
solver for the discrete problem (see Lemma 3.23 in Section 3.3.2).
Note that the above considerations also hold for the reaction-diffusion problem (5.4) with
µ > 0. In this case the spectrum of the stiffness matrix is shifted to the right on the
positive real axes due to the mass matrix term. The above analysis is also applicable for
pure Dirichlet or Neumann boundary conditions in (5.4).
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Figure 5.4: Spectrum of the stiffness matrix for (a) ε = 1 and (b) ε = 10−3 based on finite
differences (FD) and finite elements (FE) on level k = 3 with h3=1/8.
Remark 5.4 In Lemma 5.11 from Section 5.6 we consider the scaling of the stiffness matrix
Ak and show that
λmax(Ak) ∼
(
1
ε2h2k
+ µ
)
(5.8)
holds, i.e. the largest eigenvalue of Ak tends to infinity for ε ↓ 0. This bound has the same
form as the one in (5.6). For the smallest eigenvalue we obtain
λmin(Ak) = min
v∈Uε,k
|v|21 + µ‖v‖20
‖v‖20
≥ c+ µ, (5.9)
with a constant c > 0, if we use the Poincare´-Friedrichs inequality
‖v‖0 ≤ c(Ωε) |v|1 for all v ∈ Uε,
in which the constant only depends on the diameter of Ωε. This bound is worse than the
one in (5.7). Combination of (5.8) and (5.9) leads to
cond2(Ak) = O
(
1
ε2h2k
)
,
which is worse than the corresponding result for AFD,k in Lemma 5.3. Numerical experi-
ments confirm that cond2(Ak) is bounded uniformly in ε, too.
5.4 Interpolation error bounds
In our convergence analysis of the multigrid method we need finite element discretization
error bounds. If we apply the standard approach based on the Ce´a-lemma then a key
ingredient for obtaining such bounds is a suitable (quasi-)interpolation operator
Ik : H
2(Ωε)→ Uε,k, k = 0, 1, . . .
This operator Ik should be such that for all u ∈ H2(Ωε) the following error bounds hold
‖u− Iku‖0 ≤ c1h2k |u|2, (5.10)
‖u− Iku‖1 ≤ c2hk |u|2, (5.11)
with constants c1, c2 independent of ε (and, as usual, also of k, u). We refer to [Ape99]
for an extensive treatment of interpolation operators for anisotropic finite element spaces.
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Here we briefly discuss a few issues that are relevant for the multigrid convergence analysis
in this chapter. For the two-dimensional case uniform bounds as in (5.10)-(5.11) hold for
the standard nodal Lagrangian interpolation operator (cf. Section 4.4 and Corollary 2.1 in
[Ape99]). For three-dimensional problems the nodal Lagrangian interpolation operator still
satisfies the uniform bound (5.10), but a result as in (5.11) does not hold in the anisotropic
case (see Section 4.4). However, for this operator the result in (5.11) “almost” holds, in the
following sense. For any p > 2 an estimate of the form
‖u− Iku‖W 1p (Ωε) ≤ cphk |u|W 2p (Ωε) for all u ∈W 2p (Ωε),
holds, with cp independent of ε (cf. Theorem 4.12). For the Cle´ment and Scott-Zhang
interpolation operators the uniform bound (5.10) holds but again (5.11) does not hold (cf.
Example 3.1 and further comments in [Ape99]). Thus, there is a need for other (better)
interpolation operators for anisotropic finite element spaces. Such operators are presented
in [Ape99]. In particular a modification of the original Scott-Zhang operator is introduced
which can be shown to satisfy, for the three-dimensional case, both uniform bounds (5.10)
and (5.11). This operator is needed in the finite element discretization error analysis in the
next section and therefore we describe how this operator is defined. A detailed discussion
of this operator and its properties can be found in [Ape99] (Section 3.4).
For the description of the modified Scott-Zhang operator we need some additional notation.
Let {Xi}1≤i≤n˜k denote the set of vertices of the triangulation Tk including those on the entire
boundary (i.e. in particular on the Dirichlet boundary) and {φi}1≤i≤n˜k the corresponding
standard nodal basis which generates the finite element space Vε,k. Note that we consider
n˜k vertices while nk denotes the dimension of the original finite element space Uε,k. For an
element T ∈ Tk we introduce the patch of surrounding elements
ST :=
⋃
{T ′ ∈ Tk | T¯ ′ ∩ T¯ 6= ∅}.
To each node Xi we associate a planar subdomain σi ⊂ Ωε with the following properties:
(P1) σi is parallel to the x, y-plane.
(P2) Xi ∈ σ¯i.
(P3) There exists a face E of some element T ∈ Tk such that the projection of E on the
x, y-plane is identical to the projection of σi.
(P4) If the projections of any two points Xi and Xj on the x, y-plane coincide then so do
the projections of σi and σj .
τ1
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Figure 5.5: (a) T1 with plane z = ε2 and (b) corresponding subdivision into faces.
In the triangulation Tk all the vertices are contained in planes z = l ε(1/2)k, l = 0, . . . , 2k,
which are subdivided into faces (triangles). Such a subdivision and the corresponding degrees
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of freedom are shown in Fig. 5.5 for the case k = 1, l = 1.
One possibility to select the subdomains σi is to assume a lexicographical numbering of the
faces (see Fig. 5.5 (b)) which should be the same in all the planes and to associate to each
node Xi the face with maximum number. In this way the properties (P1)–(P3) are obviously
satisfied (cf. shaded face in Fig. 5.2 (b) for (P3)). Due to the refinement strategy used, on
each fixed level k the corresponding subdivisions into faces are identical for all the planes
and thus (P4) is fulfilled, too. Given these subdomains σi the modified Scott-Zhang type
interpolation operator Lk : H1(Ωε)→ Vε,k from [Ape99] is based on the local L2-orthogonal
projections on σi:
‖u−Πσiu‖L2(σi) = min
v∈P1
‖u− v‖L2(σi), i = 1, . . . , n˜k, for u ∈ H1(Ωε).
For u ∈ H1(Ωε) we define
Lku :=
n˜k∑
i=1
aiφi, with ai := (Πσiu)(Xi). (5.12)
In Theorem 3.3 from [Ape99] the following local stability and approximation property of the
operator Lk is given.
Theorem 5.5 The modified Scott-Zhang operator Lk defined in (5.12) satisfies the following
estimates for all T ∈ Tk and all u ∈ W lp(ST ):
|Lku|Wmq (T ) ≤ c(meas3 T )1/q−1/p |u|Wmp (ST ),
|u− Lku|Wmq (T ) ≤ c(meas3 T )1/q−1/p
∑
|α|=l−m
h
|α|
k ε
α3 |Dαu|Wmp (ST ), (5.13)
with 0 ≤ m ≤ l, l = 1, 2. For (5.13) the numbers p, q ∈ [1,∞] must be such that W lp(T ) →֒
Wmq (T ). The constant c is independent of k and ε.
Here | · |Wmp (T ) denotes the seminorm in the Sobolev space Wmp (T ). Note that the term
h
|α|
k ε
α3 represents the product of the length scales of the edges of T in the three coordinate
directions. The estimate (5.13) is an example of an anisotropic estimate. Theorem 3.3 in
[Ape99] is more general than the result formulated in Theorem 5.5. The former gives a
similar result for more general (for example, higher order,) polynomial finite elements in
d-dimensional spaces, with d = 2, 3.
Corollary 5.6 The modified Scott-Zhang operator Lk defined in (5.12) satisfies the follow-
ing estimates
‖u− Lku‖0 ≤ c1h2k |u|2, (5.14)
|u− Lku|1 ≤ c2hk |u|2, (5.15)
for all u ∈ H2(Ωε) ∩ Uε and with constants c1, c2 independent of k and ε. Moreover,
Lk : H2(Ωε) ∩ Uε → Uε,k holds.
Proof: If in (5.13) we take p = q = 2, l = 2 and m ∈ {0, 1}, and sum over all T ∈ Tk we
obtain (using ε ≤ 1) the results in (5.14) and (5.15). Take u ∈ H2(Ωε) ∩ Uε, i.e. u|ΓD = 0.
From the construction of the modified Scott-Zhang operator Lk : H1(Ωε) → Vε,k in (5.12)
it follows that ai = (Πσiu)(Xi) = 0 if Xi is a vertex on the Dirichlet boundary ΓD. Thus
(Lku)|ΓD = 0 holds. Using Uε,k = {v ∈ Vε,k | v|ΓD = 0} we conclude that Lku ∈ Uε,k. ⋄
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5.5 Finite element discretization error bound
In this section, using a standard approach, we derive a finite element discretization error
bound that is uniform w.r.t. the parameters µ and ε.
Remark 5.7 Due to the special geometry of the considered domain Ωε one can use the
so-called Schwarz reflection principle (see [Fol76] page 143) to show that the solution u
of (5.2) lies in H2(Ωε) taking into account the mixed boundary conditions. The idea in
applying this principle is to get the original problem in a larger domain Ω˜ε ⊃⊃ Ωε with an
extended right-hand side f˜ that belongs to L2(Ω˜ε). This can be realized by even extension
over the Neumann boundaries and odd extension over the Dirichlet boundaries, respectively.
Using the inner regularity of the extended problem solution finally leads to the desired result
u ∈ H2(Ωε). Similar results for cases with pure Neumann or Dirichlet boundary conditions
can be found e.g. in [Gri85].
We proceed with an elementary lemma.
Lemma 5.8 For all u ∈ H2(Ωε) ∩ Uε the identity
|u|2 = ‖∆u‖0 (5.16)
holds.
Proof: It is sufficient to prove (5.16) in the dense subset C∞(Ωε) ∩ Uε. For u from this
space we have
|u|22 =
∫
Ωε
u2xx + u
2
yy + u
2
zz + 2u
2
xy + 2u
2
xz + 2u
2
yz dx dy dz. (5.17)
The unit outward pointing normal on the boundary Γε := ∂Ωε is denoted by n = (nx, ny, nz)
T .
On the sides of Ωε with normal n = (0, 0,±1)T , i.e. the Dirichlet boundary, we have the
identities ux = uxx = 0 and uy = uyy = 0. On the sides with normal n = (0,±1, 0)T we have
uy = 0 and thus uxy = 0. Similar relations hold on the remaining Neumann boundaries.
Integration by parts yields∫
Ωε
u2xy dx dy dz =
∫
Γε
uxuxyny︸ ︷︷ ︸
=0
dΓε −
∫
Ωε
uxuxyy dx dy dz
= −
∫
Γε
uxuyynx︸ ︷︷ ︸
=0
dΓε +
∫
Ωε
uxxuyy dx dy dz.
Similar expressions can be derived for the mixed derivatives uxz and uyz in (5.17). This
yields
|u|22 =
∫
Ωε
u2xx + u
2
yy + u
2
zz + 2uxxuyy + 2uxxuzz + 2uyyuzz dx dy dz
=
∫
Ωε
(uxx + uyy + uzz)
2 dx dy dz =
∫
Ωε
(∆u)2 dx dy dz = ‖∆u‖20
and thus the lemma is proved. ⋄
Lemma 5.9 Let u be the solution of the continuous problem (5.2). Then the inequalities
‖u‖0 ≤ 1
µ
‖f‖0, (5.18)
|u|2 ≤ 2‖f‖0, (5.19)
hold.
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Proof: Setting v = u in (5.2) gives
µ‖u‖20 ≤ a(u, u) = (f, u)0 ≤ ‖f‖0‖u‖0,
and thus (5.18) holds. Since the solution u of (5.2) lies in H2(Ωε) (see Remark 5.7) we can
write −∆u = f − µu. Using Lemma 5.8 we get
|u|2 = ‖∆u‖0 = ‖f − µu‖0 ≤ ‖f‖0 + µ‖u‖0 ≤ 2‖f‖0,
which proves the result in (5.19). ⋄
Theorem 5.10 Let u be the solution of the continuous problem (5.2) and uk the solution
of the discrete problem (5.4). Then
‖u− uk‖0 ≤ c min
{
1
µ
, h2k
}
‖f‖0
holds, with a constant c independent of f, ε, µ and k.
Proof: We use the notation ek = u− uk. Since a(ek, vk) = 0 for all vk ∈ Uε,k we get
µ‖ek‖20 ≤ a(ek, ek) = a(u, ek) = (f, ek)0 ≤ ‖f‖0‖ek‖0
and thus
‖ek‖0 ≤ 1
µ
‖f‖0. (5.20)
Now we apply Nitsche’s duality argument and use the interpolation results from Corol-
lary 5.6. Let w ∈ Uε be such that a(w, v) = (ek, v)0 for all v ∈ Uε. From Lemma 5.9 we
get
|w|2 ≤ 2‖ek‖0. (5.21)
We also have (due to the Ce´a-lemma)
|ek|21 ≤ a(ek, ek) ≤ |u− Lku|21 + µ‖u− Lku‖20
≤ (c22h2k + µc21h4k)|u|22
≤ c(1 + µh2k)h2k ‖f‖20. (5.22)
Thus we get (with a constant c independent of k, ε and µ)
‖ek‖20 = a(w, ek) = a(w − Lkw, ek)
≤ |w − Lkw|1|ek|1 + µ‖w − Lkw‖0‖ek‖0
≤ (c2hk|ek|1 + µc1h2k‖ek‖0)|w|2
(5.20),(5.21)
≤ c(hk|ek|1 + h2k‖f‖0)‖ek‖0
(5.22)
≤ c
(
[1 + µh2k]
1
2 h2k‖f‖0 + h2k‖f‖0
)
‖ek‖0
= c
(
[1 + µh2k]
1
2 + 1
)
h2k‖f‖0‖ek‖0.
Hence, for h2k ≤ 1µ we obtain
‖ek‖0 ≤ ch2k ‖f‖0.
Combining this estimate with the one in (5.20) proves the theorem. ⋄
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5.6 Multigrid convergence analysis
In this section we investigate the convergence behaviour of a multigrid method applied to the
discrete problem (5.4). We use the approach introduced by Hackbusch (see [Hac85]) based
on the approximation and smoothing property (compare Section 3.3.3). It is well-known that
the anisotropy in the discrete problem (5.4) causes standard pointwise relaxation methods,
such as the damped Jacobi method or the (symmetric) Gauss-Seidel method, to smooth the
error only in the direction corresponding to the strong couplings. This causes a (strong)
deterioration in the rate of convergence of a multigrid method with such smoothers for
ε ↓ 0. One possibility to deal with this problem is to keep pointwise relaxation but to
adapt the strategy of grid coarsening e.g. by doubling the mesh size only in the directions
in which the error is smooth. An alternative approach, which is used in this thesis, is to
modify the smoothing procedure from pointwise relaxation to linewise relaxation meaning
that the unknowns belonging to a line are updated simultaneously. Hackbusch (cf. [Hac85])
introduced the notion of a “robust smoother” for anisotropic problems. Such a smoother
should be a fast iterative (or even direct) solver for the discrete problem in the limit case
ε ↓ 0. In the model reaction-diffusion problem that we consider we do not only have the
anisotropy parameter ε but also the parameter µ in front of the reaction term.
In this section, using a fairly standard approach, we derive an approximation property,
Theorem 5.12, and a smoothing property for the symmetric z-line Gauss-Seidel method,
Theorem 5.15, in which the dependence of the bounds on ε, µ and k is explicit. Combination
of these results immediately yields a uniform bound (< 1 for sufficiently many smoothing
iterations) for the contraction number of the two-grid method and of the W-cycle iteration.
We introduce the isomorphism
Pk : Xk := R
nk → Uε,k, Pkx =
nk∑
i=1
xiφi.
In order to establish the norm equivalence
c−1‖x‖ε ≤ ‖Pkx‖0 ≤ c‖x‖ε for all x ∈ Xk, (5.23)
with a constant c independent of ε and k we use the scaled Euclidean scalar product
〈x,y〉ε := εh3k
nk∑
i=1
xiyi, ‖ · ‖2ε := 〈·, ·〉ε.
Standard arguments yield that for this scaled norm indeed the uniform norm equivalence
(5.23) holds. Let the corresponding matrix norm (which is independent of ε) be denoted
by ‖ · ‖. Note that the adjoint P ∗k : Uε,k → Xk satisfies (Pkx, v)0 = 〈x, P ∗k v〉ε for all
x ∈ Xk, v ∈ Uε,k. The stiffness matrix Ak on level k is defined by
〈Akx,y〉ε = a(Pkx, Pky) for all x,y ∈ Xk. (5.24)
In an interior grid point the discrete problem has the stencil given in Fig. 5.6. Note that for
a point on the Neumann boundary only certain off-diagonal stencil entries in the x, y-plane
change which does not affect the further analysis. For the prolongation and restriction in
the multigrid method the canonical choice
pk : Xk−1 → Xk, pk = P−1k Pk−1 (5.25)
rk : Xk → Xk−1, rk = P ∗k−1(P ∗k )−1 =
(
hk
hk−1
)3
pTk , (5.26)
is used. We use stationary linear iterative methods as smoothers and thus these are of the
form
xnew = xold −W−1k (Akxold − b).
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Figure 5.6: 3D difference stencil.
The corresponding iteration matrix is denoted by
Sk = I−W−1k Ak. (5.27)
We consider the damped z-line Jacobi method and the symmetric z-line Gauss-Seidel method
as smoothers. For the matrix representation of the discrete operator (see the stencil notation
in Fig. 5.6) we assume a z-line ordering of the grid points, i.e. within each line of unknowns
in z-direction (the z-lines) the vertices are numbered from bottom to top while the z-lines
themselves are ordered lexicographically in the x, y-plane. Let Nk := 2
k − 1. The stiffness
matrix can be decomposed as
Ak = Dk − Lk − LTk ,
with the block-diagonal matrix Dk = blockdiag(Dˆk) ∈ Rnk×nk and diagonal blocks
Dˆk =
1
ε2h2k
tridiag(−1, 2,−1) + 4
h2k
Ik +
µ
20
tridiag(1, 8, 1) ∈ RNk×Nk . (5.28)
Note that the upper and lower faces of Ωε are Dirichlet boundaries. The matrix Lk is strictly
lower block-triangular. The choice
Wk := ω
−1Dk, ω ∈ (0, 1],
defines a (damped) line Jacobi smoother, and
Wk := (Dk − Lk)D−1k (Dk − LTk ) (5.29)
yields the symmetric line Gauss-Seidel method. In the convergence analysis below we only
consider the symmetric line Gauss-Seidel method. Similar results, however, can be obtained
for the damped line Jacobi method if we use a damping factor ω = ω(ε, µ, k) such that
ω−1Dk ≥ Ak holds.
Based on these components a standard multigrid algorithm with ν1 pre- and ν2 post-
smoothing iterations can be formulated (see [Hac94]) with an iteration matrix that satisfies
the recursion
M0(ν2, ν1) = 0,
Mk(ν2, ν1) = S
ν2
k (I− pk(I−Mγk−1)A−1k−1rkAk)Sν1k , k = 1, 2, . . .
(5.30)
The choices γ = 1 and γ = 2 correspond to the V- and W-cycle, respectively. Results of
numerical experiments with this method are presented in Section 5.7.
We now turn to the convergence analysis of this multigrid method. All constants (denoted
by c or ci) that appear in the analysis are independent of ε, µ and k. The following lemma
gives a result on the scaling of the stiffness matrix.
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Lemma 5.11 Let Ak be the stiffness matrix from (5.24). Then the inequalities
c1
(
1
ε2h2k
+ µ
)
≤ ‖Ak‖ ≤ c2
(
1
ε2h2k
+ µ
)
, (5.31)
hold with constants c1 > 0, c2 independent of ε, µ and k.
Proof: Let ei denote the ith basis vector in R
nk and Si := supp(φi) the support of the
nodal basis function φi. Then we have
(Ak)ii =
〈Akei, ei〉ε
〈ei, ei〉ε = ε
−1h−3k a(φi, φi)
= ε−1h−3k (|φi|21 + µ‖φi‖20)
= ε−1h−3k
(∫
Ωε
(∇φi)2dΩε + µ
∫
Ωε
φ2i dΩε
)
∼ ε−1h−3k
(∫
Si
(
1
εhk
)2
dΩε + µ
∫
Si
1 dΩε
)
∼ ε−1h−3k
(
εh3k
1
ε2h2k
+ µεh3k
)
=
1
ε2h2k
+ µ.
Thus, we have ‖Ak‖ ≥ (Ak)ii ≥ c1 (1/(ε2h2k) + µ) with c1 > 0, yielding the left inequality
in (5.31). Using the inverse inequality
|Pkx|21 ≤ cε−2h−2k ‖Pkx‖20
we get
〈Akx,x〉ε = a(Pkx, Pkx) = |Pkx|21 + µ‖Pkx‖20
≤ c
(
1
ε2h2k
+ µ
)
‖Pkx‖20 ≤ c2
(
1
ε2h2k
+ µ
)
‖x‖2ε.
Finally, we note that all the constants used in this proof are independent of ε, µ and k. ⋄
Theorem 5.12 (Approximation property) Let Ak be the stiffness matrix from (5.24)
and pk, rk the prolongation and restriction from (5.25) and (5.26), respectively. Then the
approximation property
‖A−1k − pkA−1k−1rk‖ ≤ c
1 + ε2µh2k
ε2
min
{
1
µh2k
, 1
}
‖Ak‖−1 (5.32)
holds with a constant c independent of ε, µ and k.
Proof: We consider an arbitrary yk ∈ Xk. Let w ∈ Uε, wk ∈ Uε,k and wk−1 ∈ Uε,k−1 be
such that
a(w, v) = ((P ∗k )
−1yk, v)0 for all v ∈ Uε,
a(wk, v) = ((P
∗
k )
−1yk, v)0 for all v ∈ Uε,k, (5.33)
a(wk−1, v) = ((P
∗
k )
−1yk, v)0 for all v ∈ Uε,k−1.
Setting v = Pkyk ∈ Uε,k in (5.33) we get the identity
〈AkP−1k wk,yk〉ε
(5.24)
= a(wk, Pkyk)
= ((P ∗k )
−1yk, Pkyk)0 = 〈yk,yk〉ε.
86 Chapter 5. A robust multigrid method for anisotropic reaction-diffusion problems
Thus we obtain wk = PkA
−1
k yk. Using the same line of argumentation it follows that
wk−1 = Pk−1A
−1
k−1rkyk. We use Theorem 5.10 with f := (P
∗
k )
−1yk ∈ L2(Ωε) and obtain
‖w − wl‖0 ≤ cmin
{
1
µ
, h2l
}
‖(P ∗k )−1yk‖0 for l ∈ {k − 1, k}.
Using a triangle inequality and hk−1 = 2hk we get
‖wk − wk−1‖0 ≤ cmin
{
1
µ
, h2k
}
‖(P ∗k )−1yk‖0.
Due to the norm equivalence (5.23) we have
‖(A−1k − pkA−1k−1rk)yk‖ε ≤ c ‖PkA−1k yk − PkpkA−1k−1rkyk‖0
= c ‖wk − wk−1‖0
≤ cmin
{
1
µ
, h2k
}
‖(P ∗k )−1yk‖0
≤ cmin
{
1
µ
, h2k
}
‖yk‖ε,
and thus
‖A−1k − pkA−1k−1rk‖ ≤ c min
{
1
µ
, h2k
}
(5.34)
holds. Using the scaling property from Lemma 5.11 one easily derives the bound in (5.32).
⋄
We now turn to the smoothing property of the symmetric line Gauss-Seidel method for
which the matrix Wk in (5.29) is symmetric positive definite. We start with an elementary
lemma.
Lemma 5.13 Let Dk = blockdiag(Dˆk) be the block-diagonal part of Ak. The smallest
eigenvalue of Dk is bounded from below by
λmin(Dk) ≥ c1
(
1
ε2
+
1
h2k
+ µ
)
. (5.35)
For the lower block-triangular part Lk of Ak we have
‖Lk‖ ≤ c2
(
1
h2k
+ µ
)
. (5.36)
The constants c1 > 0 and c2 are independent of ε, µ and k.
Proof: Consider the diagonal blocks Dˆk of Dk in (5.28). For the third term in this repre-
sentation we have
µ
20
λmin
(
tridiag(1, 8, 1)
) ≥ 3
10
µ.
Furthermore, for the smallest eigenvalue of the first summand in (5.28) we have
ε−2h−2k λmin
(
tridiag(−1, 2,−1)) = ε−2h−2k 4 sin2 (π2 (Nk + 1)−1
)
= 4ε−2h−2k sin
2(π2−k−1) ≥ c ε−2,
with c > 0 independent of ε and k. Since all three terms in (5.28) are symmetric positive
definite we get the lower bound in (5.35). We now prove (5.36). From Fig. 5.6 we see that
the matrix Lk does not contain any entries depending on ε and that ‖Lk‖p ≤ c (h−2k + µ),
for p = 1,∞, holds with c independent of k and µ. Thus we obtain
‖Lk‖2 ≤ ‖Lk‖1‖Lk‖∞ ≤ c (h−2k + µ)2,
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which completes the proof. ⋄
For the symmetric line Gauss-Seidel method we have
Wk = Ak + LkD
−1
k L
T
k ≥ Ak. (5.37)
The following result can be found in [Hac94].
Lemma 5.14 For all symmetric matrices B with 0 ≤ B ≤ I, the inequality
‖B(I−B)ν‖2 ≤ η0(ν) (ν ≥ 0)
holds, where the function η0(ν) is defined by
η0(ν) := ν
ν/(ν + 1)ν+1 ≤ 1
eν + 1
.
Theorem 5.15 (Smoothing property) For the symmetric z-line Gauss-Seidel smoother
Sk defined by (5.27) and (5.37) the following property holds
‖AkSνk‖ ≤ c
ε4
ν
(1 + µh2k)
2(
h2k + ε
2(1 + µh2k)
)
(1 + ε2µh2k)
‖Ak‖, ν = 1, 2, . . . (5.38)
with a constant c independent of ε, k, µ and ν.
Proof: The symmetric block Gauss-Seidel method corresponds to the splitting Ak =Wk−
Rk with Rk := LkD
−1
k L
T
k . Note that Rk = R
T
k , Wk =W
T
k > 0 and Wk > Rk ≥ 0 holds,
and thus σ(W−1k Rk) ⊂ [0, 1). Moreover, R
1
2
k is well-defined and
0 ≤ Ck := R
1
2
kW
−1
k R
1
2
k < I.
Using the identity (for ν ≥ 1)
AkS
ν
k = (Wk −Rk)(W−1k Rk)ν = R
1
2
kC
ν−1
k (I−Ck)R
1
2
k
and Lemma 5.14 with B = I−Ck we obtain
‖AkSνk‖ ≤ ‖Rk‖η0(ν − 1) ≤
c
ν
‖Rk‖
with c being independent of all the parameters. Using the result in Lemma 5.13 we get
‖Rk‖ ≤ ‖Lk‖‖D−1k ‖‖LTk ‖ = ‖Lk‖2λmin(Dk)−1
≤ c
(
1
h2k
+ µ
)2 (
1
ε2
+
1
h2k
+ µ
)−1
= c
ε2(1 + µh2k)
2
h2k(ε
2 + h2k + ε
2µh2k)
. (5.39)
In combination with the scaling property of ‖Ak‖ in Lemma 5.11 we obtain the bound in
(5.38). ⋄
Remark 5.16 Note that for fixed k and µ the symmetric z-line Gauss-Seidel smoother
becomes an exact solver for ε ↓ 0 while for the standard point relaxation method this is not
the case. Due to the strong couplings in Lk for the symmetric point Gauss-Seidel smoother
we get
‖Rk‖ ≥ (Rk)ii ≥ c
(
1
ε2h2k
+ µ
)2(
1
ε2h2k
+
1
h2k
+ µ
)−1
= c
(1 + µε2h2k)
2
ε2h2k(1 + ε
2 + µε2h2k)
.
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As a direct consequence of the approximation and smoothing property we obtain the follow-
ing main result.
Theorem 5.17 For the two-grid iteration matrix with ν1 = ν pre- and ν2 = 0 post-
smoothing iterations with the symmetric z-line Gauss-Seidel method we have
‖(I− pkA−1k−1rkAk)Sνk‖ ≤
CT
ν
ε2(1 + µh2k)
h2k + ε
2(1 + µh2k)
≤ CT
ν
, ν = 1, 2, . . . (5.40)
with CT independent of ε, µ, k, and ν.
Proof: From Theorem 5.12 and Theorem 5.15 we obtain
‖(I− pkA−1k−1rkAk)Sνk‖
≤ ‖A−1k − pkA−1k−1rk‖‖AkSνk‖
≤ c1 + ε
2µh2k
ε2
min
{
1
µh2k
, 1
}
ε4
ν
(1 + µh2k)
2(
h2k + ε
2(1 + µh2k)
)
(1 + ε2µh2k)
=
c
ν
ε2(1 + µh2k)
h2k + ε
2(1 + µh2k)
(1 + µh2k)min
{
1
µh2k
, 1
}
.
Finally, note that (1 + x)min{ 1x , 1} ≤ 2 for all x > 0. ⋄
For the multigrid W-cycle we can apply Theorem 3.29 (compare Theorem 10.6.25 from
[Hac94]) and thus obtain the following result.
Theorem 5.18 For every fixed ψ ∈ (0, 1) there exists ν0 > 0 independent of ε, µ and k such
that for the iteration matrix Mk of the multigrid W-cycle (γ = 2 in (5.30)) with symmetric
z-line Gauss-Seidel smoothing we have
‖Mk(0, ν)‖ ≤ ψ for all ν ≥ ν0.
From the first bound in (5.40) we see that for fixed k and µ the norm of the two-grid iteration
matrix tends to zero for ε ↓ 0. The same holds for the iteration matrix of the multigrid
W-cycle. Thus we expect very fast convergence of the multigrid method for ε≪ 1. This is
confirmed by numerical experiments in the next section.
We now derive a convergence result for the multigrid V-cycle, based on the analysis given
in [Ste94]. We use the energy norm ‖B‖A := ‖A
1
2
kBA
− 1
2
k ‖ for B ∈ Rnk×nk . Note that this
norm depends on the parameters k, µ and ε.
Theorem 5.19 Let Mk =Mk(ν, ν) be the iteration matrix of the multigrid V-cycle (γ = 1
in (5.30)) with symmetric z-line Gauss-Seidel smoothing. There exists a constant c inde-
pendent of ε, µ and k such that
‖Mk‖A ≤ c
c+ ν
for all ν ≥ 1.
Proof: From Theorem 2.1 in [Ste94], with α = 1, γ = 1, it follows that
‖Mk‖A ≤ δ
1 + δ
with
δ := ρ(A−1k − pkA−1k−1rk) ρ
(
Ak[(I− S2νk )−1 − I]
)
.
(5.41)
Theorem 2.3 in [Ste94] yields
ρ
(
Ak[(I− S2νk )−1 − I]
) ≤ ρ(Rk)
2ν
.
5.7. Numerical experiments 89
Using the bounds in (5.34) and (5.39) we obtain
δ ≤ 1
2ν
‖A−1k − pkA−1k−1rk‖ ‖Rk‖
≤ c
2ν
min
{
1
µ
, h2k
}
ε2(1 + µh2k)
2
h2k(ε
2 + h2k + ε
2µh2k)
≤ c
2ν
min
{
1
µh2k
, 1
}(
1 + µh2k
) ≤ c
2ν
max
x>0
[
min
{
1
x
, 1
}
(1 + x)
]
=
c
ν
.
Substitution of this result in (5.41) yields
‖Mk‖A ≤ c/ν
1 + c/ν
=
c
c+ ν
,
and thus the theorem is proved. ⋄
A very similar result holds for the V-cycle method with ν1 pre- and ν2 post-smoothing
iterations (with the symmetric z-line Gauss-Seidel method), if ν1+ν2 > 0 but not necessarily
ν1 = ν2 (cf. [Ste94]).
5.7 Numerical experiments
In this section we present results of some numerical experiments using the multigrid method
with a symmetric z-line Gauss-Seidel smoother. The results confirm the robustness of the
W- and the V-cycle multigrid algorithms w.r.t. variation in the discretization parameter hk
and the problem parameters ε and µ.
We consider a linear system with stiffness matrix as in (5.24) and a random right-hand side
vector. The zero vector is used as starting vector. For the stopping criterion we take a
reduction of the relative residual by a factor 106. The block problems arising within the
smoother are solved with a tridiagonal LU decomposition.
First we study the smoother without coarse grid correction (Table 5.1 and Table 5.2). In
these and all other tables the numbers between brackets give the average residual reduction
factor per iteration.
hk
ε 1/8 1/16 1/32 1/64
1 82(0.85) 279(0.95) 988(0.99) 3514(0.996)
1e-1 3(0.11e-1) 6(0.1) 14(0.43) 42(0.77)
1e-3 1(0.5e-10) 1(0.27e-9) 1(0.15e-8) 1(0.85e-8)
Table 5.1: Number of GS iterations and average reduction for µ = 1.
hk
µ 1/8 1/16 1/32 1/64
1e-3 3(0.11e-1) 6(0.1) 14(0.43) 42(0.77)
1e+3 3(0.52e-2) 3(0.11e-1) 8(0.2) 23(0.61)
1e+6 8(0.18) 8(0.16) 7(0.14) 7(0.12)
Table 5.2: Number of GS iterations and average reduction for ε = 0.1.
In Table 5.1 and Table 5.2 we observe convergence phenomena as expected for the symmetric
z-line Gauss-Seidel method (GS). For fixed parameters ε and µ (not too large) the rate of
convergence decreases with increasing refinement level. For fixed values of µ and k the rate
of convergence increases if ε decreases.
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hk
ε 1/8 1/16 1/32 1/64
1 7(0.13) 7(0.11) 6(0.11) 6(0.98e-1)
1e-1 2(0.54e-4) 3(0.21e-2) 4(0.17e-1) 4(0.27e-1)
1e-3 1(0.36e-15) 1(0.52e-15) 1(0.86e-15) 1(0.11e-13)
Table 5.3: Number of W-cycle iterations and average reduction for µ = 1.
hk
µ 1/8 1/16 1/32 1/64
1e-3 2(0.55e-4) 3(0.21e-2) 4(0.17e-1) 4(0.27e-1)
1e+3 2(0.22e-4) 2(0.72e-4) 3(0.45e-2) 4(0.21e-1)
1e+6 4(0.21e-1) 4(0.19e-1) 3(0.12e-1) 3(0.86e-2)
Table 5.4: Number of W-cycle iterations and average reduction for ε = 0.1.
We now turn to the W-cycle multigrid algorithm with ν1 = 2 pre- and ν2 = 0 post-smoothing
iterations. Table 5.3 shows very fast convergence for ε ≪ 1 which is consistent with the
first bound in (5.40). Furthermore, we clearly observe a uniform upper bound < 1 for
the reduction number w.r.t. variation in all three parameters. Finally, in Table 5.5 and
Table 5.6 we show results for the V-cycle multigrid algorithm with ν1 = 2 pre- and ν2 = 0
post-smoothing iterations. These results show no significant differences compared to those
for the W-cycle algorithm.
hk
ε 1/8 1/16 1/32 1/64
1 8(0.15) 8(0.15) 8(0.15) 8(0.15)
1e-1 2(0.54e-4) 3(0.21e-2) 4(0.17e-1) 4(0.3e-1)
1e-3 1(0.36e-15) 1(0.52e-15) 1(0.86e-15) 1(0.11e-13)
Table 5.5: Number of V-cycle iterations and average reduction for µ = 1.
hk
µ 1/8 1/16 1/32 1/64
1e-3 2(0.55e-4) 3(0.21e-2) 4(0.17e-1) 4(0.3e-1)
1e+3 2(0.22e-4) 2(0.72e-4) 3(0.45e-2) 4(0.2e-1)
1e+6 4(0.22e-1) 4(0.19e-1) 3(0.12e-1) 3(0.86e-2)
Table 5.6: Number of V-cycle iterations and average reduction for ε = 0.1.
Finally, we consider the multigrid V-cycle algorithm with z-line Jacobi smoothing and ν1 = 4
pre- and ν2 = 0 post-smoothing iterations. In Table 5.7 we address the case with damping
(ω = 23 ) in all the smoothing iterations. The more theoretical approach of using damping
in all the smoothing steps except the last one is shown in Table 5.8. Further experiments
which are not given in detail show that the choice of a suitable damping factor becomes
more significant (w.r.t. the multigrid convergence) with decreasing number of smoothing
steps.
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hk
ε 1/8 1/16 1/32 1/64
1 16(0.40) 16(0.41) 16(0.41) 16(0.40)
1e-1 4(0.18e-1) 4(0.29e-1) 5(0.62e-1) 5(0.79e-1)
1e-3 4(0.13e-1) 4(0.13e-1) 4(0.13e-1) 4(0.13e-1)
Table 5.7: V-cycle iterations for µ = 1 and damping in all the smoothing steps.
hk
ε 1/8 1/16 1/32 1/64
1 14(0.35) 14(0.36) 14(0.36) 14(0.36)
1e-1 3(0.40e-2) 4(0.18e-1) 5(0.51e-1) 5(0.73e-1)
1e-3 1(0.30e-6) 1(0.47e-6) 1(0.70e-6) 2(0.13e-5)
Table 5.8: V-cycle iterations for µ = 1 and damping in all except the last smoothing step.
Chapter 6
Numerical solution of an inverse
heat conduction problem
In this chapter the IHCP described in Section 2.2.1 is solved numerically. The CGNE
algorithm in combination with iterative regularization and a suitable discretization based
on semiregular finite elements is applied. In Section 6.1 the software components and some
implementation details are discussed. For method and code validation we use simulated
measurement data obtained from the solution of a direct heat conduction problem in which
the heat flux on the estimation boundary is known. Both, simulation results with error-free
and noisy measurement data are illustrated in Section 6.2. The falling film application with
realistic high resolution temperature measurements is considered in Section 6.3. For the
solution of the discretized anisotropic direct heat conduction problems two different solvers
are applied. We discuss the efficiency of a preconditioned conjugate gradient and a robust
multigrid method. Finally, we study the method of nested optimization. The idea of this
approach is to start the entire optimization process on a relatively coarse level (space grid)
in order to find a good start approximation of the estimation quantity on a next finer level.
6.1 Software realization
In the iterative optimization process illustrated in Fig. 2.6 anisotropic direct heat conduction
problems have to be solved. All these problems, i.e. the direct, the sensitivity and the
adjoint problem are of parabolic type. The solutions are computed by means of the software
package DROPS1 [GPRR02], which was extended and improved for that purpose. DROPS
is based on multi-level nested grids and conforming finite element discretization methods.
The CGNE algorithm (i.e. the optimization loop) is realized in MATLAB.
In Fig. 6.1 the software components and the data transfer via the mex-interface (mex
stands for matlab extension), which embeds C++ programs into the MATLAB software
framework at run time is illustrated. Since the IHCP is affine in the searched for boundary
heat flux, the direct problem has to be solved only once at the beginning of the iteration (see
Section 2.3.2). In each of the further CGNE steps, the adjoint and the sensitivity problems
have to be solved, i.e. DROPS is called twice per iteration. The corresponding geometry
and discretization parameters as well as the initial temperature distributions and the time-
dependent boundary data on the estimation or measurement boundaries are transferred. The
remaining boundaries are always assumed to be adiabatic. In DROPS the instationary three-
dimensional problems are treated on the basis of conforming finite elements on tetrahedral
nested grids. For the resulting large sparse systems of equations various solvers are available
in this software package. Note, that in the optimization procedure only the restrictions
of the calculated time-dependent solutions to the estimation or measurement boundary of
1http://www.igpm.rwth-aachen.de/DROPS/
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Figure 6.1: Data transfer between MATLAB and DROPS
the heat conductor are needed. Thus, the data transferred between MATLAB and DROPS
are time-varying but only two-dimensional in space. The obtained results presented in this
chapter are visualized with the graphic tools of MATLAB.
6.2 Simulation examples for method and code valida-
tion
In this section we consider some case studies for the numerical solution of the inverse heat
conduction problem. Since we focus on method and code validation the material and ge-
ometry properties do not reflect the data in the realistic falling film experiment. We use
simulated measurement data obtained from the solution of a direct heat conduction prob-
lem.
For the time discretization a standard one-step θ-method is applied. We use the Crank-
Nicholson scheme (θ = 0.5) while in [GSM+05] simulation examples for the implicit Euler
scheme (θ = 1) can be found. For the space discretization linear finite elements on tetrahe-
dral grids are employed. The resulting systems of linear equations are solved by a standard
SSOR preconditioned (symmetric Gauss-Seidel) CG method. For the stopping criterion of
the discrete problem solver we take a reduction factor of the initial residual by a factor 106.
6.2.1 Continuous and time-varying heat flux
In this first illustrative case study we consider the space domain Ω := 10 × 40× 100 mm3.
Note that in this case there is no anisotropy effect. The material properties are lumped in
the parameter a = 10−4 m
2
s . For the time discretization (Crank-Nicholson scheme) we use
the time step size τ = 0.01 s and apply 200 time steps. The initial and known boundary
conditions consist of a constant temperature distribution T0(x) = 20
◦C, x ∈ Ω, a constant
heat flux q¯(x, t) = 2 kWm2 , (x, t) ∈ Sm, for heat addition and adiabatic boundaries Sr (cf. the
notation of Section 2.2.1). For the initialization of the optimization procedure we choose
q0(x, t) = 0 kWm2 , (x, t) ∈ Se (compare Fig. 2.6). Let the given exact heat flux on the
estimation boundary be denoted by qex(x, t), (x, t) ∈ Se. For this heat flux we consider
a sinusoidal pattern in z-direction, which represents an intuitive approximation of the real
quantity in the falling film experiment. The wavy structure is assumed to be time-dependent,
such that the waves travel along the z-coordinate in the flow direction of the falling film
qex(x, y, z; t) = sin
(
4π
(
z
100
− t
200
))
kW
m2
, (x, t) ∈ Se. (6.1)
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In this example a uniform space discretization with 35937 unknowns is used, which corre-
sponds to an initial grid triangulation with 32×32×32 parallelepipeds and 196608 tetrahedra
[GPRR02].
Estimation with error-free measurements
First, we present estimation results for the exact boundary heat flux in (6.1) with error-free
measurements. As measurement data, we take the temperature T exm on Sm obtained from
the solution of the direct heat conduction problem with the chosen quantity qex as the cor-
responding boundary condition on Se.
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Figure 6.2: Objective functional (a) and estimated heat flux q200 (b)
In Fig. 6.2 (a), the objective functional is plotted over the number of optimization itera-
tions, whereas a snapshot at one point in time of the estimated time-varying heat flux at
the end of the optimization (after 200 iterations) is presented in Fig. 6.2 (b). We observe
the expected convergence behaviour of the applied CGNE method in terms of a more rapid
decrease of the objective functional at the beginning of the iterative process followed by stag-
nation at a certain level. Since the estimated heat flux is, like the exact quantity, constant
in y-direction, in the following plots we consider a cross-section through the y-axis in order
to look at the estimation quality in more detail. Both, exact and estimated heat fluxes are
given in Fig. 6.3 over the z-direction for constant y = 20 mm, i.e. in the middle of the heat
conductor w.r.t. to its dimension in y-direction, and different numbers of time steps, which
are denoted by nt. Except for a region at final time the recovered heat flux is of high quality,
since there are only little visible deviations compared to the exact quantity. At final time,
the estimation quality decreases, due to the fact that the solution of the adjoint problem, i.e.
the gradient of the objective functional, is zero and therefore yields no improvement of the
start approximation. We already explained the effect that it is impossible to reconstruct the
exact heat flux at t = tf from measurement data in the time interval [t0, tf ] in Section 1.2.
In order to obtain a better reconstruction quality at t = tf one could use measurement data
(if available) that exceed the time point tf , e.g. in [t0, tF ] with tF > tf . However, for the
concrete choice of tF further investigations are needed. An alternative approach is based
on certain (smoothness) assumptions, as e.g. the assumption that the searched for heat
flux varies linearly in time. In that case the estimation result at an earlier time level could
be used to obtain an extrapolated estimation at t = tf . The effect of the iterative CGNE
method is illustrated in Fig. 6.4. Here, the exact and estimated heat fluxes are shown at the
fixed time level nt = 100 and for different iterations of the optimization, which are denoted
by nopt. We clearly observe that the estimation quality increases with an increasing number
of optimization steps, since we use simulated error-free temperature measurements. To stop
the iteration, we consider the usual procedure and specify a small threshold parameter ǫ for
the objective functional, i.e.
J(qnopt) ≤ ǫ. (6.2)
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Figure 6.3: Exact heat flux qex (solid line) and estimated heat flux q200 (dashed line) for
different time steps nt
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Figure 6.4: Estimated heat flux qnopt for different optimization iterations nopt and nt = 100
From Fig. 6.2 (a) we see that about 90 iterations are needed until the stopping criterion in
(6.2) with ǫ = 10−7 is fulfilled.
Estimation in the presence of measurement errors
Now we perturb the exact temperature data T exm , obtained as described previously, with an
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artificial measurement error ω. We assume that the perturbed temperature Tm is given by
Tm = T
ex
m + δω,
with δ being the standard deviation of the measurement error. The values of ω are generated
from a zero mean normal distribution with variance one. The parameter δ is used to control
the error amount added to the exact data. In the case of measurement errors, we cannot
expect that the objective functional becomes arbitrarily small. In order to find an appro-
priate ǫ to stop the iteration, we use the parameter choice rules discussed in Section 2.3.3.
The discrepancy principle suggests that we stop the iteration when the residual approxi-
mately equals δ. If we set |T (q)|Sm − Tm| ≈ δ on Sm in the objective functional, we get
J(q) =
1
2
∫ tf
t0
∫
Γm
(T (q)|Sm − Tm)2 dx dt ≈
1
2
(tf − t0)Amδ2,
where Am denotes the surface of the measurement boundary Γm. Thus, for the threshold
parameter ǫ in (6.2) we choose
ǫ = τ
1
2
(tf − t0)Amδ2,
with a parameter τ > 1, which is introduced for theoretical considerations (compare (2.42)).
Since the regularized solutions become “oversmoothed” if the value of this parameter is
chosen too large, in the following simulations we used τ = 1.02. For δ = 0.5 some estimates
at the fixed time level nt = 100 are given in Fig. 6.5.
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Figure 6.5: Estimated heat flux qnopt for perturbed measurements with δ = 0.5
The optimal result is obtained after nopt = 16 iterations using the stopping rule based on
the discrepancy principle as described above. In that case a good reconstruction of the
exact heat flux is achieved. If too many iterations are performed, the estimated heat flux
begins to oscillate and the estimation quality decreases (consider nopt = 120). In Fig. 6.6
the estimated quantity q16 is compared to the exact heat flux qex for different time levels
(and constant y = 20 mm). The corresponding temperature distributions at one time level
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nt = 100 are illustrated in Fig. 6.7. Similar results have been obtained for various values of
the noise level δ (compare [GSM+05]).
The alternative heuristic stopping rule discussed in Section 2.3.3 is based on the L-curve,
which is a parameterized plot of the residual against a solution norm. For two different
solution norms, the L-curve is shown in Fig. 6.8. The best compromise between the approx-
6.2. Simulation examples for method and code validation 99
10−3
10−2.5
10−2.4
  16
  35
  60
  100
J(qnopt)
||q
n
o
pt
||2
(a)
10−3
10−2
10−1
100
101
102
103
104
  1
  3
  6
  16
  35
  60
  100
J(qnopt)
||d
2 /d
t2  
qn
o
pt
||2
(b)
Figure 6.8: L-curve for perturbed measurements with δ = 0.5; residual against the norm of
(a) the solution and (b) the second order time derivative
imation and the propagated data errors is found at the point of the L-curve with maximum
curvature. If we consider the plot of the residual against the standard discrete L2-norm of
the solution in Fig. 6.8 (a), the optimal value is about nopt = 35 iterations. If we take into
account certain smoothness properties of the solution e.g. by measuring the second order
time derivative as shown in Fig. 6.8 (b), the optimal value is found at about nopt = 16
iterations, i.e. the result is comparable to the one obtained by the discrepancy principle.
Similar results are obtained by measuring the (space) gradient of the solution.
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Figure 6.9: Approximation error over the number of optimization steps
The approximation error is shown in Fig. 6.9 for the whole range of optimization steps. Both
solutions, at nopt = 16 and nopt = 35 iterations, seem to yield appropriate approximations
of the exact quantity, which is confirmed by Fig. 6.5.
Multi-level optimization
We consider a multi-level approach for the optimization procedure. This concept is also
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called method of nested iteration in Section 3.3.3 (see Fig 3.4). The idea of this approach
is to start the entire optimization process on a relatively coarse level (space grid) in order
to find a good start approximation of the estimation quantity, and in that way reduce the
number of iterations needed, on the next finer level. For this reason we introduce a hierarchy
of nested grids. Let lk denote the level with 2
k(4 × 4 × 4), k ≥ 0, parallelepipeds. On the
finest level l3 the measurement data are given. These are restricted subsequently to the
coarser levels by standard injection, i.e. the values at the coarse grid points are identified
with the corresponding values at the fine grid points. Now we reconsider the simulation
example of this section, first for the case with error-free measurement data. We start the
nested optimization process on the coarsest level l0 with an initial approximation
q0l0(x, t) = 0
kW
m2
, (x, t) ∈ Se.
For the start approximation q0lk+1 on level lk+1 we use the estimation result q
nopt
lk
from level
lk, k = 0, 1, 2, which is prolongated to the finer grid by standard linear interpolation. We
take the threshold value ǫ = 10−6 in the stopping criterion (6.2) on each level. On the levels
l0 and l1 the optimization is terminated after at most 10 iterations. The iteration numbers
and the initial values of the objective functional on each level are documented in Table 6.1.
k J(q0lk) # iterations
0 3.4 · 10−3 10
1 1.1 · 10−3 10
2 1.8 · 10−4 20
3 1.5 · 10−5 21
Table 6.1: Iteration numbers for nested optimization with error-free data
From Fig. 6.2 (a) we see that 40 iterations are needed until the stopping criterion is fulfilled
when the optimization is carried out completely on the finest level. In contrast to that if
we use the method of nested optimization we only need about half the number of iterations
on the finest level and half the number of iterations on the next coarser level. Since the
computational time needed on the coarse grids l0, l1 and l2 is negligible, the described multi-
level optimization approach leads to a significant performance improvement. For the case
with perturbed measurement data we consider the discrepancy principle as the stopping rule
on each level. Again, we stop the iteration on the coarsest levels l0 and l1 after at most 10
iterations.
k J(q0lk) # iterations
0 4.3 · 10−3 10
1 2.1 · 10−3 10
2 1.2 · 10−3 9
3 1.04 · 10−3 6
Table 6.2: Iteration numbers for nested optimization with perturbed data
Instead of 16 iterations that are needed with the standard optimization performed exclusively
on the finest level, from Table 6.2 we see that essentially 6 and 9 iterations on the levels
l3 and l2, respectively, are needed with the method of nested optimization. The plot of
the regularized solution q6l3 in the middle of the foil over the time does not show any visible
differences to the quantity q16 shown in Fig. 6.6. We remark that the multi-level approach is
more involved when the L-curve method is used as the stopping criterion. In order to locate
the point of maximum curvature more iterations than needed have to be performed on each
level and an algorithm that determines this point automatically is desirable. However, in
combination with the discrepancy principle, the multi-level approach is a suitable method in
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order to reduce the computational time. Further investigations concerning a combination of
the multi-level approach in space and time could yield an additional efficiency improvement
but this idea is not carried out in this thesis.
6.2.2 Discontinuous and steady-state heat flux
In this section we present the simulation of an IHCP that is known to be “hard” since
the searched for exact heat flux is discontinuous on Γe (compare [JL00] and the references
therein). Examples of that form can be found at different places in the literature as a kind
of benchmark problem. The time-independent exact heat flux has the representation
qex(x, y, z; t) =
{
0 kWm2 for (x, y, z) ∈ Γ0,
−3 kWm2 else,
with Γ0 := {(x, y, z) ∈ Γe | y ∈ [10, 30] ∨ z ∈ [20, 80]} and is shown in Fig. 6.10 (a).
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Figure 6.10: Exact (a) and estimated (b) heat flux
We reconsider the situation described in the first paragraph of Section 6.2.1, but this time
we use a quasi-uniform space discretization with 36057 unknowns, which correspond to an
initial triangulation with 16 × 20 × 100 parallelepipeds w.r.t. the space coordinates. We
take this triangulation in view of the realistic falling film application, where we choose a fine
space resolution in the flow direction (i.e. the z-coordinate) and relatively coarse resolutions
in the other directions (see Section 6.3).
The obtained estimation result is given in Fig. 6.10 (b). The objective functional shows the
same typical behaviour as already described for the first simulation example and therefore
we do not give the plot here. Both, exact and estimated solutions of the inverse problem are
given in Fig. 6.11 and Fig. 6.12 for cross-sections through the y- and the z-axis, respectively
(i.e. for y = 0 and z = 0). Again, the results are presented for different iteration numbers of
the optimization procedure. Due to the discontinuities of the error-free boundary heat flux,
oscillations appear in the piecewise linear approximations, when the number of optimization
steps increases. A comparison of both plots, with 100 and 20 unknowns in the corresponding
space directions, shows a better approximation quality for the case with a higher space
resolution. For efficiency reasons the number of unknowns used to reach a desired accuracy
should be kept as small as possible. Instead of uniform grid refinements, it may be better
to use locally refined triangulations. Local grid refinement leads to good approximation
properties, while at the same time the number of unknowns is severely reduced compared
to the global refinement case. The multi-level refinement algorithm of DROPS [GPRR02]
makes it easy to use such locally refined grids. However, the solution of the considered inverse
heat conduction problem on such grids remains a challenging task for future investigations.
In this context, suitable error estimators have to be developed that are based on the spatial
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Figure 6.11: 2D plot of the heat fluxes for y = 0 at different optimization steps nopt
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Figure 6.12: 2D plot of the heat fluxes for z = 0 at different optimization steps nopt
behaviour of the estimation quantity. Thus, these error estimators do not have to take care
of direct problem solutions (i.e. the temperature distributions) but rather of the boundary
heat flux on Γe.
The temperature distributions which correspond to the estimated quantities are shown in
Fig. 6.13 (a) and (b) together with the exact values for different optimization steps. The
plots show that we obtain good approximations of the exact temperature distribution after
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Figure 6.13: 2D plots of the temperatures for y = 0 (a) and z = 0 (b) at different optimiza-
tion steps nopt
only few optimization iterations in contrast to the corresponding heat fluxes. This example
shows, that the value of the functional is in general not a good measure for the quality of the
estimation. The fit of the temperatures may be almost perfect, even though the estimated
heat flux is quite different from the exact one. This largely unavoidable effect is due to the
ill-posedness of inverse heat conduction problems caused by the strong smoothing properties
of the direct problem.
6.3 Estimation results with realistic measurement data
In this section, we present an estimation case study for the realistic falling film experiment
(compare [GSM+05]) employing high resolution temperature measurements, which were
performed at the Chair of Heat and Mass Transfer (RWTH Aachen University). These are
taken with an infrared camera on the back side Sm of a constantan foil, which has a thickness
of 25 µm (see Fig. 2.1). The main idea behind choosing a very thin heating foil consists
of reaching a small temperature gradient across the foil thickness, i.e. the temperatures on
both sides of the foil should be almost identical. In that case, the measured data provide a
good estimate of the temperature distribution on the inaccessible film side of the foil. The
measurement section has the dimension 19.5× 39 mm2. Hence, we define the space domain
Ω := 0.025× 19.5× 39 mm3. Due to the very different length scales of the heat conductor
we use anisotropic semiregular P1-elements (cf. Chapter 4).
The measurement data are taken with a sampling frequency of 500Hz and a space resolution
of 100×200 pixel. These technical data translate to a time step size of τ = 2 ms in the one-
step θ-scheme and a space discretization of 100× 200 unknowns in the y, z-plane in the case
of a one-by-one allocation, i.e. if we consider the same resolution for the measurement data
and the numerical simulation. For the space discretization in x-direction only 5 unknowns
are used, which turned out to be an appropriate choice. To investigate the effect of the
discretization in x-direction on the temperature profile, we solved the direct problem for
5 and 9 unknowns, respectively. Since no additional frequencies appeared using the finer
space mesh, we conclude that already the coarser grid is appropriate for the resolution of
the temperature changes in that direction. Altogether, we get a space discretization with
472824 tetrahedra. The final time of the experiment is tf = 0.3 s, which corresponds to
150 temperature frames that are taken with the infrared camera in order to observe the
influence of some waves moving along with the laminar falling film. The electrical heating
generates a constant heat flux q¯(x, t) = 6.4 kWm2 , (x, t) ∈ Sm. For the initial approximation,
we choose q0(x, t) = q¯(x, t), (x, t) ∈ Se, because we expect q and q¯ to have the same order
of magnitude, due to the very thin heating foil. The other boundaries of the space domain
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Figure 6.14: Realistic measurement data
are assumed to be adiabatic and the initial temperature distribution corresponds to the first
temperature frame assumed to be constant across the foil thickness (in x-direction). The
material properties of the foil are
ρ = 8900
kg
m3
, c = 410
J
kg K
, λ = 23
W
m K
,
resulting in a thermal diffusivity of a = 6.3 · 10−6 m2s .
In Fig. 6.14 the measured temperature distribution over the y, z-plane at one point in time
is shown. The plot clearly shows that these data are perturbed by a relatively large amount
of noise. Without going into more detail here, we mention the measurement preprocessing
applied to the experimental data of the falling film. The convective heat transport in flow
direction causes a constant rise of the film temperature of approximately 0.05 K/mm, which
overlays the local fluctuations caused by the waves. In order to remove this effect of the
convective heat transport in the flow direction, a reference picture is subtracted from all the
temperature frames taken with the infrared camera. This is the reason why we use adiabatic
boundary conditions in the flow direction.
6.3.1 Single-level optimization
In this section the optimization is performed on one space grid which corresponds to the
above described discretization parameters. Again, a CG method (symmetric GS precondi-
tioned) with a reduction of the initial residual by 106 is applied to the resulting discrete
heat conduction problems.
A typical observation in the context of inverse problems deals with the effect of noise in the
given input data with respect to the number of optimization iterations. Fig. 6.15 shows the
evolution of the corresponding objective functional, which decreases rapidly in the first iter-
ations and flattens in the following steps. Although the temperature residual gets smaller,
the quality of the corresponding estimated heat flux gets worse because of oscillations that
appear with a rising number of optimization steps. This is an important reason why we
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Figure 6.15: Objective functional over the number of iterations
have to investigate suitable regularization methods.
The discrepancy principle as described above with τ = 1.02 has been used as the stopping
rule resulting in nopt = 12 iterations. The estimated standard deviation of the measure-
ment error is δ = 0.02. Two different L-curves for this case are shown in Fig. 6.16. In
Fig. 6.16 (a) we use the standard discrete L2-norm of the estimated heat flux for measuring
its quality. The typical L-shape of the corresponding graph does not appear. If we use the
norm of the second order time derivative instead, as shown in Fig. 6.16 (b), we see that the
optimal estimate is obtained after 15 iterations. Similar results are obtained by measuring
the (space) gradient of the iterates. However, the point of maximum curvature is not very
much exposed. Again, the termination indices obtained by the discrepancy principle and
the L-curve method are comparable.
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Figure 6.16: Different L-curves for the realistic measurement data
In Fig. 6.17 the estimated heat flux q15 at one point in time computed on the basis of realistic
measured input data is presented. In Fig. 6.18 (a) this quantity is plotted for different time
values in the middle of the foil over the flow direction (i.e. the z-coordinate). As a reference
for the quality of the computed result the measured and the calculated temperatures are
shown in Fig. 6.18 (b). Looking at the solution in time we observe that the estimated heat
flux shows a wavy structure moving along in the flow direction of the falling film with the
106 Chapter 6. Numerical solution of an inverse heat conduction problem
0
5
10
15
19.5
0
10
20
30
39
6.2
6.3
6.4
6.5
6.6
y [mm]
z [mm]
H
ea
t f
lu
x 
q1
5  
[kW
/m
2 ]
Figure 6.17: Heat flux estimate after 15 iterations
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Figure 6.18: Estimation result after 15 iterations at different time steps: (a) heat flux
estimate q15; (b) measured (dashed line) and estimated (solid line) temperatures
6.3. Estimation results with realistic measurement data 107
same frequency (10 Hz) as the film waves. This can be traced back to the influence of the
wavy film surface whose varying thickness effects the amount of heat that is transferred from
the foil to the film. The quality of the approximation decreases at the end of time, since the
solution of the adjoint problem is zero at final time and therefore yields no improvement of
the corresponding iterative solution at t = tf .
6.3.2 Multi-level optimization
In this section we consider a multi-level approach in two different ways. On the one hand, the
up to now applied iterative solver (PCG) for the linear systems of equations is substituted
by a robust multigrid method. On the other hand, we consider the method of nested
optimization. Both methods require a hierarchy of (nested) grids. Let lk denote the level
with 2k(1 × 24 × 49), k ≥ 0, parallelepipeds. Since the number of grid points on the finest
level l2 (with 5×97×197 unknowns) does not agree with the space resolution of the infrared
camera, we only use the information of a cutout with 97× 197 pixel. The temperature data
in the remaining pixels are not used. For the dimension of the measurement section we still
take 19.5× 39 mm2.
Robust multigrid
In the previous chapter a detailed convergence analysis of a multigrid method with a robust
line smoother for anisotropic reaction-diffusion problems is given. This multigrid method
is adapted to the falling film setup, in which the heating foil is very thin (25 µm) in x-
direction relatively to the other directions. The very different length scales of the heat
conductor result in an anisotropy effect. In each step of the implicit time integration method
(Crank-Nicholson) an anisotropic reaction-diffusion problem has to be solved. We consider
the multigrid V-cycle algorithm on the levels lk, k = 0, 1, 2, with ν1 = 2 pre- and ν2 = 0
post-smoothing iterations. For the smoother we take the symmetric x-line Gauss-Seidel
relaxation. The block problems arising within the smoother are solved with a tridiagonal
LU decomposition. The zero vector is used as starting vector. Again, we take a reduction
of the relative residual by 106.
On average (in time and the performed 50 optimization steps) we need 2 V-cycle iterations
for the approximate solution of the corresponding discrete problems. Note, that in contrast
to Section 5.6 for the numerical solution of the IHCP we have to treat linear reaction-
diffusion problems (compare Remark 3.19) with pure Neumann boundary conditions. Thus,
the suggested robust multigrid method of the previous chapter seems to work quite well
for this case, too. However, since the eigenvalues of the corresponding system matrices are
clustered due to the anisotropy (compare Section 5.3), for the PCG solver only 20 iterations
have to be performed on average (and on the original grid with 5× 100× 200 unknowns).
k PCG MG
0 13 -
1 16 2
2 20 2
Table 6.3: Iteration numbers for single-level optimization on level lk
However, if the level number k on which the optimization is performed increases, also an
increasing number of PCG iterations needed is expected. We emphasize that in contrast to
that, for the robust multigrid method the rate of convergence seems to be uniform w.r.t.
variation in the level number as Table 6.3 suggests.
Nested optimization
Finally, we consider the nested optimization approach on the levels lk, k = 0, 1, 2. For the
initial approximation on the coarsest level, we choose q0l0(x, t) = q¯(x, t), (x, t) ∈ Se. The
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initial temperature distributions on each level correspond to the first temperature frame
assumed to be constant across the foil thickness (in x-direction). We use the discrepancy
principle as the stopping rule on each level.
k J(q0lk) # iterations
0 1.144 · 10−7 14
1 5.042 · 10−8 8
2 4.735 · 10−8 3
Table 6.4: Iteration numbers for nested optimization with realistic measurement data
When the whole optimization is performed exclusively on level l3, we have to apply 13
optimization steps. For the method of nested optimization the iteration numbers and the
initial values of the objective functional are given in Table 6.4. Again, the plots of the
regularized solutions q3l3 and q
13 are comparable (see Fig. 6.18). Thus, a significant reduction
of the computational time can be achieved, if the optimization is performed on a hierarchy
of nested space grids.
Chapter 7
Conclusions
In this thesis a three-dimensional anisotropic inverse heat conduction problem (IHCP) in
falling films is solved numerically based on realistic high resolution temperature measure-
ments that were performed with infrared thermography in a falling film experiment. The
simulation studies show that a transient boundary heat flux on the (inaccessible) film side
of a thin heating foil can be predicted adequately from the measurement data on the
foil back side. While most numerical solution methods for inverse heat transfer problems
that can be found in the literature are restricted to two-dimensional problems or, in the
three-dimensional case, to a limited space-time resolution, we succeed in reconstructing the
searched for quantity with high resolution in space and time. Besides high resolution mea-
surement data, efficient and robust numerical methods are needed for this. For the solution
of the ill-posed IHCP the conjugate gradient type method CGNE is used. This iterative
optimization technique does not require an explicit representation of the operator in the
inverse problem formulation, which (in general) is not available. From the theory of in-
verse problems it is known that the CGNE algorithm in combination with an appropriate
stopping criterion is an order-optimal regularization method. Although a suitable problem
discretization results in a kind of regularization, too, it is not sufficient for our problem.
In the numerical experiments we clearly observe the typical behaviour of such a solution
strategy, namely a limited data error amplification in the beginning of the iteration while
the estimated quantity begins to oscillate, if too many iterations are applied. For the choice
of the regularization parameter, i.e. the termination index of the CGNE iteration, we use
the heuristic L-curve method which turned out to be satisfactory for our problem class.
This parameter choice rule does not require any information about the noise level in the
measurement data.
In the CGNE algorithm standard direct heat conduction problems have to be solved. How-
ever, the very different length scales of the heat conductor (the thin constantan foil) result in
an anisotropy effect. In each step of an implicit time integration method a linear anisotropic
reaction-diffusion problem has to be solved. For the numerical treatment we use a spe-
cial space discretization based on linear anisotropic finite elements. In order to obtain a
bound for the discretization error we use the Ce´a-lemma and error bounds for standard
nodal Lagrangian interpolation. We give a uniform presentation of results for (triangular
and) tetrahedral finite elements that can be found at different places in the literature and
illustrate important phenomena by means of numerical experiments. A maximum angle
condition is formulated which is the essential condition to deduce suitable bounds for the
interpolation error. Different approaches for the derivation of these error bounds are con-
sidered. We discuss a special approach using a geometric argument and a more general
technique based on adequate estimates on the reference element and the coordinate trans-
formation. From these results we can conclude that anisotropic tetrahedral finite elements
which satisfy a maximum angle condition are appropriate for the space discretization of
our problem. In this thesis the finite element discretizations on multi-level nested grids were
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computed by means of the software package DROPS1, which was extended and improved for
that purpose. The CGNE algorithm (i.e. the optimization) was implemented in MATLAB
and an interface for the data transfer between MATLAB and DROPS was built.
In each step of the implicit time integration method linear anisotropic reaction-diffusion
problems have to be solved, which contain two important parameters: there is a parameter
which describes the anisotropy of the domain and one that measures the size of the reaction
term relative to that of the diffusion term. After discretization we have a third parameter,
namely the mesh width. For the efficient solution of the corresponding discrete problems the
convergence of a multigrid method with a special (symmetric line Gauss-Seidel) smoother is
analyzed. In the analysis there is a need for other (better) interpolation operators than the
standard Lagrangian interpolation operator. Thus, a modified Scott-Zhang interpolation
operator is studied. Both, for the W- and the V-cycle method we derive contraction number
bounds smaller than one uniform with respect to all three parameters. For the multigrid
W-cycle the convergence is analyzed in the framework of the approximation and smoothing
property. Numerical experiments illustrate these robustness properties.
The combination of these numerical methods is applied to the realistic high resolution mea-
surement data obtained from the falling film experiment. For a further efficiency improve-
ment a multi-level approach for the optimization procedure is considered. This concept is
also called method of nested optimization. The idea of this approach is to start the entire
optimization process on a relatively coarse level (space grid) in order to find a good start
approximation of the estimation quantity on a next finer level. The simulation studies show
that a significant reduction of the computational time can be achieved, if the optimization
is performed on a hierarchy of nested grids.
The presented results in this thesis may serve as a basis for future investigations of more
complex inverse transport problems, such as the heat transfer through the falling film, mass
transfer from the film to the gas phase, or reaction processes inside the film. Moreover,
using the optimization technique presented in this thesis, a method for optimal design of the
experimental setup could be developed and conditions to enhance the information content
of the measurement data could be determined.
1http://www.igpm.rwth-aachen.de/DROPS/
Appendix A
Inverse problems
A.1 Integral equations
The following definition of specific integral equations is taken from [Smi58].
Definition A.1 (Integral equations of the first and second kind) The equations
y(t) =
∫ b
a
k(t, s)x(s) ds, a ≤ t ≤ b, (A.1)
x(t) = y(t) +
∫ b
a
k(t, s)x(s) ds, a ≤ t ≤ b, (A.2)
in which x(t) is the unknown function, and all other functions are regarded as given, are
linear integral equations. The general equations (A.1) and (A.2) are called Fredholm equa-
tions of the first and second kind, respectively. If k(t, s) = 0, t < s, holds for the kernel these
equations can be written as
y(t) =
∫ t
a
k(t, s)x(s) ds, a ≤ t ≤ b, (A.3)
x(t) = y(t) +
∫ t
a
k(t, s)x(s) ds, a ≤ t ≤ b. (A.4)
The equations (A.3) and (A.4) are called Volterra equations of the first and second kind.
A.2 Regularization theory
We consider operator equations of the form Kf = g, where K is a bounded linear operator
between the Hilbert spaces X and Y. The operator K has nullspace N (K) and range R(K).
Its domain is denoted by D(K). We introduce some basic results from regularization theory
using the notation of [EHN96].
Definition A.2 (best-approximate solution) Let K : X → Y be a bounded linear oper-
ator.
i. f ∈ X is called least-squares solution of Kf = g if
‖Kf − g‖ = inf{‖Kz − g‖ | z ∈ X}.
ii. f ∈ X is called best-approximate solution of Kf = g if f is a least-squares solution of
Kf = g and
‖f‖ = inf{‖z‖ | z is least-squares solution of Kf = g}.
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Definition A.3 (Moore-Penrose inverse) The Moore-Penrose (generalized) inverse K†
of a bounded linear operator K : X → Y is defined as the unique linear extension of K˜−1 to
D(K†) := R(K) ⊕R(K)⊥,
with
N (K†) = R(K)⊥,
where
K˜ := K|N (K)⊥ : N (K)⊥ →R(K).
In this definition the superscript ⊥ denotes the orthogonal complement and the composition
⊕ denotes the direct sum. The generalized inverse is the solution operator mapping g onto
the best-approximate solution of Kf = g, as the following theorem states.
Theorem A.4 Let g ∈ D(K†). Then Kf = g has a unique best-approximate solution, which
is given by
f † := K†g.
The set of all least-squares solutions is f † +N (K).
Proposition A.5 The Moore-Penrose generalized inverse K† is bounded (i.e. continuous)
if and only if R(K) is closed.
The best-approximate solution can be characterized by the normal equation.
Theorem A.6 Let g ∈ D(K†). Then f ∈ X is a least-squares solution of Kf = g if and
only if the normal equation
K∗Kf = K∗g
holds.
Thus, K†g is the solution of K∗Kf = K∗g with minimum norm, i.e. K† = (K∗K)†K∗.
Definition A.7 (regularization method) Let K : X → Y be a bounded linear operator
between the Hilbert spaces X and Y, α0 ∈ (0,∞]. For every α ∈ (0, α0) let
Rα : Y → X
be a continuous (not necessarily linear) operator. The family {Rα}α>0 is called a regular-
ization or a regularization operator (for K†), if for all g ∈ D(K†) there exists a parameter
choice rule α = α(δ, gδ) such that
lim
δ→0
sup{‖Rα(δ,gδ)gδ −K†g‖ | gδ ∈ Y, ‖gδ − g‖ ≤ δ} = 0 (A.5)
holds. Here, α : R+ × Y → (0, α0) is such that
lim
δ→0
sup{α(δ, gδ) | gδ ∈ Y, ‖gδ − g‖ ≤ δ} = 0. (A.6)
For a specific g ∈ D(K†), a pair (Rα, α) is called a (convergent) regularization method (for
solving Kf = g) if (A.5) and (A.6) hold.
Proposition A.8 Let K be compact with singular system (σn; vn, un). Then, for µ > 0,
K†g ∈ R((K∗K)µ/2) (A.7)
if and only if
∞∑
n=1
1
σ2+2µn
|(g, un)|2 <∞.
Thus, (A.7) is a condition on the decay rate of the Fourier coefficients (g, un) relative to the
singular values σn, which becomes more severe as µ becomes larger.
Appendix B
Variational formulation of PDEs
Let Ω ⊂ Rn, n = 1, 2, 3, be an open, bounded and connected domain with a (piecewise)
smooth boundary ∂Ω. We introduce some function spaces that are often referred to in this
thesis.
B.1 Basic function spaces
Let Ck(Ω), k ∈ N, denote the space of functions f : Ω→ R for which all (partial) derivatives
Dαf :=
∂|α|f
∂xα11 · · · ∂xαnn
, α = (α1, · · · , αn), |α| = α1 + · · ·+ αn,
of order |α| ≤ k are continuous functions on Ω. The space Ck(Ω¯), k ∈ N, consists of all
functions in Ck(Ω) for which all derivatives up to order |α| ≤ k have continuous extensions
to Ω¯. For f : Ω→ R we define the support by
supp(f) := {x ∈ Ω | f(x) 6= 0},
which leads to the space Ck0 (Ω¯), k ∈ N, of all functions in Ck(Ω¯) which have a compact
support in Ω, i.e. supp(f) ⊂ Ω.
The space of all measurable and to the power of p ∈ [1,∞) integrable functions is denoted
by
Lp(Ω) :=
{
v |
∫
Ω
|v|p dx <∞
}
,
with the associated norm
‖v‖Lp(Ω) :=
(∫
Ω
|v|p dx
) 1
p
.
In extension of the above definitions we introduce the space
L∞(Ω) := {v | ess supx∈Ω |v(x)| <∞},
with the norm
‖v‖L∞(Ω) := ess supx∈Ω |v(x)|.
Here, ess sup denotes the essential supremum, i.e. the smallest upper bound except for null
sets.
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B.2 Sobolev spaces
An introduction and properties of Sobolev spaces can be found e.g. in [BS02, Cia78].
Definition B.1 (weak derivative) Consider u ∈ L2(Ω) and |α| > 0. If there exists v ∈
L2(Ω) such that ∫
Ω
vφ dx = (−1)|α|
∫
Ω
uDαφdx, ∀φ ∈ C∞0 (Ω),
then v is called the αth weak derivative of u and is denoted by Dαu := v.
For p ∈ [1,∞] the Sobolev space Wmp (Ω) consists of those functions in Lp(Ω), for which all
the αth weak derivatives with |α| ≤ m belong to the space Lp(Ω), i.e.
Wmp (Ω) := {u ∈ Lp(Ω) |Dαu ∈ Lp(Ω), ∀ |α| ≤ m}, m = 0, 1, . . .
Equipped with the norm
‖u‖Wmp (Ω) :=



 ∑
|α|≤m
∫
Ω
|Dαu|p dx


1
p
, if 1 ≤ p <∞,
max
|α|≤m
(ess supx∈Ω |Dαu(x)|), if p =∞,
(B.1)
the space Wmp (Ω) is a Banach space. The corresponding seminorm |u|Wmp (Ω) is defined by
(B.1) and |α| ≤ m substituted by |α| = m. The Sobolev space Wmp,0(Ω) is the closure of
C∞0 (Ω) in the space W
m
p (Ω). For p = 2 the Sobolev spaces W
m
p (Ω) and W
m
p,0(Ω) together
with the scalar product
(u, v)m :=
∑
|α|≤m
∫
Ω
DαuDαv dx, m = 0, 1, . . .
form Hilbert spaces, which are denoted by Hm(Ω) and Hm0 (Ω), respectively.
Lemma B.2 (Green’s formula) Let Ω ⊂ Rn, n = 2, 3, be a domain with a smooth bound-
ary Γ. Then the equality∫
Ω
∆uv dx =
∫
Γ
∂u
∂n
v ds−
∫
Ω
∇u∇v dx, ∀u ∈ H2(Ω), v ∈ H1(Ω),
holds.
In this thesis we often refer to embeddings of two Banach spaces X and Y. We denote by
X →֒ Y the continuous embedding of X into Y, which means that X ⊂ Y and
∃c = c(Ω) : ‖u‖Y ≤ c‖u‖X , ∀u ∈ X .
The following embedding results can be found e.g. in [Cia78]:
Wmp (Ω) →֒ C(Ω¯), if
{
mp > n, p > 1,
m ≥ n, p = 1,
Wmp (Ω) →֒ Lq(Ω), if

mp < n,
1
q
=
1
p
− m
n
,
mp = n, 1 ≤ q <∞.
Wmp (Ω) →֒ W lp(Ω), if m ≥ l,
Wmp (Ω) →֒ Wmq (Ω), if p ≥ q.
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