Abstract. The Motor Imagery electroencephalogram (MI-EGG) is time varying and subject-specific, its recognition needs the perfect adaptability and combination of feature extraction method and classifier. In this paper, Deep Belief Networks (DBN) is integrated with Wavelet Packet Transform (WPT) to yield a novel recognition method, denoted as WPT-DBN. Firstly, the MI-EEG is transformed into power signal and analyze the effective time domain. Then, WPT is applied to each channel of MI-EEG to obtain the effective time-frequency information. Finally, DBN is used for the identification and classification simultaneously. Experiments are conducted on a publicly available dataset, and the 5-fold cross validation experimental results show that WPT-DBN yields relatively higher classification accuracies compared to the existing approaches.
Introduction
Brain computer interface (BCI) is a communication system that does not depend on the brain's normal output pathways of peripheral nerves and muscles. It is an alternative and a novel interface between human and computers [1] . With the aging of population, the incidence of stroke is increasing. According to the plasticity of the brain, with active participation in sports training is more conducive to the rehabilitation of the patients [2] . Brain computer interface based on motor imagery EEG (MI-EEG) can improve the rehabilitation effect of patients with motor dysfunction, and this method has obvious advantages in improving the recovery of motor function [3] . BCI has become a research hotspot in the field of rehabilitation engineering.
Because of the nonlinear, non-stationary, time-varying sensitivity and individual difference of the MI-EEG, the key problem of BCI system is how to identify it quickly and accurately. Deep learning (DL) discover characteristic of distributed presentation of data by simulating brain information processing mechanism and combine low-level features to form a more abstract high-level characteristics [4] . Deep belief network (DBN) is one of the most commonly used models in DL, by introducing a new method of training, it solves the problem of deep neural network optimization. It is widely used in the images and voices processing [4] , but has not been widely used in field of MI-EEG. DBN can extract essential feature of MI-EEG signals which come from the brain, thus it is more conductive to the classification of MI-EEG. However, the MI-EEG signal contains a large amount of time and frequency information. If the information in the time domain and the frequency domain is not fully utilized, the DBN model is very difficult to obtain a good classification effect. This paper presented a novel MI-EEG recognition algorithm (WPT-DBN) which combined WPT and DBN method. Firstly, the MI-EEG is transformed into power signal and analyze the effective time domain. Secondly, WPT is applied to each channel of MI-EEG to obtain the effective time-frequency information. Thirdly, unsupervised training methods was adopted to preliminary training of each layer, then use supervised training method to fine-tuning of the whole network. Finally, pattern classification was realized by softmax classifier. The experimental results showed that improved DBN can make full use of MI-EEG information in time and frequency domain and can achieve better classification performance.
Method
Deep learning. DL achieves signal recognition by constructing multi-layer neural network structure and describing signal characterization in phases [4] . Commonly used DL model include DBN, Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN). Among them, DBN is one of the most applied model. It is a deep neural network which composed of a plurality of restricted Boltzmann machine (RBM), has excellent feature learning ability, can learn more essential characteristic of the data, thereby DBN is favorable for data classification.
DBN obtaining the initial values of network using unsupervised method by initialized training of each layer, and then fine-tuning the entire network through supervised Error Back Propagation (BP) algorithm, solve the problem of training multilayer neural network. DBN shown in Fig.2 . When one layer of RBM training is completed, the output of the previous layer will be treated as the next layer input, like this, initialized training of the network will carry on by layers. DBN is stacked up by multiple RBM, and it is formed by introducing softmax classifier in the last layer. The network makes sense of softmax labeling information, and then use BP algorithm to fine-tune the network.
RBM mode. RBM is an undirected graph model based on energy. Every RBM can be treated as a feature extractor [5] . As shown in Fig The method of wavelet packet. WPT method can not only decompose the low-frequency and the high-frequency portion of data, but can also select the corresponding bands according to the signal characteristic, it is a more elaborate decomposition method than the wavelet. WPT retains the effective time-frequency information by filtering and reconstructing MI-EEG to ensure valid signal will not be lost [7] . In this paper, the WPT method was adopted to decompose MI-EEG by time-frequeny, and then frequency band of Mu rhythm and Bate rhythm were selected to be 
Where, after decomposition of wavelet packet, the original signal is divided into a number of wavelet packet subspaces according to frequency band, each band of subspace is: Through decomposition and reconstruction of wavelet packet, Mu rhythms and Beta rhythms energy of which is different clearly are gotten. After getting effective frequency band, the classical method directly process the two bands of MI-EEG signals, however the dimension of feature space is still high, the method does not work effectively. The classical methods requires some criterion to extract further feature, however DL which has a strong presentation skills of characteristics can directly recognize the two frequency signal pattern and classify. DL with strong versatility is more conducive to eliminate the individual differences.
Experiment and analysis
Experimental data. The experiment data were from Data set III of the "BCI Competition 2003" contest database. Database was collected from 140 motor imagery experiments. Three bipolar MI-EEG channels were measured over C3, Cz and C4. The MI-EEG was sampled with 128Hz.
MI-EEG analysis and preprocessing. MI-EEG signal collected through the electrode cap were stored as the voltage amplitude, so the instantaneous power was calculated as follows: Assuming the average power of the j th data by N trials, the average power calculated in (17):
When N=140, the average power during 0~9s was obtained for left-hand on electrode C3 or C4 respectively, namely PLC3, PLC4, and for right-hand on electrode C3 or C4 ，namely PRC3, PRC4. From Fig.3 and Fig.4 , there was an obvious difference between left-imagery and right-imagery in 3.5~8s. C4 with time for imagery right-hand movement.
Determination of DBN structure. Under certain conditions, with the increase of neural network layers, the ability to hold information of model would enhance, and the model could achieve better classification results. The experiment treated the power of MI-EEG signal as input data, using WPT-DBN as a model. The results obtained were as follows, the set of network parameter was in table 1, the identification results of different layers were shown in Fig.5 .
As shown in the Fig.5 , the accuracy of network classification increased with the increase of the number of layer, but up to a certain number of layers, accuracy rate of classification began to reduce. This is because the different layers of DBN has different capacity. When the same amount of training data, the DBN network layer has increased to a certain value, and then the results are getting worse. So the network layer was determined to 5 in the end. Comparison with other algorithms.Based on the same set III Data, this paper identifies the method and results of the first three of the "Competition BCI". The results are shown in Table 2 . As can be seen from the table, the method of this paper is to improve the recognition rate of 4.28%.
Based on the same data set, the method of this paper is compared with the classical methods such as WP + LDA [8] , WT + LDA [9] , WPD + Fisher [10] , WPD + SVM [11] . The results are shown in As shown in the Fig.6 , WPT-DBN method is better than the other five methods of recognition results are improved, the method can effectively improve the classification accuracy of MI-EEG.
Conclusions
DL in the areas such as computer vision has been a huge success, but in MI-EEG its effect is not very good, and it has not been in common used. Using DL model to process MI-EEG, if the MI-EEG time series data directly used as static data such as image, will lost time-frequency domain information. WPT can make full use of MI-EEG time-frequency information and DBN has strong ability of feature representation. This paper was a specific application of DL in processing time series data, offering a novel thought for applications of DL in handling time series data.
