Evolutionary algorithms exhibit some traditional handicaps: lack of a stopping criterion, slow convergence towards the minimum, etc. Memetic algorithms try to combine the best exploration qualities of population based approaches with the exploitation qualities of local search ones. The proposed solution in this work, Robust Evolutionary Strategy Learned with Automated Termination Criteria (R-ESLAT) uses a memetic approach, combining an evolutionary strategy with derivative-free local search methods, adding as well a termination criteria based on the population diversity, according to the principles of the original ESLAT algorithm. The original algorithm is analyzed and its features improved towards an increased robustness, comparing the results obtained with the Covariance Matrix Adaptation Evolutionary Strategy (CMAES).
INTRODUCTION
Memetic algorithms [6] , combine local search procedures with population-based evolutionary processes under a general cultural evolution framework. The combination of the two sets of techniques theoretically allows them to apply the exploitation capabilities of local search techniques to a better coverage of the search space, attributed to populationbased approaches. An additional feature related to these processes is the stopping criterion, closely related to the diversity in the population [8] , a concern shared by many iterative processes [1] . Traditional approaches to this issue set an a-priory budget of affordable computational cost (which Copyright is held by the author/owner(s). GECCO'11, July 12-16, 2011, Dublin, Ireland. ACM 978-1-4503-0690-4/11/07. may be expressed in terms of generations, function evaluations or even time) and stop the process once the budget has been fulfilled. However, establishing this budget can be a difficult process for real problems.
The purpose of this paper is to present the Robust Evolutionary Strategy Learned with Automatic Termination Criteria (R-ESLAT), a memetic algorithm with self-stopping capabilities, which performs a control over the population diversity and search space exploration, based on the original ESLAT algorithm [4] . The technique proposal will be based on the original algorithm analysis, specifying and modifying it according to the exploration and exploitation capabilities required in order to improve its robustness and results quality, finally comparing the obtained results to the Covariance Matrix Adaptation Evolutionary Strategy (CMAES) [3] .
THE R-ESLAT ALGORITHM
R-ESLAT shares the general characteristics of the original algorithm: a memetic approach which combined an evolutionary algorithm with two different sequentially applied local search procedures: the first one based on Matlab's fminunc function implementation and the second one based on Kelley's modification [5] of the Nelder-Mead algorithm [7] . It introduces two control artifacts: the gene matrix (GM) and the mutagenesis operator. The gene matrix is responsible of tracking the exploration process and keeping the diversity in the population. It is composed of n by m elements, representing the number of variables and the number of sub-ranges each variable is divided into. It is initialized with zeros, and its values are updated whenever an individual is generated in the given sub-range. The mutagenesis operator chooses, at the end of each generation, the Nw worst individuals, changing one of their genes' values to fill a zero in the gene matrix. The proposed termination criterion was triggered once the gene matrix was full, allowing an additional number of generations equal to the problem's dimensionality.
R-ESLAT deals with the difficulties of the original ES-LAT algorithm: control over the search space, definition and configuration of the intensification processes and robustness of the stopping criterion. The violations of constrains over the search space due to mutation procedures are corrected according to the difference between the maximum and minimum value obtained and the boundaries values, while those caused by the intensification processes involve a death-penalty over the individual. The fminunc function may apply different processes. The one chosen for R-ESLAT is the Broyden-Fletcher-Goldfarb-Shanno Quasi-Newton method (BFGS) with a cubic line search procedure [2] . The setup of its function and variable tolerances, along with the ones for Nelder-Mead method, is set to 1E −30 . The intensification process was determined to be applied to the best (best fitness) and most promising (greatest difference with its parents) children in the population. Originally, intensification on the best child was only applied when it improved the best individual in the population. R-ESLAT always applies this intensification to the child with the best fitness, providing it with the chance of improving the best individual after this intensification. Nelder-Mead method also requires n + 1 individuals to be run over an n dimensional problem. The remaining n individuals are chosen as the fittest from the children pool. Finally, the stopping criterion is improved with the use of a generational window of size max(n, 30). This window tracks the fitness value of the best individual in the population. If tracked value improves, the algorithm is not stopped. This mechanism prevents the early stops registered in the original algorithm.
The configuration parameters for the algorithm can be looked up in [4] , along with the generational window and the function and variable tolerances for the intensification processes proposed in this work. The test-set used for the comparison contains 27 different functions with a wide set of different characteristics, regarding separability, dimensionality, search space, presence of local minima, etc. The details of the used dataset may be found online 1 . The dimensionality used for those functions which allow the choice of this parameter is 30, and the fitness values presented are always the difference to their known optima. Regarding CMAES, the implementation used is Matlab's version 3.54. Its main setup parameters are the search space boundaries (set according to the concrete problem characteristics), the initial individual (chosen as a random value between the given boundaries) and the initial mutation step, set as one third of the problem's search space.
Thirty different runs were performed for each test function, obtaining the results presented in table 1. If Wilcoxon test results are obtained from them, R-ESLAT obtains significantly better results in 20 out of the 27 test functions. These benefits come from the use of the local search techniques, which allow it to get values closer to the global optima, along with the enhanced exploration capabilities introduced with the mutagenesis operator (visible in the results of Easom's function, f8, where CMAES is not able to locate the zone of the search space where the fitness values actually provide exploitable information). On the other hand, the derandomized search performed by CMAES allows it to run in a much more reduced budget of function evaluations. These conclusions lead to considering the comparison on similar function evaluation budgets along with the improvement of this computational cost in R-ESLAT as the future lines. 
