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1. Introduction
We consider only simple graphs (i.e. finite, undirected graphs without loops or multiple edges). Let
G = (VG, EG) be a simple graph on n vertices andm edges (so n = |VG| is its order, andm = |EG| is its
size). Spectral graph theory [6,11,12] studies properties of graphs using the spectrum of relatedmatri-
ces. Themost studiedmatrix associatedwithG appears to be adjacencymatrix A = (aij)where aij = 1
if vi and vj of the graph G are adjacent and 0 otherwise. Another much studied matrix is the Laplacian,
defined by L = D−AwhereD is the diagonalmatrix with degrees of the vertices on themain diagonal
(see [1,16,24]). The matrix Q = D + A is called the signless Laplacian matrix of G (see [7]), which
has recently attracted more and more researchers’ attention. One reason for this is that the signless
Laplacian spectrum seems to be more informative than other commonly used graph matrices [7].
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The matrix Q is real symmetric and positive semidefinite, the eigenvalues of Q can be arranged as
q1(Q)  q2(Q)  · · ·  qn(Q)  0, where the largest eigenvalue q1(Q) is called Q-index of graph
G. If Q is irreducible (i.e. if G is connected) then q1(G) is simple, and the corresponding eigenvector
can be taken to be positive; any such vector will be called the Q-Perron vector of G. In what follows
we shall restrict ourselves to connected graphs. For any such graph, let q1(G) be its Q-index, while
x = (x1, x2, . . . , xn)T itsQ-Perron vector (not necessarily a unit one); xi is also called theweight of the
i-th vertex (with respect to x). The signless Laplacian characteristic polynomial ofG, equal to det(xI−Q),
is denoted by ψ(G, x) (or, for short, by ψ(G)).
The study of the largest Q-eigenvalue remains an attractive topic for researchers. In particular, the
extremal values of the Q-index for various classes of graphs, and corresponding extremal graphs, have
been investigated. A graph G is a quasi-k-cyclic graph if it contains a vertex, say r, such that G − r is a
k-cyclic graph, i.e. a connected graph with cyclomatic number k = |EG−r | − |VG−r | + 1. For example,
if k = 0; the corresponding graph is a quasi-tree. In [17] quasi-k-cyclic graphs having the largest Q-
index are identified for k ≤ 2. In [29], graphs with maximal Q-index in the class of graphs with given
vertex degrees are determined and these results are applied to unicyclic graphs. In [13] graphs with a
given number of pendant vertices was considered. Graphs with maximal Q-index and corresponding
extremal graphs are determined. For more progress on this line one may refer to [4,5,7–10,13–15,21–
23,25–28,30]; and some other spectral theory onQ-matrix, onemay refer to survey papers [8–10] and
the references therein.
In this paper, we study the signless Laplacian spectral radius of unicyclic graphs with n vertices
and diameter d. We determine graphs with the largest signless Laplacian spectral radius among all the
unicyclic graphs with n vertices of diameter d. Moreover, if 4  d  n− 3 with d ≡ 0 (mod 2), then
we identify unicyclic graphs with n vertices of diameter d having the second largest Q-index.
In order to state our results,we introduce somenotation and terminology. Other undefinednotation
can be found in [3]. Denote by Cn and Pn the cycle and the path with n vertices, respectively. G − v,
G− uv denote the graph obtained from G by deleting a vertex v ∈ VG , or an edge uv ∈ EG , respectively
(this notation is naturally extended if more than one vertex, or edge, is deleted). Similarly, G + uv is a
graph that arises from G by adding an edge uv /∈ EG , where u, v ∈ VG . For uv ∈ EG, let Guv be the graph
obtained from G by subdividing the edge uv, that is, by replacing uv with edges uw and wv, where w
is an additional vertex. For v ∈ VG, d(v) denotes the degree of vertex v and N(v) denotes the set of all
neighbors of vertex v ∈ VG .
A pendant vertex is a vertex of degree 1 and a pendant edge is an edge incident with a pendant
vertex. Let PVG = {v : dG(v) = 1}. For two vertices u and v (u = v), the distance between u and
v is the number of edges in a shortest path joining u and v. The diameter of a graph is the maximum
distance between any two vertices of G. Let P = v0v1 . . . vs (s  1) be a path of Gwith d(v1) = · · · =
d(vs−1) = 2 (unless s = 1). If d(v0), d(vs)  3, then we call P an internal path of G; if d(v0)  3
and d(vs) = 1, then we call P a pendant path of G; if the subgraph induced by VP in G is P itself, i.e.
G[VP] = P, then we call P an induced path. Obviously, the shortest path between any two distinct
vertices of G is an induced path. We call G a unicyclic graph if m = n + 1; where n is the number of
vertices and m is the number of edges. We will use U dn to denote the set of all the n-vertex unicyclic
graph of diameter d.
2. Lemmas
In this section, we list some lemmas which will be used to prove our main results.
Lemma 2.1 [20]. Let G be a connected graph and q1(G) be the spectral radius of Q(G). Let u, v be two
vertices of G. Suppose v1, v2, . . . , vs ∈ N(v) \ N(u) and x = (x1, x2, . . . , xn)T is the Perron vector of
Q(G), where xi corresponds to the vertex vi (1  i  n). Let G∗ be the graph obtained from G by deleting
the edges vvi and adding the edges uvi (1  i  s), If xu  xv, then q1(G) < q1(G∗).
Lemma 2.2 [8]. Let Guv be the graph obtained from a connected graph G by subdividing its edge uv. Then
the following holds:
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(i) if uv belongs to an internal path then q1(Guv) < q1(G);
(ii) if G  Cn for some n ≥ 3, and if uv is not on the internal path then q1(Guv) > q1(G). Otherwise, if
G ∼= Cn then q1(Guv) = q1(G) = 4.
Lemma 2.3 [19]. Let G be a connected graph and let e = uv be a non-pendant edge of G with N(u)⋂N(v)
= ∅. Let G∗ be the graph obtained from G by deleting the edge uv, identifying u with v, and adding a new
pendant edge to u (= v). Then q1(G) < q1(G∗).
Lemma 2.4 [23]. Let G be a connected graph with at least one edge,  be its maximal degree, di be the
degree of vertex vi and mi = ∑vj∈NG(vi) dj/di, then
(i) q1(G)  (G) + 1, the equality holds if and only if G is bipartite and (G) = n − 1.
(ii) q1(G)  max{di + mi | vi ∈ VG}, the equality holds if and only if G is regular or semi-regular
bipartite graph.
Lemma 2.5 [9]. Let u, v be the adjacent vertices of a connected graph G, each of the vertices u and v has
degree at least two, and suppose that two new paths P : uu1u2 . . . uk, and Q : vv1v2...vm of length k,m
(k  m  1) are attached to G at u and v, respectively, to form a new graph Gk,m, where u1, u2, . . . , uk
and v1, v2, . . . , vm are distinct new vertices. then q1(Gk,m) > q1(Gk+1,m−1).
Let Qv(G) denote the principal submatrix of Q(G) obtained by deleting the row and column corre-
sponding to the vertex v. Let G = G1u : vG2 be the graph obtained from two disjoint graphs G1 and
G2 by joining a vertex u of graph G1 to a vertex v of the graph G2 by an edge. We call G a connected sum
of G1 at u and G2 at v.
Lemma 2.6 [18,21]. Let G1 and G2 be two graphs.
(i) Let G = G1u : vG2 be a connected sum of G1 at u and G2 at v, then
ψ(G) = ψ(G1)ψ(G2) − ψ(G1)ψ(Qv(G2)) − ψ(G2)ψ(Qu(G1)).
(ii) Let G be a connected graphwith n vertices which consists of a subgraph H (with at least two vertices)
and n− | H | distinct pendant edges (not in H) attaching to a vertex v in H. Then
ψ(G) = (x − 1)n−|H|ψ(H) − (n− | H |)x(x − 1)n−|H|−1ψ(Qv(H)).
Lemma 2.7.
(i) If H is a proper subgraph of a connected graph G, then q1(H) < q1(G).
(ii) Let G be a unicyclic graph of order n, then q1(G)  q1(Cn), and equality holds if and only if G ∼= Cn
(n  3).
Proof.
(i) Is a consequence of the well-known theorem on non-negative matrices; see also [2,13].
(ii) If G ∼= Cn, it is obvious that q1(G) = q1(Cn). So we suppose G  Cn. By Lemma 2.4, we have
q1(G)  (G) + 1  4 = max{d(v) + m(v) | v ∈ V(Cn)}  q1(Cn),
where the first and second equalities hold if and only if (G) = n − 1 = 3, and G is bipartite. Such
graphs do not exist. So we have q1(G) > q1(Cn). 
Lemma 2.8 [18]. Let G1 and G2 be two graphs. If ψ(G2, x) > ψ(G1, x) for x  q1(G2), then q1(G1) >
q1(G2).
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Fig. 1. Graph H0.
Let Av(G) (resp. Dv(G)) be the principal submatrix of A(G) (resp. D(G)) obtained by deleting the
row and column corresponding to the vertex v. Then, we have
Av(G) = A(G − v) and Dv(G) = D(G − v) + Dˆ(NG(v)),
where Dˆ(NG(v)) = diag(d11, d22, . . . , dn−1,n−1) is a diagonal matrix with dii = 1 if vi ∈ NG(v) and 0
otherwise, i = 1, 2, . . . , n − 1.
Lemma 2.9. Let H0 be the graph as shown in Fig. 1. Suppose that t  2, then ψ(Qvt+1(H0); x) −
ψ(Qvt (H0); x) = x(x − 2).
Proof. We first calculate the characteristic polynomial of Qvt (H0). Since Q(H0) = A(H0)+ D(H0), we
may conclude that
Qvt (H0) = Avt (H0) + Dvt (H0)
= A(H0 − vt) + D(H0 − vt) + Dˆ(NG(vt))
= q1(H0 − vt) + Dˆ({vt−1, vt+1, vt+2}).
BecauseH0−vt ∼= Pt−1⋃ Pt+2, we can getQ(H0) inwhich the rows and columns corresponding to
the vertices as the ordering vt, vt−1, . . . , v1, v2t+2, vt+1, vt+2, . . . , v2t+1. Furthermore, let E11 = [eij]
be a square matrix of order t − 1, where e11 = 1 and eij = 0 whenever i = 1 and j = 1; Fkk = [fij]
be a square matrix of order t + 2, where fkk = 1 and fij = 0 whenever i = k and j = k. Then
Qvt (H0) =
⎛
⎝ Q(Pt−1) + E11 0
0 Q(Pt+2) + F11 + F22
⎞
⎠ .
Hence,
ψ(Qvt (H0); x) = ψ(Q(Pt−1) + E11; x) · ψ(Q(Pt+2) + E11 + E22; x).
In order to simplify the notation, we denote ψ(Q(Pt−1) + E11; x) and ψ(Q(Pt+2) + E11 + E22; x)
by ft−1,1(x) and ft+2,2(x), respectively.
Similarly, we can get that
ψ(Qvt+1(H0); x) = ψ(Q(Pt) + E11; x) · ψ(Q(Pt+1) + E11 + E22; x)
= ft,1(x) · ft+1,2(x).
In general,
fn1,1(x) = det
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
x − 2 −1 0
−1 x − 2 −1
. . .
. . .
. . .
−1 x − 2 −1
0 −1 x − 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
n1×n1
,
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fn2,2(x) = det
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x − 2 −1 0
−1 x − 3 −1
−1 x − 2 −1
. . .
. . .
. . .
−1 x − 2 −1
0 −1 x − 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
n2×n2
.
Hence, we deduce the recurrence relations
fn1,1(x) = (x − 2)fn1−1,1(x) − fn1−2,1(x) (n1  2); (2.1)
fn2,2(x) = (x − 2)[(x − 3)fn2−2,1(x) − fn2−3,1(x)] − fn2−2,1(x)
= (x2 − 5x + 5)fn2−2,1(x) − (x − 2)fn2−3,1(x) (n2  3). (2.2)
In particular, f0,1(x) = f0,2(x) = 1. Hence
ψ(Qvt+1(H0); x) − ψ(Qvt (H0); x) = ft,1(x) · ft+1,2(x) − ft−1,1(x) · ft+2,2(x)
= ft,1(x) · [(x2 − 5x + 5)ft−1,1(x) − (x − 2)ft−2,1(x)]
−ft−1,1(x) · [(x2 − 5x + 5)ft,1(x) − (x − 2)ft−1,1(x)]
= (x − 2)[ft−1,1(x)2 − ft,1(x) · ft−2,1(x)].
The second equality follows by Eq. (2.2).
Now, we show that ft−1,1(x)2 − ft,1(x) · ft−2,1(x) = x, by induction on t.
By direct computing, if t = 2 we have
f1,1(x)
2 − f2,1(x) · f0,1(x) = (x − 1)2 − (x2 − 3x + 1) · 1 = x.
Hence our result holds for t = 2. Suppose that ft−2,1(x)2 − ft−1,1(x) · ft−3,1(x) = x.
ft−1,1(x)2 − ft,1(x) · ft−2,1(x) = ft−1,1(x)2 − ft−2,1(x) · [(x − 2)ft−1,1(x) − ft−2,1(x)]
= ft−1,1(x)2 − (x − 2)ft−2,1(x)ft−1,1(x) + ft−2,1(x)2
= ft−1,1(x)2 − (x − 2)ft−2,1(x)ft−1,1(x)
+[ft−1,1(x) · ft−3,1(x) + x] (by induction)
= x+ft−1,1(x)2−ft−1,1(x)[(x − 2)ft−2,1(x)−ft−3,1(x)] (by (2.1))
= x.
So we have ψ(Qvt+1(H0); x) − ψ(Qvt (H0); x) = x(x − 2), as desired. 
For G ∈ U dn , we have n  3 and 1  d  n− 2. If d = 1, then G ∼= C3. Therefore, in the following,
we assume that d  2 and n  4.
Let dn be a graph of order n obtained from a triangle by attaching n − d − 2 pendant edges and a
path of length 	d/2
 at one vertex of the triangle, and a path of length d/2 − 1 to another vertex of
the triangle, respectively.
Let ∇dn be a graph of order n obtained from a triangle by attaching n − d − 2 pendant edges and a
path of length d/2 − 1 at one vertex of the triangle, and a path of length 	d/2
 to another vertex of
the triangle, respectively.
Note that if d = n − 2 or d ≡ 1 (mod 2), then dn ∼= ∇dn .
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Fig. 3. Graph U0.
Lemma 2.10. Let 2tn and ∇2tn be the above two graphs shown in Fig. 2. Suppose that 2  t 
⌊
n−3
2
⌋
.
Then q1(
2t
n ) > q1(∇2tn ).
Proof. We first show that ψ(∇2tn ; x) > ψ(2tn ; x) for x  q1(∇2tn ). By direct computation (based on
Lemma 2.6(ii)) we get,
ψ(∇2tn ; x) = (x − 1)n−2t−2ψ(H0) − (n − 2t − 2)x(x − 1)n−2t−3ψ(Qvt (H0); x);
ψ(2tn ; x) = (x − 1)n−2t−2ψ(H0) − (n − 2t − 2)x(x − 1)n−2t−3ψ(Qvt+1(H0); x).
Note that by Lemma 2.4(i), we have q1(∇2tn ) > 2, hence in view of Lemma 2.9, we have
ψ(∇2tn ; x) − ψ(2tn ; x) = (n − 2t − 2)x(x − 1)n−2t−3[ψ(Qvt+1(H0); x) − ψ(Qvt (H0); x)]
= (n − 2t − 2)x2(x − 1)n−2t−3(x − 2)
> 0
for x  q1(∇2tn ).
By Lemma 2.8, we get q1(
2t
n ) > q1(∇2tn ), as desired. 
Let U0 be the unicyclic graph of order d+ 2 shown in Fig. 3. Let U0(p2, . . . , pd, pd+2) be a graph of
order n obtained fromU0 by attaching pi pendant vertices to each vi ∈ V(U0)\{v1, vd+1}, respectively,
where pd+2 = 0 when k = 1 or k = d. Denote
U˜
d
n =
⎧⎨
⎩U0(p2, . . . , pd, pd+2) :
d∑
i=2
pi + pd+2 = n − d − 2
⎫⎬
⎭
and U¯ dn = {U0(0, . . . , 0, pi, 0, . . . , 0) : pi  0} .
Lemma 2.11. Let G ∈ U˜ dn \ U¯ dn . Then there is a graph G∗ ∈ U¯ dn such that q1(G∗) > q1(G).
Proof. Let G ∈ U˜ dn \ U¯ dn and x = (x1, x2, . . . , xn)T the Perron vector of q1(G), where xi corresponds
to the vertex vi (1  i  n). Let t = |{pi : pi = 0}|. Then t  2. Let pi, pj = 0, i < j. Assume, without
loss of generality, that xi  xj . Let N(vj)
⋂
PVG = {u1, u2, . . . , upj}. Let
G∗1 = G − vju1 − · · · − vjupj + viu1 + · · · + viupj .
By Lemma 2.1, we have q1(G
∗
1) > q1(G). Note that G
∗
1 ∈ U¯ dn for t = 2 and G∗1 ∈ U˜ dn \ U¯ dn for t > 2.
If t > 2, then we will use G∗1 to repeat the above step until the cardinality of pi, being nonzero, is only
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one. So we have G∗2, G∗3, . . . , G∗t−1 and q1(G∗1) < q1(G∗2) < . . . < q1(G∗t−1). Note that G∗t−1 ∈ U¯ dn ,
and hence the lemma holds. 
Lemma 2.12. For any graph G ∈ U˜ dn , 3  d  n − 2, we have q1(G)  q1(dn), and equality holds if
and only if G ∼= dn.
Proof. Let G ∈ U˜ dn , 3  d  n − 1 and x = (x1, x2, . . . , xn)T the Perron vector of q1(G), where xi
corresponds to the vertex vi (1  i  n).
Choose G ∈ U˜ dn such that the Q-index of G is as large as possible. Then by Lemma 2.11, we can
assume that G ∈ U¯ dn . Let N(vi)
⋂
PVG = {u1, u2, . . . , ut} if pi > 0, P = v1v2 . . . vkvk+1 . . . vdvd+1 be
an inducedpathofG andC = vkvk+1vd+2vk theonlycycleofG (seeFig. 3). Sincemin{d(v1), d(vd+1)} =
1, we assume d(v1) = 1, k = 1. The following facts play a crucial role.
Fact 1. If pi > 0, then i ∈ {k, k + 1}.
Proof. Assume to the contrary. We first consider the case vi ∈ VP \ VC . Since G ∈ U¯ dn , and in this case,
G cannot be regular and semi-regular bipartite, by Lemma 2.4(ii),
q1(G) <max{max{d(v) + m(v) | v ∈ VG} | G ∈ U¯ dn with qi > 0, i /∈ {k, k + 1, d + 2}}
= n − d + (n − d − 2) + 2 + 3
n − d
 n − d + 2
= (dn) + 1
< q1(
d
n)
for n − d − 2  1, a contradiction.
Hence we have i = d + 2. Let
G∗ =
⎧⎪⎨
⎪⎩
G − viu1 − · · · − viut + vku1 + · · · + vkut, xk  xi;
G − vk−1vk + vk−1vi, xk < xi.
Then, in all cases, G∗ ∈ U¯ dn . Thus by Lemma 2.1, q1(G∗) > q1(G), a contradiction. 
Fact 2. k = d/2.
Proof. Otherwise, let
G∗ =
⎧⎪⎨
⎪⎩
G − vdvd+1 + v1vd+1, k < d/2;
G − v1v2 + vd+1v1, k > d/2.
Then, in all cases, G∗ ∈ U¯ dn . Thus by Lemma 2.5, q1(G∗) > q1(G), a contradiction. 
By Facts 1 and 2, we have G ∈ {∇dn , dn}. Thus by Lemma 2.10, our result holds . 
From the proof of Lemmas 2.11 and 2.12, we have
Lemma 2.13. For G ∈ U˜ dn \ {dn} with d ≡ 0 (mod 2) and 4  d  n − 3, we have q1(G)  q1(∇dn)
and equality holds if and only if G ∼= ∇dn .
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3. Main results
In this section, we give our two central observations.
Theorem 3.1. Let G be a graph in U dn , d  1. Then q1(G)  q1(dn), and equality holds if and only if
G ∼= dn.
Proof. Let G ∈ U dn and x = (x1, x2, . . . , xn)T the Perron vector of q1(G), where xi corresponds to the
vertex vi (1  i  n).
If d = 1, then G ∼= C3. If d = 2, then G ∼= C4, G ∼= C5 or G ∼= 2n. Thus by Lemma 2.7, our result
holds for d = 1, 2. Therefore, in the following, we can assume that 3  d  n − 2.
Choose G ∈ U dn such that the Q-index of G is as large as possible. Then, by Lemma 2.7, we can
assume thatG  Cn. Let Pd = v1v2 . . . vd+1 be the induced path of length d and let Cq be the only cycle
in G. Since G  Cn, we have min{d(v1), d(vd+1)} = 1, say d(v1) = 1. We first show some claims.
Claim 1. VCq
⋂
VPd = ∅.
Proof. Otherwise, since G is connected, there exists an only path P = vivkvk+1 . . . vl−1vl connecting
Cq and Pd, where vi ∈ VCq ,vl ∈ VPd and vk, . . . , vl−1 ∈ VG \ (VCq
⋃
VPd). Let u1, . . . , ud(vl)−1 ∈
NG(vl) \ {vl−1}, w1, . . . ,wd(vi)−1 ∈ NG(vi) \ {vk} and
G∗ =
⎧⎨
⎩
G − vlu1 − · · · − vlud(vl)−1 + viu1 + · · · + viud(vl)−1, xi  xl;
G − viw1 − · · · − viwd(vi)−1 + vlw1 + · · · + vlwd(vi)−1, xi < xl .
Then, in all cases, G∗ ∈ U dn . Thus by Lemma 2.1, q1(G∗) > q1(G), a contradiction. 
By Claim 1, VCq
⋂
VPd = ∅. Denote Cq = vkvk+1 . . . vl−1vlvd+2vd+3 . . . vsvk (s  d + 2), where{vk, vk+1, . . . , vl−1, vl} = VCq
⋂
VPd and {vd+2, vd+3, . . . , vs} = VCq \ VPd .
Claim 2. d(v) = 1 for v ∈ VG \ (VCq
⋃
VPd).
Proof. Otherwise, let va ∈ VG \ (VCq
⋃
VPd) with vavi, vavb ∈ EG , where vi ∈ VCq
⋃
VPd and vb ∈
VG \ (VCq
⋃
VPd). Assume u1, . . . , ud(vi)−1 ∈ N(vi) \ {va}. Let
G∗ =
⎧⎨
⎩
G − vavb − vivb, xi  xa;
G − viu1 − · · · − viud(vi)−1 + vau1 + · · · + vaud(vi)−1, xi < xa.
In all cases, G∗ ∈ U dn . Thus by Lemma 2.1, q1(G∗) > q1(G), a contradiction. 
Claim 3. k = l.
Proof. Suppose k = l. Then s  d + 3 and k = 1, d + 1. Since d  3, we can assume that k  3. Let
G∗ =
⎧⎨
⎩
G − vd+2vd+3 + vk−1vd+3, xk−1  xd+2;
G − vk−2vk−1 + vd+2vk−2, xk−1 < xd+2.
Then in all cases, G∗ ∈ U dn . Thus by Lemma 2.1, q1(G∗) > q1(G), a contradiction. 
Claim 4. l = k + 1, and s − d = 2.
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Proof. We first show that l = k + 1. Otherwise, by Claim 3 we have l − k > 1. Thus vk+1 exists and
vkvk+1 ∈ ECq
⋂
EPd . Then we will let G˜ be obtained from G by deleting the edge vkvk+1, identifying vk
with vk+1 as a new vertexwk , and letG∗ be obtained from G˜ by adding a newpendant edge to v1. Sowe
have G = G˜wkvk+2 and G˜ is a subgraph of G∗. By Lemmas 2.2 and 2.7, q1(G) < q1(G˜), q1(G˜) < q1(G∗).
Hence q1(G) < q1(G
∗). Note that G∗ ∈ U dn . Thus, we get a contradiction.
Now it remains to verify that s − d = 2. Otherwise, Since s − d  l − k = 1 and s  d + 2, we
suppose s − d > 2. Thus vs−1 exists. Then we let G∗ be obtained from G by deleting the edge vkvs,
identifying vk with vs as a new vertex uk , and adding a new pendant edge to uk . Note that G
∗ ∈ U dn .
By Lemma 2.3, we have q1(G) < q1(G
∗), a contradiction. 
By Claims 1–4, G ∈ U˜ dn . By Lemma 2.12, Theorem 3.1 follows immediately. 
From Lemma 2.13 and the proof of Theorem 3.1, we get the following result.
Theorem 3.2. Let G be a graph in U dn \ {dn}. Suppose that d ≡ 0 (mod 2) and 4  d  n − 3. Then
q1(G)  q1(∇dn), and equality holds if and only if G ∼= ∇dn .
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