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Dimension de Hausdorﬀ des ensembles limites
Laurent Duﬂoux
19 octobre 2015
A mon épouse, Jeanne,
je dédie ce travail,
humble témoignage de mon admiration
reconnaissante.
Résumé de la thèse
Soit G le groupe SOo(1, n) (n ≥ 3) ou PU(1, n) (n ≥ 2) et ﬁxons une
décomposition d'Iwasawa G = KAN . Soit Γ un sous-groupe discret de G, que
nous supposons Zariski-dense et de mesure de Bowen-Margulis-Sullivan ﬁnie.
Lorsque G = SOo(1, n), nous étudions la géométrie de la mesure de Bowen-
Margulis-Sullivan le long des sous-groupes fermés connexes de N , en lien avec
la dichotomie de Mohammadi-Oh. Nous établissons des résultats déterministes
sur la dimension des projections de la mesure de Patterson-Sullivan.
Lorsque G = PU(1, n), nous relions la géométrie de la mesure de Bowen-
Margulis-Sullivan le long du centre du groupe de Heisenberg au problème du
calcul de la dimension de Hausdorﬀ de l'ensemble limite relativement à la dis-
tance sphérique au bord. Nous calculons cette dimension pour certains groupes
de Schottky.
Let G be the group SOo(1, n) (n ≥ 3) or PU(1, n) (n ≥ 2) and ﬁx some
Iwasawa decomposition G = KAN . Let Γ be a discrete subgroup of G. We
assume that Γ is Zariski-dense with ﬁnite Bowen-Margulis-Sullivan measure.
When G = SOo(1, n), we investigate the geometry of the Bowen-Margulis-
Sullivan measure along connected closed subgroups of N . This is related to the
Mohammadi-Oh dichotomy. We then prove deterministic results on the dimen-
sion of projections of Patterson-Sullivan measure.
When G = PU(1, n), we relate the geometry of Bowen-Margulis-Sullivan
measure along the center of Heisenberg group to the problem of computing the
Hausdorﬀ dimension of the limit set with respect to the spherical metric on
the boundary. We construct some Schottky subgroups for which we are able to
compute this dimension.
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Introduction
1. Dimension de Hausdorﬀ des attracteurs. Le problème de la dimension
des attracteurs conformes est assez bien compris. On démontre, sous diverses
hypothèses, que la dimension de Hausdorﬀ d'un attracteur conforme Λ associé
à une application expansive f suﬃsamment régulière (ici Λ est l'ensemble des
points dont l'orbite négative ne part pas à l'inﬁni) est la racine de l'équation de
Bowen P (−s log ‖f ′‖) = 0. Voir par exemple l'article fameux (Bowen, 1979), ou
(Hutchinson, 1981) pour le cas de l'ensemble limite associé à une suite ﬁnie de
similitudes contractantes.
C'est peu de dire que le cas des attracteurs non conformes paraît plus diﬃcile.
Il existe des formules valables génériquement, c'est-à-dire vraies pour presque
toute valeur de certains paramètres. Dans (Falconer, 1988), Kenneth Falconer
introduit la fonction φs(M) d'une matrice M , qui joue le rôle du cocycle ‖M‖s,
et démontre, sous certaines hypothèses, une formule (appelée depuis formule de
Falconer, bien qu'elle remonte en réalité à une note de A. Douady et J. Oesterlé
(Douady et Oesterlé, 1980)) pour la dimension de Hausdorﬀ d'un ensemble auto-
aﬃne, vraie pour presque tout choix des vecteurs de translation (relativement à
la mesure de Lebesgue) des transformations aﬃnes. Les méthodes de Falconer lui
imposent de se borner à des matrices de norme d'opérateur suﬃsamment petite
< 12 . Dans une situation formellement plus simple, où l'on ne considère que deux
contractions aﬃnes, dont les parties linéaires préservent les axes, M. Pollicott et
H. Weiss (Pollicott et Weiss, 1994) peuvent pousser plus loin l'analyse, pour des
matrices dont la norme d'opérateur est proche de 1. Leur formule coïncide avec
celle de Falconer. Un phénomène nouveau apparaît : les propriétés arithmétiques
des valeurs singulières jouent un rôle lorsque la plus grande est > 12 . Pollicott et
Weiss exhibent des exemples où la dimension de Hausdorﬀ de l'ensemble limite
est strictement moindre que la valeur générique attendue.
La diﬃculté est donc réelle. Un des principaux problèmes de la théorie est
de déterminer sous quelles hypothèses la formule de Falconer donne bien la
dimension de Hausdorﬀ de l'ensemble limite. Dans (Hueter et Lalley, 1995),
I. Hueter et S. Lalley démontrent la validité de la formule de Falconer, pour
l'ensemble auto-aﬃne associée à une suite ﬁnie de contractions aﬃnes T1, . . . , Tk
du plan, moyennant des hypothèses dont voici la plus signiﬁcative : si 1 >
α > β > 0 sont les deux valeurs singulières de Ti, on suppose que α2 < β
(distortion bornée). Notons que α et β peuvent être arbitrairement proches
de 1. Malheureusement, l'argument de ces auteurs ne vaut qu'en dimension 2.
2. Ensembles limites des groupes discrets d'isométries du plan hy-
perbolique complexe. Venons-en maintenant au premier problème que j'ai
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étudié, et qui a motivé la suite de ce travail. Soit G le groupe PU(1, 2) des iso-
métries directes du plan hyperbolique complexe H2C, et soit Γ un sous-groupe
discret de G. L'ensemble limite ΛΓ et l'exposant de croissance δΓ sont des ob-
jets d'étude classique. Dans la théorie générale des espaces CAT(-1), on déﬁnit
sur le bord visuel ∂H2C des distances, appelées distances de Gromov, relative-
ment auxquelles l'opération de G est conforme. On démontre alors ((Bishop et
Jones, 1997), (Paulin, 1997)), sous certaines hypothèses, que l'ensemble limite
(ou une partie de cet ensemble, l'ensemble limite conique), est de dimension de
Hausdorﬀ δΓ. Ce résultat est général et élémentaire : ce qui manifeste le fait
que la conformité est une hypothèse agréable pour les problèmes de calcul de
dimension.
Mais ce n'est pas tout. Le bord ∂H2C est diﬀéomorphe à la sphère S
3. On peut
donc le munir de la distance sphérique, relativement à laquelle l'opération de G
n'est pas conforme. Précisons cela. Si g est un élément de G, pour comprendre
la façon dont g déforme la distance sphérique sur ∂H2C, il est commode de
regarder g comme une transformation du plan projectif complexe P2C muni de
la distance de Fubini-Study
d([v], [w]) =
‖v ∧ w‖
‖v‖‖w‖ , [v], [w] ∈ P
2
C
qui induit, en restriction à ∂H2C, la distance sphérique. Cela étant, la décompo-
sition de Cartan de g est de la forme g = kal où k, l sont des isométries et a est
diagonale,
a =
et 1
e−t
 , t ≥ 0
et et est la norme d'opérateur de a. La relation
d(g[v], g[w])
d([v], [w])
=
‖∧2 g · (v ∧ w)‖
‖v ∧ w‖
‖gv‖
‖v‖
‖gw‖
‖w‖
montre que le membre de gauche est majoré par e−t. D'autre part, si le point
[v ∧ w] ∈ P(∧2C3) est uniformément loin de la droite projective complexe
passant par [l−1e2 ∧ l−1e3] et [l−1e3 ∧ l−1e1], on aura un contrôle de la forme
‖∧2 g · (v ∧ w)‖
‖v ∧ w‖ ≥
1
C
et
où C est uniforme, ce qui donne l'encadrement
1
C
e−t ≤ d(g[v], g[w])
d([v], [w])
≤ e−t.
En se servant de ces relations élémentaires, on peut traiter le cas de certains
groupes de Schottky Γ ⊂ PU(1, 2), dit bien positionnés, et démontrer que la
dimension de Hausdorﬀ (relative à la distance sphérique) de l'ensemble limite
d'un tel groupe est égale à δΓ. Ceci vaut en toute dimension ; on a donc le
9Théorème A (paragraphe 3.4.2.2, corollaire 3.4.2.10). Soit Γ un sous-groupe
de Schottky bien positionné de PU(1, n) (n ≥ 2). La dimension de Hausdorﬀ de
l'ensemble limite ΛΓ, relativement à la distance sphérique sur le bord, est égale
à l'exposant de croissance δΓ.
Pour de tels groupes, la trace, sur l'ensemble limite, des boules rondes (de
la distance sphérique) coïncide peu ou prou avec la trace des boules aplaties
(de la distance de Gromov). Ce phénomène est illustré sur les ﬁgures ci-après ;
l'axe horizontal correspond à la distribution CR (voir chapitre 3) et l'axe
vertical correspond à une direction transverse. Sont schématisées deux boules
de même rayon, la première ronde (correspondant à la distance sphérique) et
la deuxième plate (correspondant à la distance de Gromov). Sur le premier
schéma ﬁgure l'ensemble limite associé à un groupe de Schottky bien positionné ;
sur le second schéma ﬁgure l'ensemble limite associé à un groupe discret de gros
exposant.
Moralement, avec les groupes de Schottky bien positionnés, on n'est pas très
loin du cas des attracteurs conformes.
Après les groupes de Schottky bien positionné, il était raisonnable de cher-
cher à traiter le cas des groupes de Schottky généraux. Je n'y suis pas parvenu et
mes travaux sur ce problème se sont arrêtés là. Voici cependant une conjecture.
Conjecture 0.0.0.1. Soit Γ un sous-groupe discret de PU(1, n) (n ≥ 2),
Zariski-dense et convexe-cocompact, d'exposant de croissance δΓ, et d'ensemble
limite ΛΓ. La dimension de Hausdorﬀ de ΛΓ relativement à la distance sphérique
est donnée par la formule
dim(ΛΓ) =
{
δΓ si δΓ ≤ 2(n− 1)
2(n− 1) + 12 (δΓ − 2(n− 1)) si δΓ > 2(n− 1)
.
La formule précédente provient de la formule de Falconer, via un argument
heuristique que je préfère passer sous silence. Voir aussi la conjecture 3.4.2.3
(paragraphe 3.4.2.1) pour une conjecture reliée à celle-ci mais portant sur l'en-
tropie de la mesure de Bowen-Margulis-Sullivan le long du centre du groupe
de Heisenberg. Pour l'instant, notons que cette conjecture fait apparaître une
dichotomie : la formule dépend de la position de δΓ par rapport au nombre
2(n− 1).
3. Dynamique de la mesure de Burger-Roblin : dichotomie de Oh et
Mohammadi. La suite de mon travail a été inspirée par une prépublication
de Hee Oh et Amir Mohammadi, maintenant publiée par le journal de l'AMS,
(Mohammadi et Oh, 2015). Si G est le groupe PSL2(C) des isométries directes
de l'espace hyperbolique réel H3R, et si G = KAN est une décomposition d'Iwa-
sawa, ces auteurs étudient la dynamique de la mesure dite de Burger-Roblin sur
Γ\G (où Γ est un sous-groupe discret convexe cocompact et Zariski-dense de G)
sous l'opération d'un sous-groupe à un paramètre U de N . Leurs résultats font
apparaître une dichotomie : si δΓ > 1, l'opération est ergodique (c'est-à-dire que
tout borélien de Γ\G qui est U -invariant est négligable ou de mesure totale), et
sinon elle ne l'est pas.
Lorsque δΓ > 1, Oh et Mohammadi commencent par démontrer que la me-
sure de Burger-Roblin, et la mesure de Bowen-Margulis-Sullivan, sont récur-
rentes pour l'opération d'un sous-groupe à un paramètre de N (voir déﬁnition
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boule "aplatie"
boule "ronde"
ensemble limite
Figure 1  Ensemble limite transversalement trivial
boule "aplatie"
boule "ronde"
ensemble limite
Figure 2  Ensemble limite transversalement non trivial
2.1.2.2). En revanche, pour δΓ ≤ 1, ils ne démontrent pas que cette mesure soit
totalement dissipative, comme on pourrait s'y attendre.
On peut reformuler l'énoncé portant sur la mesure de Bowen-Margulis-
Sullivan comme ceci : si U est un sous-groupe à un paramètre de N , pour
que les conditionnelles de la mesure de Bowen-Margulis-Sullivan le long de U
soient triviales, il faut que δΓ soit ≤ 1. Oh et Mohammadi ne s'intéressent pas
à la réciproque de cet énoncé.
La géométrie des conditionnelles de la mesure de Bowen-Margulis-Sullivan
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le long du centre du groupe de Heisenberg (et, plus précisément, la dimension
de ces conditionnelles) est intimement liée, via la formule de Ledrappier-Young,
à la dimension de Hausdorﬀ dont j'ai parlé plus haut. Par conséquent, la com-
préhension de ce dernier problème passe par l'étude de la dichotomie de Oh et
Mohammadi transposée au cas hyperbolique complexe. Mais avant d'étudier
l'analogue (éventuel) de cette dichotomie dans le cas hyperbolique complexe,
il m'a paru nécessaire de tâcher d'approfondir ces résultats de Oh et Moham-
madi. En particulier, il s'agissait de savoir si, lorsque δΓ ≤ 1, la mesure de
Burger-Roblin est totalement dissipative pour l'opération d'un sous-groupe à
un paramètre de N . Plus précisément, voici l'énoncé que je souhaitais établir.
Conjecture 0.0.0.2. Soit Γ un sous-groupe Zariski-dense et de mesure de
Bowen-Margulis-Sullivan ﬁnie de PO(1, n) (n ≥ 3). Soit U un m-plan de N
(1 ≤ m ≤ n− 1). Les assertions suivantes sont équivalentes.
1. L'exposant de croissante δΓ est ≤ n−m ;
2. L'opération de U sur la mesure de Bowen-Margulis-Sullivan est totale-
ment dissipative ;
3. L'opération de U sur la mesure de Burger-Roblin est totalement dissipa-
tive.
L'équivalence de 1 et 2 est établie au chapitre 3. Nous abordons ce problème
par en haut, au moyen de la théorie de l'entropie. Nous étudions une quantité,
appelée entropie de la mesure de Bowen-Margulis-Sullivan le long de U, que
nous notons hBMS(U), et une dimension transverse (à U) des conditionnelles de
la mesure de Bowen-Margulis-Sullivan le long de N, notée δN/U , et démontrons
les résultats suivants (où G = SOo(1, n), n ≥ 3)
Théorème B (section 3.2, théorème 3.2.0.5). Soit Γ un sous-groupe discret de
G, Zariski-dense et de mesure de BMS ﬁnie. Soit m un entier, 1 ≤ m ≤ n− 1.
Pour tout m-plan U contenu dans N , on a l'alternative suivante :
1. Ou bien δΓ ≤ n−m, et alors on a δN/U = δΓ et hBMS(U) = 0 ;
2. Ou bien δΓ > n −m, et alors on a δN/U = n −m et hBMS(U) = δΓ −
(n−m).
Le théorème 3.2.0.5 contient quelques raﬃnements supplémentaires que nous
ne citons pas ici. La conséquence suivante du théorème B contient pleinement
l'équivalence des assertions 1 et 2 de la conjecture ci-dessus, en toute dimension.
Théorème C (section 3.2, corollaire 3.2.0.7). On conserve les hypothèses du
théorème. Soit m un entier, 1 ≤ m ≤ n − 1 et U un m-plan. Pour que l'opé-
ration de U sur la mesure de Bowen-Margulis-Sullivan de Γ\G soit totalement
dissipative (resp. totalement récurrente), il faut et il suﬃt que δΓ ≤ n−m (resp.
δΓ > n−m).
En revanche, je ne suis pas parvenu à démontrer que 2 et 3 sont équiva-
lentes. Cela reste à faire. Signalons que Barbara Schapira et François Maucou-
rant savent démontrer (sous certaines hypothèses sur Γ) l'assertion 3 lorsque
δΓ < 1. Leurs méthodes sont diﬀérentes des miennes.
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4. Conditionnelles et entropie d'une mesure le long d'une opération de
groupe. Pour établir les résultats cités au paragraphe 3 ci-dessus, je fais grand
usage de la théorie des conditionnelles d'une mesure le long d'une opération
de groupe. Cette théorie est, depuis (Ledrappier et Young, 1985), classique ;
j'ai cependant dû, faute d'un exposé qui me satisfasse, la développer depuis
ses premiers éléments : c'est le chapitre 2 de cette thèse. Autant l'avouer, ce
développement comporte bien des lacunes, mais il suﬃt à mes besoins.
Le chapitre 2 s'achève sur le théorème 2.2.5.1 qui transpose à ce cadre de la
formule de Pesin, ou de Ledrappier-Young, (Ledrappier et Young, 1985) théo-
rème C'. Tous les autres résultats de cette thèse reposent sur ce théorème ; en
particulier, le résultat cité au paragraphe 2 sur les groupes de Schottky bien
positionnés, que je démontrais dans une première version avec des arguments
élémentaires d'algèbre linéaire, est maintenant donné comme corollaire quasi
immédiat de cette formule de Ledrappier-Young.
5. Dimension des projections de la mesure de Patterson-Sullivan. La
démonstration du théorème B ci-dessus passe par un fait général (conséquence
d'un théorème de Marstrand) qui s'énonce ainsi.
Soit Γ un sous-groupe discret de SL2(C), Zariski-dense et de mesure de
Bowen-Margulis-Sullivan ﬁnie, et soit µ la mesure de Patterson-Sullivan d'ex-
posant δΓ associée à Γ. Tirons un point ξ ∈ S2 au hasard selon la loi de µ et
identiﬁons µ avec une mesure de probabilité µˆ sur R2 via la projection stéréo-
graphique R2 → S2 \ {ξ}. Si l'on tire au hasard une droite U de R2 (suivant la
mesure de Lebesgue de la droite projective réelle) et que l'on projette orthogo-
nalement µˆ sur U , la mesure obtenue est de dimension inférieure inf{δΓ, 1}.
On peut dire plus. Au chapitre 3, je démontre, sous une formulation un peu
diﬀérente, le résultat que voici. Commençons par une déﬁnition simpliﬁée (en
3.3.1 nous donnons une déﬁnition pour les mesures de Radon).
Déﬁnition. Une mesure de probabilité sur Rn est régulière si elle est de dimen-
sion exacte δ et si pour tout k ∈ {1, . . . , n − 1} et tout k-plan U , la projection
orthogonale de cette mesure sur U est de dimension inférieure égale presque
partout à inf{k, δ}.
Théorème D (paragraphe 3.3.1, théorème 3.3.1.2). Soit Γ un sous-groupe
discret de G = SOo(1, n), Zariski-dense et de mesure de Bowen-Margulis-
Sullivan ﬁnie. Soit µ la mesure de Patterson-Sullivan d'exposant δΓ associée
à Γ. Pour µ-presque tout ξ, l'image réciproque de µ par la projection stéréogra-
phique Rn−1 → ∂HnR \ {ξ} est régulière.
Voici une conséquence assez frappante : pour µ-presque tout ξ, pour toute
droite vectorielle U du tangent Tξ∂HnR, et pour µ-presque tout η, si S est le
petit cercle passant par ξ et η et tangent en ξ à U , on a
lim
ε→0
logµ (V (S, ε) \B(ξ, ρ))
log ε
= inf{δΓ, n− 1−m}
où V (S, ε) est le ε-voisinage de S (pour la distance sphérique) et B(ξ, ρ) une
boule de rayon ρ > 0 ﬁxé centrée en ξ.
Je ne suis pas encore parvenu à démontrer le même énoncé avec µ(V (S, ε))
au lieu de µ(V (S, ε) \ B(ξ, ρ)). Voir le corollaire 3.3.1.5 et la discussion qui le
suit.
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Chapitre 1
Théorie générale de la
dimension
L'objet de ce chapitre est de rappeler quelques faits élémentaires sur la di-
mension des mesures. Dans le paragraphe 1.1.2 nous rappelons les déﬁnitions ;
dans le paragraphe 1.1.3 nous faisons la théorie élémentaire des espaces mé-
triques doublants pour établir des lemmes qui nous serviront au chapitre 2 à
étudier la notion de dimension transverse (dans le cadre des conditionnelles le
long d'une opération de groupe). La paragraphe 1.2.2 contient un théorème clas-
sique de J. M. Marstrand. Le paragraphe 1.2.3 contient l'énoncé d'un théorème
de M. Hochman sur les projections de mesures fractales et leur dimension.
Nous commençons au paragraphe 1.1.1 par des rappels sur la désintégration des
mesures.
1.1 Dimension des mesures dans les espaces dou-
blants
1.1.1 Rappels sur la désintégration des mesures
Déﬁnition 1.1.1.1. Soient (X,Σ, µ) et (Y,T, ν) deux espaces mesurés et φ
une application mesurable X → Y . On dit que ν est pseudo-image de µ par φ
si c'est une mesure ﬁnie dont les parties négligeables sont celles dont les images
réciproques par φ sont négligeables pour µ.
Si µ est σ-ﬁnie, il existe une mesure pseudo-image de µ par φ : on peut se
donner une mesure ﬁnie µ′ sur (X,Σ) équivalente à µ et prendre pour ν l'image
de µ′ par φ.
Déﬁnition 1.1.1.2. Soient (X,Σ, µ) et (Y,T, ν) deux espaces mesurés et φ
une application mesurable X → Y . Supposons que ν soit pseudo-image de µ par
φ. Une désintégration de µ au-dessus de ν (le long de φ) est la donnée d'une
application y 7→ µy, associant à tout point y ∈ Y une mesure µy sur Σ, et
possédant les propriétés suivantes :
1. Pour ν-presque tout y, µy est concentrée sur φ−1(y), c'est-à-dire que
φ−1(y) est de complémentaire négligeable pour µy ;
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2. Pour toute partie A ∈ Σ, l'application y 7→ µy(A) est ν-mesurable (c'est-
à-dire mesurable pour la tribu complétée de T relativement à ν) ;
3. Pour toute application f ∈ L1(X,Σ, µ), l'application y 7→ ∫
Y
f(x)dµy(x)
déﬁnit un élément de L1(Y,T, ν), et on a la relation∫
Y
dν(y)
∫
X
f(x)dµy(x) =
∫
X
f(x)dµ(x).
Les mesures µy (y ∈ Y ) seront appelées conditionnelles de µ au-dessus de ν
(le long de φ).
Nous nous servirons souvent de la proposition suivante.
Proposition 1.1.1.3 ((Kechris, 1995)). Soit φ : X → Y une application bo-
rélienne entre deux espaces boréliens standards (X,Σ) et (Y,T). Soient µ une
mesure σ-ﬁnie sur Σ et ν une pseudo-image de µ par φ. On peut désintégrer
µ au-dessus de ν le long de φ et la désintégration obtenue est essentiellement
unique, au sens suivant : si (µy) et (µ′y) sont deux telles désintégrations, on a
µy = µ
′
y pour ν-presque tout y.
Remarque 1.1.1.4. Nous employerons la locution désintégrons µ le long de
φ pour dire que nous nous donnons une pseudo-image ν de µ par φ et que nous
désintégrons µ au-dessus de ν. Si ν et ν′ sont deux mesures pseudo-images de
µ par φ, et si (µy) et (µ′y) sont les désintégrations associées, les mesures µy et
µ′y sont proportionnelles pour ν-presque tout y.
Rappelons qu'un espace mesurable (X,Σ) est un borélien standard si Σ est
la tribu borélienne d'une topologie d'espace polonais (séparable complètement
métrisable) sur X.
1.1.2 Déﬁnitions générales
Déﬁnition 1.1.2.1. Soit X un espace métrique, et µ une mesure sur X pour
laquelle toute boule est de mesure ﬁnie. La dimension (locale) inférieure de µ
en un point x est le nombre ﬁni ou inﬁni
dim(µ, x) = lim inf
ρ→0
logµ(B(x, ρ))
log ρ
;
la dimension (locale) supérieure de µ en x est le nombre ﬁni ou inﬁni
dim(µ, x) = lim sup
ρ→0
logµ(B(x, ρ))
log ρ
.
La dimension inférieure de µ est l'inﬁmum µ-essentiel de dim(µ, x), i.e.
dim(µ) = sup{s ≥ 0 ; dim(µ, x) ≥ s pour µ-presque tout x}.
Si les dimensions inférieure et supérieure de µ sont égales µ-presque partout
à un même nombre δ, nous dirons que µ est de dimension exacte égale à δ.
1.1. DIMENSION DES MESURES DANS LES ESPACES DOUBLANTS 17
Autrement dit, µ est de dimension exacte δ si
lim
ρ→0
logµ(B(x, ρ))
log ρ
= δ
pour µ-presque tout x. Notons que dans ces déﬁnitions il n'y a pas lieu de
préciser si les boules sont ouvertes ou fermées.
On peut calculer les dimensions locales le long des suites qui ne tendent pas
trop rapidement vers 0. Plus précisément :
Lemme 1.1.2.2. Soit µ une mesure sur l'espace métrique X, pour laquelle
toute boule est de mesure ﬁnie, et soit x un point de X. Soit (ρn)n une suite
de nombre réels > 0 tendant vers 0 en décroissant. On suppose qu'il existe une
constante C > 1 telle que ρn ≤ Cρn+1 pour tout n. Alors
dim(µ, x) = lim inf
n→∞
logµ(B(x, ρn))
log ρn
et de même pour la dim.
Démonstration. Évidente.
Il est facile d'en déduire que les applications x 7→ dim(µ, x) et x 7→ dim(µ, x)
sont boréliennes, ce dont nous nous servirons librement.
Rappelons aussi la déﬁnition des mesures de Hausdorﬀ et de la dimension
de Hausdorﬀ. Soit toujours X un espace métrique. Pour toute partie A et tous
réels δ > 0, s ≥ 0 notons Hsδ(A) le nombre
inf
{∑
i
(
diam(Ui)
2
)s
; les Ui sont des ouverts de diamètre ≤ 2δ et A ⊂
⋃
i
Ui
}
.
Notons qu'on pourrait se borner dans cette borne inférieure aux recouvre-
ments de A par des boules ouvertes de rayon ≤ δ.
La fonction δ 7→ Hsδ(A) est décroissante et on note Hs(A) la limite (i.e. le
supremum) de Hsδ (A) lorsque δ tend vers 0. La dimension de Hausdorﬀ de A
est le nombre
dimH(A) = inf{s > 0 ; Hs(A) = 0} = sup{s > 0 ; Hs(A) =∞}.
Lemme 1.1.2.3. Soit µ une mesure sur l'espace métrique X pour laquelle les
boules sont de mesure ﬁnie. La dimension inférieure de µ, dim(µ), est la borne
inférieure des dimensions de Hausdorﬀ des parties boréliennes de mesure > 0
pour µ. Autrement dit,
dim(µ) = inf{dimH(A) ; µ(A) > 0}
Démonstration. Voir (Ledrappier, 2013), proposition 2.5. Ledrappier démontre
ce lemme pour une mesure ﬁnie mais son argument demeure pour notre lemme
avec des modiﬁcations de détail.
Pour énoncer le lemme suivant, déﬁnissons la propriété de Besicovitch, qui
nous servira encore au chapitre 2.
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Déﬁnition 1.1.2.4. On dit qu'un espace métrique X possède la propriété de
Besicovitch s'il existe un entier N tel que, pour toute partie bornée A de X et
toute application r : A →]0,∞[, on puisse trouver une partie A′ ⊂ A de façon
que les boules fermées B(x, r(x)) recouvrent A lorsque x parcourt A′, et que
tout point de X appartienne à au plus N boules fermées B(x, r(x)) (x ∈ A′) ;
autrement dit,
1A ≤
∑
x∈A′
1B(x,r(x)) ≤ N .
Le cas échéant, le plus petit entier N pour lequel ceci soit vrai est appelé constante
de Besicovitch de X.
Lemme 1.1.2.5. Soit X un espace métrique possédant la propriété de Besi-
covitch. Il existe une constante M , ne dépendant que de la constante de Besi-
covitch de X, telle que pour toute partie bornée A de X et toute application
r : A→]0,∞[, on puisse trouver des parties A1, . . . , AM ⊂ A pour lesquelles
1. les boules fermées B(x, r(x)), x ∈ Ai soiente deux-à-deux disjointes lorsque
i est ﬁxé, 1 ≤ i ≤M ;
2. les boules B(x, r(x)) recouvrent A lorsque x parcourt A1 ∪ . . . ∪AM .
Démonstration. Voir (Mattila, 1995), théorème 2.7 (2).
Lemme 1.1.2.6. Soit X un espace métrique possédant la propriété de Besico-
vitch. Soient µ, λ deux mesures σ-ﬁnies sur X pour lesquelles les boules sont de
mesure ﬁnie. On suppose que µ est absolument continue par rapport à λ. Alors,
pour µ-presque tout x, on a
dim(µ, x) = dim(λ, x)
et de même pour la dimension supérieure. Si λ est de dimension exacte δ, il en
est de même de µ.
Démonstration. Puisque µ, λ sont σ-ﬁnies et que µ est absolument continue par
rapport à λ, nous pouvons introduire la dérivée de Radon-Nikodym f de µ par
rapport à λ, i.e. µ = fλ ; elle est localement µ-intégrable. Pour λ-presque tout
x, on a
f(x) = lim
ρ→0
µ(B(x, ρ))
λ(B(x, ρ))
((Mattila, 1995), théorème 2.12, énoncé pour des mesures de Radon sur l'espace
euclidien, mais la démonstration vaut sans changement dans notre situation).
Pour λ-presque tout x tel que f(x) > 0 (c'est-à-dire, pour µ-presque tout
x), on a donc
lim inf
ρ→0
logµ(B(x, ρ))
log ρ
= lim inf
ρ→0
log λ(B(x, ρ))
log ρ
et de même pour les limites supérieures, ce qui démontre la première assertion
du lemme. La deuxième s'en déduit aussitôt.
Le problème qui nous occupera tout au long de ce travail est le suivant :
étant donnée une mesure de probabilité µ sur un espace métrique µ et une
projection pi, c'est-à-dire une application lipschitzienne X → Y , comparer
dim(µ) et dim(piµ). En toute généralité, on a le résultat suivant.
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Lemme 1.1.2.7. Soient X,Y deux espaces métriques, pi : X → Y une applica-
tion lipschitzienne et µ une mesure de probabilité sur X. On a
dim(µ, x) ≥ dim(piµ, pix)
pour tout x ∈ X, et
dim(µ) ≥ dim(piµ).
Il en va de même pour les dimensions supérieures.
Démonstration. Résulte aussitôt des déﬁnitions.
Avant de clore ce paragraphe, donnons encore une déﬁnition.
Déﬁnition 1.1.2.8. Soient X un ensemble et d, d′ deux distances sur X. On
suppose que d et d′ induisent la même topologie sur X. On dit que d et d′ sont
bilipschitz équivalentes dans un ouvert U de X s'il existe une constante C > 1
(dépendant de U) telle que pour tous x, y ∈ U on ait
1
C
d(x, y) ≤ d′(x, y) ≤ Cd(x, y).
On dit que d et d′ sont localement bilipschitz équivalentes si X peut être recouvert
par des ouverts où d et d′ sont bilipschitz équivalentes.
1.1.3 Espaces doublants
Pour mettre au point une théorie non-triviale et suﬃsamment riche de la
dimension des mesures (ou des ensembles), on est rapidement conduit à faire
des hypothèses sur les objets étudiés. Il y a, à un niveau élémentaire, deux
hypothèses standards. On peut supposer que l'espace métrique où l'on se
place possède la propriété de Besicovitch, ce qui permet notamment d'utiliser
toute la théorie de la diﬀérentiation des mesures.
Ou bien on peut ne pas vouloir faire d'hypothèse aussi forte sur l'espace, et on
étudiera des mesures possédant de bonnes propriétés, par exemple les mesures
doublantes. On récupère à nouveau tout l'attirail des théorèmes classiques, mais
cette fois en se servant du lemme de recouvrement de Vitali (qui vaut dans un
espace métrique quelconque).
Or notre volonté ici est bien de disposer de résultats aussi généraux que
possible puisque nous voulons les utiliser pour la théorie générale de l'entropie
le long des opérations de groupe et qu'il serait désagréable d'avoir à se limi-
ter à certains groupes particuliers, possédant la propriété de Besicovitch, ou à
certaines mesures particulières, dont les conditionnelles le long de l'opération
soient doublantes.
C'est pourquoi nous introduisons ici les espaces métriques doublants et re-
prenons les résultats de base de (Käenmäki et al., 2010) sur ces espaces. A titre
d'exemple, pour justiﬁer notre démarche, rappelons que le groupe de Heisen-
berg, muni de la distance de Korányi ou de Carnot-Carathéodory, ne jouit pas
de la propriété de Besicovitch (voir (Korányi et Reimann, 1995), page 17, et
(Rigot, 2004)).
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Il est vrai que le groupe de Heisenberg admet une distance homogène (i.e.
pour laquelle les homothéties de Heisenberg sont des similitudes), bilipschitz-
équivalentes aux distances précédentes, et pour laquelle la propriété de Besi-
covitch est satisfaite (Le Donne et Rigot, 2014). Pour le cas de l'espace de
Heisenberg, on pourrait reproduire la théorie classique à moindre coût.
Signalons cependant que ce théorème de Mme Rigot et M. Le Donne ne se
généralise pas tel quel aux groupes de Carnot de rang supérieur ; plus précisé-
ment, la construction de (loc. cit.), consistant à produire une distance homogène
dont la boule de rayon 1 soit ronde, ne donne pas lieu, dans les groupes de
Carnot de rang supérieur, à une distance possédant la propriété de Besicovitch
(Le Donne et Rigot, 2015).
Cela étant dit, je considère que la théorie élémentaire des espaces doublants
est suﬃsamment simple et adaptée aux questions qui nous intéressent pour
justiﬁer l'exposé qui suit.
Les résultats principaux de ce paragraphe sont la proposition 1.1.3.15 et son
corollaire ; ils nous serviront au chapitre 2.
Déﬁnition 1.1.3.1. Un espace métrique X est doublant s'il existe une constante
N telle que pour tout rayon R > 0, toute boule fermée de rayon R soit recouverte
par N boules fermées de rayon R/2.
Le plus petit N tel que cette propriété soit satisfaite est appelé constante de
doublement de X.
Notons que si X est doublant, de constante de doublement N , et si λ ∈]0, 1[,
toute boule de rayon R > 0 est recouverte par Nk boules de rayon λR, où k est
le plus petit entier tel que 2−k ≤ λ.
Décrivons maintenant les espaces doublants qui nous intéresseront dans la
suite (au chapitre 2).
Déﬁnition 1.1.3.2. Nous dirons qu'un groupe métrique est doublant s'il est
localement compact, si sa distance est invariante à droite, et s'il possède un
automorphisme αG qui est une similitude de rapport α < 1.
Nous noterons simplement α l'automorphisme αG. On a donc, pour tous
g, h ∈ G, d(αg, αh) = αd(g, h), et α ∈]0, 1[.
Lemme 1.1.3.3. Dans un groupe métrique doublant G, toute boule fermée est
compacte.
Démonstration. Soit V un voisinage relativement compact de e dans G. Il
contient une boule fermée B(e, r), r > 0. Cette boule est donc compacte. Par
conséquent, l'automorphisme α étant continu, toute boule B(e, αkr) (k entier
relatif), est compacte. Comme αkr peut être rendu arbitrairement grand, et que
la distance de G est invariante à droite, on en déduit aussitôt que toute boule
fermée est compacte.
Un espace métrique où toute boule fermée est compacte est parfois dit propre.
Lemme 1.1.3.4. Soit G un groupe doublant et λ un réel positif < 1. Il existe
une constante N ne dépendant que de G et λ telle que, pour tout rayon R > 0,
la boule B(e,R) soit recouverte par au plus N translatées à gauche de la boule
B(e, λR).
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Démonstration. Puisque B(e, 1) est compacte et que B(e, αλ) est d'intérieur
non vide, on peut trouver des éléments g1, . . . , gN ∈ G tels que les giB(e, αλ)
recouvrent B(e, 1).
Soit R > 0 et soit k l'entier relatif tel que αk+1 ≤ R < αk. On a B(e,R) ⊂
B(e, αk), donc α−kB(e,R) ⊂ B(e, 1), de sorte que les giB(e, αλ) (1 ≤ i ≤ N) re-
couvrent α−kB(e,R). Puisque α est un automorphisme de groupe, on en déduit
que B(e,R) peut être recouvert par N translatées à gauche de B(e, αk+1λ). Or
B(e, αk+1λ) est contenue dans B(e, λ) puisque αk+1 ≤ R. D'où le lemme.
Corollaire 1.1.3.5. Tout groupe métrique doublant est, en tant qu'espace mé-
trique, doublant.
Exemples 1.1.3.6. L'espace euclidien Rn, l'espace de Heisenberg (muni d'une
distance homogène, c'est-à-dire une distance invariante à droite, pour laquelle
les homothéties de Heisenberg sont des similitudes) sont des groupes doublants.
Il en va de même, plus généralement, des groupes de Carnot, que je m'abs-
tiens de déﬁnir car nous n'aurons pas à les considérer.
Nous revenons à la théorie générale des espaces doublants, étant entendu que
nous ne l'appliquerons qu'aux groupes doublants déﬁnis ci-dessus ; mais l'exposé
qui suit ne serait pas considérablement simpliﬁé si nous nous restreignions aux
groupes doublants.
Remarque 1.1.3.7. L'existence d'une constante de doublement est une pro-
priété de ﬁnitude de la dimension. Plus précisément, la déﬁnition que nous
donnons des espaces doublants revient à dire qu'un espace est doublant si sa
dimension de Assouad est ﬁnie (voir, par exemple, (Luukkainen, 1998)). En
particulier, on voit aussitôt que cette propriété est invariante par transforma-
tion bilipschitz, contrairement à la propriété de Besicovitch.
Lemme 1.1.3.8. Tout espace doublant est séparable.
Démonstration. Il résulte de la déﬁnition que pour tout i, un espace métrique
doublant peut être recouvert par une suite dénombrable de rayon 2−i. Le lemme
s'en déduit.
Une partie A de X dans laquelle deux points distincts quelconques sont à
distance > δ l'un de l'autre est dite δ-séparée.
Lemme 1.1.3.9 ((Käenmäki et al., 2010) lemme 2.1). , Soit X un espace
métrique doublant de constante de doublement N . Le cardinal de toute partie
δ-séparée bornée A ⊂ X est majoré par(
2diam(A)
δ
)log2 N
.
Démonstration. Puisque A est bornée, elle est contenue dans une boule fermée
de rayon diam(A). Si k est le plus petit entier tel que 2−k ≤ δ
2diam(A)
, on peut
donc recouvrir A par Nk boules de rayon δ/2. Puisque A est δ-séparée, deux
points de A ne peuvent appartenir à une même boule de rayon δ/2 ; par suite,
A contient au plus Nk éléments.
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Proposition 1.1.3.10. Soit X un espace métrique doublant de constante de
doublement N , et soit µ une mesure borélienne pour laquelle toute boule de X
est de mesure ﬁnie. La dimension (locale) inférieure de µ est presque partout
≤ log2N .
Démonstration. Soit D un réel > log2N et supposons donnés un réel ρ0 > 0 et
une partie E ⊂ X telle que pour tout x ∈ E et tout ρ < ρ0 on ait
µ(B(x, ρ)) ≤ ρD.
Nous allons voir que E est négligeable, on peut pour cela le supposer borné. Soit
δ < ρ0/2 et donnons-nous une partie δ/2-séparée maximale A contenue dans E.
D'une part, les B(x, δ) recouvrent E lorsque x parcourt A ; et d'autre part, A
contient au plus (
4diam(E)
δ
)log2 N
éléments. On a donc
µ(E) ≤ Card(A)δD ≤ CδD−log2 N
où C est une constante > 0 indépendante de δ. En faisant tendre δ vers 0, on
voit que µ(E) = 0.
Remarque 1.1.3.11. L'énoncé plus fort obtenu en remplaçant la dimension
inférieure par la dimension supérieure est vrai aussi ((Käenmäki et al., 2010),
lemme 2.2) mais nous n'en aurons pas besoin.
L'énoncé suivant est une forme faible du lemme 1.1.2.5.
Lemme 1.1.3.12 ((Käenmäki et al., 2010), lemme 2.1). Soit X un espace
doublant, de constante de doublement N . Soient δ un réel > 0, et A une partie
de X telle que les boules fermées B(x, δ2 ) soient deux à deux disjointes lorsque
x parcourt A. On peut écrire A comme une réunion A1 ∪ . . . AM , où chaque Ai
est telle que les boules fermées B(x, δ) soient deux à deux disjointes lorsque x
parcourt Ai, et M ne dépend que de N .
Démonstration. Déﬁnissons une suite A1, . . . , An, . . . de parties de A comme
suit : pour i ≥ 0, Ai+1 est une partie de A \ (A1 ∪ . . . ∪ Ai), telle que les
boules fermées B(x, δ) soient deux à deux disjointes lorsque x parcourt Ai+1,
et est maximale pour cette propriété. La construction s'arrête au temps n si
A1 ∪ . . .∪An = A. Nous allons voir que la construction s'arrête nécessairement
après un temps ﬁni.
Supposons que A1, . . . , AM aient été construites (et soient toutes non vides).
Soit x un point de A \ (A1 ∪ . . . ∪ AM−1). Par maximalité de A1, . . . , AM−1,
on peut trouver des points xi ∈ Ai (1 ≤ i ≤ M − 1) tels que les boules fer-
mées B(x, δ) et B(xi, δ) se rencontrent. Chaque boule fermée B(xi, δ2 ) est donc
contenue dans B(x, 2δ). On sait d'autre part que B(x, 2δ) peut s'écrire comme
la réunion d'au plus N3 boules fermées B(yj , δ4 ). A tout xi, associons un indice
j tel que xi ∈ B(yj , δ4 ), ce qui entraîne que la boule B(yj , δ4 ) est contenue dans
B(xi,
δ
2 ). Puisque les B(xi,
δ
2 ) sont deux à deux disjointes, cette application
i 7→ j est injective, et on en déduit que M − 1 ≤ N3.
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Dans ce lemme, le rayon des boules est ﬁxé, contrairement à ce que permet
la propriété de Besicovitch. Le lemme 1.1.3.12 suﬃt néanmoins à démontrer une
version faible du théorème de densité de Lebesgue.
Lemme 1.1.3.13 ((Käenmäki et al., 2010), proposition A.2). Soient X un
espace doublant, et µ une mesure borélienne ﬁnie. Soit A une partie µ-mesurable
de X.
Pour µ-presque tout x ∈ A, on a
lim sup
ρ→0
µ(A ∩B(x, ρ))
µ(B(x, ρ))
= 1.
Noter qu'à la diﬀérence du théorème de densité de Lebesgue, le membre de
gauche est ici une limite supérieure et non une limite.
Démonstration. Supposons donnés des réels ﬁxés ρ0 > 0, t ∈]0, 1[ et une partie
B ⊂ A tels que pour tout x ∈ B et pour tout ρ < ρ0 on ait
µ(A ∩B(x, ρ))
µ(B(x, ρ))
≤ t.
Nous allons montrer que B est négligeable. Fixons ε > 0 et donnons-nous un
voisinage U de B tel que µ(U) < (1 + ε)µ(B), comme il est loisible puisque µ
est régulière (comme l'est toute mesure borélienne ﬁnie sur un espace métrique
séparable). Il existe δ < ρ0 tel que d(B, {U) > δ.
Soit maintenant B′ une partie de B telle que les boules fermées B(x, δ/2)
soient deux à deux disjointes lorsque x parcourt B′, et maximale pour cette
propriété, de sorte que les B(x, δ) recouvrent B lorsque x parcourt B′. En vertu
du lemme 1.1.3.12, on peut trouver dans B′ une partie B′′ telle que les boules
B(x, δ) soient deux à deux disjointes lorsque x parcourt B′′, et que
µ
( ⋃
x∈B′′
B(x, δ)
)
≥ 1
M
µ(B)
où M est une constante qui ne dépend que de la constante de doublement de
X.
Cela étant, on a
µ(B) ≤
∑
x∈B′′
µ(A ∩B(x, δ)) + µ
(
U \
⋃
x∈B′′
B(x, δ)
)
et la somme du membre de droite est majorée par t
∑
x∈B′′ µ(B(x, δ)) par dé-
ﬁnition de B. Puisque les B(x, δ) sont deux à deux disjointes (x ∈ B′′), on en
tire
µ(B) ≤ µ(U)− (1− t)µ
( ⋃
x∈B′′
B(x, δ)
)
et on obtient ﬁnalement, chaque B(x, δ) (x ∈ B′′) étant contenue dans U ,
µ(B) ≤
(
1 + ε− 1− t
M
)
µ(B).
Cette inégalité est valable pour tout ε > 0 ; puisque t < 1, on a donc nécessai-
rement µ(B) = 0.
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Remarque 1.1.3.14. Signalons le résultat suivant ((Käenmäki et al., 2010),
théorème A.1) : il existe un espace métrique compact doublant Σ portant une
mesure de probabilité borélienne µ et une partie compacte A de mesure positive
tel que pour tout x ∈ A, on ait
lim inf
ρ→0
µ(A ∩B(x, ρ))
µ(B(x, ρ))
= 0.
Nous sommes maintenant en mesure d'énoncer et démontrer la proposition
suivante.
Proposition 1.1.3.15. Soit X un espace métrique complet doublant, et pi :
X → Y une application lipschitzienne de X dans un espace métrique Y complet
séparable. Soit λ une mesure de probabilité sur X, µ son image par pi et
λ =
∫
dµ(y)λy
la désintégration de λ le long de pi. On suppose qu'il existe une constante γ ≥ 0
et une application mesurable δ : Y → [0,∞[ telles que pour λ-presque tout x on
ait
dim(λpi(x), x) ≥ γ, dim(µ, pi(x)) ≥ δ(pi(x)).
Alors, pour λ-presque tout x, on a
dim(λ, x) ≥ γ + δ(pi(x)).
Si, au lieu de supposer que X est doublant, on suppose qu'il est séparable et
possède la propriété de Besicovitch (déﬁnition 1.1.2.4), on obtient la conclusion
plus forte
dim(λ, x) ≥ γ + δ(pi(x))
pour λ-presque tout x.
Notons que si X est doublant, il est séparable ; ceci justiﬁe la possibilité de
désintégrer λ le long de pi.
Démonstration. Le cas où X possède la propriété de Besicovitch est traité dans
(Ledrappier et Young, 1985) (lemme 11.3.1). Nous ne démontrons donc cette
proposition que pour X doublant. Á vrai dire, nous ne faisons que reprendre
l'argument de (ibid.) en invoquant le lemme 1.1.3.13 au lieu du théorème de
densité usuel.
Supposons pour simpliﬁer que pi est 1-lipschitzienne. Fixons ε > 0. On peut
produire un borélien A ⊂ X de mesure λ(A) ≥ 1 − ε et un réel ρ1 > 0 tel que
pour tout x ∈ A et tout ρ < ρ1, on ait
λpi(x)(B(x, ρ)) ≤ ργ−ε.
Pour λ-presque tout x0 dans A, il y a (lemme 1.1.3.13) des réels ρ > 0 arbitrai-
rement petits pour lesquels
λ(A ∩B(x0, ρ)) ≥ 1
2
λ(B(x0, ρ)).
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Fixons un tel x0. On a, si ρ est un réel tel que l'inégalité précédente soit satisfaite,
λ(B(x0, ρ)) ≤ 2λ(A ∩B(x0, ρ)) =
∫
dµ(y)λy(A ∩B(x0, ρ)).
Supposons que y soit tel que A ∩B(x0, ρ) ∩ pi−1(y) contienne un point x. On a
donc A∩B(x0, ρ) ⊂ B(x, 2ρ), et si ρ est pris < 12ρ1, on aura λy(A∩B(x0, ρ)) ≤
(2ρ)γ−ε puisque x appartient à A. En intégrant ceci, on obtient
λ(B(x0, ρ)) ≤ 2(2ρ)γ−εµ(pi(B(x0, ρ))) ≤ 2(2ρ)γ−εµ(B(pi(x0), ρ))
où la deuxième inégalité vient de ce que pi(B(x, ρ)) ⊂ B(pi(x), ρ) (car pi est
supposée 1-lipschitzienne). On peut trouver des ρ > 0 arbitrairement petits
pour lesquels cette majoration de λ(B(x0, ρ)) ait lieu. Par suite, on a
lim sup
log(λ(B(x0, ρ)))
log ρ
≥ γ − ε+ dim(µ, pi(x)).
Il est maintenant facile de conclure.
Corollaire 1.1.3.16. Soit X un espace métrique complet doublant, Y un espace
borélien standard, et pi : X → Y une application borélienne. Soit λ une mesure
de probabilité sur X, µ son image par pi et
λ =
∫
dµ(y)λy
la désintégration de λ le long de pi. On suppose qu'il existe une constante γ ≥ 0
telle que pour λ-presque tout x on ait
dim(λpi(x), x) ≥ γ.
Alors, pour λ-presque tout x, on a
dim(λ, x) ≥ γ.
Démonstration. Il suﬃt de reprendre sans changement la démonstration de la
proposition précédente jusqu'à l'avant-dernière équation, où l'on majore main-
tenant µ(pi(B(x0, ρ))) par 1 et la conclusion s'ensuit.
Lorsque X est un espace produit et que pi est la projection sur le premier
facteur, on peut démontrer une inégalité dans l'autre direction. Nous ne nous
en servirons pas.
Proposition 1.1.3.17. Soient X,Y deux espaces métriques et soit λ une me-
sure de probabilité sur X × Y . Soit pi la projection X × Y → X et µ l'image de
λ par pi. Notons dimP (Y ) la dimension de packing supérieure de Y . On a
dim(µ) ≥ dim(λ)− dimP (Y ).
Pour la dimension de packing, voir (Mattila, 1995) paragraphe 5.9.
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Démonstration. Soit A une partie deX non négligeable pour µ. Le produit A×Y
est non négligeable pour λ ; par suite, on a dim(λ) ≤ diH(A× Y ). D'autre part,
on a l'inégalité (op. cit., théorème 8.10) dimH(A × Y ) ≤ dimH(A) + dimP (Y ).
Par conséquent, on a la minoration
dimH(A) ≥ dimH(A× Y )− dimP (Y ) ≥ dim(λ)− dimP (Y ).
En prenant l'inﬁmum du membre de gauche lorsque A parcourt les parties non
négligeables pour µ, on obtient
dim(µ) ≥ dim(λ)− dimP (Y ).
Remarques 1.1.3.18. 1. Mattila énonce l'inégalité dimH(A×B) ≤ dimH(A)+
dimP(B) pour des parties de l'espace euclidien, mais en réalité cette hypo-
thèse n'est utile que pour l'inégalité réciproque dimH(A) + dimH(B) ≤
dimH(A×B), laquelle repose sur le lemme de Frostman (alors que celle
dont nous nous servons est élémentaire).
2. On ne peut pas remplacer la dimension de packing supérieure par la di-
mension de Hausdorﬀ. En eﬀet, soient A,B deux parties de la droite
réelle, de dimension de Hausdorﬀ nulle, et telles que A × B soit de di-
mension de Hausdorﬀ égale à 1 ; de telles parties sont construites dans
(Falconer, 2014), exemple 7.8.
Soit λ une mesure de probabilité sur A×B telle que dim(λ) > 0 ; l'exis-
tence de λ est une conséquence du lemme de Frostman, (Mattila, 1995),
théorème 8.8. Si µ est l'image de λ par la projection de A×B sur A, on
a dim(µ) = 0, et dim(λ)− dimH(B) = 1, donc on n'a pas dans ce cas
dim(µ) ≥ dim(λ)− dimH(B).
1.2 Dimension des projections
Nous nous plaçons dans l'espace euclidien Rn (n ≥ 2) et nous intéressons au
problème suivant : étant donnée une mesure de Radon µ, étudier la dimension
des projections de µ sur les m-plans de Rn.
Dans un premier temps, nous énonçons le théorème classique de Marstrand
sur la dimension presque sûre des projections des mesures de Radon dans l'es-
pace euclidien. Le théorème original (Marstrand, 1954) porte sur les ensembles
mais nous serons plutôt intéressé à étudier la dimension des mesures. Les résul-
tats principaux de cette sous-section sont le corollaire 1.2.2.3 et la proposition
1.2.2.6. L'emploi de méthodes relevant de la théorie du potentiel pour démontrer
le théorème de J. M. Marstrand remonte à R. Kaufman.
Le théorème de Marstrand donne une information presque sûre. En général,
il ne permet pas de dire quoi que ce soit sur une projection ﬁxée. Ce second
problème est, de loin, beaucoup plus délicat. Il a fait l'objet de beaucoup de
travaux dans des cas plus ou moins particuliers. Lorsque la mesure considérée
est, en un certain sens, fractale, on peut s'attendre à ce que les conclusions
du théorème de Marstrand demeurent, sauf éventuellement pour certains choix
exceptionnels de m-plans.
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Donnons un exemple d'une telle situation. Soient µ, ν des mesures de proba-
bilité sur [0, 1] invariantes par ×2 et ×3 respectivement. Alors pour toute pro-
jection pi : R2 → R qui n'est pas la projection sur la première ou la deuxième
coordonnée, on a
dim(pi(µ⊗ ν)) = inf{1,dim(µ⊗ ν)}.
Ce théorème ((Hochman et Shmerkin, 2012), théorème 1.3) a été établi par
M. Hochman et P. Shmerkin en lien avec une conjecture de Furstenberg. Pour
ce faire, ces auteurs ont développé et amélioré une théorie due à Furstenberg
lui-même (Furstenberg, 2008). Ces travaux ont encore été développés par M.
Hochman (Hochman, 2010). Le théorème que nous énonçons en 1.2.3 provient
du dernier travail cité.
Les résultats de cette section nous serviront au chapitre 3.
1.2.1 Énergie d'une mesure de Radon
Déﬁnition 1.2.1.1. Soit µ une mesure de Radon sur Rn et s un nombre réel.
La s-énergie de µ est le nombre
Is(µ) =
∫
dµ(x)dµ(y)
|x− y|s .
Lemme 1.2.1.2. Soit µ une mesure de probabilité sur Rn et s un réel > 0
tel que µ(B(x, ρ)) ≤ ρs pour µ-presque tout x et tout ρ ≤ ρ0, où ρ0 est une
constante > 0. Pour tout ε > 0, la (s− ε)-énergie de µ est ﬁnie.
Démonstration. Calcul immédiat.
Le lien entre l'énergie d'une mesure et sa dimension inférieure est précisé par
le lemme suivant.
Lemme 1.2.1.3. Soit µ une mesure de Radon sur Rn et s un réel > 0. On
suppose qu'il existe une suite (fk) d'applications mesurables Rn → [0, 1], qui
tend en croissant vers 1 µ-presque partout, et telle que la s-énergie de fkµ soit
ﬁnie pour tout k. Alors dim(µ) ≥ s.
Démonstration. Voir (Ledrappier et Lindenstrauss, 2003), proposition 2.2.
1.2.2 Le théorème de Marstrand
Dans le contexte de l'étude de la dimension des mesures projetées, on dis-
tingue deux cas. Un cas sous-critique, où la mesure considérée est de dimen-
sion moindre que l'espace sur lequel on la projette, et la dimension est presque
sûrement préservée. Un cas sur-critique, où la mesure considérée est de di-
mension strictement plus grande que l'espace sur lequel on la projette et alors
les projections sont presque sûrement absolument continues par rapport à la
mesure de Lebesgue, et en particulier leur dimension est celle de cet espace.
Nous commençons par préciser le sens de la phrase pour presque tout m-
plan de Rn.
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1.2.2.1 La grassmannienne des m-plans
La grassmannienne des m-plans de Rn est l'espace G(m,n) dont les points
sont les sous-espaces vectoriels de dimension m dans Rn. C'est une partie de
l'espace projectif associé à la m-ème puissance extérieure de Rn. Elle possède
donc une topologie naturelle, pour laquelle elle est compacte, voir par exemple
(Bourbaki, 1947), chapitre VI, p. 20, propositions 7 et 8.
L'opération naturelle de O(n) sur G(m,n) est continue et transitive. La
mesure de probabilité qui s'en déduit sur G(m,n) sera appelée mesure de Haar.
Elle est par déﬁnition O(n)-invariante. Toute assertion mesurée les m-plans
de Rn sera relative à cette mesure. Nous la noterons γ ou γn,m s'il y a lieu.
Pour tout m-plan V , nous noterons piV la projection orthogonale sur V .
1.2.2.2 Le cas sous-critique
Lemme 1.2.2.1. Soit µ une mesure de probabilité sur Rn. Soit m un entier,
1 ≤ m ≤ n − 1 et soit s un réel, s < m. Il existe une constante (dépendant de
s, n,m) C telle que ∫
dγn,m(V ) Is(piV µ) ≤ CIs(µ).
Démonstration. Voir (Mattila, 1995), démonstration du théorème 9.3.
Proposition 1.2.2.2. Soit µ une mesure de probabilité sur Rn. Soit m un
entier, 1 ≤ m ≤ n − 1. On suppose que dim(µ) ≤ m. Alors pour presque tout
m-plan V , on a
dim(piV µ) = dim(µ).
Démonstration. Il est immédiat que dim(piV µ) ≤ dim(µ) quel que soit V car piV
est une application lipschitzienne. Pour l'inégalité réciproque, on peut supposer
que dim(µ) > 0.
Fixons un réel s, 0 < s < dim(µ). Pour tout entier k ≥ 1, soit Ek l'ensemble
des x pour lesquels on a µ(B(x, ρ)) ≤ ρs dès que ρ ≤ 1/k. Soit ε > 0. La
(s− ε)-énergie de µ|Ek est ﬁnie. Par conséquent, pour presque tout m-plan V ,
la (s− ε)-énergie de piV (µ|Ek) est ﬁnie aussi (lemme 1.2.2.1).
Soit fk,V la dérivée de Radon-Nikodym de piV (µ|Ek) par rapport à piV µ. La
suite (Ek) est croissante et sa réunion est de µ-mesure totale. On en déduit que
pour tout V , la suite fk,V converge piV µ-presque partout en croissant vers 1.
D'après le lemme 1.2.1.3, on a donc dim(piV µ) ≥ s − ε pour presque tout V ,
quel que soit ε > 0. D'où la proposition.
Corollaire 1.2.2.3. Soit µ une mesure de probabilité sur Rn, de dimension
exacte δ ≤ m. Alors pour presque tout m-plan V , piV µ est de dimension exacte
δ.
Démonstration. Pour presque toutm-plan V et piV µ-presque tout v, on a dim(piV µ, v) ≥
δ d'après la proposition 1.2.2.2 et dim(piV µ, v) ≤ δ puisque piV est lipschitzienne
et que dim(µ, x) ≤ δ pour µ-presque tout x.
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1.2.2.3 Le cas sur-critique
Lemme 1.2.2.4. Soit µ une mesure de probabilité sur Rn et m un entier,
1 ≤ m ≤ n− 1. On suppose que la m-énergie de µ est ﬁnie. Alors pour presque
toutm-plan V , piV µ est absolument continue par rapport à la mesure de Lebesgue
de V .
Démonstration. Voir (Mattila, 1995), théorème 9.7.
Lemme 1.2.2.5. Soit µ une mesure de probabilité sur Rn et m un entier,
1 ≤ m ≤ n− 1. Soit s un réel, m < s < n. On suppose que la s-énergie de µ est
ﬁnie. Pour tout m-plan V , désintégrons µ au-dessus de piV µ :
µ =
∫
d(piV µ)(v) µV,v.
Il existe une constante C ne dépend que de n,m et s telle que∫
d(piV µ)(v)dγn,m(V ) Is−m(µV,v) ≤ CIs(µ).
Démonstration. Voir (Mattila, 1995), théorème 10.7.
Proposition 1.2.2.6. Soit µ une mesure de probabilité sur Rn et soit m un
entier, 1 ≤ m ≤ n− 1. Nous supposons que dim(µ) > m.
Pour presque tout m-plan V , piV µ est absolument continue par rapport à la
mesure de Lebesgue de V , et si
µ =
∫
d(piV µ)(v) µv,V
est la désintégration de µ le long de piV , on a dim(µv,V ) ≥ dim(µ) − m pour
piV µ-presque tout v.
Démonstration. Soit s un réel, m < s < dim(µ) et soit ε > 0 assez petit pour
que m < s − ε. Pour tout k ≥ 1, soit Ek l'ensemble des x ∈ Rn tels que
µ(B(x, ρ)) ≤ ρs dès que ρ ≤ 1/k. Les Ek forment une suite croissante de parties
mesurables dont la réunion est de µ-mesure totale. La (s − ε)-énergie de µ|Ek
est ﬁnie. Nous en déduisons deux faits.
Premièrement, pour presque tout m-plan V , la projection piV (µ|Ek) s'écrit
fk,V λV , où λV est la mesure de Lebesgue sur V (ref). Fixons un tel m-plan V .
La suite (fk,V ) est croissante λV -presque sûrement. Sa limite fV est ﬁnie
λV -presque sûrement car
µ(pi−1V (A)) =
∫
A
dλV fV
pour tout borélien A ⊂ V par convergence monotone. La mesure piV µ est donc
elle-même absolument continue et on a piV µ = fV λV .
Désintégrons µ|Ek au-dessus de piV (µ|Ek) = fk,V λV :
µ|Ek =
∫
dλV (v) fk,V (v)µv,k,V .
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On a d'autre part
µ|Ek =
∫
dλV (v) fV (v)(µv,V |Ek)
de sorte que µv,k,V est proportionnelle à µv,V |Ek pour fV λV -presque tout v et
tout k assez grand.
D'après le lemme, la (s − ε − m)-énergie de µv,k,V est ﬁnie pour presque
tout V et fk,V λV -presque tout v. La réunion des Ek étant presque sûrement de
mesure totale pour µv,V , nous en déduisons que dim(µv,V ) ≥ s − ε −m pour
presque tout V et fV λV -presque tout v (ref).
D'où la proposition, car ε est arbitrairement petit.
1.2.3 Projections de mesures fractales
Nous allons énoncer un théorème (théorème 1.2.3.3) dû à M. Hochman por-
tant sur la dimension des projections de mesures autosimilaires dans l'espace
euclidien. Nous devons en passer par un certain nombre de déﬁnitions et ﬁxer
des notations.
1.2.3.1 Notations
Nous nous plaçons dans l'espace euclidienRn. Le cube unité [−1, 1]n est noté
B1. Les travaux de MM. Furstenberg, Hochman et Shmerkin ont pour objet des
mesures qui sont en un certain sens autosimilaires. La connaissance d'une telle
mesure revient à sa connaissance au voisinage d'un point générique. Il est donc
possible, et commode, de tronquer les mesures étudiées en les conditionnant au
voisinage de 0. La forme du voisinage n'est pas de première importance, et c'est
pour des raisons techniques que ces auteurs ont intérêt à considérer un voisinage
cubique de l'origine (ce qui simpliﬁe des calculs faisant intervenir des entropies
relatives à des partitions dyadiques).
SoitM l'espace des mesures de Radon (non nulles). Pour tout t ∈ R, l'ho-
mothétie de rapport et de Rn, que nous noterons St (S pour scale), induit
une transformation deM appliquant µ sur la mesure image Stµ.
Si µ est une mesure de Radon pour laquelle B1 n'est pas négligeable, nous
noterons µ∗ la mesure proportionnelle à µ pour laquelle B1 est de mesure 1,
c'est-à-dire
µ∗ =
µ
µ(B1)
.
De même, nous noterons µ la mesure de probabilité obtenue en conditionnant
µ à B1, lorsque cela a un sens.
L'ensemble des mesures de Radon pour lesquelles B1 est de mesure 1 sera
noté M∗. L'ensemble des mesures de probabilité qui sont concentrées sur B1
sera notéM.
Si µ est une mesure dont le support contient l'origine de Rn, toutes les
transformées Stµ chargent B1 et on peut donc poser S∗t µ = (Stµ)
∗ et St µ =
(Stµ)
.
Pour tout x ∈ Rn, la translation appliquant x sur 0 sera notée Tx ; si µ est
une mesure de Radon non nulle, on posera T ∗xµ = (Txµ)
∗.
Nous garderons la lettre µ pour des mesures de Radon sur Rn et la lettre P
pour des mesures de probabilité sur des espaces de mesures et nous parlerons
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alors de distribution. Par exemple, si µ ∈ M, la mesure de Dirac en µ, δµ, est
une distribution surM.
1.2.3.2 Distributions fractales
Soit P une mesure de probabilité surM∗ possédant les propriétés suivantes :
1. pour tout voisinage ouvert relativement compact U de l'origine, la mesure∫
dP (µ)
∫
U
δT∗xµ dµ(x)
surM∗ est équivalente à P (on dit alors que P est quasi-Palm) ;
2. P est S∗-invariante, i.e. l'image de P par S∗t est égale à P pour tout
t ∈ R.
Nous dirons que P est une distribution fractale. Si P est ergodique pour le ﬂot
(S∗t )t, nous dirons que P est une distribution fractale ergodique.
Notons que si P est une distribution quasi-Palm, le support de µ contient
l'origine pour P -presque tout µ. Si P est une distribution fractale, on peut donc
considérer son image P par l'application µ 7→ µ, c'est une distribution sur
M.
Une distribution surM de la forme P où P est une distribution fractale
ergodique sera appelée distribution ergodique restreinte. Ceci est justiﬁé par le
lemme suivant.
Lemme 1.2.3.1. SoitM′ l'ensemble des µ ∈M dont le support contient l'ori-
gine. L'applicationM′ →M appliquant µ sur µ entrelace les opérations des
semi-ﬂots (S∗t )t≥0 et (S

t )t≥0, et induit une bijection P 7→ P des distributions
(S∗t )t≥0-invariantes deM∗ sur les distributions (St )t≥0-invariantes deM.
Démonstration. Voir (Hochman, 2010) lemme 3.1.
Notons que l'opération µ 7→ µ n'est pas inversible.
1.2.3.3 Mesures uniformément scalantes
Soit µ une mesure de Radon sur Rn et x un point du support de µ. Nous
noterons µx,t l'image de µ par la composée St ◦ Tx (t ∈ R), et µx,t la mesure
µx,t conditionnée à B1. Considérons la distribution surM
〈µ〉x,T = 1
T
∫ T
0
δµx,t
dt.
S'il existe une distribution P surM telle que, pour µ-presque tout x, 〈µ〉x,T
converge vers P lorsque T →∞, nous dirons que µ est uniformément scalante,
et qu'elle engendre P .
Le lien entre mesures uniformément scalantes et distributions fractales est
précisé par le théorème suivant, dont nous n'aurons pas à nous servir car sa
conclusion sera aisément vériﬁée dans le cas d'espèce où nous voulons appliquer
cette théorie.
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Théorème 1.2.3.2. Si µ est une mesure uniformément scalante engendrant
une distribution P , P est une distribution ergodique restreinte. Réciproquement,
si P est une distribution fractale ergodique, P -presque toute µ est une mesure
uniformément scalante engendrant P.
Démonstration. Voir (Hochman, 2010), théorèmes 1.6 et 1.7.
1.2.3.4 Dimension moyenne d'une projection
Soit P une distribution sur M. Soit pi une application linéaire surjective
Rn → Rm, 1 ≤ m ≤ n− 1. Notons
EP (pi) =
∫
dP (µ) dim(piµ).
Théorème 1.2.3.3. Soit µ une mesure de probabilité sur Rn, uniformément
scalante, engendrant une distribution fractale ergodique restreinte P . Pour toute
application linéaire surjective pi : Rn → Rm, 1 ≤ m ≤ n− 1, on a
dim(piµ) ≥ EP (pi).
Démonstration. Voir (Hochman, 2010), théorème 1.23.
L'intérêt de ce théorème tient à ce qu'il porte sur une projection ﬁxée, et
qu'il permet de déduire une propriété certaine (une borne inférieure pour la
dimension de piµ) d'une propriété en moyenne.
Chapitre 2
Conditionnelles et entropie le
long d'une opération de
groupe
L'objet de ce chapitre est de présenter en détail la théorie des conditionnelles
d'une mesure le long d'une opération de groupe, et de l'entropie associée en
présence d'un automorphisme relativement auquel le groupe opérant paramètre
un sous-feuilletage du feuilletage stable.
L'existence de ces conditionnelles, et les faits essentiels de la théorie, sont
bien connus de tous les spécialistes. Je ne sache pas, pour autant, que ces ré-
sultats aient fait l'objet d'un exposé élémentaire, systématique et circonstancié.
Certes, il y a (Lindenstrauss, 2006), mais je dois reconnaître que je ne suis pas
capable de lire ce travail.
Le début de ce chapitre (i.e. jusqu'au paragraphe 2.1.1.3) est, pour l'essen-
tiel, un développement du paragraphe 4.1 de (Benoist et Quint, 2011). Je dois
remercier le Professeur Yves Benoist qui a bien voulu m'expliquer, en quelques
diagrammes, les grandes lignes de sa construction.
2.1 Théorie générale
Nous commençons par déﬁnir les conditionnelles et détailler leur construction
(paragraphe 2.1.1). Le résultat principal est la proposition 2.1.1.14, due à Y.
Benoist et J.-F. Quint (Benoist et Quint, 2011).
Nous montrons ensuite (paragraphe 2.1.2) comment la théorie des condi-
tionnelles permet de généraliser la décomposition classique de Hopf au cas où
l'opération du groupe ne préserve pas la mesure. Il sera nécessaire alors de sup-
poser que la mesure étudiée est ﬁnie. Le résultat principal de cette partie, dont
nous ne nous servirons d'ailleurs pas, est le théorème 2.1.2.6. Nous démontrons
aussi que l'invariance de la mesure équivaut au fait que les conditionnelles coïn-
cident avec la mesure de Haar.
Enﬁn, nous établissons au paragraphe 2.1.3 la transitivité de l'opération de
désintégration d'une mesure le long d'une opération de groupe.
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Les résultats utiles au chapitre 3 sont les propositions 2.1.1.14, 2.1.1.18,
2.1.1.25, 2.1.1.26, 2.1.3.5.
Le lecteur est invité à lire ce chapitre en ayant à l'esprit l'une des deux
situations suivantes :
1. G est un espace euclidien et H un sous-espace vectoriel de G
2. G est le groupe de Heisenberg et H son centre.
2.1.1 Construction des conditionnelles
2.1.1.1 Sections lacunaires
La pierre d'angle de toute la construction est le résultat suivant, dû à A.
Kechris.
Théorème 2.1.1.1. Soit G un groupe localement compact à base dénombrable,
et X un espace borélien standard où G opère mesurablement à gauche. Soit U un
voisinage compact symétrique de l'élément neutre dans G. Il existe un borélien
Σ de X  appelé par abus section de l'opération de G sur X tel que les propriétés
suivantes soient vériﬁées.
1. La section Σ est complète : X = GΣ.
2. La section Σ est U -lacunaire : si x ∈ Σ et g ∈ U sont tels que gx ∈ Σ,
alors gx = x.
Démonstration. Voir (Kechris, 1992).
Nous dirons que Σ est une section U -lacunaire de l'opération de G sur X
si c'est une partie borélienne de X possédant la deuxième propriété ci-dessus.
Nous dirons que Σ est une section U -lacunaire complète si elle possède les deux
propriétés. Nous omettrons parfois de préciser l'ouvert U relativement auquel
la section est lacunaire.
En général, les éléments d'une section lacunaire seront appelés x′, y′, etc.
pour les distinguer de ceux de X qui seront notés x, y, etc.
Une section lacunaire Σ étant donnée, l'application a : G×Σ→ X appliquant
(g, x′) sur gx′ sera appelée application associée à Σ. Nous nous permettrons
souvent, ayant introduit une section lacunaire Σ, d'employer la lettre a en ce
sens, sans écrire systématiquement soit a l'application associée.
Notons tout de suite une conséquence facile et cruciale de la lacunarité.
Lemme 2.1.1.2. Soit U un voisinage compact symétrique de l'élément neutre
dans G et donnons-nous une section U2-lacunaire Σ. On suppose que pour tout
x′ ∈ Σ, U2 contient au plus N éléments ﬁxant x′, où N est une constante ﬁxée.
Alors pour tout h ∈ G et tout x ∈ X, l'ensemble hU × Σ contient au plus N
éléments (g, x′) tels que gx′ = x.
Démonstration. Quitte à remplacer x par h−1x, on peut supposer que h est
l'élément neutre e de G. Si (g1, x′1), (g2, x
′
2) ∈ U × Σ sont tels que g1x′1 = g2x′2,
on a g−12 g1x
′
1 = x
′
2, ce qui implique, g
−1
2 g1 étant élément de U
2 (et Σ étant
U2-lacunaire), que x′2 = x
′
1. Autrement dit, g
−1
2 g1 est un élément de U
2 ﬁxant
x′1, et la conclusion s'ensuit facilement.
Nous aurons besoin d'un énoncé un peu plus précis que le théorème 2.1.1.1
aux paragraphes 2.2.3 et suivants.
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Théorème 2.1.1.3. Soit G un groupe localement compact à base dénombrable,
et X un espace borélien standard où G opère mesurablement à gauche. Soit U
un voisinage compact symétrique de e dans G. Il existe un borélien Σ de X tel
que les propriétés suivantes soient vériﬁées.
1. La section Σ est U2-complète : X = U2Σ (où U2 est l'image de U par
l'application (g, h) 7→ gh).
2. La section Σ est U -lacunaire.
Démonstration. Reprendre (Becker et Kechris, 1996).
Notation 2.1.1.4. Lorsque G opère sur X, pour toute partie A de X et tout
point x ∈ X, on notera TG(x,A) l'ensemble des g ∈ G tels que gx ∈ A (trans-
porteur de x dans A).
2.1.1.2 Conditionnelles au-dessus d'une section lacunaire
Nous ﬁxons un espace borélien standardX où opère mesurablement à gauche
un groupe localement compact à base dénombrable G.
Déﬁnition 2.1.1.5. Nous dirons que l'opération de G est à stabilisateurs dis-
crets (resp. à stabilisateurs uniformément discrets) si pour tout x ∈ X, le stabi-
lisateur de x dans G est une partie discrète de G (resp. s'il existe un voisinage
V de l'élément neutre dans G tel que pour tout x ∈ X, le seul élément de V
ﬁxant x soit l'élément neutre).
Énonçons tout de suite un lemme qui nous servira plus tard. Rappelons que
les groupes doublants ont été déﬁnis au chapitre 1 (déﬁnition 1.1.3.2).
Lemme 2.1.1.6. Soit G un groupe métrique doublant opérant mesurablement
sur un espace borélien standard X avec des stabilisateurs uniformément discrets.
Il existe des constantes ρ0,K > 0 telles que, pour tout ρ < ρ0 et toute section
B(e, ρ)-lacunaire Σ de l'opération de G sur X, on ait
Card {(g, x′) ∈ B(e, 4ρ)× Σ ; gx′ = x} ≤ K
quel que soit le point x ∈ X.
Démonstration. Raisonner comme dans la démonstration du lemme 2.1.1.2 en
tenant compte de la propriété de doublement pour voir que K ne dépend que
de la constante de doublement de G.
Dorénavant, nous supposerons toujours que l'opération est, au minimum, à
stabilisateurs discrets. En conséquence, si Σ est une section lacunaire de cette
opération, on voit aussitôt que pour tout x ∈ X, le transporteur de x dans Σ
est une partie discrète  et, partant, dénombrable  de G. L'application associée
a : G × Σ → X est donc à ﬁbres dénombrables. À ce propos, rappelons le fait
suivant, dont nous nous servirons librement.
Lemme 2.1.1.7 ((Kechris, 1995)). Si p : X → Y est une application borélienne
entre deux espaces boréliens standards, telle que pour tout y ∈ Y la ﬁbre p−1(y)
soit au plus dénombrable, il existe une suite dénombrable (sn) d'applications
boréliennes X → Y telle que la ﬁbre p−1(y) soit l'ensemble
{sn(y) ; n ≥ 1}
quel que soit y ∈ Y .
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Dans le lemme suivant, la notation δx désigne la mesure de Dirac en x.
Lemme 2.1.1.8. Soient X,Y deux espaces boréliens standards et p une appli-
cation borélienne X → Y . On suppose que p est à ﬁbres dénombrables. Pour
toute mesure σ-ﬁnie λ sur Y , la mesure λ˜ sur X déﬁnie par
λ˜ =
∫
dλ(y) Cardp−1(y) =
∫
dλ(y)
∑
x∈p−1(y)
δx
(où Cardp−1(y) est la mesure de comptage sur l'ensemble p−1(y)) est σ-ﬁnie.
Démonstration. Il existe une famille (sn)n≥1 d'applications boréliennes X → Y
paramétrant les ﬁbres de p, c'est-à-dire telles que pour tout y ∈ Y , on ait
p−1(y) = {sn(y);n ≥ 1}.
Soit A une partie borélienne de Y telle que λ(A) < ∞. Pour tout n ≥ 1, on a
λ˜(sn(A)) <∞. En eﬀet, par déﬁnition
λ˜(sn(A)) =
∫
dλ(y) Card
(
p−1(y) ∩ sn(A)
)
et l'intégrande Card
(
p−1(y) ∩ sn(A)
)
vaut 1 dans A et 0 ailleurs. D'où le lemme.
Notation 2.1.1.9. Dans les conditions du lemme 2.1.1.8, la mesure λ˜ sera
notée p∗λ.
Fixons maintenant une mesure σ-ﬁnie λ sur X. Soit Σ une section lacunaire
de l'opération de G sur X. La mesure a∗λ sur G × Σ est σ-ﬁnie d'après le
lemme 2.1.1.8 et le paragraphe qui le précède. Nous pouvons donc la désintégrer
au-dessus de Σ ; la mesure portée par la ﬁbre au-dessus de x′ ∈ Σ sera notée
σΣ(x
′).
Plus précisément, choisissons sur Σ une mesure de probabilité λΣ, pseudo-
image de a∗λ par la projection G× Σ→ Σ. Nous pouvons alors écrire
a∗λ =
∫
dλΣ(x
′) σΣ(x′)⊗ δx′
où σΣ(x′) est une mesure sur G qui est presque sûrement σ-ﬁnie.
Le choix de la pseudo-image λΣ est arbitraire (car a∗λ n'est pas ﬁnie en
général) mais la classe de cette mesure est uniquement déﬁnie. On peut donc
parler sans ambiguïté des parties négligeables de Σ.
Le lemme suivant caractérise ces parties négligeables.
Lemme 2.1.1.10. Soit Σ une section lacunaire. Pour qu'une partie A de Σ
soit négligeable, il faut et il suﬃt que GA soit λ-négligeable dans X.
Démonstration. Dire que A ⊂ Σ est négligeable, c'est dire que a∗λ(G×A) = 0,
c'est-à-dire que ∫
dλ(x) Card(T (x,A)) = 0
ce qui équivaut à dire que λ-presque aucun x n'appartient à GA.
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Lorsque Σ est une section lacunaire telle que GΣ ne soit pas négligeable, on
dira (par abus de langage) que Σ n'est pas négligeable.
Lemme 2.1.1.11. Supposons que λ soit ﬁnie et soit Σ une section lacunaire.
Alors, presque sûrement, σΣ(x′) est une mesure de Radon sur G.
Si, en outre, les stabilisateurs de l'opération de G sur X sont uniformément
discrets, la mesure a∗λ(K × Σ) est ﬁnie pour toute partie compacte K de G.
Démonstration. Soit U un voisinage symétrique compact de e dans G tel que Σ
soit U2-lacunaire. Nous allons voir que pour tout h ∈ G, σΣ(x′)(hU) est presque
sûrement ﬁnie, ce qui suﬃt à démontrer que σΣ(x′) est presque sûrement de
Radon.
Pour tout n ≥ 1, introduisons l'ensemble Σn formé des x′ ∈ Σ tels que
U2 ∩ Stab(x′) contienne au plus n éléments. On peut vériﬁer que Σn est un
ensemble borélien.
D'après le lemme 2.1.1.2, on a Card(a−1(x)∩hA×Σn) ≤ n pour tout x ∈ X.
En intégrant ceci par rapport à λ, on voit que
a∗λ{(g, x′) ∈ hU × Σn} =
∫
dλ(x) Card(a−1(x) ∩ hU × Σn) ≤ nλ(X) <∞
donc σΣ(x′)(hU) <∞ pour presque tout x′ ∈ Σn.
Puisque le stabilisateur de tout point de X est discret, il est clair que Σ est
réunion des Σn. Par conséquent, σΣ(x′)(hU) <∞, presque sûrement.
Si les stabilisateurs de l'opération de G sur X sont uniformément discrets,
nous pouvons, quitte à réduire U , supposer que les relations gx = x, g ∈ U2
entraînent g = e. On en déduit que pour tout x ∈ X, il y a au plus un couple
(g, x′) ∈ U × Σ tel que gx′ = x. Par conséquent, a∗λ(U × Σ) ≤ 1, et aussi
a∗λ(hU × Σ) ≤ 1 quel que soit h ∈ G. On conclut facilement.
Lemme 2.1.1.12. Soit Σ une section lacunaire, et soit A (resp. Σ′) une partie
λ-négligeable de X (resp. une partie négligeable de Σ). Pour presque tout x′ ∈ Σ,
on a σΣ(x′)(T (x′, A)) = 0 (resp. T (x′,Σ′) = ∅).
Si Σ est une section lacunaire complète, la réciproque est vraie, autrement
dit toute partie A de X telle que, presque sûrement, σΣ(x′)(T (x′, A)) = 0, est
négligeable.
Démonstration. L'assertion sur A équivaut à dire que a∗λ{(g, x′) ∈ G×Σ; gx′ ∈
A} = 0, ce qui est immédiat à partir des déﬁnitions. L'assertion sur Σ′ s'en
déduit en remarquant que, par hypothèse, GΣ′ est une partie λ-négligeable de
X.
Si Σ est lacunaire complète, on a
λ(A) ≤ a∗λ{(g, x′) ∈ G× Σ; gx′ ∈ A}
et on en déduit la réciproque annoncée.
Introduisons quelques notations.
Notation 2.1.1.13. Si λ, µ sont deux mesures proportionnelles sur G (i.e.
µ = cλ, où c est une constante ﬁnie > 0) on écrira λ ' µ. La classe d'une
mesure pour cette relation d'équivalence est appelée mesure projective. La classe
d'une mesure σ-ﬁnie (resp de Radon) est appelée mesure projective σ-ﬁnie (resp.
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mesure projective de Radon). Si λ est une mesure sur G, la classe de λ sera
notée [λ].
On notera M1σ(G) et M1rad(G) l'espace des mesures projectives sur G, res-
pectivement σ-ﬁnies et de Radon.
Si h ∈ G, l'application de translation à droite G → G qui applique g sur
gh−1 sera notée δ(h).
Voici le résultat de base de la théorie ; il est tiré de (Benoist et Quint, 2011).
Proposition 2.1.1.14. Soit X un borélien standard où opère mesurablement
à gauche un groupe localement compact à base dénombrable G avec des stabili-
sateurs discrets, et soit λ une mesure σ-ﬁnie sur X. Il existe une application
σ : X →M1σ(G) possédant la propriété suivante : pour toute section lacunaire
Σ, il existe une partie conégligeable X ′ de X telle que pour presque tout x′ ∈ Σ
et tout g ∈ G tel que gx′ ∈ X ′, on ait
δ(g)∗σ(gx′) = [σΣ(x′)].
Cette propriété caractérise l'application σ en dehors d'un ensemble négli-
geable.
L'application σ est G-équivariante modulo λ ; autrement dit il existe une
partie λ-conégligeable X ′ de X telle que pour tout x ∈ X ′ et tout g ∈ G, si
gx ∈ X ′, on a
σ(gx) = δ(g)∗σ(x).
Si la mesure λ est ﬁnie, alors σ est à valeurs dansM1rad(G), et est mesurable
lorsque l'on munitM1rad de la tribu quotient (de la tribu usuelle sur l'espace des
mesures de Radon de G).
La tribu usuelle sur l'espace des mesures de Radon de G est la tribu boré-
lienne associée à la topologie vague.
La démonstration de proposition 2.1.1.14 fait l'objet de la sous-section sui-
vante.
Déﬁnition 2.1.1.15. Dans les conditions de la proposition 2.1.1.14, nous di-
rons que σ est l'application de désintégration de λ le long de G, et que σ(x) est
la conditionnelle de λ en x le long de G.
Notation 2.1.1.16. Lorsque le contexte rend ambiguë la notation σ, on préci-
sera le groupe, voire la mesure, en indice : σG, σG,λ, etc.
Remarque 2.1.1.17. On parlera par abus du support de σ(x), d'ensemble σ(x)-
négligeable, et ainsi de toute autre notion ne faisant intervenir que la classe
projective des mesures sur G.
Notons aussi que la désintégration de λ le long de G ne dépend que de la
classe projective [λ].
La proposition suivante est une conséquence immédiate, et importante, de
l'unicité dans la proposition 2.1.1.14.
Proposition 2.1.1.18. Soient X,Y deux espaces boréliens standards où G
opère mesurablement à gauche avec des stabilisateurs discrets. Soit α un au-
tomorphisme mesurable du groupe G. Soit φ un isomorphisme borélien X → Y
qui est un α-morphisme de G-ensembles, c'est-à-dire que φ(gx) = α(g)φ(x) pour
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tous g ∈ G, x ∈ X. Soient λ une mesure σ-ﬁnie sur X et µ = φ∗λ son image
directe par φ. Désintégrons λ et µ le long de G. Pour λ-presque tout x, on a
σµ(φ(x)) = α∗σλ(x).
Finissons ce paragraphe avec le fait suivant, que nous utiliserons souvent
sans le mentionner explicitement.
Lemme 2.1.1.19. Pour λ-presque tout x, le support de σ(x) contient l'élément
neutre de G.
Démonstration. Soit ρ > 0 et Aρ l'ensemble des x tels que σ(x)(B(e, ρ)) = 0. Il
suﬃt (lemme 2.1.1.12) de voir, une section lacunaire complète Σ étant donnée,
que pour presque tout x′ ∈ Σ on a σΣ(x′)(T (x′, Aρ)) = 0. Or par déﬁnition de
σ, T (x′, Aρ) est l'ensemble des g tels que δ(g)∗σΣ(x′)(Bρ) = 0, c'est-à-dire que
σΣ(x
′)(B(g, ρ)) = 0. Il est bien clair que cet ensemble est σΣ(x′)-négligeable ;
d'où le lemme.
2.1.1.3 Démonstration de la proposition 2.1.1.14
Nous conservons les notations de la proposition : X est un borélien stan-
dard où opère mesurablement à gauche un groupe localement compact à base
dénombrable G avec des stabilisateurs discrets, et λ est une mesure σ-ﬁnie sur
X.
Lemme 2.1.1.20. Soient Σ ⊂ Σ′ deux sections lacunaires de l'opération de G
sur X. Pour presque tout x′ ∈ Σ′, on a σΣ(x′) ' σΣ′(x′).
Notons que la trace, sur Σ′, de la classe de mesure portée par Σ, coïncide
avec la classe de mesure portée par Σ′ (lemme 2.1.1.10).
Démonstration. C'est une conséquence immédiate de la transitivité des désin-
tégrations (au sens usuel).
Le lemme suivant est une simple conséquence des propriétés d'unicité des
désintégrations ; nous l'énonçons abstraitement pour qu'il apparaisse bien qu'au-
cune des propriétés des objets que nous considérons n'entrent en jeu ici.
Lemme 2.1.1.21. Soient Σ1,Σ2, G trois espaces boréliens standards. Soient
1. α : Σ1 → Aut(G) une application borélienne dans le groupe des automor-
phismes boréliens de G ( i.e. l'application (x′, g) 7→ α(x′) ·g est borélienne
de Σ1 ×G dans G) ;
2. φ : Σ1 → Σ2 un isomorphisme borélien ;
3. ψ : G× Σ1 → G× Σ2 la bijection donnée par (g, x′) 7→ (α(x′) · g, φ(x′)).
L'application ψ est un isomorphisme borélien. Donnons-nous une mesure boré-
lienne σ-ﬁnie λ1 sur G×Σ1 et soit λ2 l'image directe ψ∗λ1. Désintégrons λ1 et
λ2 au-dessus de Σ1 et Σ2 respectivement :
λ1 =
∫
dλ1Σ1(x
′)σΣ1(x
′)⊗ δx′ , λ2 =
∫
dλ2Σ2(y
′)σΣ2(y
′)⊗ δy′ .
Alors, pour presque tout x′ ∈ Σ1, on a
σΣ1(x
′) ' (α(x′))∗σΣ2(φ(x′)).
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Démonstration. Les mesures φ∗λ1Σ1 et λ
2
Σ2
sont équivalentes ; on peut, sans perte
de généralité, les supposer égales. Cela étant, soit f une fonction λ1-intégrable.
On a, par un calcul immédiat,∫
fd(ψ∗λ1) =
∫
dλ1Σ1(x
′)〈f, (α(x′)∗σΣ1(x′))⊗ δφ(x′)〉
et ∫
fdλ2 =
∫
dλ1Σ1(x
′)〈f, σΣ2(φ(x′))⊗ δφ(x′)〉.
La propriété usuelle d'unicité des désintégrations donne donc α(x′)∗σΣ1(x
′) =
σΣ2(φ(x
′)) pour presque tout x′.
Déﬁnition 2.1.1.22. Nous dirons qu'une section lacunaire Σ de l'opération de
G sur X est petite s'il existe un recouvrement ouvert dénombrable (Vn) de G
tel que chaque application Vn × Σ → X (appliquant (g, x′) ∈ Vn × Σ sur gx′)
soit injective.
Le lemme suivant nous sera utile à maintes reprises.
Lemme 2.1.1.23. Toute section lacunaire Σ de l'opération de G sur X est
réunion dénombrable de petites sections lacunaires.
Démonstration. Rappelons que tout groupe localement compact à base dénom-
brable est métrisable. Munissons donc G d'une distance d compatible avec sa to-
pologie. L'opération deG surX étant à stabilisateurs discrets, il existe une appli-
cation borélienne ρ : Σ→ ]0,∞[ telle que, pour tout x′ ∈ Σ, les relations gx′ = x′
et d(g, e) < ρ(x′) entraînent g = e. Posons Σn = ρ−1(]1/n,∞[). Soit U un voisi-
nage compact symétrique de e dans G tel que Σ soit U -lacunaire, et soit Wn un
voisinage symétrique de e tel que W 2n soit contenu dans U ∩ B(e, 1/n). En re-
prenant l'argument du lemme 2.1.1.11, on voit que l'application gWn×Σn → X
est injective quel que soit g ∈ G. La section lacunaire Σn est donc petite.
Lemme 2.1.1.24. Soit Σ une section lacunaire de l'opération de G sur X. Il
existe une partie conégligeable Σ′ ⊂ Σ telle que, pour tout x′ ∈ Σ′ et tout g ∈ G
tel que gx′ ∈ Σ′, on ait
σΣ(gx
′) ' δ(g)∗σΣ(x′).
Démonstration. Nous allons procéder par étapes en réduisant successivement le
lemme à des énoncés de plus en plus simple.
Première réduction. Le lemme se ramène à l'énoncé (R) suivant : soient
Σ1,Σ2 deux sections lacunaires et s : Σ1 → G une application borélienne
telle que s(x′)x′ appartienne à Σ2 pour tout x′ ∈ Σ1 ; alors pour presque
tout x′ ∈ Σ1, on a σΣ2(s(x′)x′) ' δ(s(x′))∗σΣ1(x′).
En eﬀet, supposons que l'énoncé (R) soit acquis, et démontrons le lemme.
Donnons-nous des applications boréliennes sn : Σ → G (n ≥ 1) telles
que l'ensemble {(g, x′) ∈ G × Σ; gx′ ∈ Σ} soit la réunion des graphes
{(sn(x′), x′);x′ ∈ Σ}. Introduisons l'ensemble Σn = {sn(x′)x′;x′ ∈ Σ} ;
on peut vériﬁer que c'est un borélien de Σ. Pour alléger les notations,
notons φn l'application Σ→ Σn qui applique x′ sur sn(x′)x′.
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On a, par hypothèse, σΣn(φn(x
′)) ' δ(sn(x′))∗σΣ(x′) pour presque tout
x′ ∈ Σ.
D'autre part, pour presque tout x′ ∈ Σ, on a σΣn(φn(x′)) ' σΣ(φn(x′)) :
cela provient du lemme 2.1.1.20 et du fait que l'image réciproque, par φn,
d'une partie négligeable de Σn, est une partie négligeable de Σ, comme
on le vériﬁe facilement.
Ceci démontre la première réduction.
Deuxième réduction. Il suﬃt de démontrer (R) en faisant l'hypothèse sup-
plémentaire que Σ1 est petite.
En eﬀet, supposons que Σ1 soit réunion d'une suite de boréliens Σn1 tels
que l'énoncé (R) soit acquis lorsqu'on remplace Σ1 par n'importe lequel
de ces boréliens Σn1 (et qu'on restreint s à Σ
n
1 ). Pour tout n et pour
presque tout x′ ∈ Σn1 , on a donc σΣ2(s(x′)x′) ' δ(s(x′))σΣn1 (x′). On
obtient la deuxième réduction en utilisant à nouveau le lemme 2.1.1.20.
Troisième réduction Il suﬃt de démontrer (R) en faisant les hypothèses que
1o Σ1 est petite et 2o que s est telle que l'application φ : Σ1 → Σ2 qui
applique x′ sur s(x′)x′ soit un isomorphisme.
En eﬀet, on peut supposer que Σ1 est petite, et se donner un recou-
vrement ouvert (Vn) de G tel que chaque application Vn × Σ1 → X soit
injective. Posons Σn1 = s
−1(Vn). Chaque application φn = φ|Σn1 est injec-
tive. Quitte à remplacer Σ2 par φ(Σn1 ), et en raisonnant comme ci-dessus
au moyen du lemme 2.1.1.20, on conclut.
Dernière étape. Pour achever, démontrons le lemme en supposant que l'ap-
plication φ : Σ1 → Σ2 (qui applique x′ sur s(x′)x′) est un isomorphisme
et que Σ1 est petite.
Posons α(x′) = δ(s(x′)) (de sorte que α est une application borélienne
Σ1 → Aut(G) est borélienne) et ψ(g, x′) = (α(x′) · g, φ(x′)). Soient a1 :
G × Σ1 → X et a2 : G × Σ2 → X les applications associées aux deux
sections. Montrons que a∗2λ = ψ∗a
∗
1λ. Pour le voir il suﬃt, Σ1 étant petite
(et ψ étant un isomorphisme) de vériﬁer que, si V ⊂ G est un borélien tel
que la restriction a1|(V ×Σ1) soit injective, alors les mesures restreintes
(ψ∗a∗1λ)|ψ(V × Σ1) et (a∗2λ)|ψ(V × Σ) coïncident. C'est un simple jeu
d'écriture, conséquence de la commutativité du diagramme suivant
G× Σ1 X
G× Σ2
et la conclusion provient du lemme 2.1.1.21.
Nous pouvons maintenant démontrer la proposition 2.1.1.14.
Démonstration de la proposition 2.1.1.14. Fixons une section lacunaire complète
à l'action de G sur X. Soit Σ′ une partie conégligeable de Σ comme dans le
lemme 2.1.1.24 et posons X ′ = GΣ′. Déﬁnissons une application σ˜ de G × Σ′
dans l'espace des mesures projectives σ-ﬁnies :
σ˜(g, x′) = [δ(g)∗σΣ(x′)]
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(où [µ] est la classe projective de µ). Puisque l'application a : G × Σ′ → X ′
est à ﬁbres dénombrables, elle admet des sections boréliennes. Soit s une telle
section, et posons σ = σ˜ ◦ s ; en vertu du lemme 2.1.1.24, cette application ne
dépend pas du choix de la section.
Si Σ1 est une autre section lacunaire, la réunion Σ ∪ Σ1 est une section
lacunaire, et on en déduit (vu le lemme 2.1.1.24) qu'on a aussi σ(gx′1) =
[δ(g)∗σΣ1(x
′
1)] pour presque tout x
′
1 et tout g tel que gx
′
1 appartienne à un
certain ensemble de mesure 1 (dépendant de Σ et Σ1).
La vériﬁcation des autres propriétés énoncées dans la proposition ne pose
pas de problème.
Dans le cas où λ est une mesure de probabilité, la mesurabilité de σ provient
du fait que l'application x′ 7→ σΣ(x′) est mesurable (x′ ∈ Σ) et de la continuité
de l'application G ×Mrad(G) → Mrad(G) (déﬁnie par (g, µ) 7→ g∗µ) lorsque
Mrad(G) des mesures de Radon sur G est muni de la topologie vague.
2.1.1.4 Cas d'une opération lisse
Lorsque l'opération de G sur X est lisse, ce qui signiﬁe que le quotient G\X
est un borélien standard (pour la tribu quotient), les conditionnelles le long de
l'opération de G coïncident avec les conditionnelles au sens usuel (au-dessus de
G\X). C'est ce que nous précisons dans la proposition suivante, où l'application
ρx désigne l'application orbitale de G sur Gx, i.e. ρx(g) = gx.
Proposition 2.1.1.25. Soit X un espace borélien standard où opère mesurable-
ment un groupe localement compact à base dénombrable G avec des stabilisateurs
discrets, et soit λ une mesure σ-ﬁnie sur G.
Supposons que l'opération de G sur X soit lisse. On note x 7→ x¯ l'application
de passage au quotient X → G\X. Fixons une probabilité λ¯ sur G\X, pseudo-
image de λ, et soit
λ =
∫
dλ¯(x¯)λx¯
la désintégration de λ correspondante. Soit σ l'application de désintégration de
λ le long de G.
Pour λ-presque tout x, σ(x) est la classe projective de (ρx)∗λx¯.
Rappelons que la mesure (ρx)∗λx¯ sur G est déﬁnie dans le lemme 2.1.1.8.
Démonstration. Soit s : G\X → X une section borélienne au sens usuel (i.e.
s(x¯) = x¯ pour tout x¯) et soit Σ = s(G\X) son image. Posons
λ˜ =
∫
dλ¯(x¯) (ρs(x¯))
∗λx¯ ⊗ δs(x¯) ;
c'est une mesure sur G×Σ et on vériﬁe qu'elle coïncide avec a∗λ, où a : G×Σ→
X est l'application associée à Σ. La proposition s'en déduit, par unicité des
conditionnelles au sens usuel.
2.1.1.5 Désintégration d'une mesure quotient
Proposition 2.1.1.26. Soit X un espace borélien standard. Soit Γ un groupe
dénombrable opérant mesurablement à droite sur X. On suppose que cette opé-
ration est lisse, de sorte que le quotient X/Γ est un espace borélien standard.
On note p : X → X/Γ l'application de passage au quotient.
2.1. THÉORIE GÉNÉRALE 43
Soit G un groupe localement compact à base dénombrable, opérant mesu-
rablement à gauche sur X. On suppose que l'opération de G sur X/Γ est à
stabilisateurs discrets (et donc aussi l'opération de G sur X).
Soit µ˜ une mesure σ-ﬁnie sur X, et Γ-invariante. Soit µ la mesure σ-ﬁnie
sur X/Γ, quotient de µ par Γ.
Désintégrons µ˜ et µ le long de G ; soient σ˜ et σ les applications correspon-
dantes.
Alors pour µ˜-presque tout x˜, on a
σ(p(x˜)) = σ˜(x˜).
Avant de démontrer la proposition, prenons quelques lignes pour rappeler la
construction de la mesure µ quotient de µ˜. Puisque l'opération de Γ sur X est
lisse, on peut désintégrer µ˜ au-dessus d'une mesure de probabilité pseudo-image
µ′. L'invariance de µ˜ sous Γ entraîne que les conditionnelles de µ˜ au-dessus de µ′
sont µ′-presque sûrement proportionnelles à la mesure de comptage ; autrement
dit, il existe une application borélienne c : X/Γ→]0,∞[ telle que
µ˜ =
∫
dµ′(xΓ) c(xΓ)HaarxΓ.
La mesure µ = cµ′ est σ-ﬁnie (puisque elle est équivalente à une mesure ﬁnie)
et on a µ˜ = p∗µ, ce qui signiﬁe que µ est quotient de µ˜ par Γ.
Démonstration de la proposition. Soit Σ une section lacunaire de l'opération de
G sur X/Γ, et soit Σ˜ l'image inverse p−1(Σ) ; on vériﬁe aussitôt que Σ˜ est une
section lacunaire de l'opération de G sur X.
Donnons-nous une section borélienne s : X/Γ → X ; ceci est possible car
l'opération de Γ sur X est lisse. Les ensembles s(Σ)γ, lorsque γ parcourt Γ, sont
deux à deux disjoints, et partitionnent Σ˜.
Considérons le diagramme commutatif
G× Σ˜ a˜−−−−→ X
q
y py
G× Σ a−−−−→ X/Γ
où a˜, a sont les applications associées aux sections lacunaires Σ˜,Σ respective-
ment, et q applique (g, x˜) sur (g, p(x˜)).
Par déﬁnition des conditionnelles le long de G, tout revient à désintégrer a˜∗µ˜
(resp. a∗µ) au-dessus de Σ˜ (resp. Σ) et à vériﬁer que la ﬁbre de a˜∗µ˜ au-dessus
de x˜ ∈ Σ˜ est proportionnelle à la ﬁbre de a∗µ au-dessus de p(x˜), et ce pour
presque tout x˜.
On a a˜∗µ˜ = q∗(a∗µ) puisque µ˜ = p∗µ par déﬁnition de µ, et que a◦q = p◦ a˜.
D'autre part, l'application Σ × Γ → Σ˜ qui à (x′, γ) associe s(x′)γ est un
isomorphisme borélien, et si on note η : Σ˜→ Σ×Γ sa réciproque, on vériﬁe que
l'isomorphisme Ψ : G× Σ˜→ G×Σ×Γ appliquant (g, x˜′) sur (g, η(x˜′)) applique
a˜∗µ˜ sur la mesure (a∗µ)⊗HaarΓ.
On vériﬁe aussi que la ﬁbre de (a∗µ) ⊗ HaarΓ au-dessus de (x′, γ) ∈ Σ ⊗ Γ
est proportionnelle à la ﬁbre de a∗µ au-dessus de x′, pour presque tout x′ et
pour tout γ.
44 CHAPITRE 2. CONDITIONNELLES ET ENTROPIE
Comme il est clair que les conditionnelles de a˜∗µ˜ au-dessus de Σ˜ et celles de
son image Ψ∗(a˜∗µ˜) au-dessus de Σ× Γ sont presque sûrement proportionnelles,
ce qui précède démontre la proposition.
2.1.1.6 Désintégration d'une mesure absolument continue
Proposition 2.1.1.27. Soit X un espace borélien standard portant une mesure
σ-ﬁnie λ. Soit G un groupe localement compact à base dénombrable opérant
mesurablement sur X avec des stabilisateurs discrets. Soit µ une mesure σ-ﬁnie
sur X, absolument continue par rapport à λ.
Désintégrons λ et µ le long de l'opération de G et soient σλ et σµ les appli-
cations de désintégration correspondantes.
Pour µ-presque tout x, σµ(x) est absolument continue par rapport à σλ(x),
et la dérivée de Radon-Nikodym est donnée par
g 7→ dµ
dλ
(gx).
La conclusion s'entend ainsi : pour µ-presque tout x, si σˆµ(x) (resp. σˆλ(x))
est un représentant de la mesure projective σµ(x) (resp. σλ(x)), alors celle-là
est absolument continue par rapport à celle-ci et il existe une constante c > 0
telle que
dσˆµ(x)
dσˆλ(x)
(g) = c
dµ
dλ
(gx)
pour σµ(x)-presque tout g.
La démonstration est un simple jeu d'écriture, dont je préfère me dispenser.
2.1.2 Récurrence ; dissipativité
Nous conservons les notations précédentes : G est un groupe localement
compact à base dénombrable, X est un espace borélien standard où G opère
mesurablement avec des stabilisateurs discrets, et λ est une mesure σ-ﬁnie sur
X.
2.1.2.1 Trivialité des conditionnelles
Proposition 2.1.2.1. Soit W un borélien de X. Les deux assertions suivantes
sont équivalentes :
1. Pour λ-presque tout x ∈ W , σ(x) est triviale, i.e. σ(x) = [δe] (où δe est
la mesure de Dirac en l'élément neutre de G).
2. Le borélien W contient une partie conégligeable Σ (i.e. λ(W \ Σ) = 0)
telle que pour tous x ∈ Σ, g ∈ G, la relation gx ∈ Σ entraîne g = e
(autrement dit le transporteur T (x,Σ) est trivial).
Le cas échéant, σ(x) est presque sûrement triviale dans GW et le stabilisateur
de presque tout point de GW est trivial.
Démonstration. Supposons vériﬁée la première assertion. Soit Σ un ensemble
conégligeable dans W tel que 1o σ(x) = [δe] pour x ∈ Σ et 2o σ(gx) = δ(g)∗σ(x)
dès que x, gx appartiennent à Σ (proposition 2.1.1.14). Si x et gx appartiennent
à Σ, on a [δe] = [δg], c'est-à-dire que g = e. D'où la deuxième assertion.
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Réciproquement, supposons vériﬁée la deuxième assertion. Il est clair que Σ
est une section lacunaire et que l'application a : G×Σ→ X est un isomorphisme
borélien sur son image. On voit alors aussitôt que σΣ(x) est presque sûrement
une mesure de Dirac lorsque x ∈ GW . La première assertion s'en déduit.
La ﬁn de la proposition est claire.
2.1.2.2 Décomposition de Hopf
Déﬁnition 2.1.2.2. Un borélienW est appelé ensemble errant si le transporteur
T (x,W ) est relativement compact pour λ-presque tout x ∈W .
Un borélien A est appelé ensemble récurrent si, pour toute partie borélienne
B de A, et pour λ-presque tout x ∈ B, le transporteur T (x,B) n'est pas relati-
vement compact.
Le lemme suivant indique que ces notions sont duales l'une de l'autre.
Lemme 2.1.2.3. Pour qu'un ensemble A soit récurrent, il faut et il suﬃt que
A ∩W soit négligeable pour tout ensemble errant W .
Démonstration. Résulte aussitôt des déﬁnitions.
Nous allons généraliser à notre situation le théorème de décomposition de
Hopf ; avant cela, donnons l'énoncé classique et sa démonstration. Rappelons
que si (X,Σ, µ) est un espace de probabilité, et T une application mesurable
X → X, on dit que T quasi-préserve µ si T∗µ et µ sont équivalentes. Dans ce
cas, on dit qu'un ensemble W ∈ Σ est errant si les ensembles T kW (k ≥ 0) sont
deux à deux disjoints, et on dit qu'un ensemble A ∈ Σ est récurrent si pour
toute partie B ∈ Σ contenue dans A et presque tout x ∈ B, la suite des itérées
T kx (k ≥ 1) passe inﬁniment souvent par A.
Théorème 2.1.2.4. Soient (X,Σ, µ) un espace de probabilité et T une appli-
cation mesurable X → X qui quasi-préserve µ. Il existe une partition mesurable
X = C ∪ D, unique modulo des ensembles négligeables, où C est un ensemble
récurrent et D une réunion dénombrable d'ensembles errants.
Démonstration. Soit α1 le supremum des mesures des ensembles errants. On
peut se borner au cas où α1 > 0, sinon on vériﬁe facilement que X est lui-même
un ensemble récurrent. Choisissons un ensemble errant W1 de mesure > 12α1.
Poursuivons en considérant le supremum α2 des mesures des ensembles errants
disjoints deW1, supposons que α2 > 0 et choisissons un tel errantW2 de mesure
> 12α2. On produit ainsi des errants deux-à-deux disjoints W1, . . . ,Wn et une
suite décroissante α1 ≥ · · · ≥ αn > 0 telle que µ(Wi) > 12αi. Si αn+1 = 0, on
s'arrêt là et on pose D = W1 ∪ . . .∪Wn ; sinon, on déﬁnit une suite inﬁnie et on
pose D = ⋃n≥1Wn. Il est facile de voir qu'en posant C = X \ D on obtient une
partition de X qui répond à la question.
Déﬁnition 2.1.2.5. On dit qu'une partie A de X est faiblement G-invariante
s'il existe un ensemble X ′ conégligeable dans X tel que, posant A′ = A∩X ′, on
ait (GA′) ∩X ′ = A′.
Théorème 2.1.2.6. Soit X un espace borélien standard où opère mesurable-
ment un groupe localement compact à base dénombrable G avec des stabilisateurs
discrets. Soit λ une mesure σ-ﬁnie sur X.
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L'espace X admet une partition borélienne X = C ∪D, où C est un ensemble
récurrent et D une réunion dénombrable d'ensembles errants. Cette partition
est unique à un ensemble négligeable près. En outre, les ensembles C et D sont
faiblement G-invariants.
Si λ′ est une mesure ﬁnie équivalente à λ, et si σ est l'application de désin-
tégration de λ le long de G, on peut prendre pour C (resp. D) l'ensemble des x
pour lesquels σ(x) est inﬁnie (resp. ﬁnie).
Démonstration. Les notions d'ensemble errant et d'ensemble récurrent ne dé-
pendent que de la classe de la mesure. On peut donc supposer que λ est ﬁnie.
Déﬁnissons C et D comme indiqué dans la dernière partie du théorème. Ces
deux boréliens partitionnent X. Si l'on note X ′ une partie conégligeable de X
telle que les relations x, gx ∈ X ′ entraînent σ(gx) = δ(g)∗σ(x), il est clair que,
posant C′ = C ∩X, on a (GC′) ∩X ′ = C′, et de même pour D, c'est-à-dire que
ces deux ensembles sont faiblement G-invariants.
Si C n'est pas négligeable, on peut, pour vériﬁer que C est un ensemble
récurrent, remplacer X par GC′ et λ par sa restriction à GC′, et se ramener au
cas où C = X et σ est inﬁnie presque partout. La conclusion provient alors du
lemme 2.1.2.8 ci-dessous.
On voit de même que D est réunion dénombrable d'ensembles errants en se
servant du lemme 2.1.2.7.
L'unicité (à un ensemble négligeable près) de cette décomposition est claire.
Lemme 2.1.2.7. Si σ(x) est ﬁnie pour λ-presque tout x, X est réunion dé-
nombrable d'ensembles errants.
Démonstration. Munissons G d'une distance invariante par translation à droite,
compatible avec sa topologie et telle que toute boule fermée soit compacte
(Struble, 1974) et posons, pour tout entier N ≥ 1,
WN =
{
x ∈ X; σ(x)(B(e,N))
σ(x)(G)
>
1
2
}
et soitW ′N l'intersection deWN avec une partie conégligeable X
′ de X telle que
les relations x, gx ∈ X ′ entraînent σ(gx) = δ(g)∗σ(x).
Nous allons montrer que chaque ensemble W ′N est errant. Soit donc x ∈W ′N
et soit g un élément du transporteur T (x,W ′N ). Par déﬁnition de W
′
N , on a
σ(x)(B(e,N))
σ(x)(G)
+
σ(x)(B(g,N))
σ(x)(G)
> 1
ce qui n'est possible que si B(e,N) et B(g,N) se rencontrent. On a donc néces-
sairement d(g, e) ≤ 2N ; en particulier, T (x,W ′N ) est relativement compact.
La réunion des WN (N ≥ 1) est de mesure totale, et le lemme est démontré.
Lemme 2.1.2.8. Supposons que λ soit ﬁnie. Si σ(x) est inﬁnie pour λ-presque
tout x, X est un ensemble récurrent.
Démonstration. Raisonnons par l'absurde, et supposons que σ(x) soit presque
sûrement inﬁnie et que cependant X contienne un ensemble errant non négli-
geable. Nous allons produire une section lacunaire non négligeable Σ telle que
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T (x′,Σ) contienne au plus N éléments (où N ≥ 1 est une constante) pour
presque tout x′ ∈ Σ. L'application associée G× Σ→ X est alors à ﬁbres ﬁnies
de cardinal ≤ N , de sorte que que a∗λ est ﬁnie (comme l'est λ), ce qui en-
traîne aussitôt que presque toute conditionnelle σΣ(x′) est ﬁnie, contrairement
à l'hypothèse.
Donnons-nous donc un ensemble errant non négligeable W . Soit W ′ l'en-
semble (de mesure totale dans W ) des x ∈W tels que T (x,W ) est relativement
compact. Soit Σ0 une section lacunaire complète et posons
Σ = {x′ ∈ Σ0 ; σΣ0(x′)(T (x′,W ′)) > 0}.
On vériﬁe facilement que Σ est une section lacunaire non négligeable telle que
σΣ(x
′)(T (x′,W ′)) > 0 pour presque tout x′ ∈ Σ.
Il est clair que l'ensemble T (x′,W ) est relativement compact pour presque
tout x′ ∈ Σ. Par conséquent, σΣ(x′) étant presque sûrement de Radon, la me-
sure σΣ(x′)(T (x′,W )) est presque sûrement ﬁnie. Quitte à réduire Σ, on peut
supposer 1o que Σ est une petite section et 2o qu'il existe une constante C > 0
telle que, pour presque tout x′ ∈ Σ, on ait
σΣ(x
′)(T (x′,W ))
σΣ(x′)(U)
≤ C,
où U est un voisinage compact de l'élément neutre de G tel que la restriction à
U × Σ de l'application (g, x′) 7→ gx′ soit injective.
En intégrant ceci par rapport à λΣ, on obtient
a∗λ{(g, x′) ∈ G× Σ ; gx′ ∈W} ≤ Ca∗λ(U × Σ)
et le membre de droite est ﬁni (car l'application U × Σ → X est injective et λ
est ﬁnie). Le membre de gauche pouvant se réécrire∫
W
dλ(x) Card(T (x,Σ))
ce qui précède montre que T (x,Σ) est presque sûrement ﬁni pour x ∈W .
Il est facile d'en déduire que T (x′,Σ) est presque sûrement ﬁni pour x′ ∈ Σ.
Quitte à réduire Σ une fois encore, on peut supposer qu'il existe un entier N tel
que T (x′,Σ) contienne au plus N éléments pour tout x′ ∈ Σ.
Remarque 2.1.2.9. La ﬁnitude de λ est cruciale dans ce lemme : l'opération
de la droite réelle R sur elle-même par translation n'est pas récurrente bien que
les conditionnelles de la mesure de Lebesgue le long de R soient évidemment
inﬁnies presque partout.
Déﬁnition 2.1.2.10. La partition X = C ∪ D exhibée dans le théorème est
appelée décomposition de Hopf de X (relative à l'opération de G et à la classe
de la mesure λ).
On appelle C la partie récurrente et D la partie dissipative. Si C (resp. D)
est de mesure totale, on dit que l'opération est totalement récurrente (resp. to-
talement dissipative).
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Exemple 2.1.2.11. On peut montrer que les points x dont le stabilisateur est
inﬁni forment un ensemble borélien E. D'autre part, il est classique que le sta-
bilisateur de tout point x est fermé. Le stabilisateur d'un point x ∈ E est donc
un ensemble discret, fermé, et inﬁni ; on en déduit (G étant localement compact
à base dénombrable) qu'un tel stabilisateur n'est pas relativement compact. Ceci
montre que l'ensemble E est contenu (à un ensemble négligeable près) dans la
partie récurrente de X.
2.1.2.3 Invariance par un sous-groupe
Nous laissons là les questions de récurrence et de dissipativité, et conser-
vons les hypothèses précédentes : X est un espace borélien standard où opère
mesurablement un groupe localement compact à base dénombrable G avec des
stabilisateurs discrets.
Fixons un sous-groupe fermé H de G. Dans la situation classique où X porte
une mesure σ-ﬁnie λ qui se désintègre (au sens classique) d'une façon compatible
avec l'opération de H (c'est-à-dire que les conditionnelles sont portées par des
ensemblesH-invariants), il est facile de voir que l'invariance de λ parH équivaut
à l'invariance presque sûre des conditionnelles.
Nous allons généraliser ce résultat à notre situation. Commençons par pré-
ciser ce que signiﬁe la H-invariance d'une mesure projective sur G. Si µ est une
mesure sur G qui est invariante par toute translation à gauche par un élément
de h, il en va de même de toute mesure proportionnelle à µ. Cette propriété ne
dépend donc que de la classe projective [µ].
Déﬁnition 2.1.2.12. Soit [µ] une mesure projective sur G. On dit que [µ] est
H-invariante si µ est H-invariante.
Notons que H opère de façon naturelle sur l'espace des mesures projectives
sur G (par (h, [µ]) 7→ [γ(h)∗µ] où γ(h) est la translation à gauche par h). En
général, un point ﬁxe de cette opération n'est pas une mesure projective H-
invariante au sens précédent.
Lemme 2.1.2.13. Soit H un groupe topologique à base dénombrable opérant
continûment sur un espace localement compact à base dénombrable X. Soit µ
une mesure de Radon sur X. On suppose que H contient un sous-groupe partout
dense Γ qui préserve µ. Alors H préserve µ.
Démonstration. Soit U un ouvert relativement compact de X et g un élément
de H. Donnons-nous une suite gn d'éléments de Γ qui converge vers g (possible
car H est à base dénombrable). On a lim infn 1gnU ≥ 1gU par continuité de
l'opération. En vertu du lemme de Fatou, on a donc µ(gU) ≤ lim infn µ(gnU) =
µ(U). En appliquant ceci à g−1 et à l'ouvert relativement compact gU , on voit
que µ(gU) = µ(U).
Puisque X est à base dénombrable, tout ouvert de X est réunion d'une
famille dénombrable d'ouverts relativement compacts. Ce qui précède entraîne
donc que λ(U) = λ(hU) pour tout ouvert U et tout h ∈ H. Puisque µ est une
mesure de Radon, on en déduit que µ est H-invariante.
Théorème 2.1.2.14. On suppose que G opère mesurablement sur X avec des
stabilisateurs discrets. Soit λ une mesure σ-ﬁnie sur X. Les assertions suivantes
sont équivalentes.
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1. La mesure λ est H-invariante.
2. Pour toute section lacunaire Σ, la mesure a∗λ est H-invariante (pour
l'opération de H sur G× Σ donnée par h · (g, x′) = (hg, x′)).
3. Pour presque tout x ∈ X, σ(x) est H-invariante (à gauche).
Démonstration. Il est immédiat que 1 entraîne 2. Montrons que 2 entraîne 3.
Soit Σ une section lacunaire et supposons que a∗λ soit H-invariante. Pour tout
h ∈ H et pour presque tout x′ ∈ Σ′, σΣ(x′) est h-invariante. On en déduit,
H étant séparable, qu'il contient un sous-groupe dénombrable dense Γ tel que
σΣ(x
′) soit Γ-invariante pour presque tout x′ ∈ Σ. En vertu du lemme 2.1.2.13,
σΣ(x
′) est H-invariante pour presque tout x′. Cela étant, si x′ ∈ Σ est tel que
σΣ(x
′) soit H-invariante et si g ∈ G est tel que σ(gx′) = [δ(g)∗σΣ(x′)], il est clair
que σ(gx′) est une mesure projective H-invariante (puisque la multiplication à
gauche par h commute avec la multiplication à droite par g). On a donc démontré
que 2 entraîne 3. Il est facile de voir de la même façon que 3 entraîne 2.
Pour conclure, il reste à vériﬁer que 2 entraîne 1. Soit B un borélien de X
et h ∈ H. On veut montrer que λ(hB) = λ(B). On peut se borner au cas où
il existe une (petite) section lacunaire Σ et un ouvert V de G tel que B soit
contenu dans V Σ. On a alors
λ(B) = a∗λ
(
(a|V × Σ)−1(B)) = a∗λ (h(a|V × Σ)−1(B))
où la première inégalité provient de l'injectivité de a|V ×Σ et la deuxième de la h-
invariance de a∗λ. Pour tout x ∈ V Σ, on a h(a|V ×Σ)−1(x) = (a|hV ×Σ)−1(hx),
de sorte que le membre de droite est égal à
a∗λ
(
a|hV × Σ)−1(hB)) = λ(hB)
où la dernière égalité provient de l'injectivité de a|hV × Σ.
Le théorème est démontré.
2.1.2.4 Quasi-invariance par un groupe dénombrable
Le paragraphe précédent ne se généralise pas tel quel au cas d'une mesure
quasi-invariante λ. Le lemme 2.1.2.13 ne demeure pas : si G est un groupe
localement compact à base dénombrable et Γ un sous-groupe dénombrable dense
de G, on peut munir G d'une mesure de probabilité λ concentrée sur Γ, et alors
il est clair que λ est quasi-invariante pour l'opération de Γ, mais ne l'est pas
pour l'opération de G.
En revanche, le théorème 2.1.2.14 demeure lorsque l'on remplace l'invariance
par la quasi-invariance si on suppose que G est dénombrable. La démonstration
est facile et nous ne la donnons pas.
Proposition 2.1.2.15. Soit X un espace borélien standard muni d'une mesure
σ-ﬁnie λ. Soit G un groupe dénombrable opérant mesurablement sur X.
On suppose que λ est quasi-invariante relativement à cette opération. Pour
tout g ∈ G, on a donc une dérivée de Radon-Nikodym
dg∗λ
dλ
(x) = θ(g, x)
pour λ-presque tout x.
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Désintégrons λ le long de l'opération de G et soit σ l'application de désinté-
gration. Pour λ-presque tout x, σ(x) est la classe de la mesure sur G∑
g∈G
θ(g, x)δg
(où δg est la mesure de Dirac en g).
Démonstration. Propositions 2.1.1.27 et 2.1.1.18.
J'ignore si cette proposition vaut aussi pour G localement compact à base
dénombrable.
Corollaire 2.1.2.16. Sous les hypothèses de la proposition, la décomposition
de Hopf est donnée par
C = {x ∈ X ;
∑
g∈G
θ(g, x) =∞}
D = {x ∈ X ;
∑
g∈G
θ(g, x) <∞}.
Remarque 2.1.2.17. Je ne sais pas s'il est possible d'adapter ce corollaire pour
supprimer l'hypothèse de dénombrabilité. Si G est un groupe localement compact
à base dénombrable et que λ est quasi-invariante, il est tentant d'écrire
C =
{
x ∈ X ;
∫
G
θ(g, x)dg =∞
}
D =
{
x ∈ X ;
∫
G
θ(g, x)dg <∞
}
où dg est l'élément de mesure de Haar sur G. Je n'ai pas eu le temps de réﬂéchir
sérieusement à cette question.
2.1.3 Transitivité de la désintégration le long d'un groupe
Lemme 2.1.3.1. Soient X,Y, Z trois espaces boréliens standards et
X
Y Z
rp
q
un diagramme commutatif, dont les ﬂèches sont des applications boréliennes.
Soient λ une mesure σ-ﬁnie sur X, µ une mesure de probabilité sur Y , pseudo-
image de λ par p, et soit enﬁn ν une mesure de probabilité sur Z, pseudo-image
de µ par q ; il est clair que ν est pseudo-image de λ par r.
Désintégrons, respectivement, λ au-dessus de µ le long de p et au-dessus de
ν le long de r, et µ au-dessus de ν le long de q :
λ =
∫
dµ(y)λµy , λ =
∫
dν(z)λνz , µ =
∫
dν(z)µνz
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(où, λµy est µ-presque sûrement concentrée sur p
−1(y), etc.). Alors, pour ν-
presque tout z, µνz est une pseudo-image de λ
ν
z par p, et la désintégration de λ
ν
z
au-dessus de µνz le long de p est donnée par
λνz =
∫
dµνz(y)λ
µ
y .
Démonstration. C'est une conséquence immédiate de l'unicité presque sûre des
mesures conditionnelles.
Le lemme ci-après, qui est une conséquence facile du précédent, nous servira
à plusieurs reprises.
Lemme 2.1.3.2. Soient X,Y des espaces boréliens standards, et G un groupe
topologique localement compact à base dénombrable opérant mesurablement sur
X et Y avec des stabilisateurs discrets. Supposons donnée une mesure σ-ﬁnie λ
sur X × Y . Fixons une mesure de probabilité λY sur Y , pseudo-image de λ par
l'application de projection X × Y → Y . Soit
λ =
∫
dλY (y) σY (y)⊗ δy
la désintégration de λ qui s'en déduit (où δy est la masse de Dirac en y).
Faisons opérer G sur X × Y par g · (x, y) = (gx, y) ; cette opération est
mesurable et à stabilisateurs discrets.
Pour λ-presque tout (x, y), la conditionnelle σσY (y)(x) de σY (y) le long de
l'opération de G est bien déﬁnie car σY (y) est σ-ﬁnie pour λY -presque tout y ;
de même, la conditionnelle σλ(x, y) de λ le long de G existe pour λ-presque tout
x.
Ces conditionnelles sont égales :
σλ(x, y) = σσY (y)(x)
pour λ-presque tout (x, y).
Démonstration. Soit Σ une section lacunaire de l'opération de G sur X. Notons
que Σ × Y est une section lacunaire de l'opération de G sur X × Y . Soit a :
G × Σ → X l'application associée à Σ, et soit a × 1Y : G × Σ × Y → X × Y
l'application associée à Σ× Y . On vériﬁe que
(a× 1Y )∗λ =
∫
dλY (y) (a
∗σY (y))⊗ δy.
Par ailleurs, si λΣ×Y est une mesure de probabilité sur Σ×Y , pseudo-image de
(a× 1Y )∗λ par la projection sur Σ× Y , λY est une pseudo-image de λΣ×Y par
la projection sur Σ. On peut donc désintégrer λΣ×Y au-dessus de λΣ :
λΣ×Y =
∫
dλY (y) θy ⊗ δy.
En vertu du lemme de transitivité précédent (lemme 2.1.3.1) appliqué au
diagramme
G× Σ× Y
Σ× Y Y
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(et aux mesures σ-ﬁnies (a × 1Y )∗λ, λΣ×Y et λY ), nous savons que pour λY -
presque tout y : 1o θy est une pseudo-image de a∗σY (y) et 2o la désintégration
de a∗σY (y) au-dessus de θy est donnée par
a∗σY (y) =
∫
dθy(x
′) σΣ×Y (x′, y)⊗ δx′ .
Ceci signiﬁe que la conditionnelle de a∗σY (y) au-dessus de x′ est proportionnelle
à la conditionnelle de (a× 1Y )∗λ au-dessus de (x′, y), pour λΣ×Y -presque tout
(x′, y).
Ceci démontre le lemme.
Reprenons les notations habituelles : X est un espace borélien standard où
opère mesurablement un groupe localement compact à base dénombrable G,
et λ est une mesure σ-ﬁnie sur X. Voici une première conséquence du lemme
2.1.3.2.
Lemme 2.1.3.3. Soit Σ une section lacunaire et soit a : G×Σ→ X l'applica-
tion associée. Pour a∗λ-presque tout (g, x′), on a
σa∗λ(g, x
′) = σλ(gx′)
où l'opération de G sur G× Σ est donnée par g1 · (g2, x′) = (g1g2, x′).
Démonstration. Immédiat.
Lemme 2.1.3.4. Soit H un sous-groupe fermé de G. Soit Σ une petite section
lacunaire à l'opération de G sur X. Soit a : G× Σ → X l'application associée.
Désintégrons λ et a∗λ le long de H.
Pour a∗λ-presque tout (g, x′), on a
σH,λ(gx
′) = σH,a∗λ(g, x′)
où l'opération de H sur G× Σ est donnée par h · (g, x′) = (hg, x′).
Démonstration. Soit T une section borélienne (au sens usuel) à la projection
canonique G → G/H ; l'application H × T → G est donc un isomorphisme
mesurable. Puisque Σ est petite, on peut écrire T = ∪Tn où chaque Tn est un
borélien tel que l'application Tn × Σ → TnΣ (appliquant (g′, x′) sur g′x′) soit
un isomorphisme borélien.
Notons que TnΣ est alors une section lacunaire à l'opération de H sur X.
Fixons un indice n ; on peut supposer que TnΣ n'est pas négligeable (i.e. HTnΣ
n'est pas λ-négligeable).
On a un diagramme commutatif
H × Tn × Σ H × TnΣ
G× Σ X
η
a′ a′′
a
où η(h, g′, x′) = (h, g′x′), a′(h, g′, x′) = (hg′, x′) et a′′(h, y′) = hy′.
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L'image réciproque, par l'isomorphisme ηn, de la mesure (a′′)∗λ est donc
égale à (a′)∗a∗λ. Puisque ηn est H-équivariante, en désintégrant les deux me-
sures précédentes le long de H on obtient (proposition 2.1.1.18)
σH,(a◦a′)∗λ(h, g′, x′) = σH,(a′′)∗λ(h, g′x′)
pour (a ◦ a′)∗λ-presque tout (h, g′, x′).
D'autre part, puisque TnΣ est une section lacunaire à l'opération de H sur
X, on a aussi (lemme 2.1.3.3)
σH,(a′′)∗λ(h, y
′) = σH,λ(hy′)
pour (a′′)∗λ-presque tout (h, y′). Enﬁn, Tn étant lui-même une section lacunaire
à l'opération de H sur G, on a (ibid.)
σH,(a◦a′)∗λ(h, g′, x′) = σH,a∗(hg′, x′)
pour (a ◦ a′)∗λ-presque tout (h, g′, x′).
Les trois égalités précédentes entraînent que
σH,λ(hg
′x′) = σH,a∗λ(hg′, x′)
pour (a ◦ a′)∗λ-presque tout (h, g′, x′) ; d'où
σH,λ(gx
′) = σH,a∗λ(g, x′)
pour a∗λ-presque tout (g, x′) ∈ HTn×Σ. Ceci étant valable pour chaque indice
n, on a la même relation pour a∗λ-presque tout (g, x′) ∈ G × Σ, ce qui est
l'énoncé du lemme.
Nous sommes maintenant en mesure de démontrer le théorème exprimant la
transitivité de la désintégration le long d'un groupe.
Proposition 2.1.3.5. Soit σG,λ l'application de désintégration de λ le long de
G. Soit H un sous-groupe fermé de G. Pour λ-presque tout x ∈ X, on peut
désintégrer σG,λ(x) le long de H (à gauche), et on a, pour σG,λ(x)-presque tout
g ∈ G,
σH,σG,λ(x)(g) = σH,λ(gx).
Autrement dit, la conditionnelle de λ le long de H en gx est presque sûrement
égale à la conditionnelle de σG,λ(x) le long de H en g.
Démonstration. Donnons-nous une petite section lacunaire Σ de l'opération de
G sur X et soit a : G × Σ → X l'application associée. Désintégrons la mesure
σ-ﬁnie a∗λ le long de H. Nous savons (lemme 2.1.3.4) que
σH,λ(gx
′) = σH,a∗λ(g, x′)
pour a∗λ-presque tout (g, x′) ∈ G× Σ. D'autre part, si
a∗λ =
∫
dλΣ(x
′)σΣ(x′)⊗ δx′
est la désintégration de a∗λ au-dessus d'une mesure de probabilité λΣ sur Σ qui
est une pseudo-image de a∗λ, on a
σH,a∗λ(g, x
′) = σH,σΣ(x′)(g)
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pour a∗λ-presque tout (g, x′) (lemme 2.1.3.2).
Fixons maintenant un x′ ∈ Σ tel que σH,λ(gx′) = σH,σΣ(x′)(g) pour σΣ(x′)-
presque tout g ∈ G. Soit g0 un élément de G tel que σG,λ(g0x′) soit la classe
projective de [δ(g0)∗σΣ(x′)]. L'isomorphisme borélien δ(g0) : G → G est H-
équivariant à gauche (car la loi de G est associative). On a donc (proposition
2.1.1.18)
σH,σΣ(x′)(g) = σH,δ(g0)∗σΣ(x′)(gg
−1
0 )
pour σΣ(x′)-presque tout g. Autrement dit,
σH,σΣ(x′)(g) = σH,σG,λ(g0x′)(gg
−1
0 )
pour σΣ(x′)-presque tout g. Posant x = g0x′, ce qui précède montre que
σH,σG,λ(x)(g) = σH,λ(gx)
pour σG,λ(x)-presque tout g.
Ceci démontre la proposition pour λ-presque tout x ∈ GΣ. On conclut grâce
au lemme 2.1.1.23.
Corollaire 2.1.3.6. Pour λ-presque tout x, si l'on désintègre (au sens clas-
sique) σG,λ(x) le long de pi : G→ H\G, la conditionnelle au-dessus de pi(g) est
un représentant de la mesure projective
(ρg)∗σH,λ(gx)
pour σG,λ(x)-presque tout g.
Rappelons que les conditionnelles d'une mesure inﬁnie ne sont uniquement
déﬁnies qu'à une constante multiplicative près.
Démonstration. Immédiat vu les propositions 2.1.3.5 et 2.1.1.25.
Pour formuler le corollaire suivant, introduisons la notion de mesure portée
par un graphe borélien.
Déﬁnition 2.1.3.7. Soit G un groupe localement compact à base dénombrable
et soit H un sous-groupe fermé de G. On dit qu'une mesure de Radon µ sur
G est portée par un graphe borélien au-dessus de G/H si G contient une partie
borélienne E de mesure totale pour µ telle que toute classe à droite modulo H
dans G rencontre E en au plus un point.
On vériﬁe qu'il revient au même de dire qu'il existe une section borélienne
G/H → G (de l'application de passage au quotient G → G/H) qui applique
G/H sur un ensemble de mesure totale pour µ.
Corollaire 2.1.3.8. Pour que les conditionnelles de λ le long de H soient
triviales, c'est-à-dire pour que σH,λ(x) = [δe] pour λ-presque tout x, et il faut et
il suﬃt que σG,λ(x) soit portée par un graphe borélien au-dessus de G/H, pour
λ-presque tout x.
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Démonstration. Supposons que les conditionnelles de λ le long de H soient
triviales. Soit x un élément de X tel que pour σG,λ(x)-presque tout g, on ait
σH,λ(gx) = σH,σG,λ(x)(g)
et soit E un ensemble borélien de G, de mesure totale pour σG,λ(x), et tel que
les relations g ∈ E, hg ∈ E entraînent
σH,σG,λ(x)(hg) = δ(h)∗σH,σG,λ(x)(g).
Puisque les conditionnelles de λ le long de H sont triviales, on a, pour σG,λ(x)-
presque tout g, σH,λ(gx) = [δe]. Par suite, si g et hg appartiennent à eux, on a
[δe] = [δh] ce qui implique que h = e.
La réciproque résulte aussitôt du corollaire 2.1.3.6 ; en vertu du fait évident
que si ν est une mesure de Radon sur G qui est portée par un graphe borélien
au-dessus de G/H, ses conditionnelles au-dessus de G/H sont triviales.
2.2 Théorie ergodique et entropie
L'objet de cette section est d'introduire l'entropie d'une mesure ﬁnie le long
d'une opération de groupe et d'en faire l'étude. Dans le paragraphe 2.1.2 nous
déﬁnissons l'entropie en terme de dimension des conditionnelles.
L'approche usuelle est de déﬁnir l'entropie le long d'un feuilletage qui
est un sous-feuilletage du feuilletage stable (ou instable) d'un automor-
phisme hyperbolique α, en produisant des partitions subordonnées au feuille-
tage possédant certaines propriétés, ce qui permet de considérer l'entropie de
Kolmogorov-Sinaï de α relative à une telle partition. On interprète ensuite cette
entropie en terme de dimension des conditionnelles.
Nous nous bornerons au point de vue dimensionnel. Pour nous, l'entropie
d'une mesure de probabilité le long d'une opération de groupe sera essentielle-
ment la dimension des mesures conditionnelles. Nous développerons la théorie
sous cet angle, jusqu'à démontrer, sous certaines hypothèses, une formule d'ad-
ditivité de l'entropie, à la manière de ce que font Mme Young et M. Ledrappier
dans (Ledrappier et Young, 1985).
Tous nos outils et méthodes relèvent de ce qu'on appelle parfois théorie
géométrique de la mesure. Notre approche est, pour dire le moins, largement
inspirée de (ibid.).
Fixons maintenant les notations et hypothèses de cette section. Comme pré-
cédemment, X est un espace borélien standard où opère mesurablement un
groupe localement compact à base dénombrable G avec des stabilisateurs dis-
crets. L'espace X porte une mesure de probabilité X qui donne lieu à l'applica-
tion de désintégration de λ le long de G, σ : X →M1rad(G).
Nous supposons donnés un automorphisme mesurable αX : X → X et un
automorphisme de groupe continu αG : G → G, et faisons les hypothèses sui-
vantes :
1. αX(gx) = αG(g)αX(x) pour tous g ∈ G, x ∈ X ;
2. αG est contractant : pour tout voisinage compact U de e et pour tout
compact K, il existe un entier n tel que
αkK ⊂ U
pour tout k ≥ n ;
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3. αX préserve λ.
Nous désignerons désormais αX et αG par le seul symbole α.
Lemme 2.2.0.9. Pour λ-presque tout x, on a σ(αx) = α∗σ(x).
Démonstration. Voir lemme 2.1.1.18.
2.2.1 Déﬁnition de l'entropie ; dimension des condition-
nelles
2.2.1.1 Déﬁnition de l'entropie
Lemme 2.2.1.1. Pour λ-presque tout x et tout voisinage relativement compact
B de e, la limite
lim
|n|→∞
log σ(x)(α−nB)
n
existe, et ne dépend pas de B.
Démonstration. Fixons un voisinage relativement compact B de e dans G et
posons I(x) = log
σ(x)(α−1B)
σ(x)(B)
. En se servant du lemme 2.2.0.9, on voit aussitôt
que pour tout n ≥ 1,
σ(x)(α−nB)
σ(x)(B)
=
n−1∏
k=0
σ(αkx)(α−1B)
σ(αkx)(B)
et en prenant les logarithmes, en divisant par n avant de passer à la limite, on
obtient
lim
n→+∞
log σ(x)(α−nB)
n
= lim
n→+∞
1
n
n−1∑
k=0
I(αkx)
où la limite du membre de droite existe (éventuellement inﬁnie) pour λ-presque
tout x en vertu du théorème ergodique de Birkhov appliqué à la fonction presque
sûrement positive I.
L'indépendance de la limite du membre de gauche vis-à-vis de B provient
du caractère contractant de α.
Lorsque n tend vers −∞, l'argument est le même, et les deux limites coïn-
cident ; en eﬀet, la limite lorsque n → ∞ est égale à l'espérance de I condi-
tionnellement à la tribu des invariants de α, et la limite lorsque n → −∞ est
égale à l'espérance de la fonction I ′, déﬁnie comme I en remplaçant B par
α−1(B) (ce qui, nous l'avons dit, ne change presque sûrement pas la limite),
conditionnellement à la même tribu des invariants.
Déﬁnition 2.2.1.2. La valeur de la limite du lemme est appelée entropie de λ
le long de G en x. Sa valeur moyenne est appelée entropie de λ le long de G, et
notée hλ(G).
Remarque 2.2.1.3. Il ne faudrait pas croire que le nombre hλ(G) possède le
moindre rapport avec l'entropie d'un élément g ∈ G relative à la mesure λ, et à
telle partition dénombrable de X. Dans les situations qui nous intéressent, cette
dernière entropie serait d'ailleurs nulle.
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On peut penser à hλ(G) comme à l'entropie de l'endomorphisme α, relative
à λ, dans la direction de G. Il serait souhaitable de développer ce point de
vue, et de faire le lien avec la théorie ici exposée.
Je m'autorise cependant à conserver, pour la quantité étudiée ici, le nom
d'entropie, et la notation hλ(G), car cet usage est avéré ; voir par exemple (Ein-
siedler et Lindenstrauss, 2010).
J'omets la référence à α dans les énoncés et dans les notations bien que toute
la théorie en dépende.
Corollaire 2.2.1.4. On a la formule
hλ(G) =
∫
dλ(x) log
σ(x)(α−1B)
σ(x)(B)
pour tout voisinage ouvert relativement compact B de l'élément neutre dans G.
Démonstration. Conséquence classique du théorème ergodique de Birkhov.
2.2.1.2 Interprétation de l'entropie en terme de dimension
Dans ce paragraphe, nous gardons les hypothèses et notations précédentes
et nous supposons en outre que G est muni d'une distance d (compatible avec
sa topologie) qui est invariante à droite et pour laquelle α est une similitude,
et le rapport de similitude sera aussi noté α ; en particulier, pour tout ρ > 0,
on a α(B(e, ρ)) = B(e, αρ) avec α < 1. Pour simpliﬁer, nous supposerons, dans
toute la suite, que λ est α-ergodique.
Lemme 2.2.1.5. La limite
lim
ρ→0
log σ(x)(B(e, ρ))
log ρ
existe, pour λ-presque tout x, et est égale à
hλ(G)
logα−1
.
Démonstration. Toute boule fermée de G est compacte : si ρ > 0 est assez petit,
la boule fermée B(e, ρ) est compacte car G est localement compact, et, α étant
une similitude contractante, on en déduit que toute boule fermée B(e, αkρ) est
compacte aussi (k ∈ Z) ; de là, la distance de G étant invariante à droite, on
voit que toute boule fermée de G est compacte.
Le présent lemme résulte alors facilement du lemme 2.2.1.1.
Avant d'énoncer la proposition suivante, rappelons qu'une mesure µ sur un
espace métrique (Y, d) est dite de dimension exacte égale à δ si, pour µ-presque
tout y, la limite
lim
ρ→0
logµ(B(y, ρ))
log ρ
existe et est égale à δ.
Proposition 2.2.1.6. Pour λ-presque tout x ∈ X, σ(x) est une mesure de
dimension exacte égale à
hλ(G)
logα−1
.
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Démonstration. SoitX ′ un borélien de mesure totale dansX tel que les relations
x, gx ∈ X ′ entraînent σ(gx) = δ(g)∗σ(x), et qu'en outre on ait
lim
ρ→0
log σ(x)(B(e, ρ))
log ρ
=
hλ(G)
logα−1
pour tout x ∈ X ′ . Puisque la distance de G est invariante à droite, on a, pour
tout g ∈ G, B(g, ρ) = B(e, ρ)g. En particulier, si x ∈ X ′ et gx ∈ X ′, on a
lim
ρ
log σ(x)(B(g, ρ))
log ρ
= lim
ρ
log σ(gx)(B(e, ρ))
log ρ
=
hλ(G)
logα−1
.
La proposition s'ensuit, car pour λ-presque tout x et pour σ(x)-presque tout g,
on a gx ∈ X ′.
Corollaire 2.2.1.7. Si hλ(G) > 0, les conditionnelles de λ le long de G sont
presque sûrement sans atome.
Démonstration. Une mesure de Radon possédant des atomes ne peut pas être
de dimension exacte > 0.
2.2.1.3 Nullité de l'entropie
Proposition 2.2.1.8. Pour que l'entropie de λ le long de G soit nulle, il faut
et il suﬃt que les conditionnelles de λ le long de G soient triviales.
Démonstration. Il est clair que si σ(x) = [δe] pour λ-presque tout G, l'entropie
de λ le long de H est nulle.
Réciproquement, supposons que hλ(G) = 0, c'est-à-dire (corollaire 2.2.1.4)
que
σ(x)(α−1(B))
σ(x)(B)
= 0
pour λ-presque tout x, où B est un voisinage ouvert relativement compact de e
dans G, ﬁxé à l'avance.
On a donc, pour λ-presque tout x et tout entier k ∈ Z,
σ(x)
(
α−(k+1)(B) \ α−k(B)
)
= 0
et on en déduit, en prenant la réunion sur k ∈ Z, et en tenant compte du
caractère contractant de α, que
σ(x)(G \ {e}) = 0
pour λ-presque tout x. Autrement dit, σ(x) est triviale pour λ-presque tout
x.
Corollaire 2.2.1.9. Si hλ(G) est nulle (resp. non nulle), l'opération de G sur
X est totalement dissipative (resp. totalement récurrente) relativement à λ.
Démonstration. Si hλ(G) = 0, les conditionnelles de λ le long de G sont presque
sûrement triviales donc ﬁnies.
Réciroquement, si les conditionnelles de λ le long de G sont ﬁnies presque
sûrement, on a hλ(G) = 0 en faisant tendre n vers +∞ dans le lemme 2.2.1.1.
Il suﬃt pour obtenir le corollaire d'utiliser le théorème 2.1.2.6.
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2.2.2 Croissance de l'entropie
2.2.2.1 Dimension transverse ; entropie transverse
Comme précédemment, X est un espace borélien standard, muni d'une me-
sure de probabilité λ ; αX est un automorphisme de X préservant λ et tel que
λ soit αX -ergodique ; G est un groupe localement compact à base dénombrable
muni d'une distance compatible invariante à droite d, et d'un automorphisme
αG, qui est une similitude de rapport α < 1. On se donne une opération mesu-
rable de G sur X avec des stabilisateurs discrets, telle que, pour tous g ∈ G et
x ∈ X, on ait αX(gx) = αG(g)αX(x).
Par déﬁnition, G est un groupe doublant, et en particulier est, comme espace
métrique, doublant (corollaire 1.1.3.5).
Soit σ : X → M1rad(G) l'application de désintégration de λ le long de G.
Les notions en lien avec l'entropie ci-dessous sont relatives à αX et αG (et nous
noterons αX et αG par la même lettre α).
Proposition 2.2.2.1. L'entropie de λ le long de G est ﬁnie, majorée par une
constante ne dépendant que de G (et α).
Démonstration. Les conditionnelles de λ le long de G sont presque sûrement
de Radon, et les boules fermées de G sont compactes ; il suﬃt d'appliquer la
proposition 1.1.3.10.
Proposition 2.2.2.2. Si H est un sous-groupe fermé de G tel que αH = H,
on a hλ(G) ≥ hλ(H).
L'entropie de λ le long de H est bien déﬁnie puisque α induit un automor-
phisme sur H qui est évidemment contractant.
Démonstration. Notons σG et σH respectivement les applications de désinté-
gration de λ le long de G et H, et pi : G → G/H l'application de passage au
quotient.
Nous allons appliquer la proposition 1.1.3.16. Fixons un voisinage ouvert
relativement compact B de e dans G. Pour λ-presque tout x, nous pouvons
déﬁnir la mesure de probabilité
ν(x) =
σG(x)|B
σG(x)(B)
;
c'est la mesure de probabilité obtenue en normalisant la restriction de σ(x) à
B.
Pour λ-presque tout x, si l'on désintègre ν(x) le long de pi, la conditionnelle
que l'on obtient au-dessus de pi(g) est (pour ν(x)-presque tout g) proportionnelle
à la restriction de σH(gx) à un voisinage de e dans H (proposition 2.1.3.5). En
particulier, ces conditionnelles sont presque sûrement de dimension exacte égale
à
hλ(H)
logα−1
. La proposition 1.1.3.16 montre alors que dim(ν(x), g) ≥ hλ(H)
logα−1
pour ν(x)-presque tout g.
Mais, B étant un voisinage ouvert de e, la mesure ν(x) est-elle même de
dimension exacte presque partout égale à
hλ(G)
logα−1
, en vertu de la proposition
2.2.1.6. Nous avons donc démontré que hλ(G) ≥ hλ(H).
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Nous allons maintenant préciser ce résultat et déﬁnir une notion de dimen-
sion transverse à H. Nous supposerons que H est un sous-groupe fermé, in-
variant (globalement) par α, et distingué. Cette dernière hypothèse assure que
G/H porte une distance quotient qui est déﬁnie de façon naturelle.
Explicitement, si d est la distance (invariante à droite) de G, on pose
d(gH, g′H) = inf{d(gh, g′h′);h, h′ ∈ H}
et on vériﬁe qu'on déﬁnit ainsi une distance sur G/H, qui est invariante à
droite (pour l'opération de G/H sur lui-même), que l'application de passage au
quotient pi : G → G/H est 1-lipschitzienne, et que l'automorphisme de groupe
G/H → G/H qu'induit α par passage au quotient est une similitude de rapport
α.
Comme, en outre, G/H est localement compact à base dénombrable, nous
pouvons résumer tout ceci en disant que G/H est canoniquement muni d'une
structure de groupe doublant lorsque H est un sous-groupe fermé, (globalement)
α-invariant et distingué.
Nous conservons ces hypothèses et notations dans l'énoncé des résultats et
déﬁnitions suivants.
Proposition 2.2.2.3. Pour tout voisinage ouvert relativement compact B de e
dans G, pour λ-presque tout x, l'image par pi de la mesure de probabilité
σ(x)|B
σ(x)(B)
est de dimension inférieure presque sûrement constante, et la valeur presque
sûre de cette dimension inférieure ne dépend pas de B.
Démonstration. Fixons un voisinage ouvert relativement compact B de e dans
G et posons
νB(x) =
σ(x)|B
σ(x)(B)
pour tout x ∈ X tel que cela ait un sens (donc pour λ-presque tout x).
Notons aussi θB(x) l'image par pi de νB(x) ; c'est donc (λ-presque sûrement)
une mesure de probabilité sur G/H portée par pi(B). Nous allons commencer par
montrer que la dimension inférieure de θB(x) en l'élément neutre pi(e) ∈ G/H est
λ-presque sûrement constante en x ; nous en déduirons que cette valeur constante
ne dépend pas de B. Ensuite nous montrerons que la dimension inférieure de
θB(x) en presque tout point est égale à sa dimension en pi(e), et ce, λ-presque
sûrement.
Notons, pour simpliﬁer, BT (ρ) l'image inverse, par pi, de la boule B(pi(e), ρ)
de G/H, c'est-à-dire l'ensemble B(e, ρ)H, et posons
δB(x) = lim inf
ρ→0
log θB(x)(B(pi(e), ρ))
log ρ
= lim inf
ρ→0
log σ(x)(B ∩BT (ρ))
log ρ
où, dans la deuxième égalité (qui résulte aussitôt des déﬁnitions) nous commet-
tons l'abus de langage usuel de confondre σ(x) avec une mesure dont elle est la
classe projective.
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Pour λ-presque tout x, on a, vu le lemme 2.2.0.9,
δB(αx) = lim inf
ρ→0
log σ(x)(α−1B ∩BT (α−1ρ))
log ρ
et le membre de droite est clairement égal à δα−1B(x).
Cela étant, si B′ ⊂ B ⊂ B′′ sont des voisinages ouverts relativement com-
pacts de e, on a
δB′(x) ≥ δB(x) ≥ δB′′(x)
de sorte que, pour montrer que δB est presque sûrement constante et ne dépend
pas de B, il suﬃt de le démontrer lorsque B est une boule ouverte B(e,R).
Dans ce cas, on a B ⊂ α−1(B), ce qui entraîne δB(αx) ≤ δB(x) au vu de ce qui
précède.
Il est facile, en utilisant le théorème ergodique de Birhov, et l'ergodicité de
λ, d'en déduire que δB est presque partout constante. Puisque δB ◦ α = δα−1B ,
la valeur presque sûre de δB est égale à la valeur presque sûre de δαkB , pour
tout k ∈ Z.
Il est clair alors que δB est égale presque partout à une constante δG/H qui
ne dépend pas de B.
Soit maintenant X ′ une partie de mesure totale dans X, où δB = δG/H
pour tout voisinage ouvert relativement compact B de e, et tel qu'en outre les
relations x, gx ∈ X ′ entraînent σ(gx) = δ(g)∗σ(x).
Pour tout x ∈ X ′ et tout g tel que gx ∈ X ′, on a
dim(θB(x), pi(g)) = lim inf
log σ(x)(B ∩ pi−1(B(pi(g), ρ)))
log ρ
et pi−1(B(pi(g), ρ)) = BT (ρ)H car H est distingué dans G. La quantité précé-
dente est donc égale à
lim inf
log σ(gx)(Bg−1 ∩BT (ρ))
log ρ
.
Or, si g appartient à B, l'ensemble Bg−1 est un voisinage ouvert relativement
compact de e, de sorte que
dim(θB(x), pi(g)) = δBg−1(gx).
La conclusion s'ensuit.
Déﬁnition 2.2.2.4. On appelle cette quantité dimension transverse (à H, le
long de G). On la note δG/H .
Proposition 2.2.2.5. On a hλ(G)− hλ(H) ≥ logα−1δG/H .
Démonstration. Il suﬃt de raisonner comme dans la démonstration de la pro-
position 2.2.2.2 en appliquant cette fois-ci la proposition 1.1.3.15 au lieu de la
proposition 1.1.3.16.
La démonstration des propositions 2.2.2.2 et 2.2.2.5 contient l'assertion sui-
vante que nous formulons séparément.
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Corollaire 2.2.2.6. Soit B un voisinage ouvert relativement compact de l'élé-
ment neutre de G et, pour presque tout x, νB(x) la mesure
σ(x)|B
σ(x)(B)
.
Si l'on désintègre νB(x) le long de pi, les conditionnelles sont presque toutes de
dimension exacte égale à
hλ(H)
logα−1
.
Questions 1. Conservons les hypothèes précédentes.
1. Si δG/H = 0, est-ce que σG(x) est presque sûrement portée par H ? Au-
trement dit, la nullité de la dimension transverse implique-t-elle que la
mesure transverse soit triviale ?
2. Peut-on démontrer, sous des hypothèses de non-dégénérescence des
mesures conditionnelles, que la relation hλ(H) > 0 entraîne δG/H =
dim(G/H) (par exemple en supposant que H est presque sûrement négli-
geable pour σG(x)) ?
Avant d'achever ce paragraphe, introduisons, pour référence future, une der-
nière déﬁnition.
Déﬁnition 2.2.2.7. Soit µ une mesure de Radon sur un groupe localement
compact à base dénombrable G, et H un sous-groupe fermé distingué de G.
Nous dirons que µ est absolument continue transversalement à H si, pour tout
ouvert relativement compact B ⊂ G tel que µ(B) > 0, l'image, dans G/H, de la
restriction de µ à B, est absolument continue par rapport à la mesure de Haar
de G/H.
Rappelons que la mesure de Haar de G/H est le quotient par H de la mesure
de Haar de G. Dans la situation de ce paragraphe, pour vériﬁer que les condi-
tionnelles de λ le long de G soient absolument continues transversalement à H
on peut, dans la déﬁnition, se borner aux ensembles B qui sont des voisinages
de l'élément neutre de G.
2.2.3 Inégalité maximale
Nous démontrons ici une inégalité maximale due à Rudolph et Lindenstrauss
(Lindenstrauss, 2006). Dans une version antérieure, cette inégalité servait à la
démonstration du théorème de Ledrappier-Young (section 2.2.6) ; ce n'est plus
le cas et cette inégalité n'est pas utilisée ailleurs dans cette thèse.
Théorème 2.2.3.1. Soit X un espace borélien standard où un groupe métrique
doublant G opère mesurablement avec des stabilisateurs uniformément discrets.
On suppose que G possède la propriété de Besicovitch. Alors, si λ est une pro-
babilité sur X, f une fonction positive et λ-intégrable sur X, et si l'on pose
M [f ](x) = sup
r>0
1
σ(x)(B(e, r))
∫
B(e,r)
f(gx)d(σ(x))(g)
on a, pour tout λ > 0, l'inégalité maximale
λ{x ∈ X;M [f ](x) > λ} ≤ C‖f‖1
λ
où C est une constante ne dépendant que de la constante de Besicovitch de G.
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Démonstration. Nous noterons, pour abréger, I(r, x) la moyenne
1
σ(x)(B(e, r))
∫
B(e,r)
f(gx) dσ(x)(g).
Fixons λ > 0. Pour R > 0, appelons ER l'ensemble des x pour lesquels
sup
0<r<R
I(r, x) >
λ
2
et E l'ensemble E∞.On peut se donner R > 0 tel que λ(ER) > 12λ(E). Il s'agit
donc de contrôler λ(ER). Soit r : ER →]0, R[ une application mesurable telle
que pour tout x ∈ ER on ait I(r(x), x) > λ/2.
Soit U la boule fermée B(e,R/2), et ∆ = U2 la boule B(e,R). Ce sont
des voisinages symétriques compacts de e. Soit Σ une section U -lacunaire et
∆-complète.
Puisque Σ est ∆-complète, on a
λ(ER) ≤ a∗λ{(g0, x′) ∈ ∆× Σ; g0x′ ∈ ER}.
En utilisant l'invariance à droite de la distance de G et la déﬁnition de σ, on
voit que pour a∗λ-presque tout (g0, x′) ∈ ∆× Σ tel que g0x′ ∈ ER, on a
1
σΣ(x′)(B(g0, r(g0x′)))
∫
B(g0,r(g0x′))
f(gx′)dσΣ(x′)(g) = I(r(g0x′), g0x′) >
λ
2
.
Fixons x′ ∈ Σ′ et majorons la σΣ(x′)-mesure des g0 ∈ ∆ tels que g0x′ ∈ ER.
Puisque G possède la propriété de Besicovitch, on peut se donner une partie
∆′ ⊂ ∆ telle que les boules B(g0, r(g0x′)) recouvrent ∆ lorsque g0 parcourt
∆′, avec une multiplicité ≤ C(G) où C(G) ne dépend que de la constante de
Besicovitch de X (lemme 1.1.2.5). On a donc
σΣ(x
′){g0 ∈ ∆; g0x′ ∈ ER} ≤
∑
g0∈∆′
σΣ(x
′)(B(g0, r(g0x′)))
≤ 2
λ
C(G)
∫
B(e,2R)
f(gx′)dσΣ(x′)(g).
En intégrant, on obtient
a∗λ{(g0, x′) ∈ ∆× Σ; g0x′ ∈ ER} ≤ 2C(G)
λ
∫
dλ(x)f(x)κ(x)
où l'on a posé κ(x) = Card{(g0, x′) ∈ B(e, 2R)×Σ; g0x′ = x} ; et il suﬃt, pour
conclure, de voir que κ est uniformément bornée par une constante ne dépendant
que de G (lemme 2.1.1.6).
Le théorème est démontré.
On peut se demander si l'hypothèse queG possède la propriété de Besicovitch
est bien nécessaire. Je ne peux l'aﬃrmer certainement, mais cela me paraît
vraisemblable, car la validité du lemme maximal dont nous faisons usage dans
la démonstration est équivalente à la propriété de Besicovitch (faible), comme
l'aﬃrme D. Preiss dans (Preiss, 1983), et le démontrent P. Assouad et Th.
Quentin de Gromard dans (Assouad et Quentin de Gromard, 2006).
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2.2.4 Deux lemmes techniques
Les résultats de cette sous-section sont utiles à la sous-section suivante.
2.2.4.1 Enoncés
Nous allons généraliser deux lemmes sur les mesures de l'espace euclidien à la
situation des conditionnelles d'une mesure de probabilité le long d'une opération
de groupe. Commençons par rappeler les énoncés classiques.
Fixons les notations. Nous nous plaçons dans un espace métrique complet
séparable X possédant la propriété de Besicovitch et considérons deux mesures
de Radon µ, ν, et supposons pour simpliﬁer que µ est ﬁnie.
Pour tout x ∈ X et tout rayon ρ > 0, posons
φρ(x) =
ν(B(x, ρ))
µ(B(x, ρ))
∈ [0,+∞]
et
φ∗(x) = inf
ρ>0
φρ(x).
Lemme 2.2.4.1. La fonction − log φ∗ est ν-intégrable et on a∫
− log φ∗dν ≤ C(X)µ(X)
où C(X) est la constante de Besicovitch de X.
Démonstration. Soit Et l'ensemble des x tels que φ∗(x) < e−t (t > 0 ﬁxé). Si
x ∈ Et, il existe un rayon r(x) > 0 tel que ν(B(x, r(x))) < e−tµ(B(x, r(x))).
Soit A une partie de Et telle que les B(x, r(x)) recouvrent Et avec multiplicité
≤ C(X), où C(X) est la constante de Besicovitch de X. On a donc
ν(Et) ≤
∑
x∈A
ν(B(x, r(x))) ≤ e−tC(X)µ(X).
En intégrant, on obtient∫ ∞
0
ν{x ∈ X ; − log φ∗(x) > t} dt ≤ C(X)µ(X)
∫ ∞
0
e−t dt
d'où le lemme.
Lemme 2.2.4.2. Si l'on suppose que ν est absolument continue par rapport à
µ, on a
lim
ρ→0
φρ(x) =
dν
dµ
(x)
pour µ-presque tout x.
Voir (Mattila, 1995) théorème 2.12.
Nous allons maintenant formuler et démontrer les lemmes correspondants
dans le cadre des conditionnelles le long d'une opération de groupe. Fixons les
notations. Soit G un groupe localement compact à base dénombrable opérant
mesurablement sur un espace borélien standardX avec des stabilisateurs unifor-
mément discrets. Soit H un sous-groupe distingué fermé de G. Le quotient G/H
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est localement compact à base dénombrable, donc métrisable. Nous supposons
que le groupe topologique localement compact à base dénombrable G/H est
muni d'une distance compatible, propre et invariante par translation à droite,
que nous notons d. Nous faisons en outre l'hypothèse que l'espace métrique G/H
possède la propriété de Besicovitch.
Dans ce qui suit, toutes les boules sont relatives à cette distance. Par exemple,
B(H, ρ) désigne la boule (ouverte) de rayon ρ centrée en l'élément neutre de
G/H. Nous noterons pi : G→ G/H l'application de passage au quotient.
Soit λ une mesure de probabilité surX. Désintégrons la le long de l'opération
de G et soit σ l'application de désintégration. Notons que σ(x) est une mesure
de Radon projective pour λ-presque tout x. Désintégrons aussi λ le long de H
et soit σH l'application de désintégration associée.
Fixons des voisinages relativement compacts A ⊂ B de l'élément neutre dans
G. Pour tout x ∈ X et tout ρ > 0, posons
φρ(x) =
pi∗(σ(x)|A)(B(H, ρ))
pi∗(σ(x)|B)(B(H, ρ)) .
Pour abréger, nous noterons BTρ (g) (g ∈ G) l'ensemble pi−1(B(pi(g), ρ)), de
sorte que
φρ(x) =
σ(x)(A ∩BTρ (e))
σ(x)(B ∩BTρ (e))
.
Notons la relation BTρ (g)g
′ = BTρ (gg
′), conséquence de l'invariance de d par
translation à droite.
Posons aussi φ∗(x) = infρ>0 φρ(x). Nous pouvons maintenant énoncer les
résultats de ce paragraphe.
Lemme 2.2.4.3. L'intégrale ∫
− log φ∗(x)dλ(x)
est ﬁnie.
Lemme 2.2.4.4. Pour λ-presque tout x, on a
lim
ρ→0
φρ(x) =
σH(x)(A)
σH(x)(B)
où σH est l'application de désintégration de λ le long de H.
2.2.4.2 Démonstration du lemme 2.2.4.3
Fixons un voisinage compact symétrique ∆ de l'élément neutre dans G tel
que ∆4 ⊂ A. Donnons-nous (théorème 2.1.1.3) une section ∆-lacunaire Σ à
l'opération de G sur X telle que X = ∆2Σ. On a∫
− log φ∗dλ ≤
∫
d(a∗λ)(g, x′)1∆2(g)(− log φ∗(gx′))
=
∫
dλΣ(x
′)
∫
∆2
d(σΣ(x
′))(g)(− log φ∗(gx′)).
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Pour λΣ-presque tout x′ et σΣ(x′)-presque tout g, on a σ(gx′) = [δ(g)∗σΣ(x′)].
Fixons un tel x′. On a, la fonction φ∗ étant majorée par 1,∫
∆2
− log φ∗(gx′)d(σΣ(x′))(g) =
∫ ∞
0
σΣ(x
′){g ∈ ∆2 ; φ∗(gx′) < e−t}dt.
Si l'on pose
φ˜ρ(x
′, g) =
σΣ(x
′)(∆2 ∩BTρ (g))
σΣ(x′)(B∆2 ∩BTρ (g))
(où B∆2 est l'image de B ×∆2 par l'application (g1, g2) 7→ g1g2) et
φ˜∗(x′, g) = inf
ρ>0
φ˜ρ(x
′, g)
on a
φ˜∗(x′, g) ≤ φ∗(gx′)
pour λΣ-presque tout x′ et σΣ(x′)-presque tout g ∈ ∆2. En eﬀet, si g ∈ ∆2 est
tel que σ(gx′) = [δ(g)∗σΣ(x′)], on a
φρ(gx
′) =
σ(gx′)(A ∩BTρ (e))
σ(gx′)(B ∩BTρ (e))
=
σΣ(x
′)(Ag ∩BTρ (g))
σΣ(x′)(Bg ∩BTρ (g))
≥ σΣ(x
′)(∆2 ∩BTρ (g))
σΣ(x′)(B∆2 ∩BTρ (g))
puisque ∆2 ⊂ Ag (resp. Bg ⊂ B∆2) pour tout g ∈ ∆2.
Cela étant, pour λΣ-presque tout x′, on a∫
∆2
dσΣ(x
′)(g)(− log φ˜∗(x′, g)) ≤ c(n)σΣ(x′)(B∆2)
en vertu du lemme 2.2.4.1, puisque G/H possède la propriété de Besicovitch. Il
ne reste plus qu'à intégrer (en dλΣ(x′)) pour conclure, compte tenu du lemme
2.1.1.11.
2.2.4.3 Démonstration du lemme 2.2.4.4
Nous aurons besoin du fait élémentaire suivant.
Lemme 2.2.4.5. Soit µ une mesure de Radon sur G dont le support contient
l'élément neutre. Soient A ⊂ B des voisinages compacts de l'élément neutre.
Soit ν une pseudo-image de µ par pi et
µ =
∫
G/H
dν(x)µx
la désintégration de µ associée.
Pour µ-presque tout g ∈ B, on a
lim
ρ→0
µ(A ∩BTρ (g))
µ(B ∩BTρ (g))
=
µpi(g)(A)
µpi(g)(B)
.
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Démonstration. Puisque l'espace métrique quotient G/H possède la propriété
de Besicovitch, le membre de gauche est égal à la dérivée de Radon-Nikodym
d(pi∗(µ|A))
d(pi∗(µ|B)) (pi(g))
pour µ-presque tout g ∈ B. On vériﬁe aussitôt que cette dérivée de Radon-
Nikodym est égale au membre de droite.
Passons maintenant à la démonstration du lemme 2.2.4.4.
1. Soient A′ ⊂ B′ deux voisinages compacts de l'élément neutre dans G. Soit
Σ une section lacunaire de l'opération de G sur X. On a, pour presque
tout x′ ∈ Σ et pour σΣ(x′)-presque tout g ∈ A′,
lim
ρ→0
σΣ(x
′)(A′ ∩BTρ (g))
σΣ(x′)(B′ ∩BTρ (g))
=
σH(gx
′)(A′ ∩H)
σH(gx′)(B′ ∩H) .
Cela provient du lemme 2.2.4.5 ci-dessus et du corollaire 2.1.3.6.
2. Posons maintenant, pour tout x ∈ X,
θ(x) = lim sup
ρ→0
∣∣∣∣∣σ(x)(A ∩BTρ )σ(x)(B ∩BTρ ) − σH(x)(A ∩H)σH(x)(B ∩H)
∣∣∣∣∣ .
Nous allons montrer que pour tout ε > 0, les x pour lesquels θ(x) ≥ ε
forment une partie négligeable pour λ.
3. Fixons un rayon r > 0 assez petit (en un sens que nous préciserons bien-
tôt). Posons pour alléger les notations U = B(e, r) ; c'est un voisinage ou-
vert relativement compact de l'élément neutre. Donnons-nous une section
U -lacunaire et U2-complète Σ de l'opération de G sur X. Pour presque
tout x′ ∈ Σ et σΣ(x′)-presque tout g, on a σ(gx′) = [δ(g)∗σΣ(x′)] ; par
suite, pour tout ρ > 0,
σ(gx′)(A ∩BTρ )
σ(gx′)(B ∩BTρ )
=
σΣ(x
′)(Ag ∩BTρ (g))
σΣ(x′)(Bg ∩BTρ (g))
.
Nous supposons r assez petit pour que les ensembles
A−r =
⋂
g∈U2
Ag, B−r =
⋂
g∈U2
Bg
soient des voisinages de l'élément neutre. Introduisons aussi les épais-
sissements
A+r = AU
2, B+r = BU
2
qui sont relativement compacts.
4. On a donc, pour presque tout x′ ∈ Σ et σΣ(x′)-presque tout g ∈ U2,
σΣ(x
′)(A−r ∩BTρ (g))
σΣ(x′)(B+r ∩BTρ (g))
≤ σ(gx
′)(A ∩BTρ )
σ(gx′)(B ∩BTρ )
≤ σΣ(x
′)(A+r ∩BTρ (g))
σΣ(x′)(B−r ∩BTρ (g))
.
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On en déduit, vu le point 1 ci-dessus, l'encadrement
σH(gx
′)(A−r ∩H)
σH(gx′)(B+r ∩H) ≤ lim infρ→0
σ(gx′)(A ∩BTρ )
σ(gx′)(B ∩BTρ )
≤ lim sup
ρ→0
σ(gx′)(A ∩BTρ )
σ(gx′)(B ∩BTρ )
≤ σH(gx
′)(A+r ∩H)
σH(gx′)(B−r ∩H) .
5. Posons
θ′r(x) =
∣∣∣∣σH(x)(A ∩H)σH(x)(B ∩H) − σH(x)(A−r ∩H)σH(x)(B+r ∩H)
∣∣∣∣+∣∣∣∣σH(x)(A ∩H)σH(x)(B ∩H) − σH(x)(A+r ∩H)σH(x)(B−r ∩H)
∣∣∣∣ .
On sait, d'après le point 4, que pour presque tout x′ ∈ Σ et σΣ(x′)-
presque tout g ∈ U2, on a θ(gx′) ≤ θ′r(gx′). On a donc, Σ étant U2-
complète,
λ{x ∈ X ; θ(x) ≥ ε} ≤ a∗λ{(g, x′) ∈ U2 × Σ ; θ(gx′) ≥ ε}
≤ a∗λ{(g, x′) ∈ U2 × Σ ; θ′r(gx′) ≥ ε}
=
∫
θ′r≥ε
dλ(x)κ(x)
où κ(x) est le cardinal de l'ensemble des (g, x′) ∈ U2×Σ tels que gx′ = x.
D'après le lemme 2.1.1.6, κ est uniformément majorée par une constante
K > 0 indépendante de r.
On obtient ﬁnalement
λ{x ; θ(x) ≥ ε} ≤ Kλ{x ; θ′r(x) ≥ ε}
pour tout r > 0. Il suﬃt, pour conclure, de voir que θ′r(x) tend vers 0
avec r, puisque A et B sont des ensembles ouverts relativement compacts
et que σH(x) est une mesure de Radon. Le lemme est démontré.
2.2.5 La formule de Ledrappier-Young
Nous reprenons les hypothèses et notations posées au début du paragraphe
2.2.2.1. Soit H un sous-groupe fermé distingué de G. Rappelons que le quotient
G/H est un groupe métrique doublant et que nous notons pi : G→ G/H l'appli-
cation de passage au quotient. Nous faisons deux hypothèses supplémentaires.
1. L'opération de G sur X est à stabilisateurs uniformément discrets.
2. L'espace métrique G/H jouit de la propriété de Besicovitch.
Théorème 2.2.5.1. Sous les hypothèses précédentes, on a
hλ(G) = hλ(H) + logα
−1δG/H .
Démonstration. Pour alléger les notations (déjà passablement lourdes), nous
nous bornerons au cas où α : G → G est une similitude de rapport α = e−1,
ce qui ne change absolument rien à la démarche et permet de faire l'économie
d'un symbole.
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Rappelons que nous avons démontré l'inégalité
hλ(G)− hλ(H) ≥ δG/H
sous des hypothèses plus générales (proposition 2.2.2.3).
Il s'agit donc d'établir l'inégalité réciproque. Fixons un voisinage ouvert
relativement compact B de l'élément neutre dans G. Nous devons minorer la
dimension locale inférieure de la mesure
pi∗
(
σ(x)|B
σ(x)(B)
)
en l'élément neutre de G/H, pour λ-presque tout x (proposition 2.2.2.3). Intro-
duisons une notation pour les boules transverses, images réciproques par pi
des boules de G/H. Pour ρ > 0 et g ∈ G, soit
BTρ (g) = pi
−1(B(pi(g), ρ))
et notons que l'invariance à droite de la distance de G/H entraîne BTρ (gg
′) =
BTρ (g)g
′ pour tous g, g′ ∈ G. Posons aussi BTρ = BTρ (e), où e est l'élément neutre
de G.
Pour majorer δG/H , il suﬃt de majorer
lim inf
n→∞
1
−n log
(
σ(x)(B ∩BTe−n)
σ(x)(B)
)
pour λ-presque tout x (lemme 1.1.2.2).
La clef de la démonstration est la relation
σ(x)(B ∩BTe−n)
σ(x)(B)
=
σ(x)(B ∩BTe−n)
σ(x)(αB ∩BTe−n)
× σ(x)(αB)
σ(x)(B)
× σ(x)(αB ∩B
T
e−n)
σ(x)(αB)
qui donne, en itérant,
σ(x)(B ∩BTe−n)
σ(x)(B)
=
p−1∏
i=0
(
σ(α−ix)(B ∩BT
e−(n−i))
σ(α−ix)(αB ∩BT
e−(n−i))
× σ(α
−ix)(αB)
σ(α−ix)(B)
)
×
σ(α−px)(B ∩BT
e−(n−p))
σ(α−px)(B)
(nous avons utilisé la relation σ(αx) = α∗σ(x), valable pour λ-presque tout x,
et le fait que α−iBTe−n = B
T
e−(n−i)).
Pour p ≤ n, le facteur le plus à droite est évidemment ≤ 1. Posons
φρ(x) = log
σ(x)(αB ∩BTρ )
σ(x)(B ∩BTρ )
, τ(x) = log
σ(x)(B)
σ(x)(αB)
, φ∗(x) = inf
ρ>0
φρ(x)
de sorte que le produit télescopique établi ci-dessus donne, pour p ≤ n,
1
−n log
σ(x)(B ∩BTe−n)
σ(x)(B)
≥ 1
n
p−1∑
i=0
φe−(n−i)(α
−ix) +
1
n
p−1∑
i=0
τ(α−ix).
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Fixons un petit ε > 0 et prenons pour p la partie entière de (1− ε)n. Nous
choisissons p ainsi pour que les nombres e−(n−i) tendent uniformément vers 0
lorsque n tend vers +∞ et que i ≤ p.
Traitons d'abord le deuxième terme du membre de droite. On a
lim inf
n→∞
1
n
∑
0≤i≤(1−ε)n
τ(α−ix) = (1− ε)
∫
τdλ = (1− ε)hλ(G)
où la première égalité vient du théorème ergodique de Birkhov et la deuxième
se déduit aussitôt du corollaire 2.2.1.4.
Occupons-nous maintenant du terme restant. Pour λ-presque tout x, il existe
un nombre ρ(x) > 0 tel que la relation ρ < ρ(x) entraîne
φρ(x) ≥ log
(
σH(x)(αB)
σH(x)(B)
)
− ε
(lemme 2.2.4.4). Soit ρ0 > 0 et soit M l'ensemble des x tels que ρ(x) > ρ0. Si
ρ0 est choisi assez petit, on a ∫
{M
φ∗dλ ≥ −ε
en vertu du lemme 2.2.4.3.
Séparons maintenant, dans la somme étudiée, les indices i pour lesquels
α−ix ∈M de ceux pour lesquels α−ix ∈ {M . Primo,
lim inf
n→∞
1
n
∑
0≤i≤(1−ε)n
1M (α
−ix)φe−(n−i)(α
−ix) ≥
lim inf
n→∞
1
n
∑
0≤i≤(1−ε)n
1M (α
−ix)
(
log
(
σH(α
−ix)(αB)
σH(α−ix)(B)
)
− ε
)
= (1− ε)
∫
M
(
log
(
σH(x)(αB)
σH(x)(B)
)
− ε
)
dλ(x)
≥ −hλ(H)− ε.
Secundo,
lim inf
n→∞
1
n
∑
0≤i≤(1−ε)n
1{M (α
−ix)φe−(n−i)(α
−ix)
≥ lim inf
n→∞
1
n
∑
0≤i≤(1−ε)n
1{M (α
−ix)φ∗(α−ix)
= (1− ε)
∫
{M
φ∗dλ ≥ −ε(1− ε).
Finalement, nous obtenons l'inégalité
lim inf
n→∞
1
−n log
(
σ(x)(B ∩BTe−n)
σ(x)(B)
)
≥ (1− ε)hλ(G)− hλ(H)− ε− ε(1− ε)
pour λ-presque tout x et tout ε > 0. La démonstration est terminée.
Pour ﬁnir, considérons la situation suivante : G est le groupe de Heisenberg
de rang 1 (voir déﬁnition au chapitre 3) et H est un sous-groupe
Chapitre 3
Calculs d'entropies et de
dimensions
3.1 Préliminaires
3.1.1 Espaces hyperboliques réels et complexes
Soit n un entier≥ 1. SoitK le corps des nombres réelsR ou celui des nombres
complexes C. Le groupe SO◦(1, n) est la composante connexe de l'identité dans
le groupe spécial orthogonal d'une forme quadratique réelle de signature (1, n).
Le groupe PU(1, n) est le groupe projectif unitaire d'une forme quadratique
hermitienne de signature (1, n). Dans toute cette section, nous posons G =
SO◦(1, n) si K = R et G = PU(1, n) si K = C.
Soit K un sous-groupe compact maximal de G. Le quotient G/K est l'espace
hyperbolique sur K de dimension n, HnK. Nous noterons d la distance hyperbo-
lique dans HnK. Le groupe des isométries directes de H
n
K est égal à G. Le point
ﬁxé par K dans HnK est appelé point de base et noté o. Changer de point de
base revient à remplacer K par un de ses conjugués.
L'espace hyperbolique réel HnR est une variété riemannienne complète de
dimension n à courbure sectionnelle identiquement égale à −1.
L'espace hyperbolique complexe HnC est une variété hermitienne complète
de dimension complexe n, à courbure sectionnelle pincée comprise entre −4 et
−1.
3.1.2 Bord à l'inﬁni
Nous noterons ∂HnK le bord à l'inﬁni deH
n
K. C'est l'espace des classes d'équi-
valence de rayons géodésiques asymptotiques. L'espace HnK∪∂HnK est compact.
Puisque l'opération de G surHnK est par isométries, elle se prolonge continûment
au bord.
Fixons une décomposition d'Iwasawa G = KAN . Nous noterons M le nor-
malisateur de N dans K. Le groupe parabolique P = MAN est le stabilisateur
dans G d'un point ξ+ ∈ ∂HnK. Le bord de HnK s'identiﬁe donc au quotient G/P .
C'est une variété diﬀérentielle, diﬀéomorphe à la sphère de dimension n − 1
(resp. 2n− 1) si K = R (resp. K = C).
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Pour tous ξ ∈ ∂HnK et x, y ∈ HnK, on pose
bξ(x, y) = lim
t→∞ d(x, ξt)− d(y, ξt)
où t 7→ ξt est une géodésique aboutissant en ξ. Ce nombre est bien déﬁni et ne
dépend pas du choix de la géodésique ξt. Ceci déﬁnit la fonction de Busemann.
C'est une application continue.
Pour tous ξ, η ∈ ∂HnK, on déﬁnit le produit de Gromov de ξ et η basé en x :
(ξ, η)x =
1
2
(bξ(x, p) + bη(x, p))
où p est un point de la géodésique ]ξ, η[. On convient que (ξ, ξ)x = +∞. Ceci
ne dépend pas du choix de p. On déﬁnit ensuite la distance visuelle basée en x
dx(ξ, η) = e
−(ξ,η)x .
On vériﬁe que c'est bien une distance. Elle est aussi appelée distance de Gromov.
Elle est compatible avec la topologie de ∂HnK. La famille (dx)x∈HnK possède les
propriétés suivantes :
1. Conformité : dy(ξ, η) = e
1
2 (bξ(x,y)+bη(x,y))dx(ξ, η) ;
2. G-équivariance : dgx(gξ, gη) = dx(ξ, η) pour tout g ∈ G.
En fait, lorsque K = R, cette distance coïncide avec la distance sphérique
usuelle. Plus précisément, il existe un diﬀéomorphisme de ∂HnR sur la sphère
de dimension n− 1 appliquant do sur la distance sinus de l'angle, déﬁnie par
d(x, y) = |〈x, y〉| (x, y deux vecteurs unitaires de Rn).
En revanche, lorsque K = C, il n'est pas vrai que la distance de Gromov do
soit bilipschitz-équivalente à une distance riemannienne sur ∂HnC, vu comme la
sphère S2n−1. Nous reviendrons sur ce point.
3.1.3 Fibré unitaire tangent
Rappelons que nous avons ﬁxé une décomposition d'Iwasawa G = KAN
et que nous notons M le normalisateur de N dans K. Le groupe diagonal A
centralise M . On note UHnK le ﬁbré unitaire tangent de H
n
K, ensemble des
couples (x, u), où x est un point de HnK et u un vecteur unitaire tangent à H
n
K
en x. C'est une variété riemannienne (resp. hermitienne si K = C) muni de la
métrique de Sasaki. On notera souvent u un point de UHnK, la donnée de x
étant sous-entendue.
L'opération de G sur HnK étant par isométries, elle s'étend au ﬁbré unitaire
tangent et on vériﬁe que M est le stabilisateur d'un point de UHnK. Plus préci-
sément, si o est le point de HnK ﬁxé par K, et ξ+ l'unique point du bord ﬁxé par
N , le point (x, u) de UHnK, où u est le vecteur unitaire portant la géodésique
issue de x et aboutissant en ξ+, est ﬁxé par M . Le ﬁbré unitaire tangent de HnK
s'identiﬁe donc à l'espace quotient G/M , et on a un diagramme commutatif
UHnK G/M
HnK G/K
∼
∼
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L'application u 7→ u+ qui à u associé l'extrêmité positive de la géodésique
issue de x et portée par u est un homéomorphisme de l'ensemble Ux des vecteurs
unitaires tangents en x sur le bord ∂HnK. Si g ∈ G, on notera g+ = (gM)+.
Déﬁnitions semblables pour u− et g−.
Notons que N n'opère pas à droite sur G/M car M n'est pas normalisé par
N . En revanche, puisque M normalise N , les N -orbites sont bien déﬁnies dans
G/M : la N -orbite de gM est l'ensemble décrit par les gnM lorsque n parcourt
N , et cet ensemble ne dépend que de gM .
Puisque A normalise M , l'opération (g, a) 7→ ga de A sur G par translation
à droite passe au quotient en une opération à droite de A sur G/M , (gM, a) 7→
gaM . Il existe un unique isomorphisme de R sur A, t 7→ at, tel que l'opération
de R sur G/M donnée par (gM, t) 7→ gatM coïncide avec le ﬂot géodésique.
Autrement dit, gatM tend vers g+ lorsque t→∞, et la distance hyperbolique
entre gM et gatM est égale à t pour tout t.
3.1.4 Horosphères et coordonnées de Hopf
Munissons G de la distance G-invariante à gauche et K-invariante à droite
dont la distance hyperbolique sur G/K est le quotient à droite par K. Le quo-
tient par M à droite de cette distance est une distance riemannienne (resp. her-
mitienne si K = C) sur G/M . On vériﬁe que pour tout u ∈ UHnK, l'ensemble
des v tels que la distance entre uat et vat tende vers 0 lorsque t→ −∞ est égal à
la N -orbite de u (rappelons que les N -orbites sont bien déﬁnies dans G/M , car
N est normalisé parM). Cette N -orbite est appelée horosphère instable passant
par u. On la note H+(u).
L'application v 7→ v+ est une bijection de H+(u) sur ∂HnK \ {u−}. L'ho-
rosphère H+(u) est une sous-variété de UHnK et cette bijection H
+(u) →
∂HnK \ {u−} est un diﬀéomorphisme.
L'application H+(u) → HnK qui à (x, v) associe x est un diﬀéomorphisme
sur une sous-variété de HnK, aussi appelée horosphère. Les horosphères de H
n
K
sont les lignes de niveau de la fonction de Busemann, i.e. si ξ ∈ ∂HnK, toute
horosphère basée en ξ est le lieu de l'équation
bξ(x, o) = c
pour une certaine constante c ∈ R.
Nous allons maintenant déﬁnir une distance, dite distance de Hämenstadt,
sur chaque horosphère. Soit H = H+(u) une horosphère instable. Soient v, w
deux points de H, et t 7→ vt, t 7→ wt les géodésiques issues de u−, et telles que
v0 = v et w0 = w. On pose
dH(v, w) = lim
t→∞ e
−t+ 12d(vt,wt).
On montre dans l'appendice de (Hersonsky et Paulin, 1997) que cette limite
existe et déﬁnit bien une distance sur H. Pour tout g ∈ G, on a dgH(gv, gw) =
dH(v, w).
Ceci permet de déﬁnir, par transport de structure, une distance sur ∂HnK \
{u−}, dite distance d'Euclide-Cygan ; plus précisément, si ζ est un point du
bord, on pose dζ(ξ, η) = dH+(u)(v, w) où u est tel que u− = ζ, v est le point
de H+(u) tel que v+ = ξ et de même w ∈ H+(u) est tel que w+ = η. Ceci ne
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dépend pas du choix de u puisque la famille des distances de Hämenstadt est,
comme on l'a vu, G-équivariante, et en particulier A-équivariante.
On montre dans (loc. cit.) que pour tout ξ ∈ ∂HnK et tout x ∈ HnK, les
distances dξ et dx sont localement bilipschitz équivalentes sur ∂HnK \ {ξ}.
Nous aurons aussi besoin du fait suivant. Si K = R, nous munissons N
de la distance euclidienne, et si K = C, nous le munissons de la distance de
Heisenberg (voir infra, paragraphe 3.4.1.2).
Lemme 3.1.4.1 ((Hersonsky et Paulin, 2002), proposition 3.12). Pour tout
g ∈ G, l'application N → H+(gM) appliquant n sur gnM est une similitude.
Autrement dit, cette application applique la distance euclidienne (resp. la
distance de Heisenberg) sur un multiple de la distance de Hämenstadt.
Nous noterons, comme c'est la coutume, ∂2HnK l'ensemble des couples (ξ, η)
de points distincts du bord. L'application de UHnK dans ∂
2HnK×R qui applique
(x, u) sur (u−, u+, bu−(x, o)) (coordonnées de Hopf de (x, u)) est un diﬀéo-
morphisme. Nous noterons, pour simpliﬁer, u = (ξ, η, s) si cet diﬀéomorphisme
applique u sur (ξ, η, s).
3.1.5 Théorie de Patterson-Sullivan
Soit Γ un sous-groupe discret de G. Pour tout point x ∈ HnK, les points
d'accumulation de l'orbite Γo dans HnK ∪ ∂HnK forment une partie ΛΓ contenue
dans Γ qui ne dépend pas du choix de x ; on l'appelle ensemble limite de Γ.
Un point de l'ensemble limite ξ ∈ ΛΓ est dit conique s'il existe une suite
inﬁnie (γn) dans Γ telle que la distance de γno à la géodésique ]o, ξ[ soit borné
uniformément en n. L'ensemble des points limites coniques est noté ΛcΓ.
Nous supposerons toujours que Γ est non-élémentaire, ce qui signiﬁe que
l'ensemble limite contient au moins 3 éléments, et on montre qu'en fait il est
inﬁni non dénombrable.
L'exposant de croissance de G,
δΓ = lim sup
1
R
log Card{γ ∈ Γ; d(x, γx) ≤ R}
ne dépend pas de x. C'est un nombre ﬁni, et 0 < δΓ ≤ n − 1 si K = R (resp.
0 < δΓ ≤ 2n− 1 si K = C).
Le théorème suivant a une longue histoire. Il a été démontré à ce niveau de
généralité (i.e. pour un groupe seulement supposé discret et non-élémentaire)
dans (Bishop et Jones, 1997) et (Paulin, 1997).
Théorème 3.1.5.1. Soit Γ un sous-groupe discret non-élémentaire de G. La
dimension de Hausdorﬀ de l'ensemble ΛcΓ des points limites coniques de Γ, re-
lativement à la distance visuelle basée en un point quelconque, est égale à δΓ.
Notons que les distances visuelles sont deux-à-deux localement bilipschitz
équivalentes, de sorte que le choix du point où est basée la distance visuelle est
indiﬀérent.
3.1.5.1 Densités conformes au bord
Déﬁnition 3.1.5.2. Soit Γ un sous-groupe discret non-élémentaire de G. Soit
β un nombre réel ≥ 0. On appelle densité Γ-conforme de dimension β toute
famille (µx)x∈HnK de mesures ﬁnies sur ∂H
n
K, qui est :
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1. Γ-équivariante :
γ∗µx = µγx
pour tout x ∈ HnK et tout γ ∈ Γ ;
2. conforme : pour tous x, y ∈ HnK, µx et µy sont équivalentes et le cocycle
de Radon-Nikodym est donné par
dµy
dµx
(ξ) = e−βbξ(y,x).
On démontre que la dimension d'une densité Γ-conforme ne peut être nulle ;
autrement dit, le bord ∂HnK ne porte pas de mesure de probabilité Γ-invariante.
Le résultat suivant, à la base de toute la théorie, remonte à Patterson (dans
le cas hyperbolique réel).
Théorème 3.1.5.3 ((Patterson, 1976)). Soit Γ un sous-groupe discret non-
élémentaire de G, d'exposant de croissance δΓ. Il existe une densité Γ-conforme
de dimension δΓ.
Dans le contexte de la géométrie ergodique des groupes discrets, nous conser-
verons la lettre µ pour les densités Γ-conforme.
3.1.5.2 Mesure de Bowen-Margulis-Sullivan
Déﬁnition de la mesure de Bowen-Margulis-Sullivan. Soit Γ un sous-
groupe discret non-élémentaire de G. Soit µ une densité Γ-conforme de dimen-
sion δΓ. Soit x ∈ H. La mesure mUH
n
K
BMS sur UH
n
K déﬁnie par
dm
UHnK
BMS (u) = e
δ(bξ(x,u)+bη(x,u))dµx(ξ)dµx(η)ds
(où u = (ξ, η, s)) est appelée mesure de Bowen-Margulis-Sullivan (ou mesure
BMS) associée à µ.
C'est une mesure de Radon qui ne dépend pas du choix de x. Elle est in-
variante par le ﬂot géodésique et par Γ. Nous la noterons mG/MBMS lorsque nous
voudrons préciser que la mesure que nous considérons vit sur G/M .
Puisque mUH
n
K
BMS est une mesure de Radon Γ-invariante sur UH
n
K, elle passe
au quotient en une mesure de Radon sur Γ\UHnK, que nous noterons mΓ\UH
n
K
BMS
ou mΓ\G/MBMS .
Déﬁnition 3.1.5.4. Nous dirons qu'un sous-groupe discret non-élémentaire Γ
de G est de mesure de BMS ﬁnie s'il admet une densité Γ-conforme µ d'exposant
δΓ telle que la mesure de BMS associée sur Γ\UHnK soit ﬁnie.
Le résultat suivant est dû à D. Sullivan dans le cas hyperbolique réel
(Sullivan, 1984), et étendu au cas des espaces CAT(-1) dans (Roblin, 2003).
Théorème 3.1.5.5. Soit Γ un sous-groupe discret non-élémentaire de G. Si Γ
est de mesure de BMS ﬁnie, il existe (à homothétie près) une unique densité
Γ-conforme de dimension δΓ ; elle est sans atome, son support est l'ensemble
limite Λ, et l'ensemble limite conique est de mesure totale. La mesure de BMS
ﬁnie considérée est mélangeante pour le ﬂot géodésique sur Γ\UHnK.
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Tous nos résultats seront énoncés sous cette hypothèse. Lorsque Γ est de
mesure de BMS ﬁnie, nous dirons (par abus de langage) soit µ la mesure de
Patterson-Sullivan pour exprimer que nous choisissons l'une quelconque des
mesures de la densité Γ-conforme de dimension δΓ, et que nous la normalisons
pour que sa masse totale soit 1.
Désintégration de la mesure de Bowen-Margulis-Sullivan au-dessus de
l'espace des horosphères. Soient ξ ∈ ∂HnK et s ∈ R. Les lignes de niveau
de l'application ∂2HnK ×R → ∂HnK ×R appliquant (ξ, η, s) sur (ξ, s) sont les
horosphères (instables). L'espace de ces horosphères, noté H, s'identiﬁe donc à
∂HnK ×R. Nous écrirons, par abus de notation, H = (ξ, s).
On vériﬁe que G/MN s'identiﬁe à H et que l'application ∂2HnK × R →
∂HnK ×R correspond à l'application canonique G/M → G/MN .
Soit Γ un sous-groupe discret non-élémentaire de G. Si µ est une densité
Γ-conforme de dimension δ, on déﬁnit sur H une mesure mH en posant
dmH(ξ, s) = dµx(ξ)eδbξ(x,h)ds
où h est un point quelconque de l'horosphère H = (ξ, s). C'est une mesure de
Radon, indépendante de x et du choix de o, et Γ-invariante.
Manifestement, mH est pseudo-image de la mesure de BMS m
UHnK
BMS . Désin-
tégrons celle-ci au-dessus de celle-là :
m
UHnK
BMS =
∫
dmH(H)mH
où mH est la mesure sur H déﬁnie par
dmH(u) = dµx(u
+)eδbu+ (x,u).
Notons que la mesure mH , vue dans G/M , est portée par une N -orbite.
Dans le théorème suivant, la dimension de la mesure mH est relative à la
distance de Hämenstadt sur H, et la dimension de la mesure de Patterson-
Sullivan sur ∂HnK est relative à une distance visuelle de Gromov.
Théorème 3.1.5.6. Soit Γ un sous-groupe discret de G de mesure de BMS
ﬁnie. La mesure de Patterson-Sullivan sur ∂HnK est de dimension exacte égale
à δΓ. De même, pour toute horosphère (instable) H, la mesure mH sur H est
de dimension exacte égale à δΓ.
Démonstration. Commençons par montrer que les dimensions locales inférieures
et supérieures de mH sont mH -presque partout égales, pour toute horosphère
H. Soit φ l'application borélienne UHnK → R déﬁnie par
φ(u) = log
mH+(u)(B(u, e
−1))
mH+(u)(B(u, 1))
partout où cela a un sens, c'est-à-dire mUH
n
K
BMS -presque partout. Notons gt :
UHnK → UHnK le ﬂot géodésique au temps t dans UHnK. La relation (gt)∗mH+(u) =
e−tδΓmH+(gtu) entraîne, par télescopage, que
1
T
∫ T
0
φ(gtu)dt =
1
T
logmH+(u)(B(u, e
−T )) +O(1/T )
3.1. PRÉLIMINAIRES 77
et le membre de gauche admet une limite lorsque T →∞, pour mUHnKBMS -presque
tout u, en vertu du théorème ergodique de Birkhov. Par conséquent, la limite
lim
T→∞
1
T
logmH+(u)(B(u, e
−T ))
existe pour mUH
n
K
BMS -presque tout u. Cette limite ne dépend presque sûrement pas
de u, puisquemUH
n
K
BMS est (gt)-ergodique, et nous allons voir que sa valeur presque
sûre est δΓ.
Pour cela, considérons maintenant la mesure de Patterson-Sullivan µ. Pour
toute horosphère instable H = H+(u), soit θH la mesure image réciproque de µ
par le diﬀéomorphisme H → ∂H \ {u−} appliquant v sur v+. Les mesures mH
et θH sont équivalentes, et la dérivée de Radon-Nikodym est une application
continue de H dans ]0,∞[. Par conséquent, la mesure θH est de dimension
exacte, égale à celle de mH (relativement à la distance de Hämenstadt).
D'autre part, nous avons dit que l'image réciproque, par θH , de la distance de
Gromov au bord, est localement bilipschitz équivalente à la distance de Hämens-
tadt sur H. Ce qui précède montre donc que la mesure de Patterson-Sullivan µ
(qui est sans atome, cf théorème 3.1.5.5) est, pour la distance de Gromov, de
dimension exacte égale à celle de mH .
La conclusion provient alors du théorème 4.3 de (Ledrappier, 2013).
3.1.5.3 Relèvement M-invariant de la mesure de Bowen-Margulis-
Sullivan
Soit Γ un sous-groupe discret non-élémentaire de G. Soit µ une densité Γ-
conforme de dimension δΓ. Considérons la mesure de Bowen-Margulis-Sullivan
m
G/M
BMS sur l'espace UH
n
K identiﬁé à G/M . Elle se relève de façon unique en une
mesure de Radon sur G qui est AM -invariante à droite et Γ-invariante à gauche,
soit mGBMS. Le quotient de m
G
BMS par Γ à gauche est une mesure de Radon sur
Γ\G, AM -invariante à droite, soit mΓ\GBMS.
De même, la mesure horosphériquemH sur l'espace des horosphères, identiﬁé
à G/MN , admet un unique relèvement M -invariant à droite à G/N qui est une
mesure de Radon, soit mG/NH .
La mesure mG/NH est pseudo-image de m
G
BMS. Disons maintenant comment
désintégrer celle-ci au-dessus de celle-là.
Lemme 3.1.5.7. Soit M un groupe topologique compact opérant à droite sur
deux espaces boréliens standards X˜ et X, et soit q : X˜ → X une application
borélienne M -équivariante. Soient λ˜, λ des mesures σ-ﬁnies sur X˜ et X respec-
tivement telles que λ soit pseudo-image de λ˜ par q. On suppose que λ˜ et λ sont
M -invariantes, de sorte qu'on dispose de mesures quotients de λ˜ et λ par M ,
µ˜ et µ respectivement, sur X˜/M et X/M respectivement. On a un diagramme
commutatif
X˜ X
X˜/M X/M
q
p˜ p
q′
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et µ est pseudo-image de µ˜ par q′, ce qui donne lieu à la désintégration
µ˜ =
∫
dµ(x˙)µ˜x.
Supposons que pour tout x ∈ X, la restriction p˜|q−1(x) de p˜ à la ﬁbre q−1(x)
soit injective. Alors la désintégration de λ˜ au-dessus de λ est donnée par
λ˜ =
∫
dλ(x)p˜∗µ˜p(x).
Dans l'énoncé du lemme, p˜∗µ˜p(x) est l'image directe, par l'isomorphisme
(q′)−1(p(x)) → q−1(x) réciproque de p˜|q−1(x), de la mesure µ˜p(x), qui est λ-
presque sûrement portée par (q′)−1(p(x)).
Démonstration. Avant toute chose, notons qu'une opération mesurable de M
sur un espace borélien standard quelconque est toujours lisse puisque M est
compact.
Soit λ˜ =
∫
dλ(x)λ˜x la désintégration de λ˜ au-dessus de λ. On a p˜∗λ˜ = µ˜
puisque M est compact. Autrement dit,∫
dλ(x)p˜∗λ˜x =
∫
dµ(x˙)µ˜x˙
et le membre de droite est aussi égal à∫
dλ(x)µ˜p(x)
en raison encore de la compacité de M . Le lemme en résulte, par unicité des
conditionnelles de λ˜ au-dessus de λ.
Appliquons ce lemme au diagramme
G G/N
G/M G/MN
q
p˜ p
q′
où les ﬂèches sont les applications canoniques ; ce qui est possible car pour
tout g, la restriction à gN de l'application canonique G → G/M est injective.
Munissons G (resp. G/N , G/M , G/MN) de la mesure mGBMS (resp. m
G/N
H ,
m
G/M
BMS , m
G/MN
H ). Désintégrons m
G
BMS au-dessus de m
G/N
H le long de q :
mGBMS =
∫
dm
G/N
H (gN)mgN .
Pour mG/NH -presque tout gN , on a mgN = (p˜)
∗µgMN .
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3.1.5.4 Mélange du ﬂot géodésique
L'opération de A sur G par translation à droite passe au quotient en une
opération à droite sur Γ\G, (Γg, a) 7→ Γga, que nous appellerons ﬂot des repères.
Nous aurons besoin du mélange de la mesure de BMS mΓ\GBMS relativement
au ﬂot géodésique (en fait nous nous servirons de l'ergodicité de cette mesure
relativement à tout élément non trivial de A).
Théorème 3.1.5.8 ((Winter, 2014)). Soit Γ un sous-groupe discret de mesure
de BMS ﬁnie et Zariski-dense. La mesure de BMS mΓ\GBMS est mélangeante pour
le ﬂot géodésique.
3.1.6 Conditionnelles le long du groupe horosphérique
3.1.6.1 Calcul des conditionnelles
Soit Γ un sous-groupe discret non-élémentaire de G, et µ une densité Γ-
conforme de dimension δΓ. Faisons opérer N par translation à droite sur Γ\G.
Cette opération est mesurable, à stabilisateurs discrets (car Γ est discret). L'es-
pace topologique quotient Γ\G est localement compact à base dénombrable ;
en tant qu'espace mesurable, c'est donc un espace borélien standard. Dès lors,
nous pouvons désintégrer mΓ\GBMS le long de cette opération, ce qui donne lieu à
l'application de désintégration σ.
Calculons σ. Désintégrons mGBMS le long de N et notons σ¯ l'application de
désintégration correspondante. D'après la proposition 2.1.1.26, on a σ(Γg) =
σ¯(g) pour mGBMS-presque tout g.
D'autre part, l'opération de N sur G à droite étant lisse, la proposition
2.1.1.25 permet de calculer σ¯. Pour tout g ∈ G, notons ρg l'application orbitale
de N sur gN qui applique n sur gn. Pour mGBMS-presque tout g, σ¯(g) est la
classe projective de (ρg)∗mgN où mgN est la mesure sur gN déﬁnie en 3.1.5.3.
Les conditionnelles de mΓ\GBMS sur Γ\G le long de N à droite se déduisent
donc simplement des mesures mH portées par les horosphères (instables) H.
Pour alléger les notations, nous désignerons en général les éléments de Γ\G
par les lettres latines x, y . . ..
3.1.6.2 Dimension des conditionnelles
Notons encore σ (resp. σ¯) l'application de désintégration de mΓ\GBMS (resp. de
mGBMS) le long de l'opération de N à droite. Lorsque m
Γ\G
BMS est ﬁnie, i.e. lorsque
Γ est de mesure de BMS ﬁnie, σ est à valeur dans l'espace des mesures de Radon
projectives de N .
La proposition suivante est à la base de tous nos résultats. Si K = R,
nous munissons N (qui est isomorphe à Rn−1) de la distance euclidienne, et si
K = C, nous munissons N (qui est isomorphe au groupe de Heisenberg Hn) de
la distance de Heisenberg (cf 3.4.1.2).
Proposition 3.1.6.1. Soit Γ un sous-groupe discret de G de mesure de BMS
ﬁnie. Pour mΓ\GBMS-presque tout x ∈ Γ\G, σ(x) est de dimension exacte égale à
δΓ.
Démonstration. Vu le paragraphe précédent (3.1.6.1), c'est une conséquence du
théorème 3.1.5.6 et du lemme 3.1.4.1.
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3.2 Calculs d'entropie
Soit Γ un sous-groupe discret de mesure de BMS ﬁnie. Nous avons vu com-
ment désintégrer la mesure ﬁnie mΓ\GBMS sur Γ\G le long de l'opération de N .
Soit α l'automorphisme de Γ\G déﬁni par le ﬂot géodésique au temps −1, i.e.
α(x) = xa−1 (x ∈ Γ\G). Notons que α préserve la mesure de Bowen-Margulis-
Sullivan, et que celle-ci est ergodique pour α (théorème 3.1.5.8). Pour tout n ∈ N
et tout x ∈ Γ\G, on a α(xn) = α(x)α(n) où α : N → N est une homothétie si
K = R (resp. une dilatation de Heisenberg si K = C) : c'est une similitude de
rapport e−1 ' 2, 718.
Nous sommes donc dans les conditions d'application de la théorie générale
exposée au chapitre 2, et pouvons étudier l'entropie de mΓ\GBMS le long de N ou
de n'importe quel sous-groupe fermé connexe de N . Si U est un sous-groupe
fermé connexe de N , nous noterons hBMS(U) l'entropie de m
Γ\G
BMS le long de U
(relativement à l'automorphisme α déﬁni ci-dessus).
Commençons par énoncer le résultat de base.
Proposition 3.2.0.2. Soit Γ un sous-groupe discret de G de mesure de BMS
ﬁnie. L'entropie de mΓ\GBMS le long de N en x est égale à l'exposant critique δΓ
pour mΓ\GBMS-presque tout x.
Démonstration. Voir les propositions 3.1.6.1 et 2.2.1.6.
Problème 3.2.0.3. Soit U un sous-groupe fermé connexe de N . Calculer l'en-
tropie de la mesure de BMS le long de U .
La proposition suivante est une conséquence cruciale de la théorie développée
au chapitre 2.
Proposition 3.2.0.4. Soit Γ un sous-groupe discret de G de mesure de BMS
ﬁnie et Zariski-dense. Soit U un sous-groupe fermé connexe distingué de N . On
a
hBMS(N) = hBMS(U) + δN/U .
Démonstration. Soit Y l'ensemble des points x ∈ Γ\G dont le stabilisateur
dans N n'est pas réduit à l'élément neutre. Si x appartient à Y , il existe un élé-
ment γ ∈ Γ, distinct de l'identité, qui laisse globalement invariante l'horosphère
H+(g). Par conséquent, g+ est un point ﬁxe parabolique. Il est évident que
les points ﬁxes paraboliques forment une partie au plus dénombrable de l'en-
semble limite. Puisque la mesure de Patterson-Sullivan est sans atome (théorème
3.1.5.5), on en déduit, vu la déﬁnition de la mesure de BMS, que mΓ\GBMS(Y ) = 0.
On peut démontrer que Y est une partie borélienne de Γ\G. Soit X son
complémentaire : c'est un espace borélien standard, de mesure de BMS totale, où
N opère librement (c'est-à-dire avec des stabilisateurs triviaux ). Évidemment,
les conditionnelles de la mesure de BMS le long de N (resp. de U) sont (presque
partout) égales aux conditionnelles de la mesure de BMS restreinte à X le long
de ce même groupe.
D'autre part, nous vériﬁons que le groupe métrique quotient N/U possède
la propriété de Besicovitch. Si K = R, ce quotient est isométrique à un espace
euclidien. Si K = C, U contient nécessairement le centre Z (qui est aussi le
sous-groupe dérivé) de N , et le groupe métrique quotient N/U s'identiﬁe (iso-
métriquement) au groupe métrique quotient (N/Z)/(U/Z). Le quotient N/Z est
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isométrique à l'espace euclidien R2(n−1), et U/Z s'identiﬁe à un sous-espace vec-
toriel de cet espace euclidien ; il est clair alors que le groupe métrique quotient
N/U possède bien la propriété de Besicovitch.
Nous sommes donc dans les conditions du théorème 2.2.5.1, et la relation
annoncée n'est autre que la conclusion de ce théorème.
Si K = R, et que Γ est Zariski-dense, nous sommes en mesure de répondre
complètement au problème posé. Cela fait l'objet de la présente section. Si
K = C, nous pouvons dire bien peu de choses. Dans la section 3.4, nous dirons
le lien qui existe entre l'entropie de la mesure de BMS le long du centre de
N , et la dimension de Hausdorﬀ de l'ensemble limite conique relativement à
une distance riemannienne. Nous formulerons une conjecture, et construirons
ensuite des exemples de groupes de Schottky pour lesquels le calcul de l'entropie
le long du centre est facile.
Jusqu'à nouvel ordre, nous ﬁxons K = R.
Théorème 3.2.0.5. Soit Γ un sous-groupe discret de G, Zariski-dense et de
mesure de BMS ﬁnie. Soit m un entier, 1 ≤ m ≤ n − 1. Pour tout m-plan U
contenu dans N , on a l'alternative suivante :
1. Ou bien δΓ ≤ n−m, et alors on a δN/U = δΓ et hBMS(U) = 0 ;
2. Ou bien δΓ > n −m, et alors on a δN/U = n −m et hBMS(U) = δΓ −
(n−m).
D'autre part, les conditionnelles sont transversalement de dimension exacte,
au sens suivant : pour tout voisinage compact B de l'élément neutre dans N ,
pour tout m-plan U et pour presque tout x ∈ Γ\G, l'image, dans N/U , de la
restriction à B de σ(x), est de dimension exacte δN/U .
En outre, lorsque δΓ > n − m, les conditionnelles de mΓ\GBMS le long de N
sont (presque sûrement) absolument continues transversalement à tout U au
sens suivant : pour tout voisinage ouvert relativement compact B de l'origine
dans N , pour tout m-plan U , pour mΓ\GBMS-presque tout x, l'image de σ(x)|B dans
N/U est absolument continue par rapport à la mesure de Lebesgue de N/U .
Remarque 3.2.0.6. Rappelons que δN/U est la dimension inférieure de l'image,
dans N/U , de la mesure de probabilité
σ(x)|B
σ(x)(B)
pour mΓ\GBMS-presque tout x et tout voisinage ouvert relativement compact B de
l'origine dans N ﬁxé à l'avance.
Corollaire 3.2.0.7. On conserve les hypothèses du théorème. Soit m un entier,
1 ≤ m ≤ n − 1 et U un m-plan. Pour que l'opération de U sur mΓ\GBMS soit
totalement dissipative (resp. totalement récurrente), il faut et il suﬃt que δΓ ≤
n−m (resp. δΓ > n−m).
Dans le premier cas, les conditionnelles de la mesure de BMS le long de N
sont presque sûrement portées par un graphe au-dessus de N/U .
Démonstration. Voir corollaires 2.2.1.9 et 2.1.3.8.
Nous commençons maintenant la démonstration du théorème 3.2.0.5.
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Lemme 3.2.0.8. La dimension transverse δN/U et l'entropie hBMS(U) ne dé-
pendent pas du m-plan U .
Démonstration. Soient U,U ′ deux m-plans et m un élément de M tel que U ′
soit le conjugué de U par m, U ′ = mUm−1. L'application Rm : U → U ′
appliquant u sur mum−1 est un isomorphisme de groupes. L'automorphisme
de Γ\G appliquant x sur xm−1 entrelace l'opération de U avec l'opération de
U ′ : pour tout u ∈ U , et tout x ∈ Γ\G, on a xm−1(mum−1) = (xu)m−1.
Par conséquent, la mesure de BMS étant M -invariante, si σU et σU ′ sont les
applications de désintégration de la mesure de BMS de Γ\G le long de U et U ′
respectivement, on a
σU (x) = (Rm)∗σU ′(xm−1)
pour presque tout x ∈ Γ\G. Puisque Rm est une isométrie de U sur U ′, qui
commute aux homothéties, on en déduit que hBMS(U) = hBMS(U ′).
Notons maintenant pi et pi′ les projections de N sur N/U et N/U ′ respecti-
vement. On a un diagramme commutatif
N N/U
N N/U ′
pi
Rm Rm
pi′
où Rm : N → N est l'application n 7→ mnm−1, et Rm est l'application déﬁnie
par celle-ci par passage aux quotients. Notons que Rm est une isométrie de N/U
sur N/U ′ (relativement aux distances quotients).
Fixons un voisinage ouvert relativement compact B de e dans N . Pour µ-
presque tout x, on a, au vu de ce qui précède,
pi′∗
(
σ(x)|B
σ(x)(B)
)
= (Rm)∗pi∗
(
σ(xm−1)|Bm−1
σ(xm−1)(Bm−1)
)
.
Pour mΓ\GBMS-presque tout x, la dimension (inférieure) du membre de gauche
(resp. de droite) en l'élément neutre de V ′ est égale à δN/U ′ (resp. à δN/U ). Ceci
démontre que δN/U = δN/U ′ .
Lemme 3.2.0.9. Soit B un voisinage ouvert relativement compact de l'origine
dans N . Supposons que U soit un m-plan tel que l'image dans N/U de la mesure
de probabilité
σ(x)|B
σ(x)(B)
soit absolument continue par rapport à la mesure de Lebesgue, pour mΓ\GBMS-
presque tout x. Alors la même propriété est vraie pour tout autre m-plan U ′.
Démonstration. L'argument est le même.
Proposition 3.2.0.10. On suppose que δΓ ≤ n −m. Alors, pour tout m-plan
U , on a δN/U = δΓ, et hBMS(U) = 0.
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Démonstration. Fixons un voisinage ouvert relativement compact B de l'origine
dans N . La mesure
νB(x) =
σ(x)|B
σ(x)(B)
est de dimension exacte égale à δΓ pour m
Γ\G
BMS-presque tout x. Pour un tel x,
la projection orthogonale de νB(x) sur presque tout (n −m)-plan V est donc
de dimension exacte égale à δΓ (corollaire 1.2.2.3). Autrement dit, l'image de
νB(Γ) dans N/U est de dimension exacte égale à δΓ pour presque tout m-plan
U .
On sait (proposition 2.2.2.3) que pour tout m-plan U et pour mΓ\GBMS-presque
tout x, l'image de νB(x) dans N/U est de dimension (inférieure) δN/U . Ce qui
précède entraîne donc, par une application directe du théorème de Fubini, que
pour presque tout m-plan U on a δN/U = δΓ. En vertu du lemme 3.2.0.8, on a
donc δN/U = δΓ pour tout m-plan U .
La relation
hBMS(N) = hBMS(U) + δN/U
(proposition 3.2.0.4) montre aussitôt que hBMS(U) est nulle pour tout m-plan
U . La proposition est démontrée.
Proposition 3.2.0.11. On suppose que δΓ > n−m. Alors pour tout m-plan U ,
on a δN/U = n−m et hBMS(U) = δΓ − (n−m) ; en outre, pour tout voisinage
ouvert relativement compact B de l'élément neutre de N , et pour presque tout
x, l'image de la mesure
σ(x)|B
σ(x)(B)
dans N/U est absolument continue par rapport à la mesure de Lebesgue.
Démonstration. Fixons un voisinage ouvert relativement compact B de l'origine
dans N . Conservons la notation νB(x) de la démonstration précédente. Pour
m
Γ\G
BMS-presque tout x, et presque tout m-plan U , l'image de ν
B(x) dans N/U
est absolument continue (proposition 1.2.2.6)  donc de dimension exacte n−m,
et en particulier δN/U = n−m et on conclut en utilisant à nouveau la proposition
3.2.0.4.
Ceci achève la démonstration du théorème 3.2.0.5.
3.3 Dimension des projections
3.3.1 Position du problème
Nous allons considérablement renforcer le théorème 3.2.0.5.
Déﬁnition 3.3.1.1. Soit µ une mesure de Radon (non nulle) sur un espace
vectoriel N de dimension ﬁnie n ≥ 2. Nous dirons que µ est régulière si
1. elle est de dimension exacte δ ∈ [0, n] et
2. pour tout ensemble ouvert relativement compact B rencontrant le support
de µ, et pour tout entier k, 1 ≤ k ≤ n−1 et tout k-plan V de N , l'image
de µ|B par la projection orthogonale sur V est de dimension inférieure
égale presque partout à inf{k, δ}.
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Théorème 3.3.1.2. Soit Γ un sous-groupe discret Zariski-dense de G de mesure
de BMS ﬁnie. La conditionnelle de mΓ\GBMS le long de N en x est régulière pour
m
Γ\G
BMS-presque tout x.
Remarque 3.3.1.3. On pourrait remplacer N par n'importe quel sous-espace
vectoriel de N dans l'énoncé de ce théorème, et la conclusion demeure, avec
la même démonstration. Nous nous bornerons à considérer le cas de N , le cas
général étant identique aux notations près.
Remarque 3.3.1.4. Il suﬃt de vériﬁer la propriété 2 ci-dessus pour un voisi-
nage ouvert relativement compact ﬁxé de l'origine dans N (et pour tout k-plan
V ).
Démonstration de la remarque. Disons, pour abréger, qu'une mesure de Radon
µ sur N est régulière relativement à B si µ(B) > 0 et que pour tout k-plan V ,
l'image de µ|B par piV est de dimension exacte égale à inf{δ, k}.
Supposons donné un voisinage ouvert relativement compact B de l'origine
dans N tel que pour mΓ\GBMS-presque tout x, la mesure σ(x) soit régulière relati-
vement à B.
Soit t un réel et B′ le voisinage StB, image de B par l'homothétie de rapport
et. Je dis que pour mΓ\GBMS-presque tout x, σ(x) est régulière relativement à B
′ ;
cela provient immédiatement de ce qu'on a, t étant ﬁxé,
σ(x)|(StB)
σ(x)(StB)
=
σ(xat)|B
σ(xat)(B)
pour mΓ\GBMS-presque tout x.
Soit maintenant X l'ensemble des points x pour lesquels σ(x) est régulière
relativement à tous ensembles SnB lorsque n parcourt N. Nous venons de voir
que X est de mesure totale pour mΓ\GBMS.
Soit x un point de X et soit B un ensemble ouvert relativement compact
dans N . Il existe un ensemble ouvert relativement compact B′ contenant B
et tel que σ(x) soit régulière relativement à B′. Supposons que x soit tel que
σ(x)(B) > 0. Si V est un k-plan, l'image par piV de la mesure
σ(x)|B
σ(x)(B)
est absolument continue par rapport à l'image par piV de la mesure
σ(x)|B′
σ(x)(B′)
.
On en déduit (lemme 1.1.2.6) que σ(x) est en fait régulière par rapport à B.
Nous avons pleinement justiﬁé la remarque 3.3.1.4.
Avant de démontrer ce théorème, prenons le temps de le traduire en un
énoncé portant sur la mesure de Patterson-Sullivan. Fixons quelques notations.
Soit p un point de la sphère euclidienne de dimension n − 1, Sn−1, et soit φ
la projection stéréographique de Rn−1 sur Sn−1 \ {p}. Soit q l'image par φ
de l'origine. L'application tangente T0φ : Rn−1 → TqSn−1 met en bijection les
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grassmanniennes des m-plans de l'un et l'autre espace vectoriel (0 ≤ m ≤ n−1).
Insistons sur le fait que cette bijection dépend de φ.
Si U est unm-plan deRn−1, nous noterons T (p, U) la partition de Sn−1\{p}
en petites m-sphères portées par T0φ · U ; autrement dit, les éléments de
T (p, U) sont les images par T0φ des m-plans aﬃnes de Rn−1 parallèles à U .
C'est l'espace des tranches de Sn−1 \ {p} parallèles à U .
Si S1, S2 sont deux éléments de T (p, U), la distance (dite de Hausdorﬀ) qui
les sépare est le nombre
d(S1, S2) = max{ sup
x1∈S1
d(x1, S2), sup
x2∈S2
d(S1, x2)}.
On vériﬁe que d déﬁnit une distance sur T (p, U). Si K est une partie compacte
de Rn−1, la restriction à K de l'application composée
Rn−1 → Sn−1 \ {p} → T (p, U)
est bilipschitz sur son image. Nous pouvons maintenant énoncer un corollaire
au théorème 3.3.1.2.
Corollaire 3.3.1.5. Sous les hypothèses du théorème, si µ est la mesure de
Patterson-Sullivan sur ∂HnR, pour µ-presque tout ξ et pour tout m-plan U de
Rn−1 (1 ≤ m ≤ n − 2), l'image de µ dans T (ξ, U) est de dimension inférieure
égale à inf{δΓ, n− 1−m} presque partout.
Démonstration. Soit g un élément de G tel que σ(Γg) soit régulière, et soit ξ =
g+. L'image inverse, par la projection stéréographique Rn−1 → ∂HnR\{ξ}, de la
mesure de Patterson-Sullivan µ, est régulière, car cette mesure est équivalente
à σ(g), avec une dérivée de Radon-Nikodym continue.
Fixons un m-plan U de Rn−1. L'application Rn−1 → ∂HnR \ {ξ} passe
au quotient en une bijection Rn−1/U → T (ξ, U). D'autre part, l'application
Rn−1 → ∂HnR \ {ξ} est localement bilipschitz. Par conséquent, l'application
quotientRn−1/U → T (ξ, U) est localement bilipschitz, lorsque T (ξ,D) est muni
de la distance de Hausdorﬀ et Rn−1/U de la distance quotient de la distance
euclidienne (distance quotient elle-même induite par la distance de Hausdorﬀ
entre les m-plans de Rn−1 parallèles à U). Le corollaire en résulte.
De ce corollaire on déduit facilement l'assertion suivante : pour µ-presque
tout ξ, pour tout m-plan U et pour µ-presque tout η, si l'on note S la m-sphère
parallèle à U et passant par ξ et η, on a, pour tout ρ > 0,
lim
ε→0
logµ (V (S, ε) \B(ξ, ρ))
log ε
= inf{δΓ, n− 1−m}
où V (S, ε) est le ε-voisinage de S (pour la distance sphérique) et B(ξ, ρ) la boule
de rayon ρ centrée en ξ.
Ce dernier énoncé n'est pas très satisfaisant. Voici un énoncé qui me paraît
plausible, mais que je ne suis pas parvenu à démontrer.
Conjecture 3.3.1.6. On conserve les hypothèses du théorème. Pour µ-presque
tout ξ, pour tout m-plan U et µ-presque tout η, si l'on note note S la m-sphère
parallèle à U et passant par ξ et η, on a, pour tout ρ > 0,
lim
ε→0
logµ (V (S, ε))
log ε
= inf{δΓ, n− 1−m}
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où V (S, ε) est le ε-voisinage de S (pour la distance sphérique) et B(ξ, ρ) la boule
de rayon ρ centrée en ξ.
3.3.2 Démonstration du théorème
DésintégronsmΓ\GBMS le long de l'opération de N à droite et soit σ l'application
de désintégration associée.
Nous allons appliquer le théorème 1.2.3.3 et utilisons les notations du pa-
ragraphe 1.2.3.1. Nous identiﬁerons N à l'espace vectoriel Rn et noterons B1
le cube unité [−1, 1]n dans N . Si x ∈ Rn, l'élément correspondant de N sera
noté nx. L'espace des mesures de Radon (non nulles) sur N sera confondu avec
l'espaceM des mesures de Radon (non nulles) sur Rn.
Pour tout x, nous noterons
σ∗(x) =
σ(x)
σ(x)(B1)
autrement dit σ∗ est la composée de σ et de la transformation [µ] 7→ µ∗. De
même, nous noterons
σ(x) =
σ(x)|B1
σ(x)(B1)
.
On a évidemment σ∗(x) ∈M∗ et σ(x) ∈M pour presque tout x.
Déﬁnissons une distribution P surM∗ :
P =
∫
dm
Γ\G
BMS(x)δσ∗(x).
La démonstration du théorème consiste en les vériﬁcations suivantes.
1. Cette distribution P est fractale et ergodique.
2. Pour mΓ\GBMS-presque tout x, la mesure σ
(x) est uniformément scalante
et engendre la version restreinte de P , c'est-à-dire P.
3. Pour tout entier k, 1 ≤ k ≤ n− 1, et toute application linéaire surjective
pi : Rn → Rk, on a
EP(pi) = inf{δ, k}.
Disons tout de suite comment ce qui précède permet de démontrer le théo-
rème. En vertu du théorème 1.2.3.3, pour mΓ\GBMS-presque tout x, et pour tout
k-plan V de N , on a
dim
(
piV (σ
(x)
)
≥ inf{δΓ, k}
où piV est la projection orthogonale N → V . L'inégalité réciproque est vraie
puisque V est de dimension k et que piV est lipschitzienne. On a donc
dim(piV (σ
(x))) = inf{δΓ, k}
pour tout k-plan V . Ceci signiﬁe que σ∗(x) est une mesure régulière, et ce, pour
m
Γ\G
BMS-presque tout x.
Avant de procéder, notons que pour tout t ∈ R et pour mΓ\GBMS-presque tout
x, on a S∗t σ(x) = σ
∗(xa−t). En revanche on ne peut pas garantir que cette
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relation ait lieu pour tout t lorsque x parcourt un ensemble de mesure 1 ﬁxé.
Notons aussi que pourmΓ\GBMS-presque tout x et pour σ(x)-presque tout n, l'image
γ(n−1)∗σ(x) de σ(x) par la translation à gauche par n−1 est égale à σ(xn).
Pour tout x ∈ Rn, on a évidemment γ(n−1x ) = Tx.
Lemme 3.3.2.1. La distribution P est fractale ergodique.
Démonstration. Remarquons que l'application
Γ\G → M∗
x 7→ σ∗(x)
entrelace l'opération de (at)t sur Γ\G avec l'opération de (S∗t )t sur M∗, et
qu'elle applique mΓ\GBMS sur P . L'invariance et l'ergodicité de P sous (S
∗
t )t s'en
déduisent aussitôt.
Montrons maintenant que P est quasi-Palm. Soit E une partie de M∗ et
soit E l'ensemble des x ∈ ΓG tels que σ∗(x) ∈ E . Soit W un voisinage ouvert
relativement compact de l'origine dans N . Dire que E est négligeable pour la
distribution surM∗ ∫
dP (µ)
∫
W
dµ(nx)δT∗xµ
c'est dire, compte tenu de la relation T ∗xσ
∗(x) = σ∗(xnx) valable pour m
Γ\G
BMS-
presque tout x et σ∗(x)-presque tout nx ∈ W , que la mesure de BMS de l'en-
semble des x pour lesquels
σ∗(x){n ∈W ;xn ∈ E} > 0
est égale à 0. Ceci est équivalent à dire que E est négligeable pour la mesure de
BMS, donc que E est négligeable pour P .
Lemme 3.3.2.2. Pour mΓ\GBMS-presque tout x, la mesure σ
∗(x) est uniformément
scalante et engendre P.
Démonstration. Soit h une application continue sur l'espace compact à base
dénombrableM. Nous devons montrer que pour mΓ\GBMS-presque tout x, pour
σ(x)-presque tout n ∈ N ,
(∗) lim
T→∞
1
T
∫ T
0
h
(
St (γ(n
−1)∗σ(x))
)
dt =
∫
h(σ(x))dmΓ\GBMS.
Notons d'abord que lorsque n est l'élément neutre de N , l'égalité précédente
est vraie pour mΓ\GBMS-presque tout x. En eﬀet, il revient au même (h étant
bornée) de démontrer que
lim
N→∞
1
N
N−1∑
n=0
∫ 1
0
h(St σ
∗(xa−n))dt
pour mΓ\GBMS-presque tout x. Ce qui provient du théorème ergodique de Birhov
appliqué à la fonction
x 7→
∫ 1
0
h(St σ
∗(x))dt
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compte tenu quemΓ\GBMS est ergodique relativement à la transformation x 7→ xa−1
(théorème 3.1.5.8).
Appelons X l'ensemble des points x vériﬁant la relation (∗) lorsque n = e.
Pour mΓ\GBMS-presque tout x et σ(x)-presque tout n, on a γ(n
−1)∗σ(x) = σ(xn) ;
et d'autre part pour mΓ\GBMS-presque tout x et σ(x)-presque tout n, le translaté
xn appartient X.
Ceci démontre que la relation (∗) a lieu pour mΓ\GBMS-presque tout x et σ(x)-
presque tout n.
D'où le lemme, par déﬁnition de P .
Lemme 3.3.2.3. Soient k un entier 1 ≤ k ≤ n− 1, V un k-plan de N et pi la
projection de orthogonale N → V . On a EP(pi) = inf{δΓ, k}.
Démonstration. Soit U le (n− k)-plan orthogonal à V . Le quotient N/U étant
isométrique à V , on a
dim(piσ(x)) = δN/U
pour mΓ\GBMS-presque tout x. Ainsi, EP(pi) est égal à la dimension transverse
δN/U . Or nous savons que δN/U ne dépend pas du (n− k)-plan U , et qu'elle est
égale à inf{δΓ, k}. Le lemme est démontré.
3.4 Présentation du cas hyperbolique complexe
3.4.1 L'espace hyperbolique complexe et son bord
3.4.1.1 Notations
Un entier n ≥ 2 est ﬁxé et nous notons maintenant G le groupe PU(1, n),
groupe unitaire associé à une forme quadratique hermitienne de signature (1, n).
C'est le groupe des isométries directes de l'espace hyperbolique complexe HnC.
La distance hyperbolique sera notée d.
Rappelons, en suivant (Quint, 2006), la construction de l'espace hyperbolique
complexe dans le modèle de l'espace projectif complexe ; nous faisons ces rappels
aﬁn de pouvoir introduire simplement certains objets géométriques qui n'ont pas
d'analogue dans l'espace hyperbolique réel (les géodésiques complexes).
Soit q la forme quadratique hermitienne de signature (1, n) sur Cn+1,
q(x0, . . . , xn) = |x0|2 − |x1|2 − . . .− |xn|2
associée à la forme hermitienne
〈x, y〉 = x0y0 − x1y1 − . . .− xnyn.
Soit U l'ouvert de Cn+1 formé des vecteurs de type espace, c'est-à-dire
des x ∈ Cn+1 tels que q(x) > 0. Pour tout x ∈ U , soit Ex l'orthogonal pour
q de la droite complexe portée par x. On sait que Ex est un plan complexe
de dimension n et que la restriction de q à Ex est déﬁnie négative. Soit gx le
produit scalaire hermitien sur Ex déﬁni par
gx(y, z) =
−1
q(x)
〈y, z〉 (y, z ∈ Ex).
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On a évidemment gλx(λy, λz) = gx(y, z) pour tout λ ∈ C non nul, de sorte
que g passe au quotient en une métrique hermitienne sur l'ouvert de PnC image
de U par l'application canonique Cn+1 → PnC. Cet ouvert est noté HnC. Muni
de la métrique g, c'est une variété hermitienne de dimension complexe n ap-
pelée espace hyperbolique complexe de dimension n. Topologiquement, HnC est
homéomorphe à la boule B2n. Nous noterons d la distance induite par la mé-
trique g sur HnC. Le groupe des isométries de H
n
C est le groupe projectif unitaire
PU(1, n) que nous noterons simplement G.
Donnons la classiﬁcation des sous-espaces totalement géodésiques de HnC.
Proposition 3.4.1.1. Soit V un plan complexe de dimension m de Cn+1 qui
rencontre U . La trace P(V )∩HnC est un sous-espace totalement géodésique com-
plexe de HnC ; il est isométrique à H
m−1
C . Tout sous-espace totalement géodésique
complexe de HnC est de cette forme.
Soit V un lagrangien de dimension (réelle) m de Cn+1 qui rencontre U .
La trace sur HnC de l'image de V dans P
n
C est une sous-variété totalement
géodésique réelle, isométrique à Hn−1.
La courbure sectionnelle de HnC est comprise entre −1 et −4 ; elle vaut −1
exactement sur les 2-plans lagrangiens et −4 exactement sur les 2-plans com-
plexes.
Rappelons qu'un sous-espace vectoriel réel de Cn+1 est dit lagrangien s'il est
totalement isotrope pour la forme bilinéaire alternée réelle (x, y) 7→ Im〈x, y〉, i.e.
s'il est orthogonal à lui-même pour cette forme.
Démonstration. Voir (Quint, 2006) ou (Goldman, 1999).
Le bord visuel ∂HnC s'identiﬁe au bord de H
n
C dans P
n
C et est homéomorphe
à la sphère S2n−1. C'est l'image, dans PnC, de l'ensemble des vecteurs x 6= 0
de Cn+1 tels que q(x) = 0. Nous appellerons géodésique complexe la trace sur
HnC ∪ ∂HnC d'une droite projective complexe rencontrant HnC. Le bord d'une
géodésique complexe est sa trace sur ∂HnC. Nous parlerons, conformément à
une tradition remontant à E. Cartan, de chaîne pour désigner le bord d'une
géodésique complexe.
Pour tout x ∈ HnC, on déﬁnit une distance visuelle dx au bord de la façon
suivante : soit 〈·, ·〉x le produit scalaire hermitien sur Cn+1 pour lequel x et x⊥
sont orthogonaux et tel que 〈·, ·〉x coïncide avec 〈·, ·〉 dans Cx et avec −〈·, ·〉
dans x⊥ ; la norme associée à 〈·, ·〉x est notée ‖ · ‖x. On pose alors
dx(ξ, η) =
√
|〈v, w〉|
‖v‖x‖w‖x
pour tous ξ, η ∈ ∂HnC, avec ξ = P(Cv) et η = P(Cw).
On vériﬁe que dx est la distance de Gromov au bord basée en x, au sens
général de la théorie des espaces CAT(-1).
3.4.1.2 Le groupe de Heisenberg et le bord à l'inﬁni
Le groupe de Heisenberg. Soit G = KAN une décomposition d'Iwasawa
de G. Le groupe compact maximal K est isomorphe à U(n) et est le stabili-
sateur d'un point de HnC. Contrairement au cas réel, le groupe unipotent N
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n'est pas abélien. Il est isomorphe au groupe de Heisenberg Hn que nous allons
maintenant déﬁnir.
Soit V un espace vectoriel de dimension réelle 2(n − 1). Soit ω une forme
bilinéaire alternée sur V . On sait que deux telles formes sont toujours congrues ;
on peut donc prendre, pour ﬁxer les idées, V = R2(n−1) et
ω(x, y) =
n∑
i=1
x2i−1y2i − x2iy2i−1.
Nous munissons l'ensemble produit Hn = V ×R, de la loi de groupe
(v, s) · (w, t) = (v + w, s+ t+ ω(v, w)).
Pour cette loi, et avec la topologie produit, Hn est un groupe topologique loca-
lement compact à base dénombrable.
Le centre de Hn, qui est aussi le sous-groupe dérivé, est égal à {0} ×R.
On déﬁnit sur Hn une distance, appelée distance de Heisenberg (ou distance
de Cygan dans la littérature), comme suit. Soit ‖ ·‖H la norme de Heisenberg
déﬁnie par
‖(v, t)‖H =
(‖v‖4 + t2)1/4
où ‖v‖ est la norme euclidienne de v ∈ Rn−1. On pose alors
dH ((v, t), (w, s)) = ‖v · w−1‖H
de sorte que dH est une distance invariante à droite sur Hn. Si l'on pose, pour
λ ∈ C, λ 6= 0,
hλ(v, t) = (λv, |λ|2t)
on déﬁnit un automorphisme du groupe Hn qui est une similitude de rapport
|λ| (similitude de Heisenberg).
Revenons à la décomposition d'Iwasawa G = KAN . L'opération de A sur N
par conjugaison est par homothéties de Heisenberg ; plus précisément, il existe
un isomorphisme de R sur A, t 7→ at, tel que pour tout t ∈ R et tout n ∈ N ,
on ait
a−tnat = het(n)
lorsque N est identiﬁe à Hn.
La distribution de Cauchy-Riemann. Soit φ la forme bilinéaire réelle sur
Cn+1 déﬁnie par φ(x, y) = R〈x, y〉. Pour tout vecteur q-isotrope v 6= 0, le
tangent T[v]∂HnC s'identiﬁe au quotient du (2n+ 1)-plan réel v
⊥φ par le 2-plan
réel Cv. Ce tangent contient un (n−1)-plan complexe, à savoir le quotient du n-
plan complexe v⊥ par la droite complexe Cv. Soit P[v] ce (n− 1)-plan complexe
contenu dans T[v]∂HnC ; il est clair que P[v] ne dépend que de [v]. Si g ∈ G
applique ξ ∈ ∂HnC sur η, on a Pη = TξgPξ. La distribution G-équivariante
x 7→ Pξ est appelée distribution de Cauchy-Riemann ou distribution CR.
Chaînes. Rappelons qu'une chaîne est le bord d'une géodésique complexe.
Soit ξ un point du bord ∂HnC. Soit v un vecteur tangent à ∂H
n
C en ξ, non
nul. Existe-t-il une chaîne passant par ξ et portée par v ? La réponse à cette
question dépend de la position de v par rapport à la distribution CR en ξ. Plus
précisément :
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Lemme 3.4.1.2. Pour que par ξ ∈ ∂HnC passe une chaîne portée par v ∈
Tξ∂H
n
C, il faut et il suﬃt que v n'appartienne pas à la distribution CR en ξ.
Démonstration. Soit x ∈ Cn+1 un vecteur q-isotrope 6= 0 et soit v ∈ Cn+1 un
vecteur non nul tel que R〈x, v〉 = 0. Supposons que 〈x, v〉 soit nul. En vertu de
la loi d'inertie de Sylvester, on a nécessairement q(v) < 0, dont q est négative
dans le 3-plan réel Cx⊕Rv, et ce dernier ne peut rencontrer U . Par conséquent,
l'image de v dans T[x]∂HnC ne porte pas de chaîne passant par [x].
Réciproquement, si 〈x, v〉 est non nul, on vériﬁe par un calcul facile que le
3-plan réel Cx⊕Rv rencontre U , ce qui signiﬁe que v porte une chaîne passant
par [x].
Lemme 3.4.1.3. Par deux points distincts de ∂HnC passe une chaîne et une
seule.
Démonstration. Évidente.
En particulier, l'opération de G sur le bord donne lieu à une opération sur
l'espace des chaînes.
Translatées du centre dans le groupe de Heisenberg. Reprenons une
décomposition d'Iwasawa G = KAN . Le groupe AN ﬁxe un point ξ+ ∈ ∂HnC,
et A ﬁxe un unique autre point ξ− ∈ ∂HnC \ {ξ+}. Ceci permet de déﬁnir une
involution ι : ∂HnC → ∂HnC qui à un point ξ associe le point antipodal ι(ξ) : si o
est le point de HC ﬁxé par K, ι(ξ) est l'extrêmité positive de la géodésique issue
de ξ passant par o. Il est clair que ι estK-équivariante (mais pasG-équivariante).
Naturellement, cette application ι n'a rien d'intrinsèque, elle dépend du choix
des coordonnées, c'est-à-dire d'une décomposition d'Iwasawa.
Cela étant, faisons opérer N au bord. Le point ξ+ est ﬁxé et l'opération est
transitive sur le complémentaire de ce point. On obtient un homéomorphisme
ψ : N → ∂HnC \ {ξ+}
qui se prolonge en un homéomorphisme du compactiﬁé d'Alexandrov N ∪ {∞}
de N sur le bord tout entier.
Cet homéomorphisme met en bijection les ﬁbres de l'application de passage
au quotient N → N/Z (où Z est le centre de N) avec les chaînes passant par
ξ+. En particulier, la chaîne passant par ξ− et ξ+ est l'ensemble Zξ− ∪ {ξ+}.
Tout ce qui précède se transporte, par l'opération de K, à tout point ξ du
bord (ce qui revient à conjuguer A et N par un élément de K).
Distance sphérique au bord. Le bord ∂HnC est homéomorphe à la sphère
de dimension 2n − 1. Le choix d'un homéomorphisme ∂HnC → S2n−1 permet
de munir le bord de la distance image réciproque de la distance sphérique sur
S2n−1. En changeant d'homéomorphisme, on obtient une distance bilipschitz-
équivalente à la première. La classe d'équivalence bilipschitz est donc unique-
ment déﬁnie. Dans la suite, on supposera que le choix a été fait d'une telle dis-
tance, et on parlera de distance de la classe de Riemann (étant entendu qu'on
obtient une telle distance si l'on munit ∂HnC d'une métrique riemannienne et
que l'on considère la distance associée à cette métrique).
Les distances de Gromov au bord, que nous avons déﬁnies plus haut, déﬁ-
nissent une autre classe d'équivalente bilipschitz. Par exemple, le bord ∂HnC est
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de dimension de Hausdorﬀ 2n pour une distance de Gromov, et 2n−1 pour une
distance de la classe de Riemann.
La coexistence au bord de deux classes bilipschitz de distances traduit le fait
que dans l'espace de Heisenberg la distance de Heisenberg n'est pas bilipschitz-
équivalente à la distance euclidienne.
En lien avec ceci, M. Gromov a formulé dans (Gromov, 1996) le problème
suivant. Notons dimH (resp. dimE) la dimension de Hausdorﬀ dans l'espace de
Heisenberg pour la distance de Heisenberg (resp. pour la distance euclidienne).
Un nombre α ∈ [0, 3] étant ﬁxé, quelles sont les valeurs possibles de dimH(A)
lorsque A parcourt les parties de H1 telles que dimE(A) = α ?
La réponse est donnée par le théorème de Balogh, Rickly, et Serra-Cassano.
Théorème. Soit S une partie de H1 et soient α, β ses dimensions de Hausdorﬀ
pour les distances euclidienne et de Heisenberg. On a
max{α, 2α− 2} ≤ β ≤ min{2α, α+ 1}
et ces inégalités ne peuvent être améliorées en général.
Voir (Balogh et al., 2003).
Notons pour mémoire le fait suivant.
Lemme 3.4.1.4. Soient, sur l'espace de Heisenberg Hn, dH la distance de
Heisenberg et dE la distance euclidienne.
1. Pour tout compact K ⊂ Hn, il existe une constante C > 1 telle que
1
C
dH(h, h
′)2 ≤ dE(h, h′) ≤ CdH(h, h′)
pour tous h, h′ ∈ K.
2. Lorsque deux éléments h, h′ ∈ Hn sont congrus modulo le centre de Hn,
on a l'égalité dE(h, h′) = dH(h, h′)2.
3. La distance de N/Z quotient de la distance de Heisenberg sur N coïncide
avec la distance quotient de la distance euclidienne.
Démonstration. Calculs immédiats.
3.4.2 Entropie et dimension de Hausdorﬀ
3.4.2.1 Position du problème
Soit Γ un sous-groupe discret non-élémentaire de G. On déﬁnit, comme dans
le cas réel, l'ensemble limite, l'exposant critique δΓ, les densités Γ-conformes, la
mesure de Bowen-Margulis-Sullivan sur le ﬁbré unitaire tangent de Γ\HnC, etc.
Supposons que Γ soit de mesure de BMS ﬁnie. Relevons, comme dans le cas
réel, la mesure de BMS sur Γ\G/M en une mesure M -invariante à droite sur
Γ\G et faisons opérer N à droite. On a, comme dans la proposition 3.1.6.1,
hBMS(N) = δΓ.
Problème 3.4.2.1. Calculer l'entropie de la mesure de BMS sur Γ\G le long
des sous-groupes fermés connexes de N .
Rappelons que Z est le centre de N .
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Conjecture 3.4.2.2. Soit Γ un sous-groupe discret de G, Zariski-dense et de
mesure de BMS ﬁnie, d'exposant de croissance δΓ. Si δΓ ≤ 2(n − 1), on a
hBMS(Z) = 0. Si 2(n− 1) < δΓ ≤ 2n, on a hBMS(Z) = δΓ − 2(n− 1).
Je suis loin de pouvoir établir ce résultat. Cependant, dans la sous-section
suivante, je construirai des groupes de Schottky pour lesquels l'entropie le long
du centre est bel et bien nulle.
Notons que la formule de Ledrappier-Young
hBMS(N) = hBMS(Z) + δN/Z ,
où le membre de gauche est égal à δΓ, ramène le calcul de hBMS(Z) à celui de
δN/Z . La conjecture précédente équivaut à l'énoncé suivant : si hBMS(Z) > 0,
alors δN/Z = 2n.
Conjecture 3.4.2.3. Si hBMS(Z) > 0, alors les conditionnelles sont transver-
salement absolument continues, c'est-à-dire que pour tout voisinage compact B
de l'élément neutre dans N , l'image dans N/Z de la mesure obtenue en condi-
tionnant σ(x) à B est absolument continue pour presque tout x.
Formulons maintenant un second problème, en lien avec le premier. Nous
conservons les hypothèses précédentes : Γ est un sous-groupe discret Zariski-
dense et de mesure de BMS ﬁnie de G. Son ensemble limite ΛΓ est une partie de
∂HnC. Comme nous l'avons dit, on peut munir le bord de deux classes bilipschitz
de distances. Lorsqu'on le munit de la classe des distances visuelles de Gromov,
on a le résultat suivant (voir théorème 3.1.5.1) :
Théorème 3.4.2.4. La dimension de Hausdorﬀ de l'ensemble limite conique
est égale à δΓ.
Problème 3.4.2.5. Calculer la dimension de Hausdorﬀ de l'ensemble limite
conique, relativement à une distance riemannienne au bord.
Précisons le lien entre ce problème et le précédent.
Théorème 3.4.2.6. Soit Γ un sous-groupe discret de G, Zariski-dense et de
mesure de BMS ﬁnie. Soit dimE(ΛcΓ) la dimension de Hausdorﬀ de l'ensemble
limite conique, relativement à une distance riemannienne au bord. On a l'enca-
drement
δΓ − hBMS(Z)
2
≤ dimE(ΛcΓ) ≤ δΓ.
Démonstration. Fixons un voisinage compact B de l'élément neutre dans N .
Pour x ∈ Γ\G, posons
νB(x) =
σ(x)|B
σ(x)(B)
et soit θB(x) l'image de νB(x) dans N/Z. Désintégrons celle-ci au-dessus de
celle-là :
νB(x) =
∫
d
(
θB(x)
)
(v)φBv (x).
PourmΓ\GBMS-presque tout x, nous savons que θ
B(x) est (relativement à la distance
sur N/Z quotient de la distance de Heisenberg sur N) de dimension inférieure
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égale à δN/Z presque partout, et que φBv (x) est (relativement à la distance de
Heisenberg) de dimension exacte égale à hBMS(Z) pour θB(x)-presque tout v.
Munissons maintenant N de la distance euclidienne. Chaque conditionnelle
φBv (x) est presque sûrement portée par un classe modulo Z, donc de dimension
exacte égale à 12hBMS(Z) (lemme 3.4.1.4, point 2) ; la mesure image θ
B(x) est
de dimension δN/Z puisque la distance quotient est inchangée (ibid., point 3).
On en déduit, vu la proposition 1.1.3.15, et compte tenu que l'espace métrique
N muni de la distance euclidienne possède la propriété de Besicovitch, que la
dimension inférieure de νB(x) est au moins égale à
δN/Z +
1
2
hBMS(Z) = δΓ − 1
2
hBMS(Z)
et ce, pour mxBMS-presque tout x.
Pour conclure, il reste à observer que la dimension, relativement à une dis-
tance riemannienne au bord, de la mesure de Patterson-Sullivan µ, est égale à
la dimension de νB(x).
En eﬀet, l'application N → ∂HnC appliquant n sur (gn)+ est un diﬀéomor-
phisme sur le complémentaire de g−, donc est localement bilipschitz, et elle ap-
plique σ(x) sur une mesure équivalente à µ, avec une dérivée de Radon-Nikodym
continue. La dernière assertion s'en déduit, en considérant une suite croissante
de voisinages compacts Bn de l'élément neutre dont la réunion recouvre N .
Puisque ΛcΓ est de mesure de Patterson-Sullivan, on obtient le théorème.
Si la conjecture 3.4.2.3 recevait une réponse positive, on en déduirait que
la dimension de Hausdorﬀ de ΛcΓ relativement à une distance riemannienne au
bord est égale à
dimE(Λ
c
Γ) =
{
δΓ si δΓ ≤ 2(n− 1)
2(n− 1) + 12 (δΓ − 2(n− 1)) si δΓ > 2(n− 1)
3.4.2.2 Exemple : groupes de Schottky bien positionnés
Nous allons décrire des sous-groupes de Schottky de G pour lesquels la
conclusion de la conjecture 3.4.2.3 est vériﬁée.
Donnons-nous un ensemble ﬁni W ⊂ G d'au moins deux isométries hyper-
boliques et, pour tout w ∈W ∪W−1, un ouvert B(w) de ∂HnC. Nous faisons les
hypothèses suivantes :
1. Les ensembles W et W−1 sont disjoints ;
2. Les adhérences B(w) sont deux à deux disjointes ;
3. Pour tout w ∈W ∪W−1, on a
w(∂HnC \B(w−1)) ⊆ B(w);
4. Aucune chaîne ne passe par trois de ces ouverts (hypothèse de bonne
position des générateurs).
Rappelons qu'une chaîne est le bord d'une géodésique complexe.
Il est facile de se donner un ensemble W possédant ces hypothèses. On peut
commencer par produire des isométries hyperboliques w′1, . . . , w
′
k telles que pour
i 6= j, la chaîne passant par les points ﬁxes de wi ne passe pas par l'un des points
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ﬁxes de wj . Ensuite, on pose wi = (w′i)
n (1 ≤ i ≤ k) et l'ensemble W des wi
possèdera les propriétés voulues pour peu que n soit assez grand.
Les hypothèses 1 à 3 entraînent (par un argument de tennis de table remon-
tant à F. Klein) que le sous-groupe Γ engendré par W est discret et s'identiﬁe
au groupe libre F (W ) construit sur l'ensemble W . Quand nous parlerons de
longueur d'un élément de Γ ou de décomposition réduite d'un tel élément, il
sera sous-entendu que ces notions sont relatives à la base ﬁxée W du groupe
libre Γ.
Si f ∈ Γ a pour décomposition réduite f1 · · · fn (n ≥ 2), on notera B(f)
l'ouvert f1 · · · fn−1B(fn). Si f, g sont deux éléments distincts de Γ, les ensembles
B(f) et B(g) sont disjoints.
Si f, g sont deux mots de F (W ), de décompositions réduites respectives
∏
fi
et
∏
gi, on notera f ∧ g le plus grand mot h de décomposition réduite h1 · · ·hs,
tel que fi = gi = hi pour 1 ≤ i ≤ s. Lorsque f ∧ g est le mot vide, on dira que f
et g sont disjoints ; à l'inverse, lorsque f ∧ g = f , on dira que f est un sous-mot
de g. Si f est un sous-mot de g, B(f) est contenu dans B(g).
Lemme 3.4.2.7. Soient f, g, h trois mots dont aucun n'est un sous-mot d'un
autre. Les ouverts B(f), B(g) et B(h) sont disjoints, et aucune chaîne ne passe
par ces trois ouverts.
Démonstration. Soit C une chaîne passant par B(f), B(g) et B(h). Quitte à
composer par (f ∧ g ∧ h)−1, on peut supposer ces trois mots disjoints dans leur
ensemble.
S'ils sont deux à deux disjoints, le lemme résulte directement de l'hypothèse
4.
Supposons par exemple que k = f∧g ne soit pas le mot vide. Alors k−1(C) est
une chaîne passant par B(k−1f), B(k−1g) et B(k−1h). On conclut en raisonnant
par récurrence sur la somme des longueurs de f, g, h.
Avant d'énoncer le lemme suivant, notons que si ξ est un point de l'ensemble
limite, il existe, pour tout n ≥ 1, un unique mot fn ∈ Γ de longueur n tel que ξ
appartienne à B(w), et fn+1 est un sous-mot de fn pour tout n. On peut donc
poser fn = ξ1 · · · ξn où chaque ξk est élément de W ∪W−1 et ξkξk+1 est distinct
de l'élément neutre pour tout k. Ceci permet de déﬁnir une bijection de Λ sur le
bord du groupe libre Γ, c'est-à-dire l'ensemble des mots inﬁnis réduits écrits
avec l'alphabet W ∪W−1.
Lemme 3.4.2.8. Soient ξ, η deux points de l'ensemble limite ΛΓ. La chaîne
passant par ξ et η ne contient aucun autre point de ΛΓ.
Démonstration. Supposons à l'inverse que ζ soit un troisième point de ΛΓ situé
sur cette chaîne. Puisque ξ, η, ζ sont distincts, on peut trouver un entier n tels
que les mots f = ξ1 · · · ξn, g = η1 · · · ηn et h = ζ1 · · · ζn soient deux à deux
distincts. En vertu du lemme précédent, aucune chaîne passant par B(f) et
B(g) ne peut passer par B(h). Mais ceci contredit le fait que la chaîne passant
par ξ, η et ζ rencontre ces trois ensembles.
Nous sommes maintenant en mesure de conclure.
Proposition 3.4.2.9. L'entropie de mΓ\GBMS long de Z est nulle.
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Démonstration. Soit σ : Γ\G → M1(N) l'application de désintégration de la
mesure de BMS le long de N . Pour mΓ\GBMS-presque tout x, le support de σ(x)
est l'image réciproque, par l'application n 7→ (gn)+ de N dans ∂HnC \ {g−}, de
l'ensemble ΛΓ \ {g−}. Pour tout n ∈ N , la translatée nZ du centre de N est
l'image réciproque, par cette même application, de la chaîne passant par (gn)+
et par g−.
Cela étant, pour mΓ\GBMS-presque tout x, g
− appartient à l'ensemble limite, et
pour σ(x)-presque tout n, le point (gn)+ aussi, donc la chaîne passant par g−
et (gn)+ ne rencontre pas d'autre point de ΛΓ, de sorte que nZ ne rencontre le
support de σ(x) qu'au point n.
Autrement dit, σ(x) est portée par un graphe borélien au-dessus de N/Z. Les
conditionnelles demΓ\GBMS sont donc triviales, et la proposition est démontrée.
Corollaire 3.4.2.10. La dimension de Hausdorﬀ de ΛΓ, relativement à une
distance riemannienne, est égale à δΓ.
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