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Summary
This thesis covers different topics related to general relativity.
Even though general relativity is a very successful theory, it can be expected that it breaks down
and unifies with quantum mechanics at very tiny scales of the order of the Planck energy. Other
symptoms of its break-down include the observations of dark energy and dark matter, which cannot
be explained with existent physics. It is therefore reasonable to study alternative theories of gravitation
and compute the violations produced. We focus on single and multi scalar-tensor theories. We study
them in the PPN framework and discuss ways of testing these theories experimentally.
According to general relativity, the ticking rate of a clock depends on its location in a gravitational
field and its velocity. Thus, comparing an atomic clock onboard an orbiting satellite to local clocks
on the Earth’s surface allows testing gravity. We study the measurability of relativistic effects, such
as frame-dragging effects, with such satellites and apply our method to possible terrestrial satellites
and existing planetary missions.
Atomic clocks can also be used to measure changes in the gravitational field on Earth. We study the
possibility of monitoring volcanoes with ground based clock networks, and find that this should be
possible once high precision optical clocks are available for field measurements.
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Introduction
General relativity (GR) explains gravitation as a geometrical feature emerging from a curved four-
dimensional spacetime. It was founded by Albert Einstein more than 100 years ago.
Since then, general relativity managed to withstand many experimental probes like the perihelion
precession of Mercury, the deflection of light and the gravitational redshift. While for a very long
time technology was not or barely ready to probe the tiny effects predicted by general relativity in
local experiments, this is no longer the case. Just recently, one century after they were predicted by
Einstein, the LIGO collaboration directly detected gravitational waves for the first time. Gravitational
wave astronomy opens a whole new possibility of observing the Universe and will yield many exciting
and revolutionary scientific results. In the future, it will also be possible to observe gravitational
waves using space-borne detectors. Also, different aspects of the Einstein equivalence principle, the
foundation of general relativity consisting of three sub-principles, can now be tested rigorously. For
example, the satellite mission Microscope tests the weak equivalence principle, stating that all test
masses fall with the same acceleration in a gravitational field independent of their compositions, by
using macroscopic masses. Atom interferometers can do a quantum test of the very same principle.
Atomic clocks today are sensitive enough to measure height differences at the centimeter level. This
motivates building clock-carrying satellites that broadcast their onboard time to ground stations where
it is compared to local time. Such a mission allows testing another part of the Einstein equivalence
principle, the principle of local invariance. From this principle it follows that a clock’s ticking rate
depends on the gravitational potential it is exposed to. In addition, there are different relativistic
effects, such as frame-dragging effect, that can be probed.
This technical readiness and the many experiments that are currently being performed, proposed or
planned are also very exciting for theoreticians. These experiments will at least give better bounds on
general relativity and constraints on alternative theories, or even find indications for physics beyond
general relativity. Furthermore, one can think about applications outside fundamental physics that
could benefit from the technology used in these experiments. For example, atomic clocks are a very
interesting tool for geodesy, geophysics and planetary physics.
During my PhD, I worked on different projects that cover different aspects of general relativity. This
thesis is divided into three parts, each discussing one such aspect. The first part discusses some
classes of alternative theories of gravitation, the second the possibility of testing relativistic effects
using satellite experiments and the third one geophysical applications of atomic clocks. Below, each
part is briefly introduced.
First, in chapter 2, we discuss scalar and multi scalar-tensor theories, which are alternative
theories of gravitation. These theories contain one or multiple scalar fields in addition to the metric
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tensor of general relativity. Note that there are many other alternative theories. In order to understand
how such theories can be constructed, it makes sense to start with the Einstein field equations of
standard general relativity
Rµν − 12gµνR = 8piGTµν . (1.1)
They relate the geometry of a four-dimensional spacetime on the left hand side to the mass and energy
content of the Universe on the right hand side. Alternative theories are usually extensions, based on
common general relativity. Typically, there are two philosophies of how to extend general relativity.
One is to modify the LHS of the field equations, i.e., the geometry part, as done in f(R) theories.
There, the Einstein Hilbert action is modified like
∫
R → ∫ f(R). The other is to modify the energy
part on the RHS, e.g., by introducing new matter fields such as scalar or vector fields. Here, we follow
this second approach and study the role of additional scalar degrees of freedom.
Alternative theories predict deviations from general relativity. With a plethora of experiments in
gravitational physics underway right now or being planned for the near future, different gravitational
theories are being constrained or even excluded. This motivates the study of theories beyond general
relativity.
But considering general relativity’s success, why should we expect deviations and care for alternatives
at all? There are many big questions that are still open and that will, in order to be understood,
require new physics. Since gravitation is one of the fundamental forces of nature and has a major
impact on the evolution and the dynamics of the Universe, it seems natural that modifications or
extensions are necessary. For example, there is no quantum theory of gravitation yet. We know four
fundamental forces: The electromagnetic force, the weak and the strong interaction and gravitation.
While the first three can be described as quantum theories in the framework of quantum field theory,
no quantum theory of gravitation has been found yet. However, with increasing accuracy in gravity
experiments, at some level quantum effects could occur. But also at a classical level deviations from
general relativity could arise. For example, effective scalar fields can arise from underlying, not-yet
understood fundamental physics such as compactified extra dimensions or string theory. Furthermore,
there are still many open questions in cosmology. For example, in the very early Universe there was
a phase of enormous expansion that is necessary in order to explain the Universe as it is today. It is
not possible to explain inflation with ‘ordinary’ physics only, additional physics is required. Typically,
inflation is explained by a slowly rolling scalar field. Therefore, having scalar fields contributing to
the evolution of the Universe in later stages seems to be natural. Another big question is the energy
and matter content of the Universe. Typically, cosmologists ‘tune’ the matter and energy content of
their theory in order to satisfy observations. But it is also possible that one has to modify the laws of
physics, in particular of gravitational physics, instead — or in addition. The most popular model of our
Universe is the ΛCDM model — a model with a surprisingly small number of parameters that works
very well to describe observations. According to this model, only about 5% of the energy content of the
Universe is made of matter as we know it. Some more than 25% is made of dark matter, a different type
of matter that interacts gravitationally with ordinary matter. Even more mysterious is dark energy,
which contributes the rest, i.e., around 70% to the Universe’s energy budget. This dark energy causes
the observed accelerated expansion of our Universe. While being explained by a cosmological constant
in ΛCDM, dark energy could also be a cosmological scalar field called quintessence.
Scalar-tensor theories can be expressed in different equivalent frames, the ones usually used are the
Jordan and the Einstein frame. In the Jordan frame, the scalar fields are non-minimally coupled to
curvature and the matter fields couple to the frame metric directly. In the Einstein frame, in contrast,
the fields are minimally coupled, letting the field equations appear similar to the ones of general
relativity. This usually simplifies equations significantly compared to the corresponding ones in the
Jordan frame.
3Section 2.1 discusses (single) scalar-tensor theories. It contains the calculation of the PPN parameter
β for a theory formulated in the Einstein frame. We introduce a simple formalism to discuss and
constrain general scalar-tensor theories in Solar System experiments. It turns out that the leading
order contribution to the scalar field falls off like a Yukawa potential ∼ e−mr/r outside a central mass
such as the Sun. This term gets multiplied by a coefficient that depends both on parameters of the
theory and of the central mass. We calculate this parameter explicitly for a massive Brans-Dicke
scalar field outside a homogeneous sphere. Further, we discuss the possibility of probing alternative
theories with terrestrial satellites. The idea is that a satellite carrying an atomic clock on a preferably
highly eccentric orbit sends timing signals to ground stations where the time is compared to that of
local clocks. Thereby, one can search for violations of general relativity by comparing the observed
time modulation to the one predicted by general relativity. This idea of using satellites with clocks is
discussed in more detail in the subsequent chapter about relativistic effects.
Then, in section 2.2, multi scalar-tensor theories are discussed. The first goal of this project is to
develop a framework to describe these theories geometrically. The second goal is to calculate the β
parameter for these theories. This project is still work in progress and a draft is presented in this
version of the thesis.
The second scientific topic, discussed in chapter 3, is the measurability of relativistic effects with
satellite missions. One important consequence of general relativity is that the ticking rate of a clock
depends on the clock’s location in a gravitational field and its motion if it is compared to a reference
clock. This can be tested by comparing the time of a clock onboard a satellite to the time measured
by ground clocks. The time transfer can for example be done by using microwave links. With such
a setup, a redshift z = ∆te/∆ta − 1 can be calculated. ∆te is the time interval between two photons
emitted at the satellite as measured by the onboard clock. Then, ∆ta is the time gap between the
arrival times of the two photons at a ground station. In Newtonian physics, there is no time delay and
photons travel on Minkowski straight lines, thus these two time intervals are the same, yielding z = 0.
Comparing the measured redshift curve to the one predicted by a theory of gravity allows testing the
theory. The idea of having satellites with very precise clocks is not new. E.g., the Global Positioning
System (GPS) is a network of satellites each carrying an atomic clock.
The setup described above allows measuring different relativistic effects and we develop a code to
calculate these. The orbit of the satellite and the trajectories of the signal photons are calculated by
integrating Hamilton’s equations for the Hamiltonian H = 1/2gµνpµpν , where pµ is the relativistic
four-momentum. The solutions yield the trajectories of freely falling particles, called geodesics. They
generalize the notion of straight lines to curved spacetime. Orbits and photons follow time-like and null
geodesics, respectively. In the Solar System, gravitational fields are very weak and massive objects like
the planets move very slowly compared to the speed of light. Therefore, the dynamics within the Solar
System is dominated by Newtonian physics, and general relativity provides very small corrections only.
As a consequence, the general relativistic Hamiltonian can be expanded in velocity orders. While the
leading order terms correspond to Newtonian motion, the terms appearing at higher orders correspond
to different relativistic effects. Effects on the orbit and the photons have to be discussed individually.
The first relativistic effect on the orbit is a time dilation effect. This is the effect that has to be
taken into account for GPS. It actually already appears at the order that leads to Newtonian motion,
i.e., Keplerian ellipses. The next higher order effect is what we call ‘Schwarzschild space curvature’,
the effect that leads to the precession of perihelion of Mercury. We focus on the next higher effect,
first-order spin. This is a frame-dragging effect, due to the rotation of the planet. At next higher
order, a spin-squared and a further Schwarzschild effect arise. These effects are extremely small and
have not been measured yet. To leading order, photons travel on straight lines. The first relativistic
effect is the Shapiro time delay that slightly bends the signal’s path. At next higher order, both spin
and spin-squared effects arise. These effects have been previously undetected.
Section 3.1 gives the theoretical background necessary to develop the code and section 3.2 is an article
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discussing the measurability of relativistic effects in terrestrial and planetary satellite missions.
Applications of general relativity in geophysics are discussed in chapter 4. As briefly mentioned
in section 3.2, atomic clocks and signal transponders onboard a satellite orbiting a planet can be used
to investigate properties of the planet. Here, we discuss the possibility of doing relativistic geophysics
using local atomic clocks or even a network of clocks on the Earth’s surface. The ticking rate of
a clock, when compared to a reference clock far away, depends on the gravitational potential it is
sitting in. Thus, if a clock in a laboratory is lifted up, it is farther away from the Earth’s center of
mass and therefore experiences a weaker gravitational field. As a consequence, time will run faster
compared to its original position. The best laboratory clocks today are sensitive to such changes
at the centimeter level. Since the gravitational potential depends on the mass distribution, clocks
are therefore sensitive to mass movements and density changes. Consequently, clocks can be used to
monitor what is happening below the surface. We study the use of clocks to monitor volcanoes and
the use of a global network of clocks to measure the solid Earth tides.
Finally, chapter 5 concludes this thesis. The most important results are summarized and also some
remarks are added.
Chapter2
Scalar and multi-scalar tensor theories
In this chapter, we discuss single and multi scalar-tensor theories, classes of alternative theories of
gravitation. Sec. 2.1 is a publication about the single scalar field case while Sec. 2.2 extends the
discussion to the more general case of multiple scalar fields. This project is still work in progress. In
appendix A, some calculations used for Sec. 2.2 are demonstrated in detail.
2.1 Testing scalar-tensor theories and parametrized post-Newtonian pa-
rameters in Earth orbit
Andreas Schärer, Raymond Angélil, Ruxandra Bondarescu, Philippe Jetzer and Andrew Lundgren
Published in Phys. Rev. D 90, 123005 (2014) [1].
Abstract
We compute the parametrized post-Newtonian (PPN) parameters γ and β for general scalar-tensor
theories in the Einstein frame, which we compare to the existing PPN formulation in the Jordan frame
for alternative theories of gravity. This computation is important for scalar-tensor theories that are
expressed in the Einstein frame, such as chameleon and symmetron theories, which can incorporate
hiding mechanisms that predict environment-dependent PPN parameters. We introduce a general
formalism for scalar-tensor theories and constrain it using the limit on γ given by the Cassini experi-
ment. In particular, we discuss massive Brans-Dicke scalar fields for extended sources. Next, using a
recently proposed Earth satellite experiment, in which atomic clocks are used for spacecraft tracking,
we compute the observable perturbations in the redshift induced by PPN parameters deviating from
their general relativistic values. Our estimates suggest that |γ−1| ∼ |β−1| ∼ 10−6 may be detectable
by a satellite that carries a clock with fractional frequency uncertainty ∆f/f ∼ 10−16 in an eccentric
orbit around the Earth. Such space experiments are within reach of existing atomic clock technology.
We discuss further the requirements necessary for such a mission to detect deviations from Einstein
relativity.
2.1.1 Introduction
General relativity (GR) is the widely accepted theory to explain gravitation. Nonetheless, there are
other theories of gravity which also satisfy the experimental constraints and remain candidates for the
5
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correct theory of gravity. These theories are being constrained by various high precision experiments.
In particular, the recent development of ultra-precise frequency standards and atom interferometers
provide new opportunities for testing different aspects of gravity. In this paper, we focus on scalar-
tensor theories, which are a class of alternative theories of gravity that in addition to the metric tensor
include a scalar field. We are interested both in developing the theoretical framework for testing these
theories and in estimating potential constraints from upcoming satellite missions that carry clocks in
space.
Scalar-tensor theories are widely used in particle physics, string theory and cosmology to model poorly
understood phenomena for which we may have some observations such as in the case of dark matter
and dark energy, but the new physics remains tantalizingly just out of reach. Effective scalar fields can
arise from underlying, not-yet understood fundamental physics such as compactified extra dimensions
[6] or string theory, which includes the dilaton scalar field [7]. Since the detection of the Higgs particle
[8] we know that scalar (spin-0) particles exist in nature. The phase of inflation [9], a short period
of rapid expansion in the very early Universe, could have been caused by a scalar field. Quintessence
models make use of scalar fields causing the late-time acceleration of the Universe and therefore they
could replace the cosmological constant and explain dark energy [10]. These scalar fields may couple
to matter in ways that slightly violate general relativity and could be detected as our instrumentation
becomes more precise.
The most accessible test bed for theories of gravity is the external environment of compact bodies
such as binary pulsars or Solar System objects. Here, the gravitational field is weak, allowing the
use of the parametrized post-Newtonian formalism (PPN). While there are infinitely many possible
frames, typically, the Lagrangians of these theories are expressed either in the Jordan or the Einstein
frame. In the Jordan frame, the scalar field multiplies the Ricci scalar and any present matter fields
couple directly to the frame metric, while in the Einstein frame the Ricci scalar appears alone (as in
traditional Einstein gravity) and the matter fields couple to a conformally related metric. We focus on
the γ and β parameters predicted by scalar-tensor theories for which we have existent experimental
constraints.
The simplest scalar-tensor theory is the original Brans-Dicke theory, where the massless scalar field
and its constant coupling function (in the Jordan frame) lead to γ = (ω0 + 1)/(ω0 + 2) and β = 1
[11]. For the case of a massive Brans-Dicke field, which contains a potential U ∼ m2ϕ2 in addition
to the constant coupling, these parameters were determined in [12]. The introduction of the mass
term induces the γ parameter to become distance dependent. The parameters for chameleon theories
were derived in [13]. In special cases, PPN parameters have been calculated for more general theories
such as scalar-tensor-vector theories where, as its name implies, an additional vector field enters the
stage of gravitation [14]. For general scalar-tensor theories formulated in the Jordan frame, they were
determined by Hohmann et al. [15, 16].
We calculate the PPN parameters for a general scalar-tensor theory expressed in the Einstein frame.
We show how this formalism can be useful for finding the PPN parameters for specific choices of
scalar-tensor theories. Next, turning to a variety of scalar-tensor theories which predict constant PPN
parameters, we investigate the near-future prospects for the measurement of deviations from Einstein
relativity using a class of Earth-orbiting atomic clock experiments introduced in our earlier work,
Angélil et al. (2014) [3].
The PPN parameters are typically calculated for a spacetime consisting of a point source surrounded
by vacuum. This assumption is, in general, not appropriate to solve the scalar field equation of
motion. For example in chameleon scalar field theories [17, 18] or symmetron theories [19, 20], the
field behaves in a complex way inside the Earth due to its high density, significantly altering the
external field profile. This also implies that the PPN parameters can depend on the environment.
Performing an experiment around Earth may reveal different PPN parameters compared to the same
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experiment performed in the vicinity of the Sun.
Therefore, to discuss constraints on the PPN parameters in general we introduce a simple formalism
containing a free parameter which can depend on the properties of both the theory and the source
mass under consideration. It can account for the effects arising from the finite size of the source like
screening effects in chameleon theories. We solve the scalar field equation for a massive Brans-Dicke
scalar field inside and outside a sphere of constant density and show that our ansatz indeed represents
the typical field profile of a massive scalar. The most stringent constraint in the Solar System comes
from measurements of the Cassini spacecraft, which limit the size of the γ PPN parameter around
the Sun [21]. We use this limit to improve constraints on massive Brans-Dicke theory discussed in
[12, 15, 16] by regarding the Sun as a homogeneous sphere instead of a point source. However, while
the Sun has low density, it is not an ideal candidate to probe theories that propose hiding mechanisms
due to its high compactness M/R. Since both the Earth and the Moon have lower compactness, they
are more suitable to test theories such as chameleon theories.
In the second part of the paper, we bring attention to the increasing accuracy of space-qualified
atomic clocks. Our estimates show that a space clock that can reach the accuracy of the Atomic
Clock Ensemble in Space (ACES) [22] ∆f/f ∼ 10−16 in an eccentric orbit around the Earth could
place constraints on the β and γ PPN parameters around the Earth of about 10−6 over the course of
one orbit. It can be expected that in the future, many space missions will use either an ultraprecise
atomic clock or a transponder that can reflect signals from clocks on Earth and in space to track
the spacecraft. These will allow the ability to constrain or detect signals from alternative theories of
gravity. The estimates presented here are obtained by taking the difference between the redshift signal
generated by general relativity γ = β = 1, and the signal generated by a theory with γ and β different
from one. The numbers obtained here are large enough to suggest detectability if a clock-carrying
mission on an orbit like that of the originally proposed satellite Space-Time Explorer and QUantum
Equivalence Principle Test (STE-QUEST) were to fly [23]. However, to make any definitive statements
further work that aims to recover the signal of specific alternative theory of gravity from realistic data
would be needed. We show that the difference in the redshift signal between general relativity and a
small deviation peaks around the pericenter. We study the width of these peaks to find the time scale
which needs to be resolved in order to be sensitive to such deviations.
The outline of this paper is as follows. In Sec. 2.1.2.1, the parametrized post-Newtonian formalism
is briefly reviewed. Section 2.1.2.2 discusses the action and the equations of motion of a scalar-
tensor theory in both the Jordan and the Einstein frame. The conformal transformation relating
these frames is addressed, whereas more details can be found in Appendix 2.1.2.3. After briefly
reviewing the procedure to obtain the PPN parameters in the Jordan frame in 2.1.2.4, we calculate
these parameters in detail for any theory formulated in the Einstein frame in Sec. 2.1.2.5. In Sec.
2.1.3, we address constraints on scalar theories. We bring attention to the importance of screening
mechanisms and propose a simple framework to constrain scalar theories and discuss current and
future experimental constraints. Note that in this paper we restrict attention to local constraints
on the PPN parameters and do not discuss cosmological constraints on scalar models. We apply
this formalism to some examples: (2.1.3.1) Brans-Dicke theory, the simplest case of a scalar-tensor
theory, (2.1.3.2) massless fields with a more general coupling, (2.1.3.3) massive Brans-Dicke theory
and (2.1.3.4) chameleon fields, an example for a field with a screening mechanism. Next, in Sec. 2.1.4,
we address the possibility of constraining PPN parameters in Earth orbit using satellites endowed
with state-of-the-art atomic clocks. To do so, we estimate the relativistic effects coming from varying
PPN parameters using a numerical orbit simulation.
Throughout this work we set the units to c = ~ = 1, and therefore the reduced Planck mass is
MPl =
√
1/8piG.
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2.1.2 Scalar-tensor theories in the Einstein frame
2.1.2.1 The parametrized post-Newtonian formalism
The most common way to parametrize theories of gravity in the weak field is to use the parametrized
post-Newtonian (PPN) formalism [24]. There, the standard general relativistic metric is generalized
with a collection of parameters which are permitted to take any value decreed by the alternative theory
under consideration.
We start with the Schwarzschild metric written in isotropic coordinates (t, χ, θ, ϕ)
ds2 = gµνdxµdxν
= −
(
1− GM2χ
)2
(
1 + GM2χ
)2dt2 + (1 + GM2χ
)4
(dχ2 + χ2dΩ2),
(2.1)
where dΩ := dθ2 + sin2 θdϕ2. This is the vacuum solution of the Einstein field equations outside a
spherically symmetric noncharged and nonrotating mass M . G denotes the Newtonian gravitational
constant. In this paper, we are interested in Solar System constraints and since within the Solar
System gravitational fields are weak and typical velocities are small, it is sufficient to consider the
post-Newtonian limit of this metric. To do so, we introduce a parameter . Its power tracks the
order of a term, where  ∼ GM/r, although numerically  = 1. Massive particles moving on an orbit
typically have velocities v2 ≈ GM/r and therefore  ∼ v2 (note that other authors use the convention
 ∼ v). Typically, we have GM/r  1 within the Solar System. Therefore, after endowing the
different terms in the Schwarzschild metric with the appropriate n, we can perform an expansion in 
and neglect higher order terms. For the post-Newtonian level, we keep terms up to order 2 in g00 and
up to order  in gij . Many alternative theories of gravity predict solutions which start to deviate from
the ones predicted by general relativity at this level. Therefore, the parameters γ and β are added to
the metric to model deviations from general relativity (γ = β = 1) [24]. Here, we promote the γ and β
from constants to functions of χ. Additionally, the gravitational “constant" is allowed to change with
distance.
This gives the metric
ds2J =−
(
1− h(1)J00(χ)− h(2)J00(χ)2
)
dt2J
+
(
1 + h(1)Jχχ(χ)
) (
dχ2 + χ2dΩ2
) (2.2)
with
h
(1)
J00(χ) =
2GJ(χ)MJ
χ
h
(1)
Jχχ(χ) = γ(χ)
2GJ(χ)MJ
χ
h
(2)
J00(χ) = −β(χ)
4G2J(χ)M2J
2χ2 .
(2.3)
The index J indicates that this metric is formulated in the Jordan frame (see the next section). Note
that if more intricate spacetimes are considered, additional parameters may enter the metric.
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2.1.2.2 The choice of frame
The action of a scalar-tensor theory can be written in various ways. In the Jordan frame it is
S =
∫
d4x
√−gJM
2
Pl
2
[
ϕRJ − ω(ϕ)
ϕ
(∇Jϕ)2 − U(ϕ)
]
+
∫
d4x
√−gJLJm(Φm, gJµν),
(2.4)
where the theory is characterized by the coupling function ω(ϕ) and the scalar potential U(ϕ), both
functions of the scalar field. The scalar field is considered to be positive everywhere and we assume
that U ≥ 0 and ω > −3/2.
There are two characteristic properties of this frame. First, the nonminimally coupling term ϕRJ
represents the coupling between the scalar field and curvature. Second, matter fields Φm couple to
the frame metric gJµν which is used to determine the Christoffel symbols, the Ricci tensor, and to raise
and lower indices. By varying this action with respect to the metric and the scalar field, the tensor
and the scalar equations of motion
RJµν =
1
ϕ
[
8piG
(
T Jµν −
ω + 1
2ω + 3g
J
µνTJ
)
+∇Jµ∂νϕ
+ ω
ϕ
∂µϕ∂νϕ − 12g
J
µν
1
2ω + 3
∂ω
∂ϕ
(∇Jϕ)2
+ 12g
J
µν
2ω + 1
2ω + 3U +
1
2g
J
µν
1
2ω + 3ϕ
∂U
∂ϕ
] (2.5a)
∇2Jϕ =
1
2ω + 3
[
8piGTJ − ∂ω
∂ϕ
(∇Jϕ)2 − 2U + ∂U
∂ϕ
]
(2.5b)
are obtained, where ∇2J := gµνJ ∇Jµ∂ν . By ∇Jµ we denote the covariant derivative obtained from the
Jordan frame metric. By T Jµν and TJ = g
µν
J T
J
µν we denote the stress-energy tensor and its trace in the
Jordan frame.
Alternatively, a scalar-tensor theory can be expressed in the Einstein frame
S =
∫
d4x
√−gEM
2
Pl
2
[
RE − 2(∇Eφ)2 − V (φ)
]
+
∫
d4x
√−gELEm(Φm, F (φ)−1gEµν)
(2.6)
with the corresponding equations of motion
REµν = 8piG
(
TEµν −
1
2g
E
µνTE
)
+ 2∂µφ∂νφ+
1
2g
E
µνV (φ) (2.7a)
∇2Eφ =
8piG
4
F,φ
F
TE +
1
4V,φ. (2.7b)
Here, the theory is determined by the coupling function F (φ) and the potential V (φ). In this frame,
the field couples minimally to gravity and therefore, the gravity part of the action takes the form of
the Einstein-Hilbert action in general relativity. This comes at the price that the matter fields do not
couple to the Einstein frame metric directly but to the combination F (φ)−1gEµν , and therefore, the
coupling explicitly depends on the scalar field. But there is an obvious advantage when working in
the Einstein frame: there, the equations of motion (2.7) are much simpler compared to the ones in
the Jordan frame (2.5), even though these two frames are mathematically equivalent.
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To avoid confusion between these two frames we label quantities with indices J and E, depending on the
frame they are coming from. The two frames are related to each other by a conformal transformation
gJµν = F (φ)−1gEµν (2.8)
with ϕ = F > 0, i.e., the scalar field in the Jordan frame mimics the coupling function in the Einstein
frame. The positiveness of the fields is required to avoid a change of sign in the metric line element
when going from one to the other frame.
2.1.2.3 Conformal transformation between Jordan and Einstein frame
In this section, we discuss the conformal transformation relating the metrics in the Jordan and the
Einstein frame in detail. Starting in the Jordan frame (the converse is equivalent), we define the
Einstein frame metric by gEµν := ϕgJµν . For the square root of the trace of the metric and the Ricci
scalars it holds √−gJ = ϕ−2√−gE and RJ = ϕ
[
RE + 6∇2E lnϕ1/2 − 6(∇E lnϕ1/2)2
]
, respectively [25].
Plugging this into the Jordan frame action (2.4) and integrating by parts yields
S =
∫
d4x
√−gEM
2
Pl
2
[
RE − 2ω + 32ϕ2 (∇Eϕ)
2 − V
]
+
∫
d4x
√−gELEm(Φm, ϕ−1gEµν),
(2.9)
where we defined V := ϕ−2U and LEm := ϕ−2LJm. To bring this into the desired form (2.6) we define
a new scalar field φ by demanding
−2(∇Eφ)2 = −2ω + 32ϕ2 (∇Eϕ)
2 , (2.10)
implying (
∂φ
∂ϕ
)2
= 2ω + 34ϕ2 . (2.11)
Defining the Einstein frame coupling function by F := ϕ, we obtain(
∂F
∂φ
)2
= 4F
2
2ω + 3 . (2.12)
This requires ω > −3/2 everywhere, and therefore ω0 > −3/2. Solving for ω yields
ω = 2F 2
(
∂F
∂φ
)−2
− 32 . (2.13)
Using F = ϕ and expanding both expressions in powers of ,
F = F0 + F1(φ− φ0) + F2(φ− φ0)2 (2.14a)
ϕ = ϕ0 + ϕ1+ ϕ22, (2.14b)
one obtains
ϕ0 = F0 ϕ1 = F1φ1 ϕ2 = F2φ21 + F1φ2
φ1 =
1
F1
ϕ1 φ2 =
1
F1
ϕ2 − F2
F 31
ϕ21.
(2.15)
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The relations between the coefficients of the couplings in the two frames are given by
ω0 =
2F 20
F 21
− 32 ω1 =
4F0
F 21
− 8F
2
0F2
F 41
F0 = ϕ0 F1 = ± 2ϕ0√2ω0 + 3
F2 =
2ϕ0
2ω0 + 3
(
1− ϕ0ω12ω0 + 3
)
,
(2.16)
and for the potentials, using U = F 2V , one finds
U2 =
F 20
F 21
V2 U3 =
2F0
F 21
(
1− F0F2
F 21
)
V2 +
F 20
F 31
V3
V2 =
4
2ω0 + 3
U2
V3 = ± 8(2ω0 + 3)3/2
[
−
(
1 + ϕ0ω12ω0 + 3
)
U2 + ϕ0U3
]
.
(2.17)
The coordinates in the two frames are related by tJ = tE/
√
F0 and χ = r/
√
F0. Note, there is a
±-ambiguity when going from the Jordan to the Einstein frame: two theories in the Einstein frame
related by F1, V3 ↔ −F1,−V3 correspond to the same theory in the Jordan frame.
2.1.2.4 PPN parameters in the Jordan frame
The PPN parameters γ and β have been calculated for a general scalar-tensor theory stated in the
Jordan frame [15, 16]. Here, we give a very short overview of their derivation. One starts with the
ansatz for the metric (2.2) where χ is the radial coordinate in isotropic coordinates. Expanding the
scalar field ϕ, the coupling function ω and the potential U in powers of  (see Sec. 2.1.2.3) and solving
the equations of motion (2.5) order by order, one finds [15, 16]
GJ(χ) =
G
ϕ0
(
1 + 12ω0 + 3
e−mJχ
)
(2.18a)
γ(χ) =
1− 12ω0+3e−mJχ
1 + 12ω0+3e
−mJχ (2.18b)
β(χ) = 1 + ϕ0ω1
(2ω0 + 3)3
(
1 + e−mJχ2ω0+3
)2 e−2mJχ
+ mJχ
2(2ω0 + 3)
(
1 + e−mJχ2ω0+3
)2 [2e−mJχ ln(mJχ)− e−2mJχ − 2 (mJχ+ emJχ)Ei(−2mJχ)
+ 3ϕ02ω0 + 3
(
U3
U2
− 1
ϕ0
− ω12ω0 + 3
) [
e−mJχEi(−mJχ)− emJχEi(−3mJχ)
] ]
,
(2.18c)
where
mJ :=
√
2U2ϕ0
2ω0 + 3
(2.19)
can be interpreted as the inverse range of the field or, roughly speaking, the mass of the field. In this
expression we use the notation U2 = U ′′(ϕ0)/2. Here, we make use of the exponential integral
Ei(-x) := −
∫ ∞
x
da
e−a
a
. (2.20)
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2.1.2.5 PPN parameters in the Einstein frame
In this section, we complement the Hohmann et al. [15, 16] approach by calculating the PPN param-
eters for a general scalar-tensor theory formulated in the Einstein frame. To do so, the equations of
motion are solved order by order in the Einstein frame. Finally, we transform to the Jordan frame
where the PPN parameters are defined. For the sake of understandability we perform the calculation
in detail.
Here, we consider a spacetime consisting of a point mass surrounded by vacuum. The stress-energy
tensor is given by that of a perfect fluid [24],
Tµν = (ρ+ ρΠ + p)uµuν + pgµν , (2.21)
with the rest-mass density ρ, the pressure p, the specific energy density Π and the four-velocity uµ,
satisfying uµuµ = −1. For Solar System tests we typically have ρ p and ρ ρΠ, so we may neglect
both the effects of pressure and specific energy density. If the mass is at rest (ui = 0), we obtain
Tµν = diag(ρ, 0, 0, 0). For a point source we have ρE = MEδ(r), where the index E implies that a
quantity is defined in the Einstein frame.
For the metric in the Einstein frame we make the ansatz
ds2E =−
(
1− h(1)E00(r)− h(2)E00(r)2
)
dt2E
+
(
1 + h(1)Err(r)
) (
dr2 + r2dΩ2
)
,
(2.22)
where we choose isotropic coordinates with radial coordinate r. We expand the scalar field in powers
of  and subsequently the coupling function and the potential are expanded around some constant
value φ0:
φ(r) = φ0 + φ1(r)+ φ2(r)2 (2.23a)
F (φ) = F0 + F1 (φ− φ0) + F2 (φ− φ0)2 + F3 (φ− φ0)3 (2.23b)
V (φ) = V0 + V1 (φ− φ0) + V2 (φ− φ0)2 + V3 (φ− φ0)3 (2.23c)
The left-hand sides of the equations (2.7a), the components of the Ricci tensor, are
RE00 = −
1
2∇
2
rh
(1)
E00−
1
2
(
∇2rh(2)E00 − h(1)Err∇2rh(1)E00
+ 12(∂rh
(1)
E00)
2 + 12(∂rh
(1)
E00)(∂rh
(1)
Err)
)
2 +O(3)
(2.24a)
RErr =
(
−∂2rh(1)Err −
1
r
∂rh
(1)
Err +
1
2∂
2
rh
(1)
E00
)
+O(2) (2.24b)
REθθ =
1
2r
2
(
−∂2rh(1)Err −
3
r
∂rh
(1)
Err +
1
r
∂rh
(1)
E00
)
+O(2) (2.24c)
REϕϕ = REθθ sin2 θ +O(2) (2.24d)
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to the required orders. All other components are identically zero. The right-hand sides are
REµν =
1
2ηµνV0 +
[
8piG
(
δ0µδ
0
ν +
1
2ηµν
)
MEδ(r)
+ 12
(
h
(1)
EµνV0 + ηµνV1φ1
) ]

+
[8piG
2
(
h
(1)
Eµν + ηµνh
(1)
E00
)
MEδ(r)
+ 2∂rφ1∂rφ1δrµδrν +
1
2ηµνV2φ
2
1
+ 12(h
(1)
Eµνφ1 + ηµνφ2)V1
]
2 +O(3).
(2.25)
The flat-space Minkowski metric is, with our choice of coordinates, ηµν = diag(−1, 1, r2, r2 sin2 θ).
Calculating both sides of the scalar equation yields
∇2Eφ = ∇2rφ1+
[
∇2rφ2 − h(1)Err∇2rφ1
+ 12
(
∂rh
(1)
Err − ∂rh(1)E00
)
∂rφ1
]
2
(2.26)
and
∇2Eφ =
1
4V1 +
[
−F1
F0
2piGMEδ(r) +
1
2V2φ1
]

+
[(
2piGME
(
F 21
F 20
− 2F2
F0
)
φ1
− 2piGMEF1
F0
h
(1)
E00
)
δ(r) + 34V3φ
2
1 +
1
2V2φ2
]
2.
(2.27)
By ∇2r we mean the flat space spherical coordinate Laplace operator, ∇2r := ∂2r + 2/r∂r. First, we
consider the zeroth-order equations
0 = 12ηµνV0 (2.28a)
0 = 14V1, (2.28b)
which require V0 = V1 = 0. At first order in , the scalar equation is(
∇2r −m2E
)
φ1 = −F1
F0
2piGMEδ(r), (2.29)
with solution
φ1(r) =
F1
2F0
GME
r
e−mEr, (2.30)
where we have defined
m2E :=
1
2V2. (2.31)
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The first order 00-tensor equation and its solution are
−12∇
2
rh
(1)
E00 = 8piG
1
2MEδ(r)
→ h(1)E00(r) =
2GME
r
.
(2.32)
At the same order, the rr equation is
−∂2rh(1)Err −
1
r
∂rh
(1)
Err +
1
2∂
2
rh
(1)
E00 = 8piG
1
2MEδ(r) (2.33)
and the θθ equation turns into
−∂2rh(1)Err −
3
r
∂rh
(1)
Err +
1
r
∂rh
(1)
E00 = 8piGMEδ(r). (2.34)
Summing these two equations yields
∇2rh(1)Err = −8piGMEδ(r), (2.35)
with solution
h
(1)
Err(r) =
2GME
r
. (2.36)
The 00 tensor equation at second order turns into
∇2rh(2)E00 =−
4G2M2E
r4
+ F
2
1
4F 20
V2
G2M2E
r2
e−2mEr, (2.37)
where we dropped a term proportional to δ(r)h(1)Err since it corresponds to gravitational self-energy
[15, 16] and we get the solution
h
(2)
E00(r) = −
4G2M2E
2r2
[
1− F
2
1
4F 20
(1
2mEre
−2mEr
+m2Er2Ei(−2mEr)
)]
.
(2.38)
We notice that the metric component at post-Newtonian order has an additional term compared to
the Schwarzschild metric of general relativity. The second order scalar field equation is
∇2rφ2 − h(1)Err∇2rφ1 +
1
2
(
∂rh
(1)
Err − ∂rh(1)E00
)
∂rφ1
= 34V3φ
2
1 +
1
2V2φ2.
(2.39)
Also here, we dropped the gravitational self-energy terms proportional to φ1δ(r), h(1)E00δ(r) and h
(1)
Errδ(r).
For the solution we find
φ2(r) =
1
4
F1
2F0
mE
4G2M2E
r
× [emErEi(−2mEr)− e−mEr ln(mEr)]
+ 12mE
3F 21
64F 20
V3
4G2M2E
r
× [emErEi(−3mEr)− e−mErEi(−mEr)] .
(2.40)
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We have thus solved the equations of motion to post-Newtonian order. To determine the PPN pa-
rameters we must turn to the Jordan frame where they are defined. The metric line elements in the
two frames are related by the conformal transformation (2.8), giving
ds2J = F (φ)−1ds2E
= −
[
1−
(
h
(1)
E00 +
F1
F0
φ1
)
−
(
h
(2)
E00 −
F1
F0
h
(1)
E00φ1
+
(
F2
F0
− F
2
1
F 20
)
φ21 +
F1
F0
φ2
)
2
]
dt2E
F0
+
[
1 +
(
h
(1)
Err −
F1
F0
φ1
)

](
dr2
F0
+ r
2
F0
dΩ2
)
.
(2.41)
Comparing this to the metric in the Jordan frame (2.2), we find
h
(1)
J00 =
2GJMJ
χ
!= h(1)E00 +
F1
F0
φ1 (2.42a)
h
(1)
Jχχ = γ(χ)
2GJMJ
χ
!= h(1)Err −
F1
F0
φ1 (2.42b)
h
(2)
J00 = −β(χ)
4G2JM2J
2χ2
!= h(2)E00 −
F1
F0
h
(1)
E00φ1 +
(
F2
F0
− F
2
1
F 20
)
φ21 +
F1
F0
φ2
(2.42c)
with
tJ =
tE√
F0
(2.43a)
χ = r√
F0
. (2.43b)
From the h(1)J00 relation we can identify the effective gravitational constant in the Jordan frame
GJ(r) =
r
2F0ME
(
h
(1)
E00 +
F1
F0
φ1
)
, (2.44)
where the masses in the Jordan frame satisfy
mJ =
√
F0mE (2.45a)
MJ =
√
F0ME, (2.45b)
such that mJχ = mEr. With this we obtain the γ parameter
γ(r) =
h
(1)
Err − F1F0φ1
h
(1)
E00 +
F1
F0
φ1
. (2.46)
Finally, the β parameter is
β(r) = 2χ
2
4G2J(r)M2J
[
F1
F0
h
(1)
E00φ1 −
(
F2
F0
− F
2
1
F 20
)
φ21 −
F1
F0
φ2 − h(2)E00
]
= 1 + 1(
h
(1)
E00 +
F1
F0
φ1
)2
[(
F 21
F 20
− 2F2
F0
)
φ21 −
(
h
(1)
E00
)2 − 2F1
F0
φ2 − 2h(2)E00
]
.
(2.47)
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Inserting the scalar field and metric components determined above, we obtain the PPN parameters
for a scalar-tensor theory formulated in the Einstein frame:
GJ(r) =
G
F0
(
1 + F
2
1
4F 20
e−mEr
)
(2.48a)
γ(r) =
1− F 214F 20 e
−mEr
1 + F
2
1
4F 20
e−mEr
. (2.48b)
β(r) = 1 + F
2
1
4F 20
(
1 + F
2
1
4F 20
e−mEr
)2
(
F 21
4F 20
− F22F0
)
e−2mEr
+ F
2
1mEr
32F 20
(
1 + F
2
1
4F 20
e−mEr
)2 [8e−mEr lnmEr − 4e−2mEr − 8 (emEr +mEr)Ei(−2mEr)
+ 3F1
F0
V3
V2
(
e−mErEi(−mEr)− emErEi(−3mEr)
) ]
(2.48c)
To compare this result to the one found in [15, 16], we use the transformation laws for the coupling
functions (2.16) and the potentials (2.17). Indeed, this leads to Eq. (2.18).
If we choose to neglect the second order deviation from the Schwarzschild metric (i.e., h(2)E00 =
−2G2M2E/r2) and only consider the leading order scalar field contribution (i.e., we set φ2 = 0),
then the effective coupling constant and the PPN parameters simplify to
GJ(r) =
G
F0
(
1 + F12F0
r
GME
φ1
)
(2.49a)
γ(r) =
1− F12F0 rGMEφ1
1 + F12F0
r
GME
φ1
(2.49b)
β(r) = 1 +
(
F 21
4F 20
− F22F0
)
φ21(
GME
r +
F1
2F0φ1
)2 . (2.49c)
We notice that on the one hand, any nontrivial scalar-tensor theory predicts a γ different from its
general relativity value 1. On the other hand, it is still possible to have β = 1: if F 21 /F0 − 2F2 = 0.
This condition is equivalent to F ′(φ0)2/F (φ0) − F ′′(φ0) = 0 which is solved by F (φ) = c1 exp(c2φ).
An exponential coupling function in the Einstein frame corresponds to a constant coupling function
in the Jordan frame, ω = ω0, and therefore to a Brans-Dicke-like theory as for instance the original
chameleon model (see Secs. 2.1.3.1 and 2.1.3.4).
In the following section we discuss current constraints on the PPN parameters and apply them to our
formalism. In particular the constraint on γ coming from the Cassini spacecraft is discussed. This is
followed by some important examples of scalar-tensor theories.
2.1.3 Experimental framework and constraints
Above we have discussed the scalar field in vacuum outside a point source in the weak field limit.
The assumption of a point source is obviously not correct for experiments performed around extended
objects as the Earth or the Sun. Within such an object the field can behave very different to that of
2.1. TESTING SCALAR-TENSOR THEORIES & PPN PARAMETERS IN EARTH ORBIT 17
a point source and screening mechanisms can show up due to nonlinear effects. But still, since the
density in the Solar System is very low, one can expect the field to maintain the form φ1 ∼ e−mr/r in
the low density region outside some source. Therefore, we make the ansatz
ϕ(χ) = ϕ0 + ϕ1(χ) = ϕ0 + ξ
2
2ω0 + 3
GMJ
χ
e−mJ(χ−X) (2.50a)
φ(r) = φ0 + φ1(r) = φ0 + ξ
F1
2F0
GME
r
e−mE(r−R) (2.50b)
for the exterior field up to first order, written in the Jordan and the Einstein frame, respectively.
By X (Jordan frame) and R =
√
F0X (Einstein frame) we denote the size of the object. Therefore,
the field starts falling off exponentially at the surface of the source instead of at its center. Notice
that we introduced some arbitrary parameter ξ. By doing so, we are able to discuss constraints on
the PPN parameters around more realistic sources, also for theories containing screening mechanisms
without knowing their exact nature. The ξ parameter describes how much the exterior field deviates
from that generated by a point source (ξ = 1) with the same mass. In other words, a source can act
as an effective point source of mass ξM . In particular, we will show in Sec. 2.1.3.3 that a massive
Brans-Dicke scalar field takes this form if we consider the source to be a sphere with constant density.
We find an expression for ξ which depends on both the mass of the scalar field and the radius of the
source.
Plugging the ansatz above into (2.49) we find the effective gravitational constant and the PPN pa-
rameters
GJ =
G
F0
(
1 + ξ F
2
1
4F 20
e−mE(r−R)
)
= G
ϕ0
(
1 + ξ 12ω0 + 3
e−mJ(χ−X)
) (2.51a)
γ =
1− ξ F 214F 20 e
−mE(r−R)
1 + ξ F
2
1
4F 20
e−mE(r−R)
=
1− ξ2ω0+3e−mJ(χ−X)
1 + ξ2ω0+3e
−mJ(χ−X)
(2.51b)
β = 1 +
(
1− 2F0F2
F 21
)
[
1 +
(
ξ
F 21
4F 20
e−mE(r−R)
)−1]2
= 1 +
ϕ0ω1
2ω0+3[
1 +
(
ξ 12ω0+3e
−mJ(χ−X)
)−1]2 .
(2.51c)
Typically, experimental constraints on PPN parameters are used to limit the (ω0, m˜J)-parameter space
[12, 15, 16]. The definition of the ω0-independent mass
m˜J :=
√
2U2ϕ0 (2.52)
is required in order to have two independent parameters since the original mass mJ, defined in (2.19),
depends on ω0. But since we want to incorporate possible screening mechanisms in extended sources,
giving us the additional parameter ξ, we consider a slightly different approach. We define a new
parameter,
α := ξ2ω0 + 3
= ξ F
2
1
4F 20
, (2.53)
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Figure 2.1: Cassini constraint on scalar-tensor theories. The Cassini constraint γ = 1+(2.1±2.3)×10−5
(at 1σ level) together with Eq. (2.51b) and χ − XSun = 0.6 solar radii = 0.00279AU are used to
constrain the (αSun,mJ)-parameter space. The solid lines divide the plots into regions that are excluded
(probability < 5%) and that are allowed at the 2σ level and at the 1σ level, respectively. The x axis
shows the mass, i.e., the inverse range, of the scalar field in the Jordan frame in terms of inverse
astronomical units mAU = 1/AU, the y axis shows αSun = ξSun/(2ω0 + 3) = ξSunF 21 /(4F 20 ) where ξSun
is a parameter characteristic for the Sun.
allowing us to constrain the (α,mJ)-parameter space. Notice that α contains two different kinds of
parameters. First, the components of the scalar coupling functions, ω0 and F 21 /F 20 , depend on the
underlying theory of gravity only and are the same everywhere. Second, the parameter ξ can depend
on properties of the source, as its composition. Therefore, it can vary drastically among different
sources.
There are different experimental constraints on the PPN parameters. The most stringent one comes
from measuring the frequency shift of a radio signal sent from and to the Cassini spacecraft while
close to conjunction with the Sun, with γ = 1 + (2.1± 2.3)× 10−5 at the 1σ-confidence level [21]. The
closest distance between the propagating signal and the center of the Sun was 1.6 solar radii. We can
now use this to constrain the parameter space (αSun,mE), as shown in Fig. 2.1.
The perihelion precession of Mercury gives the constraint |2γ − β − 1| < 3 × 10−3 [11]. Planetary
ephemerides are used to constrain |γ−1| and |β−1| to the 10−5 level [26, 27]. But since the gravitational
interaction does not take place at a fixed distance from some massive body, this limit cannot be used
to constrain the distance dependent parameters discussed here.
Scalar theories can also be constrained by accurate measurements of the periods of binary pulsars: if
scalar radiation is emitted, it results in a change of the orbital period [28].
The GAIA mission launched in 2013, located at the Sun-Earth Lagrange point L2, is expected to
improve the constraint on γ to the 10−6 level [29] via relativistic astrometry by precisely monitoring
the 3D motion of planets and stars in our Galaxy.
In the following subsections, we consider specific theories of gravity and use the above formalism
to calculate their PPN parameters. The Cassini measurement can then be used to constrain these
theories. As atomic clocks become more accurate, clock carrying satellites that orbit the Earth will
place constraints on the value of the PPN parameters around our own planet. We will discuss such
2.1. TESTING SCALAR-TENSOR THEORIES & PPN PARAMETERS IN EARTH ORBIT 19
measurements in Sec. 2.1.4.
2.1.3.1 Brans-Dicke theory
The simplest example and the prototype of scalar-tensor theories is Brans-Dicke theory [30]. In the
Jordan frame it is defined to have a constant coupling ω = ω0 and a vanishing scalar potential, leaving
the field massless, mJ = 0. Therefore, the PPN parameters will not have a distance dependence and
we have ξ = 1 because no hiding mechanism occurs.
In this theory, ω0 is the only parameter. With (2.13) and (2.14a) we obtain the coupling function
F (φ) = F0 exp[±2(φ−φ0)/
√
2ω0 + 3]. Therefore, in the Einstein frame, Brans-Dicke theories have an
exponential coupling function with no scalar potential term. This gives β = 1 as in general relativity
and γ = (ω0 + 1)/(ω0 + 2). Using the Cassini constraint on γ, one finds that ω0 > 40000 at the 2σ
level.
2.1.3.2 Eddington-Robertson metric
Assuming that the potential vanishes U = V = 0 and then solving the equations of motion yields the
PPN parameters
GJ =
G
ϕ0
(
1 + 12ω0 + 3
)
= G
F0
(
1 + F
2
1
4F 20
)
(2.54a)
γ = 1 + ω02 + ω0
=
1− F 214F 20
1 + F
2
1
4F 20
(2.54b)
β = 1 + ϕ0ω1(2ω0 + 3)(2ω0 + 4)2
= 1 +
F 21
4F 20
(
F 21
4F 20
− F22F0
)
(
1 + F
2
1
4F 20
)2 . (2.54c)
Due to the absence of the potential there is no distance dependence in both GJ and the PPN pa-
rameters. The metric (2.2) with these constant parameters was given by Eddington and Robertson
[31]. So, for fixed values of γ and β we can invert these expressions to obtain the components of the
coupling function in the Jordan frame,
ω0 = −2γ − 1
γ − 1 (2.55a)
ω1 = −4(β − 1)(γ + 1)
ϕ0(γ − 1)3 (2.55b)
and accordingly in the Einstein frame
F 21
4F 20
= 1− γ1 + γ (2.56a)
F2
2F0
= 5− 4β − 2γ + γ
2
1− γ2 . (2.56b)
2.1.3.3 Massive Brans-Dicke theory
Here, we solve the scalar field equation of a massive Brans-Dicke scalar field generated by a more
realistic source than a point mass. We consider a coupling function which is, as in the original Brans-
Dicke theory, exponential in the Einstein frame and thus constant (ω = ω0) in the Jordan frame.
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Further, in the Einstein frame we add a quadratic potential V = V2(φ − φ0)2 with V2 = 2mE. This
corresponds to the potential U = U2(ϕ− ϕ0)2 in the Jordan frame.
For the case of a point source, constraints on massive Brans-Dicke fields have been discussed in
[12, 15, 16]. There, the authors used the Cassini constraint on γ to limit the (m˜J, ω0)-parameter
space. Here, we extend this discussion by replacing the point source with a more realistic density
distribution. This will allow us to determine the parameter ξ, introduced in (2.50).
We consider a static spherically symmetric mass with radius R and constant density ρE0 [i.e., ρE(r) =
ρE0 for r < R and ρE(r) = 0 otherwise)] and we neglect the gravitational effects of pressure. Further,
we assume that the mass is surrounded by vacuum. The equation of motion is given by(
∇2r −m2E
)
φ1(r) = −F1
F0
2piGρE(r), (2.57)
which follows from (2.29). To solve this equation we make use of the Green function G(r) =
−e−mEr/4pir, solving the equation (∇2r −m2E)G(r) = δ(r). Then we find the scalar field by inte-
grating
φ1(r) =
∫
G(|(r)− (s)|)
(
−F1
F0
2piGρE(s)
)
d3s
= F1
F0
piGρE0
×
∫ pi
0
∫ R
0
e−mE
√
r2+s2−2rs cos θ
√
r2 + s2 − 2rs cos θs
2 sin θ ds dθ.
(2.58)
To obtain the exterior solution φext1 (r > R), the integrand is expanded around s/r = 0, since r > s
for all s. This allows each term of the Taylor series to be integrated, giving
φext1 (r > R) =
F1
F0
piGρE0
r
e−mEr
×
∞∑
k=0
m2kE R
2k+3 2
(2k + 1)!(2k + 3) .
(2.59)
Finally, this can be written as
φext1 (r > R) =
(
3mER cosh(mER)− sinh(mER)
R3m3E
e−mER
)
× F12F0
GME
r
e−mE(r−R),
(2.60)
where in the last step we substituted ME = 4pi/3ρE0R3.
The interior solution φext1 (r < R) is obtained by splitting the integral over s into two parts. First, we
perform the integral
∫ r
0 where we can expand around s/r = 0 and find the solution analogous to the
exterior solution. Second, for the integral from
∫ R
r we can expand around r/s = 0. Together, we find
φint1 (r < R) =3
F1
2F0
GME
R3
[
e−mEr
m2E
(cosh (mEr) + sinh (mEr))
− e−mER 1 +mER
m3Er
sinh (mEr)
]
.
(2.61)
Notice that the exterior solution (2.60) precisely coincides with the general ansatz (2.50) if we choose
ξ = 3mER cosh(mER)− sinh(mER)
R3m3E
e−mER. (2.62)
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The solution expressed in the Jordan frame is
ϕext1 (χ > X) =
(
3mJX cosh(mJX)− sinh(mJX)
X3m3J
e−mJX
)
× 22ω0 + 3
GMJ
χ
e−mJ(χ−X)
ϕint1 (χ < X) =
6
2ω0 + 3
GMJ
X3
×
[
e−mJχ
m2J
(cosh (mJχ) + sinh (mJχ))
− e−mJX 1 +mJX
m3Jχ
sinh (mJχ)
]
.
(2.63)
Since the γ parameter (2.51b) depends on ξ, it depends on the size of the source. In the massless limit
mE/J → 0, ξ approaches unity. Then, γ depends on properties of the theory only and is independent
of R. In the limit of vanishing radius, ξ approaches unity as well, giving the same result as for a point
source.
While in [12] the interaction distance is assumed to be r = 1AU, Hohmann et al. [15, 16] choose
r = 1.6 solar radii since this is the closest distance between the signal and the Sun. This dramatically
improves the constraints on m˜J and ω0. Including ξ given by (2.62), which accounts for the assumption
that the Sun is a sphere with constant density, the constraint on the (m˜J, ω0)-parameter space given
by the Cassini experiment is shown in Fig. 2.2 (solid lines), where we assume that r = 1.6 solar radii.
Comparing to the dashed lines which represent the analogous result for a point source, we notice that
the constraints are more stringent if an extended source is considered. This is due to the fact that,
even though ξ < 1, the field falls off like e−mE(r−R) instead of e−mEr.
2.1.3.4 Chameleon theory
Another example of a class of scalar-tensor theories are chameleon theories, introduced by Khoury and
Weltman [17, 18]. They allow a very light cosmological scalar field that couples to matter with grav-
itational strength and satisfies current observational constraints. Formulated in the Einstein frame,
chameleons have, as Brans-Dicke theory does, an exponential coupling function F (φ) = exp(−2√2kiφ).
The coupling constants ki may vary for different matter species i, but for simplicity we assume that
they take the same value k for all kinds of matter. This assumption is taken in accordance with
general relativity where gravitation couples universally to all matter species and thereby ensures that
the weak equivalence principle is satisfied. The presence of a scalar field would lead to an additional
(or fifth) force and consequently, a matter-dependent scalar coupling would lead to violations of the
weak equivalence principle. A possible model to explain such a matter-dependent scalar coupling is
given by Damour and Donoghue [32].
In contrast to Brans-Dicke, chameleons have a scalar potential, giving the field a mass and therefore a
finite range. Typically, runaway potentials like an inverse power-law potential V ∼ φ−n are considered.
The interplay between such a potential and the exponential coupling causes the range of the scalar
field to depend on the surrounding matter density. In a dense region, like inside the Earth or within
its atmosphere, the scalar field becomes so massive that the force corresponding to the scalar field
becomes short ranged. This hiding feature makes it very difficult to detect the chameleon field with
Earth-based experiments. On larger scales the field is long ranged and it might be detectable by
experiments performed in space.
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Figure 2.2: Cassini constraint on massive Brans-Dicke theory. The constraint on PPN γ given by
the Cassini experiment is used to constrain the (m˜J, ω0)-parameter space for massive Brans-Dicke
theory. For this theory, the parameter ξ in the expression for γ is given by (2.62). For the interaction
distance we take χ −XSun = 0.6 solar radii. The solid lines separate the regions which are excluded
(probability < 5%), that are allowed at the 2σ level and at the 1σ level, respectively. The dashed lines
show the corresponding boundaries between these regions for the case where the Sun is considered to
be a point mass. The x axis shows the ω0-independent mass m˜J in terms of inverse astronomical units
mAU = 1/AU, the y-axis shows ω0.
The exterior scalar field generated by a compact object like a planet or a star is determined only by
the very outer layer of the object, we say that it has a thin shell. It is shown in [17, 18] that the
exterior field is
φ(r) = φ0 − 3δ
√
2kGME
r
e−mE(r−R), (2.64)
where δ := ∆R/R  1 is the thin shell parameter. The chameleon field profile corresponds to the
field (2.50) with ξ = 3δ, giving the parameter
γ(r) = 1− 6δk
2e−mE(r−R)
1 + 6δk2e−mE(r−R)
. (2.65)
This is the same result as found in [13]. Furthermore, β = 1 holds since the coupling is mediated by
an exponential function.
The thin shell factor is proportional to (φ∞−φc)/kΦc where Φc = GM/R is the Newtonian potential
of an object at its surface or, in other words, its compactness. φc and φ∞ are the field values inside
and infinitely far away from the compact object. They are density dependent and therefore the thin
shell parameter depends on the composition of an object. Typically, it holds that φ∞  φc, such that
approximately δ ∼ φ∞/kΦc, allowing us to compare the ability of testing chameleons around different
compact objects in the Solar System just by comparing their Newtonian potentials Φc. From this
point of view, the Sun is not a promising candidate to probe chameleons due to its high compactness.
The Earth, and even better the Moon, are more appropriate.
The Cassini experiment can be used to constrain the (δSun,mE)-parameter space for fixed k using Eq.
(2.65). For k ∼ 1 and small masses for the scalar field, this constrains δSun to the 10−6 level. For
2.1. TESTING SCALAR-TENSOR THEORIES & PPN PARAMETERS IN EARTH ORBIT 23
larger masses the thin-shell factor may take much larger values. A constraint on γ in Earth’s orbit
would produce the analogous result but for the thin-shell factor of the Earth.
It is important to keep in mind that also a satellite which aims to probe gravity is not a test mass
and can therefore acquire a thin shell itself. This would further suppress any GR-violating signals.
Khoury and Weltman estimate that a typical satellite does not have a thin shell if the condition
10−15 < δ < 10−7 is satisfied [17, 18].
In [13] it is argued that chameleons are ruled out due to the incompatibility of solar system and
cosmological constraints. But anyway, they provide an interesting example of a theory predicting
deviations from general relativity which depend not only on the distance from some massive object
but also on its mass, radius and composition. It is not only important to probe gravity to high levels
of accuracy, but also around different celestial bodies.
2.1.4 Measuring PPN parameters in Earth’s exterior field
In 2016, the Atomic Clock Ensemble in Space (ACES) mission will place an atomic clock on the
International Space Station (ISS) that is expected to reach a fractional frequency uncertainty of
∆f/f ∼ 10−16 [22]. In the future, space clocks will continue to improve. After ACES, there are plans
to put an optical clock on the ISS as part of the Space Optical Clock project. The best optical clocks
on Earth have already reached accuracies of ∆f/f ∼ 10−18 over an integration period of 25000 sec
[33, 34], and significant progress is being made towards building optical clocks that are mobile, more
compact and more reliable.
In this section, we investigate the effect that the PPN parameters have on a satellite that carries
an atomic clock and orbits the Earth. In this experiment, a precise clock on a satellite broadcasts
tick signals down to a terrestrial receiving station which records their arrival times using a local,
more accurate clock. The rate at which the ticks arrive is the redshift. This setup allows the orbit
to be tracked down to the clock accuracy. For given Keplerian initial conditions, we simulate both
the general relativistic orbit as well as the orbit in an alternative theory of gravity with parameters
different from those of general relativity. This solves the forward problem, and taking the difference
of these two signals provides a way to give upper limits on how well the PPN parameters can be
constrained by this type of mission. To investigate PPN parameter predictability more thoroughly,
the full inverse problem needs to be solved, which entails reconstructing the full four-dimensional
trajectory of the satellite by fitting different models to redshift data. Mock redshift data can be
generated from solutions to the forward problem with different parameters and added noise. We leave
attempts to solve the inverse problem to future work.
We choose an eccentric orbit like that originally proposed for STE-QUEST [23]. We solve the forward
problem using the code introduced by Angélil et al. [3, 35]. Note that the effects that the PPN
parameters have on the orbit dominate, while their effects on the light path between the emitter and
the receiver are about 2 orders of magnitude smaller [3, 35].
The trajectory of a spacecraft in Earth’s external field is found by integrating Hamilton’s equations.
We have seen that for general scalar-tensor theories the PPN parameters depend on the location where
they are tested. If the potential is set to zero, making the field massless, the PPN parameters γ and
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β are constant (see section 2.1.3.2). The corresponding metric in the Jordan frame is
gtt = −1 + 2GM
r
− 2G
2M2
r2
(β − γ) 2 (2.66a)
grr = 1 +
2GM
r
γ (2.66b)
gθθ = r2 (2.66c)
gϕϕ = r2 sin2 θ, (2.66d)
where we consider nonisotropic Schwarzschild coordinates. (We write r instead of χ for the radial
coordinate and drop all J indices.) This is a special case of (2.72) with A(r) = 1, B(r) = β and
C(r) = γ. The corresponding Hamiltonian for a satellite’s trajectory in Earth’s external field is
obtained from (2.74),
H =− p
2
t
2 +
[
−GMp
2
t
r
+ p
2
r
2 +
p2θ
2r2 +
p2ϕ
2r2 sin2 θ
]
+
[
−2G
2M2p2t
r2
(
1− 12β +
1
2γ
)
− GMp
2
r
r
γ
]
2
=− p
2
t
2 +
[
−GMp
2
t
r
+ p
2
2
]
+
[
−2G
2M2p2t
r2
(
1− 12β +
1
2γ
)
− GM
r
(x · p)2
r2
γ
]
2,
(2.67)
where we change to Cartesian coordinates in the second line. Notice that β does not show up individ-
ually, but only in combination with γ. The equations of motion are given by Hamilton’s equations.
We specify the orbit by choosing Keplerian initial conditions. We position the Earth clock beneath
perihelion, the satellite’s point of closest approach. Hamilton’s equations are integrated over 4.5 orbits,
once for the general relativistic metric (γ = β = 1), giving the redshift signal zGR, and then for one
where these parameters slightly differ from unity, giving znon-GR. Taking the difference of the two
signals,
∆z = zGR − znon-GR, (2.68)
allows us to find the maximum difference in the redshift, |∆z|max, averaged over one orbit. Such a
difference in the redshift signal should be detectable if this residual redshift is within the accuracy of
the experiment.
There are numerous both relativistic and nonrelativistic effects which enter the dynamics that have
not been considered here. They will need to be accurately modeled as part of the parameter recovery
procedure. Nonrelativistic effects include atmospheric drag, solar radiation pressure and Earth’s
Newtonian multipole field. Angélil et al. (2014) [3] calculate a host of general relativistic effects on
the satellite and the light-path trajectories. The γ and β variations discussed in this paper correspond
to modified Schwarzschild terms in the Hamiltonian. The standard GR frame-dragging effect, the
Shapiro effect (bent light paths), spin-squared effects on the orbit, as well as further yet weaker effects
would need to be included when searching for deviations from non-GR values of γ and β. Effects that
come into play at different orders (refer to different blocks in Table 1 in [3]) will not be degenerate
with one another due to their fundamentally different r dependence, provided the satellite trajectory
is elliptical, inducing a sufficient field strength modulation over the course of the integration time.
Further discussion on these effects may also be found in [36].
In our approach, where we subtract the redshift signal predicted by general relativity from that with
different PPN parameters, all these effects will cancel out in the subtraction process. A further
approximation made is to allow the Earth to be transparent to the tick signals. In reality, however,
certain portions of the experiment would miss data during line-of-sight loss. This would be in part
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Figure 2.3: Difference in redshift curve. The difference in the redshift signal between the GR orbit
and the orbit with γ = 1 + 10−5 and β = 1, ∆z = zGR − znon-GR, is plotted as a function of time t (in
hours).
compensated by having multiple ground stations so that at any given point a clock on Earth will be
within the satellite’s line of sight.
We choose an eccentric orbit with semimajor axis a = 32090 km and eccentricity e = 0.779. Such
an orbit has a perihelion distance of 7092 km, corresponding to an altitude of about 700 km above
ground. This orbit was chosen for the original proposal of the satellite mission STE-QUEST [23]
and we take it as our reference orbit. We then compare the general relativity orbit to the orbit with
PPN parameters differing from unity by subtracting the redshift signal of the modified orbit from the
general relativistic orbit. Fig. 2.3 shows the result for the choice γ = 1 + 10−5, β = 1.
We find that the difference peaks around pericenter, and builds up with every orbit. For just one orbit
we can read off the maximum difference in redshift ∆z = 2× 10−15.
The absolute value of the maximum difference in the redshift signal over one orbit, indicated by its
color/grey scale, is plotted for a range of parameters in Fig. 2.4. It is evident that, theoretically, using
a clock of accuracy ∆f/f ∼ 10−16 one should be able to constrain |γ − 1| ∼ |β − 1| ∼ 10−6.
Along lines with β − γ = constant the absolute value of the signal is the same. This comes from
the fact that the signal is mainly caused by the term in the Hamiltonian (2.67) proportional to
β˜ := 1 − (β − γ)/2, while the effect of the one proportional to γ is negligible. Therefore, |β˜ − 1|
remains the same if β and γ are interchanged, while the sign of the difference in the redshift signal
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Figure 2.4: Logarithmic parameter space plot. This parameter space plot shows the maximum
difference in the redshift between the GR orbit and that for a range of positive values for γ and β over
one orbit. The solid line corresponds to the value 10−16. For the orbit we chose our reference orbit.
flips.
Thus, having a clock on our reference orbit would allow to perform interesting tests of gravitational
effects. It is instructive to examine several kinds of orbits to see which ones provide the strongest
residuals. On the one hand, we want the satellite to pass by the Earth closely, therefore having a small
pericenter distance in order to have strong gravitational effects. On the other hand, it should be far
enough to minimize effects as inhomogeneities of the Earth’s gravitational potential or atmospheric
drag [36]. We fix the pericenter distance at d = 700 km above the ground. Then, we vary the
eccentricity from a circular orbit e = 0 to a highly eccentric orbit e = 0.9, or equivalently, we vary
the semimajor axis a from the pericenter distance (circular orbit) up to 71000 km . These quantities
are related by d = a(1− e). In Fig. 2.5, the maximum difference in the redshift signal over one orbit
between general relativity and some scalar-tensor theories with different γ 6= 1 are shown as a function
of the eccentricity and the semimajor axis. We notice that for increasing eccentricity the magnitude
of the signal increases significantly.
Now, we investigate the widths of the peaks of the difference in the redshift signals. The peaks are
approximated by fitting a Lorentzian f(t) = A/(2pi)Γ[(t− t0)2 + Γ2/4]−1 + d, an example is shown in
Fig. 2.6. From the fit we can easily determine the full width at half maximum. In Fig. 2.5, the peak
width is plotted against the eccentricity for the case γ = 1 + 10−5 and β = 1. Even though the width
decreases for growing eccentricities, its value remains of order ∼ 100 seconds: this is the time scale
that needs to be resolved in order to find deviations coming from nonunity PPN parameters. While
the width depends on the orbit, it is essentially independent of the PPN parameters, as the values
change very little in the investigated range.
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Figure 2.5: Redshift signal and peak width as a function of eccentricity. We compare the GR orbit
to ones where γ slightly deviates from one. While the pericenter distance is fixed at d = 7100 km, i.e.,
about 700 km above ground, the eccentricity e, or equivalently the semimajor axis a, is changed. The
triangle, circle and square data points show the maximum difference in the redshift signal, |∆z|max,
for one orbit. The cross data points show the full width at half maximum (FWHM) for a signal peak
for γ = 1 + 10−5 and β = 1. The analogous for other choices of the parameters are omitted since they
would yield the same result: the width is essentially constant for varying PPN parameters. We notice
that the duration of the peak is of order 100 seconds for all eccentricities. This is the time scale which
needs to be resolved to detect possible variations of the PPN parameters from their GR values.
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Figure 2.6: Lorentzian fit of a peak. The data points show the difference in the redshift signal
between a GR orbit and γ = 1 + 10−5, β = 1, as a function of time (in seconds), centered around the
pericenter. A Lorentzian f(t) = A/(2pi)Γ[(t − t0)2 + Γ2/4]−1 + d is fitted, allowing to determine the
full width at half maximum.
2.1.5 Conclusions
We calculate the PPN parameters γ and β for scalar-tensor theories formulated in the Einstein frame
for the case of a pointlike source. This extends the discussion of such theories in the Jordan frame
given in [15, 16]. To discuss tests of gravitation in the vicinity of more realistic sources we introduce
a simple formalism which can take into account effects arising from the finite size of the source. We
use the Cassini limit on PPN γ to put constraints on this formalism. In particular, we update the
constraints on the parameter space of massive Brans-Dicke scalar fields by replacing the assumption of
a point source with that of a constant-density sphere. This provides more stringent constraints since
the proximity to the source is increased due to the extended radius of the object.
We emphasize that the presence of a scalar potential makes the field finitely ranged and therefore it
is crucial to perform tests of gravitation at different distances. Additionally, performing experiments
around different sources is particularly interesting because the exterior field profile is likely to depend
on properties of an object like its compactness or its composition.
In the second part of the paper we discuss the possibility of testing scalar-tensor theories in Earth
orbit using atomic clocks. Their rapid development and the current interest in satellite missions
carrying such clocks opens the possibility to perform comprehensive tests of gravitation within the
next decade. Such missions will provide constraints on the PPN parameters in the vicinity of the
Earth. We calculate the relativistic effects on the satellite orbit coming from non-GR parameters γ
and β. High-performance atomic clocks are sensitive to the associated change in the redshift signal.
We find that with currently available clock technology and reasonable choices of spacecraft orbits one
should be able to constrain |γ − 1| ∼ |β − 1| ∼ 10−6. Our estimates provide upper limits to PPN
parameters that could be measured by a clock in orbit. However, in order to provide more definite
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answers on possible constraints, one would have to solve the full inverse problem, where the relevant
parameters are reconstructed from a redshift signal that contains all relevant effects. We show that a
PPN parameter varying from one produces a change in the redshift signal, peaking around pericenter
of the eccentric orbit. While the magnitude of the peak is determined by both the value of the
parameters and the chosen orbit, its width, and therefore the time scale which needs to be resolved,
depends only on the orbit specifications.
2.1.6 Metric in nonisotropic coordinates
The PPN parameters are defined by introducing parameters to the individual terms of the expanded
Schwarzschild metric written in isotropic coordinates. But often it is useful to consider the metric
expressed in nonisotropic coordinates. This is achieved by defining a new radial coordinate r while
the other coordinates remain the same. (Do not confuse the notion of r with the radial coordinate in
the Einstein frame used earlier on.) We write the metric in isotropic coordinates in the general form
gtt = −
(
1− 2GM
χ
A(χ)+ 2G
2M2
χ2
B(χ)2
)
+O(3) : (2.69a)
gχχ = 1 +
2GM
χ
C(χ)+O(2) (2.69b)
gθθ =
(
1 + 2GM
χ
C(χ)
)
χ2 +O(2) (2.69c)
gϕϕ =
(
1 + 2GM
χ
C(χ)
)
χ2 sin2 θ +O(2). (2.69d)
By introducing a new radial coordinate
r := χ
(
1 + 2GM4χ C(χ)
)2
, (2.70)
which can be inverted to (outside the Schwarzschild radius)
χ = r
1
2 −
GM
2r C(r)+
1
2
√
1− 2GM
r
C(r)
 , (2.71)
we obtain
gtt = −1 + 2GM
r
A(r)− 2G
2M2
r2
[B(r)−A(r)C(r)] 2 (2.72a)
grr = 1 +
2GM
r
[
C(r)− C ′(r)r]  (2.72b)
gθθ = r2 (2.72c)
gϕϕ = r2 sin2 θ. (2.72d)
Here, we used that gχχdχ2 = grrdr2. Transforming to Cartesian coordinates, the metric becomes
gtt = −1 + 2GM
r
A(r)− 2G
2M2
r2
[B(r)−A(r)C(r)] 2 (2.73a)
gxixj = δij +
2GM
r
[
C(r)− C ′(r)r] xixj
r2
 (2.73b)
where we used F (r)dr2 + r2dθ2 + r2sin2θdϕ2 = dx2 + [F (r)− 1] (x/rdx)2 .
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2.1.7 Hamiltonian
The Hamiltonian is given by H = 1/2gµνpµpν , where pµ is the canonical four-momentum. Here, we
consider the metric (2.72), which we expand in powers of  ∼ GM/r. The orbital velocity of a nonrel-
ativistic particle in a weak gravitational field is v ≈ √GM/r ∼ 1/2, requiring pr, pθ/r, pϕ/(r sin θ) ∼
v ∼ 1/2. Plugging the inverse metric into the formula for the Hamiltonian and assigning the terms to
the appropriate orders in  yields
H =− p
2
t
2 +
[
−GMp
2
t
r
A(r) + p
2
r
2 +
p2θ
2r2 +
p2ϕ
2r2 sin2 θ
]

+
[
− 2G
2M2p2t
r2
(
A(r)2 − 12B(r) +
1
2A(r)C(r)
)
− GMp
2
r
r
(
C(r)− rC ′(r)) ]2.
(2.74)
From this it is evident why we drop all terms in the spatial metric components that are second and
higher order in : they contribute to the Hamiltonian at third and higher orders. Notice that the
expansion of the Hamiltonian for a signal propagating in the same spacetime looks different, since,
even though we start with the same Hamiltonian, some terms contribute at different orders. This comes
from the fact that photons travel with the speed of light and therefore, pt, pr, pθ/r and pϕ/(r sin θ)
are of order 1. The equations of motion are given by Hamilton’s equations dpµ/dλ = −∂H/∂xµ and
dxµ/dλ = ∂H/∂pµ.
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2.2 Multi scalar-tensor theories
Manuel Hohmann and Andreas Schärer
This paper is work in progress [2].
2.2.1 Introduction
Scalar tensor theories are a class of alternative theories of gravitation. Multi-scalar tensor theories are
a further generalization that allows more than one additional scalar degree of freedom to the metric
tensor of general relativity. Effective scalar fields can arise e.g. from an underlying theory such as
quantum theories of gravity or from compactified extra dimensions.
We consider a general multi-scalar tensor action, expressed in a general frame. I.e., the field is non-
minimally coupled to curvature and has an arbitrary potential and coupling to matter.
Alternative theories of gravitation are often discussed in the parametrized post-Newtonian (PPN)
approximation. It allows describing such theories in the weak field limit in terms of a number of
parameters that might deviate from the parameters predicted by general relativity. The PPN param-
eters γ and β for single scalar tensor theories have been calculated in the Jordan [37, 38] and in the
Einstein frame [1]. For multi-scalar tensor theories, the γ parameter was calculated in [39].
Applying conformal transformations and scalar field redefinitions allows to switch between different
physically equivalent frames. This motivates the definition of quantities that are invariant under said
transformations [40, 41]. First, we develop a geometric description of multi-scalar tensor theories in
terms of such invariants. Second, we want to calculate the β parameter for multi-scalar tensor theories.
To calculate the PPN parameters in the single scalar field case [1, 37, 38], the source mass was assumed
to be a point source. It turns out that this leads to problems with the boundary conditions for the
solutions of the higher order scalar and metric field equations - in both the single and the multi-scalar
field case. We argue that the assumption of a point source is not appropriate. We try to circumvent
this problem by considering a more realistic source.
2.2.2 Action and field equations
The action of a multi-scalar tensor theory expressed in a general frame is
S = 12κ2
∫
d4x
√−g
(
A(Φ)R− BAB(Φ)gµν∂µΦA∂νΦB − 2κ2U(Φ)
)
+ Sm[e2α(Φ)gµν , χ]. (2.75)
We consider N scalar fields Φα, labeled by indices α, β, γ, ... = 1, ..., N and by Φ we note the collection
of scalar fields Φ = (Φ1, ...,ΦN ). They couple non-minimally to the Ricci scalar R via the function
A. The symmetric N × N matrix BAB represents the kinetic coupling of the scalar fields and will
later help to define a metric on the scalar field space. The presence of a scalar potential U will lead
to massive scalar fields.
We use c = ~ = 1 units, s.t. [time] = [length] = [mass]−1. Then, R has units of [length]−2, ∇µ
has dimension [length]−1 and the constant κ2 = 8piG~c has units of [length]2. A, α,U ,BAB shall be
dimensionelss and therefore l must be of dimension [length].
The last term is the matter part of the action. The matter fields are denoted by χ and they couple to
matter via the metric e2α(Φ)gµν . Note that this is not the frame metric gµν but one that is conformally
related.
Often, scalar-tensor theories are expressed in either the Jordan or the Einstein frame.
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If α = 0, we say that we are in the Jordan frame. The advantage is that the Jordan frame metric can
be viewed as the ‘physical’ metric since matter fields couple to this metric directly and therefore it
follows geodesics of this metric.
The Einstein frame is obtained by choosing A = 1. Then, the scalar field is minimally coupled and
the curvature part in the metric looks exactly like the Einstein-Hilbert action in general relativity.
This simplifies the field equations significantly compared to the Jordan or a general frame.
It will turn out to be useful to introduce the quantity
FAB ≡ 2ABAB + 3A,AA,B4A2 . (2.76)
The metric field equations are obtained by varying the action (2.75) w.r.t. the metric. Written in the
trace-reversed form it is
Rµν − A,AA
(
∇µ∇νΦA + 12gµνΦ
A
)
−
(A,AB
A + 2FAB −
3A,AA,B
2A2
)
∂µΦA∂νΦB
− 12gµν
A,AB
A g
ρσ∂ρΦA∂σΦB − 1Agµνκ
2U = κ
2
A
(
Tµν − 12gµνT
)
,
(2.77)
where we introduced the notation X,A ≡ ∂X∂ΦA , X,AB ≡ ∂
2X
∂ΦA∂ΦB and the d’Alembertian X ≡ ∇2X =
gµν∇µ∇νX. Taking the variation w.r.t. the scalar field gives the scalar field equation
FABΦB + 12
(
FAB,C + FAC,B −FBC,A + 2FABA,CA
)
gµν∂µΦB∂νΦC
+ 1A2
∂A
∂ΦAκ
2U − 12Aκ
2 ∂U
∂ΦA = −
1
AKAT .
(2.78)
2.2.3 Geometric description
2.2.3.1 Spaces, maps and coordinates
We consider a spacetime manifoldM (usually 4-dimensional) and a scalar field manifoldQ of dimension
N . The set of scalar fields is then described by a map Φ : M → Q. On M we use coordinates (xµ),
while on Q we use coordinates (XA). For the scalar fields in these coordinates we also use the notation
ΦA = XA ◦ Φ. For the coordinate vector fields we introduce the notation
∂µ =
∂
∂xµ
, ðA =
∂
∂XA
. (2.79)
Further, we introduce induced coordinates (xµ, yµ) and (XA, Y A) on the tangent bundles TM and
TQ such that
(x, y) = yµ∂µ ∈ TxM , (X,Y ) = Y AðA ∈ TXQ . (2.80)
For the corresponding coordinate vector fields on TM and TQ we write
∂µ =
∂
∂xµ
, ∂¯µ =
∂
∂yµ
, ðA =
∂
∂XA
, ð¯A =
∂
∂Y A
. (2.81)
Finally, we introduce induced coordinates (xµ, yµ, uµ, vµ) and (XA, Y A, UA, V A) on TTM and TTQ
in the same way as we did on TM and TQ, i.e.,
(x, y, u, v) = uµ∂µ + vµ∂¯µ ∈ T(x,y)TM , (X,Y, U, V ) = UAðA + V Að¯A ∈ T(X,Y )TQ . (2.82)
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2.2.3.2 Invariant quantities
A (multi)-scalar tensor theory can equivalently be expressed in a different frame by applying a Wely
transformation of the metric tensor gµν → g¯µν and a reparametrization of the scalar fields Φ→ Φ¯
gµν = e2γ¯(Φ¯)g¯µν , (2.83a)
ΦA = f¯A(Φ¯) . (2.83b)
For derivatives w.r.t. a scalar field it follows:
∂
∂Φ¯A
= ∂Φ
B
∂Φ¯A
∂
∂ΦB = f¯
B
,A
∂
∂ΦB (2.84a)
∂
∂ΦA =
∂Φ¯B
∂ΦA
∂
∂Φ¯B
= (f¯B,A)−1
∂
∂Φ¯B
. (2.84b)
Under these transformations, the quantities defining the theory transform as
A(Φ(Φ¯)) = e−2γ¯(Φ¯)A¯(Φ¯) (2.85a)
U(Φ(Φ¯)) = e−4γ¯(Φ¯)U¯(Φ¯) (2.85b)
α(Φ(Φ¯)) = α¯(Φ¯)− γ¯(Φ¯) (2.85c)
BAB(Φ(Φ¯)) = e−2γ¯(Φ¯)(f¯C,A)−1(f¯D,B)−1
×
(
B¯CD(Φ¯)− 6γ¯,C γ¯,DA¯(Φ¯) + 3
(
γ¯,CA¯,D + γ¯,DA¯,C
) )
.
(2.85d)
In order to have a frame independent description, we want to express everything in terms of invariants,
i.e., quantities that are invariant under the transformations (2.83).
On Q we have two invariant functions [40]
I1 : Q→ R
X 7→ I1(X) = e2α(X)A(X)
,
I2 : Q→ R
X 7→ I2(X) = U(X)A2(X)
. (2.86)
Finally, on M we define the invariant metrics
gEµν = (A ◦ Φ)gµν , gJµν = e2(α◦Φ)gµν . (2.87)
These metrices are labeled with an E and a J since they resemble the Einstein and the Jordan frame
metric, respectively. Note that we are given an action in an arbitrary frame (2.75) with a general
metric gµν . For any such metric we can define the corresponding Einstein and Jordan frame metric
above. Doing the calculation in the frame given by the metric gEµν gives the benefit of the simplified
math of the Einstein frame, even though we consider a theory in an arbitrary frame.
Similarly, we wish to find a metric on the scalar field space Q. A first guess could be BAB, but it does
not transform covariantly under the transformations (2.83) as seen in Eq. (2.85d). Therefore, we need
a (dimensionless) quantity that is related to BAB and satisfies the required transformation properties.
Actually, this is exactly given by FAB defined in (2.76) and it can be checked that
FAB = (f¯C,A)−1(f¯D,B)−1F¯CD, (2.88)
i.e., FAB transforms as a tensor under scalar field redefinition and is invariant under Weyl transfor-
mation.
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So, we can define the metric
GEAB = FAB (2.89)
on Q. There is a second such invariant metric
GJAB = GAB = e
−2α [BAB − 6Aα,Aα,B + 3(A,Aα,B +A,Bα,A)]
= 4FAB − 3(ln I1),A(ln I1),B2I1 . (2.90)
2.2.3.3 Derivatives of the scalar fields
First derivative: We have for Φ : M → Q,as for every map, the pushforward
Φ∗ : TM → TQ
yµ∂µ|x 7→ yµ∂µΦAðA|Φ(x) . (2.91)
Note that the pushforward is not an arbitrary map, but a vector bundle morphism covering Φ, so that
for every x ∈M it defines a linear map
Φ∗x : TxM → TΦ(x)Q . (2.92)
Hence, we can regard the pushforward as a section of the homomorphism bundle
Hom(TM,Φ∗TQ) ∼= Φ∗TQ⊗ T ∗M (2.93)
of the tangent bundle TM and the pullback bundle Φ∗TQ, and we denote this section by DΦ. Using
the latter expression for this bundle, we can write the pullback in coordinates as
DΦ = DµΦA ðA ⊗ dxµ = ∂µΦA ðA ⊗ dxµ , (2.94)
where we have slightly abused the notation and written ðA for the basis vector fields of the pullback
bundle Φ∗TQ.
Second derivative: Analogous to the first derivative, we now aim to construct a section of the
bundle
Φ∗TQ⊗ T ∗M ⊗ T ∗M (2.95)
from the second pushforward
Φ∗∗ : TTM → TTQ
(uµ∂µ + vµ∂¯µ)|(x,y) 7→
[
uµ∂µΦAðA + (vµ∂µΦA + yµuν∂µ∂νΦA)ð¯A
]∣∣∣
Φ∗(x,y)
. (2.96)
However, for this we need a number of additional structures. In particular, we need the tangent
bundles TM and TQ to be equipped with linear connections, which give rise to the following maps.
On M we consider the horizontal lift
↑h : TM ×M TM → TTM
(y, v)|x = (yµ∂µ, vµ∂µ)x 7→ (y, v)|hx = (vµ∂µ − Γρνµyνvµ∂¯ρ)|(x,y)
, (2.97)
where Γρνµ denotes the connection coefficients of a connection on M . On Q we consider the vertical
projection
v : TTQ→ TQ×Q TQ
(UA∂A + V A∂¯A)|(X,Y ) 7→
(
Y A∂A, [V A + ΓABCY BUC ]∂A
)∣∣∣
X
(2.98)
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with the connection coefficients ΓABC on Q. Together with the projector pr2 onto the second factor
we then construct the map
Φ∗2 : TM ×M TM → TQ
(y, v)|x 7→ (pr2 ◦v ◦ Φ∗∗◦ ↑h)(y, v)|x . (2.99)
One easily checks that
Φ∗2(y, v)|x = (pr2 ◦v ◦ Φ∗∗◦ ↑h)(y, v)|x
= (pr2 ◦v ◦ Φ∗∗)(vµ∂µ − Γρνµyνvµ∂¯ρ)|(x,y)
= (pr2 ◦v)
[
vµ∂µΦAðA + (yνvµ∂µ∂νΦA − Γρνµyνvµ∂ρΦA)ð¯A
]∣∣∣
Φ∗(x,y)
= yνvµ
(
∂µ∂νΦA − Γρνµ∂ρΦA + ΓACB∂µΦB∂νΦC
)
ðA|Φ(x) .
(2.100)
Note that this result is multilinear in the two tangent vectors, and hence defines a section
D2Φ = DµDνΦA ðA ⊗ dxν ⊗ dxµ
=
(
∂µ∂νΦA − Γρνµ∂ρΦA + ΓACB∂µΦB∂νΦC
)
ðA ⊗ dxν ⊗ dxµ
(2.101)
of Φ∗TQ⊗ T ∗M ⊗ T ∗M , as we intended to construct.
Chain rule: Given a function f : Q→ R, one easily checks the chain rule
∇µ(f ◦ Φ) = DµΦA∇Af (2.102)
and
∇µ∇ν(f ◦ Φ) = DµDνΦA∇Af +DµΦADνΦB∇A∇Bf . (2.103)
2.2.3.4 Relations between invariants
Metrics on M : The invariant metrics on M are related by
gJµν = I1gEµν ⇒ gEµν = I1gJµν . (2.104)
Hence, the connection coefficients are related by
ΓJ ρµν = ΓE ρµν +
1
2
(
δρν∂µΦA + δρµ∂νΦA − gE ρσgEµν∂σΦA
)
(ln I1),A . (2.105)
Metrics on Q: For the invariant metrics on Q holds
GJAB =
4GEAB − 3(ln I1),A(ln I1),B
2I1 . (2.106)
Hence, its inverse is given by
GJAB = I12
[
GEAB + 3G
EACGEBD(ln I1),C(ln I1),D
4− 3GEEF (ln I1),E(ln I1),F
]
. (2.107)
The connection coefficients are then related by
ΓJCAB = ΓECAB − δC(A(ln I1),B)
+ G
ECD(ln I1),D
4− 3GEEF (ln I1),E(ln I1),F
(
2GEAB − 3∇EA∇EB(ln I1)−
3
2(ln I1),A(ln I1),B
)
. (2.108)
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2.2.3.5 Action in terms of geometry
Metric field equation: The left hand side of the metric field equation (2.77) can be written as
REµν − 2GEAB∂µΦA∂νΦB − κ2gEµνI2 = Rµν −
A,A
A
(
∇µ∇νΦA + 12gµνΦ
A
)
−
(A,AB
A + 2FAB −
3A,AA,B
2A2
)
∂µΦA∂νΦB − 12
A,AB
A gµνg
ρσ∂ρΦA∂σΦB − κ2 UAgµν (2.109)
in terms of invariants. Hence, the same holds for the corresponding right hand side
κ2
A
(
Tµν − 12gµνg
ρσTρσ
)
= κ2
(
Tµν
A −
1
2g
E
µνg
E ρσ Tρσ
A
)
, (2.110)
and thus also Tµν/A, must be invariant. It is convenient to define
TEµν =
Tµν
A , T
E = gEµνTEµν =
T
A2 , T¯
E
µν = TEµν −
1
2g
E
µνg
E ρσTEρσ , (2.111)
so that the metric field equation finally reads
REµν − 2GEAB∂µΦA∂νΦB − κ2gEµνI2 = κ2T¯Eµν . (2.112)
Scalar field equation: We consider the metrics gEµν on M and GEAB = FAB on Q, together with
their Levi-Civita connections. From the latter we construct
DEµD
E
νΦA = ∂µ∂νΦA − ΓE ρνµ∂ρΦA + ΓEACB∂µΦB∂νΦC . (2.113)
We can contract the tangent indices of M with gEµν and lower the tangent index of Q with GEAB,
which then yields a section of Φ∗T ∗Q. In an arbitrary frame, this can be written as
gEµνGEABD
E
µD
E
νΦB = gEµνGEAB
(
∂µ∂νΦB − ΓE ρνµ∂ρΦB + ΓEBDC∂µΦC∂νΦD
)
= 1Ag
µνFAB
{
−
[
Γρνµ +
A,C
2A
(
δρµ∂νΦC + δρν∂µΦC − gρσgµν∂σΦC
)]
∂ρΦB
+ ∂µ∂νΦB +
1
2F
BE (FED,C + FCE,D −FCD,E) ∂µΦC∂νΦD
}
= FABA Φ
B + 12A
(
FAC,B + FBA,C −FBC,A + 2FABA,CA
)
gµν∂µΦB∂νΦC
= 1A2
{
AFABΦB +
[
(AFAB),C − 12AFBC,A
]
gµν∂µΦB∂νΦC
}
.
(2.114)
Note that this exactly represents the first two terms on the left hand side of the scalar equation (2.78)
divided by A. It is entirely constructed from invariants, thus also the rest of the equation, when
divided by A, can be written in terms of invariants.
To express the terms containing the potential and its derivative, we consider the invariant one-form
dI2 = U,AA− 2UA,AA3 dX
A , (2.115)
which also induces a section of Φ∗T ∗Q via Φ. Then the combination
gEµνGEABD
E
µD
E
νΦB −
κ2
2 ðAI2 (2.116)
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essentially reproduces the left hand side of the scalar field equations in terms of invariant geometric
quantities. Further, we have
dI1 = A,A − 2Aα,AA2 e
2αdXA , (2.117)
so that the right hand side of the field equations reads
1
4
κ2TA
A3 =
1
4κ
2A,A − 2Aα,A
A
T
A2 = −
1
4κ
2I1,A
I1 T
E = −14κ
2(ln I1),ATE , (2.118)
and is hence also invariant.
Finally, the scalar field equation can be written as
gEµνGEABD
E
µD
E
νΦB −
κ2
2 I2,A = −
1
4κ
2(ln I1),ATE . (2.119)
2.2.3.6 PPN formalism in terms of geometry and invariants
For the PPN formalism we choose a fixed set of coordinates (xµ) on M and demand that there exists
some Φ0 ∈ Q such that
O (g0)J : M → T 02M
x 7→ ηµνdxµ ⊗ dxν ,
O (Φ0) : M → Q
x 7→ Φ0 (2.120)
is a vacuum solution of the field equations. We then perform the usual PPN perturbation ansatz
gJ00 = −1 +O
(
h2
)J
00
+O
(
h4
)J
00
+O(6) , (2.121a)
gJ0i = O
(
h3
)J
0i
+O(5) , (2.121b)
gJij = δij +O
(
h2
)J
ij
+O(4) , (2.121c)
ΦA = ΦA0 +O
(
φ2
)A
+O
(
φ4
)A
+O(6) . (2.121d)
A similar expansion of gEµν can be defined as
I1g
E
00 = −1 +O
(
h2
)E
00
+O
(
h4
)E
00
+O(6) , I1gE0i = O
(
h3
)E
0i
+O(5) ,
I1g
E
ij = δij +O
(
h2
)E
ij
+O(4) .
(2.122)
One easily checks the relations
O
(
h2
)E
00
= O
(
h2
)J
00
+ I1,A
I1
O
(
φ2
)A
, (2.123a)
O
(
h2
)E
ij
= O
(
h2
)J
ij
− I1,A
I1
O
(
φ2
)A
δij , (2.123b)
O
(
h3
)E
0i
= O
(
h3
)J
0i
, (2.123c)
O
(
h4
)E
00
= O
(
h4
)J
00
+ I1,A
I1
O
(
φ4
)A
+ I1I1,AB − 2I1,AI1,B2I21
O
(
φ2
)AO (φ2)B
− I1,A
I1
O
(
φ2
)AO (h2)J
00
.
(2.123d)
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Conversely, one finds
O
(
h2
)J
00
= O
(
h2
)E
00
− I1,A
I1
O
(
φ2
)A
, (2.124a)
O
(
h2
)J
ij
= O
(
h2
)E
ij
+ I1,A
I1
O
(
φ2
)A
δij , (2.124b)
O
(
h3
)J
0i
= O
(
h3
)E
0i
, (2.124c)
O
(
h4
)J
00
= O
(
h4
)E
00
− I1,A
I1
O
(
φ4
)A − I1,AB2I1 O
(
φ2
)AO (φ2)B + I1,A
I1
O
(
φ2
)AO (h2)E
00
. (2.124d)
For the energy-momentum tensor we use the standard perfect fluid form
T J 00 = ρ
(
1 +O
(
h2
)J
00
+ v2 + Π
)
+O(6) , (2.125a)
T J 0i = ρvi +O(5) , (2.125b)
T J ij = ρvivj + pδij +O(6) . (2.125c)
Lowering the indices with the corresponding metric gJµν yields
T J00 = ρ
(
1−O
(
h2
)J
00
+ v2 + Π
)
+O(6) , (2.126a)
T J0i = −ρvi +O(5) , (2.126b)
T Jij = ρvivj + pδij +O(6) . (2.126c)
The trace is given by
T J = −ρ− ρΠ + 3p+O(5) . (2.127)
After trace-reversal we thus find
T¯ J00 = ρ
1
2 −
O (h2)J00
2 + v
2 + Π2 +
3p
2ρ
+O(6) , (2.128a)
T¯ J0i = −ρvi +O(5) , (2.128b)
T¯ Jij = ρ
vivj + O
(
h2
)J
ij
2 +
(1
2 +
Π
2 −
p
2ρ
)
δij
+O(6) . (2.128c)
For the related invariant energy-momentum tensor TEµν = I1T Jµν we then have
TE00 = I1ρ
(
1 + 2I1,A
I1
O
(
φ2
)A −O (h2)E
00
+ v2 + Π
)
+O(6) , (2.129a)
TE0i = −I1ρvi +O(5) , (2.129b)
TEij = I1(ρvivj + pδij) +O(6) . (2.129c)
And the trace is given by
TE = I21
(
−ρ+ 3p− ρΠ− 2I1,A
I1
ρO
(
φ2
)A)
. (2.130)
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Similarly, the trace-reversed energy-momentum tensors are given by
T¯E00 = I1ρ
1
2 +
I1,A
I1
O
(
φ2
)A − O (h2)E002 + v2 + Π2 + 3p2ρ
+O(6) , (2.131a)
T¯E0i = −I1ρvi +O(5) , (2.131b)
T¯Eij = I1ρ
vivj + O
(
h2
)E
ij
2 +
(1
2 +
I1,A
I1
O
(
φ2
)A
+ Π2 −
p
2ρ
)
δij
+O(6) , (2.131c)
with trace
T¯E = −TE = I21
(
ρ− 3p+ ρΠ + 2I1,A
I1
ρO
(
φ2
)A)
. (2.132)
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Chapter3
Probing relativistic effects
In this section, we discuss relativistic effects and the prospects of measuring them in terrestrial and
planetary satellite missions.
For a given metric we can calculate the corresponding Hamiltonian. Satellite orbits are geodesics
of the metric which can be calculated by solving Hamilton’s equations. The motion of satellites in
the Solar System is mostly determined by Newtonian motion with, general relativity only providing
very small perturbations. This will allow us to expand the Hamiltonian in terms of velocity orders.
The leading order terms then lead to Keplerian orbits plus a time dilation effect accounting for the
variation of time along the orbit. The higher order terms then lead to different relativistic effects.
In Sec. 3.1, we develop the necessary tools in order to write a code for investigating these relativistic
effects. Sec. 3.2 contains a publication using these tools to investigate relativistic effects with terrestrial
and planetary satellite missions.
3.1 Framework for investigating relativistic effects
If not stated otherwise, we work in gravitational units, i.e., c = 1 and GM = 1.
3.1.1 Hamiltonian theory
In general relativity, the geodesics are derived from the Lagrangian
L = 12gµν
dxµ
dλ
dxν
dλ
, (3.1)
where λ is an affine parameter. By doing a Legendre transformation we obtain the corresponding
Hamiltonian H, which is numerically the same as the Lagrangian H = L. Using the relativistic
4-momentum pµ = dxµdλ it is
H = 12g
µνpµpν . (3.2)
The equations of motion are then obtained from Hamilton’s equations
dpµ
dλ
= − ∂H
∂xµ
,
dxµ
dλ
= + ∂H
∂pµ
. (3.3)
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Along a geodesic, the Hamiltonian H is constant, i.e., dH/dt = 0. In a static spacetime, H does not
depend on t explicitly, resulting in p0 being constant. Then, either H or p0 can be chosen freely, which
fixes the parametrization and the other value. For example, if we choose the proper time as the affine
parameter λ = τ (ds2 = −dτ2 in c = 1 units), the Hamiltonian is H = 12 ds
2
dτ2 = −12 .
From dτ2 = −ds2 = −gµνdxµdxν = −2Hdλ2 it follows that dτ =
√−2Hdλ s.t.
√−2H = dτ
dλ
= dτ
dt
dt
dλ
= p
0
u0
. (3.4)
Therefore, the 4-velocity uµ = dxµdτ and the 4-momentum pµ =
dxµ
dλ are related by
uµ = dx
µ
dτ
= dλ
dτ
dxµ
dλ
= 1√−2Hp
µ = u
0
p0
pµ , (3.5a)
→ pµ =
√−2Huµ = p
0
u0
uµ . (3.5b)
With µ = 0 it follow that p0u0 =
p0
u0 , s.t. we can write
√−2H = p
0
u0
= p0
u0
, (3.6a)
H = −12
(
p0
u0
)2
= −12
(
p0
u0
)2
. (3.6b)
The coordinate velocity vµ = dxµdt is related to the momentum by
vµ = dx
µ
dt
= dx
µ
dλ
dλ
dt
= p
µ
p0
, (3.7a)
→ pµ = p0vµ . (3.7b)
and to the 4-velocity by
uµ = dx
µ
dτ
= dt
dτ
dxµ
dt
= u0vµ = 1√
−gαβvαvβ
vµ . (3.8)
In the last step we used
u0 = 1√−gµνvµvν , (3.9)
which follows from
−1 = gµνuµuν = gµν dx
µ
dτ
dxν
dτ
= gµν
dxµ
dt
dxν
dt
(
dt
dτ
)2
= gµνvµvν
(
u0
)2
. (3.10)
The orbit of a satellite is obtained by integrating the Hamiltonian equations of motion. Typically, the
initial conditions are determined by initial instantaneous Keplerian elements, from which the initial
position and (coordinate) velocity can be obtained. Given the initial position x and velocity v, thus
vµ = (1,v), we determine the metric gµν and the inverse metric gµν at this position. We are free to
choose some value for p0, typically p0 = −1. Then, all required quantities can be calculated by
H = −12
(
p0
g0νuν
)2
, u0 = 1√−gµνvµvν , (3.11a)
uj = u0vj , pj =
√−2Hgjνuν . (3.11b)
Alternatively, we can fix the value for H, typically H = −12 , and the required formulas are
u0 = 1√−gµνvµvν , u
j = u0vj , pµ =
√−2Hgµνuν . (3.12)
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3.1.2 Expansion of Hamiltonian
We expand the Hamiltonian in terms of , which indicates at which velocity order a term appears, i.e.,
v ∼ 1
r1/2
∼ . While the Hamiltonian is the same for massless and massive particles, the expansion
works differently. The reason is the following: For massive particles, the 0−component of the momen-
tum has a different order as the the i−components: p0 ≈ −1 ∼ e0 = 1 and pi ∼ v ∼ . In contrast,
for massless particles pµ ∼ 0 = 1, since massless particles move with the speed of light.
3.1.2.1 Kepler Hamiltonian
Kepler orbits correspond to the Hamiltonian.
H = −1
r
+ p
2
2 . (3.13)
Compared to the relativistic Hamiltonians below, there is no pt.
3.1.2.2 Schwarzschild Hamiltonian
We discuss the Schwarzschild Hamiltonian for two different coordinates: the ‘standard’ Schwarzschild
coordinates and isotropic coordinates.
In standard spherical Schwarzschild coordinates, the metric is
gµν = diag
[
−
(
1− 2
r
)
,
(
1− 2
r
)−1
, r2, r2 sin2 θ
]
. (3.14)
Then, we introduce pseudo-Cartesian coordinates the usual way
x = r sin θ cosφ , (3.15a)
y = r sin θ sinφ , (3.15b)
z = r cos θ . (3.15c)
In these coordinates, the non-zero components of the metric are
gtt = −
(
1− 2
r
)
, gij = δij +
2xixj(
1− 2r
)
r3
, (3.16)
and the Hamiltonian is
H = −12
(
1− 2
r
)−1
p2t +
p2
2 −
(x · p)2
r3
. (3.17)
Expanding for the massive case yields
H = −p
2
t
2 +
(
−p
2
t
r
+ p
2
2
)
2 +
(
−2p
2
t
r2
− (x · p)
2
r3
)
4 − 4p
2
t
r3
6 +O
(
8
)
, (3.18)
and for the massless case it is
H =
(
−p
2
t
2 +
p2
2
)
+
(
−p
2
t
r
− (x · p)
2
r3
)
2 − 2p
2
t
r2
4 +O
(
6
)
. (3.19)
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In isotropic coordinates, the Schwarzschild metric is
gµν = diag
−
(
1− 24r
)2
(
1 + 24r
)2 ,(1 + 24r
)4
,
(
1 + 24r
)4
,
(
1 + 24r
)4 , (3.20)
and the Hamiltonian is
H = −p
2
t
2
(
1 + 24r
)2
(
1− 24r
)2 + p22
(
1 + 24r
)−4
. (3.21)
This Hamiltonian holds for both pseudo-Cartesian and spherical coordinates with r =
√
x2 + y2 + z2
and p2 = p2x + p2y + p2z = p2r +
p2θ
r2 +
p2φ
r2 sin2 θ . The expandsion of the metric is
gtt = −1 + 2
R
2 − 2
R2
4 +O
(
6
)
, gjj = 1 +
2
R
2 + 32R2 
4 +O
(
6
)
, (3.22)
and all off-diagonal elements are zero. For the massive case, the expansion of the Hamiltonian is
H = −p
2
t
2 +
(
−p
2
t
r
+ p
2
2
)
2 +
(
−p
2
t
r2
− p
2
r
)
4 +O
(
6
)
, (3.23)
and for the massless case
H =
(
−p
2
t
2 +
p2
2
)
+
(
−p
2
t
r
− p
2
r
)
2 +
(
−p
2
t
r2
+ 5p
2
4r2
)
4 +O
(
6
)
. (3.24)
The standard (sta) and isotropic (iso) coordinates are related by
rsta = riso
(
1 + 24 riso
)2
, (3.25a)
xj sta = xj iso
(
1 + 24 riso
)2
, (3.25b)
and the inverse transformation (valid outside the Schwarzschild horizon) is
riso = rsta
(
1
2 −
2
4rsta
+ 12
√
1− 2
rsta
)
, (3.26a)
xj iso = xj sta
(
1
2 −
2
4rsta
+ 12
√
1− 2
rsta
)
. (3.26b)
3.1.2.3 Kerr Hamiltonian
The Kerr metric is the vacuum solution of a rotating non-charged black hole. In spherical Boyer-
Lindquist coordinates (t, r, θ, φ) it is given by
ds2 =−
(
1− 2r
ρ2
)
dt2 − 4sr sin
2 θ
ρ2
dt dφ+ ρ
2
∆ dr
2 + ρ2dθ2
+ sin
2 θ
ρ2
((
r2 + s2
)2 − s2∆ sin2 θ) dφ2, (3.27)
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where ∆ ≡ r2 − 2r + s2, ρ2 ≡ r2 + s2 cos2 θ and s = J/M is the spin per unit mass.
For a black hole, s < 1. However, the Kerr metric can also be used to describe the spacetime of e.g.,
a rotating planet and, in such cases, the spin can take much higher values. For solar system planets,
it is typically a few 100s to a few 1000s.
We will expand the metric and the Hamiltonian up to the first order that includes a spin-square term.
In spherical Boyer-Lindquist coordinates, the Kerr Hamiltonian is
H = −(r
2 + s2)2 − s2∆ sin2 θ
2ρ2∆ p
2
t +
∆
2ρ2 p
2
r +
1
2ρ2 p
2
θ +
∆− s2 sin2 θ
2ρ2∆ sin2 θ p
2
φ −
2sr
ρ2∆ptpφ. (3.28)
For a massive particle (r ∼ 1
2 , pr ∼ , pθ ∼ pφ ∼ 1 ) like a satellite, the expansion up to the order
that contains spin-square is
H =− p
2
t
2 +
[
−p
2
t
r
+ 12
(
p2r +
p2θ
r2
+
p2φ
r2 sin2 θ
)]
2 +
[
−2p
2
t
r2
− p
2
r
r
]
4
− s2ptpφ
r3
5 +
[
−4p
2
t
r3
+ s2
(
cos2 θ p2t
r3
+ sin
2 θ p2r
2r2 −
cos2 θ p2θ
2r4 −
p2φ
2r4 sin2 θ
)]
6 ,
(3.29)
and the expansion for massless particles (photons) (r ∼ 1
2 , pr ∼ 1, pθ ∼ pφ ∼ 12 ) is
H =
[
−p
2
t
2 +
1
2
(
p2r +
p2θ
r2
+
p2φ
r2 sin2 θ
)]
+
[
−p
2
t
r
− p
2
r
r
]
2
+
[
−2p
2
t
r2
− s2ptpφ
r3
+ s2
(
sin2 θ p2r
2r2 −
cos2 θ p2θ
2r4 −
p2φ
2r4 sin2 θ
)]
4 .
(3.30)
It is worth noting that for photons, the lowest order where the spin parameter appears is O (4).
At this order, there are two terms containing s and s2, respectively, while for massive particles the
spin-square effects are much smaller compared to the spin effects, they are comparable for photons.
When introducing pseudo-Cartesian coordinates (3.15), the expanded metric has the components
gtt = −1 + 2
r
2 − s2 2z
2
r5
6 , (3.31a)
gxx = 1 +
2x2
r3
2 +
(
4x2
r4
+ s
2
r2
(
1− 2x
2
r2
))
4 , gtx = s
2y
r3
4 , (3.31b)
gyy = 1 +
2y2
r3
2 +
(
4y2
r4
+ s
2
r2
(
1− 2y
2
r2
))
4 , gty = −s2x
r3
4 , (3.31c)
gzz = 1 +
2z2
r3
2 + 4z
2
r4
4 , gtz = 0 , (3.31d)
gxy =
2xy
r3
2 +
(4xy
r4
− s2 2xy
r4
)
4 , gxz =
2xz
r3
2 +
(4xz
r4
− s2xz
r4
)
4 , (3.31e)
gyz =
2yz
r3
2 +
(4yz
r4
− s2 yz
r4
)
4 . (3.31f)
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These coordinates are clearly not isotropic. The expansion for the massive case is
H = −p
2
t
2 +
[
−p
2
t
r
+ p
2
2
]
2 +
[
−2p
2
t
r2
− (x · p)
2
r3
]
4 − s2(xpy − ypx)pt
r3
5
+
[
− 4p
2
t
r3
+ s2
[
z2p2t
r5
+ 12r4
(
1− z
2
r2
)(
(x · p)2 −
(
zpz − z
2
r2
xpx + ypy
1− z2
r2
)2
− (xpy − ypx)
2(
1− z2
r2
)2
)]]
6
+O
(
8
)
,
(3.32)
and for the massless case it is
H =
(
−p
2
t
2 +
p2
2
)
+
(
−p
2
t
r
− (x · p)
2
r3
)
2 +
[
− 2p
2
t
r2
− s2(xpy − ypx)pt
r3
+ s2 12r4
(
1− z
2
r2
)(
(x · p)2 −
(
zpz − z
2
r2
xpx + ypy
1− z2
r2
)2
− (xpy − ypx)
2(
1− z2
r2
)2
)]
4
+O
(
6
)
.
(3.33)
3.1.2.4 PPN Hamiltonian
For investigating relativistic effects it can be advantageous to consider the parametrized post-Newtonian
(PPN) metric instead of the Kerr metric since it allows to consider an arbitrary mass distribution in-
stead of a black hole. The components of the metric are [11]
gtt = −1 + 2U− 2βU24 ,
gij = (1 + 2γU2)δij ,
g0i = −(1 + γ) 1
r3
(s× x)i4 .
(3.34)
U is the Newtonian gravitational potential and s is the spin vector of the rotating central object. γ
and β are the PPN parameters. In general relativity both are unity, while alternative theories predict
them to take different values or even be functions depending on the position as we have seen for
scalar-tensor theories in Sec. 2. There is a much more general form of the PPN metric with additional
parameters but for our purpose the metric above is sufficient.
We see that with this metric we can describe the orbits of massive particles up to order O (5). Spin-
square effects appear at one order higher, which would require the knowledge of gtt to O
(
6
)
and gij to
O (4). For photons, this metric can describe their trajectories up to O (2), which yields the Shapiro
light deflection. Spin effects can not be described since this would require gij up to O
(
4
)
.
The corresponding Hamiltonian for non-relativistic orbits is
H =− p
2
t
2 +
(
−Up2t +
p2
2
)
2 +
(
−(2− β)U2p2t − γ Up2
)
4
− (1 + γ)(p(s× x)) pt
r3
5 +O
(
6
)
,
(3.35)
and for photons
H =
(
−p
2
t
2 +
p2
2
)
+
(
−Up2t − γ Up2
)
2 +O
(
2
)
. (3.36)
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If we consider a point source U = 1/r, GR γ = β = 1, and a spin vector pointing along the z-axis
(s ≡ sz), the PPN Hamiltonian becomes (massive)
H =− p
2
t
2 +
(
−p
2
t
r
+ p
2
2
)
2 +
(
−p
2
t
r2
− p
2
r
)
4 − 2s(xpy − ypx) pt
r3
5 +O
(
6
)
, (3.37)
and (massless)
H =
(
−p
2
t
2 +
p2
2
)
+
(
−p
2
t
r
− p
2
r
)
2 +O
(
4
)
. (3.38)
These expressions are equivalent to the Kerr Hamiltonians (3.32) and (3.33) if we drop the terms
O (6) in the massive and O (4) in the massless case, respectively. Note that the PPN metric is
written in isotropic coordinates, while the Kerr metric is written in non-isotropic Boyer-Lindquist
coordinates (similar to standard Schwarzschild coordinates). The two metrics can be transformed into
each other by using the transformations (3.25) and (3.26). However, note that with these coordinate
transformations the Kerr metric in Boyer-Lindquist coordinates can only be ‘isotropisized’ up to the
order discussed here. When going to higher orders it does not work anymore.
3.1.3 Relativistic effects
The expansion of the Hamiltonian allows the discussion of different relativistic effects on non-relativistic
orbits and photon trajectories.
3.1.3.1 Effects on orbit
For this case, we consider the expanded Hamiltonian (3.35) with the GR values for γ and β
H =− p
2
t
2 +
(
−Up2t +
p2
2
)
2 +
(
−U2p2t − Up2
)
4 − 2(p(s× x)) pt
r3
5 +O
(
6
)
. (3.39)
The different relativistic effects will arise due to the terms in the Hamiltonian at different orders. For
the relativistic effects we consider the point source contribution U = 1/r only. We will discuss the
effect of the multipole moments below.
Below, we discuss the effect of the multipole moments, but non-relativistically below.
The equations of motion corresponding to the purely Newtonian Hamiltonian (3.13) are
dpi
dλ
= −∂H
∂xi
= −x
i
r3
, (3.40a)
dxi
dλ
= ∂H
∂pi
= pi . (3.40b)
These equations of motion yield a perfect Keplerian ellipse.
A time dilation effect is obtained when considering the Hamiltonian (3.39) up to second order in ,
i.e.,
HTD = −p
2
t
2 +
(
−p
2
t
r
+ p
2
2
)
2, (3.41)
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which has the equations of motion
dpt
dλ
= −∂HTD
∂t
= 0 , dpi
dλ
= −∂HTD
∂xi
= −x
ip2t
r3
2 , (3.42a)
dt
dλ
= ∂HTD
∂pt
= −pt − 2pt
r
2 ,
dxi
dλ
= ∂HTD
∂pi
= pi2 . (3.42b)
The first equation tells us that pt is constant and we can choose it freely, typically pt = −1. This
gives us the same equations of motion for the spatial coordinates. Thus, the orbit is still a perfect
Keplerian ellipse, but the flow of time varies depending on the position in the gravitational field as
can be seen from the dt/dλ equation. This is a special relativistic effect, arising from the metric
gtt = −
(
1− 2r
)
, gij = δij . Note that also the higher order effects lead to time dilation.
What we call Schwarzschild curvature is the effect that arises due to the terms of 4th order in .
The terms of this order in the Hamiltonian (3.39)
4HSS = −p
2
t
r2
− p
2
r
, (3.43)
modify the equations of motion by (of order 4)
d4pt
dλ
= −∂4HSS
∂t
= 0 , d4pi
dλ
= −∂4HSS
∂xi
= −x
i
r
(
2p2t
r3
+ p
2
r2
)
, (3.44a)
d4t
dλ
= ∂4HSS
∂pt
= −2pt
r2
,
d4xi
dλ
= ∂4HSS
∂pi
= −2pi
r
. (3.44b)
This Schwarzschild curvature effect leads to the famous precession of perihelion.
The 5th order term
4HSpin1 = −2(p(s× x)) pt
r3
= −2(x(p× s)) pt
r3
, (3.45)
leads to what we call the first order spin effect, which is a frame-dragging effect. The equations of
motion are (of order 5)
d4pt
dλ
= −∂4HSpin1
∂t
= 0 , (3.46a)
d4pi
dλ
= −∂4HSpin1
∂xi
= −2pt
r5
(
3(p× s)xi − (p× s)ix
)
· x , (3.46b)
d4t
dλ
= ∂4HSpin1
∂pt
= −2x · (p× s)
r3
, (3.46c)
d4xi
dλ
= ∂4HSpin1
∂pi
= −2(s× x)
ipt
r3
. (3.46d)
Taking all relativistic effects together gives the equations of motion
dpt
dλ
= 0 , (3.47a)
dpi
dλ
= −x
ip2t
r3
2 − x
i
r
(
2p2t
r3
+ p
2
r2
)
4 − 2pt
r5
(
3(p× s)xi − (p× s)ix
)
· x 5 , (3.47b)
dt
dλ
= −pt − 2pt
r
2 − 2pt
r2
4 − 2x · (p× s)
r3
5 , (3.47c)
dxi
dλ
= pi2 − 2pi
r
4 − 2(s× x)
ipt
r3
5 . (3.47d)
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In satellite missions, of course the multipole moments have to be considered as well. They account
for the non-spherical mass distribution of the central mass and the presence of other masses, that can
have a significant influence on the orbit at a Newtonian level. Thus, in order to be able to extract
the tiny relativistic signals, these effects have to be well understood. Of course, the multipoles will
also affect the relativistic effects, but since they are very small anyway, we neglect this and include
multipoles in the Newtonian part of the Hamiltonian only. The Newtonian gravitational potential can
be expressed as
U = GM
r
(
1−
∞∑
n=2
Jn
(
R
r
)n
Pn(cos θ)
)
, (3.48)
where Jn are the multipole moments, θ is the polar angle in spherical coordinates and Pn are the
Legendre polynomials
Pn(x) =
1
2n
n∑
k=0
(
n
k
)2
(x− 1)n−k(x+ 1)k, (3.49)
the first few being
P0(x) = 1 , P1(x) = x , (3.50)
P2(x) =
1
2(3x
2 − 1) , P3(x) = 12(5x
3 − 3x) . (3.51)
Note that the n = 1 contribution to the potential vanishes by conservation of momentum and because
the coordinate center coincides with the center of mass. To express the Legendre polynomials in
Cartesian coordinates use the relation zr = cos θ.
3.1.3.2 Equatorial and polar orbits
In this section, we discuss two special types of orbits, equatorial and polar orbits. We consider a point
source and coordinates s.t. the spin axis shows into the z-direction.
First, we consider an initially equatorial orbit, i.e., the orbit shall start in the xy-plane (z0 = pz0 =
0). In a small time step 4λ, the z components of the coordinates and momentum will not change
since
4z = d4z
dλ
∣∣∣∣
0
4λ = 0 , (3.52a)
4pz = d4pz
dλ
∣∣∣∣
0
4λ = 0 , (3.52b)
and thus, the orbit is in fact a true equatorial orbit. Here, time dilation (∼ 2), Schwarzschild curvature
(∼ 4) and spin (∼ 5) were included.
Later on, we will be interested in the difference in the redshift signal between the relativistic and non-
relativistic orbit. For this reason, we look at what happens at pericenter: We choose the coordinates
s.t. pericenter (or equivalently apocenter) is at y = px = 0. Thus, the only changes in coordinates
and momentum are
dy
dλ
= py2 − 2py
r
4 − s2xpt
r3
5 , (3.53a)
dpx
dλ
= −xp
2
t
r3
2 − x
r
(
2p2t
r3
+
p2y
r2
)
4 − s4ptpy
r3
5 , (3.53b)
dt
dλ
= −pt − 2pt
r
2 − 2pt
r2
4 − s2xpy
r3
5 . (3.53c)
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Second, we consider an initially polar orbit. We choose coordinates s.t. the orbit is initially in the
yz-plane, i.e., x0 = px0 = 0. Now, the coordinate and the momentum will both gain a component in
the x-direction (see Eq. (3.46))
4x = d4x
dλ
∣∣∣∣
0
4λ = s 2pty
r3
∣∣∣∣
0
4λ , (3.54)
4px = d4px
dλ
∣∣∣∣
0
4λ = s 2ptpy
r3
∣∣∣∣
0
4λ , (3.55)
that pushes the satellite out of the plane. If there was no spin, the orbit would stay in the plane.
Assuming pericenter is at z = 0, then there py = 0. The non-vanishing equations of motion are
dx
dλ
= s2ypt
r3
5,
dz
dλ
= pz2 − 2pz
r
4, (3.56a)
dpy
dλ
= −yp
2
t
r3
2 − y
r
(
2p2t
r3
+ p
2
z
r2
)
4,
dt
dλ
= −pt − 2pt
r
2 − 2pt
r2
4 . (3.56b)
If, on the other hand, the pericenter is at y = 0 (pz = 0) the equations are
dy
dλ
= py2 − 2py
r
4 ,
dpx
dλ
= s2ptpy
r3
5 , (3.57a)
dpz
dλ
= −zp
2
t
r3
2 − z
r
(
2p2t
r3
+
p2y
r2
)
4 ,
dt
dλ
= −pt − 2pt
r
2 − 2pt
r2
4 . (3.57b)
3.1.4 Redshift measurement
The energy of a particle (null or timelike) moving with 4-momentum pµ as measured by an observer
having four-velocity Uµ = dxµdτ is E = −pµUµ. To avoid confusion, timelike momenta and velocities
will be denoted by capital letters and those of null trajectories by lower case letters in this section.
The frequency ν of a photon is proportional to its energy. Therefore, the redshift is given by
z = νE
νO
− 1 = p
E
µU
µ
E
pOν U
ν
O
− 1, (3.58)
where E and O refers to the emitter and the observer, respectively.
We perform the calculation in detail for the case of a moving emitter (satellite) at rE and a stationary
observer (on Earth) at rO. Therefore, UµO = (
√
−1/gOtt , 0, 0, 0). At some instant of time, the emitter
emits a photon with 4-momentum pEµ = (pEt ,pE). In a curved spacetime, the photon will not travel
on a straight line (in a ‘Minkowskian’ sense). Therefore, a shooting method is employed to find the
right initial direction s.t. the photon eventually will arrive at the observer. However, since in a weak
field the deflection will be very small, pE = (rO − rE)/k (as in flat spacetime) is a good guess. Since
gµνpEµp
E
ν = 0, the arbitrary constant k fixes the constant value of pEt , or vice versa. A typical choice
is k = |rO − rE| s.t. pEt ≈ −1.
The 4-velocity Uµ of the satellite is obtained from its 4-momentum Pµ (not to confuse with the signal
4-momentum!). Remember, both Pt and H remain constant. One of the two can be chosen freely
which fixes the value of the other.
We determine the redshift for an observer that is infinitely far away from the satellite orbiting a planet.
We consider relativistic effects on the orbit only and neglect effects on the signal photons. Since the
observer is far away and at rest, its 4-velocity is UµO = (1, 0, 0, 0). The observer is located in the
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direction of the unit vector nˆObs. The emitter (satellite) has 4-velocity UµE = (U tE,U) and the signal
photon has 4-momentum pµ = (pt,p) = (pt, p nˆObs) = (−1, nˆObs) at both the position of the emitter
and the observer. Here, we make use of the fact that pt can be chosen freely and p2 = ηµνpµpν = 0
(no signal effects: gµν → ηµν). Therefore, the redshift is
z =
pEµU
µ
E
pOν U
ν
O
− 1 = ptU
t
E + pU
pt
− 1 = U tE − nˆObsU − 1
= U tE − ULOS − 1 ,
(3.59)
where ULOS = nˆObsU is the velocity along the line of sight. Thus, the redshift consists of two parts:
a time dilation part U tE and a velocity part −ULOS. The first accounts for the difference in time due
to the different positions of the satellite and the observer in the gravitational field. The second is a
Doppler shift that depends on the geometry. Typically, the velocity term will be the dominant one.
The size of a relativistic effect signal is given by the difference in the redshift signal ∆z between
the relativistic redshift signal zGR (i.e., the relativistic term in the Hamiltonian turned on) and the
non-relativistic reference signal znonGR:
∆z = zGR − znonGR = ∆U tE −∆ULOS ≈ ∆
(
dt
dλ
)
−∆
(
dx
dλ
)∣∣∣∣
LOS
. (3.60)
Thus, in order to have a redshift signal, we need a relativistic contribution in the temporal equation
of motion dtdλ and/or in the spatial equation
dx
dλ along the line of sight.
Let us have a closer look at the Schwarzschild and the first order spin effect. The dominant contri-
bution to the redshift signal z is the velocity component due to an effect along the line of sight. For
Schwarzschild this is
∆zSS ≈ ∆USSLOS =
∂∆HSS
∂p
· bˆ = −2p
r
· bˆ , (3.61)
and for spin it is
∆zspin ≈ ∆U spinLOS =
∂∆Hspin
∂p
· bˆ = − 2
r3
(s× r) · bˆ = − 2
r2
s · (rˆ × bˆ) . (3.62)
r is the satellite’s position, rˆ the corresponding unit vector, s is the spin vector and bˆ is the unit
vector pointing from the satellite towards the observer. Note that the redshift, apart from the spin,
only depends on the positions of satellite and observer. It is independent of the satellite’s velocity.
3.1.5 Orbit discussion
Relativistic effects peak at the pericenter of an orbit since there the velocity is the highest and the
distance to the central object is minimal. In order to estimate the size of a relativistic effect, we
determine ∆z at pericenter for different extreme cases of orbit and observer configurations. We
always assume that the distance to the observer is large compared to the orbit size. This is of course
not appropriate for terrestrial satellite missions, where the observer is on the Earth’s surface. Further,
we choose the affine parametrization with pt = −1 and choose the spin axis to be in z-direction.
Schwarzschild curvature only depends on the total mass of the central object and not the spin, and
thus only the orientation of the orbit w.r.t. the observer matters. In a Schwarzschild metric, orbits
are (not perfect) ellipses with precessing pericenter in a plane. For the spin effect, in contrast, the
orientation of the orbit-observer system w.r.t. the spin axis matters, thus there are more cases to
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consider. Important for this case is that spin can cause the orbit to leave the initial Keplerian orbital
plane.
First, we consider an equatorial orbit. We choose coordinates s.t. the orbit is in the xy-plane (θ =
90◦) with pericenter at y = 0. Then the contributions to the relativistic redshift signal (Schwarzschild
at O(4), Spin at O(5)) at pericenter are
∆
(
dt
dλ
)
= 2
r2
4 − s2xpy
r3
5 , (3.63a)
∆
(
dx
dλ
)
=
(
0,−2py
r
4 + s2x
r3
5, 0
)
. (3.63b)
Due to the non-vanishing ∆
(
dt
dλ
)
we can see both effects for all observers. However, if the observer is
located on the z−axis, there is no velocity contribution at all, the signal is expected to be smallest.
For an equatorial orbit there is no acceleration out of the initial plane due to spin. For an observer
on the x-axis there is no velocity component at pericenter but on the rest of the orbits. In order to
maximize the signal, the observer should sit on the y-axis.
Second, we consider a polar orbit in the yz-plane with pericenter at z = 0. The redshift contributions
are
∆
(
dt
dλ
)
= 2
r2
4 , (3.64a)
∆
(
dx
dλ
)
=
(
−s2y
r3
5, 0,−2pz
r
4
)
. (3.64b)
All observers see a temporal redshift contribution due to Schwarzschild curvature, but none caused
by spin. If the observer is located on the x-axis, he sees a velocity contribution due to spin: the
one pushing the satellite out of the Keplerian plane. For an observer on the y-axis, no relativistic
velocity contribution is seen at pericenter, and for an observer on the z-axis, a Schwarzschild velocity
contribution is seen only.
If we consider a polar orbit with pericenter at y = 0 (while still in yz-plane), the redshift at pericenter
is determined by
∆
(
dt
dλ
)
= −2pt
r2
4 , (3.65a)
∆
(
dx
dλ
)
=
(
0,−2py
r
4, 0
)
. (3.65b)
For this configuration, no observer on any of the three axes does see a spin effect at pericenter.
However, all see a temporal Schwarzschild contribution and an observer on the y-axis does see a
Schwarzschild velocity contribution.
All polar orbits have a velocity component pointing out of the Keplerian plane. However, it vanishes at
the poles and therefore a polar orbit with pericenter close to a pole will experience less drift compared
to one having pericenter closer to the equator.
3.1.6 Keplerian elements
A Keplerian orbit is characterized by the six Keplerian elements: the semi-major axis a, the eccentricity
e, the inclination I, the argument of periapsis ω, the longitude of ascending node Ω and the true
anomaly ν. Along a perfect Keplerian orbit, the first five elements stay constant while the true
anomaly describes the momentary position along the orbit. This corresponds to a purely Newtonian
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Figure 3.1: Perihelion precession for Juno type orbit around Jupiter. The dashed line gives the
averaged precession of perihelion ∆ω due to Schwarzschild space curvature as given by Eq. (3.66).
The solid line shows the actual change along the orbit. We see that during most of the orbit, ω stays
essentially the same and only undergoes a significant change during the pericenter passage.
orbit along a spherically symmetric central body. If general relativity is included, this will not hold
true anymore and, at first appearance, it might seem that it does not make sense to talk of Keplerian
elements at all in relativity. However, we can consider instantaneous Keplerian elements, i.e., at
each point along a relativistic orbit we can take its position and velocity and calculate the Keplerian
elements of the Keplerian orbit corresponding to the given position and velocity. The elements will
now vary continuously along the orbit.
For an eccentric orbit, the change of the Keplerian elements will not happen evenly along the orbit
but will peak at pericenter. However, usually the net change of an element averaged over many orbits
is considered. For example, the Schwarzschild space curvature leads to a precession of perihelion
∆ωSS =
6pi
a(1− e2) (3.66)
per orbit. Fig. 3.1 shows the precession of perihelion for a typical orbit of the Juno orbiter in its final
stage when orbiting Jupiter, which is discussed in more detail in section 3.2.4.1. The presence of spin
also leads to a perihelion precession, given by [42]
∆ωSpin1 = −s 12pi cos I
[a(1− e2)]3/2
(3.67)
per orbit. There is also a non-relativistic perihelion shift due to multipoles. The shift per orbit caused
by J2 is
∆ωJ2 =
9pi
4
J2
(1− e2)2
(
R
a
)2 (
1 + 53 cos 2I
)
, (3.68)
where R is the radius of the central object.
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3.2 Prospects for Measuring Planetary Spin and Frame-Dragging in Space-
craft Timing Signals
Andreas Schärer, Ruxandra Bondarescu, Prasenjit Saha, Raymond Angélil, Ravit Helled and Philippe
Jetzer
Submitted to Frontiers in Astronomy and Space Sciences [4].
Abstract
Satellite tracking involves sending light signals to Earth. Both the orbit of the satellite and the light
signals themselves are affected by the curvature of space-time. The arrival time of the pulses is com-
pared to the ticks of local clocks to reconstruct the orbital path of the satellite to high accuracy, and
implicitly measure general relativistic effects. In particular, Schwarzschild space curvature and frame-
dragging due to the planet’s spin affects the satellite’s orbit, and space curvature further affects the
path of the signal photons (Shapiro delay). We compute these effects for some current and proposed
space missions, using a Hamiltonian formulation in four dimensions which we solve numerically in-
cluding extended precision. For highly eccentric orbits, such as in the Juno mission and in the Cassini
Grand Finale, relativistic effects are not like steady precession as usually envisaged. They instead
have a kick-like nature, which could be advantageous for detection if their signature is understood as
a function of time. Frame-dragging appears, in principle, measurable by Juno and Cassini, though
not by Galileo 5 and 6. Practical measurement would require disentangling frame-dragging from the
Newtonian “foreground” such as the gravitational quadrupole. The foreground problem remains to be
solved.
3.2.1 Introduction
General relativity describes gravitation as a consequence of a curved four dimensional spacetime. In
most astrophysical systems, however, dynamics are dominated by Newtonian physics and GR only
provides very small perturbations. Near a mass M , the relativistic perturbations on an orbiting or
passing body depend mostly on the pericenter distance, which we call p, in units of the gravitational
radius GM/c2. Newtonian effects are of order O(p−1/2). The largest relativistic perturbation is time
dilation, and is of O(p−1). Space curvature, referring to space-space terms in the metric tensor, enters
dynamics at O(p−3/2). At O(p−2) mixed space-time metric terms enter the dynamics; these correspond
to frame-dragging effects, in which a spinning mass drags spacetime in its vicinity and thereby affects
the orbit and orientation of objects in its gravitational field. Gravitational radiation corresponds to
dynamical effects of O(p−3). In post-Newtonian notation, PNX corresponds to O(p−X−1/2). In the
Solar System, p is very large in gravitational terms: ∼ 108 or more. In close binary systems p can be
much less. In binary pulsars the combination of comparatively low p ∼ 105 with the long-term stability
of pulsar timing enables the measurement of relativistic effects down to gravitational radiation[43, 44].
All the same effects are, in principle, present for artificial Earth satellites, but since p ∼ 109, they
are much weaker. Nonetheless, the frame-dragging effect of the Earth’s spin has been successfully
detected in two different ways: the LAGEOS and LARES satellites used laser ranging to measure
orbital perturbations from frame-dragging [45, 46]; Gravity Probe B measured the effects of frame-
dragging on the orientation of onboard gyroscopes [47–49]. GPS satellites are well known to be
sensitive to time dilation [50] and upcoming missions will put ever more precise clocks in orbit. In the
Atomic Clock Ensemble in Space (ACES) mission [51], two atomic clocks will be brought to the ISS
in order to perform such experiments. However, the ISS is not the optimal place to probe GR and
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a dedicated satellite on a highly eccentric orbit would be desirable. Its proximity to Earth and high
velocity at pericenter boosts relativistic effects and therefore improves the measurements. Several such
satellites equipped with an onboard atomic clock and a microwave or optical link on very eccentric
orbits, such as STE-QUEST, have been discussed and studied [52]. Such missions would not only be
very interesting to probe gravity but also have a plethora of applications, e.g., in geophysics [5, 53].
Missions like Juno and Cassini present new possibilities for measuring relativistic effects around the
giant planets in our Solar System. The basic idea goes back to the early days of general relativity,
when Lense and Thirring [54] showed that the orbital plane of a satellite precesses about the spin axis
of the planet —that is, what we now call frame-dragging— and identified the expected precession of
Amalthea’s orbit by 1′ 53′′ per century as the most interesting case. Recent work has drawn attention
to the corresponding precession in the case of Juno [55–57].
The classical Lense-Thirring precession is an orbit-averaged effect. This comes with the problem that
the very small precession due to relativity is masked by much larger non-relativistic precession, making
it very hard to identify the relativistic contribution. For example, only about 7% of Mercury’s observed
precession is due to relativity. Therefore, it is better to have something with a specific time dependence
that can be filtered out. Here, we further study the model problem that was investigated before for
terrestrial satellites [3] and the Galactic center [35, 42, 58–62] and apply it to other planets in the
Solar System. Since the orbits are dominated by Newtonian physics, and relativity only contributes
very small perturbations, their investigation is numerically challenging. Therefore, in some earlier
work [3] the orbits were simulated with smaller semi-major axes compared to the real orbit and then,
by knowing how the individual effects scale, the redshift curves were obtained by correctly scaling up.
Here, we use an arbitrary precision code instead.
Note that we look at an idealized model where a spacecraft, carrying a clock, sends time ticks to a
ground station. In contrast, Juno and Cassini carry transponders that allow two-way signal transfer.
That is, we work with spacecraft-to-ground signals, whereas the actual signal is a sum of ground-to-
spacecraft and spacecraft-to-ground signals.
To estimate the relativistic effects, we solve for the trajectory of
1. the satellite in a curved spacetime, and
2. the photons (or propagating ticks from the frequency standard) as they propagate to the receiving
station
in a given gravitational field. Specifically, we compute the redshift z arising when two photons emitted
by the spacecraft at an interval of proper time ∆τ travel through curved space-time hitting an observer
with a difference in the arrival time ∆t = ∆τ(1 + z). Both trajectories are generated numerically via
a simulation code that handles multiple scales through variable precision. The effects are modulated
by the varying gravitational field.
The paper proceeds as follows: Sec. 3.2.2 describes the approximations we make for the spacetime
outside a planet. It presents the Hamiltonian system that is being solved numerically with the higher
order relativistic effects, and their respective scalings with orbital size. We then compute the magni-
tude of the spin parameter, of Schwarzschild precession and frame-dragging effects for the established
planets in our Solar System, and report them relative to the effects around Earth for orbits of similar
proportionality. Sec. 3.2.4 A and B apply this formalism to the Juno and Cassini Missions. Sec. 3.2.4
C discusses the Galileo 5 and 6 satellites and other proposed Earth-bound missions. In particular, it
discusses the importance of eccentricity in detecting relativistic effects.
Conclusions and potential future directions are presented in Sec. 3.2.5.
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3.2.2 General relativistic effects
Calculating relativistic effects fundamentally involves two things: the metric and the geodesic equa-
tions. The well-known epigram by J.A. Wheeler states Spacetime tells matter how to move, matter
tells spacetime how to curve. The metric is known explicitly in terms of the masses, including mass
multipoles, and spin rates. The geodesic equations, however, require a numerical solution. We wish to
understand how different terms in the metric, in particular the spin part, affect the observable redshift
signal. To do this, we will numerically integrate the geodesic equations with different metric terms
turned on and off and compare the results.
3.2.2.1 Basic formulation
We work with the geodesic equations in four dimensions, in Hamiltonian form. The independent
variable is not time, but the affine parameter, which is just the proper time in arbitrary units. Al-
though the formalism seems complex, it actually tends to lead to simpler equations [3, 3] than other
formulations.
For any spacetime metric, the geodesic equations may be expressed in Hamiltonian form as
dxµ
dλ
= ∂H
∂pµ
dpµ
dλ
= − ∂H
∂xµ
(3.69)
where
H = 12g
µν(xα)pµpν (3.70)
with xµ = (t, ri) being the four-dimensional coordinates, pµ = (pt, pi) being the canonical momenta,
and λ being the affine parameter.
The satellite at position r = (ri) orbiting with 4-velocity uµemit emits a photon with 4-momentum pemitµ
which arrives at an observer (having velocity uνobs) with momentum pobsν . The redshift is then given
by
z =
pemitµ u
µ
emit
pobsν u
ν
obs
− 1. (3.71)
For a distant observer at rest, the redshift for orbital effects reduces to
z = 1
c
utemit −
1
c
uLOSemit − 1, (3.72)
where uLOSemit is the satellite’s velocity along the line of sight.
3.2.2.2 The Hamiltonian
In this subsection we use geometrized units. That is, r is measured in units of GM/c2 where M is
the planetary mass, while t is measured in units of GM/c3. The momentum is dimensionless. Since
the orbits considered are close to Keplerian, the order-of-magnitude relations
|p| ∼ v
c
, r ∼
(
v
c
)−2
(3.73)
will hold, where v is the orbital speed. The ‘time-momentum’ is constant pt and its value only affects
internal units of a calculation. It is convenient to set pt = −1.
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As usual in post-Newtonian celestial mechanics, we order contributions in powers of v/c. These
correspond to different physical effects. Moreover, the ordering in powers of v/c is different for the
spacecraft orbit and the light signals. Accordingly, we consider two Hamiltonians, as follows.
Horbit = Hequiv-prin +HSchwarzschild +Hspin
Hsignal = HMinkowski +HShapiro
(3.74)
Since there is only one spacetime, Horbit and Hsignal are just different approximations to the same
underlying Hamiltonian.
The orbit of the satellite is dominated by
Hequiv-prin = −p
2
t
2 +
(
−p2t U(r ) +
p 2
2
)
(3.75)
where U(r) is minus the Newtonian gravitational potential, to leading order 1/r but also including
multipole moments Jn as well as the tidal potential due to the Sun and other planets. The first term
on the right is of order unity, while the bracketed part is of order v2/c2. This Hamiltonian leads to a
Newtonian orbit and redshift contribution of order v/c, together with a time dilation effect of order
v2/c2. Gravitational time dilation is a basic consequence of the geometric description of spacetime, i.e.,
the principle of equivalence. Indeed, equation (3.75) is the simplest Hamiltonian consistent with the
equivalence principle that gives the correct Newtonian limit. Moving clocks tick slower than stationary
ones. So do clocks in a gravitational field. For an orbiting clock, both effects are equal to leading
order. The ground station will have its own time dilation too, of course, and the difference is what
matters. Time dilation causes the localization of a satellite to be off by kilometers, which has already
been taken into account by the first GPS. While this relativistic effect is well established, the Galileo
satellites will measure it to unprecedented precision.
Since higher order relativistic effects cause small changes in the redshift, they can be studied per-
turbatively. We investigate each effect individually by adding it to Hequiv-prin, and computing the
cumulative redshift. The redshift perturbation is obtained by subtracting the redshift when the effect
is artificially turned off.
The next contribution to Horbit is
HSchwarzschild = −p
2
t
r2
− p
2
r2
(3.76)
which introduces the effect of space curvature in the Schwarzschild spacetime. It is easy to verify from
equation (3.73) that the Hamiltonian terms are of order s v4/c4, and they contribute to redshift at
order s v3/c3.
The leading-order frame-dragging effect arises when adding the term
Hspin = −2pt
r3
p · (s× r). (3.77)
This term is of order s v5/c5 and contributes a redshift effect of order s v4/c4. Frame-dragging is due
to the rotation of the central mass, which spins with s, and depends linearly on the spin parameter
s = |s|. At next higher order, the dominant term is a spin-squared term, i.e., it is proportional to s2
[3]. This effect has never been measured before. But since s is quite large for planets (see Table 3.1),
probing this effect should be within the scope of future satellite missions.
The main contribution to the redshift comes from the velocity along the line of sight. Therefore, in
order to measure a certain relativistic effect, it is desirable to have an orbit-observer-configuration
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where the relativistic effect has a significant contribution to the line of sight velocity. For first order
spin, the leading contribution is given by
∆zspin = − 2
r2
s · (rˆ × bˆ), (3.78)
where bˆ is the unit vector pointing from the satellite towards the observer. Interestingly, the redshift
contribution has no explicit dependence on the satellite’s velocity.
The signal photons travel to leading order on a straight line. The leading relativistic effect, leading to
a slight bending, is Shapiro delay. This part is best done after transforming to a Solar System frame.
The signal Hamiltonian is given by
HMinkowski = −p
2
t
2 +
p 2
2 (3.79)
HShapiro = −U(p )
(
p2t + p 2
)
. (3.80)
At the next order of expansion, further Shapiro-like terms as well as spin terms enter. However, they
are expected to be too small to be measured.
3.2.2.3 The spin parameter
The dimensionless spin parameter is given by
s = c
GM2
∫
ρ(x)ω(x) r2⊥ d3x . (3.81)
For solid-body rotation (ω = 2pi/P , where P is the spin period) the above expression reduces to
s = 2pi ×MoI× c
gP
(3.82)
where
MoI = 1
MR2
∫
ρ(x) r2⊥ d3x (3.83)
is the dimensionless moment of inertia and g = GM/R2 is the surface gravity, where R is the notional
radius. For realistic density and ω profiles
s ∼ c
gP
(3.84)
is still a useful rough estimate. It may be convenient to remember it as the number of days needed to
reach the speed of light from an acceleration of one g.
For yet another interpretation of the spin parameter, let us consider two speeds: the surface speed of
a spinning planet vs ∼ R/P and the launching speed needed to send something into orbit from the
surface v2l ∼ gR. In terms of these speeds, the approximate formula (3.84) becomes
s ∼ cvs
v2l
. (3.85)
The maximal-spinning situation vs ≈ vl corresponds to a planet spinning so fast that it almost breaks
up under centrifugal forces. In this limit s ∼ c/vl. Recalling the orders in Hspin in equation (3.77), we
can see that that Hamiltonian term will be of order v4/c4 and the corresponding redshift effect will be
of order v3/c3. That is, for a low-orbiting spacecraft above a maximally-spinning planet, relativistic
spin effects will be comparable in size to space-curvature effects.
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3.2.2.4 Keplerian elements
A Keplerian orbit is described by the Keplerian elements a, e,Ω, I and ω. While a and e describe
the size and the eccentricity of the ellipse, the 3 angles describe its orientation with respect to some
reference plane.
For a relativistic orbit this is not true anymore, as the relativistic effects induce deviations from
Keplerian motion. In principle, however, it is still possible to determine the instantaneous Keplerian
elements at each point along the orbit: These correspond to a Keplerian orbit having exactly the same
velocity as the relativistic one at a given position.
It is well-known that space curvature leads to a precession of the pericenter
∆ωSS =
GM
c2
6pi
a(1− e2) (3.86)
for one orbit.
However, ω is not shifted evenly along the orbit, in fact, there is almost no shift during most of the
orbit, but around pericenter there is a kick-like shift. Similarly, there is a precession of the pericenter
due to frame-dragging [54, 63]
∆ωSpin1 = −s12pi
√
GM cos I
[a(1− e2)]3/2
(3.87)
per orbit and also there is a precession of the longitude of the ascending node
∆ΩSpin1 = s
4pi
√
GM
[a(1− e2)]3/2
(3.88)
per orbit. Fig. 3.2 shows the precession of the longitude of the ascending node together with the
actual shift for a typical Juno orbit.
Measuring time-averaged precessions is not actually a useful strategy, because the slightest use of
spacecraft engines changes all the Keplerian elements. But similarly to the Keplerian elements, rela-
tivistic effects affect the observed redshift in a kick-like manner at pericenter. Therefore, relativistic
effects influence a single pericenter passage and when the instrument is accurate enough, they can be
probed as a function of time vs. waiting for their build up over many orbits.
3.2.2.5 Scaling
The size of the effects scale with the size of the orbit [35]. For Schwarzschild space curvature and first
order spin, the respective scaling laws for the residual redshifts are ∆zSS ∼ (rG/r)3/2 and ∆zSpin1 ∼
s(rG/r)2 where rG = GM/c2 is the gravitational radius. Writing distances in terms of planetary radii
r = αR, we obtain
∆z1
∆z2
=
(
s1
s2
)m(r1G
r2G
r2
r1
)n
=
(
s1
s2
)m (U1
U2
α2
α1
)n
, (3.89)
where Ui = GMi/(Ric2) is the gravitational potential at the surface of planet i and m = 0, 1 and
n = 3/2, 2 for Schwarzschild curvature and first order spin effect, respectively. For similar orbits
around different planets, i.e., α1 = α2 with the same eccentricity and identical Keplerian angles, this
reduces to ∆z1/∆z2 = (s1/s2)m(U1/U2)n. Thus, the higher the compactness M/R of a planet, the
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higher the relativistic effect. For frame-dragging effects, the spin parameter has also to be taken into
account.
Using the expression above, we can compare the sizes of relativistic effects of orbits around the planets,
the Moon and the Sun to terrestrial orbits. The ratio between the signals for similar orbits is given
in Table 3.1.
3.2.3 Planetary parameters
The planetary parameters relevant for calculating relativistic effects are summarised in Table 3.1. The
Moon and the Sun are also included for comparison.
The values of the gravitational potential U at the surface are ordered as one might expect. Jupiter
with 2× 10−8 has the highest, while for the Earth the value is 30 times smaller.
The values of the spin parameter may be surprising. Black holes must have s < 1 as is well known,
but planets can have s  1. Mars has the highest s ∼ 2090, while Venus has the lowest s ∼ 3, but
most planets have an s with a value that is typically in the hundreds. Incidentally, the Sun’s spin
parameter will be small: The Sun has a much larger g than any planet, and it spins differentially,
roughly once a month; as a result, the Sun has a much smaller s than the Earth. The uncertainty in
s depends on the uncertainties in the MoI and in the spin period.
Although neither the density profile nor internal differential rotation can be measured directly, internal-
structure models provide MoI values for the gas giants, and these are thought to be accurate to a few
percent [55, 64, 65]. The Radau-Darwin approximation [66] relates the MoI to the gravitational
quadrupole J2 and the ratio of centrifugal to gravitational acceleration at the equator. The estimated
MoI is ∼ 0.265 for Jupiter [55] and ∼ 0.220 for Saturn [64, 67]. Evidently, Saturn is more centrally
condensed than Jupiter.
The rotation period remains somewhat uncertain for all the giant planets other than Jupiter [68–70].
Saturn’s internal rotation period is unknown to within ∼ 10 minutes. It has been acknowledged
that the rotation period is unknown since Cassini ’s Saturn kilometric radiation (SKR) measured a
rotation period of 10h 47m 6s [71], longer by about eight minutes than the radio period of 10h 39m
22.4s measured by Voyager [72]. In addition, during Cassini ’s orbit around Saturn the radio period
was found to be changing with time. It then became clear that SKR measurements do not represent the
rotation period of Saturn’s deep interior. Due to the alignment of the magnetic pole with the rotation
axis, Saturn’s rotation period cannot be obtained from magnetic field measurements [73]. Theoretical
efforts to infer the rotation period [70, 74, 75] indicate further sources of uncertainty. Saturn’s rotation
period is thought to be between ∼ 10h 32m and ∼ 10h 47m. For Uranus and Neptune, the uncertainty
could be as large as 4% and 8%, respectively [68].
A further complexity arises from the fact that the giant planets could have non-body rotations (e.g.,
differential rotation on cylinders/spheres) and/or deep winds. However, in that case, the deviation
from a mean solid-body rotation period is expected to be small. Future space missions to Uranus
and/or Neptune, performing accurate measurements of their gravitational fields, could be used to
determine the spin parameter of these planets.
3.2.4 Relativistic effects for current and planned missions
We now consider missions to Jupiter, Saturn and Earth orbit.
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Figure 3.2: Change of the longitude of the ascending node Ω for a typical Juno orbit due to spin. The
solid line shows the actual change of Ω, while the dashed line represents the averaged change given by
Eq. (3.88).
3.2.4.1 Jupiter orbit
On July 4, 2016, the Juno mission arrived at Jupiter and started orbiting the planet. It is equipped to
perform high precision measurements (operating at X-band and Ka-band) of its gravitational field. The
53-days orbits are polar with perijove being at ∼ 1.09 Jupiter radii and apojove at ∼ 120 Jupiter radii.
Such orbits provide ideal conditions for gravitational field measurements, and allow the spacecraft to
avoid most of the Jovian radiation field. After more than four years of measurementes and ∼ 32 orbits
around Jupiter, Juno is planned to make one last orbit and then perform the deorbiting maneuver
(see e.g., [76]).
We compute the leading-order relativistic effects for the Juno mission. They measure the precession
of the orbit due to the curvature of the spacetime and contain a part that accumulates as well as a
transient part, which has never been measured. The effect that occurs due to the Schwarzschild term
in the Hamiltonian produces a Mercury-like precession (solid red curve), while the other is referred
to as frame-dragging due to the spin of Jupiter. Measuring the latter directly constrains the spin
parameter of the planet, which is proportional to its moment of inertial and angular momentum. It
thus reveals important information about the planet’s internal density structure that is not necessarily
identical to that contained in the gravitational moments.
The Juno orbiter has already entered a highly elliptical polar orbit around Jupiter. It is measuring
deviations in the velocity of the spacecraft ∼ 10µm/sec (τ/60 sec )−1/2. This corresponds to a
sensitivity to redshift change of ∆z ∼ 3× 10−14.
At each pericenter passage of Juno, both the instantaneous Keplerian elements and the orientation to
the observer change. Therefore, in order to discuss relativistic effects on the basis of the Juno mission,
we consider a typical orbit with average values a = 60 × RJupiter, e = 0.981, Ω = 253◦, I = 93.3◦,
ω = 170◦ and observer position θobs = 92.9◦ (polar angle), φobs = 15.0◦ (azimuthal angle). Fig. 3.3
shows the characteristic redshift curves for the different effects for such a Juno orbit. For all science
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Figure 3.3: Higher order relativistic effects for the Juno orbiter. The plot shows the magnitude of the
redshift signal due to the different relativistic effects. The parameters chosen correspond to a typical
science orbit. The curves change slightly for other orbits, however, the order of magnitude of the
effects is the same. Also the Newtonian effect due to J2 is shown.
orbits, the sizes of the effects, in particular of the spin effect, are similar.
Fig. 3.4 shows the part in the redshift due to the presence of Jupiter’s spin over one orbit. After
pericenter passage, the relativistic and the non-relativistic orbit are out of sync and a comparison
does not make sense anymore. The lower panel of the figure zooms into the peak around pericenter,
revealing that the interesting time span is of order ∼ 1 hour. This is the phase that needs to be
observed in order for seeking the characteristic imprint of frame-dragging in the redshift data.
Over any one orbit, only one component of the spin vector contributes at leading order, namely the
spin component along rˆperi × bˆ (see Eq. 3.78). To be sensitive to all components of the spin, orbits
with different orientations of rˆperi × bˆ are needed. Fig. 3.5 shows the polar and azimuthal angles of
this vector for all the Juno science orbits. The orientations are varied, and hence Juno is sensitive to
all three components of the spin vector.
The frame-dragging effect will, moreover, be a pathfinder to measuring yet weaker effects. The spin
terms depend on the spin profile inside the planet. Measuring the spin profile would therefore play a
role in constraining planet properties and formation models. Future deep-space missions could enable
tests of general relativity around other planets in the Solar System whose composition and internal
structure are unknown.
3.2.4.2 Saturn orbit
The Cassini mission is planned to finish its exploration of the Saturnian system with proximal orbits
around Saturn that will provide accurate measurements of the gravitational field of the planet. The
Cassini spacecraft is planned to execute 22 highly inclined (63.4 degree) orbits with a periapsis of
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Figure 3.4: Upper: contribution to the redshift from frame-dragging by Jupiter’s spin, for the same
orbit as in Fig. 3.3. The signal peaks at the orbit pericenter passage. Lower: zoom into pericenter
passage.
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Figure 3.5: Orientation of the vector rˆperi × bˆ for Juno science orbits. Here bˆ is the line of sight to
Juno, and θ, φ in the Figure are with respect to to Jupiter’s axis. The timing signal is sensitive to the
planetary spin projected along these various directions.
∼ 1.02 Saturn radii [77]. These proximal orbits, known as Cassini Grand Finale, operating at X-
band, are also ideal for gravity measurements. They are expected to provide range rate accuracies of
∼ 12µm/sec at 1000 second integration times, being about four times noisier than Juno.
Both the Juno and the Cassini spacecrafts will terminate their operations by descending into the
atmospheres of Jupiter and Saturn, respectively, and will disintegrate and burn up in order to fulfill
the requirements of NASA’s Planetary Protection Guidelines.
Cassini has a sensitivity that is about ∆z ∼ 10−13. Relativistic effects peak around the pericenter
with the frame-dragging effect of maximum amplitude ∼ 10−13 and the Schwarzschild curvature term
of ∼ 10−11. Ideally, the goal would be to resolve both the Schwarzschild and frame-dragging parts of
the precession as a function of time. If they can be modeled effectively, they would be less likely to
be drowned by Newtonian noise than as a cumulative effect.
Fig. 3.6 shows the corresponding curves for a typical Cassini orbit. For Cassini, we chose the values
a = 10×RSaturn, e = 0.9, Ω = 175◦, I = 62◦, ω = 187◦, θobs = 63.3◦ and φobs = −5◦.
3.2.4.3 Earth orbit
Next we discuss satellites in Earth orbit. To illustrate the importance of eccentricity, Fig. 3.7 shows
the redshift curve for a typical terrestrial satellite with a low eccentricity (e = 0.1561, a = 27′977km)
as for the Galileo 5 & 6 satellites and a high eccentricity (e = 0.779, a = 32′090km) orbit while
leaving all other Keplerian elements as well as the observer’s position constant. However, the actual
curve depends highly on the orientation of the orbit and the position of the observer and must be
computed individually for each orbit-observer-configuration. Also, that the visibility of the satellite
around pericenter might not be provided needs to be taken into account. For the Galileo satellites, the
curve would be significantly flatter - without a clear peak around pericenter due to the low eccentricity.
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Figure 3.6: Higher order relativistic effects for Cassini.
The only relativistic effect that is within the measurability range is the Schwarzschild space curvature
effect.
3.2.5 Conclusions
A spinning body causes spacetime to rotate around it, thus making nearby angular momentum vectors
precess. This had already been considered theoretically in the early days of general relativity [54].
Only in recent years, however, has the effect entered the experimental realm [45–47].
Frame-dragging is usually thought of as a steady precession. For highly eccentric orbits, however, this
is far from the case. While having a minor impact along most of the orbit, frame-dragging kicks in
around pericenter. This can be seen in Fig. 3.2 which shows the change of the longitude of ascending
node due to spin for some example orbits of the Juno spacecraft. An analogous situation applies to
the S stars in orbit around the Galactic-center black hole [61]. We suggest that these pericenter-kicks
could provide a distinctive signature in timing signals obtained from spacecraft tracking.
The frame-dragging contribution to the redshift of spacecraft signals is
∆zspin = −2
(
GM
c2r
)2
s · (rˆ × bˆ) (3.90)
(given in geometrized units as Eq. 3.78) where bˆ is the line of sight to the spacecraft, and s is the
dimensionless spin vector. Substituting the approximation expression (3.84) for the spin parameter,
and assuming that the spacecraft has a low pericenter, so that rperi is of the same order as the planetary
radius, gives
∆zspin ∼ GM
c3P
(3.91)
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Figure 3.7: Redshift curves of terrestrial satellites. The dashed curves give the results for an orbit with
the semi-major axis and eccentricity corresponding to the ones of the Galileo 5 & 6 satellites. The
solid lines give the results for a typical satellite with high eccentricity while all the other Keplerian
elements and the observer’s position were left the same.
where P is the spin period. Jupiter has GM/c3 ∼ 5 nanosec and P ∼ 10 hr, indicating ∆zspin ∼ 10−13.
Furthermore, as Fig. 3.4 shows, the frame-dragging signal is concentrated over a duration of two hours
around the pericenter.
Figures 3.3, 3.6 and 3.7 show example orbits of Juno, Cassini, and the eccentric Galileo spacecraft
respectively. They also show the effect of the quadrupole J2, which is orders of magnitude larger than
the spin effect, but has a different time dependence.
Measurability centers on whether the frame-dragging signal can be disentangled from the much larger
quadrupole and other “foreground” effects. The specific and known time-dependence of the frame-
dragging signal offers some hope of doing so, but the question remains open.
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Table 3.1: Gravitational and spin parameters for the planets and the Moon. For the gravitational
potential U and acceleration g, values at the surface are given; values from orbit will be somewhat
smaller. MoI values for the giant planets are derived using interior models that reproduce the gravita-
tional fields of the planets [70]. All other quantities are derived using parameters provided by NASA
[http://nssdc.gsfc.nasa.gov/planetary/factsheet]. The two columns on the right give the ratio between
the redshift signals of orbits around the respective object and the signals for a similar orbit around
Earth.
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Chapter4
Geophysical Applications of General Relativity
4.1 Atomic clocks as tools to monitor vertical surface motion
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Abstract
According to general relativity, a clock experiencing a shift in the gravitational potential ∆U will
measure a frequency change given by ∆f/f ≈ ∆U/c2. The best clocks are optical clocks. After about
7 hours of integration they reach stabilities of ∆f/f ∼ 10−18, and can be used to detect changes in
the gravitational potential that correspond to vertical displacements of the centimetre level. At this
level of performance, ground-based atomic clock networks emerge as a tool that is complementary to
existing technology for monitoring a wide range of geophysical processes by directly measuring changes
in the gravitational potential. Vertical changes of the clock’s position due to magmatic, post-seismic
or tidal deformations can result in measurable variations in the clock tick rate. We illustrate the
geopotential change arising due to an inflating magma chamber using the Mogi model, and apply it
to the Etna volcano. Its effect on an observer on the Earth’s surface can be divided into two different
terms: one purely due to uplift (free-air gradient) and one due to the redistribution of matter. Thus,
with the centimetre-level precision of current clocks it is already possible to monitor volcanoes. The
matter redistribution term is estimated to be 3 orders of magnitude smaller than the uplift term.
Additionally, clocks can be compared over distances of thousands of kilometres over short periods of
time, which improves our ability to monitor periodic effects with long-wavelength like the solid Earth
tide.
4.1.1 Introduction
Vertical deformation transients are key to characterising many geological processes such as magmatic
or tectonic deformation (Fig. 4.1). Many of these processes have timescales from hours to years which
are difficult to measure with existing instruments. Atomic clocks provide a new tool to resolve vertical
displacement, with a current precision of about 1 cm in equivalent height after an integration time of
7 hours [34, 78, 79].
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In the past, we argued [53] that clocks provide the most direct local measurement of the geoid, which
is the equipotential surface (constant clock tick rate) that extends the mean sea level to continents.
Since a clock network is ground-based, it can provide variable spatial resolution and can be used to
calibrate and add detail to satellite maps, which suffer from aliasing (errors due to effects faster than
the sampling rate) and from the attenuation of the gravitational field at the location of the satellite.
In this paper, we consider dynamic sources that cause both vertical displacement and underground
mass redistribution which produce changes in the local geopotential. Geopotential differences ∆U
are directly measured by the changes in clock tick rate ∆f/f ≈ ∆U/c2, where c is the speed of
light. To be useful, a clock must always be compared to a reference clock, which could be nearby or
thousands of kilometres away. Clocks are connected via ultra-precise fiber links that are capable of
disseminating their frequency signals over thousands of kilometers with a stability beyond that of the
clock [80]. As a concrete example we present the case of the inflation (or deflation) of an underground
magma chamber, computed analytically [81], and apply it to the Etna volcano. We explore whether
the magma filling could be detected using one or two clocks located on the volcanic edifice.
The primary tools currently used to monitor vertical displacement are InSAR and GPS. Interferometric
Synthetic Aperture Radar (InSAR) measures millimetre displacements in the line of sight of radar
satellites over wide areas (e.g. Bürgmann et al. 2000; Biggs et al. 2011), but with limited sampling
rates (days to weeks). GPS is able to measure vertical displacements of 1 cm over short timescales (∼
an hour) only when the displacement is very localized in the network and/or the frequency of motion is
different from the frequency of various artefacts that impact GPS accuracy. After surveying areas for
more than 10 years, the level of accuracy of GPS techniques is close to the millimetre level [82, 83] or
better, enabling us to better characterize the crustal elastic contrast of plate boundaries [84, 85]. Since
the primary source of noise in GPS measurements is due to signal dispersion through the atmosphere,
both differential GPS and post-processed GPS data perform better if networks are dense (e.g. Khan et
al. 2010; Houlié et al. 2014) because many artefacts cancel across networks over which the ionosphere
and troposphere can be assumed to be constant. For timescales of seconds, broadband seismometers
can be used [86], but their bandwidth is unsuited for resolving long-term displacements [87].
Unlike the GPS or InSAR measurements, local atomic clock measurements are insensitive to at-
mospheric perturbations, and could resolve ground displacement over shorter integration timescales
(hours to months). Further, clocks in conjunction with gravimeters are also able to resolve density
changes in the Earth crust that do not, or just partially, lead to uplift or subsidence. In the case
of a spherical magma chamber, the geopotential term resulting from mass redistribution is inversely
proportional to the distance to the source ∼ 1/R, whereas the ground displacement term scales with
1/R2. As opposed to this, both terms have the same 1/R2 scaling in gravity surveys. Comparing
the measured gravity change to the uplift, ∆g/∆h, can reduce this degeneracy to model processes a
volcano is undergoing before eruption [88]and also more general processes (see Fig. 1 and De Linage
et al. 2007).
Even in areas without active seismic or volcanic processes, the solid Earth tide has a vertical amplitude
that can be as high as 30 cm [89] with a semi-diurnal period, whose amplitude can be monitored by an
atomic clock that is compared with a distant reference clock. We find that geopotential and gravity
measurements are sensitive to two different combinations of tidal Love numbers, and could be used to
calibrate existing measurements of the solid Earth tide.
4.1.2 Overview of atomic clocks
According to Einstein’s theory of general relativity, time slows down in the vicinity of massive objects.
On a neutron star, clocks tick at about half their rates on Earth. An observer outside the horizon of
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Figure 4.1: Phenomena that could be monitored with optical clock networks. The black line shows the
lower sensitivity of today’s best optical clocks; see equation (4.1) and ∆ztoday in (4.7). The vertical
dashed lines show current and planned clock integration times.
a black hole even sees time stopping all together at the horizon. Similarly, clocks that are closer to
Earth tick slightly slower than clocks that are further away.
Atomic clocks employ atomic transitions that are classified, depending on the transition frequency,
as either microwave or optical clocks. Since the clock frequency depends only on a known atomic
transition and constants of nature, clocks respond identically to changes in the gravitational potential
and do not require calibration. This is in contrast to relative gravimeters, which suffer from instrument
drift and have to be calibrated via comparisons with other measurements at the same location. The
current definition of the second is based on a microwave atomic clock. However, optical clocks have
the potential for higher stability because they utilize atomic transitions with resonance line-widths
typically 105 narrower than microwave transitions. Since the development of the femtosecond laser
frequency comb, optical clocks have been improving extremely rapidly [33]. Today’s best clocks are
optical. They are laboratory devices with frequency uncertainty
∆f/f ∼ 3× 10−16/
√
τ/sec, (4.1)
where τ is the integration period [34, 78, 79], and are likely to continue to improve dramatically within
the next decade [33]. A transportable optical clock that monitors and compensates for environmental
effects (temperature, pressure, electric and magnetic fields) and fits within two cubic meters has
recently been built [90].
In the future, it is expected that clocks will become sensitive to surface displacements at the sub-
millimetre level. Possible techniques include nuclear optical transitions [91], optical transitions in
Erbium [92], and transitions in highly charged ions [93]. A stability of
∆f/f ∼ σtomorrow = 10−17/
√
τ/sec (4.2)
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should be possible [78], which would achieve ∆f/f ∼ 10−20 within one month.
In order to take full advantage of the improved stability of optical clocks, distant clocks have to be
compared reliably to the 10−18 level. This entails a global understanding of vertical displacements,
the solid Earth tide, and, overall, of the geoid to the 1-cm level. Any effects that cause perturbations
to this level would have to be reliably modelled and understood. Clock comparisons via satellites are
currently limited by the precision of the communication link that passes through a potentially turbulent
atmosphere. The most precise comparisons of distant clocks currently use underground optical fiber
links. Optical frequency transfer with stability better than the clock has been demonstrated over a
two-way distance of 1840 km [80], with a fiber-link from Braunschweig, Germany to Paris, France. A
fiber-link network capable of disseminating ultra-stable frequency signals is being planned throughout
Europe (e.g. NEAT-FT collaboration, REFIMEVE+).
4.1.3 Methods
While clocks are sensitive to changes in the gravitational potential, relative gravimeters see changes in
the vertical component of the gravitational acceleration, which is a vector (g = −∇U) whose amplitude
can generally be measured much better than its direction. They both provide local measurements of
the change in gravity or potential relative to a reference point where the gravity and potential are
known accurately. Within a large fiber links network, the reference clock could be very far away.
For a displacement z, the geopotential and gravity changes are
∆U ≈ −GM⊕
R2⊕
z, ∆g ≈ 2GM⊕
R3⊕
z. (4.3)
where G is the gravitational constant, and M⊕ and R⊕ the mass and radius of the Earth. The
well-known free-air correction ∆g for gravity is the gradient of the potential change ∆U .
A vertical displacement of z = 1 cm causes changes in the geopotential and in gravity of
∆U ≈ 0.1
(
z
1 cm
) m2
sec2 , (4.4)
∆g ≈ 3× 10−8
(
z
1 cm
) m
sec2 ∼ 3
(
z
1 cm
)
µgal. (4.5)
Thus, the frequency of a clock changes by
∆f
f
≈ ∆U
c2
∼ 10−18
(
z
1 cm
)
. (4.6)
The solid line in Fig. 4.1 is the vertical displacement ∆ztoday as a function of clock integration time
τ , which is obtained by equating (4.1) and (4.6), while ∆ztomorrow results from (4.2) and (4.6).
∆ztoday ≈ 300
(
τ
sec
)−1/2
cm, ∆ztomorrow ≈ 10
(
τ
sec
)−1/2
cm. (4.7)
4.1.4 Applications
We first discuss the geopotential and gravity changes caused by an inflating magma chamber, using
the Mogi model. This is followed by a discussion of the measurability of the solid Earth tides.
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Figure 4.2: Deformation due to inflating cavity.
4.1.4.1 Inflating magma chamber - the Mogi model
An inflating or deflating magma chamber can be described by the so-called “Mogi model” [81]: an
isolated point pressure source in an elastic half-space that undergoes a pressure change. The Mogi
model is broadly used in the literature (e.g. [94, 95]). Recently, its predictions were compared to
sophisticated simulations, which showed that in many situations the discrepancy is quite small [96].
First, we discuss the Modi model in detail. Then, we apply the model to a volcano, in particular the
Etna volcano.
A Mogi source is an isolated pressure point source embedded in an elastic half-space. A pressure
change ∆P deforms the surrounding half-space and uplifts an observer standing on the surface. This
ground displacement, discussed in Sec. 4.1, affects the ticking rate of a clock since its position in the
Earth’s gravitational field is slightly shifted. Besides that, there are three additional effects affecting
both the gravitational potential and acceleration, which are due to the redistribution of matter.
We choose coordinates such that the elastic half-space extends from minus to plus infinity in both the
x and y directions, and from 0 to +∞ in the z direction. The source is located at (0, 0, d) and an
observer positioned on the surface has coordinates (x, y, 0). By symmetry, we typically use coordinates
(r, z), where r ≡ √x2 + y2 is the distance from the observer to the place on the surface directly above
the cavity. A scheme is given in Fig. 4.2.
Even though a point source is considered, the pressure change can be interpreted as the volume change
∆V of a finite size cavity. This approximation is valid as long as the radius of the cavity is much
smaller than the depth d. Such a volume change can, for example, be caused by the inflation or
deflation of a magma chamber.
The radius of the cavity changes by [97]
∆a = a∆P4µ , (4.8)
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Figure 4.3: Integration times for current clocks. Considering a clock with σ0 = 3×10−16, the required
integration time to resolve uplift (Eq. (13) is shown in (a) as a function of distance R and (constant)
volume change rate ∆V/∆τ . Here, it is assumed that the clock is placed above the magma chamber
(r = 0). Analogous, the integration time for seeing the redistribution of mass (Eq. (14) is shown in
(b). In contrast to the uplift where the result depends on both r and d, the integration time for the
mass redistribution term depends on the total distance R only.
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Figure 4.4: Integration times for future clocks. Analogous to Fig. 4.3, the integration times to resolve
uplift and mass redistribution are shown for future clocks with σ0 = 1× 10−17.
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where µ is the shear modulus, having the same units as pressure (note that some authors use G for
the shear modulus). Typical values for rock are µ = 10 × 109 Pa to 30 × 109 Pa. Thus, the volume
changes by
∆V = 4pi3 (a+ ∆a)
3 − 4pi3 a
3 = 4pia2∆a+O(∆a2). (4.9)
Neglecting terms of order O(∆a2), it can be written as
∆V = pia
3∆P
µ
= 3V∆P4µ . (4.10)
The change in pressure within the cavity induces a volume change that affects the surrounding elastic
medium. An observer on the surface at (r, z = 0) is displaced by(
u
w
)
= a3∆P 1− ν
µ
(
r
−d
)
/R3 = (1− ν)∆V
pi
(
r
−d
)
/R3, (4.11)
with ν being the Poisson ratio and R ≡ √r2 + d2 being the distance between the cavity and the
observer. Thus, a point on the surface that was originally at (r, 0) gets shifted to (r+u,w). Therefore,
an observer on the Earth surface is vertically uplifted by
|w(r)| = (1− ν)∆V
pi
d
(r2 + d2)3/2
. (4.12)
In addition, the density of the elastic body changes at each point by [97]
∆ρ(r, z) = ρa
3∆P
λ+ µ
r2 − 2(z + d)2
[r2 + (z + d)2]5/2
= (1− 2ν)ρ∆V
pi
r2 − 2(z + d)2
[r2 + (z + d)2]5/2
,
(4.13)
where λ is Lamé’s constant
λ ≡ 2µν1− 2ν
ν= 14= µ. (4.14)
Below, we calculate the changes in the clock and gravimeter measurements due to ground displacement
and the three effects coming from mass redistribution. Summing the results obtained below we find
∆Um ≡ ∆U2 + ∆U3 + ∆U4 = −Gρm∆V 1√
r2 + d2
. (4.15)
The required integration timescales to resolve uplift (τ1) and mass redistribution (τm) as a function
of the distance to the magma chamber and the volume change rate ∆V/∆τ is given by Eq. (13) and
(14), respectively. For a current clock with σ0 = 3× 10−16, the respective integration times are shown
in Fig. 4.3(a) and (b). Resolving ∆Um requires either long integration timescales of the order of a
year or more or better clocks. However, for different geometries (e.g. flatter magma chambers) or
more realistic models the mass redistribution term could be more significant. For future clocks with
σ0 = 1× 10−17, the analogous plot is given in Fig. 4.4.
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Ground displacement: Treating the Earth as a perfect sphere, its gravitational potential is
U(r, z) = − GM⊕√
r2 + (R⊕ − z)2
, (4.16)
where M⊕ is the mass and R⊕ is the radius of the Earth.
We expand the potential in a Taylor series around (r, z) = (0, 0) and neglect all terms of order
O(r3),O(z3) and higher to obtain
U(r, z) ≈ −GM⊕
R⊕
− GM⊕
R2⊕
z + GM⊕2R3⊕
(r2 − 2z2) (4.17)
The gravitational acceleration is given by
g(r, z) = GM⊕
r2 + (R⊕ − z)2 , (4.18)
with the expansion
g(r, z) ≈ GM⊕
R2⊕
+ 2GM⊕
R3⊕
z − GM⊕
R4⊕
(r2 − 3z2) . (4.19)
The linear term in the expansion is known as the free-air correction; we can neglect the higher orders.
We define the gravitational acceleration at the surface as g ≡ GM⊕/R2⊕ ≈ 9.81m/sec2. For a Mogi
source z = w (see Eq. 4.11). The potential and gravity changes are
∆U1 = −g z = g(1− ν)∆V
pi
d
(r2 + d2)3/2
, (4.20)
∆g1 = 2g
z
R⊕
= −2g(1− ν) ∆V
pi R⊕
d
(r2 + d2)3/2
. (4.21)
Direct signal: If there is inflow or outflow of magma, crustal rock of the volume ∆V will be
replaced by magma, or vice versa. This change in density gives a direct signal, due to the mass change
∆M = ∆V (ρm − ρ), where ρm and ρ are the densities of magma and crustal rock, respectively. The
resulting change in the gravitational potential from the presence of the density anomaly only is
∆U2 = −G∆M
R
= −G(ρm − ρ)∆V 1√
d2 + r2
, (4.22)
and the change in the gravitational acceleration is
∆g2 =
∂∆U2
∂d
= G(ρm − ρ)∆V d(d2 + r2)3/2 . (4.23)
The potential of the uplifted rock: Before the inflation of the cavity, the surface of the half-
space is flat. But after the inflation there will be a hat of material peaking above the location of
the cavity; this is where the clock and the gravimeter are located. Obviously, this hat of material
affects the outcome of a measurement. As a simplification, most authors replace the hat by an infinite
disc of height d0. While this gives the correct first order result for the gravitational acceleration, the
expression for the gravitational potential diverges.
In this section we discuss the gravitational potential and acceleration of this additional hat without
making the disc approximation. This allows us to calculate the effect on clock measurements and to
compute higher order corrections to the gravitational acceleration.
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We denote the uplift directly above the cavity by
d0 ≡ |w(r = 0)| = (1− ν)∆V
pi
1
d2
. (4.24)
We shift the coordinates slightly to put the observer at z = 0. Thus, z = d0 now corresponds to the
surface of the ground before the uplift. The z coordinate of the new surface at a given distance r is
z(r) = d0 − |w(r)|
= d0
1− (r2
d2
+ 1
)−3/2 . (4.25)
This can be inverted to express r as a function of z:(
rz
d
)2
=
(
1− z
d0
)−2/3
− 1. (4.26)
The z index is used to emphasize that rz is the distance at which the surface has altitude z.
In general, the gravitational acceleration and the gravitational potential of an observer located at
(r, z) = (0, 0) due to the density distribution ρ(r, z) are
g3 = 2piG
∫ ∞
−∞
∫ ∞
0
ρ(r, z)z
(r2 + z2)3/2
r dr dz, (4.27)
U3 = −2piG
∫ ∞
−∞
∫ ∞
0
ρ(r, z)√
r2 + z2
r dr dz. (4.28)
Assuming constant density, the acceleration ∆g3 and the potential ∆U3 due the uplifted mass are
∆g3 = 2piGρ
∫ d0
0
∫ rz
0
rz
(r2 + z2)3/2
dr dz, (4.29)
∆U3 = −2piGρ
∫ d0
0
∫ rz
0
r√
r2 + z2
dr dz. (4.30)
Performing the integrals over r yields
∆g3 = −2piGρ
∫ d0
0
(
z√
r2z + z2
− 1
)
dz, (4.31)
∆U3 = −2piGρ
∫ d0
0
(√
r2z + z2 − z
)
dz, (4.32)
and defining a new variable ζ ≡ z/d0, we obtain
∆g3 = −2piGρd0
∫ 1
0
 ζ√
r2z
d20
+ ζ2
− 1
 dζ
= −2piGρd0
∫ 1
0
d0
d
ζ√
(1− ζ)−2/3 + d20
d2 ζ
2 − 1
− 1
 dζ,
(4.33)
∆U3 = −2piGρ
∫ d0
0
(√
r2z + z2 − z
)
dz
= −2piGρd0d
∫ d0
0
√(1− ζ)−2/3 + d20
d2
ζ2 − 1− d0
d
ζ
 dζ. (4.34)
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Because d0/d  1, we can expand around d0/d = 0 and drop all terms that are of order O(d20/d2),
then we can integrate and find
∆g3 ≈ 2piGρd0
[
1−
(
2− 15pi32
)
d0
d
]
,
∆U3 ≈ −2piGρd0d
[
1− 12
d0
d
]
.
(4.35)
To combine this with the other mass redistribution terms, we need the result as a function of r. In the
infinite disk model in the literature, the gravitational acceleration at r is taken to be that produced
by a disk with a thickness equal to |w(r)|, the local value of the uplift,
∆g3 = 2piGρ|w(r)|
= 2Gρ(1− ν)∆V d
(r2 + d2)3/2
.
(4.36)
Integrating with respect to d we obtain the corresponding potential
∆U3 = −2Gρ(1− ν)∆V 1√
r2 + d2
. (4.37)
Gravitational potential due to density change: In response to the inflating magma chamber,
the density throughout the surrounding rock changes by ∆ρ(r, z), given by (4.13). The resulting
change in the gravitational acceleration
∆g4(r) = −G(1− 2ν)ρ∆V d(r2 + d2)3/2 . (4.38)
was calculated by [97]. Following a similar approach, we determine the change in the gravitational
potential due to this density variation. This may be useful for the reader since Hagiwara’s paper was
written in Japanese.
First, a new function K is defined
K(x, y, z) =
(
x2 + y2 + (z + d)2
)−3/2
, (4.39)
which allows to rewrite the density change (4.13) as
∆ρ(x, y, z) = (1− 2ν)ρ∆V
pi
[
K(x, y, z) + (z + d)∂K(x, y, z)
∂d
]
. (4.40)
The gravitational potential due to this change in density is
∆U4(x, y, z) = −
∫
R3
G∆ρ(x′, y′, z′)dx′ dy′ dz′√
(x− x′)2 + (y − y′)2 + (z − z′)2
= κ
∫
R
[
1 + (z′ + d) ∂
∂d
]
ΦK(x, y, z, z′)dz′,
(4.41)
where we defined
ΦK(x, y, z, z′) ≡
∫
R2
K(x′, y′, z′)dx′ dy′√
(x− x′)2 + (y − y′)2 + (z − z′)2 , (4.42)
κ ≡ −G(1− 2ν)ρ∆V
pi
. (4.43)
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Further, we assume that before the inflation of the magma chamber the density ρ is constant.
The 2D Fourier transform, assuming z = 0, is
Φ∗K(kx, ky) =
1
2pi
∫
R2
ΦK(x, y, 0, z′)e−i(kxx+kyy)dx dy
=
[∫
R2
K(x′, y′, z′)e−i(kxx′+kyy′)dx′ dy′
]
×
[
1
2pi
∫
R2
e−i(kxu+kyv)√
u2 + v2 + z′2
du dv
]
= 2pie
−|z′+d|
√
k2x+k2y
z′ + d
e−|z
′|
√
k2x+k2y√
k2x + k2y
= 2pi e
−(2z′+d)
√
k2x+k2y
(z′ + d)
√
k2x + k2y
.
(4.44)
We substituted u = x− x′ and v = y − y′ and used dx dy dx′ dy′ = du dv dx′ dy′. Further, we used the
Fourier integrals
1
2pi
∫
R2
e−i(kxx+kyy)
(x2 + y2 + z2)1/2
dx dy = e
−|z|
√
k2x+k2y√
k2x + k2y
, (4.45)
1
2pi
∫
R2
e−i(kxx+kyy)
(x2 + y2 + z2)3/2
dx dy = e
−|z|
√
k2x+k2y
z
, (4.46)
and we used that the density vanishes for z′ < 0. Taking the Fourier transform of ∆U4
∆U∗4 (kx, ky) =
1
2pi
∫
R2
∆U4(x, y)e−i(kxx+kyy)dx dy
= κ
∫
R
[
1 + (z′ + d) ∂
∂d
]
×
( 1
2pi
∫
R2
ΦK(x, y)e−i(kxx+kyy)dx dy
)
dz′
= κ
∫
R
[
1 + (z′ + d) ∂
∂d
]
Φ∗K(kx, ky)dz′,
(4.47)
and using the expression for Φ∗K above, we obtain
∆U∗4 (kx, ky) = 2piκ
∫
R
[
1 + (z′ + d) ∂
∂d
]
e−(2z
′+d)
√
k2x+k2y
(z′ + d)
√
k2x + k2y
dz′
= −2piκ
∫ ∞
0
e−(2z
′+d)
√
k2x+k2ydz′
= −piκe
−d
√
k2x+k2y√
k2x + k2y
,
(4.48)
where we used that outside the half-space (i.e., for z′ < 0) the density (contained in κ) vanishes. The
inverse Fourier transform is
∆U4(x, y) =
1
2pi
∫
R2
∆U∗4 (kx, ky)ei(kxx+kyy)dkxdky
= −12κ
∫
R2
e−d
√
k2x+k2y√
k2x + k2y
ei(kxx+kyy)dkxdky,
(4.49)
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and introducing polar coordinates kx = k cos θ, ky = k sin θ (such that dkxdky = k dk dθ) and orien-
tating the coordinate axes such that (x, y) = (r, 0), the integral can be written as
∆U4(x, y) = −12κ
∫ ∞
0
∫ 2pi
0
e−dk
k
eikr cos θk dθ dk
= −12κ
∫ ∞
0
e−dk
(∫ 2pi
0
eikr cos θ dθ
)
dk
= −κ pi√
r2 + d2
.
(4.50)
Here, we used the definition of the Bessel functions and the integral 6.751(3) in [98]. Finally, we find
∆U4(r) = G(1− 2ν)ρ∆V 1√
r2 + d2
. (4.51)
Optimizing the placement of a second clock: We now consider the question of the optimal
location for measuring the depth and volume change of a magma chamber. We will assume that one
clock is directly over the magma chamber. What is the optimal location of a second clock? Recall
that there must also be a distant reference clock. For this example, we assume that the horizontal
location of the magma chamber is known from a previous survey. If this were not known, it could also
be measured, but more clock locations would be required.
The shift in the gravitational potential at clock i can be written
∆Ui(r) = C0∆V
d
(r2i + d2)3/2
, (4.52)
C0 ≡ GM⊕
R2⊕
1− ν
pi
, (4.53)
where d is the depth of the magma chamber, ri the horizontal distance of clock i from the magma
chamber. We assume that ν is known, thus C0 is a constant.
We measure two quantities, the differences between each of the clocks and the reference clock. These
are
∆U1 = C0∆V
1
d2
, (4.54)
∆U2 = C0∆V
d
(r2 + d2)3/2
. (4.55)
The measurements of each of these quantities is affected by clock noise. The three clocks will have
uncorrelated noise, but the ∆Ui will be correlated because they each depend on the reference clock.
We write the variance of the two clocks near the magma chamber as σ2M , and the variance of the
reference clock as σ2R. Then the variances and covariance of ∆U1 and ∆U2 are
Var(∆U1) = σ2M + σ2R, (4.56)
Var(∆U2) = σ2M + σ2R, (4.57)
Cov(∆U1,∆U2) = σ2R . (4.58)
The noise variance in the measurement of d is
Var(d) =
(
∂d
∂∆U1
)2
Var(∆U1) +
(
∂d
∂∆U2
)2
Var(∆U2)
+2 ∂d
∂∆U1
∂d
∂∆U2
Cov(∆U1,∆U2)
(4.59)
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and the same holds replacing d with ∆V . It is easiest to calculate the partial derivatives by calculating
first the partial derivatives of the ∆Ui with respect to d and α, and inverting. They are
∂∆V
∂∆U1
= d
2(r2 − 2d2)
3C0 r2
, (4.60)
∂∆V
∂∆U2
= 2(r
2 + d2)5/2
3C0d r2
, (4.61)
∂d
∂∆U1
= −d
3(r2 + d2)
3C0∆V r2
, (4.62)
∂d
∂∆U2
= (r
2 + d2)5/2
3C0∆V r2
. (4.63)
We find the optimal location for the second clock by minimizing the variance of either ∆V or d, as
a function of r, the horizontal distance to the second clock. Fortunately, we find that d and ∆V are
optimized for similar values of r, and the minima are fairly broad. A reasonable compromise, in the
case where the reference clock has the same performance as the other clocks, is r ≈ 0.78 d. With this
clock placement, we have
Var(∆V ) ≈
(
4.6 d
2
C0
)2
σ2M , (4.64)
Var(d) ≈
(
2.2 d
3
C0∆V
)2
σ2M . (4.65)
We can summarize this more succinctly in terms of fractional errors. We define δh ≡ σM/g, which
is the standard deviation of the measurement of a single clock, in terms of equivalent height. The
maximum value of the uplift (at the summit) is h = C0∆V/(gd2). The standard deviation of one clock
is then σM = (C0∆V/d2)δh/h. Given this, the fractional accuracies of our measurements are
δ∆V
∆V ≈ 4.6
δh
h
, (4.66)
δd
d
≈ 2.2 δh
h
. (4.67)
A frequency stability of 10−18 corresponds to 1 cm, which is achieved with current clocks after an
integration of 7 hours. If each clock has this performance and the maximum uplift is 10 cm, this is a
fractional accuracy of 10%, giving a fractional accuracy on d of 22% and on ∆V of 46%. If instead, we
integrate for a month, the fractional accuracies improve by an order of magnitude leading to fractional
accuracies of 2.2% and 4.6%, respectively.
In the case of a reference clock that is much better than the others (σR  σM ), the numbers become
r ≈ 0.87d, δ∆V/∆V ≈ 3.7 δh/h, and δd/d ≈ 2.0 δh/h.
4.1.4.2 Apply Mogi model to volcano
Clocks and gravimeters lying above the magma chamber will be affected by (1) a ground displacement,
(2) the change of mass density within the chamber, (3) the uplifted rock, and (4) the change in the
density of the surrounding material. We refer to effects (2), (3) and (4) as ‘mass redistribution’ (∆U2,
∆U3 and ∆U4 in above). The change of the gravitational potential due to ground displacement (1)
arises since the observer is shifted to a position farther away from the centre of the Earth. A Mogi
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source centred at (0, d) that undergoes a volume change ∆V deforms the half-space, lifting an observer
sitting at (r, 0) by
|w| = (1− ν)∆V
pi
d
(r2 + d2)3/2
, (4.68)
where ν is Poisson’s ratio. For crustal rock the typical value is ν ≈ 0.25. Using Eq. (4.3) with z = w,
this uplift changes the potential by
∆U1 ≈ −GM⊕
R2⊕
w = GM⊕
R2⊕
(1− ν)∆V
pi
d
(r2 + d2)3/2
, (4.69)
where higher order terms have been neglected. When we add the contribution of the mass redistribu-
tion terms
∆Um = Gρm∆V
1√
r2 + d2
. (4.70)
The total geopotential change is
∆U = ∆U1 + ∆Um
= GM⊕
R2⊕
(1− ν)∆V
pi
d
(r2 + d2)3/2
+Gρm∆V
1√
r2 + d2
,
(4.71)
where ρm is the magma density. Typically, the change due to mass redistribuiton ∆Um is several orders
of magnitude smaller than that due to uplift ∆U1. Measuring the mass redistribution term would
require that we subtract the uplift term which may be obtained individually using other techniques
like GPS or InSAR.
Similarly, the change in the gravitational acceleration is given by
∆g = ∆g1 + ∆gm
=
[
−2GM⊕
R3⊕
1− ν
pi
+Gρm
]
∆V d
(r2 + d2)3/2
.
(4.72)
Notice that for both the acceleration and the potential the different terms of (2), (3) and (4) mostly
cancel each other and only a term ∼ ρm survives (see Sec. 4.1.4.1). However, this cancellation is a
consequence of the elastic half-space assumption of the Mogi model and will be less exact in more
realistic scenarios. On the one hand, for the acceleration all terms have the same spatial dependence.
On the other hand, for the potential they scale differently: while the uplift term scales as d/R3 like
all acceleration terms, the mass redistribution term scales as 1/R, where R =
√
r2 + d2 is the distance
to the source.
Assuming a clock with stability ∆f/f = σ0/
√
τ/sec and a source with a constant volume change rate
∆V/∆τ , the minimum required integration time to measure the uplift at a location (r, d)
τ1 =
[
σ0pic2
g(1− ν)
R3
d
(∆V
∆τ
)−1
sec−1
]2/3
sec, (4.73)
with g = GM⊕/R2⊕, whereas for the mass redistribution
τm =
[
σ0Rc2
Gρm
(∆V
∆τ
)−1
sec−1
]2/3
sec. (4.74)
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Figure 4.5: Estimate of vertical ground deformation on the Etna volcano over the course of one year
with the Mogi model. In (a), the altitude profile of Etna is shown. The solid curve shows the southern
slope of the mountain, the dashed line shows the mirror image of the northern slope. For the following
plots only the former is considered since the latter gives very similar results. Assuming a Mogi source
located 9.5 km below the summit with a volume change rate of 30 × 106m3/yr, the vertical and
horizontal motion over one year is plotted in (b). The change in the gravitational potential due to this
uplift together with the change due to mass redistribution is shown in (c). Notice that the latter is
about 3 orders of magnitude smaller. If one clock is positioned at the summit, (d) shows the fractional
errors on the measurements of the source depth δd/d and the volume change δ∆V/V as a function of
the horizontal distance to a second clock.
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We focus on the specific example of the Etna volcano. Houlié et al. [94] used GPS data to investigate its
underground magma system and found that a Mogi source located about 9.5 km below the summit with
a volume change rate of 30×106 m3/yr would yield the observed uplift. In Fig. 4.5, we plot the ground
motion and the resulting potential change as well as the potential change due to mass redistribution.
We find that ∆Um ∼ 10−3∆U1, which roughly corresponds to ∆f/f ∼ ∆U/c2 ∼ 10−20. If we assume
constant volume change rate, an optical clock on the summit would see the uplift if integrated for
about ten days (Eq. (4.73)), while the mass redistribution signal is out of reach. With a clock stability
σtomorrow, such an uplift would be observable within a day, and the mass redistribution in five months.
We also give an example of how to best choose the clock locations. We assume that the horizontal
position of the magma chamber is already known from previous surveys, and that the two measure-
ments we wish to make are the depth of the magma chamber d and the volume change ∆V (assuming
also that ν is known). With one clock directly above the magma chamber, we find the location of a
second clock which minimizes the measurement errors on d and ∆V ; of course there must also be a
distant reference clock. For a flat half-space we find the optimal location to be at a horizontal distance
r ≈ 0.78d (note that the minima is broad; see Sec. 4.1.4.1). Assuming Etna to be a half-space with
chamber depth 9.5 km, the fractional errors there are δd/d ≈ 18% and δ∆V/∆V ≈ 38%. Including
the height profile of the mountain, Fig. 4.5(d) shows δd/d and δ∆V/∆V as a function of the distance
to the summit, assuming a clock sensitive to ∆U/c2 = 10−18. We find that the optimal location of a
second clock is r ≈ 0.78 d, independent of the clock’s performance. For the performance considered
here, this corresponds to δd/d ≈ 14% and δ∆V/∆V ≈ 30%.
4.1.4.3 Solid Earth tides
Solid Earth tides are the deformation of the Earth by the gravitational fields of external bodies, chiefly
the Moon and the Sun. In general relativity the Earth is freely falling, so at the centre of the Earth the
external gravitational force is canceled by the Earth’s acceleration toward the external body. Because
the external field is not uniform, other points experience a position-dependent tidal force [89].
The tide has three effects of concern on the gravitational potential. First is the external potential itself,
which can be calculated directly from the known mass and position of the external bodies. Second is
the change in the Earth’s gravitational potential produced by the deformation of the Earth. Third is
the vertical displacement of the surface, which produces a free-air correction to our measurements. The
last two effects are proportional to the first, parametrized by the Love numbers kn and hn, respectively
[89].
Throughout this section we follow [89] and we use standard spherical coordinates. The gravitational
potential of an external body can be written as a multipole expansion
Uext = −GMext
ρ
= −GMext
R
∞∑
n=0
(
r
R
)n
Pn(cosα).
(4.75)
Here, ρ is the distance between the external body and the location of the clock, R is the distance
between the body and the Earth’s centre of mass, r is the distance between the Earth’s centre and the
clock and α is the angle between the two vectors pointing from the centre of the Earth to the external
mass and the clock. The Pn denote the Legendre polynomials. In the sum, the n = 0 term can be
neglected since it is constant and therefore does not contribute to the force since it will drop out when
taking the gradient. The n = 1 term (Uext,n=1 = −GMext/R2r cosα) causes the orbital acceleration
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and therefore, by the definition of tides, the tidal potential is
Utid(r, α) = −GMext
R
∞∑
n=2
(
r
R
)n
Pn(cosα). (4.76)
By Untid we will denote the n-th order component of the expansion.
The tidal deformation is mainly caused by the Moon and the Sun; the other planets cause very minor
effects. Since typically r/R is small (for the Moon: r/R ≈ 1/60, Sun: r/R ≈ 1/23000), it is sufficient
to just consider the first few orders of the expansion.
If the Earth was a completely rigid spherical body with no external mass acting tidally, the gravita-
tional acceleration at the surface would be a constant g ≡ GM⊕/R2⊕. Changing the radial distance
by a small amount ∆r would change g by ∆g = −2GM⊕/R3⊕∆r. Thus, going farther away (∆r > 0)
weakens the gravitational acceleration.
First, we consider just the effect of an external body, letting the Earth be perfectly rigid. This
corresponds to the Love numbers (introduced below) being zero. The value of the tidal potential on
the surface is Utid(R⊕, α). This induces a change in the gravitational acceleration at the surface of
∆g(α) = − ∂Utid(r, α)
∂r
∣∣∣∣
r=R⊕
= −
∞∑
n=2
n
U
(n)
tid (R⊕, α)
R⊕
.
(4.77)
Just taking the first (n = 2) term, this is
∆g(α) = −2U
(2)
tid (R⊕, α)
R⊕
= GMext
R3
R⊕(3 cos2 α− 1).
(4.78)
Thus, there is an outward pull, ∆g > 0, at the sides of the Earth facing (α = 0) and opposing (α = pi)
the external body. Halfway between, there is an inward pull (α = pi/2, 3pi/2). Since the Earth is not
a rigid body, it is deformed by tidal forces. Its tidal response is quantified by the Love numbers kn
and hn; there is also a Love number ln which we do not use here. The larger the Love numbers, the
stronger the deformation.
The gravitational acceleration arising from the tidal interaction has three components. First, there is
the direct effect from the external body (4.77). Second, the deformation of the Earth gives rise of an
additional gravitational potential knU (n)tid , resulting in an additional acceleration. Third, due to the
deformation, the altitude of the observer changes by −hnU (n)tid /g compared to a non-deformed Earth.
Thus, the effective tidal potential measured by a clock on the surface, for a given n, is
U
(n)
tid,eff = (1 + kn − hn)U (n)tid . (4.79)
The potential of the deformed Earth is knU(n). It can be written as an expansion around its value
Utid(R⊕, α) at the undistorted surface. Since the gravitational field satisfies Poisson’s equation, it is
a harmonic function outside the Earth and therefore, we can write it as an expansion of the form
UEarth def(r, α) =
∞∑
n=0
(
R⊕
r
)n+1
Fn(α), (4.80)
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where the functions Fn(α) have to be chosen such that they match Utid(R⊕, α) at the Earth’s surface,
giving
UEarth def(r, α) = −GMext
R
∞∑
n=2
(
R⊕
R
)n (R⊕
r
)n+1
Pn(cosα). (4.81)
The tidal acceleration is now given by
− ∂(Utid + knUEarth def)
∂r
∣∣∣∣
r=R⊕
= GMext
R
∞∑
n=2
1
R⊕
(n− kn(n+ 1))
(
R⊕
R
)n
× Pn(cosα),
(4.82)
which can be written as
−
∞∑
n=2
n
(
1− n+ 1
n
kn
)
Untid(R⊕, α)
R⊕
. (4.83)
The change in the gravitational acceleration due to a small radial displacement ∆r close to the surface
of the Earth is
−2GM⊕
R3⊕
∆r = −2GM⊕
R2⊕
∆r
R⊕
= −2g∆r
R⊕
. (4.84)
The final effective tidal acceleration on the surface is
∆g(n)tid,eff = (n− (n+ 1)kn + 2hn)
Untid(R⊕, α)
R⊕
. (4.85)
From (4.79) and (4.85), we see a key feature of clocks relative to gravimeters. Gravimeters are relatively
more sensitive to effects at higher n, i.e., shorter wavelengths, than are clocks. This is because they
measure a spatial derivative of the potential rather than the potential itself. In contrast, the response
to uplift only depends on motion in the entire gravitational field of the Earth, and so the coefficients
of hn do not depend on n.
Note that clocks are best at constraining the lower order multipoles. Instruments that measure
higher order derivatives of the geopotential (e.g. gradiometers) are more sensitive to the higher order
multipoles. Clocks will only be useful for measuring the n = 2 and possibly n = 3 tides. However, a
detailed analysis of the multipole structure based on clock data is beyond the subject of this paper.
As shown above, clocks (sensitive to geopotential changes) and gravimeters (sensitive to the downward
component of g) each measure a different linear combination of the Love numbers. This is because the
three effects scale differently with the distance from the centre of the Earth. It is therefore desirable
to combine gravimeter and clock measurements to infer the Love numbers with great accuracy. Recall
that clock measurements must be made between a pair of clocks. Since tidal effects are global, both
clocks are sensitive to the tidal deformation; one clock cannot simply be treated as a reference. To
measure the tidal amplitude, it is necessary to compare instruments over distances of the order of
half the tidal wavelength on timescales shorter than the period of the tide. The tidal wavelength is
half the circumference of the Earth for the dominant tidal mode. Both differential GPS and InSAR
have short baseline, so tidal effects are small and are mostly subtracted by modelling. A network of
clocks where each clock pair is separated by hundreds of kilometers could more holistically monitor
solid Earth tides. Current clocks provide measurements of the vertical uplift to within a percent of
88 CHAPTER 4. GEOPHYSICAL APPLICATIONS OF GENERAL RELATIVITY
the maximal tidal amplitude on an hourly basis. Such measurements could be used to monitor stress
changes within the crust, and to investigate whether these correlate with triggered seismicity.
Such a network of clocks on the continent scale could accurately measure the tidal Love numbers. The
external tidal potential can be decomposed into a sum of Legendre polynomials
Untid(R,α) = −
GMext
R
(
R⊕
R
)n
Pn(cosα), (4.86)
where R is the distance between the external body of mass Mext and the Earth’s centre of mass, and
α is the angle from the observation point to the line between the centre of the Earth and the external
body. Since R⊕/R ≈ 1/60 for the Moon, and R⊕/R ≈ 1/23000 for the Sun, it is typically sufficient
to just consider the first few terms of the expansion. By linearity, we treat each n separately.
The potential change measured by a clock, including all three effects above, is
∆Un = (1 + kn − hn)Untid(R,α) . (4.87)
The change in the vertical gravitational acceleration measured by a gravimeter is
∆gn = −n
(
1− n+ 1
n
kn +
2
n
hn
)
Untid(R,α)
R⊕
. (4.88)
Combining the two measurements with the known Untid(R⊕, α) we can determine the Love numbers
kn =
n+ 2
n− 1 +
R⊕∆gn − 2∆Un
(n− 1)Untid(R⊕, α)
, (4.89)
hn =
2n+ 1
n− 1 +
R⊕∆gn − (n+ 1)∆Un
(n− 1)Untid(R⊕, α)
. (4.90)
Both Love numbers are believed to be modelled to within a fraction of a percent [99]. These models
will be throughly tested once a global optical clock network becomes available.
4.1.5 Conclusions
We have demonstrated the promise of very precise atomic clocks for geophysical measurements with
two illustrative examples. In the inflation or deflation of a spherical magma chamber (the Mogi model)
clocks are primarily sensitive to the local vertical displacement resulting at the Earth’s surface. Such
monitoring of local deformations can be done using a reference clock anywhere outside the zone where
the displacement is significant, typically tens of kilometres. However, when monitoring solid Earth
tides, the best accuracy will be obtained with a clock network spanning the globe.
Beyond the examples given, it should be possible to use clocks in conjunction with gravimeters to
monitor dyke intrusion, post-seismic deformation, aquifer variations, and other effects causing vertical
displacement or subsurface mass change. In contrast to GPS and InSAR measurements, ground clock
measurements are insensitive to the turbulence in the atmosphere.
In the future, optical clocks are expected to become part of the global ground-clock network that is
used for telecommunications increasing the precision with which we can monitor time. Ground clocks
can thus be combined with existing instrumentations (GPS, InSAR, gravimeters) to track underground
mass redistribution through its effects on the geopotential. Portable optical clocks have already been
developed [90], and could monitor changes in the geopotential of the Earth across fault lines, in areas
with active volcanoes, and for surveying.
Chapter5
Conclusions
It is safe to say that it is a good time now to start doing research on general relativity. Over the
course of my PhD, many very exciting events in the field of gravitational physics occurred. LIGO
made the first direct detection of gravitational waves and the LISA Pathfinder satellite has not only
been launched successfully but is also performing remarkably well. Together, they lay the cornerstone
for gravitational wave astronomy in space. The Microscope satellite launched and is currently testing
the weak equivalence principle at an unprecedented level. Furthermore, the two atomic clocks of the
Atomic Clock Ensemble in Space (ACES) mission will launch soon.
As the title of this thesis indicates, I worked on different projects studying alternative theories of
gravity, tests of theories of gravitation and applications of relativity in geophysics. In some of the
projects, we tried to make connections between the different fields. Below, all the chapters are briefly
summarized. Besides stating the main results, some remarks are added.
In chapter 2 we discuss scalar-tensor and multi scalar-tensor theories. First, we consider the
case of a single scalar field where the action is given in the Einstein frame. We discuss and demonstrate
the advantage of working in this frame compared to the Jordan frame. We focus on the weak field
limit that can be described in the PPN framework in which we calculate the parameters γ and
β. We introduce a general formalism to discuss constraints on scalar-tensor theories. Applying the
Cassini constraint on γ, it can be used to constrain the (αSun,mJ)-parameter space, which is shown
in figure 2.1. Here, we take the signal’s closest distance to the Sun as the interaction distance. This
constraint is specific to the Sun, since the parameter αSun will, in realistic scenarios, not only depend
on parameters of the theory but also on the properties of the Sun. As an example, we calculate α
for a homogeneous sphere, assuming a massive Brans-Dicke theory. It shows that in fact α depends
on the size of the sphere. Figure 2.2 shows the Cassini constraint applied to this situation. This
yields a more stringent constraint compared to the one obtained when considering a point source.
Since α depends on properties of the central mass, experiments around different masses, say the Sun
and the Earth, are complementary. Furthermore, we estimate the impact of the PPN parameters on
a redshift measurement as measured by a satellite which carries a clock that is compared to ground
clocks. Assuming a realistic eccentric orbit and constant PPN parameters, limits on γ and β should be
achievable that are comparable to the limits obtained from the Cassini experiment or from planetary
ephemerides.
Chapter 3 discusses the possibility of measuring relativistic effects in the Solar System by comparing
a satellite clock to laboratory clocks on the Earth’s surface. We developed a code to calculate those
effects for terrestrial satellites and planetary missions. We find that it is desirable to have orbits
with high eccentricities. This boosts relativistic effects at pericenter due to the high velocity and
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the relatively low altitude there. Often, physicists think of relativistic effects as continuous effects
that build up slowly. For example, it is well-known that perihelion of an orbit precesses per orbit,
as given by equation (3.66), which is due to Schwarzschild space curvature. However, this is the
total precession averaged over one orbit. For an eccentric orbit, almost all precession is done during
the pericenter passage, as can be seen in figure 3.1. This is analogous for all relativistic effects on
the orbit. Studying these relativistic effects when averaged over many orbits can bring significant
problems. Small relativistic effects might get masked by much larger Newtonian effects, e.g., due to
multipole moments that are not well-known. Therefore, we propose to look at the redshift signal
over just one pericenter passage. Each relativistic effect leaves a characteristic imprint that can, in
principle, be filtered out. We discuss the different relativistic effects on the basis of proposed terrestrial
missions and the currently flying planetary missions Juno and Cassini, orbiting Jupiter and Saturn,
respectively. With current technology it is realistic to probe Schwarzschild curvature and first order
spin, which is a frame-dragging effect. Also, the leading order relativistic effect on the signal, the
Shapiro time delay, is measurable. However, with slightly improved technology also spin-square, the
effects of next higher order seem to lie within reach.
We proposed a satellite project called Einstein Gravitational Redshift Probe (E-GRIP) in the context
of a call for ideas of a mission by the Swiss Space Office. The idea of E-GRIP is to have a hydrogen
maser atomic clock built in Switzerland on an eccentric orbit around Earth. This would allow testing
aspects of the Einstein equivalence principle and relativistic effects. In addition, it would provide
measurements for time and frequency metrology and geodesy. Although the mission did not get
selected, we are very confident that E-GRIP or a similar mission will fly eventually. For me, it was a
great experience to take part in the process of proposing such a mission. It was not only interesting
from a scientific point of view but also to see how the organization behind such a project works.
In the geophysics project presented in chapter 4, we calculate the impact of an inflating or deflating
magma chamber on an atomic clock that is located at the volcano above. We use the Mogi model for
describing the magma chamber. Its impact on an instrument can be divided into two parts: A part
solely due to uplift and another due to the redistribution of matter. We estimate the former to be
larger by usually about three orders of magnitude. We find that clocks can indeed be a very interest-
ing tool to monitor volcanoes. However, current clocks are of limited use and further improvement is
necessary. Assuming a similar improvement to the one in the past years, clocks in the near future will
be significantly more stable over longer periods of time as well as more portable. Such clocks could
be a valuable alternative or extension to current observation techniques such as gravimeters, GPS
and InSAR. For example, while clocks measure differences in the gravitational potential, gravimeters
measure changes in the gravitational acceleration, which is the gradient of the potential. On the one
hand, the change in potential due to uplift scales as 1/R2 and change due to redistribution as 1/R. On
the other hand, both contributions scale as 1/R2 for the gravitational accelerations. As a consequence,
using both instruments together would help getting a better understanding of underground processes.
Furthermore, we motivate the establishment of a global network of atomic clocks that can be used to
measure the solid Earth tides.
This project was done by a collaboration of theoretical physicists and geophysicists. It was an in-
teresting experience to work with scientists from a different field. I think that such interdisciplinary
collaborations are invaluable and input from other fields can give ideas that one would not come up
with when just being surrounded by people with a similar background.
5.1 Outlook
There are many interesting projects that could extend my research.
The discussion of single and multi scalar-tensor theories can be extended to more general theories. One
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can consider more types of coupling and also add further types of fields such as vector fields. In section
2.1 we discuss the possibility of constraining PPN parameters with satellite experiments. However,
we consider the parameters to be constant. This is only a valid assumption for massless scalar fields,
but if they are massive, the parameters depend on the distance from the central mass. Therefore, one
could implement distance dependent PPN parameters into the code presented in section 3.
In our discussion of relativistic effects we solve the forward problem. I.e., we choose an orbit and
calculate the size of the different effects on the signal. An interesting follow-up project would be to
tackle the inverse problem. There, the goal would be to extract the relativistic contributions for a
given redshift curve.
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AppendixA
Theory of multi-scalar tensor gravity
In this appendix, some calculations that are needed in Sec. 2.2 are done in detail.
A.1 Field equations
We start with the action of a multi-scalar tensor gravitation theory, formulated in an arbitrary frame
(2.75)
S = 12κ2
∫
d4x
√−g
(
A(Φ)R− BAB(Φ)gµν∂µΦA∂νΦB − 2κ2U(Φ)
)
+ Sm[e2α(Φ)gµν , χ] . (A.1)
It will be useful to remember the D’Alembert operator
φ ≡ ∇2φ ≡ ∇µ∇µφ = 1√−g∂µ
(√−g∂µφ) . (A.2)
A.1.1 Metric field equations
The metric field equations, which are a generalization of Einstein’s equations, are derived from varying
the action (A.1) w.r.t. the metric tensor. Next, we take the variation of all the terms in the metric
individually. The variation of the curvature part is
δ
(∫
d4x
√−gAR
)
=
∫
d4x
√−g
[
AGµν + gµν∇2A−∇µ∇νA
]
δgµν , (A.3)
and the variation of kinetic part is
δ
(∫
d4x
√−gBABgµν∂µΦA∂νΦB
)
=
∫
d4x δ(
√−ggµν)BAB∂µΦA∂νΦB
=
∫
d4x
(
−12
√−ggαβδgαβgµν +
√−gδgµν
)
BAB∂µΦA∂νΦB
=
∫
d4x
√−g BAB
(
−12gµνg
αβ∂αΦA∂βΦB + ∂µΦA∂νΦB
)
δgµν ,
(A.4)
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where we used
δ(
√−g) = −12
√−ggαβδgαβ . (A.5)
We take the variation of the potential part
δ
(∫
d4x
√−g2κ2U
)
= −
∫
d4x
1
2
√−ggµν2κ2Uδgµν , (A.6)
and, finally, the variation of the matter part
δSm = δ
(∫
d4x
√−gL
)
=
∫
d4x
∂ (√−gL)
∂gµν
δgµν
= −12
∫
d4x
√−g
( −2√−g ∂ (
√−gL)
∂gµν
)
δgµν
=
∫
d4x
√−g−Tµν2 δg
µν .
(A.7)
We defined the stress-energy tensor
Tµν ≡ −2√−g
∂ (√−gL)
∂gµν
. (A.8)
Then, from the action principle δS = 0 the tensor field equations follow:
1
2κ2
[
AGµν + gµν∇2A−∇µ∇νA+ 12gµνBABg
αβ∂αΦA∂βΦB − BAB∂µΦA∂νΦB + gµνκ2U
]
− Tµν2 = 0
(A.9)
or, equivalently,
AGµν + gµν∇2A−∇µ∇νA+ 12gµνBABg
αβ∂αΦA∂βΦB − BAB∂µΦA∂νΦB + gµνκ2U = κ2Tµν . (A.10)
We introduced the Einstein tensor Gµν = Rµν − 12gµνR. It is useful to take the trace of both sides of
the equation (i.e., applying gµν to both sides)
−AR+ 3∇2A+ BAB∂µΦA∂µΦB + 4κ2U = κ2T , (A.11)
where we made use of G = gµνGµν = −R. Using the trace of the metric field equations (A.11) together
with
∇2A = ∇µ∇µA = ∇µ
(
∂A
∂ΦC∇µΦ
C
)
= ∂A
∂ΦC∇
2ΦC + ∂
2A
∂ΦD∂ΦC ∂
µΦD∂µΦC (A.12)
allows us to express the Ricci scalar as
R = 3A
∂A
∂ΦA∇
2ΦA + 1A
(
BAB + 3 ∂
2A
∂ΦA∂ΦB
)
∂µΦA∂µΦB +
4
Aκ
2U − 1Aκ
2T . (A.13)
Plugging this into Eq. (A.10) and rearranging Eq. (A.12)
∂A
∂ΦC∇
2ΦC = ∇2A− ∂
2A
∂ΦD∂ΦC ∂
µΦD∂µΦC (A.14)
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gives
Rµν =
1
A
[
κ2
(
Tµν − 12gµνT
)
+ gµνκ2U + 12gµν∇
2A+∇µ∇νA+ BAB∂µΦA∂νΦB
]
. (A.15)
Using (A.12) and
∇µ∇νA = ∇µ
(
∂A
∂ΦA∇νΦ
A
)
= ∂
2A
∂ΦA∂ΦB∇µΦ
A∇νΦB + ∂A
∂ΦA∇µ∇νΦ
A, (A.16)
we can write the field equation (A.10) as
AGµν + ∂A
∂ΦA
(
gµν∇2ΦA −∇µ∇νΦA
)
−
(
∂2A
∂ΦA∂ΦB + BAB
)
∂µΦA∂νΦB
+ gµν
(
∂2A
∂ΦA∂ΦB +
1
2BAB
)
∂ρΦA∂ρΦB + gµνκ2U = κ2Tµν
(A.17)
and the trace-reversed tensor field equation (A.15) as
Rµν =
1
A
[
κ2
(
Tµν − 12gµνT
)
+ ∂A
∂ΦA
(
∇µ∇νΦA + 12gµν∇
2ΦA
)
+
(
∂2A
∂ΦA∂ΦB + BAB
)
∂µΦA∂νΦB +
1
2gµν
∂2A
∂ΦA∂ΦB ∂
ρΦA∂ρΦB + gµνκ2U
]
.
(A.18)
A.1.2 Scalar field equations
The scalar field equations are obtained by taking the variation of the action A.1 w.r.t. the scalar
fields. The variation of the curvature part is
δ
(∫
d4x
√−gAR
)
=
∫
d4x
√−gδ(A)R =
∫
d4x
√−g ∂A
∂ΦCRδΦ
C (A.19)
and taking the variation of the kinetic part gives
δ
(∫
d4x
√−gBABgµν∂µΦA∂νΦB
)
=
∫
d4x
√−g
(
∂BAB
∂ΦC δΦ
C∂µΦA∂µΦB + 2BAB∂µ(δΦA)∂µΦB
)
=
∫
d4x
(√−g∂BAB
∂ΦC ∂µΦ
A∂µΦBδΦC − 2∂µ
(√−gBAB∂µΦB) δΦA)
=
∫
d4x
(√−g∂BAB
∂ΦC ∂µΦ
A∂µΦBδΦC − 2√−g∇2ΦBBABδΦA − 2∂BAB
∂ΦC ∂µΦ
C√−g∂µΦBδΦA
)
=
∫
d4x
√−g
([
∂BAB
∂ΦC − 2
∂BBC
∂ΦA
]
∂µΦA∂µΦB − 2BAC∇2ΦA
)
δΦC .
(A.20)
We utilized that BAB is symmetric, Eq. (A.2) and dropped the boundary terms when integrating by
parts. The variation of the potential part is
δ
(∫
d4x
√−g2κ2U
)
=
∫
d4x
√−g2κ2δ(U) =
∫
d4x
√−g2κ2 ∂U
∂ΦC δΦ
C (A.21)
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and the variation of the matter part is
δSm =
∫
d4x δ
(√−gL)
= −2
∫
d4x
∂(√−gL)
∂gµν
gµν
∂α
∂ΦC δΦ
C
=
∫
d4x
√−gTµνgµν ∂α
∂ΦC δΦ
C
=
∫
d4x
√−gT ∂α
∂ΦC δΦ
C ,
(A.22)
where we used the trace of the stress-energy tensor
T = Tµνgµν . (A.23)
Then, the action principle gives the scalar field equations
1
2κ2
[
∂A
∂ΦCR−
(
∂BAB
∂ΦC −
(
∂BAC
∂ΦB +
∂BBC
∂ΦA
))
∂µΦA∂µΦB + 2BAC∇2ΦA − 2κ2 ∂U
∂ΦC
]
+ T ∂α
∂ΦC = 0 .
(A.24)
Using Eq. (A.13), we can eliminate the Ricci scalar. By multiplying both sides with A and taking the
D’Alembertian to the left hand side, the scalar field equations are now(
2ABAC + 3 ∂A
∂ΦC
∂A
∂ΦA
)
∇2ΦA
=
[
A
(
∂BAB
∂ΦC −
(
∂BAC
∂ΦB +
∂BBC
∂ΦA
))
− ∂A
∂ΦC
(
BAB + 3 ∂
2A
∂ΦA∂ΦB
)]
∂µΦA∂µΦB
− 4 ∂A
∂ΦC κ
2U + 2Aκ2 ∂U
∂ΦC −
(
2A ∂α
∂ΦC −
∂A
∂ΦC
)
κ2T .
(A.25)
Remember that BAB is symmetric and therefore
2∂BBC
∂ΦA ∂µΦ
A∂µΦB =
(
∂BBC
∂ΦA +
∂BAC
∂ΦB
)
∂µΦA∂µΦB . (A.26)
A.2 Frame transformations
We consider a Wely transformation of the metric tensor gµν → g¯µν and a reparametrization of the
scalar fields Φ→ Φ¯ defined by
gµν = e2γ¯(Φ¯)g¯µν , (A.27a)
ΦA = f¯A(Φ¯) . (A.27b)
For derivatives w.r.t. a scalar field it follows that
∂
∂Φ¯A
= ∂Φ
B
∂Φ¯A
∂
∂ΦB = f¯
B
,A
∂
∂ΦB , (A.28a)
∂
∂ΦA =
∂Φ¯B
∂ΦA
∂
∂Φ¯B
= (f¯B,A)−1
∂
∂Φ¯B
. (A.28b)
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It is useful to know the following relations
gµν = e2γ¯(Φ¯)g¯µν , (A.29a)
gµν = e−2γ¯(Φ¯)g¯µν , (A.29b)
√−g = e4γ¯(Φ¯)√−g¯ , (A.29c)
R = e−2γ¯(Φ¯)
[
R¯− 6∇¯2γ¯(Φ¯)− 6g¯µν(∂µγ¯(Φ¯))(∂ν γ¯(Φ¯))
]
. (A.29d)
Now, we investigate how the individual terms in the action change under these transformations. The
curvature term becomes
√−gA(Φ)R = √−g¯e2γ¯(Φ¯)A(Φ(Φ¯)) [R¯− 6∇¯2γ¯(Φ¯)− 6g¯µν(∂µΦ¯A)(∂νΦ¯B)γ¯,Aγ¯,B] , (A.30)
where we used ∂µγ¯(Φ¯) = ∂Φ¯
A
∂xµ
∂γ¯
∂Φ¯A = (∂µΦ¯
A) γ¯,A with the notation γ¯,A ≡ ∂γ¯(Φ¯)∂Φ¯A . When integrating, the
middle term will yield (using integrating by parts)
− 12κ2
∫
d4x
√−g¯e2γ¯(Φ¯)A(Φ(Φ¯))6∇¯2γ¯(Φ¯)
= − 12κ2
∫
d4x 6 e2γ¯(Φ¯)A(Φ(Φ¯))∂µ
(√−g¯g¯µν∂ν γ¯(Φ¯))
= 12κ2
∫
d4x
√−g¯ 6 e2γ¯(Φ¯) (2(∂µΦ¯A) γ¯,AA(Φ(Φ¯)) + ∂µ(A(Φ(Φ¯)))) g¯µν(∂νΦ¯B) γ¯,B + B.T.
(A.31)
The boundary term (B.T.) can be ignored and therefore we can consider the following curvature term:
√−g¯[e2γ¯(Φ¯)A(Φ(Φ¯))R¯
+ 6 e2γ¯(Φ¯)g¯µν(∂µΦ¯A)(∂νΦ¯B)
(
A(Φ(Φ¯))γ¯,Aγ¯,B + 12
(
∂A
∂Φ¯A
γ¯,B +
∂A
∂Φ¯B
γ¯,A
))]
.
(A.32)
The kinetic part of the scalar field now takes the form
√−gBAB(Φ)gµν∂µΦA∂νΦB = e2γ¯(Φ¯)
√−g¯BAB(Φ(Φ¯))g¯µν(∂µΦ¯C)(∂νΦ¯D)f¯A,C f¯B,D , (A.33)
with ∂µ(f¯A(Φ¯)) = ∂f¯
A
∂Φ¯C
∂Φ¯C
∂xµ = f¯A,C ∂µΦ¯C , and the scalar potential term becomes
√−g2κ2U(Φ) = √−g¯2κ2e4γ¯(Φ¯)U(Φ) . (A.34)
Taken all together, the action can now be written as
S = 12κ2
∫
d4x
√−g¯(e2γ¯(Φ¯)A(Φ(Φ¯))R¯
− g¯µν(∂µΦ¯C)(∂νΦ¯D)e2γ¯(Φ¯)
×
[
−6 γ¯,C γ¯,DA(Φ(Φ¯))− 612
(
∂A
∂Φ¯C
γ¯,D +
∂A
∂Φ¯D
γ¯,C
)
+ f¯A,C f¯B,DBAB(Φ(Φ¯))
]
− 2κ2e4γ¯(Φ¯)U(Φ(Φ¯))
)
+ Sm[e2α(Φ(Φ¯))e2γ¯(Φ¯)g¯µν , χ] .
(A.35)
Thus, in order for the action to be invariant under the transformations (A.27), i.e., such that it looks
as
S = 12κ2
∫
d4x
√−g¯ (A¯(Φ¯)R¯− B¯AB(Φ¯)g¯µν(∂µΦ¯A)(∂νΦ¯B)− 2κ2U¯(Φ¯))+ Sm[e2α¯(Φ¯)g¯µν , χ] , (A.36)
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the following transformation laws must be satisfied:
A¯(Φ¯) = e2γ¯(Φ¯)A(Φ(Φ¯)) , (A.37a)
U¯(Φ¯) = e4γ¯(Φ¯)U(Φ(Φ¯)) , (A.37b)
α¯(Φ¯) = α(Φ(Φ¯)) + γ¯(Φ¯) , (A.37c)
B¯AB(Φ¯) = e2γ¯(Φ¯)
[
−6γ¯,Aγ¯,BA(Φ(Φ¯))− 612
(
∂A
∂Φ¯A
γ¯,B +
∂A
∂Φ¯B
γ¯,A
)
+ f¯C,Af¯D,BBCD(Φ(Φ¯))
]
. (A.37d)
Inverting those conditions gives
A(Φ(Φ¯)) = e−2γ¯(Φ¯)A¯(Φ¯) , (A.38a)
U(Φ(Φ¯)) = e−4γ¯(Φ¯)U¯(Φ¯) , (A.38b)
α(Φ(Φ¯)) = α¯(Φ¯)− γ¯(Φ¯) , (A.38c)
BAB(Φ(Φ¯)) = (f¯C,A)−1(f¯D,B)−1
(
e−2γ¯(Φ¯)B¯CD(Φ¯) + 6γ¯,C γ¯,DA(Φ(Φ¯)) + 612
(
∂A
∂Φ¯C
γ¯,D +
∂A
∂Φ¯D
γ¯,C
))
= e−2γ¯(Φ¯)(f¯C,A)−1(f¯D,B)−1
(
B¯CD(Φ¯)− 6γ¯,C γ¯,DA¯(Φ¯) + 3
(
γ¯,CA¯,D + γ¯,DA¯,C
))
.
(A.38d)
Here, we used
∂A
∂Φ¯A
(Φ(Φ¯)) = ∂
∂Φ¯A
(
e−2γ¯(Φ¯)A¯(Φ¯)
)
= −2γ¯,A e−2γ¯(Φ¯)A¯(Φ¯) + e−2γ¯(Φ¯) ∂A¯
∂Φ¯A
(Φ¯)
= −2γ¯,A e−2γ¯(Φ¯)A¯(Φ¯) + e−2γ¯(Φ¯)A¯,A(Φ¯) .
(A.39)
We define the quantity (see Eq. 2.76)
FAB ≡ 2ABAB + 3A,AA,B4A2 , (A.40)
which we can interpret as a metric on the space of scalar fields since it is invariant under Weyl
transformation and transforms as a tensor under scalar field redefinition. Here, we want to show this
property. This can be seen by plugging
A,A = ∂A
∂ΦA =
∂A
∂Φ¯C
∂Φ¯C
∂ΦA = e
−2γ¯ (−2γ¯,CA¯+ A¯,C) (f¯C,A)−1 (A.41)
into the definition
FAB = 2ABAB4A2 +
3A,AA,B
4A2
= (f¯C,A)−1(f¯D,B)−1
(2A¯B¯CD − 12γ¯,C γ¯,DA¯2 + 6A¯ (γ¯,CA¯,D + γ¯,DA¯,C)
4A¯2
+ 12γ¯,C γ¯,DA¯
2 − 6A¯(γ¯,CA¯,D + γ¯,DA¯,C) + 3A¯,CA¯,D
4A¯2
)
= (f¯C,A)−1(f¯D,B)−1
2A¯B¯CD + 3A¯,CA¯,D
4A¯2 = (f¯
C
,A)−1(f¯D,B)−1F¯CD .
(A.42)
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