Chromosome translocations are a well-recognized biological marker of radiation exposure and cancer risk. However, there is uncertainty about the lowest dose at which excess translocations can be detected, and whether there is temporal decay of induced translocations in radiation-exposed populations. Dosimetric uncertainties can substantially alter the shape of dose-response relationships; although regressioncalibration methods have been used in some datasets, these have not been applied in radio-occupational studies, where there are also complex patterns of shared and unshared errors that these methods do not account for. In this article we evaluated the relationship between estimated occupational ionizing radiation doses and chromosome translocation rates using fluorescent in situ hybridization in 238 U.S. radiologic technologists selected from a large cohort. Estimated cumulative red bone marrow doses (mean 29.3 mGy, range 0-135.7 mGy) were based on available badge-dose measurement data and on questionnaire-reported work history factors. Dosimetric assessment uncertainties were evaluated using regression calibration, Bayesian and Monte Carlo maximum likelihood methods, taking account of shared and unshared error and adjusted for overdispersion. There was a significant dose response for estimated occupational radiation exposure, adjusted for questionnaire-based personal diagnostic radiation, age, sex and study group (5.7 translocations per 100 whole genome cell equivalents per Gy, 95% CI 0.2, 11.3, P ¼ 0.0440). A significant increasing trend with dose continued to be observed for individuals with estimated doses ,100 mGy. For combined estimated occupational and personal-diagnostic-medical radiation exposures, there was a borderline-significant modifying effect of age (P ¼ 0.0704), but little evidence (P . 0.5) of temporal decay of induced translocations. The three methods of analysis to adjust for dose uncertainty gave similar results. In summary, chromosome translocation dose-response slopes were detectable down to ,100 mGy and were compatible with those observed in other radiation-exposed populations. However, there are substantial uncertainties in both occupational and other (personal-diagnostic-medical) doses that may be imperfectly taken into account in our analysis. Ó 2014 by Radiation Research
INTRODUCTION
Evaluation of disease risks associated with low-dose exposures to physical, chemical or other environmental agents is difficult. A fundamental difficulty in measuring risks at very low doses is that the signal is often very small compared to the normal background noise in disease rates. An additional complication is the uncertainty in measurement of dose. A crucial component of the exposure assessment is the comparison with a gold standard or other independent type of corroboration (1, 2) . Corroborating measurements of exposure that include biological measurements are particularly valuable if repeated over time (3) and if the measurements are biologically meaningful (4) .
Directly assessing the risks from occupational radiation exposures at low-to-moderate doses (e.g., up to about 100 mGy) and low dose rates (e.g., up to about 5 mGy/h) (5, 6) is of public health importance and relevant for radiological protection. To date, most of the risk assessment data evaluated in relationship to radiological protection at these doses levels has been limited to cohorts of nuclear workers (7, 8) and other occupationally-and environmentallyexposed groups (9) .
A comprehensive historical reconstruction to estimate individual worker doses for a cohort of U.S. radiologic technologists (USRT) was first reported in 2006 (10) , and has undergone substantial revision since then (11) . New elements include estimation of the more uncertain exposures before 1960 and greater use of period-specific individual work history data (11) (Appendix A). Biodosimetric corroboration of the dosimetry estimates can provide independent confirmation of assumptions made when direct radiation measurements are limited.
Fluorescent in situ hybridization (FISH) with wholechromosome paints is a well-validated method of detecting chromosome translocations in peripheral blood lymphocytes and has been applied to a number of populations as a means of assessing the degree of radiation exposure (12) (13) (14) (15) . Translocations measured by FISH painting can detect cumulative radiation exposures occurring more than 50 years previously (15) . However there is experimental evidence of temporal decay of induced translocations (16) (17) (18) (19) , assessment of which has not generally been attempted in previous analyses of chromosome translocations in exposed populations and the ability to assess such trends would possibly have been quite limited. In addition, since translocations decay over time, the studies would have progressively underestimated the true radiation dose a long time after exposure. Dose measurement errors can alter the shape of doseresponse relationships (20, 21) . Studies of FISH translocation data in the Japanese A-bomb survivors (15) accounted for dosimetric uncertainties using regression-calibration methods (20) . In general, this has not been attempted in populations with occupational radiation exposure (13, (22) (23) (24) (25) , where complex patterns of shared errors (i.e., the component of dose error that is shared by a group of individuals in a study) and unshared errors (i.e., the component of dose error that is independent of the dose errors in other individuals) would be expected; or in populations where measurements of chemical or environmental exposures may not have been uniformly collected on individuals in the distant past. A distinction is often made between classical measurement error and Berkson error (20, 26) . Classical measurement error arises when quantities are measured with error (typically with an imprecise, but unbiased, measuring device). Berkson error arises when groups of individuals are assigned a common representative value that is equal to the mean for the group. Shared (or systematic) errors arise when some aspect of the error is shared between individuals, for example, when a measuring device is biased or when assigned group means are estimated. Shared errors also arise when parameter values in a model-based dosimetry are imprecisely specified (20) .
For cancer and related biological effects such as chromosome translocations, scientific committees generally assume, albeit largely for radiological protection purposes, that at low radiation doses there is a positive linear component to the dose response, i.e., that there is no threshold (9, 27, 28) . However, this assumption is controversial (29, 30) . In addition, and to some extent independent of this question, because of the noise inherent in the measurement process, it has been suggested that a statistically significant excess translocation frequency could not be detected with FISH below 100 mGy (31) , but very little human data exists below this dose.
In this article we evaluated the relationship between estimated occupational ionizing radiation doses and chromosome translocation rates using FISH in a subset of the USRT cohort. Although we previously examined chromosome translocations in relationship to occupational dose (22-25) based on our earlier 2006 dose reconstruction (10), the current assessment of stable and unstable chromosomal translocations in relationship to our substantially revised occupational dose reconstruction has three additional features. First, to address issues of possible low-dose risk and dose thresholds, we have assessed the lowest estimated dose at which an excess translocation rate is detectable. Second, to examine effects of decay of chromosome translocations after exposure and temporal changes that might result from changes in radiation energy over time (32) , we considered the temporal distribution of estimated dose and its effect on translocation rate. Third, we compared the results obtained using regression-calibration methods (20) with those obtained using more computationally intensive Bayesian Markov Chain Monte Carlo (MCMC) and Monte Carlo maximum-likelihood (MCML) methods (33, 34) that account more fully for the effects of shared and unshared dose uncertainties in relationship to inference about translocation rates. All analyses adjust for the overdispersion inherent in such data (35, 36) .
METHODS
In 1982, the U.S. National Cancer Institute, in collaboration with the University of Minnesota and the American Registry of Radiologic Technologists, initiated a study of cancer incidence and mortality among 146,022 (106,953 female) U.S. radiologic technologists who were certified for at least two years between 1926 and 1982 (37) . During 1984 During -1989 During , 1993 During -1998 During and 2003 During -2005 (22) (23) (24) (25) with the current estimated occupational radiation doses (11) (Appendix A). [Note: the CTS-I (22) that previously assessed only 79 subjects, now includes 11 additional subjects for whom we did not previously have sufficient data to estimate doses.] From the combined group we excluded two records in the CTS-I data because of incomplete postal survey information, leaving n ¼ 88; from the CTS-II data (24) another two records were excluded because they were missing CTS-II questionnaires because these individuals had died after giving a blood sample but before the questionnaire could be administered, leaving n ¼ 150. In the CTS-I single-color painting of chromosomes 1, 2 and 4 was performed and in the CTS-II two-color 2 LITTLE ET AL.
painting was performed, with chromosomes 1, 2 and 4 being painted red and chromosomes 3, 5 and 6 simultaneously painted green. In both studies the number of metaphase cells counted was converted to whole genome cell equivalents (CE), as if the full genome had been scored. The data were described in more detail in Table 1 . Unbalanced (nonreciprocal) translocations, for which data are available from the CTS-II (24), were judged a priori not to be as stable a marker of longterm exposure as reciprocal translocations (38, 39) , so that most analyses concentrated on the latter. Nevertheless we provide some analysis of various types of unstable aberration (the two dominant types being fragments and dicentrics, in that order) in the CTS-II in Appendix G, Table G1 .
To evaluate the relationship between cumulative estimated occupational radiation dose and structural chromosomal translocations, we fitted a linear additive model, in which the expected number of translocations was given by: 
where CE is the number of whole genome cell equivalents scored, defined as the number of cells scored if the whole genome had been painted. In both studies the number of metaphase cells counted was converted to whole genome cell equivalents, as if the full genome had been scored (40) . The conversion to whole genome equivalent is performed using the formula derived by Lucas et al. 
is therefore used to convert measured translocation frequencies to genomic translocation frequencies. We used estimated cumulative red bone marrow dose from personal-diagnostic-medical (PDM) exposure, D diag (in Gy), derived from self-reported radiographic examinations, as described by Bhatti et al. (22) (23) (24) and Sigurdson et al. (25) . Briefly, this entailed use of self-reported information about medical diagnostic X-ray procedures that technologists received as patients from the first and second cohort surveys to assign weighted red bone marrow dose scores. The doses associated with specific radiographic procedures were assigned midpoint red bone marrow dose values from a comprehensive list of examination types. We used the midpoint doses and, as appropriate, the frequencies to weight the dose scores for the types of radiographic procedures reported by the technologists on the first and second surveys (22) (23) (24) .
We also used estimates of occupational red bone marrow dose, D occup (in Gy), using the 2013 dosimetry, cumulative to the end of 1988 for CTS-I and to the end of 1997 (the latest year for which doses have been reconstructed) for CTS-II (i.e., about 6 years before blood sampling in both cases) (11) (Appendix A). This strategy amounts to using estimated dose accumulated with a six-year latent period; we also show sensitivity analyses using latent periods of 0-10 years (Appendix F, Table F1 ). For the entire cohort, the mean and median estimated occupational/total (occupational þ PDM) red bone marrow dose was 29.3/75.1 and 25.0/63.3 mGy, respectively (range 0-135.7/ 0-356.2). The chromosome translocation rate was adjusted for age, sex, study group (CTS-I or II) and cigarette smoking using the above expression. We used cumulative pack-years smoked as the measure of cigarette smoking, or the total years of cigarette smoking, although smoking duration information was not available for 6 persons in the CTS-II data, and pack-years information was not available for the CTS-I data and 7 persons in the CTS-II data. To stabilize the parameter estimates, age, cigarette smoking years and cigarette packyears were centered at 71 years, 13 years and 12 pack-years, respectively, which are their approximate mean values in the parts of these data that are not missing; missing values of the smoking variables were set to 0. Additional analyses were also conducted (reported in Appendix Table E1 ), in which we used total years worked instead of, or as well as, either estimated dose variable, to assess how much extra information the dosimetry added above this simple explanatory variable.
We also conducted analyses using a model that adjusted for estimated occupational dose accumulated in various calendar intervals of follow-up: 1950, 1950-1959, 1960-1969, 1970þ , respectively. The 2013 occupational dosimetry estimation system has a stochastic design to model shared errors, and to account for missing and uncertain dose-related parameters (Appendix A). Using that system, we produced 1,000 simulations of the posterior distribution of estimated occupational red bone marrow dose for all study subjects. Table 2 details the model fits to all translocation frequencies, by Poisson maximum likelihood and parameter estimates. Because of indications of significant over-dispersion, in the principal analyses (Tables 2, 3, 5 and Fig. 1) all P values are computed using F tests, derived from quasi-likelihood techniques (42) , and the square roots of the associated variance inflation factors (defined by / ¼ deviance/df) are used to scale profile-likelihood confidence intervals in the standard way, i.e., by multiplying the distance of confidence limit to the best estimate by the square root of the inflation factor. The optimal model was selected via analysis of deviance, taking account of overdispersion (42) .
Because of the uncertainties in the estimated occupational doses, most analyses (Tables 2, 3, 5 and Fig. 1 ) used regression-calibration correction (20) , a commonly used method of correcting for covariate uncertainty. This was done by using the mean of the 1,000 simulated CHROMOSOME ABERRATIONS IN RADIOLOGIC TECHNOLOGISTS dose realizations from the Monte Carlo dosimetry (described in Appendix A), which were conditional on the observed film badge doses and other covariates, specifically the frequency of performing X rays, frequency of holding patients during X ray, frequency of conducting fluoroscopy, frequency of performing diagnostic and/or therapeutic radioisotope procedures, frequency of wearing protective lead aprons, full-or part-time work, type of facility worked in (civilian, military, large or small hospital). Two other dose-error correction methods were used: 1. a Bayesian MCMC method (see Appendix C for more details), that samples from the 1,000 dose realizations; and 2. an MCML method in which the posterior average of the likelihood over the dose realizations was computed (33, 34) , with parameter estimates and inference based on maximization of the resulting profile likelihood (42) . When fitting with Bayesian MCMC or MCML, the over-dispersion must be modeled parametrically. This was done using a negative binomial model, in which the probability of translocations was given by:
P½translocations ½age; sex; CTS-I; cigarette years;
Cðn þ aÞ CðaÞ ð3Þ
where:
a ¼ bA½age; sex; CTS-I; cigarette years; cigarette pack-years;
E½translocations ¼ a b ¼ A½age; sex; CTS-I;cigarette years; cigarette pack-years; D occup ; D diag ð5Þ
A½age; sex; CTS-I; cigarette years; cigarette pack-years; D occup ; D diag ð6Þ
RESULTS
As shown in Table 1 , the estimated PDM dose substantially exceeded the estimated occupational dose in magnitude. On average the members of the analysis dataset worked 21.2 years, but the number of years worked spanned a wide range, from ,1-49 years (Table 1) . Mean age at blood draw was 70.9 years, ranging from 34-91 years (Table 1 ). There were on average 7.3 pack-years of smoking per cohort member, with a range of 0-112.5 pack-years.
The optimal background model (selected by analysis of deviance) is described in Appendix D. As indicated in Table  2 , there was a statistically significant dose-response relationship for estimated occupational dose with (P ¼ 0.0440) and without (P ¼ 0.0188) adjustment for estimated PDM dose (see also Fig. 1 ). There was no significant difference between the dose-response slopes for estimated occupational dose and PDM dose (P . 0.5) ( Table 2 ). Table  2 also shows that there were borderline-significant modifying effects of attained age on the combined (occupational and PDM) dose response (P ¼ 0.0704). There were no significant modifying effects of sex, cigarette smoking or CTS group on the combined (estimated occupational and PDM) dose response (P . 0.1). There were no significant departures from linearity in the combined (estimated occupational and PDM) dose response (P . 0.5).
As can be seen from Table 3 , the chromosome translocation occupational dose-response slopes did not differ significantly by time period during which dose was accumulated (P . 0.5), although the data suggested a stronger dose response for estimated doses accumulated in the earlier periods, in particular in the 1950s, than for estimated dose accumulated more recently.
To assess the approximation introduced by regressioncalibration, Table 4 translocations Gy À1 . Table 5 shows that little difference was made to the magnitude or significance of the regression slopes by considering subsets of the analysis cohort obtained by restricting to persons having total (estimated occupational þ PDM) dose less than certain values. Even when restricted to ,100 mGy the estimates of slope for estimated occupational or combined, dose were all statistically significant (2-sided P , 0.05), although statistical significance was lost for the occupational or combined (estimated occupational þ PDM) doses if estimated doses were restricted to ,50 mGy. There was little evidence of the dose-response slope being different over the lower dose range; for example, the occupational dose-response slope only slightly increased from 7.0 (95% CI 1.2, 12.9) 3 10 À2 translocations Gy À1 over the full dose range, to 9.0 (95% CI 1.3, 16.7) 3 10
À2
translocations Gy À1 over the ,100 mGy estimated dose range.
Using only the total number of years worked instead of either dose variable gave a much worse fit, so that adding the estimated occupational and PDM dose variables (constrained equal) to the model with years worked significantly improved the fit (P , 0.0001) (Appendix Table E1 ). Adding years worked to a model with the two estimated dose variables (constrained equal) yielded no improvement in fit (P . 0.5) (Appendix Table E1 ); there were similar findings in relationship to improvements in fit using either estimated occupational dose or PDM dose separately (Appendix Table E1 ).
All of the above results used estimated occupational radiation dose accumulated with a six-year latent period; CHROMOSOME ABERRATIONS IN RADIOLOGIC TECHNOLOGISTS sensitivity analyses using latent periods of 0-10 years yielded results that were essentially unchanged (Appendix Table F1 ).
Analysis of unstable aberrations suggested no significant effects in relationship to occupational dose, for any endpoint (dicentrics, fragments, all aberrations) (Appendix Table  G1 ). However, there were borderline significant increasing trends in relationship to PDM dose for fragments (P ¼ 0.0870) and all unstable aberrations (P ¼ 0.0992). The slopes of the trends with dose were markedly less than for stable aberrations, e.g., for all unstable aberrations, the dose response was 1.2 (95% CI À0.2, 2.7) 3 10 À2 translocations Gy À1 .
DISCUSSION
In our assessment of chromosomal translocation rates in a subset of technologists in the USRT cohort in relationship to a substantially revised 2013 occupational dose reconstruction (Appendix A), we found a significant occupational radiation dose response, irrespective of adjustment for estimated PDM dose. There was little indication that radiation dose response was other than linear, and in particular, the dose-response slope was much the same (and remained statistically significant) even when restricting to ,100 mGy (although significance was lost when dose was restricted to ,50 mGy). There were no significant differences in excess aberrations per unit dose by calendar time periods, although the dose-response slope was considerably higher for estimated doses accumulated in the 1950s versus other time periods. The comparison of various statistical methods (regression calibration, Bayesian MCMC, MCML) to assess the possible effects of shared and unshared dose uncertainties showed similar findings for each analysis method. We now consider these topics in turn below.
The limitations of our findings should be recognized given the considerable uncertainties in individual dose estimates. As indicated in Appendix A and Table A1 , a Background model is adjusted for age, study group (CTS-I vs. II), sex 3 study group, and with additional adjustment for PDM dose; a 6-year period of latency is assumed.
b Per whole chromosome equivalents (CE), equivalent to the translocation frequency that would be observed if cells were assumed to have full-genome painting done of their nuclear DNA.
although a substantial proportion of study subjects, over 44%, had 5 or more years of film badge records and for 28% of all years worked there was a film badge measurement, there were few recorded badge dose measurements for these technologists in the years during which they received most of their exposure (i.e., before 1970). Therefore, for this group the dosimetry system relied on questionnaires, a limited number of measurements and literature-based data to estimate typical annual badge doses for those earlier periods. These representative badge dose estimates were adjusted to take into account what was known about each individual's work history [i.e., the frequency of performing X ray, fluoroscopy, diagnostic and therapeutic radioisotope procedures, frequency of holding patients for X rays, use of protective aprons and shields, full-or part-time work and facility type (civilian or military, hospital or physician office)]. The translation of badge dose estimates to red bone marrow absorbed dose estimates introduced additional sources of uncertainty, arising from the individual's ability to reliably answer questions about apron and shield use and dosimeter placement during the years they worked. As detailed in the Methods section, there were also no measurements of the PDM exposures, so that reconstruction of such doses relied on self-reported estimates of personal diagnostic procedures combined with estimated doses from the literature and medical dosimetry experts for a comprehensive list of examination types (22) (23) (24) . The derivations of shared and unshared errors in dose were largely derived from these questionnaire responses, the moderate amount of directly measured data (Appendix A, Table A1 ) and certain assumptions made for the Monte Carlo dosimetry, as detailed in Appendix A and at greater length in Simon et al. (11) .
Dose Response and Low-Dose Curvature and Possibly Confounding Factors
As noted in Table 6 , although there is considerable variation (by nearly an order of magnitude) among the studies, the stable translocation radiation response slope estimates are entirely statistically compatible with those measured in other exposed groups, with large variation in cumulative dose and dose rate. In particular, the results are very close to those of the LSS cohort (15) , methodologically among the strongest of the other chromosome aberration datasets. For example, the Techa River cohort (12), the Sellafield nuclear workers (13), the Mayak nuclear workers (14) and the radiologic technologists in the current dataset were all exposed at low-dose rates, although the cumulative doses in the first three of these were substantially higher than the current study. It is not clear why the chromosome aberration dose trend is at least fivefold higher, albeit not statistically significantly so, in the USRT cohort reported here compared with the Sellafield (13) and Mayak (14) nuclear workers or with the Techa River cohort (12) , in which radiation dose rates would be similar to those of the current study; but very close to the dose trends observed in the LSS cohort (15) , which was exposed at a much higher dose rate and with much higher doses than the current study. As we note below, radiation energy may be a factor, although this would not explain why the LSS dose trends are higher than those of most of the other datasets, which are characterized by much lower (and therefore more biologically effective) radiation energy (32) . It is possible that the reduced effect of lower dose rate (compared with the atomic bomb survivors) would offset the increased effect of the lower energy of the radiation exposures in the current cohort, accounting for the similarity of dose trends we assess with those in the atomic bomb survivors (15) . Population variations and inter-laboratory differences may also explain some of the discrepancy (43) . Uncertainties in the dosimetry in the various datasets should be borne in mind when making comparisons. For example, the current USRT cohort differs from the Sellafield (13) and Mayak (14) nuclear workers, because for those workers, largely complete film badge data exists. By comparison, for the LSS (15) and the Techa River cohorts (12) the dosimetry was largely reliant on historical reconstruction and substantially based on interviews, similar to the USRT cohort. For example, dose estimation in the LSS was by interviews with the survivors, generally 5-15 years after the bombings, combined with reconstructions of radiation transport from the two atomic bombs, although supplemented by much other dosimetric validation, e.g., using activation samples from the two cities (44, 45) . The borderline significant (P ¼ 0.0992, Appendix Table  G1 ) findings with respect to unstable aberrations and PDM dose are more difficult to compare with those of other exposed groups. There are few human in vivo studies (38, 46) and relatively few ex vivo (47, 48) studies examining unstable aberrations using FISH, although there are more in vivo studies using older methods of ascertaining aberrations, e.g., Giemsa staining (39) . Nevertheless, it is plausible that this type of aberration, which would be expected to decay much more rapidly over time after exposure than stable translocations (38, 39) , would correlate better with the (probably more recent) PDM exposures than with occupational dose.
We also found borderline significant modifying effects of age on the combined (estimated occupational and PDM) dose response ( Table 2 ). There have been few previous analyses with which the finding can be compared. There was no statistically significant (P ¼ 0.15) variation of translocation dose response with age in a group of Russian nuclear workers at the Mayak nuclear plant (14) . Our finding of no significant modifying effect of sex is similar to that in other exposed groups (14, 15) .
Our finding of a significant dose response for chromosome translocations below 100 mGy deserves further comment. Tucker and Luckinbill suggested that statistically significant excess translocations for a single exposed individual (n ¼ 1) against a known (unexposed) population could be detected with FISH down to 100 mGy, for largely statistical reasons to do with variability of translocation frequency in exposed and comparison samples (31). This does not contradict our findings of detection of a significant dose-response relationship under 100 mGy.
There were few modifying effects other than radiation exposure, mainly age, sex and study groups (CTS-I vs. Table D1 ), the latter possibly a marker for the different chromosome painting methods used in the two component studies. Although these variables significantly modified the aberration rates, they did not appear to markedly affect the radiation dose response, as modifying factors (P . 0.1, Table 2 ).
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Dose Uncertainties
The problem of allowing for errors in dose assessments when estimating dose-response relationships has been the subject of much interest in biostatistics and epidemiology, with applications in many areas, in particular in nutritional and environmental epidemiology, as reviewed in detail by Carroll et al. (20) . Measurement error can substantially alter the shape of the dose-response relationship, and with it, inferred low-dose risk (26) . Considerable effort has gone into assessing the impact of dosimetric error for the Japanese atomic bomb survivor data, with much work by Pierce et al. (49, 50) and others (51, 52) using regression-calibration doseerror correction (20) , and this method was used for most of our analyses (Tables 2, 3, 5, Appendix Table E1 ). As emphasized by Carroll et al. (20) , it is an approximate method for nonlinear dose-effect relationships. While it leads to reasonable adjusted point estimates of the model parameters it does not fully account for all the variability induced by the measurement (dose estimation) errors.
A Bayesian approach to the measurement-error problem has been developed (53) which rests on the formulation of conditional independence relationships between different model components, following the general structure outlined by Clayton (54) . The general advantage of Bayesian methods and other full-likelihood techniques such as MCML (33, 34) is that they take full account of the impact of dose errors on regression estimates, in particular both shared and unshared dose errors which are likely to be a feature of the occupational exposure data considered here. There have been a number of analyses of the Japanese atomic bomb survivor data using Bayesian methods (55, 56) .
The minimal difference in dose-response slopes obtained using full-likelihood methods (Bayesian MCMC, MCML) compared to regression-calibration methods ( Table 4 ), implies that dose errors are modest in this cohort. We conclude from this that regression-calibration methods are likely to be adequate for other end points as well (20) .
The exposure assessment regression adjustment methods used here are of general applicability. Freedman et al. describe a statistical method for adjusting data on diet and nuclear cataract using an intermediate biomarker (dietary lutein/zeaxanthin) resulting in substantially increased estimates of effectiveness (57). Prentice et al. also apply a regression-calibration approach in conjunction with data on intermediate (urinary) biomarkers (of total energy intake and total protein) to assess effects of energy and protein intake on cancer incidence (58).
Radiation Energy and Biological Effect, Cell Selection and Implications for Temporal Trends
It is well known that higher energy gamma rays are less biologically effective per unit dose than X rays in relationship to a number of experimental end points, in particular chromosome translocations, dicentrics, cell transformation, cell killing, specific locus mutations and various others (32) . Our finding that occupational dose accumulated in the earlier time periods (,1960 ) was slightly [albeit nonsignificantly (P . 0.5)] more effective at producing chromosome translocations than dose accumulated more recently, is probably not related to the increasing use of higher energy radioisotope medical procedures in more recent time periods (59, 60) . The changes in energy over time in X-ray imaging in our cohort were due to changes in filtration of the X-ray beam, but the changes were too small to have marked effect, since these changes were not between very low-energy and moderateenergy X rays where the largest difference in biological effect would be expected (32) .
There is experimental evidence that cells with translocations can be lost over time as a result of selection (16) (17) (18) (19) . However, this is controversial, with other researchers observing little or no temporal decay in stable translocation rates (61, 62) . Table 3 indicates that there is only modest (and statistically nonsignificant) reduction in chromosome translocation frequencies over time, suggesting that these factors may not have a very pronounced effect in the current study, in agreement with observations in other exposed cohorts (61). However, Table 3 also makes clear that the uncertainties involved are consider- able, so that there could well be some effect hidden by these uncertainties.
Other Implications
The occupational doses received by the radiologic technologists, and other radiation workers [e.g., in the Sellafield nuclear plant (13)] were accumulated in small daily increments of ,1 mSv. While the effect of any one daily increment is too small to measure, their cumulative effect conforms to expectations derived from other acutely and chronically exposed groups given in Table 6 . This suggests, albeit weakly, that such small daily radiation insults result in a cumulative excess of chromosome translocations, indicative of a lack of threshold in the induction of such aberrations.
CONCLUSIONS
In summary, we have demonstrated a statistically significant association of translocation rate with highly fractionated, low-dose estimated occupational radiation exposures to red bone marrow down to ,100 mGy, although not if doses are restricted to ,50 mGy. There are considerable uncertainties in both estimated occupational and other (PDM) doses, which may have been only imperfectly taken into account in our analysis. Comparison of the findings of regression calibration with full-likelihood (Bayesian MCMC, MCML) methods revealed little evidence that the magnitude of shared errors was substantial enough to modify the dose response. There were no indications of temporal changes in dose response. Doseresponse slopes are statistically compatible with those observed in other radiation-exposed populations.
APPENDIX A Summary of Strategy for Estimating Red Bone Marrow Dose for Radiologic Technologists
This Appendix contains a brief description of previously published methods and recent methodological enhancements for reconstructing past red bone marrow doses to U.S. radiologic technologists. The significance of red bone marrow dose is, of course that the fluorescent in situ hybridization (FISH) assay measures the frequency of chromosome translocations in T-lymphocytes and all mammalian stem cells differentiate into specific types of blood cells within the red bone marrow (63) . Therefore, the red bone marrow is the most appropriate target tissue to assess the radiation dose-response relationship with respect to translocations in peripheral lymphocytes.
An earlier version of the dosimetry published in 2006 (10) used literature-reported exposure measurements for the years before 1960 and archival personnel monitoring badge data from cohort members through 1984 as the basis to estimate doses for 90,000 radiological technologists. Recent modeling and enhancements and additional personnel monitoring data acquired through 1997 have enabled a more comprehensive assessment of doses for about 110,000 technologists for each year worked from 1916 through 1997 (11) .
We We also obtained 194 anonymized annual badge doses received by technologists in the years 1949-1960 from a major medical facility, the latter badge doses for workers not in the cohort but used for validation of our estimated doses for those years (11) . Personnel radiation monitoring measurements (film badges and later-era monitoring technologies) are the basis for estimation of red bone marrow dose and were either derived for each technologist on an annual basis from archival databases or simulated from probability density functions derived from the literature to describe the range and likelihoods of exposures in each working year. Those data were used to estimate air kerma, a dosimetric quantity similar to absorbed dose (but pertaining to air), using conversion factors (64) for X-radiation spectra that were tailored to four time periods (,1949, 1949-1954, 1955-1968) and reflected changes in energy and beam filtration, a function of evolving technology and regulations. The absorbed red bone marrow dose was estimated based on the air kerma in the year worked, the protection afforded by the use of protective lead aprons, the body mass index of the technologist in the year worked and conversion coefficients tailored similarly to the time period (64) , again reflecting changes in technology and regulation.
Choice of dosimetric parameter values, e.g., the frequency of use of a protective apron, was based on individual questionnaire responses or estimated based on statistical models derived from the cohort and available responses. The statistical models derived considered a variety of types of radiological procedures, e.g., conventional X rays, fluoroscopy and use of radiopharmaceuticals, differentiated into seven time periods from 1940-1997 and questionnaire responses on individual apron usage data.
Each parameter in the dose estimation equations that was used in any of several statistical models was described in terms of a probability density function that was used in a Monte Carlo based algorithm that allowed estimation of a probability density function for the dose for each technologist in each year worked and over their occupational lifetime. Some unknown parameters were specified as ''unshared uncertainties'' implying that each technologist would receive a random selection of the parameter from the probability density function. Other parameters, e.g., bias factors, were specified as shared uncertainties such that subgroups of technologists could be assigned the same sampled value from the probability density function.
While every technologist's annual dose is estimated as a probability density function to reflect lack-of-knowledge uncertainty about the true dose, the dosimetry system was designed to generate multiple realizations of the entire cohort dose distribution, reflecting shared uncertainties and possible biases in the input data and assumptions used. The system provides multiple realizations of individual annual doses. For these analyses there were 1,000 sets for each year in which the person was believed to have worked. Shared uncertainties introduce some correlation between individual doses across the realizations. The analysis described in the text for the ''full likelihood'' methods used the ensemble of cohort realizations, numbering 1,000, while the regression-calibration method described used the average of the individual annual dose realizations as an estimate of the expected individual annual dose.
A total of 86/88 (97.7%) individuals in the CTS-I data had any film badge records, and 50/150 (33.3%) individuals in the CTS-II data had any film badge records (Appendix Table A1 ). The distribution of individuals by numbers of years for which they had records is given in Appendix Table A1 , this demonstrates that a substantial proportion of individuals, over 44% of the full cohort, had 5 or more years of film badge records, and for 28.0% of all years worked (1,415 years worked out of 5,052.6) there was a film-badge measurement. Landauer, Inc., is the largest supplier of film badge records, providing 97% of all film badges.
APPENDIX B Description of Subset Selection for Chromosome Analysis
In this Appendix we outline the criteria used when selecting subjects for blood sampling from within the U.S. Radiologic Technologist cohort (37) .
Subject selection and recruitment for the Chromosome Translocation Study I (CTS-I) (22) were based on electronic film badge dose records obtained from a nationwide dosimetry provider (Landauer, Inc.) and spanned the years 1977-1984. A sample of 200 living technologists with high (over 350 mGy) recorded badge doses were randomly selected and approached for participation. Another 130 technologists with low-recorded badge doses (10 mGy or less) who worked for 1 year or less were also randomly sampled. Subjects underwent a brief telephone screening interview to confirm and update their work history information and to exclude subjects with a previous cancer diagnosis or who had undergone radiation therapy for malignancy. Ultimately 62 high-dose and 28 lowdose individuals were recruited and provided a venipuncture blood sample in 1994-1995, 80 samples were analyzed.
Subjects sampled for the Chromosome Translocation Study II (CTS-II) (24) were selected from among a core group of 3,441 cohort members who were known to have started working as technologists prior to 1950 and who were believed to be alive with a known address at the time of sample selection in 2003. To ensure a wide range of doses, we partitioned subjects into groups that were likely to have had high, moderate and low doses of ionizing radiation to the red bone marrow, which was the dose relevant to this study. At the time of recruitment, we used a combination of our estimates of badge doses and work history information to define these groups. Subjects were approached randomly for participation until the targeted quota for each dose group was satisfied. Subjects were excluded if (65); in any case it is very unlikely that people with such syndromes would ever be radiologists. Survey data is also a generally very reliable way of ascertaining cancer in a general population with sensitivity .98% (66) , and sensitivity would be expected to be even higher among biomedically-trained persons, as here. Smoking is likewise ascertained with high sensitivity (.90%) in survey data (67) . Of the 207 subjects approached for participation, 159 persons (77%) agreed to participate and 48 (23%) declined. Of the 159 participants, 152 gave a blood sample (in 2003) and were analyzed. Further details on cohort selection are given elsewhere (20, 24, 25) .
APPENDIX C Description of Bayesian Model Fitting
We outline a Bayesian Markov Chain Monte Carlo (MCMC) approach to evaluate dose uncertainty. This has the advantage over simpler (e.g., regression calibration) methods because it can consider more complex dosimetry systems and patterns of error, although it is comparable with other full-likelihood methods such as Monte Carlo maximum likelihood (33, 34) in this respect. The dosimetry system produces a number of realizations of the entire set of doses that characterize the state of knowledge about doses for this population. Our main goal was to estimate radiation risk coefficients, h 1 , h 2 and their Bayesian credible interval (BCI), accounting for both the usual statistical sampling error and uncertainty in the dosimetry. Our approach can manage various types of outcomes such as continuous, timeto-event and count data. In this application we considered a count outcome variable with Poisson or negative binomial error.
To perform Bayesian inference one must formulate prior distributions on all model parameters. We assumed normal prior distributions for the parameters in expressions (1) and (3). Suppose we had M dose realizations (M ¼ 1,000 here), and let c be the dose vector index variable in the model. The parameter, c, is distributed as a multinomial distribution, Mult(1,p). The probability vector, p, has a hyper-prior distribution given by a Dirichlet distribution, Dirichlet(w), with w [ 1, so that dose realizations are chosen with equal probability a priori. The Metropolis-Hastings algorithm was then used to produce a sample from the posterior distribution of the parameters of interest. Parameter estimates and their corresponding 95% BCI in Table 4 are based on 20,000 posterior samples after 10,000 burn-in iterations.
APPENDIX D CTS-I þ II Data Background (Nonradiation) Model Fits for Translocation
In this Appendix we outline the optimal background model. As can be seen from Appendix Table D1 , translocation rates were highly significantly associated with age (P ¼ 0.0048), sex (P ¼ 0.0065), study group (CTS-I vs. II) (P ¼ 0.0023) and with borderline significant interaction of study group with sex (P ¼ 0.0501), but were not associated with cigarette smoking (P ¼ 0.2750 for years smoked or P ¼ 0.2103 for pack-years smoked). There was no evidence that higher order powers of age than the first are required to explain the increase in background rate APPENDIX b Per whole chromosome equivalents (CE), equivalent to the translocation frequency that would be observed if cells were assumed to have full-genome painting done of their nuclear DNA. 14 LITTLE ET AL.
with age, once adjustments for gender and study group (CTS-I vs. II) were done (P ¼ 0.9272). 4 , age 5 , sex, smoking pack-years; a 6-year period of latency is assumed. b Unless otherwise indicated the P value refers to the improvement in fit of that line with the model in the line immediately above it in the table. c Whole chromosome equivalents (CE), the equivalent number of cells assumed to have full painting done of their nuclear DNA. d P value of improvement in fit of this line of table compared with fit of a model without radiation dose terms. e P value of improvement in fit of model with occupational dose and personal-diagnostic dose unconstrained vs. identical model but with dose coefficients constrained equal.
f P value of improvement in fit of model over one with just occupational dose. CHROMOSOME ABERRATIONS IN RADIOLOGIC TECHNOLOGISTS 15
