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Conserved quantities and Hamiltonization of nonholonomic systems
Paula Balseiro
∗ and Luis P. Yapu†
Abstract
This paper studies hamiltonization of nonholonomic systems using geometric tools. By making use of
symmetries and suitable first integrals of the system, we explicitly define a global 2-form for which the
gauge transformed nonholonomic bracket gives rise to a new bracket on the reduced space codifying the
nonholonomic dynamics and carrying an almost symplectic foliation (determined by the common level sets
of the first integrals). In appropriate coordinates, this 2-form is shown to agree with the one previously
introduced locally in [34]. We use our coordinate-free viewpoint to study various geometric features of
the reduced brackets. We apply our formulas to obtain a new geometric proof of the hamiltonization of
a homogeneous ball rolling without sliding in the interior side of a convex surface of revolution using our
formulas.
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1 Introduction
It is well known that nonholonomic systems are not hamiltonian; instead, they are geometrically described
by almost Poisson structures, the so-called nonholonomic brackets [40, 49, 56]. The hamiltonization problem
studies whether a nonholonomic system admits a hamiltonian formulation after a reduction by symmetries,
and much work has been done on this problem in recent years, see e.g. [2, 5, 13, 14, 15, 26, 30, 34, 42, 43, 47, 59].
The possibility of writing the reduced equations of motion in hamiltonian form is central in the study of various
aspects of nonholonomic systems, such as integrability, Hamilton-Jacobi theory and even numerical methods
(e.g. variational integrators), see [11, 12, 20, 21, 27, 37, 38, 48, 51, 52].
In the approach developed in [5, 33], the hamiltonization problem is translated into finding a suitable 2-
formB that is used to modify the nonholonomic bracket in a way that preserves its dynamical properties, while
the corresponding reduced bracket is Poisson, or has at least an underlying almost symplectic foliation. In a
recent paper [34], the authors proved the existence of a 2-form B through a local construction, so that certain
types of first integrals become Casimirs of the modified reduced bracket. This article has two main goals.
First, building on [1] and under the dimension assumption (2.11), we provide a more intrinsic and coordinate-
free viewpoint to this 2-form, proving that the corresponding reduced bracket is a simple modification (or,
more precisely, a “gauge transformation”) of a genuine Poisson bracket with leaves determined by the level
set of the first integrals. Our proofs are independent of those in [34], with local formulas being recovered
once appropriate coordinates are chosen. Second, we use our construction to give a new geometric proof of
the hamiltonization of the problem of a ball rolling on a surface of revolution [16, 27, 39, 53, 54, 60].
We now pass to a more detailed description of our results. We start by recalling our geometric framework.
Nonholonomic systems and hamiltonization. Nonholonomic systems are mechanical systems with
constraints in the velocities defining a nonintegrable distribution on a configuration manifold Q. Using
the Legendre transform, we obtain a constraint submanifold M ⊂ T ∗Q which inherits an almost Poisson
bracket {·, ·}nh, the nonholonomic bracket. The nonholonomic dynamics is governed by the vector field
Xnh = {·,HM}nh on M, where HM is the associated hamiltonian function (see Section 2 for details). When
the system admits symmetries given by a Lie group G, the reduced dynamics is given by the projection of
Xnh to the quotient space M/G, denoted by Xred. The bracket {·, ·}nh and hamiltonian HM also descend to
the quotient, giving rise to an almost Poisson manifold (M/G, {·, ·}red) and hamiltonian Hred so that
Xred = {·,Hred}red. (1.1)
When the action is not free, we endow the quotient M/G with a differential structure [23].
While it is known that the nonholonomic bracket is never a Poisson bracket, since it has a nonintegrable
characteristic distribution, the reduced bracket {·, ·}red may or may not be Poisson, depending on how the
“Jacobiator” of {·, ·}nh –the cyclic sum that vanishes when the Jacobi identity holds– interacts with the
symmetries, see [1]. But even when {·, ·}red is not Poisson, it has been observed in many examples that there
could be other brackets on M/G relating Xred and Hred as in (1.1), and which are Poisson (or close to being
Poisson, e.g. conformally Poisson, or twisted Poisson [44, 55]), see [1, 2, 5, 13, 14, 33, 34, 53]. The issue is
then finding systematic ways to produce such brackets on M/G.
The technique of using a 2-form B to modify the nonholonomic bracket and produce new reduced brackets
first appeared in [33], and it was later formalized in [5] using the concept of gauge transformation by 2-forms
from [55]. In the context of hamiltonization, one is interested in dynamical gauge transformations, which
have the additional property that the modified bracket {·, ·}B still describes the nonholonomic dynamics, in
the sense that Xnh = {·,HM}B, see [5]. In [1, 2, 4, 32, 33], and specially in [34], it has been observed that the
existence of such a 2-form B producing Poisson-type brackets onM/G is related to the presence of conserved
quantities of the system called horizontal gauge momenta [7, 28, 29].
Main result. In this paper, under the presence of suitable first integrals (horizonal gauge momenta), we
present a coordinate-free formulation of a 2-form B which defines a reduced bracket {·, ·}Bred that describes the
reduced nonholonomic dynamics and admits an almost symplectic foliation, with leaves given by the common
level sets of the first integrals; see Theorem 3.7. As we observe, these leaves actually form the symplectic
foliation of a genuine Poisson bracket on M/G, and {·, ·}Bred arises as a gauge transformation of it.
The coordinate-free formulation of the 2-form B relies on the choice of a suitable distribution W comple-
menting the constraint distribution D in TQ (as in [1]) as well as a principal connection whose horizontal
distribution lies in D. The 2-form B is then written in terms of the 2-form 〈J,KW〉, already defined in [1] to
measure the failure of the Jacobi identity of the nonholonomic bracket (see Section 2.3), the first integrals,
the principal curvature and the kinetic energy metric; see (3.40). We also verify that B agrees with the local
formulas of [34] in suitable coordinates.
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It is insightful to write the 2-form B as a sum
B = B1 + B,
with each term playing a different role. First, the gauge transformation of the nonholonomic bracket by B1
produces, in the reduced space, a genuine Poisson bracket {·, ·}1
red
whose symplectic leaves are the common
level sets of the first integrals. However, this 2-form B1 is not necessarily dynamical, that is, the induced
bracket might not describe the nonholonomic dynamics as in (1.1). This is fixed by a second gauge transfor-
mation by B; moreover, B is basic, so it induces a 2-form B¯ on the quotient space M/G which gauge relates
{·, ·}1
red
and {·, ·}B
red
. In particular, these brackets have the same characteristic distributions, their leafwise
2-forms differ by B¯, and {·, ·}Bred is a twisted Poisson bracket by the 3-form (−dB¯).
The following diagram illustrates these two steps:
(M, {·, ·}nh,HM)
B1+B (dynamical gauge)
))
ρ

B1
// (M, {·, ·}1)
ρ

B
// (M, {·, ·}B,HM)
ρ

(M/G, {·, ·}red,Hred) (M/G, {·, ·}1red) B¯ // (M/G, {·, ·}Bred,Hred)
(1.2)
In this diagram, we omit the hamiltonian functions HM and Hred in the middle column to indicate that
these brackets do not necessarily describe the dynamics. If rank(TQ) − rank(V ) = 1 then B = 0 and thus
we need only one step to hamiltonize the problem: B = B1 and the resulting Poisson bracket {·, ·}1red (with
2-dimensional symplectic leaves) describes the dynamics.
Following our construction, we revisit three examples that were known to be hamiltonizable via gauge
transformations by 2-forms. We show how the previous diagram explains the hamiltonization procedure in
each situation, explaining why we get a twisted Poisson bracket in the cases of the Chaplygin ball [33, 5, 1]
and the snakeboard [1, 4], and a Poisson bracket in the case of the solids of revolution rolling on a plane
[2, 34]. We then present a new example of hamiltonization via gauge transformations: a homogeneous ball
rolling without sliding on a convex surface of revolution [16, 27, 39, 53, 54, 60], showing that the dynamics is
described by the Poisson bracket {·, ·}1red.
Outline of the paper. In Section 2 we recall the geometric set-up of nonholonomic systems with symmetries.
In Section 3, we define the 2-form B and state the main results in Theorem 3.7. The proofs are presented in
two steps (Prop. 3.9 and Prop. 3.11), following Diagram (1.2). In Section 4 we illustrate the theory revisiting
some examples. Finally, in Section 5, we present the hamiltonization of the ball rolling on a surface of
revolution.
Acknowledgements: The authors would like to thank to Nicola Sansonetto for useful conversations and
to Luis Garcia-Naranjo for his comments on this manuscript. P.B. thanks CNPq (Brasil) and L.P.Y. thanks
Faperj (Brasil) for financial support.
2 The geometric approach to nonholonomic systems with symme-
tries
In this section we present the geometric framework to write the nonholonomic equations of motion before
and after reduction. We follow the previous works in [1, 5, 8, 10, 33, 40, 56].
2.1 The nonholonomic bracket
Consider a mechanical system on the n-dimensional configuration manifold Q with a Lagrangian L : TQ→ R
of mechanical type, i.e., L is of the form L = 12κ − τ∗TQU , where κ is the kinetic energy metric, U : Q → R
the potential energy and τTQ : TQ→ Q the canonical projection.
Let D be a (constant rank) non-integrable distribution on Q representing the nonholonomic constraints,
that is, at the configuration point q ∈ Q the permitted velocities belong to a linear subspace Dq of TqQ.
Under the assumption of a mechanical-type Lagrangian, the Legendre transform Leg = κ♭ : TQ→ T ∗Q is a
global diffeomorphism, where κ♭(X)(Y ) = κ(X,Y ) for X,Y ∈ X(Q). Hence, following [8], the distribution D
on Q induces a submanifold M of T ∗Q,
M := Leg(D) ⊂ T ∗Q, (2.3)
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called the constraint manifold. Since Leg : TQ → T ∗Q is linear on the fibers, M → Q is also a subbundle
of τT∗Q : T
∗Q → Q of rank n− k. Let us denote by ιM :M →֒ T ∗Q the inclusion and by τM :M→ Q the
canonical projection.
The distribution D on Q also induces a non-integrable (constant rank) distribution C on M given, at a
point m ∈ M, by
Cm = {vm ∈ TmM | TτM(vm) ∈ DτM(m)}. (2.4)
We denote by ΩM the pull back to M of the canonical 2-form ΩQ in T ∗Q and by ΩC the point-wise
restriction of ΩM to C, i.e.
ΩM := ι
∗
M
ΩQ and ΩC := ΩM|C . (2.5)
Since the 2-section ΩC is nondegenerate (see [8]), it induces the so-called nonholonomic bracket {·, ·}nh onM
(see [40, 49, 56]) given, at each f, g ∈ C∞(M), by
{f, g}nh = −Xf(g), (2.6)
where Xf is the (unique) vector field on M taking values in C so that iXfΩC = df |C . In particular, Xf is a
section of the bundle C →M and we denote it by Xf ∈ Γ(C). The nonholonomic bracket is an almost Poisson
bracket, that is, it is bilinear, skew-symmetric, it verifies the Leibniz property but does not necessarily satisfy
the Jacobi identity [17]. Moreover, the distribution on M generated by the hamiltonian vector fields Xf
–called characteristic distribution– is the non-integrable distribution C in (2.4).
The nonholonomic bracket defines a bivector field πnh on M by:
πnh(df, dg) = {f, g}nh, for f, g ∈ C∞(M). (2.7)
We denote by π♯nh : T
∗M→ TM the map given by β(π♯nh(α)) = πnh(α, β) for each α, β ∈ T ∗M.
The dynamics of the nonholonomic system is given by the integral curves of the nonholonomic vector field
Xnh on M, that takes values on C, and is defined by
iXnhΩC = dHM|C , (2.8)
where the function HM ∈ C∞(M) is the restriction toM of the Hamiltonian function H : T ∗Q→ R induced
by the Lagrangian L : TQ→ R, [8]. Equivalently, the vector field Xnh is given by
Xnh = −π♯nh(dHM) = {·,HM}nh.
We say that a nonholonomic system is described by the triple (M, πnh,HM), or that the nonholonomic
dynamics is described by the bivector field πnh.
2.2 Symmetries and reduction for proper actions
Consider a m-dimensional connected Lie group G acting properly on the manifold Q such that the tangent lift
of the action leaves invariant the Lagrangian L and the distribution D. As a consequence, the corresponding
cotangent lift of the action leaves invariant the constraint manifoldM⊂ T ∗Q and the restricted hamiltonian
HM. Considering the G-action on M, the reduced nonholonomic dynamics is determined by the integral
curves of the vector field Xred onM/G given by Xred = Tρ(Xnh) where ρ :M→M/G is the orbit projection.
In this section, we study the geometry behind this reduction process emphasizing the fact that the G-action
is not necessarily free. In particular, the quotient spaceM/G is not necessarily a smooth manifold but it can
be understood as a stratified differential space, see for instance [23, 24, 58]. Indeed, firstly, the quotient space
M/G is a topological space with the quotient topology and the properness of the action implies thatM/G is
Hausdorff. Secondly, the spaceM/G can be endowed with a differential space structure by declaring the ring
of smooth functions onM/G as being the ring of smooth G-invariant functions onM, denoted by C∞(M)G.
That is, a smooth function f¯ ∈ C∞(M/G) is identified with the corresponding G-invariant function f onM
such that ρ∗f¯ = f .
The G-action on M leaves also the nonholonomic bracket {·, ·}nh invariant and thus we say that the
nonholonomic system (M, πnh,HM) admits a G-symmetry. Hence, the differential space inherits an almost
Poisson structure given, at each f¯ , g¯ ∈ C∞(M/G), by
{f¯ , g¯}red ◦ ρ = {f, g}nh, (2.9)
where f = ρ∗f¯ and g = ρ∗g¯ belong to C∞(M)G.
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Since the Hamiltonian HM is G-invariant, the reduced bracket {·, ·}red describes the reduced dynamics:
Xred = {·,Hred}red, (2.10)
where Hred :M/G→ R is the reduced Hamiltonian.
Remark 2.1. For a proper G-action, the space M/G has more properties in addition of being a differential
space. First, it is a subcartesian space, meaning that it is a Hausdorff differential space, locally diffeomorphic
(as a differential space) to an open subset of the Cartesian space Rn. On the other handM/G is a stratified
space given by the orbit type stratification associated to the G-action. A derivation X on a subcartesian
space is called a vector field if the unique maximal integral curve passing by a given point induces a local
one-parameter group of local diffeomorphisms. Sniatycki [57] has shown that the orbits of the family of
all vector fields on M/G coincide with the strata of the orbit type stratification of M/G. In the case
of a nonholonomic system (M, πnh,HM) with a proper G-symmetry, the space M/G is an almost Poisson
differential space with bracket {·, ·}red. It is stratified by orbit type, where each stratum is an almost Poisson
manifold and Xred is a vector field in M/G inducing smooth vector fields on each strata and preserving the
orbit type stratification of M/G, see Chapter 8 of [58]. For more details on the structure of the quotient
M/G see the books [23, 24, 25, 58] and the paper [57]. ⋄
We are interested in the integrability properties of the reduced bracket {·, ·}red in M/G, which are cast
by the failure of the Jacobi identity. In order to compute the Jacobiator, we use the formulas proven in [1]
which are based on certain splittings of the tangent bundle TQ explained in the next section.
2.3 The failure of the Jacobi identity
Following Section 2.2, let us consider a nonholonomic system (M, πnh,HM) with a G-symmetry. Let us denote
by V the (generalized) smooth distribution on Q, called vertical distribution, given, at each q ∈ Q, by the
tangent space to the orbit by G passing through the point q, i.e. Vq := TqOrb(q). In this paper we suppose
that the dimension assumption [10] holds, i.e., at each q ∈ Q,
TqQ = Dq + Vq. (2.11)
Since the action is not necessarily free, the rank of the vertical distribution V may vary. Now let us define
the (generalized) smooth distribution S in Q given, at each q ∈ Q, by
Sq := Dq ∩ Vq. (2.12)
It was shown in [2, Prop. 2.2] that the dimension assumption implies the existence of a constant rank
smooth distribution W on Q such that, for all q ∈ Q,
TqQ = Dq ⊕Wq and Wq ⊂ Vq, (2.13)
which is equivalent to the following splitting of the vertical distribution: Vq = Sq ⊕Wq. In fact, let g denote
the (m-dimensional) Lie algebra of G. Following [10], for each q ∈ Q, let us define the vector subspace (gS)q
of g given by
ζq ∈ (gS)q ⇔ (ζq)Q(q) ∈ Sq, (2.14)
where (ζq)Q denotes the infinitesimal generator of the G-action on Q associated to the element (ζq) ∈ g. First,
it was shown in [2, Prop. 2.2] that the dimension assumption implies that gS → Q is a vector subbundle of
the trivial bundle g × Q → Q. Then a section ζ of the bundle g × Q → Q is a section of the subbundle
gS → Q if ζQ ∈ Γ(S), where for q ∈ Q, ζQ(q) := (ζ|q)Q(q). Second, observe that the bundle gS → Q admits
a bundle complement gW → Q such that, for q ∈ Q,
(g×Q)q = (gS)q ⊕ (gW )q. (2.15)
Hence, a distribution W ⊂ V as in (2.13) is induced by the choice of such a subbundle gW → Q, so that
Wq = span{(ξq)Q(q) : (ξq) ∈ (gW )q}, (2.16)
and it has constant rank and is smooth.
Next, we will see that the bundle gW → Q in (2.15) can be chosen so that the distribution W is G-
invariant. First, observe that if the G-action is free and proper, then W can be defined so that W = S⊥ ∩ V
where S⊥ is the orthogonal complement of S with respect to the kinetic energy metric. In this case, W is
automatically constant rank, smooth and G-invariant.
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Proposition 2.2. Let G be a Lie group so that its Lie algebra g admits an Ad-invariant scalar product. If
the dimension assumption (2.11) is satisfied, then there exists a G-invariant complement W ⊂ V verifying
(2.13) (or equivalently there exists an Ad-invariant subbundle gW → Q of g×Q→ Q verifying (2.15)).
Proof. For any g ∈ G, let us consider the bundle map Adg : g×Q→ g×Q, over the action diffeomorphism
ψg : Q→ Q, given at each η ∈ Γ(g×Q) by Adg(η)|ψg(q) := Adg(η|q). By the dimension assumption gS → Q
is a subbundle of the trivial bundle g × Q → Q [2], and since the distribution S is G-invariant then gS is
Ad-invariant and thus Adg restricts to a bundle map Adg : gS → gS , see [20, Lemma. 4.4.8]. By Ad-invariance
of the bundle metric on g×Q→ Q, if gW in (2.15) is chosen to be the orthogonal complement of the bundle
gS with respect to this metric, then gW → Q is an Ad-invariant subbundle of g × Q → Q. Defining the
distribution W as in (2.16), we obtain that it is G-invariant.
Remark 2.3. Recall that if G is connected and isomorphic to the Cartesian product of a compact group
and a vector space, then the Lie algebra g admits an Ad-invariant scalar product. Therefore, Prop. 2.2 can
be used in examples in Sec. 4 and Sec. 5. ⋄
Following [1], the splitting (2.13) on TQ induces a splitting on TM. More precisely, the G-action on
M defines a (generalized) vertical distribution V on M given by Vm := TmOrb(m), for m ∈ M. Then the
distribution W given, at each m ∈M, by
Wm = span{(ξq)M(m) : (ξq) ∈ (gW )q, q = τM(m)}, (2.17)
is G-invariant as long as gW → Q is Ad-invariant, as in Prop. 2.2. Moreover, observe that C ∩W = {0} since,
if there exists a non-zero element ξq ∈ (gW )q so that (ξq)M(m) ∈ Cm, for τM(m) = q, then (ξq)Q(q) ∈ Dq∩Wq
which contradicts (2.13). Therefore, we obtain the following definition:
Definition 2.4. The distribution W on Q is called a vertical complement of the constraints D if W is G-
invariant and satisfies that TQ = D ⊕W with W ⊂ V . In this case, the distribution W on M defined in
(2.17) is a vertical complement of the constraints C since
TM = C ⊕W and W ⊂ V . (2.18)
Following (2.12), we define the (generalized) distribution S on M given, at each point m ∈M, by
Sm := Cm ∩ Vm, (2.19)
and we see that Vm = Sm ⊕Wm.
Now, we recall from [1] the formulas that cast the failure of the Jacobi identity of the nonholonomic
bracket {·, ·}nh and the reduced bracket {·, ·}red. First, we define the so-called W-curvature and study some
properties to then write down the formulas of the Jacobiator.
A vertical complement W of the constraints D induces a g-valued 1-form AW on Q given, at each X ∈
X(Q), by
AW (X) = ξ ∈ Γ(Q× g) if and only if PW (X) = ξQ, (2.20)
where PW : TQ → W is the projection on the second factor in the splitting (2.13). Analogously we denote
by PD : TQ→ D the projection onto the first factor in the splitting (2.13) and we define the g-valued 2-form
KW on Q given by
KW (X,Y ) = dAW (PD(X), PD(Y )), X, Y ∈ X(Q).
Using the natural projection τM :M→ Q, we denote byAW the g-valued 1-form onM given byAW := τ∗MAW
and observe that KerAW = C.
Definition 2.5. [1] The W-curvature KW is the g-valued 2-form on M given by KW := τ∗MKW , that is,
KW(X,Y ) := dAW(PC(X), PC(Y )),
where PC : TM→ C the projection associated to the splitting (2.18).
It will be useful to set the following notation. For a k-form α on M, we denote by dC the differential of
α on elements of C, that is, at each X1, ..., Xk+1 ∈ X(M),
dCα(X1, ..., Xk+1) := dα(PC(X1), ..., PC(Xk+1)). (2.21)
In other words, dCα|C = dα|C while iZdCα = 0 for all Z ∈ W . Observe that ΩC = −dCΘM|C and KW = dCAW .
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Lemma 2.6. The g-valued 2-form KW satisfies that dCKW = 0.
Proof. Following (2.15), let us consider a basis of sections {ζi, ξa} of g × Q → Q where ζi ∈ Γ(gS) and
ξa ∈ Γ(gW ), for i = 1, ..., l; a = l + 1, ...,m and dim(g) = m. For each a = l + 1, ...,m, let us define the
1-forms ǫa on Q such that ǫa((ξb)Q) = δ
a
b (where δ
a
b = 1 if a = b and δ
a
b = 0 if a 6= b) and ǫa|D = 0 for all
a. Then let us denote ǫ˜a := τ∗
M
ǫa, where as usual τM :M→ Q is the canonical projection. Now consider a
basis of g given by {χ1, ..., χm} (i.e., χI are constant sections of the bundle Q× g→ Q) and thus
ζi = h
I
iχI , ξa = h
I
aχI , for I = 1, ...,m, (2.22)
for functions hIi , h
I
a ∈ C∞(Q). Therefore, the g-valued 1-form AW is written as AW = ǫ˜a⊗ξa = hIaǫ˜a⊗χI and
thus KW = dC(hIaǫ˜a) ⊗ χI . Let us denote by AIW = hIaǫ˜a and by KIW = dCAIW = dC(hIaǫ˜a). In order to show
that dKW |C = 0 it is enough to prove that dKIW |C = 0 for all I = 1, ...,m. Let us consider X1, X2, X3 ∈ Γ(C)
and then
dKI
W
(X1, X2, X3) = cyclic[X1(KIW(X2, X3))−KIW([X1, X2], X3)]
= cyclic[d(dAI
W
)(X1, X2, X3) + dAIW(PW [X1, X2], X3)] = cyclic[dAIW(PW [X1, X2], X3)]
where cyclic indicates cyclic permutations of the parameters. Next, we show that dAI
W
(Z,X) = 0 for all
Z ∈ Γ(W) and X ∈ Γ(C). First, observe that, [(χI)M, X ] ∈ Γ(C) by the G-invariance of C. Now, denoting
Zb = (ξb)M we get
dAI
W
(Zb, X) = −X(AIW(Zb))−AIW([Zb, X ]) = −X(hIb)− hIaǫ˜a([hJb (χJ )M, X ])
= −X(hIb) + hIaX(hJb )ǫ˜a((χJ )M) = −X(hIb) + hIaX(hJb )h¯aJ = 0,
where h¯aJ are the functions such that χJ = h¯
a
Jξa + h¯
i
Jζi. Then, we obtain that d
CKI
W
= 0 showing that
dCKW = 0.
On the other hand, let J : M → g∗ be the restriction to M of the canonical momentum map on T ∗Q,
i.e., for all m ∈M, 〈J(m), η〉 = iηM(m)ΘM(m), where η ∈ g and ΘM is the Liouville 1-form restricted to M.
Then, following [1], we define the G-invariant 2-form on M given by
〈J,KW〉 (2.23)
where 〈·, ·〉 denotes the pairing between g∗ and g. By Lemma 2.6, we also have the 3-form on M given, on
X,Y, Z ∈ Γ(C), by
d〈J,KW〉(X,Y, Z) = dJ ∧ KW(X,Y, Z) := cyclic[〈dJ(X),KW(Y, Z)〉],
(see [1] and [3] for more details). In other words, dC〈J,KW〉 = dCJ ∧KW .
Proposition 2.7. [1] The almost Poisson manifold (M, {·, ·}nh) associated to a nonholonomic system with
symmetries satisfying the dimension assumption (2.11) verifies that, for all f, g, h ∈ C∞(M),
cyclic[{f, {g, h}nh}nh] = d〈J,KW〉(π♯nh(df), π♯nh(dg), π♯nh(dh)) − ψπnh(df, dg, dh),
where ψπnh is the trivector given by ψπnh(α, β, γ) = cyclic
[
γ
(
(KW(π♯nh(α), π♯nh(β)) )M
)]
, for α, β, γ 1-forms
on M. Moreover, the induced reduced nonholonomic bracket {·, ·}red on M/G satisfies, for all f¯ , g¯, h¯ ∈
C∞(M/G),
cyclic[{f¯ , {g¯, h¯}red}red ◦ ρ] = d〈J,KW〉(π♯red(dρ∗f¯), π♯red(dρ∗g¯), π♯red(dρ∗h¯)).
We observe that Prop. 2.7 also holds in the case where the quotient M/G is a differential space.
It is also important to note here that the reduced bracket {·, ·}red is not necessarily Poisson. However, in
some particular situations, it could become Poisson even when πnh is not: if
d〈J,KW〉|U = 0, (2.24)
where U is the distribution on M given by
U = span{π♯nh(df) : f ∈ C∞(M)G},
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then the reduced bracket {·, ·}red on M/G is Poisson.
Recall that a form α onM is a semi-basic form with respect to ρ :M→M/G if iXα = 0 when X ∈ TM
such that Tρ(X) = 0. In other words, a section in the distribution U can be written as π♯nh(α) where α is a
semi-basic 1-form onM. On the other hand, we may consider the almost Poisson manifold (Mreg/G, {·, ·}red)
where Mreg denotes the submanifold of M where the G-action is free. In this case, the distribution U on
Mreg was originally defined in [8] from where it can be concluded that the characteristic distribution Cred
of {·, ·}red is given by Cred = Tρ(U). If {·, ·}red is a Poisson bracket on Mreg/G then it carries a symplectic
foliation as it is the case, for example, of the nonholonomic particle (in this case, Mreg =M, see [1, 8]).
However, there is a class of brackets defined on manifolds whose characteristic distribution is integrable
but the foliation carries an almost symplectic structure on each leaf. These are the so-called twisted Poisson
structures that were defined in [44, 55]. We are interested in this class of brackets since, as we will see, they
can appear in the reduction process and they have stronger integrability properties than a general almost
Poisson bracket.
Definition 2.8. [44, 55] Given an almost Poisson bracket {·, ·} on a manifoldM , we say that {·, ·} is φ-twisted
Poisson if there is closed 3-form φ on M such that, for all f, g, h ∈ C∞(M),
cyclic[{f, {g, h}}] = φ(π♯(df), π♯(dg), π♯(dh)),
where π is the bivector field onM associated to {·, ·}. Equivalently, 12 [π, π] = π♯(φ) where [·, ·] here represents
the Schouten bracket.
A twisted Poisson bracket has an integrable characteristic distribution endowed with an almost symplectic
foliation.
Examples.
(i) If Ω is a nondegenerate 2-form on M , then the almost Poisson bracket given, at each f, g ∈ C∞(M),
by {f, g} = Ω(Xf , Xg) is a (−dΩ)-twisted Poisson bracket.
(ii) If an almost Poisson bivector field π on M has an almost symplectic foliation (Lµ,Ωµ) associated, then
π is φ-twisted Poisson for φ any 3-form that coincides with −dΩµ on the leaves.
(iii) A “gauge transformation” of a Poisson bracket π by a non-closed 2-form B gives rise to a twisted
Poisson bracket with φ = (−dB) (see Sec. 3, in particular Rmk. 3.1(i)).
Returning to our framework, we see that πnh is not a twisted Poisson bracket since its characteristic
distribution C is not integrable. However, there are some cases in which, after a reduction by symmetries,
πred becomes twisted Poisson on Mreg/G, for example the case of the snakeboard (where we also have
Mreg =M, see [1, Sec. 5] and Sec.4.1 ). What occurs in these cases is that the 3-form d〈J,KW〉 on Mreg is
the pull-back of a well defined 3-form φ on Mreg/G and thus the failure of the Jacobi identity in Prop. 2.7
becomes
cyclic[{f¯, {g¯, h¯}red}red] = φ(π♯red(df¯), π♯red(dg¯), π♯red(dh¯)).
We remark that finding a twisted Poisson bracket on the reduced space enlightens the process of searching
for a conformal factor for the bracket. The characterization of the almost symplectic foliations allows us
to compute a conformal factor on each leaf and then, under suitable regularity conditions, to extend the
conformal factor to the entire foliation [4] (for the study of conformal factors on almost symplectic manifolds,
see also [19, 35, 36].
However, in general, the reduced nonholonomic bracket {·, ·}red does not admit an almost symplectic
foliation, i.e., it is not twisted Poisson. In this paper, we state a formula to produce a new bracket on the
reduced space that describes the dynamics (2.10) and that is twisted Poisson with its almost symplectic
foliation given by the level sets (of certain types) of first integrals of the nonholonomic vector field Xnh.
3 Gauge transformations and conserved quantities
Consider a nonholonomic system (M, πnh,HM) with a proper G-symmetry satisfying the dimension assump-
tion (2.11). The question we address in this paper is whether there is a Poisson (or twisted Poisson) bracket
onM/G describing the reduced dynamics Xred as in (2.10). Following [1, 5, 33], we use gauge transformations
by 2-forms of the nonholonomic bivector πnh in order to generate a new almost Poisson bivector πB on M
describing the dynamics so that the reduced bracket {·, ·}Bred has the desired properties.
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3.1 Gauge transformations
We start by recalling the concept of a gauge transformation of πnh by a 2-form, which is a “deformation” of
the bivector field πnh that generates a new bivector πB.
Recall that a regular almost Poisson manifold (M,π) is determined by a distribution F on M (its char-
acteristic distribution) and a nondegenerate 2-section Ω on F such that
π♯(α) = −X ⇔ iXΩ|F = α|F , for α ∈ T ∗M.
Let us now consider a 2-form B on M such that the 2-section (Ω + B)|F is nondegenerate. The gauge
transformation of π by the 2-form B [55] induces a new bivector field πB on M defined by
π♯B(α) = −X ⇔ iX(Ω +B)|F = α|F , for α ∈ T ∗M. (3.25)
So, the new bivector πB is defined by the same distribution F on M and the 2-section (Ω +B)|F and we
say that π and πB are gauge related.
Remark 3.1. (i) If π is a Poisson (or twisted Poisson) bracket, then a gauge transformation by B produces
a new bracket with the same characteristic foliation but now the 2-form on each leaf will have the
additional term B –restricted to the leaf–. In particular, if π is Poisson, then the gauge transformation
of π by a 2-form B produces a (−dB)-twisted Poisson bivector field πB .
(ii) If π1 and π2 are two bivector fields on M with different characteristic distributions, then there is no
2-form B that relates them.
(iii) If π is a G-invariant bivector field on M and B is also G-invariant, then the gauge related bivector
field πB is G-invariant as well. However, the reduced bivector fields πred and π
B
red
on the quotient M/G
might not be gauge related. Indeed their characteristic distributions may be different. The reduced
bivector fields πred and π
B
red
will be gauge related only when the 2-form B is basic with respect to the
orbit projection ρ :M →M/G. In that case, the gauge transformation related πred and πBred is given by
B¯, the (unique) 2-form on M/G such that ρ∗B¯ = B.
⋄
Consider now the scenario given by a nonholonomomic system (M, πnh,HM) as in Sect. 2.1. From (2.6)
we see that πnh is determined by the (non-integrable) distribution C and the nondegenerate 2-section ΩC on
C given in (2.4) and (2.5) respectively. Now, using gauge transformations by 2-forms, our goal is to generate
new bivector fields πB describing the nonholonomic dynamics on M, i.e. π♯B(dHM) = −Xnh. From [5], we
recall the concept of a dynamical gauge transformation.
Definition 3.2. [5] We say that a 2-form B defines a dynamical gauge transformation if
(i) ΩC +B|C is a nondegenerate 2-section,
(ii) iXnhB = 0.
Then, the dynamically gauge related bracket πB is given by
π♯
B
(α) = −X ⇔ iX(ΩM +B)|C = α|C , for α ∈ T ∗M, (3.26)
and satisfies that π♯B(dHM) = −Xnh. We call condition (ii) the dynamical condition for B.
Remark 3.3. (i) If we consider a 2-form B that is semi-basic with respect to the bundle τM : M → Q,
then ΩC +B|C is automatically nondegenerate, see [5].
(ii) Let B1 and B2 be semi-basic 2-forms (with respect to τM :M→ Q). Performing a gauge transformation
of πnh by the 2-form B1 and subsequently by B2, is the same as performing a gauge transformation of
πnh by the 2-form B = B1 +B2.
(iii) From (3.26), we see that the bivector field πB only depends on the restriction of B to the characteristic
distribution C. Therefore, following [1], once we choose a vertical complementW so that TM = C⊕W ,
we will also ask that
iXB ≡ 0, for X ∈ Γ(W). (3.27)
⋄
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As observed in Remark 3.1 (iii), if the nonholonomic system (M, πnh, dHM) has a G-symmetry then a
G-invariant 2-form B defining a gauge transformation generates a G-invariant bivector field πB as in (3.26).
So, the gauge related bivector πB induces a reduced almost Poisson bracket {·, ·}Bred on the differential space
M/G given, for f¯ , g¯ ∈ C∞(M/G), by
{f¯ , g¯}Bred ◦ ρ = {f¯ ◦ ρ, g¯ ◦ ρ}B, (3.28)
where, as usual, ρ :M→M/G is the orbit projection and {·, ·}B is the bracket associated to πB . Moreover,
if B defines a dynamical gauge transformation, then the reduced bracket {·, ·}B
red
describes the nonholonomic
reduced dynamics:
Xred = {·,Hred}Bred ∈ X(M/G), (3.29)
where Hred :M/G→ R is the reduced Hamiltonian.
Following [1], in order to analyze the failure of the Jacobi identity of {·, ·}Bred we use an analogous formu-
lation as in Prop. 2.7 but now considering the gauge transformation.
Proposition 3.4. [1] Consider the nonholonomic system (M, πnh, dHM) with a G-symmetry acting properly
satisfying the dimension assumption. Let W be a G-invariant vertical complement of the constraints C and
let πB be the bivector field on M gauge related to πnh by a G-invariant 2-form B satisfying condition (3.27).
Then:
(i) The gauge related bracket {·, ·}B on M satisfies that, for f, g, h ∈ C∞(M),
cyclic[{f, {g, h}B}B] = (d〈J,KW〉 − dB)(π♯B(df), π♯B(dg), π♯B(dh))− ψπB (df, dg, dh),
where ψπB is the trivector given by ψπB (α, β, γ) = cyclic
[
γ
(
(KW(π♯B(α), π♯B(β)) )M
)]
, for α, β, γ
1-forms on M.
(ii) The reduced bracket {·, ·}B
red
on the differential space M/G induced by {·, ·}B, as in (3.28), satisfies that,
for f¯ , g¯, h¯ ∈ C∞(M/G),
cyclic[{f¯ , {g¯, h¯}Bred}Bred ◦ ρ] = (d〈J,KW〉 − dB)(π♯B(dρ∗f¯), π♯B(dρ∗g¯), π♯B(dρ∗h¯)).
It follows that the reduced bracket {·, ·}Bred is Poisson if
(d〈J,KW〉 − dB)|UB = 0,
where UB is the distribution on M given by
UB = span{π♯B(df) : f ∈ C∞(M)G}. (3.30)
Recall that, onMreg/G, the characteristic distribution of {·, ·}Bred is given by CBred := Tρ(UB). Moreover, if the
3-form d〈J,KW〉−dB is semi-basic with respect to the orbit projection ρ :Mreg →Mreg/G, then {·, ·}Bred is a
twisted Poisson bracket (Def. 2.8) on the regular strataMreg/G. In fact, since d〈J,KW〉− dB is G-invariant,
then being semi-basic implies that it is basic and we get that
cyclic[{f¯ , {g¯, h¯}B
red
}B
red
] = φ((πB
red
)♯(df¯), (πB
red
)♯(dg¯), (πB
red
)♯(dh¯)),
where φ is the 3-form on Mreg/G such that ρ∗φ = d〈J,KW〉 − dB.
Here, we also remark the importance of finding a twisted Poisson bracket on the reduced manifoldMreg/G
describing the dynamics in order to compute a conformal factor for the bracket. In particular, in [4], it was
studied the Chaplygin ball using a gauge transformation to obtain a twisted Poisson bracket and afterwards,
it was computed a conformal factor on each almost symplectic leaf to then extend it to the foliation and
conclude that the twisted Poisson bracket was, in fact, a conformally Poisson bracket.
3.2 Horizontal gauge symmetries and the choice of a gauge transformation
In order to find an appropriate 2-form so that the reduced bracket is (twisted) Poisson, we study properties
of the first integrals of the system that are G-invariant horizontal gauge momenta [7, 27], see [2, 34].
Consider a nonholonomic system (M, πnh,HM) with a proper G-symmetry satisfying the dimension as-
sumption (2.11). The nonholonomic momentum map [10] is the map Jnh :M→ g∗S defined, at each m ∈M
and η ∈ Γ(gS), by
Jη(m) = 〈Jnh, η〉(m) = 〈Jnh(m), η(τM(m))〉 := iηMΘM(m), (3.31)
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where ΘM is the restriction to M of the Liouville 1-form ΘQ on T ∗Q. Observe that the function Jη on M
is linear on the fibers of the bundle τM :M→ Q. However, contrarily to the canonical momentum map for
Hamiltonian systems, Jη is not necessarily a first integral of the dynamics Xnh. In fact, using the G-invariance
of the restricted Hamiltonian HM, we have that for any η ∈ Γ(gS),
Xnh(Jη) = (£ηMΘM)(Xnh),
where £ denotes the Lie derivative.
Definition 3.5. [7, 28] A horizontal gauge momentum of Xnh is a function of type Jη = 〈Jnh, η〉 ∈ C∞(M),
for η ∈ Γ(gS), that is a first integral of Xnh. The (global) section η ∈ Γ(gS) is called a horizontal gauge
symmetry.
Even if Jη is a horizontal gauge momentum for the nonholonomic dynamics, the vector field π
♯
nh(dJη)
might not be equal to the infinitesimal generator −ηM or, even more, π♯nh(dJη) might not be a section of the
vertical distribution V . In fact, for η ∈ Γ(gS) let us denote by Λη the 1-form on M such that
Λη|C = −iηMΩC + dJη|C = £ηMΘM|C and Λη|W = 0. (3.32)
Note that π♯nh(dJη − Λη) = −ηM. When Jη is a first integral, we conclude that Λη(Xnh) = 0 (see also [6]).
Following the idea that π♯nh(dJη) might not be a vertical vector field (with respect to ρ : M → M/G),
our goal is to find a 2-form B so that the (dynamically) gauge related bracket πB satisfies π
♯
B(dJη) = −ηM.
Then, if Jη is G-invariant, it will become a Casimir of the reduced bracket {·, ·}Bred.
Proposition 3.6. Let (M, πnh,HM) be a nonholonomic system with a (proper) G-symmetry satisfying the
dimension assumption and assume that Jη is a horizontal gauge momentum with η ∈ Γ(gS) its associated
horizontal gauge symmetry. If the 2-form B defines a dynamical gauge transformation so that
iηMB|C = Λη|C ,
where Λη|C is given in (3.32), then πB is an almost Poisson bracket on M describing the dynamics satisfying:
(i) π♯B(dJη) = −ηM.
(ii) If Jη and the 2-form B are G-invariant, then the induced function J¯η on the quotient space M/G is a
Casimir of the reduced bracket {·, ·}Bred.
Proof. By definition of the nonholonomic bivector field πnh and using (3.32) we have that iηMΩC = dJη|C −
Λη|C . Therefore, if iηMB|C = Λη|C then, by (3.25), π♯B(dJη) = −ηM.
Following (3.28), since B is G-invariant, the reduced bracket {·, ·}Bred is well defined on M/G (and, of
course, it describes the reduced dynamics). Denoting J¯η ∈ C∞(M/G) the reduced function such that
ρ∗(J¯η) = Jη, then for any f¯ ∈ C∞(M/G) we have
{f¯ , J¯η}Bred ◦ ρ = {ρ∗f¯ , Jη}B = π♯B(dJη)(ρ∗f¯) = 0,
showing that J¯η is a Casimir.
3.3 The case of l = rank(gS) horizontal gauge momenta
In this section we consider a nonholonomic system (M, πnh,HM) with a free and proper action on Q given
by a connected Lie group G defining a G-symmetry. If the nonholonomic system has a symmetry given by a
proper action, then our conclusions can be applied to the submanifoldMreg ofM, which is the submanifold
where the G-action is free, and to the quotient manifold Mreg/G. In Sec. 4.3 and 5, we study examples
where the action is not free, however the 2-form B can be easly defined on the entire manifold M and then
the reduced bracket is defined on the differential space M/G as in (3.28).
From now on, we assume that the free and proper G-symmetry satisfies the dimension assumption (2.11)
and, if l = rank(gS), we have J1, ..., Jl horizontal gauge momenta such that their associated horizontal gauge
symmetries {η1, ..., ηl} form a (global) basis of sections of gS .
Following (3.32), for each i = 1, ..., l we denote by Yi := (ηi)M and define the 1-forms Λi onM such that
π♯nh(dJi) = −Yi + π♯nh(Λi), (3.33)
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Equivalently, each Λi is given by the condition that Λi|C = −iYiΩC + dJi|C = £YiΘM|C .
In order to obtain a (dynamically gauge related) bivector field πB so that π
♯
B(dJi) = −Yi ∈ Γ(V), we look
for a 2-form B defining a dynamical gauge transformation so that
iYiB|C = Λi|C , for each i = 1, ..., l, (3.34)
as in Prop. 3.6. For that purpose, we consider a G-invariant distribution H on Q so that D = H ⊕ S (using
the kinetic energy metric, the distribution H can be chosen to be H = S⊥ ∩ D, but it is not necessarily of
this form). Then, we obtain a decomposition of the tangent bundle given by
TQ = H ⊕ S ⊕W = H ⊕ V. (3.35)
and we denote by PH : TQ→ H and PV : TQ→ V the projections associated to the splitting TQ = H ⊕ V .
Now, consider the principal connection 1-form AV : TQ→ g given, at each X ∈ X(Q), by
AV (X) = ξ ∈ Γ(Q × g→ Q) if and only if PV (X) = ξQ,
where H = KerAV . Note that the splitting V = S ⊕W induces another g-valued 1-form AS so that, for
X ∈ X(Q),
AS(X) = η ∈ Γ(gS) if and only if PS(X) = ηQ,
where PS : TQ → S is the projection associated to the splitting TQ = H ⊕ S ⊕W . Observe that AV =
AS +AW , for AW the g-valued 1-form defined in (2.20).
We denote by AV := τ∗MAV : TM → g the g-valued 1-form on M, and we see that it is a principal
connection on ρ :M→M/G inducing a splitting of the tangent bundle
TM = H⊕ V , (3.36)
where H = KerAV . Let us denote by AS := τ∗MAS the corresponding g-valued 1-form on M. Since the
horizontal gauge symmetries {η1, ..., ηl} form a global basis of gS , then
AS = AiS ⊗ ηi =
l∑
i=1
Ai
S
⊗ ηi,
for Ai
S
standard 1-forms on M such that Ai
S
(Yj) = δij and AiS |H = 0 = AiS |W . Considering again the
momentum map as a g∗-valued function J : M → g∗, we denote by 〈J, dCAi
S
⊗ ηi〉 the 2-form given by the
natural pairing between J and the g-valued 2-form (dCAi
S
)⊗ ηi.
We now have the ingredients to define the 2-formB1 that will play an important role in the hamiltonization
process:
B1 := 〈J,KW〉+ 〈J, dCAiS ⊗ ηi〉 = 〈J,KW〉+ Ji dCAiS . (3.37)
Next, following Diagram (1.2), we define the basic (with respect to the principal bundle ρ :M→M/G)
2-form B. First, consider the curvature KV associated to the principal connection AV , that is, KV is the
g-valued 2-form on M given, at each X,Y ∈ TM, by
KV(X,Y ) = dHAV (X,Y ) = dAV(PH(X), PH(Y )),
where PH : TM → H is the projection associated to the splitting (3.36). Analogously as it was done in
(3.37), we may consider the 2-form 〈J,KV〉 given by the natural pairing between J and the g-valued 2-form
KV . We also define κg as the g∗-valued 1-form on M given, at each X ∈ TM, by
〈κg(X), χ〉 = κ(TτM(X), χQ), for χ ∈ g. (3.38)
Considering the g-valued 1-form onM given by iPV(Xnh)[KW + dCAiS ⊗ ηi], where PV : TM→ V denotes the
projection associated to the decomposition (3.36), we define the 2-form (κg ∧ iPV(Xnh)[KW + dCAiS ⊗ ηi])H on
M given, at each X,Y ∈ TM, by
(κg ∧ iPV(Xnh)[KW + dCAiS ⊗ ηi])H(X,Y ) = κg ∧ iPV(Xnh)[KW + dCAiS ⊗ ηi] (PH(X), PH(Y ))
= 〈κg(PH(X)), [KW + dAiS ⊗ ηi](PV (Xnh), PH(Y ))〉
− 〈κg(PH(Y )), [KW + dAiS ⊗ ηi](PV (Xnh), PH(X))〉.
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Finally, we define the 2-form B on M given by
B := −〈J,KV〉 − 1
2
(κg ∧ iPV(Xnh)[KW + dCAiS ⊗ ηi])H. (3.39)
Observe that, by construction, the 2-forms B1 and B are semi-basic forms with respect to the bundle
τM :M→ Q.
Theorem 3.7. Consider a nonholonomic system (M, πnh,HM) carrying a free and proper G-action by sym-
metries satisfying the dimension assumption. Suppose that the system admits l = rank(gS) G-invariant
horizontal gauge momenta {J1, ..., Jl} so that the associated symmetries {η1, ..., ηl} form a basis of Γ(gS).
Then the gauge transformation of πnh by the 2-form B given by
B = B1 + B
= 〈J,KW + dCAiS ⊗ ηi〉 − 〈J,KV〉 −
1
2
(κg ∧ iPV(Xnh)[KW + dCAiS ⊗ ηi])H,
(3.40)
defines a bracket πB on M such that:
(i) πB describes the dynamics: π
♯
B(dHM) = −Xnh.
(ii) πB is G-invariant and the reduced bracket π
B
red
on M/G is a twisted Poisson bracket by the exact 3-form
(−dB¯), where B¯ is the 2-form on M/G such that ρ∗B¯ = B, and it verifies (πBred)♯(dHred) = −Xred.
(iii) πB
red
has an (integrable) characteristic distribution tangent to a regular foliation of dimension 2dim(Q/G)
defined by the common level sets of the (reduced) horizontal gauge momenta {J¯1, ..., J¯l}, where J¯i ∈
C∞(M/G) such that ρ∗J¯i = Ji.
In order to prove Theorem 3.7 and to understand the role played by the 2-forms B1 and B, we follow
Diagram (1.2) using the decomposition B = B1 + B. The outline of the proof is as follows: we will see
that the gauge transformation of (M, πnh) by B1 gives a new G-invariant bivector field π1 (described in
Proposition 3.9). Its reduced bracket π1red on M/G is Poisson and its characteristic foliation is given by the
common level sets of the (reduced) horizontal gauge momenta. The problem is that π1
red
might not describe
the reduced dynamics (even though Xred is tangent to the symplectic foliation). However, performing a gauge
transformation by B of π1 we gain two properties for the resulting gauge related bivector πB. First, Lemma
3.8 proves that B is basic with respect to the orbit projection ρ : M → M/G, and thus π1
red
and πB
red
are
gauge related by the 2-form B¯ showing that their characteristic distributions coincide. Second, we show that
B = B1 + B satisfies the dynamical condition, so πBred describes the reduced dynamics.
To prepare for the proof of Theorem 3.7 we study some properties related to the G-invariance of the
horizontal gauge momenta Ji and the 2-forms B1 and B.
Lemma 3.8. Denote by ρQ : Q→ Q/G and ρ :M→M/G the orbit projections of the G-action on Q and
M, respectively. Then
(i) for η ∈ Γ(gS), the function Jη = iηMΘM on M is G-invariant if and only if η (regarded as a g-valued
function) is G-invariant, i.e., [η, χ] = 0 for all χ ∈ g.
(ii) If X ∈ Γ(H) is ρQ-projectable, then X is G-invariant, that is [X,χQ] = 0 for all χ ∈ g and if X ∈ Γ(H)
is ρ-projectable, then the function pX := iXΘM is G-invariant.
(iii) If the functions Ji = i(ηi)MΘM are G-invariant, then the 2-forms B1 and B are G-invariant. Since B
is also semi-basic by construction, we conclude that it is basic and there is a 2-form B¯ on M/G such
that ρ∗B¯ = B.
Proof. (i) Denote by J˜ : T ∗Q → g∗ the canonical momentum map on T ∗Q. Note that J = iηMΘM =
ι∗(〈J˜ , η〉), where, as usual, ι : M → T ∗Q is the inclusion. Since 〈J˜ , η〉(m) = Jη(m) for m ∈ M and
〈J˜ , η〉(m¯) = 0 for m¯ ∈ κ♯(D⊥), we see that Jη is G-invariant if and only if 〈J˜ , η〉 is G-invariant. Now, we
observe that, for any χ ∈ g,
£χT∗Q〈J˜ , η〉 = £χT∗Q iηT∗QΘQ = iηT∗Q£χT∗QΘQ + i[χT∗Q,ηT∗Q]ΘQ = i[χT∗Q,ηT∗Q]ΘQ.
Then £χT∗Q〈J˜ , η〉 = 0 if and only if 0 = TτM([χT∗Q, ηT∗Q]) = [χQ, ηQ] = −[χ, η]Q, which is equivalent to
[χ, η] = 0.
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(ii) It is straightforward to see that if X ∈ Γ(H) is ρQ-projectable then, for all g ∈ G, Tψg(X(q)) =
X(ψg(q)), where ψg : Q → Q represents the G-action on Q. Now, for X ∈ Γ(H), we denote by TτM(X) =
X ∈ Γ(H). Then for χ ∈ g, we have £χMpX = i[χM,X]ΘM. Since X is ρQ-projectable, [χQ, X ] = 0 and thus
we get that pX is G-invariant.
(iii) In order to see that B1 is G-invariant, from (3.37), we observe that it only remains to prove that
〈J, dCAi
S
⊗ ηi〉 is G-invariant since 〈J,KW〉 has already been proven to be G-invariant. Let us show that the
g-valued 2-form dCAi
S
⊗ ηi is ad-equivariant. First, we observe that the horizonal gauge symmetries ηi can
be seen as ad-equivariant sections of Q × g → Q since, for all χ ∈ g, we have £χQηi = [χ, ηi] = adχ(ηi). On
the other hand, let us consider a basis of sections {Xα, Yj} of D adapted to the splitting D = H ⊕ S, where
Xα ∈ Γ(H) are ρQ-projectable and Yj = (ηj)Q. Then, X ∈ Γ(D) can be written as X = xαXα + yjYj and
thus we have that [χQ, X ] = χQ(xα)Xα + χQ(yj)Yj , where we used that [χQ, Yj ] = 0 and [χQ, Xα] = 0 by
items (i) and (ii), respectively. Hence, we get that (£χQA
i
S)(X) = £χQyi−χQ(yi) = 0 and as a consequence,
using that C is a G-invariant distribution, we have £χM(dCAiS ⊗ ηi) = dCAiS ⊗ adχ(ηi) = adχ(dCAiS ⊗ ηi).
Finally, for all χ ∈ g, we conclude that
£χM〈J, dCAiS ⊗ ηi〉 = 〈−ad∗χJ, dCAiS ⊗ ηi〉+ 〈J, adχ(dCAiS ⊗ ηi)〉 = 0.
Next, we see that B is G-invariant. It is straightforward to see that 〈J,KV〉 is G-invariant since J is −ad∗-
equivariant while the principal curvature KV is ad-equivariant. On the other hand, since κ is the G-invariant
kinetic energy metric, we conclude that the g∗-valued 1-form κg is −ad∗-equivariant. Using that KW and
dCAi
S
⊗ηi are ad-equivariant, it is straightforward to see that iPV(Xnh)[KW+dCAiS⊗ηi] is also ad-equivariant,
and we conclude that κg ∧ iPV(Xnh)[KW + dCAiS ⊗ ηi] is G-invariant.
Proposition 3.9. Under the hypothesis of Theorem 3.7, the gauge transformation of πnh by the 2-form
B1 = 〈J,KW〉+ 〈J, dCAiS ⊗ ηi〉 induces a bivector field π1 on M such that
(i) π♯1(dJi) = −(ηi)M, for all i = 1, ..., l,
(ii) π1 is G-invariant and the reduced bracket π
1
red
on M/G is Poisson with regular symplectic foliation
of dimension 2 dim(Q/G), given by the common level sets of the functions {J¯1, ..., J¯l} where J¯i ∈
C∞(M/G) such that ρ∗J¯i = Ji.
Proof. First, observe that B1 is a semi-basic 2-form with respect to the bundle τM : M → Q and thus, by
Remark 3.3, the gauge transformation of πnh by B gives another bivector field denoted by π1.
(i) In virtue of Prop. 3.6, it is enough to check that, for each Yi = (ηi)M, iYiB1|C = Λi|C as in (3.34).
Then, for X ∈ Γ(C), we have
B1(Yi,X) = 〈J,KW(Yi,X)〉 + 〈J, dAkS(Yi,X)⊗ ηk〉
= −〈J,AW([Yi,X])〉+ 〈J, (Yi(AkS(X)) −AkS([Yi,X])) ⊗ ηk〉 = 〈J,Yi(AkS(X))ηk〉 − 〈J,AV([Yi,X])〉,
where we used that AV = AS + AW . Following (3.36), the vector field X on M can be decomposed as
X = PH(X) + PV (X) where PH : TM→H and PV : TM→ V are the corresponding projections. Since H is
G-invariant, then one can write PH(X) = xnXn, where Xn are ρ-projectable vector fields taking values in H
and thus, from Lemma 3.8(ii), we get that [Yi,X] = PV([Yi,X]) +Yi(xn)Xn. Moreover, using again Lemma
3.8 (i) and (ii) we get that
Yi(ΘM(X)) = Yi(〈J,AS(X)〉+Yi(ΘM(xnXn)) = JkYi(AkS(X)) + Yi(xn)ΘM(Xn).
Then, we conclude that
B1(Yi,X) = 〈J,Yi(AkS(X))ηk〉 − iPV([Yi,X])ΘM = JkYi(AkS(X)) − i[Yi,X]ΘM +Yi(xn)ΘM(Xn)
= X(ΘM(Yi)) + dΘM(Yi,X) = Λi(X).
(ii) By Lemma 3.8(iii), B1 is G-invariant and thus following Remark 3.1(iii), π1 is also a G-invariant
bivector field inducing a reduced bivector field π1
red
on M/G. In order to show that π1
red
is Poisson, by Prop.
3.4(ii), we will check that (d〈J,KW〉 − dB1)|UB1 = 0 for UB1 = span{π
♯
1(df) : f ∈ C∞(M)G}. First, using
that π♯1(dJi) = Yi and consequently that the reduced functions J¯i onM/G are Casimirs of π1red (see Prop.3.6),
we see that, for any f, g ∈ C∞(M/G),
iYi(d〈J,KW〉 − dB1)(π♯1(ρ∗f), π♯1(dρ∗g)) ◦ ρ = cyclic[{J¯i, {f, g}1red}1red] = 0.
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Second, since UB1 ⊂ C = H⊕ S (see (3.36)), it remains to see that d〈J,KW〉 − dB1|H∩UB1 = 0. From (3.37),
observe that d〈J,KW〉 − dB1 = −d〈J, dCAiS ⊗ ηi〉 = −d(Ji dCAiS). Hence for X1, X2, X3 ∈ Γ(H ∩ UB1), we
obtain that
d〈J, dCAi
S
⊗ ηi〉(X1, X2, X3) = cyclic
[
X1(Ji dAiS(X2, X3))− Ji dAiS(PC([X1, X2]), X3)
]
= d(Ji dAiS)(X1, X2, X3) + cyclic
[
Ji dAiS(PW([X1, X2]), X3)
]
= cyclic
[
Ji dAiS(PW([X1, X2]), X3)
]
,
where we used the fact that dJi(X) = 0 for all X ∈ Γ(UB1).
Note that dAi
S
(Z,X) = 0 for all Z ∈ Γ(W) and X ∈ Γ(H). In fact, on hte one hand, since AV is a
principal connection, it is well known that dAV(Z,X) = 0 for all Z ∈ Γ(V) and X ∈ Γ(H). On the other
hand, it was already proven in Lemma 2.6 that dAW(Z,X) = 0 for all Z ∈ Γ(W) and X ∈ Γ(H). Then, for
Z ∈ Γ(W) and X ∈ Γ(H), dAS(Z,X) = (dAV − dAW)(Z,X) = 0. Finally, since AiS(X) = AiS(Z) = 0, we
get that 0 = dAS(Z,X) = (dAiS ⊗ ηi+AiS ⊗ dηi)(Z,X) = dAiS(Z,X)⊗ ηi which implies that dAiS(Z,X) = 0.
Therefore, we proved that d〈J, dCAi
S
⊗ ηi〉(X1, X2, X3) = 0 showing finally that (d〈J,KW〉 − dB1)|UB1 = 0.
Next, we show that the characteristic foliation of π1
red
is determined by the common level sets of the l
(independent) Casimirs {J¯1, ..., J¯l}. In fact, let us denote dim(Q) = n, rank(D) = d and dim(G) = m. Then,
by the dimension assumption and using that the G-action is free, we have rank(S) = l = m + d − n and
dim(M/G) = n + d −m. Since the distribution UB1 is generated by the hamiltonian vector fields given by
G-invariant functions (see (3.30)), we have that rank(UB1) = n + d −m. Now, using that the characteristic
distribution of πBred, denoted by CBred, is the projection of UB1 to the quotient M/G, we get
rank(CBred) = rank Tρ(UB1) = rank(UB1)− rank(S) = 2(n−m) = 2 dim(Q/G).
Then, the rank of the annihilator of CBred is given by rank(T ∗(M/G)) − rank(CBred) = l. Since the 1-forms
{dJ¯1, ..., dJ¯l} are independent, they generate this annihilator and thus the distribution CBred is exactly the
integrable distribution with foliation given by the level sets of the reduced functions J¯i induced by the
horizontal gauge momenta Ji, for i = 1, ..., l.
Remark 3.10. Observe that Proposition 3.9 explaining the first step of gauging πnh is “purely geometric”
is the sense that, given any global G-invariant basis {ζ1, ..., ζl} of Γ(gS), the associated 2-form B1 (given in
(3.37)) defines a reduced Poisson bivector field π1
red
whose characteristic foliation is given by the associated
functions Ji = iζiΘM (considered as G-invariant functions). This foliation is independent of the dynamics.
In fact, the reduced nonholonomic vector field Xred is not necessarily tangent to the foliation. If the basis of
gS happens to be given by horizontal gauge symmetries, then the resulting foliation will be tangent to the
dynamics, which is the case that we are interested in. ⋄
Following Diagram (1.2), we proceed with the second step of the gauge transformation by B. By per-
forming a gauge transformation of π1 by the (basic) 2-form B we maintain the characteristic foliation but we
modify the leafwise symplectic form by the 2-form B. As a result, we obtain a bivector field with an almost
symplectic foliation.
Proposition 3.11. Under the hypothesis of Theorem 3.7, the gauge transformation of π1 by the 2-form
B = −〈J,KV〉 − 12κg ∧ iPV(Xnh)[KW + dAiS ⊗ ηi] induces a G-invariant bivector field πB on M such that the
induced reduced bracket πBred on M/G satisfies:
(i) πBred is a regular (−dB¯)-twisted Poisson bracket.
(ii) Its characteristic foliation coincides with the one given by π1
red
, that is, it is given by the common level
sets of the functions {J¯1, ..., J¯l}.
Proof. First, we observe that since the 2-form B is semi-basic with respect to the bundle τM :M→ Q, then
B defines a gauge transformation of π1 inducing a new bivector field πB. From Remark 3.3 we see that the
gauge transformation of π1 by the 2-form B is the same as performing a gauge transformation of πnh by the
2-form B = B1 + B.
Second, since B is basic with respect to the principal bundle ρ :M→M/G, then the following diagram
commutes:
(M, π1)
ρ

B
// (M, πB)
ρ

(M/G, π1red) B¯ // (M/G, πBred).
15
That is, πB
red
is also obtained as the gauge transformation of π1
red
by the 2-form B¯. If we denote by (Lµ,Ωµ)
the symplectic foliation associated to π1red, then π
B
red has the same characteristic foliation as π
1
red but it carries
an almost symplectic form on each leaf given by Ω˜µ = Ωµ + ι
∗
µB¯, where ιµ : Lµ → M/G is the natural
inclusion (see Remark 3.1(i)). Hence, on each leaf dΩ˜µ = dι
∗
µB¯ and thus πBred is a twisted Poisson bracket by
the 3-form (−dB¯).
Proof of Theorem 3.7. By Props. 3.9 and 3.11 we conclude that the gauge transformation of πnh by B gives
the G-invariant almost Poisson bracket πB described in Prop. 3.11.
Next, we show that B defines a dynamical gauge transformation, i.e., iXnhB|C = 0. First, we observe that
iXnhB(Yi) = −iYiB(Xnh) = −Λi(Xnh) = −£(ηi)MΘM(Xnh) = 0 since ηi is a horizontal gauge symmetry.
Since Yi, i = 1, ..., l generate Γ(S), it remains to prove that iXnhB(X) = 0 for all X ∈ Γ(H) (recall that
C = H ⊕ S). Using that H is G-invariant, by linearity, it is enough to check that iXnhB(X) = 0 for any
ρ-projectable vector field X taking values in H.
From the definition of Λi in (3.32), and using that ΘM(Xnh) is a G-invariant function and Ji are first
integrals, we have that
0 = Λi(Xnh) = dΘM(Yi, Xnh) = −ΘM([Yi, Xnh])−Xnh(Ji) + Yi(ΘM(Xnh)) = −ΘM([Yi, Xnh]), (3.41)
If we consider a (local) basis of ρQ-projectable sections of H given by {Xα} so that {Xα, Yj} defines a local
basis of section of D, then, the fact that Xnh is a second order differential equation, is expressed, for m ∈M,
as TτM(Xnh(m)) = v
αXα + v
jYj where κ
♯(v) = m for v = vαXα + v
jYj . Since the coordinates v
i and vα are
G-invariant, we get, from (3.41), that
0 = 〈m,TτM([Yi, Xnh])〉
= vkvj(κ(Yk, [Yi, Yj ])) + v
kvα(κ(Yk, [Yi, Xα]) + κ(Xα, [Yi, Yk])) + v
αvβ(κ(Xβ , [Yi, Xα])),
concluding that the coefficients of the above second order polynomial are skew-symmetric, in particular
κ(Xβ , [Yi, Xα]) = −κ(Xα, [Yi, Xβ]) and κ(Yj , [Yi, Xα]) + κ(Xα, [Yi, Yj ]) = 0. (3.42)
Now, we denote by σ = [KW + dCAiS ⊗ ηi] the g-valued 2-form on M. Consider a (local) basis of sections
{ξa} of gW so that {ηi, ξa} is a basis of of g×Q→ Q. Then we recall that KW = dǫ˜a ⊗ ξa where ǫ˜a are the
constraint 1-forms on M so that ǫ˜a((ξb)M) = δab . It follows that, for X1,X2,X3 ∈ TM with Xi = TτM(Xi)
in TQ, 〈κg(X1), σ(X2,X3)〉 = κ(X1, PV ([X2, X3])). Therefore, (3.42) implies that, for Y ∈ Γ(S),
(i) 〈κg(X1), σ(Y,X2)〉 = −〈κg(X2), σ(Y,X1)〉 for X1,X2 ∈ Γ(H) ρ-projectable,
(ii) 〈κg(Y1), σ(Y,X)〉 = −〈κg(X), σ(Y,Y1)〉 for X ∈ Γ(H) ρ-projectable,Y1 ∈ Γ(S).
(3.43)
Second, by the definition of κg (3.38) and using again that Xnh is a second order differential equation, we
observe that, for χ ∈ g,
〈κg(Xnh(m)), χ〉 = κ(TτM(Xnh(m)), χQ〉 = 〈m,χQ〉 = 〈J, χ〉(m). (3.44)
Using the fact that σ|H = KV |H and also (3.43)(i) and (3.44), we get for X ∈ H,
iXnhB(X) = 〈J, σ(Xnh,X)〉 − 〈J,KV(Xnh,X)〉 − 12κg ∧ iPV(Xnh)σ(PH(Xnh),X)
= 〈J, σ(PV (Xnh),X)〉 − 12 〈κg(PH(Xnh)), σ(PV (Xnh),X)〉 + 12 〈κg(X), σ(PV (Xnh), PH(Xnh))〉
= 〈κg(Xnh), σ(PV (Xnh),X)〉 − 〈κg(PH(Xnh)), σ(PV (Xnh),X)〉
= 〈κg(PV(Xnh)), σ(PV (Xnh),X)〉 = −〈κg(X), σ(PV (Xnh), PV(Xnh))〉 = 0,
where in the last equality we used (3.43)(ii).

Remark 3.12. (i) The 2-form B in (3.40) is not the unique 2-form generating a reduced bracket {·, ·}B
red
satisfying (i) and (ii) of Theorem 3.7. In fact, any 2-form B˜ defining a dynamical gauge transformation
that generates a bivector field πB˜ satisfying conditions (i) and (ii) of Theorem 3.7 can be written as
B˜ = B +B,
where B is given in (3.40) andB is a basic 2-form (with respect to ρ :M→M/G) satisfying iXnhB = 0
(see Remark 3.1(iv)).
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(ii) The splitting TQ = H ⊕ S ⊕W in (3.35) is not canonical. First, the choice of the vertical complement
of the constraints W is not canonical, however, it can be checked that the 2-forms B1 and B remain
invariant for different choices ofW . On the other hand, we have also the choice of a principal connection
giving rise to the horizontal space H . If we denote by B1 and B¯1 the 2-forms given in (3.37) but
computed for two different principal connections so that TQ = H ⊕ V and TQ = H¯ ⊕ V respectively,
then B1 and B¯1 differ from a basic term (with respect to ρ : M → M/G) that is closed and thus
their induced brackets {·, ·}1red described in Prop. 3.9 are Poisson with the same foliation. Moreover,
since B is already basic (no matter the horizontal space chosen), then the conclusions relative to the
integrability of the brackets {·, ·}B
red
on M/G computed for different choices of H remain the same.
(iii) The almost Poisson bivector fields π1 and πB have the functions {HM, J1, ..., Jl} in involution while the
nonholonomic bracket πnh does not.
⋄
Following Remark 3.12(i), when rank(H) = 1, any basic 2-form (with respect to ρ :M→M/G) is zero
and thus B coincides with B1, in decomposition (3.40). On the other hand, if rank(H) = 2, then imposing
the condition that iXnhB = 0 implies that B = 0. Therefore, from Theorem 3.7 we obtain
Corollary 3.13. Under the hypothesis of Theorem 3.7, the following holds:
(i) If rank(H) = 1, then B1 is the unique (semi-basic with respect to τM : M → Q) G-invariant 2-form
such that the gauge related bracket π1 verifies that π
♯
1(dJi) = −(ηi)M. Moreover, B1 induces a dynamical
gauge transformation and thus the Poisson bracket {·, ·}1red describes the reduced nonholonomic dynamics
and has symplectic leaves of dimension 2.
(ii) If rank(H) = 2, then B = B1 + B is the unique (semi-basic with respect to τM :M→ Q) G-invariant
2-form inducing a dynamical gauge transformation so that πB satisfies that π
♯
B(dJi) = −(ηi)M. In this
case, the reduced bracket {·, ·}B
red
(describing the reduced nonholonomic dynamics) is twisted Poisson
with almost symplectic leaves of dimension 4.
In other words, following Prop. 3.6, if rank(H) = 1, then B1 is the unique 2-form satisfying that (3.34) for
all i = 1, ..., l. In this case, the dynamical condition comes for free. On the other hand, if rank(H) = 2 the
2-form B = B1 + B defined in (3.40) is the unique 2-form verifying simultaneously the dynamical condition
and (3.34).
It is worth noticing that the main example treated in this paper (Sec. 5) belongs to the special case (i)
(away from the singularities), as well as the examples of a ball in a cylinder [1, 7] and the solid of revolution
rolling on a plane ([24, 2, 34] and Sec. 4.3). On the other hand, the Chaplygin ball ([18, 13, 33] and Sec. 4.2)
and the snakeboard ([9, 1] and Sec. 4.1) belong to the case (ii).
Remark 3.14. [Chaplygin systems] If rank(H) = rank(D) then S = {0} and KW is exactly the principal
curvature KV (see also [1]). In this case, there are no horizontal gauge momenta and, since PV (Xnh) = 0
we obtain that B1 = −B = 〈J,KV〉, i.e., B = 0. Therefore, πred is a (−d〈J,KV 〉)−twisted Poisson bracket
on M/G with a 2.dim(Q/G)-dimensional foliation; that is, since dim(M/G) = 2dim(Q/G) then πred is
determined by a 2-form Ω as in Remark 3.1(i) such that dΩ = d〈J,KV〉. Therefore we recover also the known
theory for Chaplygin system [8, 46]. ⋄
Remark 3.15. [Horizontal symmetries] Suppose that all horizontal gauge symmetries are given by constant
sections η1, ..., ηl. Then one can prove that B1 = 〈J, dCAV〉 and, moreover, using Lemma 3.8 one shows
that B1 is basic with respect to ρ : M → M/G (in fact, dCAV is basic). Then, we conclude B1(X,Y ) =
〈J, dAV 〉(PH(X), PH(Y )) while B = −〈J,KV〉, and therefore B = 0.
⋄
3.4 Coordinate approach
In this section, we choose (local) basis adapted to the splitting TQ = H⊕S⊕W in order to write the 2-form
B inducing the dynamical gauge transformation in coordinates. As we did in Sec. 3.3, here we also assume
that the G-action is free and proper and that the system admits l = rank(gS) G-invariant horizontal gauge
symmetries {η1, ..., ηl}.
Recall, from (3.35), the decomposition of the tangent bundle TQ = H⊕V , where theG-invariant horizontal
distribution H ⊂ D defines a principal connection with respect to the principal bundle ρQ : Q → Q/G. Let
us consider a G-invariant (local) basis {Xα} of sections of H .
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Use that g × Q = gS ⊕ gW (see (2.15)) and consider the basis of sections {ηi, ξa} of g × Q → Q where
ηi ∈ Γ(gS) are the horizontal gauge symmetries and ξa ∈ Γ(gW ), for i = 1, ..., l and a = l + 1, ...,m. Then,
we obtain the (local) basis of sections of TQ adapted to the splitting TQ = H ⊕ S ⊕W with its dual basis
given by
BTQ = {Xα, Yi := (ηi)Q, Za := (ξa)Q} and BT∗Q = {Xα, Y i, ǫa}. (3.45)
For the kinetic energy metric κ, we use the the following notation: καβ = κ(Xα, Xβ), κij = κ(Yi, Yj),
κai = (Za, Yi) and κaα = κ(Za, Xα). If we denote by (pα, pi, pa) the coordinates on T
∗Q induced by the basis
BT∗Q, the constraint manifold M⊂ T ∗Q is expressed as
M = {(q; pα, pi, pa) ∈ T ∗Q : pa = κaivi + κaαvα},
where pi = κijv
j +κiαv
α and pα = κiαv
i+καβv
β with (vα, vi, va) the coordinates on TQ associated with the
basis BTQ. It is straightforward to see that pa depends linearly on pi and pα and then we use coordinates
(q; pi, pα) to denote an element on M and, when we write pa we really mean ι∗(pa), where ι :M→ T ∗Q is
the natural inclusion.
On M we consider the 1-forms τ∗
M
Xα = X˜α, τ∗
M
Y i = Y˜ i and τ∗
M
ǫa = ǫ˜a (as usual, τM : M→ Q is the
canonical projection), and obtain the following dual basis on M:
BT∗M = {X˜α, Y˜ i, ǫ˜a, dpα, dpi} and BTM = {X˜α, Y˜i, Z˜a, ∂pα , ∂pi}. (3.46)
Observe that the Liouville 1-form ΘM onM is written in these coordinate as ΘM = pαX˜α+piY˜ i+ι∗(pa)Z˜a
and thus the horizontal gauge momenta J1, ..., Jl (that are assumed G-invariant) are just
Ji = 〈Jnh, ηi〉 = pi. (3.47)
Remark 3.16. Following Lemma 3.8, since X˜α are ρ-projectable, then the coordinates pα are G-invariant.
Since we also assume that Ji = pi are G-invariant, the vector fields Y˜i and (ηi)M coincide. Indeed, by G-
invariance we have dpα((ηi)M) = dpi((ηi)M) = 0, and, by duality of the basis (3.46), we also have dpα(Y˜i) =
dpi(Y˜i) = 0. Analogously, Z˜a = (ξa)M also holds. ⋄
Denoting by {ηi, ξa} the basis of sections of g∗ dual to {ηi, ξa}, we have
Lemma 3.17. For m = (q, pi, pα, pa) ∈ M,
(i) KW = dC ǫ˜a ⊗ ξa and 〈J,KW〉 = padC ǫ˜a.
(ii) κg|H = καiX˜α ⊗ ηi + καaX˜α ⊗ ξa.
Proof. (i) The g-valued 1-form AW given in (2.20) is written as AW = ǫ˜a ⊗ ξa = hIaǫ˜a ⊗ χI and thus we
get dCAW |C = d(ǫ˜a ⊗ ξa)|C = (dǫ˜a ⊗ ξa + dhIa ∧ ǫ˜a ⊗ χI)|C = dǫ˜a ⊗ ξa|C . Now, since the g∗-valued function
J :M→ g∗ is written as J = pi ⊗ ηi + pa ⊗ ξa, using (2.23) we get that 〈J,KW〉 = padC ǫ˜a.
(ii) Using that (ηi)Q = Yi and (ξa)Q = Za, from the definition of κg in (3.38) one can directly verify this
formula.
We are interested now in writing the 2-form B in suitable coordinates. Let us denote by CDαβ , C
D
αi and C
D
ij
the structure functions relative to the basis (3.45), i.e., Cγαβ = X
γ([Xα, Xβ]) and so on, for index D including
indices α, i, a.
Proposition 3.18. Consider the nonholonomic system given by the triple (M, πnh,HM) with a G-
symmetry given by a free and proper action verifying the dimension assumption (2.11). Assume that there
are horizontal gauge symmetries {η1, ..., ηl} that form a basis of sections of gS with associated G-invariant
horizontal gauge momenta {J1, ..., Jl}. Then, in the basis (3.46), we get
(i) the 2-form B1 defined in (3.37) is written as
B1 = −1
2
pAC
A
ij Y˜
i ∧ Y˜ j − pACAiαY˜ i ∧ X˜α − pACAαβX˜α ∧ X˜β .
(ii) The 2-form B given in (3.39) is written as B = 12 (pACAαβ + viκαACAiβ)X˜α ∧ X˜β.
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(iii) The 2-form B inducing the dynamical gauge transformation of Theorem 3.7 is
B = −1
2
pAC
A
ij Y˜
i ∧ Y˜ j − pACAiαY˜ i ∧ X˜α +
1
2
viκαAC
A
iβX˜
α ∧ X˜β, (3.48)
where in all cases the index A only includes indices i and a.
Proof. First, observe that dY˜ i|C = −(12CijkY˜ j ∧ Y˜ k + CijαY˜ j ∧ X˜α + 12CiαβX˜α ∧ X˜β) and, analogously,
dǫ˜a|C = −(12CajkY˜ j ∧ Y˜ k + CajαY˜ j ∧ X˜α + 12CaαβX˜α ∧ X˜β). Then, in the basis (3.46), we have that AiS = Y˜ i
and thus using Lemma 3.17 we get,
B1 = 〈J,KW〉+ 〈J, dCAiS ⊗ ηi〉 = padC ǫ˜a + pidCY˜ i
= −1
2
(piC
i
jk + paC
a
jk)Y˜
j ∧ Y˜ k − (piCijα + paCaiα)Y˜ j ∧ X˜α −
1
2
(piC
i
αβ + paC
a
αβ)X˜
α ∧ X˜β.
To compute B we observe that the principal curvature is given by KV = dHAV . Then, since AV = Y˜ i ⊗ ηi +
ǫ˜a⊗ ξa, we get 〈J,KV〉 = 〈J, dHAV 〉 = pidHY˜ i+ padH ǫ˜a = − 12 (piCiαβ + paCaαβ)X˜α ∧ X˜β. On the other hand,
KW + dCAiS ⊗ ηi = dC ǫ˜a⊗ ξa+ dCY˜ i⊗ ηi and then, using that TτM(PV(Xnh)) = viYi and Lemma 3.17 we get
that
(κg ∧ iPV(Xnh)[KW + dCAiS ⊗ ηi])H = (καiX˜α ∧ iPV(Xnh)dY˜ i + καaX˜α ∧ iPV(Xnh)dǫ˜a)H = −viκαACAiβX˜α ∧ X˜β.
Finally, since B = B1 + B we obtain the desired result.
Remark 3.19. In [34], Garcia-Naranjo and Montaldi find, in suitable coordinates, a dynamical gauge trans-
formation which turns first integrals into Casimirs for the reduced bracket based on the decomposition of the
tangent bundle by TQ = D⊕D⊥, where D⊥ is the orthogonal complement with respect to the kinetic energy
metric. For that purpose, the authors do not rely on the dimension assumption. On the other hand, as we
saw in Theorem 3.7, this assumption is fundamental in order to conclude the integrability properties of π1red
and πB
red
.
Although our global formula for B relies on the complement W being vertical (hence we cannot set W
to be D⊥ in general), we observe that our local formulation (3.48) of the 2-form B does not depend on this
property of W . In fact, consider any decomposition TQ = D ⊕ R, where R is not necessarily vertical. Then
TQ = H ⊕ S ⊕R, and we may consider a local basis adapted to this splitting as in (3.45) and (3.46). In this
case, the 2-form B will be given (locally) by the formula (3.48) but with the indices A including α, i, a. If we
set R = D⊥, then pa = 0 and we recover the local formula given in [34].
We point out that taking the complement of the constraints W as vertical is essential to allows us to
work with a principal connection and the so-called W-curvature. This intrinsic formulation not only leads
to a geometric understanding of the gauge transformation and characterization of the almost symplectic
foliations but it also simplifies computations when working with examples since, in general, it is not necessary
to compute the structure functions CKIJ nor orthogonal complements. This will be illustrated in the next
sections.
On the other hand, in [34] the 2-form B is constructed from a locally defined 3-form contracted with Xnh,
so its compatibility with the dynamics is manifest.
⋄
Next, we write the corresponding bivectors π1 and πB onM and their corresponding reductions π1red and
πB
red
on M/G. Following with the notation (3.46) and taking into account that X˜α are ρ-projectable vector
fields and that the functions pα and pi are G-invariant, we denote by
BT (M/G) = {Xα := Tρ(X˜α), ∂p¯α , ∂p¯i} and BT∗(M/G) = {Xα, dp¯α, dp¯i}, (3.49)
the dual basis on T (M/G) and T ∗(M/G), respectively, where p¯α and p¯i are the associated reduced functions
onM/G, i.e. pα = ρ∗p¯α and pi = ρ∗p¯i. One can check, following Lemma 3.8(ii) and since the basis (3.45) is
taken to be G-invariant, that CDαβ and C
A
jβ are G-invariant functions for index D including indices α, i, a and
index A including only i, a. Hence we denote by C¯Dαβ , C¯
A
jβ the functions on M/G such that ρ∗C¯Dαβ = CDαβ
and ρ∗C¯Ajβ = C
A
jβ respectively.
Corollary 3.20. Under the hypothesis of Prop. 3.18 and working in the basis (3.46) and (3.49) on M and
M/G respectively, we have
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(i) The gauged related bivector field π1 described in Prop. 3.9 is given by π1 = Y˜i ∧ ∂pi + X˜α ∧ ∂pα −
1
2pγC
γ
αβ∂pα ∧ ∂pβ and the reduced Poisson bivector field has the form
π1
red
= Xα ∧ ∂p¯α +
1
2
p¯γC¯
γ
αβ∂p¯α ∧ ∂p¯β ,
with symplectic form Ωµ on the leaf Lµ given by Ωµ = ι
∗
µ(Xα ∧dp¯α+ 12 p¯γC¯γαβXα ∧X β) = −ι∗µd(p¯αXα).
(ii) The dynamically gauge related bivector field πB described in Theorem 3.7, is given by
πB = Y˜i ∧ ∂pi + X˜α ∧ ∂pα +
1
2
(
pDC
D
αβ + v
iκαAC
A
jβ
)
∂pα ∧ ∂pβ ,
where indices D include indices α, i, a while indices A include i, a. Moreover, the reduced bivector field
πBred also described in Theorem 3.7 is written in the basis (3.49) as
πBred = Xα ∧ ∂p¯α +
1
2
(
p¯DC¯
D
αβ + v
iκαAC¯
A
jβ
)
∂p¯α ∧ ∂p¯β ,
On each leaf Lµ the almost symplectic form is given by
Ω˜µ = Ωµ + ι
∗
µ(B¯) = ι∗µ
(−d(p¯αXα) + B¯) ,
where B¯ is the 2-form on M/G such that ρ∗B¯ = B.
Proof. First, observe that, since the vector fields X˜α are ρ-projectable we have that [X˜α, Y˜i] ∈ Γ(V) and thus
Cβαi = 0. On the other hand, by integrability of the vertical distribution we also have [Y˜i, Y˜j ] ∈ Γ(V) which
implies that Cβij = 0. Then, we have that
ΩC =
(
X˜α ∧ dpα + Y˜ i ∧ dpi + 1
2
(pAC
A
ij Y˜
i ∧ Y˜ j + pDCDαβX˜α ∧ X˜β) + pACAiαY˜ i ∧ X˜α
)
|C ,
where, index A includes only the indices i and a while D includes α too. Then, from Prop. 3.18(i) we get
that ΩC + B1|C = X˜α ∧ dpα + Y˜ i ∧ dpi + 12pγCγαβX˜α ∧ X˜β. Then, using (3.26) we get the local form for π1.
Next, we observe that ΩC + B|C =
(
X˜α ∧ dpα + Y˜ i ∧ dpi + 12 (pDCDαβ + viκαACAjβ)X˜α ∧ X˜β
)
|C and thus we
get πB. By projecting the bivectors π1 and πB we get the local formula of π
1
red and π
B
red.
4 Examples revisited
4.1 The snakeboard
The snakeboard is a variation of a standard skateboard permitting the axis of the wheels to rotate by the
effect of a human rider creating a torque allowing the board to spin about a vertical axis, see [9] and [4, 52].
We denote by m the mass of the board, by R the distance from the center of the board to the pivot point
of the wheel axle, by J the inertia of the rotor and by J1 the inertia of the each wheel. The configuration
manifold is Q = SE(2)×S1×S1, with coordinates q = (x, y, θ, φ, ψ), and the Lagrangian is the kinetic energy
of the system given by
L(q, q˙) =
1
2
m(x˙2 + y˙2 + r2θ˙2) +
1
2
Jψ˙2 + Jψ˙θ˙ + J1φ˙
2.
Following [9], the non-sliding condition induce the constraint 1-forms
ǫ1 = dx+R cotφ cos θdθ and ǫ2 = dy +R cotφ sin θdθ,
for φ 6= 0, π, and thus the constraint distribution D is given by
D = span{Xθ := ∂θ −R cotφ cos θ∂x −R cotφ sin θ∂y , Xφ := ∂φ, Yψ := ∂ψ}. (4.50)
The free and proper action of the Lie group G = R2 × S1 on Q given at each (x, y, θ, φ, ψ) ∈ Q and
(a, b, α) ∈ G, by (x + a, y + b, θ, φ, ψ + α) defines a symmetry of the nonholonomic system. Representing by
g ≃ R2 × R the Lie algebra of G, with (1, 0; 0)Q = ∂x , (0, 1; 0)Q = ∂y and (0, 0; 1)Q = Yψ, the distribution
S = D ∩ V is given by S = span{Yψ} and we can choose the vertical complement of the constraints to be
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W = span{∂x, ∂y}. Hence, we also see that {ξ1 = (1, 0; 0), ξ2 = (0, 1; 0), η = (0, 0; 1)} is an adapted basis to
the splitting g = gW ⊕ gS where gW ≃ R2 and gS ≃ R. Therefore, we have an adapted basis of TQ = D⊕W
and its dual basis given by
BTQ = {Xθ, Xφ, Yψ, ∂x, ∂y} and BT∗Q = {dθ, dφ, dψ, ǫ1, ǫ2},
with associated coordinates (pθ, pφ, pψ, px, py) on T
∗Q. The constraint manifold M⊂ T ∗Q is given by
M = {(q, pθ, pφ, pψ, px, py) : px = −F (φ) cos θ(pθ − pψ), py = −F (φ) sin θ(pθ − pψ)},
where F (φ) = mR sinφ cosφmR2−J sin2 φ . Then, following (3.46), we denote by
BT∗M = {d˜θ, d˜φ, d˜ψ, ǫ˜1, ǫ˜2, dpθ, dpφ, dpψ} and BTM = {X˜θ, X˜φ, Y˜ψ, ∂˜x, ∂˜y, ∂pθ , ∂pφ , ∂pψ},
the respectively dual basis where d˜θ = τ∗
M
dθ and analogously with the other elements of the basis.
The lifted G-action to T ∗Q leaves the manifold M invariant and thus it is induced a smooth reduced
manifold M/G diffeomorphic to T2 × R3 and also Q/G ≃ T2.
Now we observe that the function Jη = iY˜ψΘM = pψ is a horizontal gauge momentum of the nonholonomic
system, see e.g., [9]. Therefore, by Theorem 3.7 (and Cor. 3.13) we conclude that there is a (unique) regular
reduced bracket πBred on M/G that describes the dynamics and is a twisted Poisson bracket with almost
symplectic leaves of dimension 4 (note that rank(H) = 2). In order to compute the 2-form B, we start
considering the principal connection AV = ǫ˜1 ⊗ ξ1 + ǫ˜2 ⊗ ξ2 + d˜ψ ⊗ η and then, for X,Y ∈ TM
〈J,KW〉 = pxdC ǫ˜1 + pxdC ǫ˜2 and 〈J,KV〉(X,Y ) = 〈J,KW〉(PHX,PHY ), .
since dH(d˜ψ) = 0. Moreover, since
〈J,KW〉 = −R F (φ)
sin2 φ
(pθ − pψ)d˜θ ∧ d˜φ
is a basic 2-form with respect to the bundle ρ :M→M/G we conclude that 〈J,KV〉 = 〈J,KW〉. Therefore,
using again that dCAψS = dC(d˜ψ) = 0 and that iPV(Xnh)KW = 0 (since KW is semi-basic w.r.t. ρ :M→M/G),
we obtain that
B1 = 〈J,KW〉 and B = −〈J,KW〉
and therefore B = 0. Hence, the reduced bracket πred induced by the nonholonomic bracket πnh is twisted
Poisson in agreement with [1]. Moreover, from Theorem 3.7, πred is a twisted Poisson bracket for the 3-form
(−dB¯) where ρ∗B¯ = 〈J,KW〉 with (a 4-dimensional) almost symplectic foliation described by the level sets of
Jη = pψ, as it was already observed in [1] (see also Prop. 3.4).
4.2 The Chaplygin ball
An important example of a rigid body with nonholonomic constraints is the Chaplygin sphere which consists
of an inhomogeneous sphere of radius R whose geometric center coincides with its center of mass and which
is allowed to roll without sliding over a horizontal plane. This example was first studied by Chaplygin in [18]
but the hamiltonian structure of the reduced equations of motion has been proved only in 2002 by Borisov
and Mamaev [13]. Later the Hamiltonization of this example has been geometrically understood using gauge
transformations [5, 33]. Next we recall briefly the geometrical framework of this example following [2, 5, 33]
and we write the 2-form B following Diagram (1.2) and Theorem 3.7.
The configuration manifold, given by Q = SO(3) × R2, is determined by the coordinates (g, x, y) where
g ∈ SO(3) is the orthogonal matrix that represents the orientation of the ball by relating the orthogonal
frame attached to the body with the one fixed in space and (x, y) is the projection of the center of mass of
the ball to the horizontal plane.
If ω = (ω1, ω2, ω3) and Ω = (Ω1,Ω2,Ω3) denote the angular velocity of the ball with respect to the space
frame and body frame respectively, then ω = gΩ and the non-sliding constraints can be written as
x˙ = R〈β,Ω〉 and y˙ = −R〈α,Ω〉,
where α, β denote the first and second rows of the matrix g.
We assume that the body frame is aligned with the principal axes of inertia of the body. Thus, the
inertia tensor I is represented by a diagonal matrix with positive entries I1, I2, I3 (which are the principal
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moments of inertia of the ball). The Lagrangian is the total kinetic energy, which after left-trivialization
TQ ≃ Q× so(3)× TR2 ≃ Q× R3 × R2, takes the form,
L(g, x, y,Ω, x˙, y˙) =
1
2
ΩtIΩ+
1
2
m(x˙2 + y˙2).
where Ωt denotes the transpose of Ω. Denoting by {XL1 , XL2 , XL3 } the left-invariant frame of SO(3), then
the constraint distribution D is given by
D = span{X1 := XL1 +Rβ1∂x −Rα1∂y, X2 := XL2 +Rβ2∂x −Rα2∂y, X3 := XL3 +Rβ3∂x −Rα3∂y}.
The nonholonomic system admits a symmetry group G = {(h, a) ∈ SO(3)×R2 : he3 = e3} ≃ SO(2)⋉R2
which acts on a point (g, x, y) ∈ Q as (h, a) ·(g, x, y) = (hg, h˜(x, y)t+a), where h˜ is the 2×2 matrix defined by
h =
(
h˜ 0
0 1
)
. Using the identification g ≃ R×R2 and denoting by X = (XL1 , XL2 , XL3 ) and γ = (γ1, γ2, γ3)
the third row of the matrix g, we compute the infinitesimal generators and thus vertical space V is given, at
each q ∈ Q, by
Vq = span{(1; 0, 0)Q = 〈γ,X〉 − y∂x + x∂y, (0; 1, 0)Q = ∂x, (0; 0, 1)Q = ∂y},
Hence, the system verifies the dimension assumption (2.11) and we choose the vertical complement of the con-
straints to beW := span{∂x, ∂y}. Then, following (3.46) we get the dual basis (adapted to the decomposition
TQ = D ⊕W )
BTQ = {X1, X2, X3, ∂x, ∂y} and BT∗Q = {λ1, λ2, λ3, ǫx, ǫy},
where {λ1, λ2, λ3} is the dual basis of {XL1 , XL2 , XL3 } (the left Maurer-Cartan 1-forms) and
ǫx = dx−R〈β,λ〉 and ǫy = dy +R〈α,λ〉
are the constraint 1-forms, for λ = (λ1, λ2, λ3). Let us denote by (M1,M2,M3, px, py) the coordinates on
T ∗Q associated to this basis. Then the constraint manifold M = Leg(D) ⊂ T ∗Q is given by
M = {(g, x, y;M1,M2,M3, px, py) : px = mR〈β,Ω〉, py = −mR〈α,Ω〉},
where M = (I+mr2Id)Ω+mr2〈γ,Ω〉γ for M = (M1,M2,M3) and Id the 3× 3 identity matrix.
The G-action on T ∗Q leaves the manifoldM invariant and thus reduced dynamics takes place inM/G ≃
S
2 × R3 with (redundant) coordinates given by (γ1, γ2, γ3,M1,M2,M3). As it was proven in [1], the reduced
bracket πred is not Poisson (nor twisted Poisson) since the 3-form d〈J,KW〉 is not basic with respect to
the principal bundle ρ : M → M/G (see Prop. 2.7), however this example is hamiltonizable via a gauge
transformation, see [33, 5]. Next, we recover the dynamical gauge transformation using our theory.
In particular, observe that S := D ∩ V is given, at each q ∈ Q, by Sq = span{Y(q) := 〈γ,X〉} while
(gS)q = span{η(q) := (1;−y, x)} and gW = span{ξx := (0; 1, 0), ξy := (0; 0, 1)}. Observe that ηQ = Y and
that the function Jη = 〈γ,M〉 is a G-invariant horizontal gauge momentum with horizontal gauge symmetry
given by η. Therefore by Theorem 3.7 we conclude that there is a (unique) dynamical gauge transformation
by the 2-form B defined in (3.40) generating a regular twisted Poisson bracket onM/G with a 4-dimensional
foliation given by the level sets of Jη (observe that rank(H) = 2, see Corollary 3.13). In order to write the
2-form B, we first consider the principal connection AV : TQ→ g given by AV = ǫv ⊗ η + ǫx ⊗ ξ1 + ǫy ⊗ ξ2,
where ǫv = 〈γ,λ〉. Then, we define the horizontal space H := KerAV so that TQ = H ⊕ S ⊕W . We also
consider the g-valued 1-forms AV := τ∗MA : TM → g and AS : TM → g given by AS = ǫ˜v ⊗ η where
ǫ˜v = τ∗
M
ǫv. Following (3.37) and (3.39), we get that
B1 = 〈J,KW〉+ JηdCǫ˜v and B = −〈J,KV〉 − 12 (κg ∧ iPV(Xnh)[KW + dC ǫ˜v ⊗ η])H.
Observe that, for U1, U2 ∈ TM, KV(U1, U2) = [KW + dCǫv ⊗ η](PHU1, PHU2). Now, using the identity
dγ = γ × λ and the notation dλ = (dλ1, dλ2, dλ3) we observe that dC ǫ˜v = −τ∗M〈γ, dλ〉 = ρ∗(γ1dγ2 ∧ dγ3 +
γ2dγ3 ∧ dγ1 + γ3dγ1 ∧ dγ2) showing that dC ǫ˜v is a basic form with respect to ρ :M→M/G and therefore
B(U1, U2) = 〈J,KW〉(U1, U2)− 〈J,KW〉(PHU1, PHU2)− 〈γ,Ω〉〈κg(PHU1),KW(Y, PHU2)〉, (4.51)
where we also use that PV(Xnh) = ǫ˜
v(Xnh)Y˜ for Y˜ = ηM.
Next, we compute the 2-form B given in (4.51) in local coordinates. First, using Lemma 3.17 we write
〈J,KW〉 = R2m〈Ω, dλ˜〉 − R2m〈γ,Ω〉〈γ, dλ˜〉, where λ˜i = τ∗Mλi. Now let us choose a basis of generators of
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the distribution H given, at each q ∈ Q such that γ3 6= 0, by X1 := X1 − γ1Y and X2 := X2 − γ2Y . Then
we have a (local) basis of Γ(TQ) given by {X1,X2, Y, ∂x, ∂y} and its dual basis given by {X1,X2, ǫv, ǫx, ǫy}
for X1 := γ−13 (−γ1λ3 + γ3λ1) and X2 := γ−13 (γ2λ3 + γ3λ2). Therefore, following the notation of (3.46), i.e.,
X˜
i = τ∗
M
X
i and X˜i, Y˜ ∈ X(M) such that TτM(X˜i) = Xi, T τM(Y˜ ) = Y , from (4.51) we see that
B(X˜1, Y˜ ) = 〈J,KW〉(X˜1, Y˜ ) = R2m〈Ω, dλ〉(X1, Y ) = −R2m(γ ×Ω)2 and B(X˜2, Y ) = −R2m(γ ×Ω)1
B(X˜1, X˜2) = −〈γ,Ω〉[κ(X1, ∂x)dǫx + κ(X1, ∂y)dǫy](Y,X2) = −R2m〈Ω,γ〉γ3.
Then, since B = B(X˜i, Y˜ )X˜
i ∧ ǫ˜v + B(X˜1, X˜2)X˜1 ∧ X˜2, it is straightforward to obtain that B = R2m〈Ω, dλ˜〉
coinciding with the result in [33].
Using the almost symplectic structure on each leaf, it is possible to compute a conformal factor and extend
it to the whole foliation obtaining a conformal factor for the twisted Poisson bracket as it was done in [4].
4.3 A solid of revolution rolling on a plane
Following [2, 24] we consider a strictly convex body of revolution rolling without sliding over a horizontal
plane which is described by {z = 0}. We denote by m the mass of the body and by I = (I1, I1, I3) the moment
of inertia with respect to an orthonormal frame (e1, e2, e3) attached to the body where e3 is oriented along
the axis of symmetry of the body. This set of examples includes the celebrated Routh sphere [22, 54] and the
axisymmetric ellipsoid [12, 15]. In this case, we will follow the geometric considerations and notations from
[2, 24]. This group of examples is known to be hamiltonizable by a gauge transformation by a 2-form (see
[2, 34]). In this section we recover the 2-form B using our theory.
Let us denote by x = (x, y, z) ∈ R3 the coordinates of the center of mass of the body and by g the
orthogonal matrix indicating its orientation. During this section we maintain, when possible, the same
notation as in Sec. 4.2. The configuration manifold of the free mechanical system is given by Q0 = R
3×SO(3)
with coordinates (x, g) and the Lagrangian L : TQ0 → R (of mechanical type) is given by
L0(x, g, x˙,Ω) =
1
2
m〈x˙, x˙〉+ 1
2
〈IΩ,Ω〉 −mg〈x, e3〉, (4.52)
where Ω = (Ω1,Ω2,Ω3) is the angular velocity in the body frame, 〈·, ·〉 denotes the standard scalar product in
R
3 and g is the acceleration of gravity. In this case, denoting by γ = (γ1, γ2, γ3) the third row of the matrix
g, the configuration manifold Q (representing the solid on the plane) is given by
Q = {(x, g) ∈ R3 × SO(3) : z = −〈s,γ〉},
where s : S2 → S denotes the inverse of the Gauss map, for S the surface describing the body; that is
s = s(γ) = (̺(γ3)γ1, ̺(γ3)γ2, ζ(γ3)),
with ̺ : (1, 1) → R and ζ : (1, 1) → R smooth functions depending on the parametrization of the body of
revolution, see [24, Sec. 6.7.1].
As usual, we denote by {XL1 , XL2 , XL3 , ∂x, ∂y} the local basis of TQ where {XL1 , XL2 , XL3 } are the left-
invariant vector fields on SO(3) with (Ω, x˙, y˙) representing the corresponding velocity coordinates. Then, the
non-sliding constraints are written as x˙ = −〈α,Ω× s〉 and y˙ = −〈β,Ω× s〉 (recall that α and β are the first
and second rows of the matrix g) and thus the constraint 1-forms are given by
ǫx = dx+ 〈α,λ× s〉, ǫy = dy + 〈β,λ× s〉,
where λ = (λ1, λ2, λ3) and {λ1, λ2, λ3} is the dual basis of {XL1 , XL2 , XL3 }. Then, the constraint distribution
D is generated by the vector fields Xi := X
L
i + (α× s)i∂x + (β × s)i∂y + (γ × s)i∂z , for i = 1, 2, 3, that is
D = span{X1, X2, X3}.
The symmetries and the vertical complement W . Consider the action of the Lie group SE(2)×S1 on
Q given, for each (a, b, φ, θ) ∈ SE(2)× S1 and (x, y, g) ∈ Q, by
(a, b, φ, θ) · (x, y, g) = (Rφ(x, y)t + (a, b)t, Rˆφg ˆR−θ),
where Rφ is a 2 × 2 rotation matrix of angle φ and Rˆφ and ˆR−θ denote 3 × 3 orthogonal matrices repre-
senting rotations about the z-axis of angles φ and −θ respectively. This G-action defines a symmetry of the
nonholonomic system, [24].
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The Lie algebra of G denoted by g is identify with g ≃ R2×R×R with the infinitesimal generator relative
to the S1-action given by ((0, 0), 0; 1)Q = −XL3 − y∂x + x∂y, while relative to the SE(2)-action are
((1, 0), 0; 0)Q = ∂x, ((0, 1), 0, 0)Q = ∂y, ((0, 0), 1, 0)Q = 〈γ,XL〉 − y∂x + x∂y.
We observe that the rank of the vertical space V is not constant. In fact, for γ = (0, 0,±1) we have
rank(V ) = 3. However, we see that the dimension assumption is satisfied and we can also compute the
(generalized) distribution S = D∩V = span{Y1 := −X3,Y2 := 〈γ,X〉}, whereX = (X1, X2, X3). Moreover,
following [2] we choose the vertical complement W defined by W = span{∂x, ∂y}. Hence the bundle gW → Q
is generated by the sections ξ1 = ((1, 0), 0; 0) and ξ2 = ((0, 1), 0, 0) while the bundle gS → Q is generated by
the sections ζ1 = PgS (((0, 0), 0; 1)) and ζ2 = PgS (((0, 0), 1; 0)) where PgS : g→ gS is the projection associated
to the splitting g×Q = gS ⊕ gW . Observe that (ζ1)Q = Y1, and (ζ2)Q = Y2.
Remark 4.1. The bundle gW → Q is generated by the Lie algebra R2 and thus we see that this vertical
complement satisfies the vertical symmetry condition [2]. Even though this condition may simplify some
computations, we are not using it here to build the 2-form B. ⋄
Now, we set a basis of TQ adapted to the splitting TQ = D ⊕W and its corresponding dual basis,
BTQ = {X1, X2, X3, ∂x, ∂y} and BT∗Q = {λ1, λ2, λ3, ǫx, ǫy},
with coordinates on T ∗Q given by (M1,M2,M3, px, py). Using the kinetic energy metric given in (4.52) we
compute the constraint manifold M = κ♯(D),
M = {(x, y, g,M1,M2,M3, px, py) : px = m〈α, s×Ω〉, py = m〈β, s×Ω〉},
where M = IΩ+ms× (Ω× s) for M = (M1,M2,M3).
The lifting of the G-action to T ∗Q leaves the manifold M invariant and thus the restricted action on M
is given, at each (a, b, φ, θ) ∈ G and ((x, y), g,M ) ∈ M, by
(a, b, φ, θ) · ((x, y), g,M) = (Rφ(x, y)T + (a, b)T , RˆφgRˆθ, RˆθM).
Since the G-action on M is proper the quotient M/G is a stratified differential space. Reducing by
stages, observe that SE(2) is a normal subgroup of G and the SE(2)-action is free and proper. Then, the
quotient M/SE(2) is a manifold which is diffeomorphic to S2 ×R3 with coordinates (γ,M). The S1-action
on M/SE(2) is not free and we describe the resulting differential space M/G using invariant theory, see
[2, 24]. The ring of S1-invariant polynomials in S2 × R3 is generated by
τ1 =γ3, τ2 = γ1M2 − γ2M1, τ3 = γ1M1 + γ2M2,
τ4 =M3, τ5 =M
2
1 +M
2
2 ,
and the quotient space M/G is represented by the following semi-algebraic set of R5
M/G = {(τ1, τ2, τ3, τ4, τ5) ∈ R5 : |τ1| ≤ 1, τ5 ≥ 0, τ22 + τ23 = (1− τ21 )τ5}.
Thus, the 1-dimensional singular stratum of M/G associated to S1-isotropy type is given by
{(±1, 0, 0, τ4, 0) ∈ M/G | τ4 ∈ R},
and corresponds to the configuration where the body of revolution is spinning over one of the two poles which
remains fixed on the plane. Since there are no other isotropy types, the regular stratum is the complementary
4-dimensional manifold Mreg/G, where Mreg denotes the submanifold where the action is free.
We recall from [2] that the reduced nonholonomic bracket {·, ·}red is not Poisson on M/G, however, this
example is known to admit a dynamical gauge transformation so that the resulting bracket {·, ·}B
red
is Poisson.
In what follows, we apply Theorem 3.7 to recover the corresponding 2-form B.
First Integrals. First, observe that the sections Y1 = −X3 and Y2 = 〈γ,X〉 generating S do not induce
horizontal gauge symmetries since, for Y˜i = (ζi)M, the G-invariant functions
J1 = iY˜1ΘM = −M3 and J2 = iY˜2ΘM = 〈γ,M〉
are not first integrals of Xnh. However, the system admits two G-invariant horizontal gauge momenta J1 and
J2, that depend linearly (over Q) on J1 and J2, that is
(
J1
J2
)
= F
(
J1
J2
)
where F = F (γ3) =
(
f1(γ3) g1(γ3)
f2(γ3) g2(γ3)
)
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where (f1, g1) and (f2, g2) are the two independent solutions on Q/G of a linear system of ordinary differential
equations on Q/G, that is, fi, gi ∈ C∞(Q)G (recall that dim(Q/G) = 1, see [2] to see the detailed ODE
system).
Then, onMreg, we are under the hypothesis of Theorem 3.7. Moreover, in this case, the horizontal space
associated to a principal connection has rank 1 and thus, following Corollary 3.13, the gauge transformation
by B1 (defined in (3.37)) generates a reduced bracket {·, ·}1red that describes the (reduced) dynamics and is
Poisson with 2-dimensional symplectic leaves.
The dynamical gauge transformation. In order to use the formula (3.37) to write the 2-form B = B1
on Mreg, we recall from [1] (and Lemma 3.17) that
〈J,KW〉 = pxdC ǫ˜x + pydC ǫ˜y = m̺〈γ, s〉〈Ω, dλ˜〉+Q〈γ, dλ˜〉+ Pdλ˜3,
where Q and P ∈ C∞(M)G are given by Q = m(̺2〈Ω,γ〉 + ̺′c3) and P = m(L̺〈Ω,γ〉 + L′c3) for L =
L(γ3) = ̺.γ3 − ζ, c3 the third component of γ × (Ω × s) and L′ = ddγ3L, ̺′ = ddγ3 ̺ (where also, as usual,
λ˜i = τ
∗
M
λi and thus λ˜ = τ
∗
M
λ).
Then it remains to compute the 2-form 〈J, dCA1
S
⊗ η1 + dCA2S ⊗ η2〉 where ηi = fiζ1 + giζ2 are the
corresponding horizontal gauge symmetries and Ai
S
((ηj)M) = δ
i
j for each i, j = 1, 2. The problem with this
example (and also with the example in Section 5) is that the horizontal gauge symmetries can not be explicitly
written except in a few particular cases. So, we will write the 2-form 〈J, dAi
S
⊗ ηi〉 in the basis {Y1,Y2}. Let
us denote by Y1,Y2 the 1-forms such that Yi(Yj) = δij and Yi|W = 0.
Lemma 4.2. If the functions (fi, gi) satisfy the system of ordinary differential equations
(
f ′
g′
)
= Φ
(
f
g
)
on
Qreg/G then
B1 = 〈J,KW〉 − JiΦijdγ3 ∧ Y˜j . (4.53)
Proof. Let us denote by T = T (γ3) the inverse transpose of the matrix F . Then (A1S ,A2S) = (Y1,Y2)T t for
T t denoting the transpose of T . Then, denoting by T ′ the matrix with elements (Tij)
′ = ddγ3Tij , we get
〈J, dAi
S
⊗ ηi〉|C = (J1, J2) (dCA1S , dCA2S) = (J1,J2)F tdC(T
(
Y˜
1
Y˜
2
)
)
=
(
JidY˜i + (J1,J2)F tT ′
(
dγ3∧Y˜
1
dγ3∧Y˜
2
))
|C =
(
JidY˜i − (J1,J2)Φ
(
dγ3∧Y˜
1
dγ3∧Y˜
2
))
|C
where Y˜i = τ∗
M
Yi is the corresponding 1-form on M.
Following [2, Sec. 3.6] we have that (J1,J2)Φ = (Q,P) and then (4.53) becomes
〈J, dCAi
S
⊗ ηi〉 = JidCY˜i −Qdγ3 ∧ Y˜1 − Pdγ3 ∧ Y˜2.
Next, we observe that the sections Yi can be written as Y1 = (ζ1)Q = (PgS ((0, 0), 0; 1))Q = ((0, 0), 0; 1)Q +
h11(ξ1)Q + h
2
1(ξ2)Q and analogously with Y2 = ((0, 0), 1; 0)Q + hi2(ξi)Q for functions hji ∈ C∞(Q). Hence,
from Lemma 3.8 we conclude that [Y1,Y2] and [X,Yi] are sections in W for X ∈ Γ(H), ρ-projectable, and
thus we obtain that dYi|D = 0 or equivalently dY˜i|C = 0. Moreover, taking Y1 = 11−γ23 (γ3〈γ,λ〉 − λ3) and
Y2 = 1
1−γ23
(〈γ,λ〉 − γ3λ3) we get that
〈J, dCAi
S
⊗ ηi〉 = −Q〈γ, dλ˜〉 − Pdλ˜3.
Finally, following Theorem 3.7 we conclude that
B = B1 = 〈J,KW〉+ 〈J, dCAiS ⊗ ηi〉 = m̺〈γ, s〉〈Ω, dλ˜〉 (4.54)
induces a Poisson bracket {·, ·}1red onMreg/G that describes the (reduced) dynamics, recovering the previous
results in [2, 34]. In fact, since the 2-form B given in (4.54) is well defined in the whole manifold M, then
the reduced bracket {·, ·}B
red
can be defined on the differential space M/G (moreover, it was proven in [2],
that {·, ·}Bred is a Poisson bracket on the differential space M/G using formulation given Prop. 3.4).
Remark 4.3. The authors in [12] analyze the possibility of having a bracket in the reduced space with a
4-dimensional almost symplectic foliation given by the level set of only one of the horizontal gauge momenta.
In order to have a 4-dimensional foliation, we need to reduced only by the group SO(3) in which case S
is generated by Y2. However, as we saw, ζ2 does not generate a horizontal gauge symmetry, in fact we
need ζ1 coming with the S
1-symmetry. That is why, the dynamics cannot be described by a bracket with a
4-dimension foliation only one of the first integrals as Casimir functions. ⋄
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4.4 A homogeneous ball rolling in the interior side of a cylinder
Consider the mechanical system formed by a homogeneous ball rolling in the interior side of a vertical circular
cylinder [1, 7, 16, 50, 53]. This example shares many properties with the mechanical system studied in Sec. 5.
In this case, we will only explain the theory and the computations can be found in [1, Sec. 7.4] where it is
shown that the system admits a dynamical gauge transformation inducing a Poisson bracket on the reduced
space M/G with the horizontal gauge symmetries becoming Casimirs.
Indeed, this nonholonomic system has a symmetry given by a free and proper action of a Lie group G
satisfying the dimension assumption so that rank(S) = 2. Since the mechanical system has also 2 horizontal
gauge momenta [7] which are G-invariant we can apply Theorem 3.7. Moreover, we can also observe from
[1] that, since rank(D) = 3 then rank(H) = 1 and by Corollary 3.13(i), we conclude that there is a unique
dynamical gauge transformation given by the 2-form B = B1 (defined in (3.37)) such that the reduced bracket
{·, ·}Bred onM/G is Poisson with a 2-dimensional sympletic foliation defined by the level sets of both (reduced)
horizontal gauge momenta. Following (3.37) we recover the 2-form B computed in [1].
5 Example: The homogeneous ball in a convex surface of revolu-
tion
In this section we study the hamiltonization problem of the mechanical system formed by a homogeneous ball
rolling without sliding on a convex surface of revolution [16, 27, 39, 53, 54, 60]. In [16], it was shown that,
in local coordinates, the reduced system is described by a Poisson bracket (after time reparametrization).
The properties of this Poisson bracket have also been studied by Ramos [53] who observed, by a dimensional
argument, that reparametrization of time is not necessary (see also [27]). However, the geometry underlying
the existence of such a Poisson structure was not studied yet.
In particular, we study the geometric background of this nonholonomic system following Sec. 2 and
afterwards we show, using Theorem 3.7, that there exists an almost Poisson bracket {·, ·}B describing the
dynamics of the nonholonomic system such that, after reduction by symmetries, it induces a Poisson bracket
{·, ·}Bred on M/G. Moreover, we end this section writing explicitly the 2-form B inducing a dynamical gauge
transformation and the Poisson bracket on M/G.
5.1 The model
Consider the motion of a homogeneous ball of massm and radius R rolling without sliding under the influence
of gravity on the interior side of a convex surface of revolution Σ ⊂ R3 with vertical axis of symmetry (parallel
to the gravity force). We denote by (x, y) the coordinates of the projection of the center of mass of the ball
to the plane z = 0. The homogeneity means that the inertia tensor of the ball has the form I = I · Id, where I
is a positive constant and Id the 3× 3 identity matrix. This mechanical system has two kinds of constraints:
the holonomic constraint imposing the motion of the ball on the surface Σ and the nonholonomic one given
by the non-sliding condition.
We fix an orthonormal frame in the ambient 3-dimensional space (space frame), a moving orthonormal
frame attached to the ball (body frame) and denote by g the orthogonal matrix relating both frames. Therefore
the configuration space Q of the mechanical system is Σ × SO(3) ≃ R2 × SO(3) with coordinates (x, y, g).
Since the ball is homogeneous the system has a SO(3)-symmetry given by the freeness in choosing the body
frame and an extra S1-symmetry induced by the axial symmetry of the surface Σ where the ball moves.
The nonholonomic constraints are described by the following equation relating the angular velocity ~ω and
the velocity of the center of mass ~v,
~ω × ~a = −~v, (5.55)
where × denotes the usual vector product in R3 and ~a is a vector joining the center of mass of the ball with
the contact point of the ball with the surface. Denoting by ~n the exterior unit normal vector to the surface,
we have that ~a = R~n. On the other hand, following Borisov, Mamaev and Kilin [16], the angular momentum
with respect to the contact point is given by ~M = I~ω +mR2~n× (~ω × ~n) = I~ω +mR2~ω −mR2(~ω · ~n)~n.
The equations of motion are found considering Newton’s second law for translations and rotations,
m~˙v = ~N + ~F , I~˙ω = R~n× ~N, (5.56)
where ~N denotes the reaction force at the contact point and ~F the external force applied to the center of
mass. The force ~F is the gradient of the potential energy U(x, y) = mgz, where g denotes the acceleration
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of gravity and z = z(x, y) indicates the height (vertical position) of the center of mass of the ball which is
constrained to lie on the surface Σ. Eliminating ~N from (5.56) and using (5.55) one gets (see [16]),
~˙M = mR2~˙n× (~ω × ~n) + ~MF , ~˙r +R~˙n = −R~ω × ~n, (5.57)
where ~MF denotes the moment of force (torque) of ~F . The equations of motion in (5.57) do not depend
on the orientation of the ball, so they can be considered as the equations of motion after reduction by the
SO(3)-symmetry. Moreover, following [16], the equations (5.57) are valid on any smooth surface, however
we consider a smooth convex surface of revolution with vertical axis of symmetry so that we have the extra
S1-symmetry.
5.2 Geometric aspects of the system and the nonholonomic bivector field
The constraints and the nonholonomic bivector field. Let Σ denote the convex surface of revolution
described by the center of mass of the ball x = (x, y, z). We suppose that Σ is parametrized in Cartesian
coordinates by
Σ = {x ∈ R3 : z = φ(x2 + y2)}, (5.58)
where the smooth function φ : R+ → R describes the profile curve of the surface Σ. To guarantee smoothness
and convexity of the surface, we assume that φ verifies that φ′(0+) = 0, φ′(s) > 0 and φ′′(s) > 0 when s > 0.
To ensure that the ball has only one contact point with the surface we ask the curvature of φ(s) to be at most
1/R. Denoting by ~n = ~n(x, y) = (n1, n2, n3) the exterior unit normal to the surface Σ, due to the smoothness
of φ we have that n3 is never zero and
n1
n3
= 2xφ′,
n2
n3
= 2yφ′, n3 = − 1
(1 + 4(x2 + y2)(φ′)2)1/2
. (5.59)
Then the configuration manifold Q is identify with Q ≃ R2×SO(3) with coordinates q = (x, y, g) and let
us denote by ω = (ω1, ω2, ω3) the angular velocity associated to the right invariant frame {XR1 , XR2 , XR3 } of
T (SO(3)). Hence, from (4.52) we obtain the mechanical Lagrangian L : TQ→ R given by
L(q; x˙, y˙,ω) = L0(x, g, x˙,ω)|TQ =
(
1
2m〈x˙, x˙〉+ 12 〈Iω,ω〉 −mgz
) |TQ (5.60)
=
m
2n23
(
(1 − n22)x˙2 + 2n1n2x˙y˙ + (1− n21)y˙2
)
+
I
2
(ω21 + ω
2
2 + ω
2
3)−mgφ(x2 + y2),
where we used (5.58) and (5.59).
The non-sliding constraints (5.55) are written, in terms of the coordinates (x˙, y˙, ω1, ω2, ω3) of TQ, as
x˙ = −R(ω2n3 − ω3n2) and y˙ = −R(ω3n1 − ω1n3), defining the associated constraint 1-forms
ǫ1 = dx−R(n2ρ3 − n3ρ2), ǫ2 = dy −R(n3ρ1 − n1ρ3),
where we denoted by {ρ1, ρ2, ρ3} the right Maurer-Cartan 1-forms on SO(3), dual to right invariant vector
fields {XR1 , XR2 , XR3 }. The constraint distribution D on Q, defined by the annihilator of ǫ1 and ǫ2, is given
by
D = span
{
Yx := ∂x +
n2
Rn3
Xn − 1
Rn3
XR2 , Yy := ∂y −
n1
Rn3
Xn +
1
Rn3
XR1 , Xn
}
, (5.61)
where Xn := 〈~n,XR〉 where XR = (XR1 , XR2 , XR3 ) and 〈·, ·〉 denotes, as usual, the canonical inner product.
Consider now the dual basis of TQ and T ∗Q given by
BTQ = {Yx, Yy, Xn, Z1, Z2} and BT∗Q = {dx, dy, βn, ǫ1, ǫ2}, (5.62)
where βn = 〈~n,ρ〉 for ρ = (ρ1, ρ2, ρ3) and where Z1 and Z2 are vector fields defined by
Z1 :=
1
Rn3
XR2 −
n2
Rn3
Xn, Z2 := − 1
Rn3
XR1 +
n1
Rn3
Xn. (5.63)
We denote by (x˙, y˙, ωn, v1, v2) and (px, py,Mn,M1,M2) the coordinates in TQ and T
∗Q associated to the
frames (5.62), respectively, where ωn = 〈~n,ω〉 denotes the normal component of the angular velocity in the
space frame ω.
Remark 5.1. Later we will see that the vector fields Z1 and Z2 induce a G-invariant vertical complement
of the constraints. ⋄
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The constraint manifold M = Leg(D) ⊂ T ∗Q defined in (2.3) is given by
M =
{
(x, y, g, px, py,Mn,M1,M2) : M1 = − IE px, M2 = − IE py
}
, (5.64)
where E := I +mR2. Following (3.45), we consider a basis of T ∗M given by
BT∗M =
{
d˜x, d˜y, β˜n, ǫ˜
1, ǫ˜2, dpx, dpy, dMn
}
, (5.65)
where d˜x = τ∗
M
dx, d˜y = τ∗
M
dy, β˜n = τ
∗
M
βn, ǫ˜
1 = τ∗
M
ǫ1, ǫ˜2 = τ∗
M
ǫ2 with, as usual, τM :M→ Q the canonical
projection. Its corresponding dual basis is given by
BTM =
{
Y˜x, Y˜y, X˜n, Z˜1, Z˜2, ∂px , ∂py , ∂Mn
}
, (5.66)
where, as usual, we denote with a tilde the vector fields on M to distinguish them from their corre-
sponding vector fields on Q. Hence, from (2.4), the constraint distribution C on M is given by C =
span
{
Y˜x, Y˜y, X˜n, ∂px , ∂py , ∂Mn
}
.
From (2.7) and (2.8), we obtain the following Proposition.
Proposition 5.2. The nonholonomic bivector field πnh on M is given by
πnh = Y˜x ∧ ∂px + Y˜y ∧ ∂py + X˜n ∧ ∂Mn
+MnD
n
xy∂px ∧ ∂py + IE (pxDxyn + pyDyyn)∂py ∧ ∂Mn − IE (pxDxxn + pyDyxn)∂Mn ∧ ∂px ,
where Dnxy, D
x
xn, D
y
yn, D
y
xn and D
x
yn are basic functions on M (with respect to the bundle τM : M → Q)
given by
Dnxy =
1
Rn3
(
nx1 + n
y
2 +
1
R
)
, Dxxn = −Dyyn = R
(
−ny1n3 + n1ny3 +
n1n2
Rn3
)
,
Dyxn = R
(
nx1n3 − n1nx3 −
n21 + n
2
3
Rn3
)
, Dxyn = R
(
−ny2n3 + n2ny3 +
n22 + n
2
3
Rn3
)
,
(5.67)
with nxi and n
y
i the partial derivatives of ni, i = 1, 2, 3, with respect to x and y, respectively; i.e., n
x
i = ∂xni
and nyi = ∂yni.
Proof. First observe that the Liouville 1-form on M is written in the adapted basis (5.65) as ΘM = ι∗ΘQ =
pxd˜x+ pyd˜y +Mnβ˜n − IEpxǫ˜1 − IE py ǫ˜2. Hence, ΩC = ΩM|C is given by
ΩC =
(
−dpx ∧ d˜x− dpy ∧ d˜y − dMn ∧ β˜n −Mndβ˜n + I
E
pxdǫ˜
1 +
I
E
pydǫ˜
2
)
|C.
Now, using that 〈~n, nx〉 = 〈~n, ny〉 = 0, we get dβn|D = Dnxydx ∧ dy|D, and
dǫ1|D = −(Dnxndx ∧ βn +Dxyndy ∧ βn)|D and dǫ2|D = −(Dyxndx ∧ βn +Dyyndy ∧ βn)|D.
Therefore, the 2-section ΩC becomes
ΩC = (−dpx ∧ d˜x− dpy ∧ d˜y − dMn ∧ β˜n
−MnDnxyd˜x ∧ d˜y − IE (pxDxxn + pyDyxn)d˜x ∧ β˜n − IE (pxDxyn + pyDyyn)d˜y ∧ β˜n)|C.
(5.68)
Finally, the nonholonomic bivector is computed using (2.6) and (2.7) and we get the desired expression.
The hamiltonian
HM = R22E ((1− n21)p2x + (1− n22)p2y − 2pxpyn1n2) + 12IM2n +magφ(x2 + y2),
induced by the Lagrangian (5.61) defines the nonholonomic vector field Xnh = −π♯nh(dHM) that is given by
Xnh = x˙Y˜x + y˙Y˜y + ωnX˜n
+
(
y˙MnD
n
xy + (pxn1 + pyn2)(pxn
x
1 + pyn
x
2) + ωn
I
E (pxD
x
xn + pyD
y
xn)− 2mgxφ′
)
∂px
+
(−x˙MnDnxy + (pxn1 + pyn2)(pxny1 + pyny2) + ωn IE (pxDxyn + pyDyyn)− 2mgyφ′) ∂py
+ IE
(−x˙(pxDxxn + pyDyxn)− y˙(pxDxyn + pyDyyn)) ∂Mn ,
(5.69)
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where we used the following expressions relating velocities and momenta given by the Legendre transforma-
tion,
x˙ = R
2
E
(
px(1− n21)− pyn1n2
)
, y˙ = R
2
E
(
py(1 − n22)− pxn1n2
)
, ωn =
Mn
I . (5.70)
Previous works treating this example, such as [16, 27, 39, 53, 60], computed the equations of motion from
physical principles as recalled in the beginning of this section. Dynamical properties of Xnh were studied in
[39] where it was shown that the motion is quasi-periodic on tori of dimension at most three. That result
was obtained using reconstruction from the dynamics of the reduced system by the symmetries.
Reduction by symmetries. Consider the compact Lie group G = S1×SO(3), where SO(3) defines a right
action and S1 a left action on Q = R2×SO(3). More precisely, the action by an element (ϕ, h) ∈ S1×SO(3)
on (x, y, g) ∈ Q is given by
(ϕ, h) · (x, y, g) = (Rϕ(x, y)t, Rˆϕ g h),
where Rϕ denotes the 2× 2 rotation matrix of angle ϕ and Rˆϕ denotes the 3× 3 rotation matrix of angle ϕ
with respect to the z-axis. It is straightforward to prove that G is a symmetry of the nonholonomic system.
The Lie algebra g of G is isomorphic to R × R3 with the infinitesimal generator with respect to the
S1-action given by
U0 := (1;0)Q = −y∂x + x∂y +XR3 ,
and with respect to the SO(3)-action are given by
(0; ei)Q = αiX
R
1 + βiX
R
2 + γiX
R
3 , for i = 1, 2, 3,
where ei denotes the i-th canonical basis vector of R
3 and, as usual α = (α1, α2, α3), β = (β1, β2, β3) and
γ = (γ1, γ2, γ3) for the rows of the matrix g ∈ SO(3). Consequently the vertical (generalized) distribution
Vq = Tq(Orb(q)) is given by
V = span{U0, XR1 , XR2 , XR3 }, (5.71)
and then the G-symmetry satisfies the dimension assumption (2.11). We observe that the rank of V is 3 for
(x, y) = (0, 0) and it is 4 elsewhere, showing that the action is not free (not even locally free).
Now we describe the reduced spaceM/G as a stratified differential space and write the reduced dynamics.
Considering the lifted G-action to the invariant manifold M we get, for (ϕ, h) ∈ G and (x, y, g, px, py,Mn) ∈
M, that
(ϕ, h) · (x, y, g, px, py,Mn) = (Rϕ(x, y)t, Rˆϕ g h,Rϕ(px, py)t,Mn). (5.72)
Since the actions of S1 and SO(3) commute, the reduction ofM by the symmetry group G = S1×SO(3)
is performed by stages as in [27, 39] (see also Sec. 4.3). The reduction by SO(3) induces the smooth manifold
M/SO(3) and results in the elimination of the coordinate g of M. Furthermore, from (5.72) we see that S1
acts on M/SO(3) by
ϕ · (x, y, px, py,Mn) = (Rϕ(x, y)t, Rϕ(px, py)t,Mn).
Since (0, 0, 0, 0,Mn) is a fixed point for any rotation Rϕ, the S
1-action is not free and the reduction is
performed using invariant theory as in [27, 39, 53]. The S1-invariant polynomials inM/SO(3) for this action
are given by
p0 = p
2
x + p
2
y, p1 = x
2 + y2, p2 = xpx + ypy,
p3 = xpy − ypx, p4 =Mn,
(5.73)
and they form a basis of C∞(M)G. As we saw in Section 2.2, the (proper) G-action induces on the reduced
space M/G a differential structure where the invariant polynomials pi, i = 0, ..., 4 are considered as ambient
coordinates for M/G in the sense that M/G is described by the following semi-algebraic subset of R5,
{(p0, p1, p2, p3, p4) ∈ R5 : p0 ≥ 0, p1 ≥ 0, p0p1 = p22 + p23}.
The stratified orbit space M/G has two strata corresponding to the orbit types. The 1-dimensional
singular stratum associated to the S1 isotropy is given by
M1 = {(p0, p1, p2, p3, p4) ∈ R5 : p0 = p1 = p2 = p3 = 0},
and corresponds to the situation where the ball lies at the origin of the surface and spins about the vertical
axis. The other 4-dimensional stratum, called regular stratum, is the complement ofM1 inM/G and is given
by
M4 = {(p0, p1, p2, p3, p4) ∈ R5 : p0 ≥ 0, p1 ≥ 0, p0p1 = p22 + p23, p20 + p21 > 0}.
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The manifold M4 corresponds to the orbit space of the submanifold Mreg of M where the S1-action is
free, i.e. M4 = Mreg/G. It was observed in [27, 39] that the regular stratum Mreg/G is diffeomorphic to
S2 × R2. Observe that possible trajectories in the regular stratum include the case when the ball passes
through the bottom of the surface Σ but with nonzero velocity. On the other hand, from (5.70) we can
rewrite the polynomials pi, i = 0, ..., 4 in the velocity coordinates, and we observe that trajectories verifying
p3 = 0 are those where the ball moves only in the radial direction, i.e. in the intersection of the surface with
a vertical plane passing through the origin, while when p2 = 0 the ball moves in a circular trajectory at a
constant height. The variables p3 and p4 will be important to compute first integrals.
The reduced dynamics Xred on M/G is computed projecting the nonholonomic vector field Xnh given in
(5.69) by the quotient map ρ : M → M /G and has been presented in [39] (see also [27]). In our reduced
variables pi, i = 0, ..., 4, the reduced nonholonomic vector field Xred is given by
Xred = F¯0p2∂p0 + F¯1p2∂p1 + F¯2∂p2 +
R(n3)
2
E
F¯3p2p4∂p3 +
R3I(n3)
2
E2
p2p3F¯4∂p4 , (5.74)
where n3, F¯1, F¯3, F¯4 are basic functions with respect to the map M/G → Q/G (thinking of Q/G as a
differential space) given by
n3 = n3(p1) = − 1
(1 + 4p1φ′(p1)2)1/2
, F¯1 = F¯1(p1) =
2R2(n3)
2
E
,
F¯3 = F¯3(p1) = 2(φ
′(p1) + 2p1φ
′′(p1))(n3)
2, F¯4 = F¯4(p1) = 4(2φ
′(p1)
3 − φ′′(p1))(n3)2,
(5.75)
and F¯0 and F¯2 are functions on M/G (see [27] for the explicit expressions of F¯0 and F¯2).
As it has been remarked in [27], the reduced dynamics is well defined for p1 = 0 and p0 6= 0 (on the regular
stratum), that is for orbits passing through the origin of the surface with non-zero momentum. Note that
Xred is a vector field in R
5 which is tangent to the space M/G as a stratified space, that is Xred is tangent
to each strata [27]. In the singular stratum M1 it reduces to the equation p˙4 = 0 with trivial solution and on
the regular stratum it defines a smooth vector field on the smooth manifold Mreg/G.
The equilibria of the reduced equations of motion are of two types: the singular equilibria which are all
the points of the singular stratum with p4 = Mn constant, and the points of the regular stratum verifying
p2 = 0 and F¯2(p0, p1, p2, p3, p4) = 0, which describe circular motions at constant height, see [27, 39, 54, 60].
Hermans [39] has shown that away from the equilibrium points all the orbits of the reduced dynamics are
periodic. The qualitative study of the reduced equilibrium points was started by Routh [54], where he gave
necessary conditions for their stability by linearizing the dynamics. Afterwards, Zenkov [60] proved that
linear stability imply nonlinear (orbital) stability.
Remark 5.3. Since the surface Σ is of revolution, the functions F¯3 and F¯4 can be expressed in terms of the
principal curvatures µ1 and µ2 of Σ. In fact, since
µ1 = − 2φ
′
(1 + 4p1(φ′)2)1/2
and µ2 = − 2φ
′ + 4p1φ
′′
(1 + 4p1(φ′)2)3/2
,
we obtain, on Qreg (i.e., p1 6= 0), that F¯3(p1) = µ2
n3
and F¯4(p1) =
µ1 − µ2
n3p1
.
⋄
The reduced bracket {·, ·}red on M/G. Following (2.9), the nonholonomic bracket {·, ·}nh (given in
Prop. 5.2) induces a reduced bracket {·, ·}red on M/G. Next, using Prop. 2.7 we show that {·, ·}red is not
Poisson. In order to compute the 3-form dC〈J,KW〉 we start by choosing a G-invariant vertical complement
of the constraints (see Def. 2.4).
Let us consider the vector fields Z1 and Z2 on Q given in (5.63) and define the distribution W on Q by
W = span{Z1, Z2}.
From (5.62) we see that W is a vertical complement of the constraints D in TQ, i.e., TQ = D ⊕W with
W ⊂ V . Moreover, it is straightforward to check that W is a G-invariant distribution and it is constant rank.
Let us denote by ξ1 and ξ2 the sections of the bundle g×Q→ Q given, at each point q = (x, y, g), by
ξ1|q = (0;C1 g) and ξ2|q = (0;C2 g), (5.76)
where C1, C2 are the vectors
C1 = − 1
Rn3
(
n1n2, n
2
2 − 1 , n2n3
)
, C2 =
1
Rn3
(
n21 − 1 , n1n2 , n1n3
)
.
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Observe that Z1 = (ξ1)Q and Z2 = (ξ2)Q and hence the subbundle gW → Q of g×Q→ Q defined by
gW = span{ξ1, ξ2}
induces W and is Ad-invariant. Analogously, the distribution W = span{(ξ1)M, (ξ2)M} is a vertical comple-
ment of the constraints C.
Remark 5.4. Following Rmk. 4.1, we enforce the fact that this examples does not admit a vertical com-
plement W of the constraints satisfying the vertical symmetry condition since the Lie group SO(3) is simple
and therefore does not have any normal subgroup which could act on the system as a symmetry group, see
[2, Remark 2.4].
⋄
Theorem 5.5. The reduced bracket {·, ·}red on M/G is not Poisson.
Proof. We check the Jacobi identity of {·, ·}red on the functions p1, p3, p4 using Prop. 2.7. In order to do that,
following (2.23) and Lemma 3.17 we compute
〈J,KW〉 = − IE pxdC ǫ˜1 − IE pydC ǫ˜2
= IE (pxD
x
xn + pyD
y
xn)d˜x ∧ β˜n + IE (pxDxyn + pyDyyn)d˜y ∧ β˜n,
(5.77)
where Dxxn, D
y
xn, D
x
yn and D
y
yn are the functions defined in (5.67) and hence
dC〈J,KW〉 =
(− IE dCpx ∧ dC ǫ˜1 − IE dCpy ∧ dC ǫ˜2 +Ψ) ,
= IE
(
Dxxndpx ∧ d˜x+Dyxndpy ∧ d˜x+Dxyndpx ∧ d˜y ∧+Dyyndpy ∧ d˜y
)
∧ β˜n +Ψ,
(5.78)
where Ψ is a semi-basic 3-form with respect to the bundle τM :M→ Q.
On the other hand, using Prop. 5.2, we also get that
Xp1 = π
♯
nh
(dρ∗p1) =2(x∂px + y∂py ),
Xp3 = π
♯
nh(dρ
∗p3) =− xY˜y + yY˜x − (xDnxyMn − py)∂px − (yDnxyMn + px)∂py
+ IE
(
px(xD
x
yn − yDxxn) + py(xDyyn − yDyxn)
)
∂Mn ,
Xp4 = π
♯
nh(dρ
∗p4) =− X˜n − IE (pxDxxn + pyDyxn)∂px − IE (pxDxyn + pyDyyn)∂py .
Now, since Ψ is semi-basic, we have that iπ♯nh(dρ∗p1)
Ψ = 0 and thus we obtain that
dC〈J,KW〉(Xp1 , Xp3 , Xp4) = −
2I
E
(
x dǫ˜1(Xp3 , Xp4) + y dǫ˜
2(Xp3 , Xp4)
)
= −2I
E
(
2xyDxxn − x2Dxyn + y2Dyxn
)
.
Moreover, if we suppose that y = 0 with x 6= 0, then n2 = 0 and using (5.67) we get
dC〈J,KW〉(π♯nh(dρ∗p1), π♯nh(dρ∗p3), π♯nh(dρ∗p4))|y=0 =
2I
E
x2n3(−Rny2 + 1)|y=0,
which is different from zero since Rny2 |y=0 6= 1 (in fact, we have ny2 |y=0 = − 2φ
′√
1+4x2(φ′)2
< 0).
For completeness we compute the reduced bracket {·, ·}red which is given in our reduced variables pi by
{p0, p1}red = 4p2, {p0, p2}red = 2p0 − 2p3p4Dnxy, {p0, p4}red = −2p2p4Dnxy, {p0, p4}red = IE 8p2p3Rn23,
{p1, p2}red = −2p1, {p2, p3}red = −p1p4Dnxy, {p2, p4}red = − IRE (n3)2(Φ1(p1) + 4p1Φ2(p1))p3,
{p3, p4}red = IRE (n3)2Φ1(p1)p2,
with other combinations being equal to zero and where Φ1 and Φ2 are given by Φ1(p1) = 2φ
′ − 1Rn3 and
Φ2(p1) = φ
′′ − (φ′)2Rn3 . We recall that n3 and Dnxy are functions depending only on p1 (that is, they are well
defined functions on Q/G).
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5.3 The dynamical gauge transformation
In this section, we follow Diagram (1.2) and Theorem 3.7 to see that the system admits a dynamical gauge
transformation B so that the reduced induced bracket {·, ·}Bred on Mreg/G is, in fact, Poisson. Moreover, we
write the explicit formulations for the 2-form B and we study the Poisson bracket on the differential space
M/G (giving also explicit formulations). In order to apply Theorem 3.7 we start studying the horizontal
gauge momenta associated to the system.
Horizontal gauge momenta. From (5.61) and (5.71), the distribution S = D ∩ V is given by S =
span{Y1 := −yYx + xYy , Y2 := Xn} and we observe that its rank is nonconstant: it is equal to 1 at
(x, y) = (0, 0) and equal to 2 elsewhere. The subbundle gS → Q of g × Q → Q defined in (2.14) is then
generated by the sections
ζ1|q = (1;0) + yξ1|q − xξ2|q − (0;γ)|q, ζ2|q = (0;~ng)|q, (5.79)
where we consider the normal ~n as a row vector and ξ1 and ξ2 are the sections of gW → Q defined in (5.76).
Then we have that (ζ1)Q = Y1 and (ζ2)Q = Y2 and we can check that gS has constant rank equal to 2 while
the distribution S varies its rank (see Sec. 2.3 and [2]).
Let us now consider the components of the nonholonomic momentum map in the basis {ζ1, ζ2} of Γ(gS),
i.e.,
J1 = i(ζ1)MΘM = −ypx + xpy = ρ∗p3 and J2 = i(ζ2)MΘM =Mn = ρ∗p4. (5.80)
Observe that J1 and J2 are G-invariant functions, and thus we denote by J¯1 = p3 and J¯2 = p4 the induced
functions onM/G. Then, it is straightforward to see that J1 and J2 are not first integrals of the nonholonomic
dynamics Xnh since Xred(J¯1) 6= 0 and Xred(J¯2) 6= 0 for Xred given in (5.74).
Following the ideas of Sec. 3.2 (and Sec. 4.3), we look for G-invariant horizontal gauge momenta Jη on
M for η a G-invariant section of S → Q. Since an arbitrary (G-invariant) section η of gS → Q is written
as η = fζ1 + gζ2, for functions f, g ∈ C∞(Q)G, then the nonholonomic momentum map associated to the
section η is given by
Jη = 〈Jnh, η〉 = fJ1 + gJ2,
That is, we look for functions f¯ = f¯(p1) and g¯ = g¯(p1) on Q/G so that J¯η = f¯p3 + g¯p4 is a first integral of
the reduced dynamics Xred
Xred(J¯η) = p3f¯
′dp1(Xred) + p4g¯
′dp1(Xred) + f¯dp3(Xred) + g¯dp4(Xred) = 0.
Using (5.74), the functions f¯ and g¯ satisfy the following linear system of ordinary differential equations defined
on Qreg/G, where Qreg denotes the manifold where the G-action on Q is free,
f¯ ′ + g¯
RI
2E
F¯4(p1) = 0, g¯
′ + f¯
1
2R
F¯3(p1) = 0, (5.81)
where F¯3 and F¯4 ∈ C∞(Q/G) are given in (5.75). The linear differential system (5.81) has two solutions in
the domain of continuity of the functions F¯3 and F¯4 (that is, starting with two independent initial conditions,
the solutions remain independent as long as they exist). We denote by (f¯1(p1), g¯1(p1)) and (f¯2(p1), g¯2(p1))
two independent solutions of (5.81), which verify f¯1(p1)g¯2(p1)− g¯1(p1)f¯2(p1) 6= 0 in a interval containing the
origin, and we get two first integrals in M/G of the form
J¯1(p1, p3, p4) = f¯1(p1)p3 + g¯1(p1)p4, J¯2(p1, p3, p4) = f¯2(p1)p3 + g¯2(p1)p4.
These first integrals were known since the work of Routh [54], see also [27, 39]. Hence, J1 = ρ
∗J¯1 and
J2 = ρ
∗J¯2 are G-invariant horizontal gauge momenta for Xnh with horizontal gauge symmetries given by(
η1
η2
)
= F
(
ζ1
ζ2
)
where F = F (p1) =
(
f1 g1
f2 g2
)
, (5.82)
where ζ1 and ζ2 are given in (5.79). In general these first integrals are not explicitly known except for some
particular cases such as the circular paraboloid [16].
Therefore, on Mreg, the system satisfies the hypothesis of Theorem 3.7. Moreover, since rank(D) −
rank(S) = 1, then any principal connection determines a horizontal distribution H of rank 1 and thus, by
Corollary 3.13, the 2-form B = B1 induces a reduced Poisson bracket {·, ·}1red on Mreg/G that describes the
dynamics and has a 2-dimensional symplectic foliation determined by the level sets of J¯1, J¯2.
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The explicit expressions of the dynamical gauge transformation and conclusions. Next, we use
Theorem 3.7 and, in particular, Corollary 3.13 to compute the 2-form B = B1 given in (3.37). As a result,
we obtain a Poisson bracket {·, ·}1
red
onMreg with two Casimirs induced by the G-invariant horizontal gauge
momenta.
Following formula (3.37) and recalling (5.77), it remains to compute the 2-form 〈J, dCA1
S
⊗η1+dCA2S⊗η2〉.
We have the same observation as in Example 4.3: the horizontal gauge symmetries η1, η2 are not explicitly
known since the functions fi, gi are given as a solution of a linear system of differential equations. Analogously
as we did in the previous example, we will work in our basis S = span{Y1,Y2} on Qreg. Denoting by {Y1,Y2}
the 1-forms such that Yi(Yj) = δij and Yi|W = 0 for i, j = 1, 2, from Lemma 4.2, and using (5.81) we get
〈J, dCAi
S
⊗ ηi〉 = JidY˜i + J2 12RF3dp˜1 ∧ Y˜1 + J1RI2EF4dp˜1 ∧ Y˜2,
where Y˜i = τ∗
M
Yi and p˜1 = ρ∗p1 are the corresponding 1-forms and function on M.
On Qreg, we can define the 1-forms Y1 = −ydx+xdyx2+y2 and Y2 = βn and obtain that
dY1|D = 0, dY2|D = Dnxydx ∧ dy|D, dp1 ∧ Y1 = 2dx ∧ dy and dp1 ∧ Y2 = 2(xdx+ ydy) ∧ βn.
Therefore, using also (5.80) we finally obtain
〈J, dCAi
S
⊗ ηi〉 =Mn(Dnxy + F3R )d˜x ∧ d˜y + (−ypx + xpy) IERF4(xd˜x+ yd˜y) ∧ β˜n.
Then, from Theorem 3.7 and Corollary 3.13 and using (5.77) we obtain
Theorem 5.6. The nonholonomic system describing the dynamics of a homogeneous ball rolling without
sliding on a convex surface of revolution with symmetry group S1 × SO(3) has a description of the reduced
dynamics on Mreg/G given by a Poisson bracket {·, ·}Bred. This bracket is obtained by the reduction of an
almost Poisson bracket πB dynamically gauge related to πnh by the 2-form
B = B1 = 〈J,KW〉+ 〈J, dCAiS ⊗ ηi〉 (5.83)
= Mn(D
n
xy +
F3
R
)d˜x ∧ d˜y + I
E
(Kxn + x(xpy − ypx)RF4) d˜x ∧ β˜n + I
E
(Kyn + y(xpy − ypx)RF4) d˜y ∧ β˜n
where Kxn = pxD
x
xn + pyD
y
xn and Kyn = pxD
x
yn + pyD
y
yn. Moreover, this 2-form B is uniquely defined and
the Poisson bracket {·, ·}B
red
on Mreg/G has 2-dimensional symplectic leaves given by the level sets of the
(reduced) horizontal gauge momenta J¯1 and J¯2.
Remark 5.7. Using the coordinates x˙, y˙ and ωn in (5.70), the 2-form B is also written as
B = Φ(x, y)
(
ωn d˜x ∧ d˜y + x˙ d˜y ∧ β˜n + y˙ β˜n ∧ d˜x
)
,
where the function Φ is given by Φ(x, y) = (1− 2φ′Rn3) IR2n3 and it is S1-invariant because the surface is of
revolution (φ′ and n3 are S
1-invariant). Following [34] we see that B can also be written as a contraction of
the 3-form
Π = Φ(x, y) d˜x ∧ d˜y ∧ β˜n,
with the nonholonomic vector field Xnh, that is, B = iXnhΠ. ⋄
The reduced Poisson bracket {·, ·}B
red
on the differential space M/G. From (5.84) (or Rmk. 5.7) we
see that the 2-form B is well defined in the whole manifold M and thus, the bivector field πB is well defined
on M. Using the 2-section ΩC in (5.68), from (3.26), we compute explicitly the bivector field πB
πB = Y˜x ∧ ∂px + Y˜y ∧ ∂py + X˜n ∧ ∂Mn
−MnF3
R
∂px ∧ ∂py −
I
E
y(xpy − ypx)RF4∂py ∧ ∂Mn +
I
E
x(xpy − ypx)RF4∂Mn ∧ ∂px ,
(5.84)
which can be compared with πnh given in Prop. 5.2.
Since B is G-invariant, then the almost Poisson bivector field πB induces a bracket {·, ·}Bred on the whole
differential space M/G as in (3.28) (that, on Mreg/G, coincides with the Poisson bracket described in
Theorem 5.6).
Theorem 5.8. On the differential space M/G the reduced bracket {·, ·}B
red
, induced by (5.84), is Poisson.
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Proof. Using that p0, p1, p2, p3, p4, given in (5.73), form a basis of G-invariant functions on M, we have to
check that cyclic[{pi, {pj, pk}Bred}Bred] = 0 for all i, j, k = 0, ..., 4. Following Prop. 3.4 we have that
cyclic[{pi, {pj, pk}Bred}Bred] ◦ ρ = (dC〈J,KW〉 − dCB)(π♯B(dρ∗pi), π♯B(dρ∗pj), π♯B(dρ∗pk)), (5.85)
for i, j, k = 0, ..., 4. First observe that π♯B(dJi)(m) = −(ηi)M(m) for all m ∈ M and i = 1, 2, and then
{pj , J¯i}Bred ◦ ρ = {ρ∗pj , Ji}B = 0 for all j = 0, ..., 4. Now, since J¯1 and J¯2 depend linearly (on Q/G) on p3 and
p4, it remains to compute (5.85) on p0, p1 and p2. From (5.78) and (5.84) we have that
dC〈J,KW〉 = Υ1 ∧ β˜n +Ψ and dB = Υ2 ∧ β˜n + Φ(x,y)I dM˜n ∧ d˜x ∧ d˜y,
where Υ1 and Υ2 are 2-forms onM, Ψ is the semi-basic 3-form defined in (5.78) and Φ is the function defined
in Remark 5.7.
On the one hand, the vector field π♯B(dρ
∗p1) = 2(x∂px + y∂py ) lies in the kernels of dMn ∧ d˜x ∧ d˜y and
Ψ. On the other hand, from (5.73), we see that p0, p1 and p2 do not depend on the variable Mn and thus,
following (5.84), the vector fields π♯B(dρ
∗pi) are independent of X˜n (i.e., β˜n(π
♯
B(dρ
∗pi)) = 0), for i = 0, 1, 2,
arriving to the fact that
(dC〈J,KW〉 − dCB)(π♯B(dρ∗p0), π♯B(dρ∗p1), π♯B(dρ∗p2)) = 0.
For completeness let us compute the reduced bracket {·, ·}Bred on M/G:
{p0, p1}Bred = 4p2, {p0, p2}Bred = 2p0 − 2p3p4
F3
R
, {p0, p4}Bred =
I
E
2p2p3RF4,
{p1, p2}Bred = −2p1, {p2, p3}Bred = p1p4
F3
R
, {p2, p4}Bred =
I
E
p1p3RF4,
with other combinations being equal to zero. We see that the Poisson structure on the singular stratum M1
is trivial.
Integrability. As mentioned in the introduction, the nonholonomic system treated in this last example has
been studied by several authors without reducing a bivector in M but instead working directly with the
properties of the reduced dynamics in M/G. Fasso`, Giacobbe and Sansonetto [27] used a specific dynamical
property of the reduced system in order to find a Poisson bracket in M/G. In fact, outside the equilibrium
points, the orbits of the reduced dynamics are the fibers of a (locally trivial) fibration with fiber S1 and the
period of the flow is a continuous (and smooth) function of the initial data. Then, each symplectic leaf is
densely filled by periodic orbits, which, from [39], reconstruct to tori of dimension at most 3 in M.
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