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Abstract
In this paper, the authors first show that the classical Hardy space H 1(Rn) can be characterized by
the non-tangential maximal functions and the area integrals associated with the semigroups e−tP and
e−t
√P
, respectively, where P is an elliptic operator with real constant coefficients of homogeneous order
2m (m 1). Moreover, the authors also prove that H 1(Rn) can be characterized by the Riesz transforms
∇mP−1/2 if and only if m is an odd integer. In the main part of this paper, the authors develop a theory of
Hardy space associated with L, where L is a higher order divergence form elliptic operator with complex
bounded measurable coefficients. The authors set up a molecular Hardy space H 1
L
(Rn) and give its charac-
terizations by area integrals related to the semigroups e−tL and e−t
√
L
, respectively. Finally, authors give
the (H 1
L
,L1) boundedness of Riesz transforms, square functions and maximal functions associated with L.
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1. Introduction
Since the famous works by Stein and Weiss [60] and Fefferman and Stein [34] were published,
it was well known that the real Hardy spaces Hp(Rn) which were extensively and deeply studied
not only had a profound effect on the domain of harmonic analysis, but also had a major influ-
ence in several areas such as partial differential equations, several complex variables, martingale
theory, and analysis on symmetric spaces (see, e.g. [59,35,55,27], etc.).
Historically, the theory of Hp(Rn) is connected with the solution of Laplace equation on the
upper half-spaces Rn+1+ . Explicitly, the elements in Hp(Rn) can be considered as the bound-
ary value of certain harmonic functions in the upper half-spaces Rn+1+ , or, alternatively in the
terms of systems of conjugate harmonic functions which generalized the notion of analytic func-
tions occurring in the case n = 1. As real variable structure of Hardy spaces are explored, many
606 Q. Deng et al. / Journal of Functional Analysis 263 (2012) 604–674more flexible real approaches to define Hardy spaces were discovered, including ones by very
simple maximal function MΦf for some Schwarz function with
∫
Φ = 1, Riesz transform, the
atomic and molecule decompositions and the Littlewood–Paley theory etc. (see [34,14,16,49,61,
36,39,63]). In one word, these different characterizations on Hardy spaces provide very powerful
insights and great interests in both theories and applications.
Among these Hardy spaces Hp(Rn) (0 < p  1), the only Banach space H 1(Rn), which
plays a special role as a natural substitute of L1(Rn), not only has abundant characterization
properties, but is also the predual space of famous BMO(Rn) space introduced originally by
John and Nirenberg in [45]. Now let us recall some important characterizations of H 1(Rn) from
the view point of Laplacian and its corresponding Poisson semigroup {e−t
√−}t0 and heat
semigroup {et}t0. Explicitly, if we define the following two kinds of area integrals and non-
tangential maximal functions:
S
√−f (x) :=
(∫ ∫
Γ (x)
∣∣∇e−t√−f (y)∣∣2t1−n dy dt) 12 ,
N
√−f (x) := sup
(y,t)∈Γ (x)
∣∣e−t√−f (y)∣∣
and
S−f (x) :=
(∫ ∫
Γ (x)
∣∣∇e−t2(−)f (y)∣∣2t1−n dy dt) 12 ,
N−f (x) := sup
(y,t)∈Γ (x)
∣∣etf (y)∣∣,
where Γ (x) = {(y, t) ∈ Rn+1+ : |x − y| < t}, then for f ∈ H 1(Rn), ‖N
√−f ‖L1(Rn),
‖S
√−f ‖L1(Rn), ‖N−f ‖L1(Rn) and ‖S−f ‖L1(Rn) are all equivalent norms of the H 1(Rn),
that is ∥∥N−f ∥∥
L1(Rn) ≈
∥∥S−f ∥∥
L1(Rn) ≈
∥∥S√−f ∥∥
L1(Rn) ≈
∥∥N√−f ∥∥
L1(Rn)
≈ ‖f ‖H 1(Rn). (1.1)
Moreover, H 1(Rn) also can be characterized by Riesz transforms ∇(−)− 12 . In fact,
H 1
(
Rn
)= {f ∈ L1(Rn): ∇(−)− 12 f ∈ L1(Rn)}. (1.2)
For more details of characterizations above, one can refer to Fefferman and Stein [34] or Stein’s
book [59].
In recent years, some kind of new Hardy spaces H 1L(Rn) associated with differential operators
L were actively studied. As L = −, the new space H 1−(Rn) is the same as classical Hardy
space H 1(Rn). However, if the operator L is a general differential operator even with some
smooth variable coefficients, then it is not necessarily consistent with the classical one. Such
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nomial potential V was first studied by Dziuban´ski and Zienkiewicz [33], where they defined the
H 1L(R
n) similarly to classical case by a vertical maximal function associated with Schrödinger
semigroup {e−tL}t0, as well as showed its characterizations by atoms and square function
adapted to Schrödinger operator L. In a subsequent paper [30], Dziuban´ski and Zienkiewicz
further investigated H 1L(Rn) related to Schrödinger operator with a nonnegative potential V sat-
isfying a reverse Hölder inequality, which contains nonnegative polynomials as typical examples.
In this special context of Schrödinger operator, we also refer to [31] and [32] for more recent
works related to the specific space H 1L(Rn).
On the other hand, motivated partially on the earlier, more specific work of Auscher and Russ
[10] on strongly Lipschitz domains Ω of Rn, only assuming that the kernel of semigroup e−tL
generated by an abstract operator L satisfies certain pointwise estimates (here it means that L is
not necessarily some type of differential operator), Duong and Yan [28,29] introduced a similar
Hardy space H 1L(Rn) adapted to the operator L by area integral associated with e−tL, and partic-
ularly established its famous new dual space BMOL(Rn) which has also several similar important
properties as classical BMO(Rn) space (also see [31] in the context of Schrödinger operator). In
view of their general conditions, their results can be applied to several important differential
operators classes, typically including Schrödinger operators −+V mentioned above, and sec-
ond order elliptic divergence operator −div(A(x)∇), where A(x) is an n × n matrix defined on
Rn with real L∞-coefficients for any dimension n, or complex L∞-coefficients for dimension
n = 1,2, which satisfies the ellipticity (or “accretivity") conditions
λ|ξ |2 	e(Aξ · ξ) and |Aξ · ζ |Λ|ξ ||ζ |,
for ξ, ζ ∈ Cn and for some λ, Λ such that 0 < λ < Λ < ∞. Undoubtedly, these works are of
fundamental importance to further studies of this subject.
Even so, nevertheless, when L is a second order divergence elliptic operator −div(A(x)∇)
with complex L∞-coefficients for dimension n 3, since its corresponding kernel of semigroup
e−tL may fail to has desired Gaussian pointwise estimates (also see Auscher and Tchamitchian
[11] for such a specific counterexample as n  5), thus the results and methods in [29] cannot
be directly applied to this kind of operators. Hence in the recent paper [42], Hofmann and May-
boroda developed a corresponding Hardy space H 1L(Rn) in term of proper molecules, and as well
obtained its equivalent characterizations by non-tangential maximal function and square function
associated with L only using Davies–Gaffney type estimates in place of pointwise kernel bound.
In this connection, using such similar type of estimates, Auscher, McIntosh and Russ [7] also
considered the Hardy spaces associated to the Hodge–de Rham Laplacian on Riemannian man-
ifold with doubling measure, which further was extended to arbitrary nonnegative, self-adjoint
operator L satisfying Davies–Gaffney bounds in general setting of a metric space with a doubling
measure by Hofmann et al. [40].
As we have noticed, the papers cited above on the new space H 1L(Rn) mainly focus on second
order differential operators or the other operators which generate semigroups having kernels sat-
isfying Gaussian pointwise estimates. However, for a uniformly divergence form elliptic operator
L with bounded (real or complex) measurable coefficients, if space dimension n > 2m, where
2m is the order of L, then the kernel of semigroup e−tL may not satisfy Gaussian pointwise
estimates, and its semigroup e−tL only has a partial Lp-theory where p belongs to some finite
interval (see e.g. Davies [22,23], Auscher [2] and references therein). Hence the methods in [29]
608 Q. Deng et al. / Journal of Functional Analysis 263 (2012) 604–674don’t apply to this class of higher order divergence form elliptic operators with bounded (real or
complex) measurable coefficients.
In the present paper, we attempt to establish a theory of Hardy space H 1L(Rn) for such higher
order cases.
Up to now, there exist many interesting papers related to higher order elliptic operators and
systems with bounded measurable coefficients, see for instance Davies [18–23], Barbatis and
Davies [12] for Lp spectral theory and Gaussian estimates of kernel, Auscher, Hofmann, McIn-
tosh and Tchamitchian [6] for the famous higher order Kato square root problem, and Auscher [2]
for Lp bound of higher order Riesz transform, etc. Actually, our work on Hardy space H 1L(Rn)
connected with higher order operators is partially motivated by these studies. In this paper, the au-
thors define Hardy space H 1L(Rn) in molecules form adapted to divergence form elliptic operators
of order 2m 4 with bounded measurable coefficients and establish its characterizations by the
area integrals associated with semigroups e−tL and e−t
√
L
. Our methods mainly depend on the
analytic properties and higher order type off-diagonal estimates of semigroup e−tL on Lp(Rn)
(see Theorem 3.2 below for the details). Although our characterizations on H 1L(Rn) share a lot of
similar ideas with the second order theory developed by Hofmann and Mayboroda [42], however,
we remark that other important characterizations such as Riesz transforms ∇mL−1/2 may cause
failure even in the cases of higher order operators with smooth coefficients.
In fact, in Section 2 we first discuss the homogeneous elliptic operator P of order 2m with
real constant coefficients, which is defined by
P :=
∑
|α|=2m
aαDα, (1.3)
where m ∈ N, D = (D1, . . . ,Dn), Dj = 1i ∂∂xj and α is a multi-index, that is, α = (α1, . . . , αn) ∈
Zn+ and |α| =
∑n
j=1 αj .
On the one hand, we will see that if all coefficients of the homogeneous polynomial P(ξ), the
symbol of operator P , are real and P(ξ) > 0 for all ξ 
= 0, then the classical Hardy space H 1(Rn)
can be characterized by the non-tangential maximal functions NP (or N
√P ), the area integrals
SP (or S
√P ) and the vertical square functions gP (or g
√P ) associated with the heat semigroup
e−tP (or Poisson type semigroup e−t
√P ). In particular, the above results show that the char-
acterizations of H 1(Rn) given by the non-tangential maximal functions, the area integrals and
the vertical square functions are all same if we replace the Laplacian − by the polyharmonic
operator (−)m for all m 2, respectively.
On the other hand, inspired by (1.2), it is very natural to ask whether H 1(Rn) also can be
characterized by the higher order Riesz transforms ∇m(−)−m/2 (m 2), where ∇m(−)−m/2
is defined by
∇m((−)m)−1/2f = (Rαf )|α|=m,
where α ∈ Zn+ and Rα = Rα11 ◦ · · · ◦Rαnn with
R
αj
j = ∂j (−)−1/2 ◦ · · · ◦ ∂j (−)−1/2︸ ︷︷ ︸
α
(j = 1,2, . . . , n).
j
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∇m(−)−m/2 (m 2) in characterizing H 1(Rn). In fact, for a general homogeneous elliptic op-
erator P defined by (1.3), by using a famous result of Uchiyama [62] (also see remarks of Stein
[59, p. 184]), we prove that H 1(Rn) can be characterized by ∇mP−1/2, the Riesz transforms
associated with P , if and only if m is an odd integer (see Theorem 2.3 in Section 2.3). Particu-
larly, if P(ξ) = |ξ |2 (in this case, m = 1 and P = −), we get (1.2) again. When P(ξ) = |ξ |2m,
m  2, we have ∇mP−1/2 = ∇m((−)m)−1/2, so H 1(Rn) can be characterized by the higher
order Riesz transforms ∇m((−)m)−1/2 if and only if m is an odd integer. Anyway, it should be
emphasized that the result above displays some distinct phenomenons in the context of higher
order elliptic operators (even the polyharmonic operator (−)m).
For the remaining parts of this paper, we aim at the Hardy space H 1L(Rn) adapted to the
following homogeneous higher order elliptic operator L of order 2m (m 2) in divergence form
Lf := (−1)m
∑
|α|=|β|=m
∂α
(
aα,β∂
βf
) (1.4)
with complex coefficients aα,β ∈ L∞(Rn,C) for all multi-indices α, β satisfying |α| = |β| = m,
which is interpreted by the following sesquilinear form:
Q(f, g) :=
∑
|α|=|β|=m
∫
Rn
aα,β(x)∂
βf (x)∂αg(x) dx,
satisfies that ∣∣Q(f, g)∣∣Λ∥∥∇mf ∥∥
L2
∥∥∇mg∥∥
L2 (1.5)
and the strong Gårding inequality
	e(Q(f,f )) λ∥∥∇mf ∥∥2
L2 (1.6)
for some λ > 0 and Λ < ∞ independent of f,g ∈ Wm,2, the Sobolev space. In addition, here
and in the sequel, ∂α = ∂ |α|/∂ξα11 · · · ∂ξαnn . It was well known that such a higher order operator
L generates a C0-semigroup {e−tL}t0 on L2(Rn) which can be extended into an analytic semi-
group {e−zL}z∈∑ π
2 −ω
of L2(Rn) for some ω ∈ [0, π2 ) and also permits a bounded holomorphic
functional calculus on L2 (see e.g. Kato [47, p. 492], McIntosh [52], McIntosh and Yagi [53], and
Auscher [2]). Moreover, it is remarkable that the semigroup {e−tL}t0 always satisfies Davies–
Gaffney estimates of higher order type on L2(Rn) for any dimension n (see Theorem 3.2 in
Section 3), which are essential to our studies here. For more details about the estimates of the
semigroup {e−tL}t0, one can see Section 3 of this paper.
The paper is organized as follows:
In Section 2, we give the characterizations of the classical Hardy space H 1(Rn) through the
maximal functions, area integrals, the square functions and Riesz transforms associated with
operator P . In Section 3, we introduce some known results and useful lemmas about the off-
diagonal estimates of some families of operators and the Lp boundedness of the square functions
related to the operator L. The definition of the molecules and molecular Hardy spaces H 1(Rn)L
610 Q. Deng et al. / Journal of Functional Analysis 263 (2012) 604–674are given in Section 4. In Sections 5 and 6, we give the characterizations of Hardy space H 1L(Rn)
by the area integrals associated with semigroups e−tL and e−t
√
L
, respectively. In Section 7, as
some applications, we show that vertical square functions, the Riesz transforms and vertical max-
imal functions associated with the operator L are all bounded from H 1L to L1. Finally, Section 8
sums up many other possible characterizations of the Hardy space H 1L(Rn) and some further
interesting works related to higher order Schrödinger type operator (−)m + V .
Remark 1.1. In [25], we develop a theory of BMOL(Rn) and VMOL(Rn) associated with the
higher order divergence form elliptic operator L defined by (1.4)–(1.6) and give the correspond-
ing dual space and predual space of H 1L(Rn). On the other hand, when L is a second order
operator, the Hardy spaces HpL (Rn) (0 < p < ∞) and their applications have been studied in
[43] and [44], respectively. The investigations of the Hardy spaces HpL (Rn) (0 <p < ∞) related
to the higher order divergence form elliptic operator L will be given in our forthcoming paper.
2. Characterizations of H 1(Rn) associated with operator P
In this section, we always assume that P is a homogeneous elliptic operator of order 2m
defined by (1.3) and that its symbol P(ξ) has real constant coefficients and P(ξ) > 0 for all
ξ 
= 0.
As we mentioned in Section 1, the classical Hardy space H 1(Rn) can be characterized via
Laplacian (see (1.1)). In this section, we will show that this fact also holds when replacing −
by P .
In the first two subsections of Section 2, we give the definitions of the non-tangential maximal
functions and the area integrals associated with the semigroups {e−sP }s0 and {e−s
√P }s0,
respectively. One can see that the Hardy spaces defined via the non-tangential maximal function,
the area integral and the vertical square function associated with P are all equal to H 1(Rn).
However, in the final subsection, we define a Hardy space H 1∇mP−1/2(R
n) by the Riesz trans-
forms ∇mP−1/2. We will prove that H 1∇mP−1/2(Rn) = H 1(Rn) if and only if m is an odd integer.
In the following discussion, replacing {e−sP } and {e−s
√P }, we will consider the family of
operators {e−t2mP } and {e−tm
√P } respectively, which can be obtained by changing variables.
2.1. Characterizations of H 1 by the maximal function NP , the area integral SP and the
vertical square function gP
First, we define the non-tangential maximal function NP , the area integral SP and the square
function gP associated with the family of operators {e−t2mP }t0 respectively by
NPf (x) = sup
(y,t)∈Γ (x)
∣∣e−t2mPf (y)∣∣,
gPf (x) =
( ∞∫
0
∣∣t2mPe−t2mPf (x)∣∣2 dt
t
) 1
2
and
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(∫ ∫
Γ (x)
∣∣t2mPe−t2mPf (y)∣∣2 dy dt
tn+1
) 1
2
,
where and in the sequel, Γ (x) = {(y, t) ∈ Rn+1+ : |x − y| < t} for t > 0. Then we have the
following results:
Theorem 2.1. For m 1, we have
(i) H 1(Rn) = {f ∈ L1(Rn): NPf ∈ L1(Rn)} and ‖f ‖H 1(Rn) ≈ ‖NPf ‖L1(Rn).
(ii) H 1(Rn) = {f ∈ L1(Rn): SPf ∈ L1(Rn)} and ‖f ‖H 1(Rn) ≈ ‖SPf ‖L1(Rn).
(iii) H 1(Rn) = {f ∈ L1(Rn): gPf ∈ L1(Rn)} and ‖f ‖H 1(Rn) ≈ ‖gPf ‖L1(Rn).
Proof. (i) Observe that
e−t2mPf (x) = Φt ∗ f (x)
with Φ(x) =F−1(e−P(·))(x), where and in the sequel, F and “∧” denote the Fourier transform
and F−1 denotes the Fourier inverse transform. Then we have that Φ ∈ S (Rn) (the Schwartz
function space) and ∫
Rn
Φ(x)dx = 1. Then by [59, Theorem 1, p. 91], we finish the proof of (i).
The proof of (ii) and (iii): Notice that
t2mPe−t2mPf (x) = Ψt ∗ f (x)
with Ψ (x) = F−1(P (·)e−P(·))(x). Thus we still have that Ψ ∈ S (Rn) and ∫
Rn
Ψ (x) dx = 0
since P(0) = 0. Moreover, Ψ is nondegenerate (see [59, p. 186] for the definition). Then by [35,
Theorem 7.8, p. 225] and [35, Corollary 7.27, p. 244], we conclude the proof of (ii). Similarly,
we could use [35, Theorem 7.7, p. 223] and [35, Corollary 7.28, p. 244] to get (iii). 
Remark 2.1. In [29] and [28], Duong and Yan introduced the bounded mean oscillation spaces
BMOL(Rn) associated with an operator L. They showed that if the kernel of the semigroup e−tL
generated by L satisfies some pointwise estimates, then (H 1L)∗ = BMOL∗ where H 1L(Rn) denotes
the Hardy space associated to L, and L∗ is the adjoint operator of L. We refer the reader to [29]
and [28] for the definition of BMOL∗ and more details on the above facts. Now we denote
H 1P
(
Rn
) := {f ∈ L1(Rn): SPf ∈ L1(Rn)}.
Note that P∗ =P , thus from Theorem 2.1 and [29, Theorem 3.1], we immediately get
BMOP
(
Rn
)= (H 1P(Rn))∗ = (H 1(Rn))∗ = BMO(Rn). (2.1)
2.2. Characterizations of H 1 by the maximal function N
√P
, the area integral S
√P and the
vertical square function g
√P
Before proving the characterizations of H 1, we give some estimates related to the family
of operators e−t
√P
, which play a key role in the proof of Theorem 2.2 below. Let P(ξ) be a
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P(ξ) > 0 for all ξ 
= 0. For  = 0,1,2, . . . , denote
K(x) =F−1(P(·)e−√P(·))(x),
and
G(x) =F−1(P(·)+ 12 e−√P(·))(x).
Lemma 2.1. For α ∈Nn ∪{0}, ∂αK and ∂αG are both smooth functions on Rn and there exists
constant C,α such that
∣∣∂αK(x)∣∣ C,α(1 + |x|)−n−|α|−(2+1)m (2.2)
and
∣∣∂αG(x)∣∣ C,α(1 + |x|)−n−|α|−(2+1)m. (2.3)
Proof. We first consider (2.2). Let σ(ξ) be a C∞c (Rn) function satisfying σ(ξ) = 1 for |ξ | 1
and σ(ξ) = 0 for |ξ | 2. We have
K(x) = F−1(σ(·)P (·)e−√P(·))(x)+F−1((1 − σ(·))P(·)e−√P(·))(x)
:= K1(x)+K2(x).
Since K2 ∈S (Rn) (the Schwartz space), it suffices to show
∣∣∂αK1(x)∣∣ C,α(1 + |x|)−n−|α|−(2+1)m. (2.4)
To estimate (2.4), we write
K1(x) = F−1
(
σ(·)P (·))(x)+F−1(σ(·)P (·)(e−√P(·) − 1))(x)
:= K11(x)+K12(x).
Notice that K11 ∈S (Rn), which implies that we only need to show
∣∣∂αK12(x)∣∣ C,α(1 + |x|)−n−|α|−(2+1)m. (2.5)
To this end, we denote
ω(ξ) = σ(ξ)P (ξ)(e−√P(ξ) − 1).
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∣∣∂ν(P(ξ)(e−√P(ξ) − 1))∣∣= ∣∣∣∣ ∑
ν1+ν2=ν
Cν1ν ∂
ν1
(
P(ξ)
)
∂ν2
(
e−
√
P(ξ) − 1)∣∣∣∣

∑
ν1+ν2=ν
C,ν |ξ |2m−|ν1||ξ |m−|ν2|
 C,ν |ξ |m(2+1)−|ν|,
where we use the fact that |e−
√
P(ξ) − 1| C|ξ |m and the estimate ∂υ2(e−
√
P(ξ)) cυ2 |ξ |m−|υ2|
for ξ ∈ supp(σ ). Hence by using Leibniz’s formula again, we obtain
∣∣∂μω(ξ)∣∣ ∑
μ1+μ2=μ
Cμ1μ
∣∣∂μ1σ(ξ)∂μ2(P(ξ)(e−√P(ξ) − 1))∣∣ C,μ|ξ |m(2+1)−|μ|.
Let ϕ ∈ C∞c (Rn) satisfying supp(ϕ) ⊂ {ξ ∈Rn; 12  |ξ | 2} and
∑
j∈Z ϕ(2−j ξ) = 1 for ξ 
= 0.
Then we have
ω(ξ) =
∑
j∈Z
ω(ξ)ϕ
(
2−j ξ
) :=∑
j∈Z
ωj (ξ).
Let K12,j (x) = F−1(ωj (·))(x), then by the dominate convergence theorem, we only need to
estimate
∑
j∈Z |∂αK12,j (x)|. For each ωj (j ∈ Z) and any N ∈N∪ {0}, by integration by parts,
we have
∣∣∂αK12,j (x)∣∣= ∣∣∣∣ ∫
Rn
eixξ (iξ)αωj (ξ) dξ
∣∣∣∣
 CN |x|−N
∫
Rn
∑
β1+β2+β3=N
∣∣∂β1ξα∂β2ω(ξ)∂β3(ϕ(2−j ξ))∣∣dξ
 C,α,N |x|−N2j (2m+m+n+|α|−N).
Hence,∑
j∈Z
∣∣∂αK12,j (x)∣∣ ∑
2j |x|1
∣∣∂αK12,j (x)∣∣+ ∑
2j |x|>1
∣∣∂αK12,j (x)∣∣
 C,α
∑
2j |x|1
2j (2m+m+n+|α|) +C,α,N
∑
2j |x|>1
|x|−N2j (2m+m+n+|α|−N)
 C,α|x|−n−|α|−(2+1)m,
where we choose N = 0 and N > 2m+m+ n+ |α| in the second equality for the first and the
second terms, respectively. Hence we finish the proof of (2.2).
614 Q. Deng et al. / Journal of Functional Analysis 263 (2012) 604–674The proof of (2.3) is quite similar to (2.2). Note that (1 − σ(ξ))P (ξ)+1/2e−
√
P(ξ) ∈ S (Rn)
if σ is defined as above, we only need to give a corresponding estimate (2.4) for G. To this end,
let τ(ξ) = σ(ξ)(P (ξ))+ 12 e−
√
P(ξ)
, then by Leibniz’s formula, we have∣∣∂μτ(ξ)∣∣ C,μ|ξ |m(2+1)−|μ|.
Now, taking ϕ as above and using the same method, for any N ∈N∪ {0}, we obtain∣∣∣∣ ∫
Rn
eixξ (iξ)ατ (ξ)ϕ
(
2−j ξ
)
dξ
∣∣∣∣ CN |x|−N ∫
Rn
∑
β1+β2+β3=N
∣∣∂β1ξα∂β2τ(ξ)∂β3(ϕ(2−j ξ))∣∣dξ
 C,α,N |x|−N2j (2m+m+n+|α|−N).
The rest of the proof is exactly the same as the proof of (2.2), we omit the details here. Hence we
finish the proof of Lemma 2.1. 
Remark 2.2. Lemma 2.1 is interesting in its own right. Here we give some remarks as follows.
(i) Comparing the estimates (2.2) with (2.3) in Lemma 2.1, the main difference is due to the
fact that the regularity factor P(ξ)l inside the function Kl(x) is always smooth for any P(ξ),
and the factor P(ξ)l+ 12 of Gl is possibly singular at 0 for some positive elliptic polynomial P(ξ)
(e.g. P(ξ) = |ξ |6 corresponding to the cube-Laplace operator (−)3).
(ii) As a special case, if P(ξ) = |ξ |2 (i.e. the symbol of the Laplacian −), then it follows
by scaling and Lemma 2.1 that the kernels Kj(t, x) of the family of operators (
√−)je−t
√−
(j = 0,1,2, . . .) have the following pointwise estimates: for t > 0
∣∣Kj(t, x)∣∣ {Cj t−n−j (1 + t−1|x|)−n−j−1, j is even,
Cj t
−n−j (1 + t−1|x|)−n−j , j is odd.
Obviously, the decay estimates of the Kj(t, x) for the even integers j are better than the odd
cases (see Remark 2.2(i) above for the reasons). Indeed, such the different estimates also can be
verified by directly checking the following exact formula of Poisson kernel (see e.g. [59, p. 24])
K0(t, x) = Γ
(
n+ 1
2
)
π−(n+1)/2 t
(t2 + |x|2)(n+1)/2
and its derivatives Kj(t, x) = ( djdtj K0)(t, x) for j = 1,2, . . . .
(iii) Let φ(D)νe−φ(D)μ be a pseudo-differential operator associated with symbol φ(ξ)νe−φ(ξ)μ,
where D is defined by (1.3), μ> 0, ν > −n and φ(ξ) is a positive smooth homogeneous function
of degree one on Rn \ {0}. By using the same method of proving Lemma 2.1, we also have the
following pointwise estimates for their kernels:∣∣F−1(e−φ(·)μ)(x)∣∣ C(1 + |x|)−n−μ,
and for 0 
= ν > −n, ∣∣F−1(φ(·)νe−φ(·)μ)(x)∣∣ C(1 + |x|)−n−ν .
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such pointwise estimate of the kernel of e−(−)μ with μ> 0.
We now give some definitions. The non-tangential maximal function N
√P
, the area integral
S
√P and the vertical square function g
√P associated with the family of operators {e−tm
√P }t0
are defined by
N
√Pf (x) = sup
(y,t)∈Γ (x)
∣∣e−tm√Pf (y)∣∣,
g
√Pf (x) =
( ∞∫
0
∣∣tm√Pe−tm√Pf (x)∣∣2 dt
t
) 1
2
,
and
S
√Pf (x) =
(∫ ∫
Γ (x)
∣∣tm√Pe−tm√Pf (y)∣∣2 dy dt
tn+1
) 1
2
,
respectively. Then the following conclusions hold:
Theorem 2.2. For m 3, we have
(i) H 1(Rn) = {f ∈ L1(Rn): N
√Pf ∈ L1(Rn)} and ‖f ‖H 1(Rn) ≈ ‖N
√Pf ‖L1(Rn).
(ii) H 1(Rn) = {f ∈ L1(Rn): S
√Pf ∈ L1(Rn)} and ‖f ‖H 1(Rn) ≈ ‖S
√Pf ‖L1(Rn).
(iii) H 1(Rn) = {f ∈ L1(Rn): g
√Pf ∈ L1(Rn)} and ‖f ‖H 1(Rn) ≈ ‖g
√Pf ‖L1(Rn).
Proof. We first prove (ii) and (iii). Denote
(
tm
√
Pe−tm
√Pf
)
(x) = (Ψt ∗ f )(x),
where Ψ (x) = F−1(√P(·)e−
√
P(·))(x). Applying (2.3) (with  = α = 0 and  = 0, α = 1,
respectively), we have that |Ψ (x)|  C(1 + |x|)−(n+m) and |∇Ψ (x)|  C(1 + |x|)−(n+m+1),
respectively. Moreover, it is easy to check that
∫
Rn
Ψ (x) dx = 0 and Ψ is nondegenerate. Then
by using the theorem in [46, p. 80], we get (ii) and (iii).
Now let us turn to (i). Observe that
(
e−tm
√Pf
)
(x) = (Φt ∗ f )(x) (2.6)
with Φ(x) = F−1(e−
√
P(·))(x). Then
∫
Rn
Φ(x)dx = 1 and |Φ(x)|  C(1 + |x|)−(n+m) and
|∇Φ(x)| C(1 + |x|)−(n+m+1) by (2.2). By [59, p. 130] it holds that
∥∥N√Pf ∥∥ 1 n  C‖f ‖H 1(Rn)L (R )
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[1,∞) satisfying |ϕ(s)| CNs−N for all N > 0 and
∞∫
1
skϕ(s) ds =
{
1, k = 0;
0, k = 1,2, . . . .
We now set
σ(x) =
∞∫
1
ϕ(s)Φs(x) ds,
where Φ(x) =F−1(e−
√
P(·))(x) as before. Then the Fourier transform of σ is
σˆ (ξ) =
∞∫
1
ϕ(s)e−
√
P(sξ) ds.
It is easy to verify that σˆ is in the Schwartz class (see [34] or [50, p. 8]). Thus, for f ∈ H 1(Rn),
we have
‖f ‖H 1(Rn) =
∥∥∥ sup
t>0
|σt ∗ f |
∥∥∥
L1(Rn)
=
∥∥∥∥∥ supt>0
∣∣∣∣∣
∞∫
1
ϕ(s)Φts ∗ f (x)ds
∣∣∣∣∣
∥∥∥∥∥
L1(Rn)

∥∥∥∥∥
∞∫
1
∣∣ϕ(s)∣∣ sup
t>0
∣∣Φts ∗ f (x)∣∣ds
∥∥∥∥∥
L1(Rn)
 C
∥∥N√Pf ∥∥
L1(Rn).
We hence finish the proof of conclusion (i) of Theorem 2.2. 
Remark 2.3. Similar to (2.1), we have
BMO√P
(
Rn
)= (H 1√P(Rn))∗ = (H 1(Rn))∗ = BMO(Rn), (2.7)
where
H 1√P
(
Rn
) := {f ∈ L1(Rn): S√Pf ∈ L1(Rn)}.
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It is well known that the classical Hardy space H 1(Rn) can be characterized by the classical
Riesz transforms ∇(−)−1/2 (see (1.2)). In this subsection, we will see that H 1(Rn) can be
characterized by the Riesz transforms ∇mP−1/2 if and only if m is an odd integer. We define the
Hardy space H 1∇mP−1/2(R
n) as follows:
H 1∇mP−1/2
(
Rn
)= {f ∈ L1(Rn): ∇mP−1/2f ∈ L1(Rn)},
where ∇mf = (∂αf )|α|=m is a vector in Cd with d = Cn−1m+n−1. Then we have the following
result:
Theorem 2.3. For m  1, H 1∇mP−1/2(R
n) = H 1(Rn) if and only if m is an odd integer. In this
case, we have ∥∥∇mP−1/2f ∥∥
L1(Rn) ≈ ‖f ‖H 1(Rn).
Proof. Write ∇mP−1/2f = (∂αP−1/2f )|α|=m and denote
((
∂αP−1/2f )∧(ξ))|α|=m = ((−i)m ξα11 · · · ξαnnP (ξ)1/2 fˆ (ξ)
)
|α|=m
. (2.8)
Obviously, for any multi-index α with |α| = m, then
θα(ξ) := (−i)m ξ
α1
1 · · · ξαnn
P (ξ)1/2
is a bounded function of homogeneous of degree zero and C∞ away from origin on Rn. Denote
(
(−i)m ξ
α1
1 · · · ξαnn
P (ξ)1/2
)
|α|=m
= (θ˜1, θ˜2, . . . , θ˜d ),
where d = Cn−1m+n−1. Then, it is obvious that for any ξ 
= 0
rank
(
1, θ˜1(ξ), . . . , θ˜d (ξ)
1, θ˜1(−ξ), . . . , θ˜d (−ξ)
)
≡ 2 (2.9)
if and only if m is an odd integer. Let
Tθαf (x) =
(
θα
(
ξ/|ξ |)fˆ (ξ))∨(x) for |α| = m. (2.10)
Thus, by (2.9), a well-known fact (see [62, p. 218] or [59, p. 184]) tells us that the vector of
operators {I, Tθα }|α|=m of the singular integrals defined by (2.10) characterizes H 1(Rn), where
and in the sequel I is the identity operator. In other words, we indeed prove that
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(
Rn
)= H 1(Rn)
if and only if m is an odd integer. 
Remark 2.4. Note that (∇mP−1/2)∗ = (−1)m∇mP−1/2, then by Theorem 2.3, we immediately
get the following conclusion:
BMO(∇mP−1/2)∗
(
Rn
)= BMO(Rn)
if and only if m is an odd integer, where BMO(∇mP−1/2)∗(Rn) denotes the dual space of
H 1∇mP−1/2(R
n).
Remark 2.5. If m is an even integer, then H 1(Rn)H 1∇mP−1/2(R
n) by the classical Calderón–
Zygmund singular integral theory.
3. Lp–Lq estimates
In this section, we will give some Lp–Lq off-diagonal estimates related to semigroup {e−tL}
(i.e. Theorem 3.2 below) and the Lp boundedness of the square functions gL,kh and SL,kh associ-
ated with the operator L, which play an important role in the proofs of the main results of this
paper.
3.1. Off-diagonal estimates for general families of operators
Definition 3.1 (Lp–Lq off-diagonal estimate for a family of operators). Let {St }t>0 be a family
of operators. We say that {St }t>0 satisfy the Lp–Lq off-diagonal estimate for some p,q ∈ [1,∞)
with p  q if there exist constants C,c,β > 0 such that for all closed sets E,F ⊂Rn, t > 0 and
f ∈ L2(Rn)∩Lp(Rn) supported in E, the following estimate holds:
‖Stf ‖Lq(F )  Ct
1
2m (
n
q
− n
p
)
e
−( d(E,F )
ct1/2m
)β‖f ‖Lp(E), (3.1)
where and in the sequel, d(E,F ) denotes the semi-distance induced on sets by the Euclidean
distance. In particular, if (3.1) holds for p = q , then we say {St }t>0 satisfy the Lp off-diagonal
estimate.
Definition 3.2 (Lp–Lq estimate for a family of operators). Let {St }t>0 be a family of operators.
We say that {St }t>0 satisfy an Lp–Lq estimate for some p,q ∈ [1,∞) with p  q if
‖Stf ‖Lq  Ct
1
2m (
n
q
− n
p
)‖f ‖Lp ,
where C > 0, independent of t and f ∈ L2(Rn) ∩ Lp(Rn). Obviously, if {St }t>0 satisfy an
Lp–Lp estimate, then {St }t>0 are bounded on Lp uniformly in t . In this case, we say St is
bounded on Lp .
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with different βS and βT in (3.1), respectively, then there exist c,C > 0 such that
‖SsTtf ‖L2(F )  C max
(
e
−( d(E,F )
ct1/2m
)βT
, e
−( d(E,F )
cs1/2m
)βS )‖f ‖L2(E) (3.2)
for any closed sets E,F in Rn, s, t > 0 and f ∈ L2(Rn) supported in E. In particular, if βS =
βT = β we have
‖SsTtf ‖L2(F )  Ce
−( d(E,F )
cmax(t1/2m,s1/2m)
)β‖f ‖L2(E). (3.3)
Proof. This lemma is essentially due to [41]. For arbitrary closed sets E,F , let δ = d(E,F ) and
G = {x ∈Rn; d(x,E) < δ3 }. Then by assumptions, for s, t > 0 and all f ∈ L2(Rn) supported in
E we have
‖SsTtf ‖L2(F ) 
∥∥Ss(χGTtf )∥∥L2(F ) + ∥∥Ss(χGcTtf )∥∥L2(F )
 Ce−(
d(G,F)
cs1/2m
)βS ‖Ttf ‖L2(G) +C‖Ttf ‖L2(Gc)
 Ce−(
d(G,F)
cs1/2m
)βS ‖f ‖L2(E) +Ce−(
d(G,F)
ct1/2m
)βT ‖f ‖L2(E)
 C max
(
e
−( d(E,F )
ct1/2m
)βT
, e
−( d(E,F )
cs1/2m
)βS )‖f ‖L2(E).
We hence get (3.2). 
Lemma 3.2. If {Tt }t>0 satisfy Lp–Lq estimates (resp. off-diagonal estimates for β) and {St }t>0
satisfy Lq–Lr estimates (resp. off-diagonal estimates for β), then {StTt }t>0 satisfy Lp–Lr esti-
mates (resp. off-diagonal estimates for β).
Proof. The proof of Lemma 3.2 is quite similar with the proof of Lemma 3.1, we omit the details
here. 
3.2. Some Lp–Lq off-diagonal estimates related to the semigroup e−tL
In this subsection, we consider the Lp–Lq off-diagonal estimates of semigroup {e−tL}t0
generated by the following homogeneous higher order elliptic operator of order 2m 4 in diver-
gence form:
Lf := (−1)m
∑
|α|=|β|=m
∂α
(
aα,β∂
βf
)
,
where all complex coefficients aα,β ∈ L∞(Rn,C) and L is defined by the following sesquilinear
form:
Q(f, g) :=
∑
|α|=|β|=m
∫
n
aα,β(x)∂
βf (x)∂αg(x) dxR
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Wm,2(Rn), where D(L) denotes the domain of L, the C0 semigroup {e−tL}t0 generated by
L on L2(Rn) can be extended into an analytic semigroup {e−zL}z∈∑ π
2 −ω
for some ω ∈ [0, π2 )
and enjoys a bounded holomorphic functional calculus on L2(Rn). Here the set ∑μ := {z ∈ C;|arg z| <μ} for some μ> 0.
For t > 0, it follows from Schwartz kernel theorem that the operator e−tL has a distributional
kernel Kt(x, y) ∈D′(Rn ×Rn). As we know, it is very interesting to obtain further the pointwise
estimates of Kt(x, y) which are useful to study Lp-extension of semigroup e−tL, Lp-spectra
theory of L and other related problems. Indeed, when n 2m, it was well known that the operator
e−tL has a kernel Kt(x, y) satisfying the following pointwise estimate (see Davies [20], Barbatis
and Davies [12] and Auscher et al. [8])
∣∣Kt(x, y)∣∣ Ct− n2m exp(−c |x − y|
t1/2m
) 2m
2m−1
, (3.4)
which permits that the semigroup e−tL defined on L2 can be extended into a strongly continuous
semigroup on Lp(Rn) for all 1  p < ∞ and also bounded on L∞(Rn). However, when n >
2m 4, the semigroup e−tL on L2 may be only extended to Lp for p belonging to finite interval
around 2 unless all coefficients of L have some proper regularity, or uniform continuity (see
e.g. Davies [22] and Auscher and Qafsaoui [9]). This certainly disproves the existence of such
estimates as (3.4) as n > 2m 4 under assumption of bounded measurability. Finally, note that
if the semigroup e−tL for t  0 is a strongly continuous on Lp(Rn), then it is also analytic for
z ∈∑ π
2 −ωp on L
p where ωp ∈ [0, π2 ) depending on specific p (see [2, Proposition 3.15]).
We first give some important properties on the Lp–L2 boundedness for the semigroup e−tL,
which is the version of Proposition 4.2 in [2] for the higher order operator L.
Theorem 3.1. Let p ∈ [1,2) and L is defined by (1.4)–(1.6) with 2m< n.
(i) If e−tL is bounded on Lp , then it satisfies the Lp–L2 estimates.
(ii) If e−tL satisfies the Lp–L2 estimate, then for all p < q < 2 it satisfies Lq–L2 off-diagonal
estimates.
(iii) If e−tL satisfies Lp–L2 off-diagonal estimates, then it is bounded on Lp .
Proof. Notice that the proofs of the conclusions (ii) and (iii) are essentially similar to one in [2],
we hence give only the proof of (i) here.
To this end, we recall the Gagliardo–Nirenberg inequality (see e.g. Maz’ya [51, Sec-
tion 2.3.12])
‖f ‖L2(Rn)  C
∥∥∇mf ∥∥α
L2(Rn)‖f ‖1−αLp(Rn), (3.5)
where n > 2m, 1  p < 2 and α = δp/(1 + δp) with δp = nm( 1p − 12 ). Thus for t > 0 and f ∈
L2 ∩Lp , by (3.5) we have∥∥e−tLf ∥∥2
L2(Rn)  C
∥∥∇me−tLf ∥∥2α
L2(Rn)
∥∥e−tLf ∥∥2β
Lp(Rn)
, (3.6)
where α + β = 1. By the strong Gårding inequality (1.6), we see that
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L2(Rn)  λ
−1	e
( ∑
|α|=|β|=m
∫
Rn
aα,β(x)∂
βe−tLf (x)∂αe−tLf (x) dx
)
= −(2λ)−1 d
dt
∥∥e−tLf ∥∥2
L2(Rn). (3.7)
Now assume that f ∈ L2 ∩ Lp with ‖f ‖Lp = 1 and denote ϕ(t) = ‖e−tLf ‖2L2 , then combining(3.6) and (3.7) with the idea of [2], we get (note that α = δp/(1 + δp))
ϕ(t) Ct
α
α−1 = Ct−δp = Ct− nm ( 1p − 12 ).
We therefore finish the proof of (i). 
Remark 3.1. As shown in [2], Theorem 3.1 may be applied when 2 <p ∞ by duality: replac-
ing Lp–L2 estimates by L2–Lp estimates everywhere.
Now we denote by (pL, p˜L) the interior of the interval of Lp boundedness of the semigroup
{e−tL}, where
pL := inf
{
p  1: sup
t>0
∥∥e−tL∥∥
Lp→Lp < ∞
}
(3.8)
and
p˜L := sup
{
p ∞: sup
t>0
∥∥e−tL∥∥
Lp→Lp < ∞
}
. (3.9)
In [2, §7.2], Auscher pointed out (without proof) that [2n/(n + 2m),2n/(n− 2m)] ⊂ (pL, p˜L).
As a consequence of Theorem 3.1, we give a proof of this fact for the completeness.
Corollary 3.1 (Auscher). Suppose that L is defined by (1.4)–(1.6) with 2m < n, then [2n/(n +
2m),2n/(n− 2m)] ⊂ (pL, p˜L).
Proof. Let f ∈ Wm,q(Rn) and g ∈ Wm,q ′(Rn) with 1/q + 1/q ′ = 1, then
∣∣〈(L+ I)f, g〉∣∣ ∫
Rn
( ∑
|α|=|β|=m
∣∣aαβ(x)∂αf (x)∂βg(x)∣∣+ ∣∣f (x)g(x)∣∣)dx

∑
|α|=|β|=m
‖aαβ‖∞
∫
Rn
∣∣∂αf (x)∂βg(x)∣∣dx + ∫
Rn
∣∣f (x)g(x)∣∣dx
 C‖f ‖Wm,q(Rn)‖g‖Wm,q′ (Rn).
This means that L+ I is bounded from Wm,q to W−m,q for all 1 < q < ∞. On the other hand, by
Remark in [11, p. 11] we know that (L + I) is invertible from Wm,2 to W−m,2. Thus, applying
a result of Sneiberg [58] (see also [11, Lemma 23]), there exists an r0 ∈ [1,2), such that the
operator L+ I is bounded and invertible from Wm,q to W−m,q with q satisfying |1/2 − 1/q| <
|1/2 − 1/r0|.
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2 >p > r∗0 , r∗0  1;
p = 1, r∗0 < 1,
(3.10)
the following Lp–L2 estimate holds:∥∥e−tLf ∥∥
L2 +
∥∥e−tL∗f ∥∥
L2  Ct
− n2m (1/p−1/2)‖f ‖Lp . (3.11)
If accepting (3.11), then by Theorem 3.1 (with Remark 3.1) and noting that r∗0 = nr0n+mr0 < 2nn+2m ,
we conclude immediately that, when n > 2m, the family of operators {e−tL} are Lp bounded for
p ∈ ( 2n
n+2m −ε, ( 2nn+2m −ε)′), where ε is some positive constant depending on n and the ellipticity
constants. Thus we prove that [2n/(n+ 2m),2n/(n− 2m)] ⊂ (pL, p˜L).
Hence, to complete the proof of this corollary, it remains to show (3.11). We first consider the
case of t = 1. Write
e−Lf = e−L(L+ I)k(L+ I)−kf,
where k will be chosen later. If we can show that
(L+ I)−k : L2 ∩Lp → L2 (3.12)
for the p defined in (3.10), then by the analyticity of the semigroup e−tL, we can see that (3.11)
holds for t = 1. To prove (3.12), by the Sobolev embedding theorem we have
Lp0 ↪→ W−m,q0 −→
(L+I)−1
Wm,q0 ↪→ Lq0 ↪→ W−m,q1 −→
(L+I)−1
Wm,q1 ↪→ ·· · ↪→ Lqk−1
where p0 = p and qk−1  np0n−kmp0 . So, if we choose k ∈ N such that qk−1 = 2 
np0
n−kmp0 , then(3.12) holds and (3.11) follows for t = 1.
Now we show that (3.11) still is true for t 
= 1. Let U be the operator Uf (x) = f (t−1/2mx),
denote L˜ = tU−1LU . Then {aαβ(t−1/2mx)} are the coefficients of L˜, this means that (3.11) still
holds for L˜ with t = 1. Then we get that
∥∥e−tLf ∥∥
L2(Rn) =
∥∥Ue−L˜U−1f ∥∥
L2(Rn)  Ct
n
4m
∥∥e−L˜U−1f ∥∥
L2(Rn)
 Ct
n
4m− n2mp ‖f ‖Lp(Rn). 
Now we give some off-diagonal estimates about the semigroup e−tL as follows:
Theorem 3.2. For the semigroup {e−tL}t0, the following statements hold:
(i) The families {tLe−tL}t>0 and {t k2m ∇ke−tL}t>0 (k = 0,1,2, . . . ,m) satisfy L2 off-diagonal
estimates (3.1) with β = 2m2m−1 .
(ii) The family {(I + tL)−1}t>0 satisfies L2 off-diagonal estimates (3.1) with β = 1.
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diagonal estimates (3.1) with β = 2m2m−1 .
(iv) For pL < p  2  q < p˜L, the families {e−tL}t>0 and {tLe−tL}t>0 satisfy Lp–Lq off-
diagonal estimates (3.1) with β = 2m2m−1 .
Proof. The conclusion (i) about the family of operators {t k2m ∇ke−tL}t>0 (k = 0,1,2, . . . ,m)
can be found in [2, p. 66]. On the other hand, since e−tL is an analytic semigroup in a sector
containing the positive real axis on L2, we can conclude that the family of operators {tLe−tL}t>0
satisfy also the L2 off diagonal estimate (see [2, §3.3]).
(ii) For any closed sets E,F ⊂ Rn with d(E,F ) > 0 and f ∈ L2(Rn) with its support set
in E, applying the L2 off-diagonal estimate for {e−tL}t>0 above and combining with the formula
(L+ λ)−1g =
∞∫
0
e−λt e−tLg dt for g ∈ L2(Rn),
we have∥∥(I + tL)−1f ∥∥
L2(F ) =
∥∥t−1(t−1 +L)−1f ∥∥
L2(F )
 t−1
∞∫
0
e−st−1
∥∥e−sLf ∥∥
L2(F ) ds
 C
∞∫
0
e−re−(
d(E,F )
c(rt)1/2m
)
2m
2m−1
dr‖f ‖L2(E)
 C
( t0∫
0
e−re−(
d(E,F )
c(rt)1/2m
)
2m
2m−1
dr +
∞∫
t0
e−re−(
d(E,F )
c(rt)1/2m
)
2m
2m−1
dr
)
‖f ‖L2(E)
 C
(
e−c′t0
∞∫
0
e−r dr + e− 12 t0
∞∫
0
e−
1
2 re
−( d(E,F )
c(rt)1/2m
)
2m
2m−1
dr
)
‖f ‖L2(E)
 Ce−ct0‖f ‖L2(E),
where t0 = t− 12m d(E,F ).
We now prove the conclusion (iii). Let E and F be arbitrary closed sets in Rn and f ∈ L2(Rn)
supported in E. For s  t > 0, we have∥∥(sLe−(t+s)L)f ∥∥
L2(F ) =
s
s + t
∥∥(s + t)Le−(t+s)Lf ∥∥
L2(F )
 Ce−(
d(E,F )
c(s+t)1/2m )
2m
2m−1 s
s + t ‖f ‖L2(E)
 Ce−(
d(E,F )
cs1/2m
)
2m
2m−1 ‖f ‖L2(E)
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∥∥(e−sL − e−(t+s)L)f ∥∥
L2(F ) =
∥∥∥∥∥
t∫
0
∂re
−(r+s)Lf dr
∥∥∥∥∥
L2(F )
 C
t∫
0
∥∥(s + r)Le−(r+s)Lf ∥∥
L2(F )
dr
s + r
 C
t∫
0
e
−( d(E,F )
c(s+r)1/2m )
2m
2m−1 dr
s + r ‖f ‖L2(E)
 Ce−(
d(E,F )
cs1/2m
)
2m
2m−1
t∫
0
dr
s
‖f ‖L2(E)
 C t
s
e
−( d(E,F )
cs1/2m
)
2m
2m−1 ‖f ‖L2(E),
which implies
∥∥∥∥ st (e−sL − e−(t+s)L)f
∥∥∥∥
L2(F )
 Ce−(
d(E,F )
cs1/2m
)
2m
2m−1 ‖f ‖L2(E).
Finally, we show the conclusion (iv). By Theorem 3.1 and Remark 3.1, we see that e−tL
satisfies Lp–L2 estimates for pL < p < 2 and L2–Lp estimates for 2 < p < p˜L. Using the
Riesz–Thorin interpolation and the L2 off-diagonal estimate of e−tL, we get that the family
of operators {e−tL}t>0 satisfies Lp–Lq off-diagonal estimates for pL < p  2  q < p˜L with
β = 2m2m−1 in (3.1).
As for the family of the operators {tLe−tL}t>0, we may write tLe−tL = 2( t2Le−
t
2L)e− t2L.
Thus by Lemma 3.2, the family of operators {tLe−tL}t>0 satisfies the Lp–Lq off-diagonal esti-
mates. 
Remark 3.2. (i) When m = 1, L is a second order elliptic operator in divergence form. The
corresponding results of Theorem 3.2 can be found in [1,2,4,41,42] etc.
(ii) The conclusion (iv) in Theorem 3.2 is also valid for all p, q satisfying pL < p < q < p˜L.
In fact, it can be obtained by applying the Riesz–Thorin interpolation theorem between
∥∥e−tLf ∥∥
Lp(Rn)
 C‖f ‖Lp(Rn)
and the conclusion of (iv). However, in this paper, we just need to use the results in these cases
where pL < p  2 q < p˜L.
Q. Deng et al. / Journal of Functional Analysis 263 (2012) 604–674 6253.3. Lp–Lq estimates for vertical square function
We now define the vertical square function gL,kh associated with the semigroup e−tL. For
f ∈ L2(Rn) and k ∈N, gL,kh is defined by
g
L,k
h f (x) :=
( ∞∫
0
∣∣(tL)ke−tLf (x)∣∣2 dt
t
) 1
2
.
When k = 1, we denote gL,1h by gLh . We have the following useful Lp–Lq off-diagonal estimates:
Lemma 3.3. Let pL < p < p˜L and k ∈ N. Then there exists M ∈ N and M > n4m(2m − 1) such
that for all closed sets E,F ⊂Rn with d(E,F ) > 0 the following results hold:
(i) If pL < p  2 and f ∈ Lp(Rn) supported in E, then
∥∥gL,kh (I − e−tL)Mf ∥∥L2(F )  Ct 12m ( n2 − np )( td(E,F )2m
) M
2m−1 ‖f ‖Lp(E), (3.13)
∥∥gL,kh (tLe−tL)Mf ∥∥L2(F )  Ct 12m ( n2 − np )( td(E,F )2m
) M
2m−1 ‖f ‖Lp(E). (3.14)
(ii) If 2 p < p˜L and f ∈ L2(Rn) supported in E, then
∥∥gL,kh (I − e−tL)Mf ∥∥Lp(F )  Ct 12m ( np − n2 )( td(E,F )2m
) M
2m−1 ‖f ‖L2(E), (3.15)
∥∥gL,kh (tLe−tL)Mf ∥∥Lp(F )  Ct 12m ( np − n2 )( td(E,F )2m
) M
2m−1 ‖f ‖L2(E). (3.16)
Proof. The conclusion of Lemma 3.3 for the case m = 1 may be found in the remark in
[42, p. 56]. Since the proof of the conclusion (ii) is similar, so we only give the proof of the
conclusion (i) for m> 1. By the L2 theory of quadratic estimates for operators having a bounded
holomorphic functional calculus on L2, we know that there exist constants c1, c2 > 0 such that
c1‖f ‖L2 
∥∥gL,kh f ∥∥L2  c2‖f ‖L2 . (3.17)
(See [11] or [52], for example.)
We first prove that (3.13) and (3.14) hold for k = 1. Let E and F be closed sets with
d(E,F ) > 0 and f ∈ Lp(Rn) with suppf ⊂ E. Write
∥∥gLh (I − e−tL)Mf ∥∥L2(F ) =
∥∥∥∥∥
( ∞∫ ∣∣sLe−sL(I − e−tL)Mf ∣∣2 ds
s
) 1
2
∥∥∥∥∥
L2(F )0
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( ∞∫
0
∥∥sLe−s(M+1)L(I − e−tL)Mf ∥∥2
L2(F )
ds
s
) 1
2
 C
( t∫
0
∥∥sLe−s(M+1)L(I − e−tL)Mf ∥∥2
L2(F )
ds
s
) 1
2
+C
( ∞∫
t
∥∥sLe−s(M+1)L(I − e−tL)Mf ∥∥2
L2(F )
ds
s
) 1
2
:= I1 + I2.
For I1, using the binomial formula for (I − e−tL)M and (iv) of Theorem 3.2
I1  C
( t∫
0
∥∥sLe−s(M+1)Lf ∥∥2
L2(F )
ds
s
) 1
2
+C sup
1kM
( t∫
0
∥∥sLe−s(M+1)Le−ktLf ∥∥2
L2(F )
ds
s
) 1
2
 C
( t∫
0
s
n
m
( 12 − 1p )e−(
d(E,F )
cs1/2m
)
2m
2m−1 ds
s
) 1
2
‖f ‖Lp(E)
+C sup
1kM
( t∫
0
∥∥∥∥e−s(M+1)L(k2 tLe− k2 tL
)
e−
k
2 tLf
∥∥∥∥2
L2(F )
s ds
t2
) 1
2
. (3.18)
For the second term of (3.18), by Lemma 3.1 we have
∥∥∥∥e−s(M+1)L(k2 tLe− k2 tL
)
f
∥∥∥∥
L2(F )
 Ce−(
d(E,F )
ct1/2m
)
2m
2m−1 ‖f ‖L2(E).
Hence it follows that from (iv) of Theorem 3.2 and Lemma 3.2 that e−s(M+1)L( k2 tLe−
k
2 tL)e− k2 tL
satisfies the Lp–L2 off-diagonal estimates, and the second term of (3.18) is bounded by
t
1
2m (
n
2 − np )
(
t
d(E,F )2m
) M
2m−1
( t∫
0
s ds
t2
) 1
2
‖f ‖Lp(E)
 Ct
1
2m (
n
2 − np )
(
t
2m
) M
2m−1 ‖f ‖Lp(E).d(E,F )
Q. Deng et al. / Journal of Functional Analysis 263 (2012) 604–674 627Thus
I1  Ct
1
2m (
n
2 − np )
(
t
d(E,F )2m
) M
2m−1 ‖f ‖Lp(E). (3.19)
For I2, use (iii) of Theorem 3.2 for the operator e−sL − e−(t+s)L and Lemma 3.2, we get
I2  C
( ∞∫
t
∥∥sLe−sL(e−sL − e−(t+s)L)Mf ∥∥2
L2(F )
ds
s
) 1
2
 C
( ∞∫
t
(
t
s
)2M∥∥∥∥sLe−sL( st (e−sL − e−(t+s)L)
)M
f
∥∥∥∥2
L2(F )
ds
s
) 1
2
 C
( ∞∫
t
(
t
s
)2M
s
n
m
( 12 − 1p )e−(
d(E,F )
cs1/2m
)
2m
2m−1 ds
s
) 1
2
‖f ‖Lp(E)
 CtM
( ∞∫
t
(
s
d(E,F )2m
)2M/(2m−1)
s
−2M+ n
m
( 12 − 1p ) ds
s
)1/2
‖f ‖Lp(E)
 Ct
n
2m (
1
2 − 1p )
(
t
d(E,F )2m
) M
2m−1 ‖f ‖Lp(E). (3.20)
Thus, (3.13) holds for k = 1. The proof for (3.14) is essentially similar. More precisely, we only
need to estimate the integrals I1 and I2 with (I − e−tL)M replaced by (tLe−tL)M . Here we omit
these repeated arguments. Hence the conclusion (i) holds for the case k = 1.
Below we consider the case where k > 1. Let s := rk(M + 1), then we have
∥∥gL,kh (I − e−tL)Mf ∥∥L2(F ) =
∥∥∥∥∥
( ∞∫
0
∣∣(sL)ke−sL(I − e−tL)Mf ∣∣2 ds
s
) 1
2
∥∥∥∥∥
L2(F )
 CM,k
( ∞∫
0
∥∥(rL)ke−kr(M+1)L(I − e−tL)Mf ∥∥2
L2(F )
dr
r
) 1
2
 CM,k(J1 + J2),
where
J1 :=
( t∫ ∥∥(rLe−rL · e−rML)k−1(rLe−r(M+1)L(I − e−tL)Mf )∥∥2
L2(F )
dr
r
) 1
2
,0
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J2 :=
( ∞∫
t
∥∥(rLe−rL · e−rML)k−1(rLe−r(M+1)L(I − e−tL)Mf )∥∥2
L2(F )
dr
r
) 1
2
.
Using the conclusion (i) of Theorem 3.2 for the operators rLe−rL and e−rML on L2(F ), it is
easy to see that Jj  CM,kIj for j = 1,2. Hence, (3.13) holds for the case k > 1. Similarly, we
can show that (3.14) holds also for k > 1. We therefore finish the proof of Lemma 3.3. 
3.4. Two general theorems for Lp theory of Calderón–Zygmund type operators
For a ball B ⊂ Rn and λ > 0, we denote by λB the ball with same center and radius λ times
that of B . We set
S1(B) = 4B, Sj (B) = 2j+1B \ 2jB for j  2.
Denote by M the Hardy–Littlewood maximal operator
M(f )(x) = sup
x∈B
1
|B|
∫
B
∣∣f (y)∣∣dy
where B ranges over all open balls (or cubes) containing x. The following two theorems are very
useful in dealing with the Lp boundedness of operators.
Theorem A (Blunck–Kunstmann). Let p0 ∈ [1,2). Suppose that T is a sublinear operator of
strong type (2,2) and {Ar}r>0 is a family of linear operators acting on L2(Rn). If for j  2
(
1
|2j+1B|
∫
Sj (B)
∣∣T (I −Ar(B))f (x)∣∣2 dx) 12  g(j)( 1|B|
∫
B
∣∣f (x)∣∣p0 dx) 1p0 , (3.21)
and for j  1
(
1
|2j+1B|
∫
Sj (B)
∣∣Ar(B)f (x)∣∣2 dx) 12  g(j)( 1|B|
∫
B
∣∣f (x)∣∣p0 dx) 1p0 , (3.22)
for all ball B with r(B) the radius of B and all f supported in B . If ∑j g(j)2jn < ∞, then T
is of weak type (p0,p0), with the bound depending only on the strong type (2,2) bound of T , p0
and the sum
∑
j g(j)2jn. Hence, by interpolation T also is bounded on Lp(Rn) for p0 <p < 2.
Theorem B (Auscher–Coulhon–Duong–Hofmann). Let p0 ∈ [2,∞). Suppose that T is a sublin-
ear operator acting on L2(Rn) and {Ar}r>0 is a family of linear operators acting on L2(Rn).
Also assume that
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1
|B|
∫
B
∣∣T (I −Ar(B))f (x)∣∣2 dx) 12  C(M(|f |2)) 12 (y) (3.23)
and
(
1
|B|
∫
B
∣∣TAr(B)f (x)∣∣p0 dx) 1p0  C(M(|Tf |2)) 12 (y) (3.24)
for all f ∈ L2, all ball B and all y ∈ B where r(B) is the radius of B . If 2 <p < p0 and Tf ∈ Lp
as f ∈ Lp , then T is of strong type (p,p). That is, for all f ∈ L2(Rn)∩Lp(Rn),
‖Tf ‖Lp(Rn)  c‖f ‖Lp(Rn),
where c depends only on n, p, and p0 and C.
Theorems A and B are essentially due to [13, Theorem 1.1, p. 920] and [3, Theorem 2.1,
p. 923], respectively. See [2] for the proofs and nice comments on Theorems A and B.
3.5. Lp boundedness of the square functions gL,kh and SL,kh
In this subsection, we will give the Lp boundedness of the vertical square function gL,kh and
area integral SL,kh . We first consider gL,kh .
Theorem 3.3. Let pL < p < p˜L, where pL and p˜L are defined in (3.8) and (3.9), respectively.
Then the vertical square function gL,kh is bounded on Lp(Rn) for k ∈N.
Proof. By (3.17) we know that gL,kh is an operator of type (2,2).
(i) Case where pL < p < 2. Let B be a ball and r = r(B) its radius. Choose Ar = I − (I −
e−r2mL)M for M ∈ N and M > n4m(2m − 1). Thus, by Theorem A, we only need to show that
(3.21) and (3.22) hold for gL,kh and p0, where p0 satisfies pL < p0 <p < 2.
We first verify (3.22). Let j  1 and f supported in B . Notice that Ar =∑M=1 CM,e−r2mL.
For  = 1,2, . . . ,M ,
(
1
|2j+1B|
∫
Sj (B)
∣∣e−r2mLf (x)∣∣2 dx) 12
 C2−
jn
2 |B|− 12 ∥∥e−r2mLf ∥∥
L2(Sj (B))
 C2−
jn
2 |B|− 12 r−n( 1p0 − 12 )e−(
d(B,Sj (B))
2m
r2m
)
1
2m−1 ‖f ‖Lp0 (B)
 C2−
jn
2 e−c2
2jm
2m−1
(
1
|B|
∫ ∣∣f (x)∣∣p0 dx) 1p0 , (3.25)
B
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(
1
|2j+1B|
∫
Sj (B)
∣∣Ar(B)f (x)∣∣2 dx) 12  g(j)( 1|B|
∫
B
∣∣f (x)∣∣p0 dx) 1p0 ,
with
∑
j g(j)2jn < ∞. Next we establish (3.21).
(
1
|2j+1B|
∫
Sj (B)
∣∣gL,kh (I −Ar(B))f (x)∣∣2 dx) 12
 C2−
jn
2 |B|− 12 ∥∥gL,kh (I − e−r2mL)Mf ∥∥L2(Sj (B))
 C2−
jn
2 |B|− 12 r−n( 1p0 − 12 )
(
r2m
d(B,Sj (B))2m
) M
2m−1 ‖f ‖Lp0 (B)
 C2−j (
n
2 + 2mM2m−1 )
(
1
|B|
∫
B
∣∣f (x)∣∣p0 dx) 1p0 ,
where we use (3.13). Then when M ∈N, M > n4m(2m−1), we have
∑
j g(j)2jn < ∞ by taking
g(j) = C2−j ( n2 + 2mM2m−1 ). Hence, gL,kh is bounded on Lp(Rn) by Theorem A.
(ii) Case where 2 < p < p˜L. As before, let Ar = I − (I − e−r2mL)M , where r = r(B) is the
radius of the ball B . Below we show (3.23) and (3.24) hold for gL,kh and p0, where p0 is taken
to satisfy 2 <p < p0 < p˜L. Here we denote S˜j (B) by
S˜j (B) = 2j+1B \ 2jB for j  0, S˜−1(B) = B.
For j  2, the definition of S˜j (B) given here coincides with Sj (B) in Section 3.4. We check
(3.24) firstly. Notice that Ar =∑M=1 CM,e−r2mL and for  = 1,2, . . . ,M and any y ∈ B , by
Minkowski’s inequality, we have
(
1
|B|
∫
B
∣∣gL,kh e−r2mLf (x)∣∣p0 dx) 2p0
=
(
1
|B|
∫
B
∣∣∣∣∣
∞∫
0
∣∣(t2mL)ke−t2mLe−r2mLf (x)∣∣2 dt
t
∣∣∣∣∣
p0
2
dx
) 2
p0
 |B|− 2p0
∞∫ ∥∥e−r2mL((t2mL)ke−t2mLf )∥∥2
Lp0 (B)
dt
t
.0
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|B|− 1p0 ∥∥e−r2mL((t2mL)ke−t2mLf )∥∥
Lp0 (B)

∑
j−1
(
1
|B|
∫
B
∣∣e−r2mL(χ
S˜j (B)
(
t2mL
)k
e−t2mLf
)
(x)
∣∣p0 dx) 1p0

∑
j−1
2
n(j+1)
2 e−c2
2mj
2m−1
(
1
|2j+1B|
∫
S˜j (B)
∣∣(t2mL)ke−t2mLf (x)∣∣2 dx) 12 ,
where we use Theorem 3.2 in the second inequality. Hence, we obtain
(
1
|B|
∫
B
∣∣gL,kh e−r2mLf (x)∣∣p0 dx) 2p0
 C
∑
j−1
2
n(j+1)
2 e−c2
2mj
2m−1 1
|2j+1B|
∞∫
0
∫
S˜j (B)
∣∣(t2mL)ke−t2mLf (x)∣∣2 dx dt
t
 C
∑
j−1
2
n(j+1)
2 e−c2
2mj
2m−1 1
|2j+1B|
∥∥gL,kh f ∥∥2L2(2j+1B)
 CM(∣∣gL,kh f ∣∣2)(y),
which implies the inequality (3.24). As for (3.23), let f ∈ L2(Rn) and y ∈ B . One has
(
1
|B|
∫
B
∣∣gL,kh (I −Ar(B))f (x)∣∣2 dx) 12
= |B|− 12 ∥∥gL,kh (I − e−r2mL)Mf ∥∥L2(B)

∑
j1
|B|− 12 ∥∥gL,kh (I − e−r2mL)M(χSj (B)f )∥∥L2(B)
 C
∑
j1
|B|− 12 2−j 2mM2m−1 ‖f ‖L2(Sj (B))
 C
∑
j1
2−j (
2mM
2m−1 − n2 )(M(|f |2)) 12 (y),
where we use (3.13) with p = 2 in the third inequality above. Since M > n4m(2m− 1), we get(
1
|B|
∫ ∣∣gL,kh (I −Ar(B))f (x)∣∣2 dx) 12  C(M(|f |2)) 12 (y). (3.26)
B
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rem 3.3. 
Before stating the definition and the Lp boundedness of the area integrals SL,kh , let us recall
some definitions and results related to tent spaces, which were given by Coifman, Meyer and
Stein in [15].
For α > 0 and x ∈Rn, let Γ α be the cone of aperture α and vertex at x, i.e. for
Γ α(x) := {(y, t) ∈Rn × (0,∞): |x − y| < αt}.
For any closed set F in Rn, denote by Rα(F ) :=⋃x∈F Γ α(x). We also often write Γ (x) (resp.
R(F )) in place of Γ 1(x) (resp. R1(F )) for simplicity.
Let F be a closed set whose complement O has finite measure and 0 < γ < 1. We say that
a point x ∈ Rn has a global γ -density with respect to F , if |F ∩ B(x)|  γ for any balls B(x)
centered at x. Denote by F all the points of having global γ -density with respect to F . Then
F is closed, and F ⊂ F . Let O = (F)c , then O ⊂ O, but |O|  cγ |O|. (See [15,
p. 310] for the above facts.) The following lemma can be found in [15]. (See [15, Lemmas 1
and 2].)
Lemma 3.4 (Coifman–Meyer–Stein). Suppose that α > 0 is given. Then there exists a 0 < γ < 1
so that whenever F is a closed set whose complement has finite measure, and Φ is nonnegative,
we have ∫
Rα(F)
Φ(y, t)tn dy dt  cα,γ
∫
F
{ ∫
Γ (x)
Φ(y, t) dy dt
}
dx, (3.27)
where F denotes the set of point of having global γ -density with respect to F .
Conversely, for every closed set F in Rn and every nonnegative function Φ ,
∫
F
{ ∫
Γ α(x)
Φ(y, t) dy dt
}
dx  cα
∫
Rα(F )
Φ(y, t)tn dy dt. (3.28)
Now we give the definition of the area integral SL,kh associated to the semigroup e−tL, where
L is the homogeneous elliptic operator of 2m order in divergence form defined by (1.4)–(1.6).
For f ∈ L2(Rn)
SL,kh f (x) :=
(∫ ∫
Γ (x)
∣∣(t2mL)ke−t2mLf (y)∣∣2 dy dt
tn+1
) 1
2
, x ∈Rn, k ∈N. (3.29)
We will denote SL,1h by SLh for simplicity.
Theorem 3.4. Let pL < p < p˜L. Then for k ∈N, the area integral SL,k is bounded on Lp(Rn).h
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First, for k  1 and f ∈ L2(Rn), using (3.28) and the L2 boundedness of gL,kh (see Theorem 3.3),
we have
∥∥SL,kh f ∥∥L2  C(∫ ∫
R
n+1+
∣∣(t2mL)ke−t2mLf (y)∣∣2 dy dt
t
) 1
2
 C
∥∥gL,kh f ∥∥L2  C‖f ‖L2 .
(i) Case where pL < p < 2. To apply Theorem A, we denote Ar = I − (I − e−r2mL)M , where
M > n4m(2m−1) and r = r(B) is the radius of ball B . Then (3.25) shows that, to prove that SL,kh
is bounded on Lp(Rn) it suffices to show that (3.21) holds for SL,kh and p0, where p0 is taken
to satisfy pL < p0 < p < 2. Let S˜j (B) (j −1) be defined as in the proof of Theorem 3.3. For
j  2 and f supported in B , by (3.28) we obtain
∫
Sj (B)
∣∣SL,kh (I −Ar(B))f (x)∣∣2 dx
=
∫
Sj (B)
∫ ∫
Γ (x)
∣∣(t2mL)ke−t2mL(I − e−r2mL)Mf (y)∣∣2 dy dt
tn+1
dx
 C
∫ ∫
R(Sj (B))
∣∣(t2mL)ke−t2mL(I − e−r2mL)Mf (x)∣∣2 dx dt
t
 C
∫
Rn\2j−1B
∞∫
0
∣∣(t2mL)ke−t2mL(I − e−r2mL)Mf (x)∣∣2 dt
t
dx
+C
j−2∑
=−1
∫
S˜(B)
∞∫
(2j−2+1)r
∣∣(t2mL)ke−t2mL(I − er2mL)Mf (x)∣∣2 dt
t
dx
:= I +
j−2∑
=−1
I.
For I , by (3.13) we have
I = C∥∥gL,kh (I − e−r2mL)Mf ∥∥2L2(Rn\2j−1B)
 Cr−2n(
1
p0
− 12 )
(
r2m
d(B,Rn \ 2j−1B)2m
) 2M
2m−1 ‖f ‖2Lp0 (B)
 Cr−2n(
1
p0
− 12 )2−
4mjM
2m−1 ‖f ‖2 p0 . (3.30)L (B)
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I  CM,k
∞∫
c(2j r)2m
∥∥(αL)ke−αk(M+1)L(I − e−r2mL)M(f )∥∥2
L2(S˜(B))
dα
α
 CM,k
∞∫
c(2j r)2m
(
r2m
α
)2M∥∥∥∥( αkr2m (e−αkL − e−(r2m+αk)L)
)M(
αLe−αL
)k
(f )
∥∥∥∥2
L2(S˜(B))
dα
α
.
For   1, apply the L2 off-diagonal estimates for αk
r2m
(e−αkL − e−(r2m+αk)L) (see (iii) in The-
orem 3.2) and Lp0 –L2 off-diagonal estimates for αLe−αL (see (iv) in Theorem 3.2), then by
Lemma 3.2 we get
I  CM,k
∞∫
c(2j r)2m
(
r2m
α
)2M
α
1
m
( n2 − np0 )e−(
d(S˜(B),B)
c(αk)1/2m
)
2m
2m−1 dα
α
‖f ‖2Lp0 (B)
 CM,k
∞∫
c(2j r)2m
(
r2m
α
)2M
α
2× 12m ( n2 − np0 ) dα
α
‖f ‖2Lp0 (B)
 CM,kr−2n(
1
p0
− 12 )2−4mjM‖f ‖2Lp0 (B). (3.31)
When  = −1,0, the same arguments can lead to
I  Cr−2n(
1
p0
− 12 )‖f ‖2Lp0 (B).
Thus
(
1
|2j+1B|
∫
Sj (B)
∣∣SL,kh (I −Ar(B))f (x)∣∣2 dx) 12  g(j)( 1|B|
∫
B
∣∣f (x)∣∣p0 dx) 1p0 ,
where g(j) = C2−j ( n2 + 2mM2m−1 ) and ∑j g(j)2jn < ∞ for M > n4m(2m − 1). We hence prove that
SL,kh is bounded in Lp(Rn) with pL < p  2.
(ii) Case where 2 <p < p˜L. Let us first recall a result in [5]:
Lemma 3.5 (Auscher–Hofmann–Martell). Let f ∈ L2loc(Rn+1+ ). Assume 2 < p < ∞, then there
exists a constant C = C(n,p) > 0 such that
∥∥∥∥(∫ ∫
Γ (x)
∣∣f (y, t)∣∣2 dy dt
tn+1
) 1
2
∥∥∥∥
Lp
 C
∥∥∥∥∥
( ∞∫
0
∣∣f (x, t)∣∣2 dt
t
) 1
2
∥∥∥∥∥
Lp
.
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Lemma 3.5, there exists a constant C > 0 such that for all 2 <p < p˜L∥∥SL,kh f ∥∥Lp  C∥∥gL,kh f ∥∥Lp  C‖f ‖Lp .
We therefore finish the proof of Theorem 3.4. 
Remark 3.3. We would like to point out that the Lp boundedness of SL,kh for 2 < p < p˜L also
can be proved by using the method analogous to the one in the proof of [2, Proposition 6.9] which
is based on the good λ inequality introduced by Auscher in [2, Proposition 1.5].
4. Molecular Hardy spaces H 1L(R
n)
Now we turn to define the molecular Hardy spaces H 1L(Rn) associated with the operator L,
where L is the homogeneous elliptic operator of order 2m in divergence form defined by (1.4)–
(1.6).
For a cube Q in Rn with sides parallel to the axes, here and in the following we denote by
l(Q) the side length of Q, by |Q| the volume of Q, and set
S0(Q) = Q, Qi = 2iQ, and Si(Q) = 2iQ \ 2i−1Q, for i = 1,2, . . . ,
where 2iQ is the cube with the same center as Q and side length 2i l(Q).
In all the following definitions and conclusions, we always assume that pL < p < p˜L, where
pL and p˜L are defined in (3.8) and (3.9), respectively. Moreover, let ε > 0 and M ∈ N with
M > n4m(2m− 1).
4.1. Definitions of molecule and molecular Hardy spaces H 1L(Rn)
Definition 4.1 ((p, ε,M)-molecule). A function u in Lp ∩ L2 is called a (p, ε,M)-molecule if
u ∈R(LM), the range of operator LM , and there exists a cube Q ⊂Rn such that
‖u‖p,ε,M,Q =
∞∑
i=0
2i(n−
n
p
+ε)|Q|1− 1p
M∑
k=0
∥∥(l(Q)−2mL−1)ku∥∥
Lp(Si (Q))
 1. (4.1)
Remark 4.1. In the expression of (4.1), the operator L−1 exists as the unbounded inverse of L
since the operator L is one-to-one. In fact, if Lf = 0 for some f ∈ D(L) which is a dense subset
of Wm,2(Rn) (i.e. the domain of the form Q defined in Section 1), then it follows from Gårding
inequality (1.6) that ‖∇mf ‖ = 0, which gives f = 0 by using the following Gagliardo–Nirenberg
type inequality (see e.g. [51, Section 2.3.12])
‖f ‖Lq(Rn)  C
∥∥∇mf ∥∥θ
L2(Rn)‖f ‖1−θL2(Rn),
where θ = n2m(1 − 2q ) and 2  q  2n/(n − 2m) if n > 2m (resp. 2  q < ∞ if n = 2m and
2 q ∞ if n < 2m).
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molecule adapted to Q, then u is also a classical (p,1,0, ε)-molecule with center at x0, the center
of Q. Hence, we can easily show that the spaces H 1L(R
n) can be embedded into the classical
Hardy space H 1(Rn), but the embedding is not necessary one-to-one. One can see [43] for more
details.
Definition 4.2 (Molecular Hardy space H 1L(Rn)). Given a sequence {uj } of (p, ε,M)-molecules,
we say that f = ∑j λjuj is a (p, ε,M)-representation of f if {λj }∞j=1 ∈ l1, where sum con-
verges in the sense of Lp . Denote
H 1L,p,ε,M
(
Rn
)= {f : f has a (p, ε,M)-representation}. (4.2)
Then the molecular Hardy space H 1L(Rn) is defined as the completion of H
1
L,p,ε,M(R
n) with
respect to the norm
‖f ‖H 1L,p,ε,M = inf
{ ∞∑
j=0
|λj |: f =
∞∑
j=0
λjuj is a (p, ε,M)-representation
}
. (4.3)
In forthcoming subsections, we will use some idea from [42] to show that the molecular Hardy
space H 1L(R
n) can be characterized by the area integrals. We hence need to introduce another
space H˜ 1L(R
n) for some technical reasons. Let us start with the δ-representation of a molecule.
4.2. The spaces H 1L,δ,p,ε,M and H˜ 1L
Definition 4.3 (δ-(p, ε,M) representation). For δ > 0, we say that f = ∑∞j=0 λjuj is a δ-
(p, ε,M) representation of f if {λj }∞j=0 ∈ l1 and each uj is a (p, ε,M)-molecule adapted to
a cube Qj with its side length at least δ.
Set
H 1L,δ,p,ε,M
(
Rn
)= {f ∈ L1: f has a δ-(p, ε,M) representation}
and
Hˆ 1L
(
Rn
)= ⋃
δ>0
H 1L,δ,p,ε,M
(
Rn
)
.
Define by H˜ 1L(Rn) the completion of Hˆ
1
L(R
n) with respect to the following norm:
‖f ‖
Hˆ 1L(R
n)
= inf
{ ∞∑
j=0
|λj |: f =
∞∑
j=0
λjuj is a δ-(p, ε,M) representation for some δ
}
. (4.4)
Lemma 4.1. With the definitions above, the space H˜ 1L(Rn) = H 1L(Rn) and the norms are equiv-
alent.
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pleteness of H 1L, we have trivially that H˜
1
L(R
n) ⊆ H 1L(Rn). The converse including H 1L(Rn) ⊆
H˜ 1L(R
n) can be proved by the same idea from [42, p. 49]. 
5. Characterization of H 1L by area integral SL,kh
In this section, we will characterize H 1L by area integral SL,kh . We first introduce the Hardy
spaces H 1SL,kh
(Rn) associated with SL,kh for k ∈N as follows.
Definition 5.1 (Hardy spaces H 1SL,kh ). Letting k ∈N, the space H
1
SL,kh
is defined as the completion
of the space {f ∈ L2(Rn): SL,kh f ∈ L1(Rn)} with respect to the norm ‖f ‖H 1
SL,k
h
:= ‖SL,kh f ‖L1 .
Theorem 5.1.
(a) For given p ∈ (pL, p˜L), let f = ∑∞j=0 λjuj be a (p, ε,M)-representation of f . Then∑∞
j=0 λjuj converges in H 1SL,kh
(Rn) for all k ∈ N and ‖∑∞j=0 λjuj‖H 1
SL,k
h
 C
∑∞
j=0 |λj |.
In particular, we have
‖f ‖H 1
SL,k
h
(Rn)  C‖f ‖H 1L(Rn). (5.1)
(b) Let k ∈ N, if f ∈ L2(Rn) ∩ H 1SL,kh (R
n), then there exists a sequence of fN ⊂ Hˆ 1L(Rn)
such that {fN } converges to f in H˜ 1L(Rn). Furthermore, there exist a family of (p, ε,M)-
molecules {uj }∞j=0 and a sequence {λj }∞j=0 such that f =
∑∞
j=0 λjuj , with
‖f ‖
H˜ 1L(R
n)
 C
∞∑
j=0
|λj | C‖f ‖H 1
SL,k
h
(Rn). (5.2)
Remark 5.1. Note that when m = 1 and k = 1, Theorem 5.1 returns to Hofmann and Mayboro-
da’s result in [42]. On the other hand, if 2m n, then the kernel of the semigroup e−tL satisfies
Gaussian pointwise estimate (3.4). Thus it follows that from Theorem 5.1 our molecular Hardy
space H 1L(R
n) is the same one as defined in [28] and [29] by Duong and Yan.
We give below a lemma which will be used in the proof of Theorem 5.1.
Lemma 5.1. Suppose that T is a sublinear operator bounded on Lp(Rn) for some pL < p < p˜L.
If there exists C > 0 such that for every (p, ε,M)-molecule u
‖T u‖L1(Rn)  C, (5.3)
then T can be extended to a bounded operator from H 1L(Rn) to L1(Rn) and
‖Tf ‖L1(Rn)  C‖f ‖ 1 n .HL(R )
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work with the space H 1L,p,ε,M(R
n). Let f ∈ H 1L,p,ε,M(Rn) with a (p, ε,M)-representation:
f =∑∞j=0 λjuj such that
‖f ‖H 1L ≈
∞∑
j=0
|λj |.
Denote fk = ∑kj=0 λjuj , then fk → f in Lp(Rn) ∩ L1(Rn). In fact, we see that fk → f in
Lp by Definition 4.2. On the other hand, ‖u‖L1(Rn)  1 for every (p, ε,M)-molecule u by the
definition of H 1L(Rn), thus ‖f − fk‖L1 
∑∞
j=k |λj | → 0 as k → ∞. Since T is bounded on
Lp(Rn), hence |Tfk − Tf | T (f − fk) → 0 in Lp(Rn) by sublinearity and the assumption of
Tf  0. On the other hand, when k > k′ we have
‖Tfk − Tfk′‖L1 
∥∥T (fk′ − fk)∥∥L1  C k∑
j=k′
|λj |.
Thus, ‖Tfk − Tfk′ ‖L1 → 0 as k, k′ → ∞ and fk → f in L1(Rn). Consequently, {Tfk} is a
Cauchy sequence in L1(Rn), and there exists g ∈ L1(Rn) such that Tfk → g in L1(Rn). Thus
Tf = g a.e. and ‖Tf ‖L1(Rn)  C‖f ‖H 1L(Rn). 
5.1. Proof of the conclusion (a) in Theorem 5.1
Observe that every (p, ε,M)-molecule is a (q, ε,M)-molecule if p  q > pL, so it is enough
to consider the case where p  2. By Lemma 3.3(ii), SL,kh is bounded on Lp for pL < p < p˜L
and k ∈N. Thus, using Lemma 5.1, it suffices to show that (5.3) is true for SL,kh . That is, we need
to prove that for every (p, ε,M)-molecule u and k ∈ N, there exists C > 0, independent of u,
such that ‖SL,kh u‖L1(Rn)  C. To do this, it is enough to prove∥∥SL,kh (I − e−l(Q)2mL)Mu∥∥L1(Rn)  C (5.4)
and ∥∥SL,kh (I − (I − e−l(Q)2mL)M)u∥∥L1(Rn)  C. (5.5)
We first consider (5.4). Note that∥∥SL,kh (I − e−l(Q)2mL)Mu∥∥L1(Rn)

∞∑
i=0
∥∥SL,kh (I − e−l(Q)2mL)M(χSi(Q)u)∥∥L1(Rn)

∞∑ ∞∑(
2i+j l(Q)
)n− n
p
∥∥SL,kh (I − e−l(Q)2mL)M(χSi(Q)u)∥∥Lp(Sj (Qi)). (5.6)i=0 j=0
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2mL)M , we have
∥∥SL,kh (I − e−l(Q)2mL)M(χSi(Q)u)∥∥Lp(Sj (Qi))  C‖u‖Lp(Si (Q)).
For j  3, by Hölder’s inequality and (3.28)
∥∥SL,kh (I − e−l(Q)2mL)M(χSi(Q)u)∥∥2Lp(Sj (Qi))
 C
∣∣Sj (Qi)∣∣2( 1p − 12 ) ∫
Sj (Qi)
∫ ∫
Γ (x)
∣∣(t2mL)ke−t2mL(I − e−l(Q)2mL)M(χSi(Q)u)(y)∣∣2 dy dttn+1 dx
 C
∣∣Sj (Qi)∣∣2( 1p − 12 ) ∫ ∫
R(Sj (Qi))
∣∣(t2mL)ke−t2mL(I − e−l(Q)2mL)M(χSi(Q)u)(y)∣∣2 dy dtt
 C
(
2i+j l(Q)
)2( n
p
− n2 )
∫
Rn\Qi+j−2
∞∫
0
∣∣(t2mL)ke−t2mL(I − e−l(Q)2mL)M(χSi(Q)u)(y)∣∣2 dtt dy
+C(2i+j l(Q))2( np − n2 ) j−2∑
=0
∫
S(Qi)
∞∫
(2j−1−2)2i l(Q)
∣∣(t2mL)ke−t2mL
× (I − e−l(Q)2mL)M(χSi(Q)u)(y)∣∣2 dtt dy
:= I +
j−2∑
=0
I.
Using an idea analogous to the proof of (3.30) and (3.31), we may get the estimates of I and I
( = 0,1, . . . , j − 2). In fact, for I , by (3.13) we have
I = C(2i+j l(Q))2( np − n2 )∥∥gL,kh (I − e−l(Q)2mL)M(χSi(Q)u)∥∥2L2(Rn\Qi+j−2)
 C
(
2i+j l(Q)
)2( n
p
− n2 )(l(Q))2(− np + n2 )( l(Q)2m
d(Si(Q),Rn \Qi+j−2)2m
) 2M
2m−1 ‖u‖2Lp(Si (Q))
 C
(
2i+j
)− 4mM2m−1 +2( np − n2 )‖u‖2Lp(Si (Q)). (5.7)
As for I ( = 0,1, . . . , j − 2), letting s = t2mM+1 , we have
I  CM,k
(
2i+j l(Q)
)2( n
p
− n2 )
×
∞∫
i+j 2m
∥∥(sL)ke−s(M+1)L(I − e−l(Q)2mL)M(χSi(Q)u)∥∥2L2(S(Qi)) dss
c(2 l(Q))
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(
2i+j l(Q)
)2( n
p
− n2 )
∞∫
c(2i+j l(Q))2m
(
l(Q)2m
s
)2M
×
∥∥∥∥( sl(Q)2m (e−sL − e−(l(Q)2m+s)L)
)M
(sL)ke−sL(χSi(Q)u)
∥∥∥∥2
L2(S(Qi))
ds
s
.
By the L2 off-diagonal estimates for s
l(Q)2m
(e−sL − e−(l(Q)2m+s)L) (see (iii) of Theorem 3.2) and
Lp–L2 off-diagonal estimates for (sL)ke−sL (see (iv) of Theorem 3.2), and use Lemma 3.2 we
get
I  C
(
2i+j l(Q)
)2( n
p
− n2 )
∞∫
c(2i+j l(Q))2m
(
l(Q)2m
s
)2M
× s 1m ( n2 − np )e−2(M+1)(
d(S(Qi ),Si (Q))
cs1/2m
)
2m
2m−1 ds
s
‖u‖2Lp(Si (Q))
 C
(
2i+j l(Q)
)2( n
p
− n2 )
∞∫
c(2i+j l(Q))2m
(
l(Q)2m
s
)2M
s
2× 12m ( n2 − np ) ds
s
‖u‖2Lp(Si (Q))
 C
(
2i+j
)−4mM‖u‖2Lp(Si (Q)). (5.8)
Thus, by (5.6)–(5.8) we obtain (5.4):
∥∥SL,kh (I − e−l(Q)2mL)Mu∥∥L1(Rn)  C ∞∑
i=0
{ ∞∑
j=3
([
2−(i+j)(
2mM
2m−1 −( np − n2 ))
+√j2−(i+j)(2mM−( np − n2 ))](2i+j l(Q))n− np )
+ (2i l(Q))n− np}‖u‖Lp(Si (Q))  C.
Let us now turn to (5.5). To get (5.5), it is sufficient to show that
sup
1M
∥∥∥∥SL,kh ( M l(Q)2mLe− M l(Q)2mL
)M((
l(Q)2mL
)−M
u
)∥∥∥∥
L1(Rn)
 C. (5.9)
Like (5.6), we have∥∥SL,kh (l(Q)2mLe−l(Q)2mL)M((l(Q)2mL)−Mu)∥∥2L1(Rn)

∞∑
i=0
∞∑
j=0
(
2i+j l(Q)
)n− n
p
∥∥SL,kh (l(Q)2mLe−l(Q)2mL)M
× (χSi(Q)(l(Q)2mL)−Mu)∥∥2 p . (5.10)L (Sj (Qi))
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∥∥SL,kh (l(Q)2mLe−l(Q)2mL)M(χSi(Q)(l(Q)2mL)−Mu)∥∥Lp(Sj (Qi))
 C
∥∥(l(Q)2mL)−Mu∥∥
Lp(Si (Q))
.
For j  3, by the definition of SL,kh , Hölder’s inequality and (3.28), we have
∥∥SL,kh (l(Q)2mLe−l(Q)2mL)M(χSi(Q)(l(Q)2mL)−Mu)∥∥2Lp(Sj (Qi))
 C
(
2i+j l(Q)
)2( n
p
− n2 )
∫
Rn\Qi+j−2
∞∫
0
∣∣(t2mL)ke−t2mL(l(Q)2mLe−l(Q)2mL)M
× (χSi(Q)(l(Q)2mL)−Mu)∣∣2 dtt dy
+C(2i+j l(Q))2( np − n2 ) j−2∑
=0
∫
S(Qi)
∞∫
(2j−1−2)2i l(Q)
∣∣(t2mL)ke−t2mL(l(Q)2mLe−l(Q)2mL)M
× (χSi(Q)(l(Q)2mL)−Mu)∣∣2 dtt dy
:= I˜ +
j−2∑
=0
I˜.
For I˜ , we use (3.14) instead of (3.13) in (5.7) to get
I˜  C
(
2i+j
)− 4mM2m−1 +2( np − n2 )∥∥(l(Q)2mL)−Mu∥∥2
Lp(Si (Q))
.
To deal with I˜, using the same argument as for I we have
I˜  C
(
2i+j l(Q)
)2( n
p
− n2 )
∞∫
c(2i+j l(Q))2m
(
l(Q)2m
s
)2M
× ∥∥(sL)ke−sL(sLe−(l(Q)2m+s)L)M(χSi(Q)(l(Q)2mL)−Mu)∥∥2L2(S(Qi)) dss
 C
(
2i+j
)−4mM∥∥(l(Q)2mL)−Mu∥∥2
Lp(Si (Q))
.
Thus, with the above estimates and the definition of a (p, ε,M)-molecule, we get (5.9) and (5.5)
follows. We hence complete the proof of (a) in Theorem 5.1.
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We shall use an idea from [42]. The proof of (b) will be completed by dividing into some steps
as follows.
Step 1. Let k ∈N and f ∈ L2(Rn)∩H 1SL,kh (R
n). By the L2 functional calculus (see [52]), we
can write
f = CM,m,k
∞∫
0
((
t2mL
)k
e−t2mL
)M+2
f
dt
t
= CM,m,k lim
N→∞
N∫
1
N
((
t2mL
)k
e−t2mL
)M+2
f
dt
t
:= lim
N→∞fN,
where the limit is understood in the L2 sense.
Step 2. We show that, for fixed N , fN can be decomposed into a δ-representation with δ ≈ 1N .
To do this, for  ∈ Z, we define O := {x ∈Rn: SL,kh f (x) > 2} and O∗ := {x ∈Rn: M(χO) >
1− γ } for some fixed 0 < γ < 1. Then O ⊂ O∗ and |O∗ | C(γ )|O| for every . Let {Qj}j∈N
be the Whitney decomposition of O∗ and
Ô∗ :=
{
(x, t) ∈Rn × (0,∞): d(x, (O∗ )c) t}
the tent region of O∗ . For every  ∈ Z, j ∈N, set
T
j
 :=
(
Q
j
 × (0,∞)
)∩ Ô∗ ∩ (Ô∗+1)c. (5.11)
Then, we have
fN = CM,m,k
∑
∈Z, j∈N
N∫
1
N
((
t2m
)k
Le−t2mL
)M+1(
χ
T
j

(
t2mL
)k
e−t2mL
)
f
dt
t
:= CM,m,k
∑
∈Z, j∈N
λ
j
u
j
,N (5.12)
where λj = 2|Qj | and
u
j
,N =
1
λ
j

N∫
1
((
t2mL
)k
e−t2mL
)M+1(
χ
T
j

(
t2mL
)k
e−t2mL
)
f
dt
t
.N
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∑
∈Z,j∈N
λ
j
 =
∑
∈Z
2
∑
j∈N
∣∣Qj ∣∣ C∑
∈Z
2
∣∣O∗ ∣∣ C∑
∈Z
2|O| C
∥∥SL,kh f ∥∥L1 . (5.13)
Hence, if we can show that there exists some C > 0 such that for every  ∈ Z, j ∈ N, the func-
tion C−1uj,N is a (p, ε,M)-molecule associated with the cube Q
j
 , then fN is a δ-(p, ε,M)
representation with δ ≈ 1
N
by (5.12).
Step 3. We now show that for each  ∈ Z, j ∈N, uj,N is a (p, ε,M)-molecule associated with
the cube Qj up to a constant. By Definition 4.1 of (p, ε,M)-molecule, we need to prove that
there exists a C > 0, independent of j , , N , such that
∞∑
i=0
2i(n−
n
p
+ε)∣∣Qj ∣∣1− 1p M∑
v=0
∥∥(l(Qj)−2mL−1)vuj,N∥∥Lp(Si (Qj ))  C. (5.14)
We only prove the situation of 2  p < p˜L, the case p  2 is similar. We first consider
‖uj,N‖Lp(Si (Qj )). Choose h ∈ L
p′(Si(Q
j
)) such that ‖h‖Lp′ (Si (Qj )) = 1, where
1
p
+ 1
p′ = 1 and
i ∈N∪ {0}, then we have
∣∣∣∣ ∫
Rn
u
j
,N (x)h(x) dx
∣∣∣∣
= 1
λ
j

∣∣∣∣∣
∫
Rn
N∫
1
N
χ
T
j

(
t2mL
)k
e−t2mLf (x)
(((
t2mL
)k
e−t2mL
)M+1)∗
h(x)
dx dt
t
∣∣∣∣∣
 1
λ
j

∫ ∫
T
j

∣∣(t2mL)ke−t2mLf (x)(((t2mL)ke−t2mL)M+1)∗h(x)∣∣dt
t
dx
= 1
λ
j
k
∫ ∫
(Ô∗+1)c
χ
j
 (x, t)
∣∣(t2mL)ke−t2mLf (x)(((t2mL)ke−t2mL)M+1)∗h(x)∣∣dx dt
t
,
where χj := χ(Qj×(0,∞))∩Ô∗ . Applying (3.27) in Lemma 3.4 with F = O
c
+1, F = (O∗+1)c,
R1(F) = (Ô∗+1)c and
Φ(x, t) = χj (x, t)
∣∣(t2mL)ke−t2mLf (x)(((t2mL)ke−t2mL)M+1)∗h(x)∣∣t−n−1,
we get
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Rn
u
j
,N (x)h(x) dx
∣∣∣∣
 C
λ
j

∫
Oc+1
∫ ∫
Γ (x)
χ
j
 (y, t)
∣∣(t2mL)ke−t2mLf (y)(((t2mL)ke−t2mL)M+1)∗h(y)∣∣dy dt
tn+1
dx
 C
λ
j

( ∫
Oc+1∩cQj
(∫ ∫
Γ (x)
∣∣(t2mL)ke−t2mLf (y)∣∣2 dy dt
tn+1
) p
2
dx
) 1
p
×
( ∫
Oc+1∩cQj
( ∫ ∫
Γ (x)∩(Qj×(0,∞))∩Ô∗
∣∣(((t2mL)ke−t2mL)M+1)∗h(y)∣∣2 dy dt
tn+1
) p′
2
dx
) 1
p′
:= I1 × I2,
where the last inequality is based on Hölder’s inequality and the fact that whenever (y, t) ∈
Γ (x) ∩ (Qj × (0,∞)) ∩ Ô∗ , then x ∈ cQj , where the constant c is related to the constant of
Whitney decomposition, without loss of generality, we may assume that c 3.
For I1, we observe that
I1 
C
λ
j

( ∫
Oc+1∩cQj
(SL,kh f (x))p dx) 1p
and by the definition of O+1, we have
I1 
C
λ
j

2+1
∣∣Qj ∣∣ 1p  C∣∣Qj ∣∣ 1p −1.
Let us now deal with I2. We first consider i  4. By the Lp boundedness of SL,k(M+1)h (see
Theorem 3.4), we have
I2  C
∥∥SL,k(M+1)h h∥∥Lp′ (Rn)  C‖h‖Lp′ (Si (Qj ))  C.
When i  5, we involve Hölder’s inequality to get that
I2  C
∣∣Qj ∣∣ 1p′ − 12( ∫
Oc+1∩cQj
∫ ∫
(Q
j
×(0,∞))∩Ô∗
∣∣(((t2mL)ke−t2mL)M+1)∗h(y)∣∣2 dy dt
tn+1
dx
) 1
2
 C
∣∣Qj ∣∣ 1p′ − 12
( ∫
3cQj
cl(Q
j
 )∫
0
∣∣(((t2mL)ke−t2mL)M+1)∗h(y)∣∣2 dt
t
dy
) 1
2
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∣∣Qj ∣∣ 1p′ − 12
( cl(Qj )∫
0
∥∥(((t2mL)ke−t2mL)M+1)∗h(y)∥∥2
L2(3cQj )
dt
t
) 1
2
, (5.15)
where in the second inequality above, we use (3.28) in Lemma 3.4 for F = Oc+1 ∩ 3cQj and
Φ(y, t) = χj (y, t)
∣∣(((t2mL)ke−t2mL)M+1)∗h(y)∣∣2t−n−1.
Applying (iv) of Theorem 3.2 to (5.15), we have
I2  C
∣∣Qj ∣∣ 1p′ − 12
( cl(Qj )∫
0
e−(
d(3cQj

,Si (Q
j

))
t
)
2m
2m−1
t
2n( 12 − 1p′ ) dt
t
) 1
2
‖h‖
Lp
′
(Si (Q
j
 ))
 C
∣∣Qj ∣∣ 1p′ − 12
( cl(Qj )∫
0
(
t
2i l(Qj)
)2( n
p′ +ε′)
t
2n( 12 − 1p′ ) dt
t
) 1
2
 C2−i(n−
n
p
+ε′)
, (5.16)
where we may choose ε′ > ε. We hence have
∞∑
i=0
2i(n−
n
p
+ε)∣∣Qj ∣∣1− 1p ∥∥uj,N∥∥Lp(Si (Qj ))  C. (5.17)
Now we turn to estimate ‖(l(Q)−2mL−1)vuj‖Lp(Si (Qjk )) for 1 v M . It is quite similar to
the previous situation, we only write down the main steps. For h ∈ Lp′(Si(Qj)), we get∣∣∣∣ ∫
Rn
(
l(Q)−2mL−1
)v
u
j
,N (x)h(x) dx
∣∣∣∣
 C
λ
j

( ∫
Oc+1∩cQj
(∫ ∫
Γ (x)
∣∣(t2mL)ke−t2mLf (y)∣∣2 dy dt
tn+1
) p
2
dx
) 1
p
×
( ∫
Oc+1∩cQj
(∫ ∫
Γ (x)
χ
j

∣∣∣∣( tl(Q)
)2mv
× ((t2mL)k(M+1)−ve−(M+1)t2mL)∗h(y)∣∣∣∣2 dy dttn+1
) p′
2
dx
) 1
p′
:= I˜1 × I˜2.
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get I˜2  C2−i(n−
n
p
+ε′)
, where ε′ > ε. Thus, for 1 v M
∞∑
i=0
2i(n−
n
p
+ε)∣∣Qj ∣∣1− 1p ∥∥(l(Q)−2mL−1)vuj,N∥∥Lp(Si (Qj ))  C. (5.18)
Thus, (5.14) follows from (5.17) and (5.18).
Remark 5.2. From the proof above, it is easy to see that (5.17) and (5.18) hold uniformly in N .
In particular, we have
sup
N
∥∥uj,N∥∥Lp(Rn)  C∣∣Qj ∣∣ 1p −1
and
sup
N
∥∥(l(Q)−2mL−1)vuj,N∥∥Lp(Rn)  C∣∣Qj ∣∣ 1p −1 for 1 v M.
Therefore, by (5.13), we get immediately
sup
N
‖fN‖H˜ 1L(Rn)  C
∑
∈Z, j∈N
λ
j
  C
∥∥SL,kh f ∥∥L1(Rn).
Step 4. Now we prove that fN → f in H˜ 1L(Rn) as N → ∞.
By (5.14) we see that fN ∈ Hˆ 1L(Rn) for fixed N . Below we first show that for fixed j , , {uj,N }
converges weakly in Lp(Rn) for pL < p < p˜L as N → ∞, and the limit is also a (p, ε,M)-
molecule.
For any h ∈ L2(Rn)∩Lp′(Rn), by the L2 boundedness of gL,kh and SL,k(M+1)h (see (3.17) and
Theorem 3.4, respectively) and the dominated convergence theorem, as N → ∞, we get
〈
u
j
,N ,h
〉 = 1
λ
j

∫
Rn
N∫
1
N
χ
T
j

(
t2mL
)k
e−t2mLf (x)
(((
t2mL
)k
e−t2mL
)M+1)∗
h(x)
dt
t
dx
→ 1
λ
j

∫
Rn
∞∫
0
χ
T
j

(
t2mL
)k
e−t2mLf (x)
(((
t2mL
)k
e−t2mL
)M+1)∗
h(x)
dt
t
dx. (5.19)
Similarly, the same conclusion is also true for (l(Q)−2mL−1)vuj,N and 1 v M .
Note that we have proved that C−1uj,N is a molecule with adapted cube Q
j
 and (5.14)
holds uniformly in N for uj,N . Thus, {uj,N } has a weak limit uj in Lp(Rn), and |〈uj, h〉| 
C|Qj | 1p −1‖h‖ p′ n . Therefore, uj ∈ Lp(Rn) by the Riesz representation theorem. L (R ) k
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Lp(Si(Q
j
)) bounds for {uj,N } and {(l(Q)−2mL−1)vuj,N } (1 v M) (see Remark 5.2).
Next, we need to prove that {fN }N∈N is a Cauchy sequence in H˜ 1L(Rn). Recall fN =∑
λ
j
u
j
,N . For any K ∈N, we may write
fN =
∑
j+K
λ
j
u
j
,N +
∑
j+>K
λ
j
u
j
,N =: σK(N)+RK(N). (5.20)
Notice that as K → ∞,
sup
N
∥∥RK(N)∥∥H˜ 1L(Rn)  ∑
j+>K
∣∣λj ∣∣→ 0.
Thus, for given η > 0, we may choose K in (5.20) such that supN ‖RK(N)‖H˜ 1L(Rn) < η. Hence
we only need to estimate
∥∥σK(N)− σK(N ′)∥∥H˜ 1L(Rn) =
∥∥∥∥ ∑
j+K
λ
j
k
(
u
j
,N − uj,N ′
)∥∥∥∥
H˜ 1L(R
n)
for N,N ′ ∈N.
To this end, it is sufficient to show that for any given  > 0 and pL < p < p˜L, M > n4m(2m− 1),
and fixed K ∈N, there exists an integer N˜ = N˜(,p, ε,M,K) such that for N N ′  N˜
max
j+K
∥∥uj,N − uj,N ′∥∥p,ε,M,Qj < . (5.21)
It is easy to see that, if N˜ is large enough and N N ′  N˜
N∫
N ′
((
t2mL
)k
e−t2mL
)M+1(
χ
T
j

(
t2mL
)k
e−t2mL
)
f
dt
t
≡ 0.
Hence, if we denote μj
,N,N ′ = uj,N − uj,N ′ , then
μ
j
,N,N ′ =
1
λ
j

1
N ′∫
1
N
((
t2mL
)k
e−t2mL
)M+1(
χ
T
j

(
t2mL
)k
e−t2mL
)
f
dt
t
.
Thus, for ε′ > ε, 2 q < p˜L and t < cl(Qj), if taking h ∈ Lq
′
(Si(Q
j
)) with ‖h‖Lq′ (Si (Qj )) = 1,
then by the same argument from (5.15) to (5.16), we get
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,N,N ′ , h
〉∣∣= ∣∣∣∣∣ 1λj
∫
Rn
1
N ′∫
1
N
χ
T
j

(
t2mL
)k
e−t2mLf (x)
(((
t2mL
)k
e−t2mL
)M+1)∗
h(x)
dt
t
dx
∣∣∣∣∣
 C 1
λ
j

( ∫
Oc+1∩cQj
(SL,k
h,N ′f (x)
)q
dx
) 1
q
2−i(n−
n
q
+ε′)
, (5.22)
where
SL,k
h,N ′f (x) :=
( ∫ ∫
|x−y|<t< 1
N ′
∣∣(t2mL)ke−t2mLf (y)∣∣2 dy dt
tn+1
) 1
2
.
Notice that f ∈ L2(Rn) and SL,k
h,N ′f → 0 in L2(Rn) as N ′ → ∞ by the dominated convergence
theorem. We may choose N˜ large sufficiently, such that for N ′ > N˜
∥∥SL,k
h,N ′f
∥∥
L2(Rn)  C
α min
j+K λ
j

∣∣Qj ∣∣− 12 , (5.23)
where the choice of α depends on q in (5.22).
When pL < p  2, letting q = 2 in (5.22) and α = 1 in (5.23) we have∥∥μj
,N,N ′
∥∥
L2(Si (Q
j
 ))
 2−i( n2 +ε′)
∣∣Qj ∣∣− 12 .
By Hölder’s inequality, we get
∥∥μj
,N,N ′
∥∥
Lp(Si (Q
j
 ))

∥∥μj
,N,N ′
∥∥
L2(Si (Q
j
 ))
∣∣Si(Qj)∣∣ 1p − 12
 2−i(n−
n
p
+ε′)∣∣Qj ∣∣ 1p −1. (5.24)
When 2 <p < p˜L, we choose p < r < p˜L, notice that SL,kh f  2+1 on Oc+1, then
( ∫
Oc+1∩cQj
(
S
L,k
h,N ′f (x)
)r
dx
) 1
r
 C2
∣∣Qj ∣∣ 1r .
Thus we have ∥∥μj
,N,N ′
∥∥
Lp(Si (Q
j
 ))

∥∥μj
,N,N ′
∥∥θ
L2(Si (Q
j
 ))
∥∥μj
,N,N ′
∥∥1−θ
Lr (Si (Q
j
 ))
 2−i(n−
n
p
+ε′)∣∣Qj ∣∣ 1p −1, (5.25)
where 0 < θ < 1 with θ + 1−θ = 1 and choosing α = 1 in (5.23).2 r p θ
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,N,N ′ for (l(Q)
−2mL−1)vμj
,N,N ′ (1
v M), and combining (5.24) and (5.25) we conclude (5.21). Thus {fN } is a Cauchy sequence
in H˜ 1L(R
n).
Step 5. Finally, we show that fN → f in H 1SL,kh (R
n) as N → ∞.
Let ϕ ∈ C∞c (Rn), by the fact that uj,N → uj weakly in Lp(Rn) and the absolute convergence
we have
∫
Rn
(∑
λ
j
u
j

)
ϕ dx =
∑
λ
j
 lim
N→∞
∫
Rn
u
j
,Nϕ dx
= lim
N→∞
∑∫
Rn
λ
j
ku
j
,Nϕ dx
= lim
N→∞
∫
Rn
(∑
λ
j
u
j
,N
)
ϕ dx
= lim
N→∞
∫
Rn
fNϕ dx
=
∫
Rn
f ϕ dx. (5.26)
Thus we conclude that f =∑λjuj almost everywhere. Combining the fact that fN is a Cauchy
sequence in H˜ 1L(R
n), we finally proved that fN → f in H˜ 1L(Rn), then by using (5.1) which we
have proved in Section 5.1 to get that fN → f in H 1SL,kh (R
n), which finishes the proof of (b) in
Theorem 5.1.
From the proof of Theorem 5.1, we establish the following facts:
Corollary 5.1. The space H 1L(Rn) = H 1SL,kh (R
n) for all k ∈ N and the norms are equivalent. In
particular, the spaces H 1L(Rn) coincide for different choices of pL < p < p˜L, ε > 0 and M ∈N,
M > n4m(2m− 1).
Remark 5.3. By Definition 4.1, if u is a (p, ε,M)-molecule, then
∥∥(l(Q)−2mL−1)vu∥∥
Lp(Si (Q))
 2−i(n−
n
p
+ε)|Q| 1p −1, v = 0,1, . . . ,M; i = 1,2, . . . . (5.27)
Conversely, if u ∈ Lp ∩ L2 satisfies the conditions (5.27), then u also is a (p, ε′,M)-molecule
for some ε′ > ε. We remark that Hardy space H 1L(Rn) is independent of the choices of p, ε,
M although a molecule belongs to some specific (p, ε,M)-molecule class (see Corollary 5.1).
Therefore, in this sense, the condition (4.1) in the definition of (p, ε,M)-molecule may be re-
placed by (5.27) (see also (1.9) and (1.10) in [42]).
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As shown in the introduction, the classical Hardy space H 1(Rn) can be characterized by the
square function associated to the Poisson semigroup e−t
√−
, which is the operator semigroup
of the solution of the Laplace equation ∂ttu+u = 0 on the upper space of Rn+1+ = {(t, x) | x ∈
Rn, t > 0}. Now we want to give a similar result for the higher order divergence form elliptic
operator L. By functional calculus we know that the semigroup e−t
√
L is a solution operator of
the higher order equation ∂ttu = Lu. Although the study of such higher order equation is quite
different from the classical Laplace equation, however, we can deal with the semigroup e−t
√
L
by subordination formula, and then we can characterize the molecular Hardy spaces H 1L(Rn) by
the area integral SL,kP (k ∈N) defined by e−t
√
L
. Let us begin with some definitions and lemmas.
Let L be the homogeneous elliptic operator of 2m order in divergence form defined by (1.4)–
(1.6). For f ∈ L2(Rn) and k ∈N, the area integral SL,kP associated with the semigroup e−t
√
L is
defined by
SL,kP f (x) =
(∫ ∫
Γ (x)
∣∣(tm√L )ke−tm√Lf (y)∣∣2 dy dt
tn+1
) 1
2
. (6.1)
We denote SL,1P by SLP for simplicity. The purpose of this section is to show that the Hardy space
H 1L can be characterized by the area integral SL,kP . First we introduce a Hardy space H 1SL,kP (R
n)
as follows.
Definition 6.1 (Hardy space H 1SL,kP ). Letting k ∈N, the space H
1
SL,kP
is defined as the completion
of the space
{
f ∈ L2: SL,kP f ∈ L1
(
Rn
)}
with respect to the norm ‖f ‖H 1
SL,k
P
:= ‖SL,kP f ‖L1 .
Now we state our main result in this section:
Theorem 6.1.
(a) For every (2, ε,M)-representation f = ∑∞j=0 λjuj , the series converges in H 1SL,kP for all
k ∈N and ∥∥∥∥∥
∞∑
j=0
λjuj
∥∥∥∥∥
H 1
SL,k
P
(Rn)
 C
∞∑
j=0
|λj |.
In particular, we have ‖f ‖H 1L,k (Rn)  C‖f ‖H 1L(Rn).S
P
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‖SL,kP f ‖L1(Rn) < ∞, then f ∈ H˜ 1L(Rn). Furthermore, there exist a sequence of (2, ε,M)-
molecules {uj }∞j=0 and {λj }∞j=0 such that f =
∑∞
j=0 λjuj , with
‖f ‖
H˜ 1L(R
n)
 C
∞∑
j=0
|λj | C
∥∥SL,kP f ∥∥L1(Rn). (6.2)
The proof of Theorem 6.1 will be given in Sections 6.2 and 6.3, respectively. As an immediate
consequence of Theorem 6.1, we have
Corollary 6.1. H 1L(Rn) = H 1SL,kP (R
n) for all k ∈N with ‖f ‖H 1L(Rn) ≈ ‖f ‖H 1SL,k
P
(Rn).
6.1. Square functions associated to semigroup e−t
√
L
Let us begin with giving the definitions and some important properties of the square functions
associated to semigroup e−t
√
L
. First we consider the definition of the vertical square function
g
L,k
P . For f ∈ L2(Rn) and k ∈N, then gL,kP is defined by
g
L,k
P f (x) =
( ∞∫
0
∣∣(t√L)ke−t√Lf (x)∣∣2 dt
t
) 1
2
.
Similarly, we denote by gLP for g
L,1
P . Below we will show that g
L,k
P and SL,kP share the same
properties as gL,kh and SL,kh (see Section 3).
First we show that gL,kP f can be dominated by g
L,k′
h f pointwise.
Lemma 6.1. Let f ∈ C∞0 (Rn). Then
(i) gL,2P f (x) CgL,h f (x) for  ∈N and x ∈Rn.
(ii) gL,2+1P f (x) CgL,+1h f (x) for  ∈N∪ {0} and x ∈Rn.
Proof. (i) By the subordination formula
e−t
√
Lf = 1√
π
∞∫
0
e−z√
z
e−
t2L
4z f dz, (6.3)
Minkowski’s inequality and making the change of variables s2 := t24z , we have that
g
L,2
P f (x) =
( ∞∫ ∣∣(t√L)2e−t√Lf (x)∣∣2 dt
t
) 1
20
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( ∞∫
0
∣∣∣∣∣
∞∫
0
e−z√
z
(
t2L
)
e−
t2L
4z f (x) dz
∣∣∣∣∣
2
dt
t
) 1
2
 CgL,h f (x).
(ii) Observe that t√Le−t
√
L = −t∂t e−t
√
L
. Then using (6.3) again and making the change of
variables s2 := t24z , we get
g
L,2+1
P f (x) =
( ∞∫
0
∣∣(t√L)2+1e−t√Lf (x)∣∣2 dt
t
) 1
2
= C
( ∞∫
0
∣∣∣∣∣
∞∫
0
e−z√
z
(
t2L
)
t∂t e
− t2L4z f (x) dz
∣∣∣∣∣
2
dt
t
) 1
2
 C
( ∞∫
0
∣∣∣∣∣
∞∫
0
e−zz−
3
2
(
t2L
)+1
e−
t2L
4z f (x) dz
∣∣∣∣∣
2
dt
t
) 1
2
 CgL,+1h f (x). 
Below we give two consequences of Lemma 6.1.
Lemma 6.2. For k ∈ N and all closed sets E, F in Rn with d(E,F ) > 0, the following results
hold:
(i) If pL < p  2 and f ∈ Lp(Rn) supported in E, then
∥∥gL,kP (I − e−tL)Mf ∥∥L2(F ) + ∥∥gL,kP (tLe−tL)Mf ∥∥L2(F )
 Ct
1
2m (
n
2 − np )
(
t
d(E,F )2m
) M
2m−1 ‖f ‖Lp(E).
(ii) If 2 p < p˜L and f ∈ L2(Rn) supported in E, then
∥∥gL,kP (I − e−tL)Mf ∥∥Lp(F ) + ∥∥gL,kP (tLe−tL)Mf ∥∥Lp(F )
 Ct
1
2m (
n
p
− n2 )
(
t
d(E,F )2m
) M
2m−1 ‖f ‖L2(E).
Proof. The conclusions are obvious by Lemmas 6.1 and 3.3. 
Theorem 6.2. gL,k is bounded on Lp(Rn) for pL < p < p˜L and k ∈N.P
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Now we show that {SL,kP }k∈N are all bounded on Lp(Rn) for pL < p < p˜L.
Theorem 6.3. For pL < p < p˜L and k ∈N, SL,kP is a bounded operator on Lp(Rn).
Proof. The proof of Theorem 6.3 is very similar to Theorem 3.4, so we only give an outline of
the proof here. For k  1, using (3.28) and the L2 boundedness of gL,kP (Theorem 6.2), we get
∥∥SL,kP f ∥∥L2  C(∫ ∫
R
n+1+
∣∣(tm√L )ke−tm√Lf (y)∣∣2 dy dt
t
) 1
2
 C
∥∥gL,kP f ∥∥L2  C‖f ‖L2 .
(i) Case where pL < p < 2. As done before, we will apply Theorem A in this case. Denote
Ar = I− (I−e−r2mL)M , where M > n4m(2m−1) and r = r(B) is the radius of ball B . By (3.25),
we only need to verify that (3.21) holds for SL,kP and p0, where p0 satisfies pL < p0 <p < 2.
Notice that Sj (B) (j  0) are defined as in Section 4, for j  3 and f supported in B , by
(3.28) we obtain∫
Sj (B)
∣∣SL,kP (I −Ar(B))f (x)∣∣2 dx
 C
∫ ∫
R(Sj (B))
∣∣(tm√L )ke−tm√L(I − e−r2mL)Mf (x)∣∣2 dx dt
t
 C
∫
Rn\2j−1B
∞∫
0
∣∣(tm√L )ke−tm√L(I − e−r2mL)Mf (x)∣∣2 dt
t
dx
+C
j−2∑
=0
∫
S(B)
∞∫
(2j−1−2)r
∣∣(tm√L )ke−tm√L(I − er2mL)Mf (x)∣∣2 dt
t
dx
:= IP +
j−2∑
=0
IP,. (6.4)
For IP , similarly to (3.30), by the conclusion (i) of Lemma 6.2 we have
IP = C
∥∥gL,kP (I − e−r2mL)Mf ∥∥2L2(Rn\2j−1B)  Cr−2n( 1p0 − 12 )2− 4mjM2m−1 ‖f ‖2Lp0 (B). (6.5)
To estimate IP,, by the subordination formula (6.3) we get
e−tm
√
Lf = C
∞∫
e−z√
z
e−
t2mL
4z f dz. (6.6)0
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√
L = t∂t e−tm
√
L
, we have
( ∞∫
(2j−1−2)r
∣∣(tm√L )ke−tm√L(I − er2mL)Mf (x)∣∣2 dt
t
)1/2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C(
∫∞
(2j−1−2)r |
∫∞
0
e−z√
z
(t2mL)νe−
t2mL
4z (I − e−r2mL)Mf (x)dz|2 dt
t
)1/2,
if k = 2ν,
C(
∫∞
(2j−1−2)r |
∫∞
0
e−z
z3/2
(t2mL)ν+1e−
t2mL
4z (I − e−r2mL)Mf (x)dz|2 dt
t
)1/2,
if k = 2ν + 1,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
CM,ν
∫∞
0
e−z√
z
(
∫∞
(2j r)2m
cz
|(szL)νe−sν(M+1)L(I − e−r2mL)Mf (x)|2 ds
s
)1/2 dz,
if k = 2ν,
CM,ν
∫∞
0
e−z
z3/2
(
∫∞
(2j r)2m
cz
|(szL)ν+1e−s(ν+1)(M+1)L(I − e−r2mL)Mf (x)|2 ds
s
)1/2 dz,
if k = 2ν + 1,
where we use the following transforms: t2m4z = sν(M +1) for k = 2ν, and t
2m
4z = s(ν +1)(M +1)
for k = 2ν + 1, respectively. Hence, if k = 2ν, we have
I
1/2
P,  CM,ν
∞∫
0
zνe−z√
z
( ∞∫
(2j r)2m
cz
∥∥(sL)νe−sν(M+1)L(I − e−r2mL)Mf (x)∥∥2
L2(S(B))
ds
s
)1/2
dz
 CM,ν
∞∫
0
zνe−z√
z
( ∞∫
(2j r)2m
cz
(
r2m
sν
)2M
×
∥∥∥∥( sνr2m (e−sνL − e−(r2m+sν)L)
)M(
sLe−sL
)ν
f (x)
∥∥∥∥2
L2(S(B))
ds
s
)1/2
dz.
Similarly to (3.31), applying the conclusions (iii) and (iv) in Theorem 3.2, then by Lemma 3.2
we get
I
1/2
P,  CM,ν
∞∫
0
zνe−z√
z
( ∞∫
(2j r)2m
cz
(
r2m
sν
)2M
(sν)
1
m
( n2 − np0 )e−(
d(S(B),B)
c(sν)1/2m
)
2m
2m−1 ds
s
)1/2
dz‖f ‖Lp0 (B)
 C′M,νr2mM
∞∫
0
zνe−z√
z
( ∞∫
(2j r)2m
cz
s
n
m
( 12 − 1p0 ) ds
s2M+1
)1/2
dz‖f ‖Lp0 (B)
 C′ r−n(
1
p0
− 12 )2−2mjM‖f ‖Lp0 (B).M,ν
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I
1/2
P,  CM,ν
∞∫
0
zνe−z√
z
( ∞∫
(2j r)2m
cz
(
r2m
s
)2M
×
∥∥∥∥( sr2m (e−s(ν+1)L − e−(r2m+s(ν+1))L)
)M(
sLe−sL
)(ν+1)
f (x)
∥∥∥∥2
L2(S(B))
ds
s
)1/2
dz
 C′M,νr
−n( 1
p0
− 12 )2−2mjM‖f ‖Lp0 (B).
Thus we show that for any k ∈N,
(
1
|2j+1B|
∫
Sj (B)
∣∣SL,kP (I −Ar(B))f (x)∣∣2 dx) 12  g(j)( 1|B|
∫
B
∣∣f (x)∣∣p0 dx) 1p0 ,
where g(j) = CM,k2−j ( n2 + 2mM2m−1 ). So, (3.21) holds for SL,kP . Hence, SL,kP is bounded in Lp(Rn)
for pL < p  2.
(ii) Case where 2 < p < p˜L. Similarly to the proof of Theorem 3.4, we can easily obtain the
Lp boundedness of SL,kP for all 2 <p < p˜L by using Lemma 3.5 and Theorem 6.2. We omit the
details here. 
Finally, we give a useful estimate on the family of operators {(tm√L)ke−tm
√
L}k∈N.
Lemma 6.3. For all closed sets E, F in Rn with d(E,F ) > t > 0 and f ∈ L2(Rn) supported
in E
∥∥(tm√L )2νe−tm√Lf ∥∥
L2(F )  Cν
(
t
d(E,F )
)(2ν+1) m2m−1 ‖f ‖L2(E), ∀ν = 1,2, . . . (6.7)
and
∥∥(tm√L )2ν+1e−tm√Lf ∥∥
L2(F )  Cν
(
t
d(E,F )
)(2ν+1) m2m−1 ‖f ‖L2(E), ∀ν = 0,1, . . . . (6.8)
Proof. By the subordination formula (6.6) and Minkowski’s inequality, and making the change
of variables s = ( zd(E,F )2m
t2m
)1/(2m−1) we have
∥∥(tm√L )2νe−tm√Lf ∥∥
L2(F )  C
∞∫
0
e−z√
z
∥∥∥∥( t2mL4z
)ν
e−
t2mL
4z f
∥∥∥∥
L2(F )
zν dz
 C
∞∫
e−zzν−
1
2 e
−( zd(E,F )2m
ct2m
)
1
2m−1
dz‖f ‖L2(E)0
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∞∫
0
e−s
(
s2m−1t2m
d(E,F )2m
)ν− 12
e
− s2m−1 t2m
d(E,F )2m
s2m−2t2m
d(E,F )2m
ds‖f ‖L2(E)
 C
(
t
d(E,F )
)(2ν+1)m ∞∫
0
e−ss(2m−1)(ν−
1
2 )+2m−2 ds‖f ‖L2(E)
 C
(
t
d(E,F )
)(2ν+1)m
‖f ‖L2(E)
 C
(
t
d(E,F )
)(2ν+1)m/(2m−1)
‖f ‖L2(E).
On the other hand, observe that −mtm√Le−tm
√
L = t∂t e−tm
√
L
. Then by (6.6) and using Lem-
mas 3.1 and 3.2, we get
∥∥(tm√L )2ν+1e−tm√Lf ∥∥
L2(F )  C
∥∥∥∥∥
∞∫
0
e−z√
z
(
t2mL
)ν
t∂t e
− t2mL4z f dz
∥∥∥∥∥
L2(F )
 C
∞∫
0
e−z√
z
∥∥∥∥( t2mL4z
)ν+1
e−
t2mL
4z f
∥∥∥∥
L2(F )
zν dz
 C
∞∫
0
e−zzν−
1
2 e
−( zd(E,F )2m
ct2m
)
1
2m−1
dz‖f ‖L2(E)
 Ck
(
t
d(E,F )
)(2ν+1) m2m−1 ‖f ‖L2(E).
Thus, we complete the proof of lemma. 
6.2. Proof of the conclusion (a) of Theorem 6.1
Unlike the proof of Theorem 5.1, one can see from the previous subsection that the proof here
would depend on the parity of k. By Theorem 6.3 and Lemma 5.1, we only need to prove that
∥∥SL,kP u∥∥L1(Rn)  C
for every (2, ε,M)-molecules u (see Definition 4.1). To do this, we write
∥∥SL,kP u∥∥L1(Rn)  ∥∥SL,kP (I − e−l(Q)2mL)Mu∥∥L1(Rn) + ∥∥SL,kP (I − (I − e−l(Q)2mL)M)u∥∥L1(Rn),
where Q denotes the cube related to molecules u and l(Q) is its side length. Like (5.6), we have
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
∞∑
i=0
∞∑
j=0
(
2i+j l(Q)
) n
2
∥∥SL,kP (I − e−l(Q)2mL)M(χSi(Q)u)∥∥L2(Sj (Qi)).
Note that SL,kP and (I − e−l(Q)
2mL)M are both bounded on L2(Rn), thus for j = 0,1,2, we get
∥∥SL,kP (I − e−l(Q)2mL)M(χSi(Q)u)∥∥L2(Sj (Qi))  C‖u‖L2(Si (Q)). (6.9)
Now let us turn to the case j  3. By (3.28) in Lemma 3.4, like (6.4) we get
∥∥SL,kP (I − e−l(Q)2mL)M(χSi(Q)u)∥∥2L2(Sj (Qi))
 C
∫ ∫
R(Sj (Qi))
∣∣(tm√L )ke−tm√L(I − e−l(Q)2mL)M(χSi(Q)u)(x)∣∣2 dx dtt
 C
∫
Rn\Qi+j−2
∞∫
0
∣∣(tm√L )ke−tm√L(I − e−l(Q)2mL)M(χSi(Q)u)(x)∣∣2 dtt dx
+C
j−2∑
=0
∫
S(Qi)
∞∫
(2j−1−2)2i l(Q)
∣∣(tm√L )ke−tm√L(I − e−l(Q)2mL)M(χSi(Q)u)(x)∣∣2 dtt dx
:= I +
j−2∑
=0
I.
Similarly to (6.4), using the conclusion (i) of Lemma 6.2 we have
I = C∥∥gL,kP (I − e−r2mL)M(χSi(Q)u)∥∥2L2(Rn\Qi+j−2)
 C
(
2i+j
)− 4mM2m−1 ‖u‖2
L2(Si (Q))
. (6.10)
Concerning I,  = 0,1, . . . , j − 2, applying the same method of estimating IP, in Theo-
rem 6.3 (for the case k = 1), we may get
I  C
(
2i+j
)−4mM‖u‖2
L2(Si (Q))
. (6.11)
Thus, by (6.9)–(6.11) we have
∥∥SL,kP (I − e−l(Q)2mL)Mu∥∥L1(Rn)

∞∑ ∞∑(
2i+j l(Q)
) n
2
∥∥SL,kP (I − e−l(Q)2mL)M(χSi(Q)u)∥∥L2(Sj (Qi))i=0 j=0
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∞∑
i=0
{ ∞∑
j=3
([
2−(i+j)(
2mM
2m−1 ) +√j2−(i+j)(2mM)](2i+j l(Q)) n2 )+ (2i l(Q)) n2}‖u‖L2(Si (Q))
 C.
Finally, using a similar argument of proving (5.5) we may show that
∥∥SL,kP (I − (I − e−l(Q)2mL)M)u∥∥L1(Rn)  C.
We therefore finish the proof of (a) in Theorem 6.1.
6.3. Proof of the conclusion (b) of Theorem 6.1
The proof of this theorem is quite similar to the argument used in the proof of the conclusion
(b) of Theorem 5.1. We just need to make minor modifications and write down the main steps.
To be more precise, since L is an m-accretive operator, it follows from Kato [47, p. 281] that
L has a unique m-accretive square root L
1
2 such that L
1
2 L
1
2 = L, which means that the L2(Rn)
functional calculus still holds for L 12 . Thus we begin the proof with giving the following Calderón
reproducing formula (in the sense of L2(Rn)):
f = CM,m,k
∞∫
0
((
tm
√
L
)2M+2k
e−tm
√
L
)2
f
dt
t
.
Now, let
O :=
{
x ∈Rn: SL,kP f (x) > 2
}
and denote
u
j
(N) =
1
λ
j

N∫
1
N
(
tm
√
L
)4M+3k
e−tm
√
L
(
χ
T
j

(
tm
√
L
)k
e−tm
√
L
)
f
dt
t
,
where T j (, j ∈ Z) is defined as (5.11). Choosing h ∈ L2(Si(Qj)) such that ‖h‖L2(Si (Qj )) = 1,
and setting χj := χ(Qj×(0,∞))∩Ô∗ , we have∣∣∣∣ ∫
Rn
u
j
(N)(x)h(x) dx
∣∣∣∣
 C
λ
j

( ∫
Oc ∩cQj
∫ ∫
Γ (x)
∣∣(tm√L )ke−tm√Lf (y)∣∣2 dy dt
tn+1
dx
) 1
2+1 
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( ∫
Oc+1∩cQj
∫ ∫
Γ (x)∩(Qj×(0,∞))∩Ô∗
∣∣((tm√L )4M+3ke−tm√L)∗h(y)∣∣2 dy dt
tn+1
dx
) 1
2
:= I1 × I2.
For I1 we have
I1 
C
λ
j

( ∫
Oc+1∩cQj
(SL,kP f (x))2 dx) 12  C∣∣Qj ∣∣− 12 . (6.12)
To deal with I2, when i  4, using the Lp boundedness of SL,4M+3kP (see Theorem 6.3), we have
I2  C
∥∥SL,4M+3kP h∥∥L2(Rn)  C‖h‖L2(Si (Qj ))  C.
When i  5, we involve the same method used in (5.15) and the estimates (6.7) and (6.8) to
obtain
I2  C
( ∫
3CQjk
cl(Q
j
 )∫
0
∣∣((tm√L )4M+3ke−tm√L)∗h(y)∣∣2 dt
t
dy
) 1
2
 C
( cl(Qj )∫
0
∥∥((tm√L )4M+3ke−tm√L)∗h∥∥2
L2(3CQj)
dt
t
) 1
2

{
C2−i(4M+3k+1)
m
2m−1 , k is even,
C2−i(4M+3k)
m
2m−1 , k is odd,
(6.13)
which allows to get that
∥∥uj(N)∥∥L2(Si (Qj )) 
{
C2−i(4M+3k+1)
m
2m−1 |Qj |−
1
2 , k is even,
C2−i(4M+3k)
m
2m−1 |Qj |−
1
2 , k is odd.
(6.14)
Now turning to compute ‖(l(Qj)2mL)−Muj(N)‖L2(Si (Qj )). Similarly, we write∣∣∣∣ ∫
Rn
(
l
(
Q
j

)2m
L
)−M
ujv(N)(x)h(x) dx
∣∣∣∣
 C
λ
j

( ∫
Oc ∩cQj
∫ ∫
Γ (x)
∣∣(tm√L )ke−tm√Lf (y)∣∣2 dy dt
tn+1
dx
) 1
2+1 
660 Q. Deng et al. / Journal of Functional Analysis 263 (2012) 604–674×
( ∫
Oc+1∩cQj
∫ ∫
Γ (x)∩(Qj×(0,∞))∩Ô∗
∣∣∣∣( t
l(Q
j
)
)2mM
× ((tm√L )2M+3ke−tm√L)∗h(y)∣∣∣∣2 dy dttn+1 dx
) 1
2
:= I˜1 × I˜2.
Notice that (6.12) holds for I˜1 since I˜1 = I1. As for I˜2, the same argument with (6.13) can lead
to
I˜2 
{
C2−i(2M+3k+1)
m
2m−1 , k is even,
C2−i(2M+3k)
m
2m−1 , k is odd.
Then we have
∥∥(l(Qj)2mL)−Muj(N)∥∥L2(Si (Qj )) 
{
C2−i(2M+3k+1)
m
2m−1 |Qj |−
1
2 , k is even,
C2−i(2M+3k)
m
2m−1 |Qj |−
1
2 , k is odd.
(6.15)
Therefore by assumptions k ∈N, M > n4m(2m−1) and 0 < ε < (2M +3k) m2m−1 − n2 , combining(6.14) with (6.15) we have
∞∑
i=0
2i(
n
2 +ε)
∣∣Qj ∣∣ 12 M∑
k=0
∥∥(l(Q)−2mL−1)ujk(N)∥∥Lp(Si (Q))  C. (6.16)
To be more rigorous, we need to prove fN → f in H˜ 1L(Rn) and ‖SL,kP (fN − f )‖L1 → 0. As
the details are similar to the proof of (b) of Theorem 5.1, we omit the details here. Thus we finish
the proof of the conclusion (b) of Theorem 6.1.
7. (H 1L,L
1) boundedness of some operators
In this section, as some applications, we give the (H 1L,L
1) boundedness of some operators,
where and in the sequel, L still denotes the homogeneous elliptic operator of order 2m in diver-
gence form defined by (1.4)–(1.6). First we show a general conclusion as follows.
Theorem 7.1. Let pL < p  2 and assume that the sublinear operator
T : Lp(Rn)→ Lp(Rn)
satisfies the following estimate: There exist M ∈ N, M > n4m(2m − 1), such that for all closed
sets E, F with d(E,F ) > 0 and every f ∈ Lp(Rn) supposed in E
∥∥T (I − e−tL)Mf ∥∥
Lp(F )
 C
(
t
2m
) M
2m−1 ‖f ‖Lp(E) (7.1)d(E,F )
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∥∥T (tLe−tL)Mf ∥∥
Lp(F )
 C
(
t
d(E,F )2m
) M
2m−1 ‖f ‖Lp(E). (7.2)
Then T can be extended to a bounded operator from H 1L(Rn) to L1(Rn).
Proof. By Lemma 5.1, we only need to prove that (5.3) holds for any (p, ε,M)-molecule u. To
begin, we write
‖T u‖L1(Rn) 
∥∥T (I − e−l(Q)2mL)Mu∥∥
L1(Rn) +
∥∥T (I − (I − e−l(Q)2mL)M)u∥∥
L1(Rn) := I1 + I2,
and for I1, we can write
I1 
∞∑
i=0
∥∥T (I − e−l(Q)2mL)M(χSi(Q)u)∥∥L1(Rn),
where the family of annuli {Si(Q)}∞i=0 is taken with respect to the cube Q associated with u.
Hence,
∥∥T (I − e−l(Q)2mL)M(χSi(Q)u)∥∥L1(Rn)
 C
∞∑
j=0
(
2i+j l(Q)
)n− n
p
∥∥T (I − e−l(Q)2mL)M(χSi(Q)u)∥∥Lp(Sj (Qi))
 C
∞∑
j=2
(
2i+j l(Q)
)n− n
p
(
l(Q)2m
d(Sj (Qi), Si(Q))2m
) M
2m−1 ‖u‖Lp(Si (Q))
+C(2i l(Q))n− np ‖u‖Lp(Si (Q))
 C
(
2i l(Q)
)n− n
p ‖u‖Lp(Si (Q))
∞∑
j=2
2j (n−
n
p
−2mM/(2m−1))
,
where we use (7.1) and the uniform boundedness of the family of operators {e−tL}t>0 in Lp(Rn).
Then we have
I1 
∞∑
i=0
∥∥T (I − e−l(Q)2mL)M(χSi(Q)u)∥∥L1(Rn)  C ∞∑
i=0
(
2i l(Q)
)n− n
p ‖u‖Lp(Si (Q)). (7.3)
As for I2, we observe that
I − (I − e−l(Q)2mL)M = M∑(M
k
)
(−1)k+1e−kl(Q)2mL,k=1
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(
M
k
)= M!
(M−k)!k! , k = 1,2, . . . ,M . Therefore
∥∥T (I − (I − e−l(Q)2mL)M)u∥∥
L1(Rn)  C sup
1kM
∥∥T e−kl(Q)2mLu∥∥
L1(Rn).
Since
∥∥T e−kl(Q)2mLu∥∥
L1(Rn) = C
∥∥∥∥T( kM l(Q)2mLe− kM l(Q)2mL
)M(
l(Q)−2mL−1
)M
u
∥∥∥∥
L1(Rn)
,
we use a method similar to the one used above to estimate I2 as long as replacing u and (I −
e−l(Q)2mL)M by (l(Q)−2mL−1)Mu and ( k
M
l(Q)2mLe− kM l(Q)2mL)M , respectively. Thus, by (7.2)
we may get
I2  C
∞∑
i=0
(
2i l(Q)
)n− n
p
∥∥(l(Q)−2mL−1)Mu∥∥
Lp(Si (Q))
. (7.4)
Hence, by (7.3), (7.4) and Definition 4.1 of (p, ε,M)-molecule, we finish the proof of Theo-
rem 7.1. 
7.1. Riesz transforms ∇mL−1/2
It is well known that the Riesz transform has a basic importance in harmonic analysis and
PDE. Denote by ∇mL−1/2 the Riesz transforms associated with the homogeneous elliptic oper-
ator L of order 2m in divergence form defined by (1.4)–(1.6). In [2], Auscher gave the necessary
and sufficient conditions for the Lp-boundedness of Riesz transforms ∇mL−1/2:
Theorem C. (See Auscher [2].) The Riesz transforms ∇mL−1/2 are bounded operators on Lp if
and only if q−(L) < p < q+(L), where q±(L) denote the limits of p for the Lp boundedness of
the family of operators {√t∇me−tL}t>0.
Below we give the (H 1L,L
1) boundedness of the Riesz transform ∇mL− 12 .
Theorem 7.2. The Riesz transforms ∇mL−1/2 are bounded from H 1L(Rn) to L1(Rn).
Proof. The theorem for m = 1 has been proved in [42, Theorem 3.3], in the following, we only
consider the case of m > 1. By Theorem C and Theorem 7.1, we only need to prove that the
operator ∇mL−1/2 satisfies (7.1) and (7.2) for p = 2.
Let E,F ⊂Rn be closed sets with d(E,F ) > 0 and f ∈ L2(Rn) with supp(f ) ⊂ E. We first
verify that the Riesz transform ∇mL−1/2 satisfies (7.1). Note that ∇mL−1/2 can be viewed as
∇mL− 12 f (x) = C
∞∫
∇me−sLf (x) ds√
s
.0
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∥∥∇mL− 12 (I − e−tL)Mf ∥∥
L2(F ) = C
∥∥∥∥∥
∞∫
0
∇me−sL(I − e−tL)Mf ds√
s
∥∥∥∥∥
L2(F )
 C
∞∫
0
∥∥∇me−s(M+1)L(I − e−tL)Mf ∥∥
L2(F )
ds√
s
 C
t∫
0
∥∥∇me−s(M+1)L(I − e−tL)Mf ∥∥
L2(F )
ds√
s
+C
∞∫
t
∥∥∇me−s(M+1)L(I − e−tL)Mf ∥∥
L2(F )
ds√
s
:= I1 + I2. (7.5)
By expanding (I − e−tL)M by binomial formula and using (i) of Theorem 3.2, we have
I1  C
t∫
0
∥∥∇me−s(M+1)Lf ∥∥
L2(F )
ds√
s
+C sup
1kM
( t∫
0
∥∥∇me−s(M+1)Le−ktLf ∥∥
L2(F )
ds√
s
)
 C
t∫
0
e
−( d(E,F )
cs1/2m
)2m/(2m−1) ds
s
‖f ‖L2(E)
+C sup
1kM
( t∫
0
∥∥√kt∇me−ktLe−s(M+1)Lf ∥∥
L2(F )
1√
kt
ds√
s
)
.
And then for the second term of the last step, by Theorem 3.2 and Lemma 3.1 we get
∥∥√kt∇me−ktLe−s(M+1)Lf ∥∥
L2(F )  Ce
−( d(E,F )
ct1/2m
)2m/(2m−1)‖f ‖L2(E).
Then for M > n4m(2m− 1),
I1  C
(
t
2m
) M
2m−1 ‖f ‖L2(E). (7.6)d(E,F )
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I2 = C
∞∫
t
∥∥∇me−sL(e−sL − e−(t+s)L)Mf ∥∥
L2(F )
ds√
s
= C
∞∫
t
(
t
s
)M∥∥∥∥∇me−sL( st (e−sL − e−(t+s)L)
)M
f
∥∥∥∥
L2(F )
ds√
s
 C
∞∫
t
(
t
s
)M
e
−( d(E,F )
cs1/2m
)2m/(2m−1) ds
s
‖f ‖L2(E)
 C
∞∫
t
(
t
s
)M(
s
d(E,F )2m
) M
2m−1 ds
s
‖f ‖L2(E)
 C
(
t
d(E,F )2m
) M
2m−1 ‖f ‖L2(E). (7.7)
Hence (7.1) holds for ∇mL−1/2 by (7.5)–(7.13).
The verification for (7.2) is essentially similar. More precisely, one needs to estimate the inte-
grals I1 and I2 in (7.5) with (I− e−tL)M replaced by (tLe−tL)M . As done before, by Lemma 3.1
we have
t∫
0
∥∥∇me−s(M+1)L(tLe−tL)Mf ∥∥
L2(F )
ds√
s
 C
t∫
0
∥∥∥∥∇me−tL(tLe−tL)M−2( t2Le− t2L
)2
e−s(M+1)Lf
∥∥∥∥
L2(F )
ds√
s
 C
t∫
0
∥∥∥∥√t∇me−tL(tLe−tL)M−2( t2Le− t2L
)2
e−s(M+1)Lf
∥∥∥∥
L2(F )
1√
t
ds√
s
 Ce−(
d(E,F )
ct1/2m
)2m/(2m−1)
t∫
0
1√
t
ds√
s
 C
(
t
d(E,F )2m
) M
2m−1 ‖f ‖L2(E). (7.8)
Concerning to the analogue of I2, we have
∞∫ ∥∥∇me−s(M+1)L(tLe−tL)Mf ∥∥
L2(F )
ds√
st
Q. Deng et al. / Journal of Functional Analysis 263 (2012) 604–674 665 C
∞∫
t
(
t
s
)M∥∥√s∇me−sL(sLe−(t+s)L)Mf ∥∥
L2(F )
ds
s
 C
∞∫
t
(
t
s
)M
e
−( d(E,F )
cs1/2m
)2m/(2m−1) ds
s
‖f ‖L2(E)
 C
∞∫
t
(
t
s
)M(
s
d(E,F )2m
) M
2m−1 ds
s
‖f ‖L2(E)
 C
(
t
d(E,F )2m
) M
2m−1 ‖f ‖L2(E), (7.9)
where we use (iii) of Theorem 3.2 for the operator sLe−(t+s)L. Thus, (7.8) and (7.9) show that
(7.2) holds also for ∇mL−1/2. We therefore complete the proof of Theorem 7.2. 
7.2. Vertical square functions
We have defined the vertical square functions gL,kh and g
L,k
P in Sections 3.3 and 6.2, respec-
tively. Using the Lp boundedness of gL,kh (Theorem 3.3) and gL,kP (Theorem 6.2), we immedi-
ately get the following (H 1L,L
1) boundedness of gLh and g
L
P by combining Lemma 3.3 (for gL,kh )
and Lemma 6.2 (for gL,kP ) with Theorem 7.1:
Theorem 7.3. For k ∈ N, the square functions gL,kh and gL,kP are all bounded operators from
H 1L(R
n) to L1(Rn).
Now, let us turn to two other vertical square functions g˜L,mh and g˜
L,m
P , which associate to
semigroups e−tL and e−t
√
L
, respectively. For f ∈ L2(Rn), denote
g˜
L,m
h f (x) :=
( ∞∫
0
∣∣tm∇me−t2mLf (x)∣∣2 dt
t
) 1
2
and
g˜
L,m
P f (x) :=
( ∞∫
0
∣∣tm∇me−tm√Lf (x)∣∣2 dt
t
) 1
2
.
Theorem 7.4. The vertical square function g˜L,mh can be extended to a bounded operator from
H 1L(R
n) to L1(Rn).
Proof. We first show that g˜L,mh is bounded on L2(Rn). Applying the idea used in the proof of
(7.2) in [2], we have
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L2(Rn) = −
∞∫
0
d
dt
∥∥e−tLf ∥∥2
L2(Rn) dt
=
∞∫
0
〈(
L+L∗)e−tLf, e−tLf 〉dt
= 2	e
∫ ∫
R
n+1+
(
Le−tLf
)
(x)
(
e−tLf
)
(x) dx dt
= 4m	e
∫ ∫
R
n+1+
(
smLe−s2mLf
)
(x)
(
sme−s2mLf
)
(x)
ds
s
dx.
Then by the ellipticity assumptions (1.5) and (1.6) on L, we obtain that
‖f ‖L2(Rn) ≈
∥∥g˜L,mh f ∥∥L2(Rn). (7.10)
To complete the proof of Theorem 7.4, by Theorem 7.1, it is sufficient to verify (7.1) and
(7.2) for g˜L,mh with p = 2. Let E and F be closed sets with d(E,F ) > 0 and f ∈ L2(Rn) with
suppf ⊂ E. Write
∥∥g˜L,mh (I − e−tL)Mf ∥∥L2(F ) =
∥∥∥∥∥
( ∞∫
0
∣∣sm∇me−s2mL(I − e−tL)Mf ∣∣2 ds
s
) 1
2
∥∥∥∥∥
L2(F )
 C
( ∞∫
0
∥∥∇me−s(M+1)L(I − e−tL)Mf ∥∥2
L2(F ) ds
) 1
2
 C
( t∫
0
∥∥∇me−s(M+1)L(I − e−tL)Mf ∥∥2
L2(F ) ds
) 1
2
+C
( ∞∫
t
∥∥∇me−s(M+1)L(I − e−tL)Mf ∥∥2
L2(F ) ds
) 1
2
:= I1 + I2. (7.11)
By expanding (I − e−tL)M by binomial formula and using (i) of Lemma 3.3, we have
I1  C
( t∫
0
∥∥s1/2∇me−s(M+1)Lf ∥∥2
L2(F )
ds
s
) 1
2
+C sup
1kM
( t∫ ∥∥∇me−s(M+1)Le−ktLf ∥∥2
L2(F ) ds
) 1
20
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( t∫
0
e
−( d(E,F )
cs1/2m
)2m/(2m−1) ds
s
) 1
2
‖f ‖L2(E)
+C sup
1kM
( t∫
0
∥∥√kt∇me−ktLe−s(M+1)Lf ∥∥2
L2(F )
ds
kt
) 1
2
.
Using the same argument as the one used to estimate I1 in (7.5), we may get
I1  C
(
t
d(E,F )2m
) M
2m−1 ‖f ‖L2(E). (7.12)
The idea to estimate I2 is also the same with the one used to estimate I2 in (7.5). Applying the
conclusion (iii) of Lemma 3.3 for the operator e−sL − e−(t+s)L and Lemma 3.1, we have for
m> 1
I2 = C
( ∞∫
t
∥∥∇me−s(M+1)L(I − e−tL)Mf ∥∥2
L2(F ) ds
) 1
2
= C
( ∞∫
t
(
t
s
)2M∥∥∥∥s1/2∇me−sL( st (e−sL − e−(t+s)L)
)M
f
∥∥∥∥2
L2(F )
ds
s
) 1
2
 C
( ∞∫
t
(
t
s
)2M
e
−( d(E,F )
cs1/2m
)2m/(2m−1) ds
s
) 1
2
‖f ‖L2(E)
 C
(
t
d(E,F )2m
) M
2m−1 ‖f ‖L2(E). (7.13)
When m = 1, by (7.13), we also have
I2  C
( ∞∫
t
(
t
s
)2M
e−
d2(E,F )
cs
ds
s
) 1
2
‖f ‖L2(E)
 C
(
t
d(E,F )2
)M
‖f ‖L2(E).
To establish (7.2), one just needs to apply the same method as the one used to estimate the
integrals I1 and I2 in (7.11) with (I − e−tL)M replaced by (tLe−tL)M and the corresponding
arguments used in proving Theorem 7.1. We omit the details here. Hence, the square function
g˜
L,m
h is a bounded operator from H 1L(Rn) to L1(Rn). 
Theorem 7.5. The vertical square function g˜L,mP can be extended to a bounded operators from
H 1(Rn) to L1(Rn).L
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variables s2m := t2m4z we have
g˜
L,m
P f (x) = C
( ∞∫
0
∣∣∣∣∣
∞∫
0
e−z√
z
tm∇me− t
2mL
4z f (x) dz
∣∣∣∣∣
2
dt
t
) 1
2
 C
∞∫
0
e−zz−
1
2 + 14
( ∞∫
0
∣∣sm∇me−s2mLf (x)∣∣2 ds
s
) 1
2
dz
 Cg˜L,mh f (x). (7.14)
Thus, g˜L,mP is a bounded operator on L2 by (7.10) and (7.14). On the other hand, we have showed
that, for closed sets E and F with d(E,F ) > 0 and f ∈ L2(Rn) with suppf ⊂ E,
{∥∥gL,mh (I − e−tL)Mf ∥∥L2(F ),∥∥gL,mh (tLe−tL)Mf ∥∥L2(F )}
 C
(
t
d(E,F )2m
) M
2m−1 ‖f ‖L2(E). (7.15)
Using (7.14) again, we see that (7.15) also holds if replacing gL,mh by gL,mP . We therefore get the
(H 1L,L
1) boundedness of the square function g˜L,mP by Theorem 7.1. 
7.3. Vertical maximal operators
For any f ∈ L2(Rn), we consider the following vertical maximal operators
Nhf (y) := sup
t>0
(
1
tn
∫
|x−y|<t
∣∣e−t2mLf (x)∣∣2 dx) 12
and for k ∈N
N kh f (y) := sup
t>0
(
1
tn
∫
|x−y|<t
∣∣(t2mL)ke−t2mLf (x)∣∣2 dx) 12 .
First we give the Lp boundedness of the vertical maximal operators Nh and N kh .
Theorem 7.6. The operators Nh and N kh are both bounded on Lp(Rn) for pL < p  2.
Proof. Since pL < p  2, we choose q such that pL < q < min{2,p}. For f ∈ Lp(Rn) ∩
L2(Rn), we use the Lq–L2 off-diagonal estimate of the operator e−tL (see (iv) in Theorem 3.2).
Thus,
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∫
Rn
[
sup
t>0
∞∑
j=0
(
1
tn
∫
B(y,t)
∣∣e−t2mL(χSj (B(y,t))f )(x)∣∣2 dx) 12
]p
dy

∫
Rn
[
sup
t>0
∞∑
j=0
t−
n
2
∥∥e−t2mL(χSj (B(y,t))f )(x)∥∥L2(B(y,t))
]p
dy
 C
∫
Rn
[
sup
t>0
∞∑
j=0
t−
n
2 t
( n2 − nq )e−(
d(B(y,t),Sj (B(y,t)))
ct
)
2m
2m−1 ‖f ‖Lq(Sj (B(y,t)))
]p
dy
 C
∫
Rn
[
sup
t>0
∞∑
j=0
t
− n
q 2−j (
n
q
+ε)‖f ‖Lq(Sj (B(y,t)))
]p
dy
 C
∫
Rn
[ ∞∑
j=0
2−jε sup
t>0
(
2j t
)− n
q ‖f ‖Lq(Sj (B(y,t)))
]p
dy
 C
∫
Rn
(M(|f |q)(y)) pq dy
 C‖f ‖p
Lp(Rn)
,
where M denotes the Hardy–Littlewood maximal operator and we use the L
p
q boundedness
of M.
For the operator N kh , we just use the Lq–L2 off-diagonal estimate of the operator tLe−tL (see
(iv) in Theorem 3.2) in the previous argument, then the same method can be applied to get the
desired Lp boundedness of N kh . 
Theorem 7.7. The operator Nh is bounded from H 1L(Rn) to L1(Rn).
Proof. By Lemma 5.1, we only need to show that for every (2, ε,M)-molecule u associated to
some cube Q
‖Nhu‖L1(Rn)  C. (7.16)
By Hölder’s inequality and annular decomposition of Rn we have
‖Nhu‖L1(Rn) 
∞∑
j=0
∣∣Sj (Q)∣∣ 12 ‖Nhu‖L2(Sj (Q))

10∑
j=0
∣∣Sj (Q)∣∣ 12 ‖Nhu‖L2(Sj (Q)) + ∞∑
j=11
∣∣Sj (Q)∣∣ 12 ‖Nhu‖L2(Sj (Q))
:= I1 + I2. (7.17)
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I1 
10∑
j=0
∣∣Sj (Q)∣∣ 12 ‖u‖L2(Rn)  C.
To deal with I2, we fix some constant 0 < a < 1 such that aM − n4m(2m − 1) > 0 and split
Nhu into two parts with t < 2aj l(Q) and t  2aj l(Q).
(a) Case where t < 2aj l(Q). Let
Uj(Q) = 2j+3Q \ 2j−3Q, Rj (Q) = 2j+5Q \ 2j−5Q, Ej (Q) = Rcj (Q),
and split u = uχRj (Q) + uχEj (Q). Then for y ∈ Sj (Q) and |x − y| < t , we have x ∈ Uj (Q).
Hence, by (i) of Theorem 3.2
(
1
tn
∫
|x−y|<t
∣∣e−t2mL(uχEj (Q))(x)∣∣2 dx) 12  Ct− n2 e−( d(Ej (Q),Uj (Q))t ) 2m2m−1 ‖u‖L2(Ej (Q))
 Ct− n2
(
t
2j l(Q)
) 2mN
2m−1 ‖u‖L2(Rn),
where we choose N ∈N satisfying N > 2−a1−a n4m(2m− 1). Thus, we get
∞∑
j=10
∣∣Sj (Q)∣∣ 12 ∥∥∥∥ sup
t<2aj l(Q)
(
1
tn
∫
|x−y|<t
∣∣e−t2mL(uχEj (Q))(x)∣∣2 dx) 12 ∥∥∥∥
L2(Sj (Q))
 C
∞∑
j=10
2j (n(1−
a
2 )+ 2mN2m−1 (a−1))  C. (7.18)
On the other hand, by the L2(Rn) boundedness of Nh and the definition of a (2, ε,M)-molecule
we have
∞∑
j=10
∣∣Sj (Q)∣∣ 12 ∥∥∥∥ sup
t<2aj l(Q)
(
1
tn
∫
|x−y|<t
∣∣e−t2mL(uχRj (Q))(x)∣∣2 dx) 12 ∥∥∥∥
L2(Sj (Q))
 C
∞∑
j=10
∣∣Sj (Q)∣∣ 12 ∥∥Nh(uχRj (Q))∥∥L2(Sj (Q))
 C
∞∑∣∣Sj (Q)∣∣ 12 ‖u‖L2(Rj (Q))  C. (7.19)
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sup
t2aj l(Q)
(
1
tn
∫
|x−y|<t
∣∣e−t2mLu(x)∣∣2 dx) 12
= sup
t2aj l(Q)
(
1
tn
∫
|x−y|<t
∣∣(t2mL)Me−t2mL((t2mL)−Mu)(x)∣∣2 dx) 12
 sup
t2aj l(Q)
(
1
tn
∫
|x−y|<t
∣∣(t2mL)Me−t2mL((22maj l(Q)2mL)−Mu)(x)∣∣2 dx) 12
 C2−2MmajNMh
((
l(Q)2mL
)−M
u
)
(y). (7.20)
Then by the L2(Rn) boundedness ofNMh (Theorem 7.6) and the fact that aM − n4m(2m−1) > 0,
we have
∞∑
j=10
∣∣Sj (Q)∣∣ 12 ∥∥∥∥ sup
t2aj l(Q)
(
1
tn
∫
|x−y|<t
∣∣e−t2mLu(x)∣∣2 dx) 12 ∥∥∥∥
L2(Sj (Q))
 C
∞∑
j=10
∣∣Sj (Q)∣∣ 12 2−2Mmaj∥∥NMh ((l(Q)2mL)−Mu)∥∥L2(Rj (Q))
 C
∞∑
j=10
∣∣Sj (Q)∣∣ 12 2−2Mmaj∥∥(l(Q)2mL)−Mu∥∥L2(Rn)
 C
∞∑
j=10
2−j (2Mma−
n
2 )  C. (7.21)
Thus, (7.16) follows by (7.17)–(7.21). 
8. Final remarks
Remark 8.1. It is well known that the classical Hardy space H 1(Rn) associated with the operator
L ≡ −, the Laplacian, can be characterized by the area integral, the vertical square function,
the vertical maximal function and the Riesz transforms.
If L = P , the homogeneous elliptic operator of order 2m (m  1) with real constant coeffi-
cients (see (1.3)), then Theorems 2.1–2.3 of the present paper show that the following equivalent
relationships hold: for f ∈ L1(Rn)
‖f ‖H 1(Rn) ≈
∥∥SPf ∥∥
L1 ≈
∥∥gPf ∥∥
L1 ≈
∥∥NPf ∥∥
L1
≈ ∥∥S√Pf ∥∥
L1 ≈
∥∥g√Pf ∥∥
L1 ≈
∥∥N√Pf ∥∥
L1
≈ ∥∥∇mL− 12 f ∥∥ 1 (m is an odd integer).L
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surable coefficients, in their nice paper [42], Hofmann and Mayboroda proved that
‖f ‖H 1L ≈
∥∥SLh f ∥∥L1 ≈ ∥∥SLp f ∥∥L1 ≈ ‖Nhf ‖L1 ≈ ‖Npf ‖L1 .
However, for a general higher order elliptic operator L with variable coefficients, it seems to
be a difficult problem to characterize the Hardy space H 1L(Rn) by the vertical square function
or the vertical maximal functions associated with the operator L. Theorem 2.3 of the present
paper indeed shows that this problem becomes possibly more complex for the case of the higher
order elliptic operator. In fact, up to now, to our knowledge, for the higher order divergence form
elliptic operator L discussed in the present paper (see (1.4)–(1.6)), it is still an open question that
whether the following equivalent relationships hold:
‖f ‖H 1L ≈
∥∥gLh f ∥∥L1 ≈ ∥∥gLpf ∥∥L1 ≈ ∥∥g˜Lh f ∥∥L1 ≈ ∥∥g˜Lp f ∥∥L1 ≈ ‖Nhf ‖L1
≈ ‖Npf ‖L1 ≈
∥∥∇mL− 12 f ∥∥
L1 .
Remark 8.2. It would be very interesting to further establish a similar theory as done here for
generalized Schrödinger operator (−)m +V where m 2 and V is a measurable function with
maybe some singularities. However, there exist some obstacles to follow usual techniques for
classical Schrödinger operator (see e.g. [33,30–32]).
Firstly, note that e−t (−)m is not a preserving-positivity semigroup and also not a contractive
one on Lp(Rn) (p 
= 2) for m  2 (see, e.g. Reed and Simon [56], Langer and Maz’ya [48]).
Thus, it would make rather difficult to use the famous Trotter formula of semigroup and as
well lose fascinating connection to Brownian motion by Feynmann–Kac formula, which both
are essential tools in many problems of classical Schrödinger operators (see, e.g. Davies [17],
Simon [57]).
Secondly, the higher order elliptic operator (−)m (m 2) also lacks some important prop-
erties such as maximum principle which is basic to second order elliptic operator (see Gilbarg
and Trudinger [38] and Gazzola, Grunau and Sweers [37]).
In spite of these crucial difficulties, nevertheless, there exist many interesting works devoted
to the Lp-theory of generalized Schrödinger operator, for instance, [23,24,64] and so on. In our
recent work [26], some useful Lp–Lq off-diagonal estimates of the higher order Schrödinger
semigroup e−t ((−)m+V ) (m  2) were firstly established for a class of singular potentials V .
As an application of these estimates, we have studied the Lp boundedness of Riesz transforms
associated to the higher order Schrödinger type operator (−)m + V for m  2 and this kind
of potentials V . In particular, it should be emphasized that the specific singular potential V
discussed in [26] does not need to be a nonnegative function.
Finally, we would like to point out that for this class of singular potentials V appearing in [26],
a similar Hardy space theory associated to generalized Schrödinger operator (−)m + V as
m  2 also can be finally constructed as done in the present paper. These progresses will be
stated in our forthcoming papers.
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