. We use a flexible model introduced in Mwita (2003) , that makes no moment assumptions, and discuss an estimate which we get by inverting a kernel estimate of the conditional distribution function. We finally prove the consistency and asymptotic normality for the estimate.
INTRODUCTION
, Shephard (1996) among others for review of models containing such functions and their many variants and b, a positive constant independent of time but depends on θ . The standardized residuals t Z are assumed independent and identically distributed (i.i.d.) with zero θ -quantile and unit scale. Jorion (2000) . In the latter, the QARCH function estimate could act as a link between the estimations in the interior and extreme parts of data, as discussed in Mwita (2003) , see also, McNeil and Frey (2000) .
Considering other financial time series models, (1.1) can be seen as a robust generalization of AR-ARCH-models, introduced in Weiss (1984) , and their nonparametric generalizations reviewed by Härdle et al. (1997) . For instance, consider a financial time series model of AR(d)-
where ( ) (1964) and Watson (1964) type for the conditional distribution. Apart from the disadvantages of not being adaptive and having some boundary effects, which can be fixed anyhow (see Hall et al., 1999) , it has advantages of being a constrained estimator between 0 and 1 and a monotonically increasing function. This is an important property when deriving quantile function estimators by the inversion of a distribution estimator.
In the following section, we propose an estimate of the QARCH function in (1.1), when
and derive its consistency and asymptotic normality properties which are important for inferences. The technical results and proofs are postponed to the third section.
QARCH FUNCTION ESTIMATE AND ITS ASYMPTOTIC PROPERTIES
We propose an estimate of the QARCH function in model (1.1) and establish the weak consistency and asymptotic normality. For that purpose, express (1.1) as 
Therefore, we estimate ( ) 
We therefore define the conditional distribution function of ˆt
with ' r being a fixed-real value on R + in the neighborhood of r. Therefore we propose to estimate ( )
case, by the following kernel estimate,
For sake of simplicity, we have assumed that the bandwidth h is the same in all directions, but we could generalize our results in a straightforward manner to Doukhan (1994) and Bosq (1996) . Among them α-or strong mixing is a reasonably weak one known to be fulfilled for many time series models. In particular, Tjostheim (1995,1997) (B2) For the compact set G of (B1) and some compact neighborhood 0
is compact too, and for some constant 
Here, B(r) and V 2 (r) are defined in the bias and variance expansion for the conditional distribution estimator in Lemma 3.1 of the following section.

Proof of Theorem 2.1
In order to prove Theorem 2.1, we require the following result on uniform rate of convergence of the QAR function estimate, ( )
, on a compact set G. The proof can be found in Franke and Mwita (2003) . n n 
Theorem 3.1. Assume (A1)-(A2), (B1)-(B2) and (C1)-(C2). Suppose
S h S − = + ! Then we have ( ) ( ) ( ) 1 sup . . n d x G x x O S O as nh θ θ µ µ ∈   − = +    
E F r F r h B r o h
The following Lemma follows immediately from Lemma 3.1, using the smoothness assumptions on ( ) of t X on the compact set G , follows immediately from the proof of Theorem 3.3.6 of Györfi et al. (1989) . For ( ') 0 y µ − > and ( ) 0 y µ − > , the last two expressions on the right of (3.7) both imply 
is asymptotically normal, we proceed as in Theorem 2.1 in Franke and Mwita (2003) , by replacing ˆ( ) 
This implies, using the monotonicity of x Finally, to prove that the left hand side of (2.12) is asymptotically normally distributed with mean zero, let 
