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The boundary layer equations are investigated by constructing a suitably related 
stochastic process. 
1. POSITION OF THE PROBLEM 
Let us consider the Prandtl boundary layer equations for the unsteady 
two-dimensional f ow associated to a viscous incompressible fluid: 
a,u + ua,u + ua,u = -axp + vayyu, 
a,u+a,u=o; a,p=o 
(1.1) 
in the domain {x E R’, y > 0, t > 0). Here U, u denote the x and y 
component of the velocity field and p is the pressure. Together with 
Eqs. (1.1) we have the initial condition 
u(x, y, t = 0) = &I(& Y) 
and the boundary conditions 
(1.2) 
u(x, 0, t) = u(x, 0, t) = 0, 
lim U(X, y, t) = 17(x, t). 
(1.3) 
Y-ta, 
U is the x component of the “main flow” satisfying 
a,u+ ua,u=-a,p. (1.4) 
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Prandtl equations should describe the following physical situation: a 
slightly viscous two-dimensional f uid (the main flow) in the half-plane meets 
the rough line y = 0. The viscosity effects are mostly relevant in a layer of 
lenght 6 - (l/a), where R = V-I is the Reynolds number. Equations ( 1.1) 
are obtained by neglecting higher order terms in 6 in the Navier-Stokes 
equation in the region at distance 6 from the wall. See [I] for a formal 
deduction and [3,4] for a rigorous deduction in the stationary case. 
A local existence and uniqueness theorem for the system (1. l), (1.2). ( 1.3), 
and (1.4) has been obtained by Oleinik 121. This result is based on a change 
of variables that we shall discuss below. 
In this paper we approach the initial value problem associated to the 
Prandtl equations in the Oleinik’s coordinates by means of diffusion 
processes techniques. This allows us to state the problem in such a way that 
the solutions are very simply constructed. Moreover it is possible to 
introduce a sequence of stochastic processes, solutions of finite-dimensional 
evolution problems, converging to the diffusion process associated to the 
Prandtl equations. 
The key idea is that such kind of parabolic equation, although nonlinear. 
can be interpreted as backward Kolmogorov equation of a diffusion process 
described in terms of the solution itself. This idea, introduced by McKean in 
[6] for forward equations, has been used in [ 71 for the Navier-Stokes 
equations and, in some sense, is the basis of a numerical approach due to 
Chorin [5]. Tanaka also used a similar approach for nonlinear equations of 
Boltzmann type. In this case Wiener processes are replaced by Poisson 
processes (see [lo] and references quoted therein). 
From a technical point of view, to look at the stochastic characteristics, 
instead of the equation itself, enables us to get the necessary estimates for 
existence and uniqueness in a natural and completely elementary way. 
However, as in the Oleinik’s papers, we only obtain a short time existence 
theorem. 
In the sequel we shall assume U = U,, = const. This implies 3, p = 0 and 
hence a simplification of the boundary conditions, which leads to a simpler 
stochastic interpretation. The general case (together with the half line (x > 0) 
case), may be possibly treated along the same lines, but with additional new 
ideas and major technical effort. 
Let us introduce the new independent variables 
(1.5) 
and the new dependent variable 
w(x, v, t) = a, ZJ. (1.6) 
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Assuming U, > 0, a,,~, > 0 for y > 0 and U, > 0, we have in the strip 
o<r<u,,x>o, 
a,~ = -ffa,0 + da,, 0, 
4~ V, 0) = ~~(4 49 = a, uo, 
a,W(x, 0, t) = 0, 
4% uo 9 t> = 0, 
(1.7a) 
(1.7b) 
By virtue of the condition a,wl,,o, the above initial value problem is 
equivalent o the following one: 
a,w - 1~1 a,m + vdavvw = 0, 
(~,~,~)E~,-{(~,~~,~)IIT~I<U,,-T<~<OJ, 
0(x, l u,, t) = 0, 
w(x, ?h t) = w(x, 5% -t>, 
(l-8) 
4% % 0) = Q&9 v) = 00(x, -r), 
wo(x, s) > 0 if 1~) < U,. 
The initial value problem (1.8) may be described in terms of stochastic 
processes in the following way. We look for a diffusion process satisfying the 
following stochastic differential equation: 
dx(t) = - 1~1 dt, 
dq(t) = 6 w(x(t), r(t), f) dW), 
(1.9) 
where b(t) is a Brownian motion defined in some probability space (L&E, ip) 
and w has to be determined in terms of the same process according to the 
formula 
4x, 45 t> = ~,,,,,~~O~~~~~~Y~~~~l~ -T<t<O. (1.10) 
Here L.,,, stands for the expectation conditioned to the event that the 
process starts almost surely at time t from (x, q). It is well known [8] that, if 
o(x, 9, t) is the unique solution of (l.S), then a diffusion process satisfying 
(1.9) and (1.10) may be constructed. Conversely, if one has a solution of 
(1.9) and (1.10) and w is sufficiently smooth, then it satisfies the initial value 
problem (1.8). Thus it is quite natural to study the existence, uniqueness and 
properties of the process obeying to (1.9) and (l.lO), that will be called 
Pandtl process. In particular w, obtained by the solution of the initial value 
problem (1.9) and (l.lO), will be interpreted as a kind of weak solution for 
the Prandtl problem in its original form. 
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2. CONSTRUCTION OF THE SOLUTION 
We introduce the following sequence of diffusion processes (~“(I)}~~. , = 
{x”(t), q”(t)}:=, , -T< t < 0, defined in the strip -4, < q < ZJ,. U, > 0, as 
solution of the following stochastic differential equations: 
dx”(t) = - 1 q”(t)1 dt, 
W’(t) = fi co”-‘(r”(t), t) db(t), 
(2.la) 
where 
o”G t) = ~,.,I~,(w9)1~ n> 1, 
wO(T, t> = w,(r). 
(2.lb) 
Here w. : (x, ‘1) + R ‘, ) q 1 < U,, denotes a continuously differentiable 
function, bounded with its first derivatives and such that 
wo(x, rl) > 0 if lrll< U,. 
wo(x, f U,) = 0. 
(2.2) 
We notice that the above processes are well defined because. if 
o’-‘(x, f U,) = 0, the process does not go out of the strip / VI< U, and 
wyx, f U,) = 0. 
Lemma 2.1 will be useful in the sequel. Its proof, not very connected with 
the rest of our analysis, will be given at the end of the section. 
LEMMA 2.1. o”(x, 17, t)> Ofir Iql< U,. Moreover P(q-“(t)=O)=Ofor 
a . u . t E 1-T. O] and n > 0. 
Let r;+,(s) = l”(s) = (x”(s), vn(s)), s > t, denote the process solution of 
(2.1) starting almost surely from < at time t. Then, if UJ+ I({, r), -T < t < 0, 
is continuously differentiable and bounded with its first derivatives, the four 
processes ;Ir”/ax(s), ar”/ax(s), ax”/@(s), fYv”/@(s), satisfying 
8x”(s) .s W(r) ~ = - 
av J 
dr sgn(q”(r)) ~ 
I al7 ’ 
(2.3) 
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are well defined. 
By the same arguments used in [8, Theorem 2, p. 4771, and Lemma 2.1, 
we realize that 
lim Gf+An,c(~) - G?,,w 
All-10 4 
(2.4) 
in the L,(lP) sense. 
The reason why Eqs. (2.4) hold, in spite of the fact that the drift term is 
not differentiable at r7 = 0, is that the probability for the process c$” to reach 
the set q = 0, at some fixed time s, is zero by Lemma 2.1, for almost all s. 
As consequence of (2.4), a”((, t) is continuously differentiable and 
bounded with its first derivatives and it results 
Bw ” 
7 (CT 4 = E,,, 
[ 
2 (r”(0)) 9 
aw0 
+ all 
- 630Gp], 
Defining: 
P = x, rl. (2.5 1 
we have 
(2.7) 
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By putting 
we have 
and hence 
P:(S) < 4 + (2T + 8vK,_ ,)!” &p’,(r) 
I 
p’,(O)~4exp[(2T+8vK,_,)T]. 
(2.9) 
(2.10) 
On the other hand, from (2.5) 
K, < 2K, yy<‘,, d,(O) (2.11) 
and finaly 
Then 
K, < 8K, exp [(2T+ 8vK,-,) T]. 
K,<aK,, a>8 
(2.12) 
(2.13) 
if T is suffkiently small to satisfy 
8 exp(2T’ + 8vTaK,) ,< a. (2.14) 
From now on we fix the maximal value T = T(a) satisfying (2.14). Defining. 
for-T<t<s<O, 
Y;(s) = yP ~,,,[Ir”(~) - r”-‘(s)12 13 n>2 (2.15) 
we prove that y:(s) +n+m 0. 
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< 8vK,-, j'dr yl,(r) + 4vj'drd,-,(r), 
I I 
where 
Finally 
A,(s) = syp Iw”(r, s) - d-‘(r, s>12, n>l 
vb(s)9(T+8vK,-,)jsdry:(r)+4vjsdrA,-,(r). 
I I 
Since by (2.lb) 
we have 
Y’,(S) < 8vKo exp(T2 + 8vTK,-,)j’dr y:,(O), n > 3. 
I 
The above inequality may be iterated to get 
2 [sup, oO(~)12 
YXS)G K 
[8vTK, exp(T* + 8vTaK,)J”-’ 
0 (n-2)! * 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.22) allows us to define a limit process &Js). 
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All the above considerations may be summarized in the following 
theorem, establishing the existence and uniqueness of weak solutions for the 
Prandtl equation. 
THEOREM 2.1. For all co,, satisfying (2.2) and T > 0 suflciently small 
(see (2.14)), there exists a unique pair (T(t), w(& t)) of a process 
r(t) = {x(t), q(t)} and a bounded and globaZZy Lipschitz function w(T, t) > 0. 
vanishing only on the boundary 1 q I= U,, such that for -T < t ,< 0, 
and 
dx(t) = - 1 r(t)1 dt; 
h(t) = fi 4W, t) W). 
t(-T) = r, 
(2.23) 
where < is any L,(iP) random variable, independent of the process 
b(t) - b(-T). 
Proof. Define, by (2.18) and (2.20) 
Then (2.24) holds. Moreover, by (2.13) o satisfies the Lipschitz condition. 
This is enough to compute the differential of l(t) and obtain (2.23) and 
(2.24). 
Let (5, 0) be another solution of (2.23) and (2.24). Defining 
Y’(S) = “YP ~,,,[IW - ml*l~ 
d(s) = sy Iw((, s) - ti(C, s>l’. 
we obtain as above 
WI < 24 Y’(O), (2.27) 
f(s)<(T+4vK)(‘dry’(r)+2~~~drd(r), 
t I 
(2.28) 
where 
K= sup IQ45 4 - w?, t>i* 
1,[‘.1 1~-~‘12 * 
(2.26a) 
(2.26b) 
(2.29) 
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By virtue of (2.27) and (2.28) we deduce uniqueness and hence 
Theorem 2.1 is proved. 
Proof of Lemma 2.1. We prove the positivity of w” in the strip 1~1 ( iJ, 
by induction. Assume w”-’ > 0 for 1~) < U,. Defining 
&Y(s) = fi o”-‘(r;,,(S), s), r = tx, rt> (2.30) 
and 
z(s) = JS g’(s’) ds’, (2.3 1) 
t 
then the following holds 19, p. 291. 
&(s)) = r”(s) - v, (2.32) 
where d is a Brownian motion up to the stopping time r(u), where u is the 
time of the, first (unique) hit with the boundary. Then 
VI s”to)l f Uo) 
=~((tf”(s)(#U,,t<s<O) 
= q&(s)1 # u,, 0 < 5 Q $0)) 
~~(Ib(t)lfU,,0~s~2vItls~p10”-‘~~,t)11). (2.33) 
The last probability is larger than zero, for general properties of Brownian 
motions. Then, by (2.21b), 0” > 0 if I q I < U,,. Furthermore, denoting by s(r) 
the inverse function of t(s) 
j 
0 
ds IP(q”(s) = 0) 
t 
= E [ jto ds x(&W = 0) x0 < 0) ] 
T(O) [E li dT = 0 .ds(t)) 1 
[j 
T(O) 
= lim E 
dr 
E-r0 0 L&(r)) 
2 x(67@ = 0) xt g(W)) > e, 0 < 5’ < T(0)) 
I 
1 
dS(~)) 
1 xtm = o)x(g(s(~‘) > 60 < t’ < r(0)) 1 
glimJ- 
E-0 &l I M’ dr [E [X@(T) = 0)] = 0, 0 (2.34) 
where M, = 2v I tl supl,, ]w”-‘(<, t)12 < 2v ItI SUP~,~ Iw,(c, t)l’, 
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3. AN APPROXIMATION THEOREM 
As we have seen in Section 2, weak solutions of the initial value problem 
(1.10) may be approximated for short time by a sequence {w”(& t)},“= , of 
solutions of linear problems. Although the solutions W” are expressed in 
terms of a two-dimensional diffusion process T”(t), it should not be easy to 
actually compute them, since the diffusion coefficient of r”(t) is expressed in 
terms of o”-‘. 
In this section we deal with a different way to approximate the Prandtl 
process via a sequence of suitable processes c”(t), which are defined in terms 
of a finite number of independent Brownian motions. This should allow a 
more careful treatment of the error. 
Let us introduce the following processes 
ri,! .Kj@) = (.4,i .Kj(G’ rl;,’ .Kj@)), 
N = 1, 2 ,... ; j = 0 ,..., N - 1; Ki = l,..., N - i 
for each N, iteratively defined in the following way: 
dx;;i .Kj(f) = - I $,! .Ki(r)J dr, 
(3.1) 
x db K,. . .Kj@) (3.2) 
if N-j> 1, and 
dx:,,...KJO = - 1 &...K,+,(t)i & 
&kc, . ..K~-.@)= ~w,(i:,,...Ky-I(f))dbK,...h\~,(t)r 
(3.3) 
where b K,. . .Kj(f), b,(t) are mutually independent Brownian motions, 
Cg;/ .&s, 0 and C$:,j. .K.(f) denote the processes olutions of (3.2) starting 
almost surely from c at time s < f or from an arbitrary fixed point [at time 
-T, respectively. Finally we set C”(t) in place of ~$~(t). 
Remark 1. The above processes are well defined since 
~oG,~~~j+,(ol 6 <))is a non anticipating function w.r.t. the a-algebra 
generated by b,,. . .KJs), s < t, because it depends only on the Brownian 
motions with a number of indices larger than j. 
Remark 2. In the sequel we shall use mainly the following two 
properties of the construction: 
(1) The processes {c:- ‘(t) }g= 1 have the same distribution of [“- l(t) and 
are mutually independent. 
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(2) The processes [z-‘(t) - [z-‘(t) have the same distribution of 
y-‘(f) - p-(t)* 
We want to prove that c’(t) converges to the Prandtl process as N-+ co. 
The proof is organized into three steps. 
Step 1. For T > 0 and y > 1 such that 
2 eXp(KiyT + 2Tz) < 7, (3.4) 
where C, = 2~ max { )( Vo, I( L,II o. II& }, then 
~[I~~‘N(~l~~~~-~N~~l~~~~121~~~~l~-~121 (3.5) 
results. 
Prooj We prove (3.5) by induction. It is true for N = 0 and is assumed 
for N- 1. Then 
E pvls a) -XV, Ql’l 
Q 2E[la, - b,12] + 2Tf E[J$‘(rls, a)- $(rls, b)l’] dr, (3.6) 
s 
where a = (a,, a,), b = (b, , b2). 
E [I$‘(+, a) - v”(c $3 b)l*l 
< 2E[la2 -b,l’l 
(3.7) 
< X[lu, - b21*] + 4C,y(’ dr EIJcN(rls, a) - L?“(r, s, b)12], 
s 
by inductive hypothesis and Remark 2. Then, 
W?‘(~ls~ a)- P’W, @I21 
<221E[(u-b~2]+(4C,y+2T) 
X fdr~[l~N(rls,u)-~~(rls,b)12J s s 
(3.8) 
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and hence 
Step 2. cN(t) is a Cauchy sequence in L, for suffkiently small t. 
proof Let t, S, and 5 with s < t < 0 arbitrarily fixed, then 
~,,shNW - r”-‘(t)l’] 
2 
- ~dC~-‘-‘(O I r, CN- ‘(r))) 
II I 
< 8lt-sl c 
N2 ’ 
< 
8)t-sJ 
N2 c, + 461 
X it &sIICN(r) - CN-‘(r)12 dr] 
s 
+4c, sup I IE 5,s 3N w.rW’(O) - i;-‘(0)121 iE _ K s 
(3.10) 
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by convexity, Remark 2, and Step 1. Defining 
A, = sup sup 5 WW - F(f)121 -T<S<f<O 
(3.11) 
we obtain 
A, < exp(K, yT + T2) 
8C, T 
7 + 4TC,d,-, . (3.12) 
If H and T are such that 
H> max{8Texp(4C,yT+ T2)(1 + 2C,H), 2C,T(l + T2)], (3.13) 
then by induction 
for N 2 2. (3.14) 
Step 3. If r*(t) = lim,,, cN(t) in L, sense, t E [-T, 01, T sufficiently 
small, then c*(t) is the Prandtl process. 
ProoJ Let us define 
4&) = c-“(t) - C”(t), 
w = @L4)9 %Jtn (3.15) 
r*(t) = (X*(t), c*(o), 
then 
(3.16) 
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where [j$ = lim N+m t;:, K > 1, are mutually independent copies of <*. The 
expectation of the square of the last two terms is bounded by 
(3.17) 
and hence goes to zero as N-r co for the first two steps, the strong law of 
large numbers and the dominated convergence theorem. 
This means that the last two terms in (3.16) disappear with probability 
one, together with J;(t) + 6;(s), when some subsequence of natural numbers 
diverges. 
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