Introduction
Acceleration of heavy ions in an isochronous cyclotron can lead to a vr-value near unity for many turns. In ORIC, several departures from 3-fold symmetry unfortunately exist, so that a complex resonant behavior may lead to beam loss. To study these questions, a program has been initiated with the aim of devising and using very efficient algorithms for calculating the motion of ions during acceleration. The eikonal function was chosen as the basis for these studies, with methods and some results here described.
aberrations from the central ray. For this purpose, we separate S into orders S(q,Q) = S(2)(q,Q) + S(3)(q,Q) + S(4)(q,Q) + where (3) S(2)(q,Q) = Slq2 + S2qQ + S392 S(3)(q,Q) = S q3+ S q2Q + S qQ2 + S Q3 S(4)(q,Q) = S q4+ S q3Q + S10q Q + S1qQ3 + S2Q etc.
The function S (2) describes exact Gaussian imaging, S(3) describes the lowest order aberrations (Vanishes identically in a centered optical system), S(4) describes the next order of aberration (Seidel aberrations in a centered system), These successive functions can clearly be calculated, in principle, by tracing a sufficient number of rays, but a serious practical problem arises from the necessity of taking the limit q,Q + 0. Fortunately, these orders can be calculated simply and directly by use of the fundamental property
where L is the Lagrange function of x and its derivative x with respect to the independent variable e.
Note that
and that x in (5) 
etc.
It will be immediately recognized that the coefficients Lj(e), L2(e), ... can be easily written down in terms of the median plane magnetic field, its successive radial derivatives, and R(O) and ft(e), the equilibrium orbit radius as a function of 0 and its 0-derivative.
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The expression (5) can now be split into its order orders by use of the following procedure. We first define successive orders for the ray coordinate. Thus Relations of increasing complexity can be obtained for the higher s(n) but, for reasons to be discussed, we confine our attention to the three above.
The computational procedure to be used is the following. We choose an energy value and find the equilibrium orbit by a conventional search. The various 0-dependent coefficients Ln can then be calculated and stored. Another pass finds ul and u2, and a slightly more complicated pass finds vl, v2, and v3. Another pass evaluates Sl ....S12 and the computation is complete for that energy.
Computational Details
The measured median plane (available for ORIC on a polar mesh) is interpolated by a quintic spline routine and stored in a disk file with 81 r-values and 121 0-values. This is a basic input file for the program SCAL, which implements the procedure we have described. SCAL uses the spline again to find the first three radial derivatives of the field, and then proceeds with the calculation outlined above. Integration is by the Runge-Kutta method, with 60 steps per revolution. SCAL can take ef as 2r, 2r/2, or 2r/6, but in any event, the coefficients are stored so that the complete 0-2r transformation can be constructed.
Uses of the Eikonal
The original intention was to use the 1-turn Eikonal to find an invariant function such that H(q,p) = H(Q,P) (12) for all values of Q and P, with the assumption that q and p are related to Q and P by the contact transformation defined by S. From the analytic behavior of H, it should be possible to obtain reliable information on stability limits and related matters. In the conventional treatment, severe simplification of L, with use of the phase-amplitude method, leads to an approximately invariant function, and it is a reasonable hope that the present treatment can yield an H which can accurately describe a real system. since an arbitrary amount of (H(2))2 can be added to it. It will be recognized that this arbitrary addition alters the quartic detuning term which always governs the behavior of the phase plot outside the simple cubic region. It is thus necessary to adjust the proportion of (H(2))2 to cause the mean circulation rate about the origin of the phase plot to be correct. Experience has shown that the stability limit as determined by H(2) and H(3) is quite adequate for a 3-sector machine, so that the above ambiguity becomes of possible practical importance only for a 4-sector machine.
We have made provision for dividing the full revolution into two half transformations, in order that acceleration by two gaps (00 and 1800) can be treated. When a program was written to exploit this approach, the results were extremely disappointing. Although the phase plots obtained from H were apparently accurate, use of the single S from 0 to 21T, or the two half-transformations yields phase plots which are only accurate at uselessly small oscillation amplitudes. Extensive testing strongly suggests that this is a matter of principle, which is not yet resolved.
To make further progress it was noted that the transformation described by Stl) + S(2) + S(3) does not really offer much complexity of behavior. By splitting the range 0-2r up into a larger number of sub-ranges (called sectors in the following, although no true repetition is implied), it is clear that we quickly approach the solution of the full equations of motion. In order to fit the symmetry of the accelerating electrodes, it seemed reasonable to try six sectors, and much of the work has used this. Very good phase plots can now be generated by repetitive transformation, the process being still very k (1) ) -efficient. We show in Fig. 1 a typical phase plot for uranium ions at 2 MeV/amu in a field of the proposed ORIC superconducting upgrade. This curve was obtained by plotting contours of constant H.
In Fig. 2 is shown a parallel calculation by repetitive transformation. It is clear that the stability limits are similar, although some differences in definition between the two plots makes precise equivalence more difficult to establish.
