In the area of health care, fall is a dangerous problem for aged persons. Sometimes, they are a serious cause of death. In addition to that, the number of aged persons will increase in the future. Therefore, it is necessary to develop an accurate system to detect fall. In this paper, we present spatiotemporal method to detect fall form videos filmed by surveillance cameras. Firstly, we computed key points of human skeleton. We calculated distances and angles between key points of each two pair sequences frames. After that, we applied Principal Component Analysis (PCA) to unify the dimension of features. Finally, we utilized Support Vector Machine (SVM), Decision Tree, Random Forest and K Nearest Neighbors (KNN) to classify features. We found that SVM is the best classifier to our method. The results of our algorithm are as follow: accuracy is 98.5%, sensitivity is 97% and the specificity is 100%.
I. INTRODUCTION
UNion Nation published a report in 2005 [1] which presents statistics about the population of aged people in the world. They show the percentage of older adults (60 years or over) in the past, and in the future. They cited that the proportion in 1950 is 8%, they also mentioned that this percentage grew to 11% in 2009 and they estimated that the rate would also increase to 22% in 2050. They also show that these statistics include developed, developing countries and even countries of the third world. Since, all the nations will have a growth in the population of aged persons.
Fall is one of the most dangerous and vital problems in health-care. It is one of the leading causes of unintentional injury and accidental deaths in the world. In addition to that, the World Health Organization [2] show statics about fall causes. They cited that each year, an estimated 646000 persons die from fall. However, elderly persons (65 years of age or over) represent the highest percentage of fatal falls. More than that, WHO cited that each year, 37.3 million falls, which are sever, dangerous, and require medical attention to occur. Since, we notice that falls are a big problem for the elderly, and this problem will be more severe if these persons live alone. For these reasons, we have to look for solutions to save them. And we also note that the percentage of aged The associate editor coordinating the review of this manuscript and approving it for publication was Lin Wang . persons will grow. These factors guarantee that investing in this topic will be successful. We can invest by developing surveillance systems to detect falls and send messages or signals to help fallen persons quickly.
In the last years, a lot of surveillance systems have been developed for fall detection [3] - [9] . There are a lot of proposed works to decrease injuries for aged persons. They used different support to build their algorithms. All works done in this area can be classified into three categories [3] . There are works based on the use of wearable sensors. These works used the tri-axial accelerometer. They detect posture and also generated inactivity. On the other hand, a group of researchers used ambient/ fusion to detect fall. They utilized vibrations or/and audio and video. Finally, a lot of works used vision computing. We find in this type a lot of categories. For example, there are works based on the use of body shape change, posture, head change analysis, inactivity or/and spatiotemporal approach.
In the current paper, we will present an algorithm to detect fall, by using the spatial and temporal features extracted from videos. Our work is compared to others works done in the state of the art. We evaluated our work by using two datasets. The proposed method has achieved an excellent performance. Since, we can note that the vision computing approach may be uesd in systems with high performance. Consequently, our proposed pipeline can be a good support to detect fall. We can also rescue the fallen person quickly.
Our paper will be organized as follows. Sections 2 contains some of works cited in state of art; section 3 shows our proposed approach. Performance of our algorithm and discussion will be in section 4. Finally, we conclude our paper and we present our perspectives in section 5.
II. RELATED WORK
In the current years, a lot of works were done in state of the art to detect fall [3] - [9] . We can find that different materials were used to detect fall. By the way, existing approaches can be presented and classified into three categories [3] . Firstly, we find a fall detection system which used wearable sensors [10] - [15] , they utilized tri-axial accelerometer to generate data. The goal of these methods is detecting the posture and the inactivity of the person. The second category of works uses ambient/fusion. They detect fall by using vibrations, audios, and videos. Finally, we find computing vision category, it used videos filmed by surveillance cameras to detect fall, it calculated the change of body shape, posture, 3D head change analysis, inactivity and/or spatiotemporal features. Since, we can conclude that there are three types of support that we can use to detect fall, we can use wearable sensors, ambiance sensors, and/or cameras (vision).
In state of the art, a lot of works were done to detect fall by using the sensor array. In this paper, we have cited some of them [10] - [14] . In fact, they developed their algorithm by computing vectors features and applying classifiers such as KNN, MLP neural network, and recurrent neural network (LSTM, bi-LSTM, and GRU) to classify fall and non-fall. For example, Sixmith and Johnson [10] used low-resolution infrared sensor arrays (16 * 16 pixels) . He trained his model with 108 scenarios and 10000 vectors. He utilized MLP neural networks to classify fall. He also generated an alert to send via GSM. Although, his results were not encouraging because of the Dataset used. Mashiyama et al. [13] also utilized a lowresolution infrared array sensor. They have used the sensor on the ceiling and K-nearest neighbor to classify fall or non-fall. They have computed four features: the number of consecutive frames where motion is detected, the maximum number of pixels which were changing during the number of consecutive frames, maximum of the variance of temperature during the number of consecutive frames, and distance of maximum temperature before and after an activity. Their proposed method achieved a detection rate higher than 94%. In addition to that, Fan et al. [12] used Grid-Eye infrared array sensor to detect fall. They have followed two steps approach: the first one is pre-processing data filtering. They have applied Wavelet, Gaussian, and median filter. The second step is the classification. They have used deep learning models, including multi-layer perceptron's, LSTM, GRU, and GRUATT. They have also created their own dataset containing over 300 falls in multiple configurations. They found that Median filter is more accurate to the others filter and LSTM classifier is also more classifier to others classifier.
On the other hand, Taniguchi et al. [11] utilized two thermal array sensors. They utilized the first sensor on the ceiling and the second on the wall to acquire 16 * 16 temperature distributions. They computed the sum of temperature and the diagram of the time series posture transition. They used the room as a model of a nursing home. The exactitude of their system were around 72.7% in the scenarios that they had used. They successfully estimated posture and detected fall. Furthermore, Taramasco et al. [14] used a thermal sensor array for older people who live alone. They classified fall or non-fall by applying three recurrent classifiers (bi-LSTM, LSTM, and GRU). Each classifier produced an accurate performance. But, bi-LSTM is the most performant to others classifiers. Although, their proposed method achieved drawbacks, such as uncertainty on ambient temperature and the presence of objects in the area of coverage.
In the other side, there are works done using accelerometer and sensor to detect fall [15] , [16] . For example, Tolkiehn et al. [15] computed basic amplitude and angular features from the accelerometer sensor. They also used a pressure threshold. Recently, Shahzad et al. [16] developed a system to detect fall using smartphones (SPs), namely FallDroid. They exploited two-step to monitor and detect fall by using accelerometer signals. In fact, they combined between comprising of the threshold based method (TBM) and multiple kernels learning support vector machine (MKL-SVM). They also utilized others techniques to identify fall events (such as lying on a bed or sudden stop after running) and to reduce false alarms. Their system achieved the lowest false alarm rate of 1 alarm per 59 hours of usage.
In 2018, Jokanovic et al. [17] applied deep learning for Range-Doppler radar-bases fall detecting. They stacked between auto-encoders and regression classifier. They also used spectrograms and range maps. They verified walking, falling, bending/straightening, and sitting. Their method demonstrated the superiority of deep learning based on the use of the convolution approach and PCA-based methods to detect fall.
The sound also has used as a signal to detect fall [18] , [19] . They utilized a Mel-frequency spectral coefficient. For example, Li et al. [18] used eight-microphone circular to track the person. Zhuang et al. [19] applied the Gaussian Mixture Model super vector using the fall segment. They combined their model with the supervisor model to classify audio segments into falls.
Others works done to detect fall by using computer vision techniques. All these work-based their works by using the deformation of shape into the video. More than that, they used ellipse and bounding box to surround the moving object into the video, silhouette of the person, the change of person posture into the videos and the change of motion vectors of the moving object into the videos.
For example, [20] - [22] used a silhouette of the person to detect fall. Nasution and Emmanuel [20] used the projection of histograms of human body silhouette as a feature vector. They utilized histogram to distinguish between postures in standing, sitting, bending/squatting, lying on the side and lying toward the camera. They classified their features by using a K-nearest neighbor (KNN). Lee et al. [21] based their work on the use of computer vision approach. They used state and geometrical orientation of the silhouette at each epoch of time t. By the way, they utilized spatial orientation and speed of the center of the silhouette as features to detect fall. In addition to that, they calculated a threshold by using the height of the silhouette. Cucchiara et al. [22] presented a fall detection system by using a fixed and calibrated camera. They tucked away from the background of the current frame of the video. They also removed shadows and ghost pixels to result in a good segmentation and to detect the silhouette of the person efficiently. They also computed the posture of the person by using the histogram of the projection.
On the other hand, a lot of works utilized the motion history image as a factor to detect fall. For example, Lu et al. [23] developed visual attention guided 30 CNN. They applied LSTM into 3DCNN for video analysis. They used 3DCNN to encode the motion features. They have utilized temporal and spatial attention to detect fall and recognize activities. Their experiments results have shown the effectivity of their proposed method to detect fall and activities recognition. Especially when they used multiple cameras fall detection dataset. Alaoui et al. [24] , [25] used motion vectors computed of the person's silhouette using optical flow to detect fall. They also applied directional distribution called von Mises distribution.
There are also a lot of works used box bounding an ellipse to detect fall. They surrounded the moving object into the video by using box [26] - [32] or ellipse [33] - [37] . They computed the height and width of the box [26] , [27] , [31] , [32] . More than that, Khan et al. [32] combined between human's height, width, and the vertical velocity. He also applied a neural network to detect fall. On the other hand, [33] , [37] used the deformation of the ellipse shape as a feature to detect fall. In addition to that, [35] , [37] added to the strain the angle of ellipse. But, Mirmahboub et al. [36] modeled the motion of the silhouette by integrating motion energy computed over a short video.
Using ellipse is insufficient to measure the posture deformation more presciently, and it is also hard to make a difference between two postures using just global information [39] . Therefore, more information is necessary to differentiate postures. For example, the projection histogram features achieved excellent performance for posture classification [40] .
There are also works used the human pose estimation to detect fall. For example, Solbach and John [41] used stereo camera data and CNN to estimate the 3D human pose. They reconstructed 3D human pose. They also estimated the 3D ground plane. After that, they computed the Center of gravity (CoG) for all key points detected, and the Upper body critical (UbC) by computing the center of gravity for a subset of points. They detected fall by using CoG and UbC.
Overall, accelerometer and cameras were the most used to detect fall after 2014. But, accelerometer, Wifi or radar, and Kinect are the most used from 2014 [4] . 
III. PROPOSED METHOD
In this section, we will present our proposed method to detect fall. Firstly, we extracted features from the videos. Indeed, extracting features is devised to two steps: we detect key points of the human body's skeleton. We used a 2D skeleton model to detect key points. Our challenge is using just simple RGB camera to detect fall. After that, we use these key points to compute the change of distance and angle between the same key points into each two pair sequential frames. After that, we apply Principal Component Analysis (PCA) to unify the size of the videos. Finally, we classify the features that we have computed to detect fall in the video.
The first step of our algorithm is detecting key point of the person into an image [42] . The result of this step is an image contains the skeleton and key points of human body. Firstly, a set of 2D confidence map S and 2D vectors fields L of part affinity are predicted simultaneously. Where S contains J confidence maps (S 1 , S 2 , ..., S J ) and L contains C vector fields (L 1 , L 2 , ..., L C ). Finally, the output is a 2D key points of people into the image. The result is computed by parsing confidence maps and affinity fields. Although, this model is utilized to predict simultaneously confidence maps and parts affinity fields. Which encodes association between parts. By the way, the network contains two branches. The first is used to detect the confidence maps, and the second is utilized to detect the part affinity fields. Each branch represents an architecture to predict with a number of iterations.
A convolution neural network is used to analyze the image (10 layers of VGG-19 [43] initialize network and fine-tuned). On the other hand, the feature map F of the input image is the input of each branch. The first branch produces confidence maps S = (F) and the second result affinity fields L = φ (F). Parameters and φ are a CNNS inference at epoch 1.
The prediction from both branches, in the previous stage and the original feature map F, are concatenated and used to produce predictions.
where φ t and t are the CNNs for inference at epoch t.
On the other hand, to predict confidence maps and affinity fields of human body, a loss function L 2 is applied at the end of each branch across epochs. Indeed, L 2 is computed between the estimated predictions and the ground-truth map and fields. The loss function at both branches can be written as follow:
where S * j and L * c are ground-truth confidence maps and affinity fields respectively. w is used to regularize the true positive predictions during training. At each stage, The intermediate supervision addresse,s vanishing gradient problem by replenishing the gradient periodically.
Overall, the objective loss function is computed by the following equation which used the sum between f t L and f t S at all stages.
On the other hand, the confidence map detect the position of the person in the image. Indeed, a peak exists if the image contains a person. In addition to that, body parts are also extracted. And affinity fields are used to associate each pair body part. Therefor, each pair affinity formed two key points. And if we associate all the parts affinity fields of the body, the skeleton of the person will be made. By the way, key points of the person will be detected, and these key points will be used to represent the person. We just utilize the key points of the person, if we want to detect the position of the body in the video. We can also use the key points to apply our algorithm. In fact, we use videos to detect fall of the elderly person. Thus, we have to detect key points for each image in the video, e.g. we have to detect the position of the person in each image in the video. Then, for each image containing the person we will produce a set of key points. We get a set of a set of key points for each video, e.g. the video for fall or non fall will be represented by a set of key points. We use spatiotemporal computing. We compute the position of each part of the person body in each image into the videos, e.g. at each moment in the video. Finally, we generate all position of each part of the person body and at each moment in the video. Now, we can just use the key points to detect if the person is falling or not. But, which criteria we use to detect the fall of the person? We need more information from video to detect fall of the person. For example, we have to compute the cost of body changing, e.g. how the length of body parts change when the person is falling. We can also use the orientation of the body parts during the fall of the person. Furthermore, we can use the combination between these both methods to improve a high performance.
We detect 15 key points for each image containing a person. Since, we have a matrix with 15 * 2 dimension, where we stock the position of the key points in the image. On the other hand, to compute the change of the person skeleton in the video, we compute the distance between the same key points into two sequential images, e.g. we compute the distance between two matrix (15 * 2 dimension) which represent two sequential images. By the way, if we want to compute the variation of body position. We first detect the key points of the body in each image in the video. After that, we compute the distances between each two sequential matrices of key points. Thus, if we use a video with m images, the result will be a set of set of distance with m − 1 set of distances. Each distance between two sequences matrix of key points result in a vector of 15 values. Then, each video (m image) will be represented by a set of vectors (m − 1 vectors). And each vector contains 15 values.
where I i and I i+1 are a two sequential matrix of key points. On the other side, we also use the matrix of key points to compute the orientations of the human body during fall and during normal activities. After that, we can find the difference between the orientations in these two different cases. For this reason, we calculate the angle between the same key points into successive frames. Thus, we compute the orientation for each key points, e.g. each part of the human body. We have in the first step a video, we compute the key points of the skeleton for each frame. If we have a video with m frame containing a person, we produce m matrix of key points. Where each key points matrix contains 15 * 2 values. We will have a matrix of 15 * 2 dimensions. After that, we compute the angle between each key points in two successive frames. We will get in a m − 1 vectors where each vector contains 15 values, and each value into the vector represents the angle between two positions of the same key point.
where I i and I i+1 are two sequential matrices of key points. After computing distances and angles between each key points in two successive frames, we get two matrices M 1 and M 2 . The first represents distances and the second represents angles. If we have a video with m frames, we compute two sets of vectors with dimension m − 1 where M 1 ∈ R m−1 + and M 2 ∈ R m−1 . On the other hand, we don't have the same dimension for all videos, e.g. we have the same height and width of frames but we don't have the same number of frames for all videos. Thus, the value of m is not the same for all videos. For this reason, we apply Principal Component Analysis (PCA) to unify the number of distances and angles vectors for all videos. We just take the more representative vectors for all videos, e.g. we take just the principal component in the video. We reduce the number of distances and angles vectors, and we take the same number for all videos. Then, each video will be represented by two matrices of p vectors (the first represents distances and the second represents angles). And p have the same value for all videos. We apply these computing for fall videos and non-fall videos. And we will get in two matrix with dimension 15 * p.
To classify vectors of distances and angles, we used the following algorithms:
SVM is a supervised learning algorithm, used for classification and regression [44] . The general concept of this algorithm is defining an hyper-plan to distinguish between fall and non-fall videos. We used a D data D = {(x d , y d )|x d ∈ R m , y d ∈ {1, −1}}. Where x d is a vector of m values, 1 represents fall class and −1 represents non-fall classes. We used also Radial Basis Function as a kernel of SVM.
. Where x i is a vector support and σ is a positive float representing the high of kernel band. The hyper-plan used to classify our class is written as follows:
Where b is bias, α i is weight (Lagrangian factor), x i is a vector support and S is a set of vectors support.
B. DECISION TREE
Decision tree is a classification algorithm.It is used to set up a tree from the root to the leaf node. Where each node represent an attribute, and each branch represents a test (i.e relates one possible value for the attribute related to this branch). Classification in decision tree starts from the root to the leaf node by testing values specified in branches. There are a lot of algorithms that can be used to set up a decision tree. For our method, we use ID3 [45] algorithm. In this algorithm, they used Entropy and Gain to chose nodes in each level of tree (the chosen node is the node which has the most important gain). Entropy is written as follows:
Where p i is the proportion of S related to the class i (fall or no-fall class). And Gain is written as follows:
Where value(A) is all possible values for attribute A, S v is a subset of S(collection of examples used) which the attribute A has as value.
C. RANDOM FOREST
Random Forest classifier [46] is set up by using combination between tree classifiers, where classification is realized by using the most popular class generated by tree casts. Decision tree classifier was set up by using Gain Ratio [47] or Gini Index [48] . Random Forest classifier uses Gini Index to select attributes. Equation of Gini Index can be written as follow:
Where p(k|p) is the probability that the selected cases related to the class k.
D. K NEAREST NEIGHBORS (KNN)
KNN is one of the simplest algorithms in machine learning. It can be used for supervised and unsupervised learning. It is based on using K nearest neighbors of example to classify. we classify by taking the class which has the majority vote of K nearest neighbors. However, to compute the nearest neighbors, we can use a lot of distances (For example: Euclidean
IV. PERFORMANCES
We have calculated distances and angles between each two sequential key points of the human skeleton. After that, we used these features to classify non-fall and fall videos.Now, we will show the performance of our proposed method. We will also present the result of applying our algorithm by using two datasets. lying on the bed/couch. On the other hand, the number of images used in this dataset is 13000. Where, 3000 images are used for fall sequences, and 10000 images are used for ADLs sequences. More than that, this dataset contains three classes: the first one contains sequences for a person not falling, the second contains sequences for person after falling (this class not used in classification), and the third contains sequences for person during fall [49] .
2) CHARFI DATASET
Charfi dataset is realized by ''Laboratoire Electronique, Informatique et Image'' (LE2I). They built dataset by using a single camera. They also filmed in different locations in an elderly environment (''home'', ''Coffee room'', ''Office'' and ''Lecture room''). They used 25 frames/s as a frame rate and 320 * 240 as resolution. On the other hand, this dataset contains 191 videos annotated (fall and not fall videos). Each frame is annotated by the label and the location of human body(defined by using box bounding the person) [50] .
B. TRAINING PROCESS
During the training process, we used the variation of distances and angles between sequential key points of the skeleton. The following figures show the variation of distances and angles during fall and non fall videos. Figure 3 presents the variation of distances between the same key points into sequential frames. We used a video which contains a person not falling. And we computed key points of the person in each frame. After that, we computed distances between the same key points in two sequential frames. Consequently, we produced a vector that contains distances for each key point, e.g we calculated 15 vectors. After that, we presented these vectors as graphs to show the variations in distances. On the other hand, we found that, the variations in distances during time are not very large. This figure (figure 3 ) presents the variation of three key points (neck, right hip and left ankle). Generally, the variation of distances is not important, if we compared these variations with the variations of distances for the person who is falling (figures 4). Figure 4 presents the variations of distances for a person during fall. We computed distances between the same key points of two sequential frames. After that, we presented these variations as a graphs. We found that, these variations are very important, if we compare these variations with the variations shown in figure 3 . More than that, the variation of all key points are very important. By the way, we can conclude that, these features can produce a very performed model. Figure 5 and figure 6 show the variations of angles between the same key points in two sequential frames. The variation of each key point is presented by a graph. These graphs illustrate the variation of non fall (figure 5) and fall (figure 6) videos. We found that, the variations are negatives and positives (e.g the change of person's direction changes the direction of the variation). But, there are a lot of peaks in a fall video and the time between these peaks are very short, if we compare the variation shown in figure 5 and figure 6 . Figure 5 and Figure 6 show just the variation of three key points (neck, right hip and left ankle).
C. RESULT AND DISCUSSION
After computing distances and angles, and applying classifiers to classify falls and non-fall videos. We have used three criteria to evaluate our proposed method [7] : 1) Sensitivity: to evaluate detecting falls. And compute the ratio of trues positives to the number of falls. 4) We compute also ROC (Receiver Operating Characteristics) curve. We use ROC curve to measure the probability curve of separability, how much our algorithm is capable to distinguish between falls and non-fall videos. Where TP means that the videos present fall and our algorithm detect fall in those videos, TN refers to the videos don't contain fall and our algorithm doesn't detect fall in those videos, FN designate the videos contain falls and our algorithm doesn't detect fall in those videos and FP indicate the videos don't contain fall and our algorithm detect fall.
We have applied four classifiers using distances and angles as features. We used SVM, Decision Tree, Random Forest and KNN classifiers. We used also two datasets to test the performance of our algorithm. We computed the confusion matrices, ROC curve, Sensitivity, specificity and accuracy to evaluate our algorithm. Figure 7 shows confusion matrices of our algorithm. The plots (b) and (d) present confusion matrices using angles with SVM classifier for Charfi and URFD datasets. For URFD dataset, our algorithm detected fall with 100% as a rate, and did not detect fall for non fall videos with 95%. For Charfi dataset, our algorithm detected fall with 97% and did not detect fall for non fall videos with 100%. On the other hand, we used distances and SVM classifier (plots (a) and (c)). We found that, our algorithm detected fall with 97% for Charfi dataset and 100% for URFD dataset. Our algorithm did not detect fall for non fall videos with 100% for charfi dataset and 95% for URFD dataset. The following figure illustrates these results. Table 1 shows the performance (Sensitivity, specificity and accuracy) of our algorithm with four classifiers (SVM, KNN, Decision Tree and Random Forest) using URFD and Charfi datasets.We found that, the ratio of detecting all true positives fall is 100% for URFD using distances or angles, and 97% using angles and 95% using distances from Charfi dataset. Furthermore, our algorithm differs between fall and non fall videos with 97.5% for distances or angles, and 97.5% using distances and 98.5% using angles form Charfi dataset. The rate of detecting just fall videos is 95% using distances or angles. Also, we extracted features from Charfi dataset, and 97.5% using distances and 98.5% using angles from Charfi dataset. Figure 8 contains four plots. Each plots presents the ROC curve using distances or angles form URFD or Charfi dataset. More than that, each plot contains the ROC curve of fall (red line), non fall (green line), micro average (pink line), and macro average (blue line). We utilized micro average to measure the sum of the individual true positive, false positives, and false negatives classification of our algorithm. On the other hand, we computed macro average to measure the average of the sensitivity and specificity of our algorithm. Overall, all allures are in the upper left of plots. Since, our algorithm achieved a high performance. We can also use it to develop a surveillance system, if we improve the time of processing. We have to reduce the time of computing the key points of the skeletons' person from videos.
To evaluate our algorithm, we compared our work with others' works done on the state of art. We cited some work realized using Charfi and URFD datasets. For example, table 1 shows the performance of our work and others' work utilized URFD dataset. We found that, our algorithm is performed. We can use it to realize a surveillance's system. We found also the same thing using Charfi dataset shown in table 3. We conclude that, our algorithm is performed with two different datasets.
Firstly, we annotated images used in these dataset. And we tested the performance of detecting key points. We found 99.9% as accuracy. After that, we computed accuracy, sensitivity and specificity of classifying fall and non-fall videos. And, we found results shown in the previous tables. Since, the test of our algorithm show that our proposed method is a performed work. More than that, we found also that the performance of our algorithm can be compared with works realized in the state of art. We found that, our algorithm had achieved the best accuracy using URFD dataset and one of the best accuracy using Charfi dataset. Since, our algorithm achieved an accurate method to differ between fall and non fall videos. On the other hand, in this paper,we used a machine learning classifiers. And we produced preferment results. In the future, we will use sequential classifiers.We will also look for a more performed model.
V. CONCLUSION
In this work, we have developed an algorithm to detect fall for elderly people. We have based our algorithm on using the computer-vision approach. However, we used videos to detect fall. These videos used are set up by RGB images. In the first step, we detected key points and skeletons of the human body. After that, we calculated distances and angles between each two pairs of sequential points. We have applied also PCA to unify dimension of features. Finally, we used SVM, KNN, Decision Tree and Random Forest classifiers to classify fall and non fall videos by using generated features (distances and angles). We got a performed results using two datasets. In the future, we will use sequential classifiers to take all features in consideration. On the other hand, our algorithm can't be used in dark room. We have also to fix the camera in the same place for all time. For this reason, We will update our method using IR emitters, we will remove IR filter of the camera to detect fall in dark room. We will also improve our method to generate a better performance and reduce time processing. Because, our algorithm consomme time during execution. We will also integrate our algorithm in a real time system.
