An integrated modelling system based on the regional on-line coupled meteorology-16 atmospheric chemistry WRF-Chem model configured with two nested domains with 17 horizontal resolution 11.1 km and 3.7 km has been applied for numerical weather prediction 18
better response of the simulated pollutant transport to changes of the wind field (Grell et Nevertheless, there are several issues regarding the inclusion of chemistry into numerical 11 weather prediction models. More evidence is required whether an integrated model can 12 produce a good climatology of the most important chemical species, and if such a model is, 13 considering many uncertainties, able to beat persistence forecasts of these species (Grell and 14 Baklanov, 2011). These questions are calling for further research and studies exploring the 15 performance of the models with an online coupled chemistry. 16 In recent years extensive efforts have been devoted to develop air quality (AQ) forecasting 17 systems for Slovenia. In this study we explore the use of the state-of-the-science WRF-Chem wintertime conditions. WRF-Chem-MADRID (Zhang et al., 2010a ) with two additional gas-32 phase mechanisms, sectional representation for particle size distribution and more advanced 33 maxima at 8 measuring sites in Slovenia (Fig.3) , is a multivariate regression tool combined 23 with clustering algorithms to take into account measured data, weather forecast data, as well 24 as the predicted backward trajectories of each monitoring site. As regards measurements, 25 yesterday (at 12, 15, 18 and 21 local time, daily maximum, daily minimum, daily average) 26 and today early morning (7 local time) meteorological (pressure, relative humidity, direct and 27 diffusive solar radiation, wind speed) and AQ data (O 3 , NO x , NO 2 , CO, PM 10 , SO 2 ) are used. 28
For meteorological predictions the 24-h ECMWF forecast variables at 12 UTC of the forecast 29 day at different vertical levels (1000 hPa, 925 hPa, 850 hPa, 500 hPa, 300 hPa) above the 30 measuring sites are taken into account. Among all these variables by the use of stepwise 31 technique, based on the F-statistic only significant variables were selected to be included in 1 multivariate regression equations for different monitoring sites (from 15 to 26 variables, 2 depending on monitoring site). 3 The important part of the statistical forecast is calculation of 24- shows a mean O 3 daily maxima for clusters of similar trajectories for one of the monitoring 13
sites. The same 6-year time period of training data was used in the stepwise multiple 14 regression procedure to determine the multiple regression prognostic equations associated 15 with monitoring sites and trajectory clusters, from measurements, ECMWF forecast data, 16 average cluster O 3 daily maximum, and day-of-the-year variable. 17 The first step of the statistical O 3 prediction is the calculation of trajectories approaching the 18 monitoring stations at 12 UTC of the forecast day. In the next step these backward trajectories 19 of each monitoring site are associated to the nearest pre-calculated cluster of similar 20 trajectories. Finally, the multiple regression equation of the associated group of trajectories is 21 used to calculate the O 3 daily maximum prediction. It must also be noted, that the decision on 22 declaring O 3 episodes is only partially based on the results from this statistical model; it also 23 involves a decision made by AQ forecasters. 24
Evaluation methodology 25
We evaluate the 1-day and 2-day WRF-Chem meteorological and AQ forecasts on the high 26 resolution domain during a 3-month period (June -August 2013).The main focus is on O 3 27 predictions. In the case of air pollutants, the instantaneous lowest model level mixing ratios 28 (with grid point center about 12 m above model orography -an exception is KRV station as 29 explained below) are compared to the hourly averaged concentrations measured at monitoring 30 stations (which have a typical inlet height of 3 m) from the national network and some other 31 environmental information systems in Slovenia. Figure 3 shows locations of these AQ 1 monitoring stations, and Tab. 1 lists the basic characteristics, including comparison of the 2 station altitude, the height of model orography, model analysis height, and pollutants with 3 higher than 75% availability of valid data during the analyzed time period for each of the AQ 4 monitoring site. In the case of the elevated alpine KRV station, AQ variables are evaluated for 5 the 5 th model layer instead of the first model layer. We made this exception for KRV, since 6 the height of the model topography was significantly underestimated there (Tab. 1), as well as 7 the station is known to be strongly influenced by the conditions of the free troposphere. For evaluation of predicted meteorological variables, data from SEA meteorological stations 28 (MET, Fig. 3 ) for 2m temperature (T2m), 10 m wind speed (W10m), relative humidity (RH), 29 incoming shortwave radiation (SR) and precipitation (RR) are used. It must be noted, that 30
MET stations with lower spatial representativeness (e.g. alpine stations) were not a priori 31 excluded from the analyses, which needs to be taken into account when looking at evaluation 32 results. The reason for not excluding these stations was that some information about the AQ 1 forecast can also be gained by the evaluation of meteorological forecast for these stations. 
Meteorology and air quality of June-August 2013 17
The analyzed period was marked by three heat wave events, which contributed to the summer 18 characterized by high temperatures, sunny weather and lack of precipitation in Slovenia. The 19 first heat wave event with measured temperature daily maxima up to 35 °C occurred after a 20 rather cold beginning of the month and lasted from June 15 -21. The event was terminated by 21 a cold front passage and followed by the pronounced cold episode during the end of June and 22 the beginning of July. Another heat wave event with temperatures above 35 ºC observed in 23 the lowland, started on July 26 and was briefly interrupted on July 29, when thunderstorms 24 related to frontal passage were accompanied by exceptionally strong wind gusts. The most 25 remarkable of three extraordinary hot episodes was recorded from August 1 -8. On the last 26 day of this episode, August 8, temperatures reached 40 °C at some measuring sites in 27 Slovenia, and many of them observed their highest temperature ever recorded. 28
As expected for summertime conditions, measured concentrations of most air pollutants, 29 including PM10, were in general low during the analyzed time period. The only exception 30
was O 3 with exceedances of 8-hour target value (120 μgm -3 ) measured at all AQ monitoring 31 stations during the three heat wave events, which is the reason why the main focus of the 1 present study is on this pollutant. During the second two events (in July and August) also 2 threshold exceedances of 1-hour daily maxima were recorded for O 3 Table 2 shows conventional statistical scores evaluating the 1-day WRF-Chem forecast for 18 the basic meteorological variables, 2m temperature (T2m; for hourly values and daily 19 maxima), 10 m wind speed (W10m), relative humidity (RH) and incoming solar radiation 20 (SR). Results for three selected measuring sites (LJ, NG, MS) and overall result for all 24 21 MET monitoring sites (shown in Fig. 3 ) are presented separately. 22 Incoming solar radiation is the main energy source that drives all atmospheric processes, 23 including PBL processes, and has a critical role also in atmospheric chemistry. For almost all 24 sites the mean SR was overestimated by the model, with an overall ME of 16 W/m 2 and 11 25 W/m 2 for 1-day and 2-day forecast, respectively. CORR was higher for 1-day (0.77) than for 26 2-day (0.71) forecast, with a range of 0.64 to 0.90 for 1-day forecasts at different stations. The 27 larger positive bias during the first day than for the second day can be attributed to less cloudy 28 conditions during the first day of simulation. 29
30
In the case of T2m 1-day (2-day) WRF-Chem meteorological forecast showed an overall 1 correlation with measurements of 0.93 (0.94) for all 1-hour values and 0.97 (0.96) for 1-hour 2 daily maxima. With an exception of three alpine stations with higher simulated positive bias, 3 daily T2m maxima were simulated with ME between -3.9 °C and -0.6 °C, depending on 4 station spatial representativeness. All meteorological variables, including soil temperature and 5 soil moisture, are always initialized with GFS data. This explains higher negative bias for 6
T2m during the first day of simulation in spite of the overestimated of solar radiation. An 7 average systematic underestimation of T2m daily maxima was -2.1 °C both for 1-day and 2-8 day forecast. Nighttime T2m minima showed lower systematic bias for 2-day forecast, which 9 resulted in overall bias for all hourly T2m values of -1.3 °C for 1-day and -0.8 °C for 2-day 10 forecast. Predominant weak wind conditions with variable direction at stations located in 11 complex topography were challenging to simulate. The general model tendency was to 12 overestimate W10m with overall ME of 0.8 m/s for 1-day and 2-day forecast, where for some 13 stations bias can be very low (e.g. LJ; Tab. 2) and much higher for some other stations due to 14 their local positioning in complex topography (e.g. HRA located in valley with ME of 1. (in the applied 1-way nesting procedure), which contributes to the negative simulated bias of 27 precipitation. A large decrease in the precipitation bias from day 1 to day 2 suggests that 28 different initialization methodology (e.g. using 1 day spin-up for meteorology) could improve 29 the prediction of precipitation events. 30
Evaluation of air quality variables 1
In this section we evaluate WRF-Chem predictions for O 3 , NO 2 and PM10, as three of the 2 most problematic pollutants in terms of harm to human health and compliance with EU limit 3 values (EEA, 2012). Table 3 shows the domain wide performance statistics for 1-day and 2-4 day forecasts of these pollutants, where in the case of O 3 1-hour and 8-hour averages and 5 daily maxima are analyzed separately. The comparison of 1-day and 2-day forecasts shows 6 that concentrations of air pollutants were somewhat better forecasted 1-day than 2-days ahead 7
by means of almost all of statistics shown in Tab. 3, with higher impact on O 3 predictions. 8
Although the 2-day prediction was generally not worse for the majority of meteorological 9 variables, the reason for better 1-day prediction in the case of O 3 could be somewhat stronger 10 simulated winds on the second day of simulation. Stronger winds impact the transport and 11 dispersion of pollutants, and have the greatest consequence for secondary pollutants (like O 3 ) 12 which need time to be formed. 13 As shown in Tab show that in spite of the high spatial resolution the concentrations of the small urban areas are 30 insufficiently represented by the model (Fig. 4c) . In Slovenia many towns are located in 31 basins or very narrow valleys, usually poorly or even not resolved in model topography. 32
Smoothed local emissions for these towns show significant underestimations of NO 2 1 concentrations (e.g. ZAG in Fig. 6 ). In combination with poorly reproduced meteorological 2 processes (calm and stable nighttime conditions in valleys and basins) this results in an 3 underestimation of the O 3 loss by titration. This can explain the positive nighttime bias of O 3 4 found at these sites. The situation is better for bigger cities, located in wider basins, like LJ or 5 CE (LJ; Fig. 6 ), while at rural sites NO 2 is either well simulated (e.g. MOH; Fig. 6 ), or 6 slightly over-predicted due to increased emissions from adjacent urban area (e.g. ZAD; Fig.  7 6). The overall agreement of hourly NO 2 predictions with measurements was good for rural 8 sites, while urban sites experienced under-predictions, which were highest for small cities, 9 especially for NG (ME of -13 μgm -3 ) and ZAG (ME of -14 μgm -3 ). 10
Also interesting to discuss are the results for predicted PM10 concentrations (Tab. 3 and Fig.  11 4d), showing slight over-prediction of daily PM10 levels at all stations which is somewhat 12 surprising due to the fact that nearly all current off-line and on-line coupled chemical 13 transport models show large systematic PM10 underestimations. For example, within 14 AQMEII exercise, where seventeen modeling groups from Europe and North America were 15 brought together, running eight operational online-coupled air quality models over Europe 16 and North America, the rural PM10 concentrations over Europe were underestimated by all 17 models (model configurations) by up to 66% while for the urban PM10 concentrations the 18 underestimations were even much larger (up to 75%) (Im et al., 2014b). The reason for slight 19 over-prediction of PM10 levels could be to some extent attributed to the high model spatial 20 resolution used in our study. Further, CORR for daily PM10 concentrations is rather low 21 (0.34 and 0.37 for 1-day and 2-day forecasts, respectively; Tab. 3), which is partly due to the 22 low temporal dynamics of measured daily PM10 concentrations during the analyzed time 23 period (no recorded PM10 exceeding), and partly due to the simulated PM10 overestimations 24 during the heat wave events. These over-predictions contributed also to the overall positive 25 bias of predicted PM10 levels. As shown in Fig. 7 for two monitoring sites, there was a 26 significant PM10 over-prediction simulated on June 10 (day 8 in Fig. 7) , related to the pre-27 frontal advection of polluted air-masses coming from the north-western part of the domain D2 28 (coming from domain D1). The next significant PM10 over-prediction occurred during the 29 first heat wave episode (June [17] [18] [19] [20] [21] [22] , when during the hot and low wind conditions (after June 30 17) the PM10 levels started to build up in the PBL over entire domain D2 (and over 31 southwestern parts of domain D1), and reached the maximum concentrations in Slovenia 32 again with prefrontal advection of polluted air masses. Both over-predictions contributed to 33 an overall positive bias in forecasted PM10 concentrations. Detailed analyses showed that 1 high concentrations in domain D1 originated from boundary conditions, and appear to be a 2 consequence of overestimated advection of Saharan dust in MOZART model predictions. The 3 increase in PM10 concentrations over Slovenia was also simulated during the prefrontal 4 advection related to the cold front which terminated the next two heat wave events in July and 5
August (days 56-57 and days 67-68 in Fig. 7 ), but during these days predicted PM10 levels 6 were close to the measured PM10 concentrations. 7
Evaluation and comparison of different methods for O3 daily maximum 8 predictions 9
In this section we want to answer the question: "how accurate is the 1-hour O 3 (Fig. 8) shows that for most stations 6 the statistical forecast has a lower ME than WRF-Chem forecast, but there are also stations 7 (ISK, HRA, LJ, KRV) with lower or equal ME for WRF-Chem than for statistical model, Chem forecasts are more accurate than persistence. Here we recall that high negative bias in 5 WRF-Chem forecast for alpine KRV site due to too low altitude of the station in model 6 topography was compensated by taking prediction from the 5 th model level. 7
The key requirement for a forecast system is to be able to predict O 3 concentration levels 8 greater than a given threshold. Thus, in addition to the discrete evaluation just presented, also 9 the contingency-table-based statistics are an important metric of forecast performance. Table  10 5 summarizes the categorical evaluation results for three different thresholds (120, 140, 160 11 μgm -3 ) of elevated O 3 levels, which pose a greater risk to human health. Namely, it is 12 important to take into account that results of categorical statistics are very sensitive to the 13 threshold chosen, as well as to the overall pollution levels during the analyzed months. 14 Equitable Threat Score (ETS) measures the fraction of observed and/or correctly predicted 15 events, adjusted for the frequency of hits that would be expected to occur by random chance. 16 Although this score takes into account the climatology it is not truly equitable. It ranges from 17 -1/3 to 1, where the minimum value depends on climatology (it is near 0 for rare events). 18
Looking at Tab. 5 ETS shows equal skill for WRF-Chem and statistical forecast, higher than 19 persistence for the 120 μgm -3 threshold (1-day and 2-day forecast). ETS decreases with 20 increasing the threshold for both WRF-Chem and statistical forecast, indicating the challenge 21 that both models have to accurately predict the extremes. In the case of 140 μgm -3 threshold, 22
WRF-Chem has the same ETS as persistence, higher than the statistical model for 1-day 23 forecast, while for 2-day forecast WRF-Chem outperforms the statistical model, followed by 24 persistence. In the case of 160 μgm -3 threshold persistance has the highest ETS for a 1-day 25 forecast, followed by statistical model and WRF-Chem, while in the case of 2-day 26 predictions, statistical model shows the highest skill and WRF-Chem the lowest. Another 27 measure, the critical success index (CSI), is similar to ETS, except that it does not take into 28 account the climatology of the events and thus gives poorer scores for rarer events. It 29 measures the percentage of cases that are correctly forecasted out of those either forecasted or 30 observed, and ranges from 0 to 1 (1 indicating the perfect forecast). Similar as ETS, CSI gives 31 higher scores for persistence in the case of 1-day forecast for the higher two thresholds, while 32 on the second day WRF-Chem or the statistical model already performs better. Bias (B) 33 determines whether the same fraction of events are both forecasted and observed. A tendency 1 of the statistical model and of WRF-Chem to under-predict O 3 threshold exceedances shows 2 as a B below 1 for these two models. The false alarm ratio (FAR) that measures the 3 percentage of forecast high O 3 events that turn out to be false alarms, gives highest skill for 4 WRF-Chem, followed by statistical model and persistence. The probability of detection 5 (POD) is a measure of how often a high threshold occurrence is actually predicted to occur, 6 and is relatively low for WRF-Chem with respect to other models. 7
It must be noted, that in categorical evaluations systematic biases like those obtained with 8 WRF-Chem for some stations (e.g. KOP), significantly impact the model performance. 
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