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 За робочими навчальними програмами наявна велика кількість годин для 
самостійного опрацювання теоретичного матеріалу та його практичного 
застосування. Для студентів заочної форми навчання передбачається також 
виконання домашньої контрольної роботи. Ґрунтовне вивчення кредитного 
модуля «Функціональні ряди. Елемент теорії ймовірностей» навчальної 
дисципліни «Вища математика» передбачає забезпечення студентів необхідною 
начально-методичною літературою. Для кредитних модулів «Вища математика-
1», «Вища математика-2» та «Вища математика-3» наявні як методичні 
вказівки, так і навчальні посібники, збірники задач [1], [2], [3], [4], [5], [6], 
зокрема, також і електронні ресурси [7] - [15]. 
 Посібник має за мету допомогти студенту самостійно оволодіти 
розв’язуванням задач та прикладів кредитного модуля. Запропонована 
структура у поданні двох основних розділів та третього додаткового розділу. У 
збірник індивідуальних завдань включено матеріал за темами «Функціональні 
ряди» [14], [15], «Елементи теорії ймовірностей» [12], [13], які відповідають 
робочій навчальній програмі відповідного кредитного модуля. В кожному 
розділі наведено 10 різних варіантів завдань для індивідуальної роботи, як 
обов’язкового, так і додаткового змісту. Подано короткі теоретичні відомості та 
формули, наведена значна кількість розв’язаних задач з відповідними 
методиками їх розв’язку. Більшість прикладів та задач є типовими, що дозволяє 
студентові при мінімальній допомозі зі сторони викладача оволодіти 
основними методами, що є важливо для студентів заочної форми навчання. 
 Третій додатковий розділ «Елементи математичної статистики» [12], [16] 
має за мету показати деякі практичні застосування обробки експериментальних 
даних із застосуванням табличного процесора Microsoft Excel. Його 
опрацювання може допомогти в написанні бакалаврської роботи, особливо тим 
студентам, які навчаються за прискореною формою. Навчальне видання також 
сприятиме більш повному опануванню теоретичної частини матеріалу 




рекомендованого Міністерством освіти і науки як навчальний посібник для 
студентів технічних та економічних спеціальностей вищих навчальних 
закладів. 
 Навчальне видання містить також додатки основних формул за 
відповідними темами, таблиці значень основних функцій та розподілів з теорії 
ймовірностей. 
 Збірник завдань призначено для студентів денної та заочної форми 
навчання технічних та економічних спеціальностей. Його можна використати 
також для підготовки до занять, заліків, екзаменів студентам всіх форм 
навчання, які вивчають подібний матеріал. 
 Автори вдячні співробітникам кафедри математичної фізики ФМФ, 
кафедри репрографії ВПІ КПІ імені Ігоря Сікорського та всім читачам, що 
висловили свої побажання та зауваження. Також укладачі вдячні студентам 
груп технічних та економічної спеціальності Видавничо-поліграфічного 
інституту за співпрацю в підготовці та розв’язуванні типових задач, складанні 











1.1. Індивідуальні завдання 
Варіант 1 









; у випадку 
збіжності дослідити його на абсолютну та умовну збіжність. 








3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 




  . 
4. За допомогою розкладу підінтегральної функції в ряд за степенями x  
обчислити визначений інтеграл 
1
0
3 2 cosxdxx  з точністю до 0,001. 
Додаткові завдання 
1. Знайти k  членів розкладу в степеневий ряд розв’язку 
диференціального рівняння .3,1)0()0(;2  kyyxyyy  
2. Розкласти в ряд Фур’є періодичну (з періодом  2 ) функцію ),(xf  















3. Розкласти в тригонометричний ряд Фур’є функцію  ( ) 3,f x x   задану 

















; у випадку 
збіжності дослідити  його на абсолютну та умовну збіжність. 









3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 
а) 1arctg , 0,001
2
  ;  б) 001,0,7386  . 
4. За допомогою розкладу підінтегральної функції в ряд за степенями x  




6 2dxe x  з точністю до 0,001. 
Додаткові завдання 
1. Знайти k  членів розкладу в степеневий ряд розв’язку диференціального 
рівняння .4,1)1(;32  kyyxy  
2.  Розкласти в ряд Фур’є періодичну (з періодом  2 ) функцію ),(xf  
















3. Розкласти в тригонометричний ряд Фур’є функцію ,)( 2xxf   задану на 
інтервалі ),0(  , продовживши її парним або непарним способом. 
 
Варіант 3 












 ; у випадку збіжності 
дослідити його на абсолютну та умовну збіжність. 
2. Знайти область збіжності степеневого ряду  
1













3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 
а) 001,0,2 e ;  б) 001,0,2cos   . 
4. За допомогою розкладу підінтегральної функції в ряд за степенями x  




sin x dx   з точністю до 0,001. 
Додаткові завдання 
1. Знайти k  членів розкладу в степеневий ряд розв’язку 
диференціального рівняння .4,1)0(,2)0(;2  kyyyxyy  
2. Розкласти в ряд Фур’є періодичну (з періодом  2 ) функцію ),(xf  















3. Розкласти в тригонометричний ряд Фур’є функцію ,)( xexf   задану 
на інтервалі ),0(  , продовживши її парним або непарним способом. 
Варіант 4 














; у випадку 
збіжності дослідити його на абсолютну та умовну збіжність. 








3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 
а) sin1, 0,00001  ;  б) 1,3, 0,001  . 
4. За допомогою розкладу підінтегральної функції в ряд за степенями x  
обчислити визначений інтеграл 
1
0







1. Знайти k  членів розкладу в степеневий ряд розв’язку диференціального 
рівняння ; (0) 0, 4.
yy xy e y k      
 2. Розкласти в ряд Фур’є періодичну (з періодом  2 ) функцію ),(xf  



















3. Розкласти в тригонометричний ряд Фур’є функцію ( ) 3 2,f x x  задану 
на інтервалі ),0(  , продовживши її парним або непарним способом. 
 
Варіант 5 




















1 ; у випадку 
збіжності дослідити його на абсолютну та умовну збіжність. 









3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 
а) 101027, 0,001  ;  б) 001,0,
2
3ln  . 
4. За допомогою розкладу підінтегральної функції в ряд за степенями x  










  з точністю до 0,001. 
Додаткові завдання 
1. Знайти k  членів розкладу в степеневий ряд розв’язку диференціального 




2. Розкласти в ряд Фур’є періодичну (з періодом  2 ) функцію ),(xf  


















3. Розкласти в тригонометричний ряд Фур’є функцію 
3( ) ,xf x e задану на 
інтервалі ),0(  , продовживши її парним або непарним способом. 
 
Варіант 6 












  у випадку 
збіжності дослідити його на абсолютну та умовну збіжність. 









   
3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 
а) 
1
6 , 0,001e   ;   б) 3 127, 0,001  . 
 4. Обчислити інтеграл  
2,0
0
cosxdxx  з точністю до 001,0 . 
Додаткові завдання 















   
 
 
 задану на відрізку  ,  . 
 3. Розкласти в тригонометричний ряд Фур’є функцію ( ) 1,f x x   задану 


















  у випадку 
збіжності дослідити його на абсолютну та умовну збіжність. 










   
3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 
а) 
1
5 , 0,0001e 

 ;   б) 3 500, 0,001  . 
 4. Обчислити інтеграл 
0,2
0
xxe dx  з точністю до 001,0 . 
Додаткові завдання 









 2. Розкласти в ряд Фур’є періодичну (з періодом 2  ) функцію 
0, 0,









    
 задану на відрізку  ,  . 
 3. Розкласти в тригонометричний ряд Фур’є функцію ( ) 3 1,f x x   задану 
на інтервалі ),0(  , продовживши її парним або непарним способом. 
 
Варіант 8 











  у випадку 
збіжності дослідити його на абсолютну та умовну збіжність. 














 3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 
а) 
1
2 , 0,001e   ;   б)sin18 , 0,001  . 
 4. Обчислити інтеграл  
0,25
0
ln(1 )x dx  з точністю до 001,0 . 
Додаткові завдання 
 1. Знайти k  членів розкладу в степеневий ряд розв’язку диференціального 
рівняння .3,
2
)(,1)(;sin  kyyyey y

  
 2. Розкласти в ряд Фур’є періодичну (з періодом 2  ) функцію 
0, 0,
( )









 задану на відрізку  ,  . 




  задану 
на інтервалі ),0(  , продовживши її парним або непарним способом. 
 
Варіант 9 











  у випадку збіжності 
дослідити його на абсолютну та умовну збіжність. 










   
3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 
а)  arctg , 0,00110   ;  б) 001,0,703  . 














 1. Знайти k  членів розкладу в степеневий ряд розв’язку диференціального 
рівняння .3,1,0)0(;2  kyyxyy  









   
 
 
 задану на відрізку  ,  . 
 3. Розкласти в тригонометричний ряд Фур’є функцію ( ) 5 ,xf x  задану на 
інтервалі ),0(  , продовживши її парним або непарним способом. 
 
Варіант 10 
















  у випадку 
збіжності дослідити його на абсолютну та умовну збіжність. 








3. Обчислити вказану величину наближено з точністю до  , 
використовуючи відповідним чином підібрані функції. 
а) 3 , 0,001e   ;   б) 001,0,10cos   . 
 4. Обчислити інтеграл   
5,0
0
2 )1ln( dxx  з точністю до 001,0 . 
 Додаткові завдання 
 1. Знайти k  членів розкладу в степеневий ряд розв’язку диференціального 
рівняння .3,4)0(;  kyyey x  
 2. Розкласти в ряд Фур’є періодичну (з періодом 2  ) функцію 
0, 0,
( )









 задану на відрізку  ,  . 
 3. Розкласти в тригонометричний ряд Фур’є функцію ,)1()( 2 xxf
задану на інтервалі ),0(  , продовживши її парним або непарним способом. 
 
1.2. Розв’язування типових прикладів 
 1.2.1. Збіжність знакопереміжних рядів  
Числовий ряд виду 
1
1 2 3 4
1
... ( 1) ... ( 1) ,n nn n
n




          
де ),3,2,1(0  nu
n
, називають знакопереміжним рядом. 
Теорема (ознака Лейбніца). Знакопереміжний ряд збіжний, якщо 
абсолютні величини його членів монотонно не зростають, а загальний член 
прямує до нуля, тобто: 
1) 



















... ... ,n n
n
u u u u u


       













u  розбіжний, але 
виконуються умови ознаки Лейбніца.  
Приклад 1. Дослідити збіжність знакопереміжних рядів. У разі збіжності 









































































  бачимо, що цей ряд 
знакопереміжний. 








 Одержаний ряд знакододатний. Застосуємо до нього ознаку порівняння, 




























     
















  не є абсолютно збіжним. 
Оскільки досліджуваний ряд є знакопереміжним, то перевіримо для нього 
















   — виконується. 

































 Застосуємо радикальну ознаку Коші: 
3 3
lim lim lim 0 1






n n  
 
    
  











  збігається. 
































 Дослідимо ряд, що складається із абсолютних величин членів даного ряду 
 1
1










12 1 7 1 2 1 1 1
lim lim lim lim 1










   
  
    








  збігається. Значить, даний знакопереміжний ряд 
збігається абсолютно. 
























  розбіжний, оскільки не виконується 












 За ознакою Лейбніца теж 2-а умова не виконується (вона є такою, як 














  розбіжний. 
 
1.2.2. Степеневі ряди, їх застосування 





a x x x


  , 
де числа 
0 1, ,..., ,...na a a  називають коефіцієнтами ряду. 
 Для дослідження степеневого ряду на збіжність потрібно знайти його 
інтервал збіжності і з’ясувати збіжність цього ряду на кінцях його інтервалу 
збіжності. Для знаходження радіуса збіжності  степеневого ряду (випливає із 










R                                                    (1.1) 













,                                                (1.2) 
Інтервал  RxRx 
00
,  називається інтервалом збіжності, а R − 
радіусом збіжності ряду. Якщо 0R , то ряд збігається при ;
0
xx   якщо 




Зауваження. Область збіжності часто досліджують за допомогою 
безпосереднього використання ознак. 





































u x   із загальним членом 
стандартного степеневого ряду ,
n





a   

















   
 
 
 5; 5  — інтервал збіжності ряду. 













  для яких, очевидно, не виконується необхідна умова 










































   




lim lim lim4 4 .
41 1 1 1
n n
n
n nn n n
n







   
   
 
 Інтервал збіжності визначається нерівністю 4 1x  , звідси 
1
4
x  ; 
1 1
4 4
x   . 











 . Для 










визначена, неперервна, монотонно спадна для 1x a  : 
   2 2 1
1 1
lim lim arctg lim arctg arctg1













      
  
. 



























 . Для його 























  є абсолютно збіжним, тому точка 
1
4
x   теж 

































Цей ряд знакододатний. Отже, можна застосувати до нього ознаку 





























u x x n x n

















За ознакою Даламбера цей ряд буде збіжним, якщо 
2 1, 3,1





   
           
 
і розбіжним для 
2 1,1






     
   
 
Залишається дослідити ряд на збіжність у точках 1x   і 3.x   Для 1x   















  Ці ряди розбіжні, бо, 
очевидно, що для них не виконується необхідна умова збіжності. Отже, 








  буде    ; 1 3; .x     У 





Застосування степеневих рядів 
Застосування до наближених обчислень 
В наближених обчисленнях використовують розвинення основних 






















































































m xCx                                              (6) 
Розклад (6) має місце в таких випадках: при 0m , якщо  1;1x , при 
01  m , якщо  1,1x  та при 1m , якщо  1,1x . 





























 Приклад 3. Скільки членів відповідного ряду Маклорена треба взяти, щоб 
обчислити 5 33  з точністю до 0,001? 
Розв’язування. 
Використаємо формулу розвинення біноміальної функції (6) в ряд 
Маклорена 
2 3( 1) ( 1)( 2)(1 ) 1 ...
1! 2! 3!
m m m m m m mx x x x
  





nm m m n x m
n
  
                            (1.3) 
який має місце в зазначених випадках формули (6). 
Перетворимо 5 33  так, щоб застосувати формулу (1.3). 
5 5 5
1
33 32 1 2 1 .
32
     






1 1 1 1 1 1 1
33 2 1 2 1 1
32 5 32 2! 5 5 32
1 1 1 1 1
1 2 ... .
3! 5 5 5 32
     
                    
     
                    
 
 Для такого ряду похибка у разі обчислення його суми за формулою 
nS S  не перевищує за абсолютною величиною першого із відкинутих членів. 
Обчислюємо за абсолютною величиною члени ряду доти, поки не знайдемо 
такий, що буде менший за 0,001; це і буде перший із відкинутих членів. 











 Отже, для обчислення 5 33  з точністю до 0,001 достатньо залишити два 
члени ряду. Маємо 
5 1 133 2 1 2,013.
5 32
 






 Приклад 4. Використовуючи розклад підінтегральної функції в 

















 1) Скористаємося формулою (2), за якою 
 
 
3 5 7 2 1
1
sin ... 1 ...
3! 5! 7! 2 1 !
n





        

                         (1.4)
 










2 4 6 2 2
1sin
1 ... 1 ...
3! 5! 7! 2 1 !
n




        

 








1 ... 1 ...
3! 5! 7! 2 1 !
n


















          
   
 
1 0,0556 0,0017 0,00003... 0,946.      
 Так як четвертий член одержаного знакозмінного ряду менше 0,001  , 
























cos 1 ... 1 ...





        





2 4 4 4
cos 1 ... 1 ...






     
     
             
 Він збігається на всій числовій осі, тому його можна усюди почленно 
інтегрувати. Значить, 




cos 1 ... ...
4 16 2! 256 4! 5 32 9 256 24
|
x x x x x
dx dx x
   
           





      
 
Наближене інтегрування диференціальних рівнянь 
 Приклад 5. Знайти розклад у степеневий ряд за степенями  1x   
розв’язку диференціального рівняння 
32y x y   ,  1 1y   (записати три 
перших відмінних від нуля члени цього розкладу). 
 Розв’язування. 
 Частинний розв’язок ( )y x рівняння ( , ),y f x y   який задовольняє 
початкову умову 
0 0( )y x y  шукають у вигляді розкладу в ряд 
   
20 0
0 0 0
( ) ( )
( ) ( ) ...
1! 2!
y x y x
y x y x x x x x
 












                                      (1.5) 
 Точка 1x   не являється особливою для даного рівняння, тому його 
розв’язок можна шукати у вигляді ряду 







2 31 1 1
1 1 2 1 ...
1! 2! 3!
y y y
y x y x x x
  







 1 2 1 3;y     
22 3y y y    ;   21 2 3 1 3 2 9 11.y         
 Підставивши у формулу, отримуємо
 
     
23 11
1 1 1 ...
1 2
y x x x       − 
розклад розв’язку диференціального рівняння. 
 
1.2.3. Ряди Фур’є 
Ряд Фур’є періодичної функції  f x  з періодом 2 , заданої на відрізку 
 ;  , має вигляд 







f x a nx b nx

























           (1.7) 
Приклад 6. Розвинути в ряд Фур’є функцію  f x x  , задану на 
проміжку  ,  . 
Розв’язування. 
Знаходимо коефіцієнти ряду Фур’є за формулами (1.7): 
 0
1 1 1




         




cos cos cosna x nxdx nxdx x nxdx
  
  
     






















     






u x dv nxdx
x nxdx








2 1 1 2 1 1
cos cos cos 0 cos0 sinx nx nxdx n nx
n n n n n

    
             




cos sin sin0 cosn n n
n n n
 
        
 
 






      . 




2 , 0, 1 .
n
n na a b
n

      
Таким чином, за формулою (1.6) ряд Фур’є для заданої функції має 
вигляд 






















2 sin sin 2 sin3 ...
2 3
f x x x x
 
      
 
. 


















Рис. 1.1. Вигляд функції. 
Сума ряду Фур’є (за теоремою Діріхле) в точках неперервності функції 
дорівнює її значенню. Наприклад, в точці 









   
    
 
. 
На кінцях інтервалу, наприклад, в точках 
0 ,x    сума ряду 
        
0 0
1 1
lim lim 2 0
2 2x x
S f x f x
 
       . 
Приклад 7. Функція  f x x  задана на проміжку  0,  . Розвинути її в 
ряд Фур’є за косинусами. 
Розв’язування. 
Дану функцію потрібно довизначити на відрізку  , 0  так, щоб вона 
була парною (рис. 1.2). Покладемо y x   при  , 0x  . Вважаємо функцію 






2 3   2 3O
 
Рис. 1.2. Парне продовження функції. 
 




 Якщо функція  f x  парна, то в формулах (1.7) коефіцієнти 0nb   і ряд 







f x a nx










,    
0
2




  (1.8) 




















u x dv nxdx
x
a x nxdx nx nxdx





     
    
 
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2 1 2 2










               
 
 
















2 2cos 2cos3 2cos5
... .




      
 
 
Приклад 8. Розвинути в ряд Фур’є функцію 
 
 
1 при 0, ,








задану на проміжку  ,  . 
Розв’язування. 
Задана функція є непарною, тому в формулах (1.7) коефіцієнти 0na  , 
0 0a  . Залишаються лише  
0
2
























        
    
 
  




sin 2 14 sin3 sin5 4
sin ...







     









Елементи теорії ймовірностей 
 
2.1. Індивідуальні завдання 
 
Варіант 1 
1. Підприємство виготовляє 96% стандартних виробів, причому 80% із 
них вищого сорту. Знайти ймовірність того, що взятий навмання виріб буде 
стандартним, а не вищого сорту. 
2. На склад автомашинами завозиться 30% скляних банок, а решта – 
залізницею. Ймовірність розбивання скляних банок при транспортуванні на 
автомашинах дорівнює 0,01, а при транспортуванні залізницею – удвічі менше. 
Визначити ймовірність того, що узята навмання на складі банка виявиться 
розбитою. 
3. За даним законом розподілу дискретної випадкової величини Х  
 
Х -2 -1 0 4 5 7 
Р 0,12 0,18 0,2 0,3 0,17 0,03 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  























Потрібно: а) знайти щільність розподілу ймовірностей );(xf  
 б) побудувати графіки функцій )(xF  і );(xf  




г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).2,1(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  
задано відповідною таблицею 
 
Y
X  2 6 10 14 
1 0,25 0,25 0 0,05 
4 0,2 0,1 0,05 0,1 
 
Потрібно:  
1) Знайти числові характеристики складових системи: )(),(),( XXDXM 
та ).(),(),( YYDYM   
2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  












































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
 
0   2   4   5   6 
2   1   2   0   4 
3   4   3   4   2 
1   2   0   4   4 
4   4   2   5   1 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 




в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 
д) знайти емпіричну функцію розподілу )(xF   і побудувати її графік. 
 
Варіант 2 
1. Студент прийшов складати іспит, знаючи з 50 питань програми лише 
36. Яка ймовірність того, що студент відповість хоча б на одне із даних йому 
трьох запитань? 
2. Імовірність присутності студента на занятті дорівнює 0,9. Чому 
дорівнює найімовірніше число студентів, присутніх на занятті, якщо всього у 
групі 35 студентів? 
3. За даним законом розподілу дискретної випадкової величини Х   
 
Х -2 -1 0 1 3 4 
Р 0,15 0,2 0,25 0,2 0,15 0,05 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  























Потрібно: а) знайти щільність розподілу ймовірностей );(xf  
 б) побудувати графіки функцій )(xF  і );(xf  
в) знайти )(XM  і дисперсію випадкової величини Х; 
г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).2,1(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  






X  4 6 8 10 
1 0,1 0,05 0,15 0,1 
4 0,15 0,3 0,05 0,1 
 
Потрібно:  
1) Знайти числові характеристики складових системи: )(),(),( XXDXM 
та ).(),(),( YYDYM   
2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  












































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
 
6   4   6   6   2 
2   1   4   0   5 
2   0   3   2   1 
1   2   1   4   4 
4   4   2   2   6 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 
б) побудувати полігон частот; 
в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 






1. Підприємство виготовляє 98% стандартних виробів, причому 85% із 
них вищого сорту. Знайти ймовірність того, що взятий навмання виріб буде 
вищого сорту. 
2. Два економісти заповнюють документи і складають їх у спільну папку. 
Ймовірність зробити помилку для першого економіста дорівнює 0,1, для 
другого – 0,2. Перший економіст заповнив 40 документів, другий – 60. Під час 
перевірки навмання взятий з папки документ виявився з помилкою. Знайти 
ймовірність того, що його заповнив перший економіст. 
3. За даним законом розподілу дискретної випадкової величини Х   
 
Х -3 -1 0 1 3 5 
Р 0,13 0,17 0,2 0,3 0,18 0,02 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  

























Потрібно: а) знайти щільність розподілу ймовірностей );(xf  
 б) побудувати графіки функцій )(xF  і );(xf  
в) знайти )(XM  і дисперсію випадкової величини Х; 
г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).5,4(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  







X  1 3 5 7 
3 0,05 0,05 0,1 0,1 
4 0,2 0,35 0,05 0,1 
 
Потрібно:  
1) Знайти числові характеристики складових системи: )(),(),( XXDXM 
та ).(),(),( YYDYM   
2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  












































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
 
1   4   5   0   6 
5   1   4   6   3 
3   2   1   1   5 
2   1   5   4   0 
4   5   2   5   6 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 
б) побудувати полігон частот; 
в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 







1. При стрільбі з автоматичної зброї відносна частота влучень в ціль 
дорівнює 0,95. Знайти число влучень, якщо зроблено 160 пострілів. 
2. Є 7 стандартних та 3 нестандартні деталі. Навмання беруть 3 із них із 
поверненням. Знайти ймовірність того, що серед узятих деталей немає 
стандартних. 
3. За даним законом розподілу дискретної випадкової величини Х   
 
Х 2 4 7 9 12 15 
Р 0,05 0,15 0,35 0,2 0,15 0,1 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  

























Потрібно: а) знайти щільність розподілу ймовірностей );(xf  
 б) побудувати графіки функцій )(xF  і );(xf  
в) знайти )(XM  і дисперсію випадкової величини Х; 
г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).4,3(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  
задано відповідною таблицею 
 
Y
X  2 5 6 8 
1 0,15 0,05 0,1 0,1 






1) Знайти числові характеристики складових системи: )(),(),( XXDXM 
та ).(),(),( YYDYM   
2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  












































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
6   2   3   3   4 
1   2   2   1   6 
4   0   3   4   3 
2   3   1   2   4 
5   3   5   3   6 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 
б) побудувати полігон частот; 
в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 
д) знайти емпіричну функцію розподілу )(xF   і побудувати її графік. 
 
Варіант 5 
1. Для руйнування моста достатньо влучення однієї авіаційної бомби. 
Знайти ймовірність того, що міст буде зруйновано, якщо на нього скинули 3 
бомби та  ймовірності влучення яких відповідно дорівнюють 0,6; 0,7 та 0,9. 
2. Деталь може надійти для обробки на перший верстат з ймовірністю 0,8, 
а на другий верстат – з ймовірністю 0,2. При обробці деталі на першому й 




Оброблені деталі складають в одному приміщенні. Навмання взята деталь 
виявилась бракованою. Знайти ймовірність того, що вона оброблялась на 
першому верстаті. 
3. За даним законом розподілу дискретної випадкової величини Х   
 
Х 3 4 7 9 12 14 
Р 0,1 0,3 0,2 0,05 0,15 0,2 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  

























Потрібно: а) знайти щільність розподілу ймовірностей );(xf  
 б) побудувати графіки функцій )(xF  і );(xf  
в) знайти )(XM  і дисперсію випадкової величини Х; 
г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).4;5,2(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  
задано відповідною таблицею 
 
Y
X  4 5 7 8 
2 0,2 0,05 0 0,1 
5 0,2 0,3 0,05 0,1 
 
Потрібно:  
1) Знайти числові характеристики складових системи: )(),(),( XXDXM 




2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  












































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
1   0   2   4   0 
0   2   3   0   5 
2   6   1   5   2 
1   0   2   3   1 
3   2   4   2   5 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 
б) побудувати полігон частот; 
в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 
д) знайти емпіричну функцію розподілу )(xF   і побудувати її графік. 
 
Варіант 6 
1. Кожен із трьох стрільців виконує один постріл по мішені. Ймовірності 
їхнього влучення в мішень відповідно дорівнюють 0,6; 0,7 та 0,8. Знайти 
ймовірність того, що результатом цих трьох пострілів буде тільки: 
а) одне влучення; 
б) хоча б одне влучення. 
2. Схожість насіння становить 60%. Яка ймовірність того, що з чотирьох 
посіяних насінин зійде дві? 





Х -5 -4 0 1 2 4 
Р 0,15 0,2 0,25 0,2 0,15 0,05 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  


























Потрібно: а) знайти щільність розподілу ймовірностей );(xf  
 б) побудувати графіки функцій )(xF  і );(xf  
в) знайти )(XM  і дисперсію випадкової величини Х; 
г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).1;0(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  
задано відповідною таблицею 
 
Y
X  1 4 7 12 
3 0,15 0,05 0,1 0,1 
5 0,25 0,2 0,05 0,1 
Потрібно:  
1) Знайти числові характеристики складових системи: )(),(),( XXDXM 
та ).(),(),( YYDYM   
2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  















































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
2   4   6   4   5 
3   2   5   3   2 
0   4   3   4   4 
4   1   6   2   6 
0   2   2   4   4 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 
б) побудувати полігон частот; 
в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 
д) знайти емпіричну функцію розподілу )(xF   і побудувати її графік. 
 
Варіант 7 
1. Після бурі на ділянці між 20-м та 45-м кілометрами лінії 
електропередачі відбувся обрив проводу. Яка ймовірність того, що обрив 
відбувся між 30-м і 40-м кілометрами лінії? 
2. Два економісти заповнюють документи і складають їх у спільну папку. 
Ймовірність зробити помилку для першого економіста дорівнює 0,1, для 
другого – 0,2. Перший економіст заповнив 40 документів, другий – 60. Знайти 
ймовірність того, що навмання взятий з папки документ буде з помилкою.  
3. За даним законом розподілу дискретної випадкової величини Х   
 
Х 1 4 8 9 12 13 
Р 0,13 0,17 0,2 0,3 0,18 0,02 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  




























Потрібно: а) знайти щільність розподілу ймовірностей );(xf  
 б) побудувати графіки функцій )(xF  і );(xf  
в) знайти )(XM  і дисперсію випадкової величини Х; 
г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).2;5,1(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  
задано відповідною таблицею 
 
Y
X  4 6 7 9 
5 0,15 0,05 0,2 0,15 
6 0,2 0,1 0,05 0,1 
 
Потрібно:  
1) Знайти числові характеристики складових системи: )(),(),( XXDXM 
та ).(),(),( YYDYM   
2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  












































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
4   5   1   5   6 




5   1   4   4   0 
1   4   1   2   4 
4   2   4   3   5 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 
б) побудувати полігон частот; 
в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 
д) знайти емпіричну функцію розподілу )(xF   і побудувати її графік. 
 
Варіант 8 
1. Підприємство  виготовляє 99% стандартних виробів, причому 70% із 
них – вищого сорту. Знайти ймовірність того, що взятий навмання виріб буде 
вищого сорту. 
2. Імовірність присутності студента на занятті дорівнює 0,7. Чому 
дорівнює найімовірніше  число студентів, присутніх на занятті, якщо в групі 32  
студенти.  
3. За даним законом розподілу дискретної випадкової величини Х 
 
Х -2 -1 0 1 4 6 
Р 0,12 0,28 0,22 0,18 0,12 0,08 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  




















Потрібно: а) знайти щільність розподілу ймовірностей );(xf  




в) знайти )(XM  і дисперсію випадкової величини Х; 
г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).5,2;1(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  
задано відповідною таблицею 
 
Y
X  5 8 10 12 
7 0,1 0,05 0,15 0,1 
12 0,15 0,3 0,05 0,1 
 
Потрібно:  
1) Знайти числові характеристики складових системи: )(),(),( XXDXM 
та ).(),(),( YYDYM   
2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  












































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
2   0   5   4   3 
5   3   4   3   4 
2   1   3   1   2 
4   0   4   3   6 
5   2   3   0   3 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 




в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 
д) знайти емпіричну функцію розподілу )(xF   і побудувати її графік. 
 
Варіант 9 
1. Студент прийшов складати іспит, знаючи з 50 питань програми лише 
36. Яка ймовірність того, що студент не відповість на всі три   запропоновані 
йому запитання? 
2. Схожість насіння становить 60%. Яка ймовірність того, що з чотирьох 
посіяних насінин зійдуть усі чотири ? 
3. За даним законом розподілу дискретної випадкової величини Х 
 
Х -7 -5 -2 1 5 9 
Р 0,13 0,17 0,2 0,3 0,18 0,02 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  
























Потрібно: а) знайти щільність розподілу ймовірностей );(xf  
 б) побудувати графіки функцій )(xF  і );(xf  
в) знайти )(XM  і дисперсію випадкової величини Х; 
г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).2;5,0(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  






X  5 7 10 14 
2 0,25 0,25 0 0,05 
8 0,2 0,1 0,05 0,1 
 
Потрібно:  
1) Знайти числові характеристики складових системи: )(),(),( XXDXM 
та ).(),(),( YYDYM   
2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  












































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
 
2   6   5   1   6 
1   3   1   3   2 
3   4   2   3   5 
2   5   6   0   2 
5   1   3   2   4 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 
б) побудувати полігон частот; 
в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 







1. В урні 7 білих і 3 чорних кулі. Навмання одну за одною виймають дві 
кулі з поверненням. Знайти ймовірність того, що вийняті кулі одного кольору. 
2. На склад автомашинами завозиться 75% скляних банок, а решта – 
залізницею. Ймовірність розбивання скляних банок при транспортуванні на 
автомашинах дорівнює 0,03, а при транспортуванні залізницею – утричі менше. 
Узята навмання на складі банка виявилась розбитою. Визначити ймовірність 
того, що  вона привезена залізницею. 
3. За даним законом розподілу дискретної випадкової величини Х  
 
Х -3 -2 0 1 2 4 
Р 0,13 0,17 0,2 0,3 0,18 0,02 
 
побудувати многокутник розподілу. Знайти )(),( XDXM  і ).(X  




















Потрібно: а) знайти щільність розподілу ймовірностей );(xf  
 б) побудувати графіки функцій )(xF  і );(xf  
в) знайти )(XM  і дисперсію випадкової величини Х; 
г) знайти ймовірність того, що в результаті проведення випробування 
випадкова величина набуде значення з інтервалу ).5,0;1(),(    
5. Закон розподілу двовимірної дискретної випадкової величини ),( YX  
задано відповідною таблицею 
Y
X  6 8 9 10 
7 0,15 0,05 0,1 0,1 






1) Знайти числові характеристики складових системи: )(),(),( XXDXM 
та ).(),(),( YYDYM   
2) Обчислити кореляційний момент ),( YXK і коефіцієнт кореляції ).,( YX  












































6. В результаті вибіркового аналізу добової кількості аварій 
водопровідної системи на території району одержали певну вибірку 
0   5   4   5   1 
6   3   0   1   4 
4   4   2   3   4 
0   5   3   0   3 
2   3   4   4   5 
Для цієї вибірки потрібно: 
а) побудувати дискретний розподіл частот; 
б) побудувати полігон частот; 
в) знайти вибіркову середню x ; 
г) знайти виправлену вибіркову дисперсію 2s ; 
д) знайти емпіричну функцію розподілу )(xF   і побудувати її графік. 
 
Додаткові завдання  
Варіант 1 
1. Серед 25 фірм, з яких 10 українських, а інші польські, розігрується 5 
урядових контрактів. Вважається, що кожна фірма має рівні шанси для 
отримання контракту. Знайти ймовірність того, що принаймні дві українські 




2. До авіакаси у випадковий час у межах 10 хвилин звернулись 2 
пасажири. Обслуговування одного пасажира триває дві хвилини. Знайти 
ймовірність того, що пасажир, який звернувся другим, буде вимушений 
зачекати. 
3. Серед виробів, які випускаються заводом, 96 % відповідають 
стандарту. Спрощена схема контролю визнає доброякісною стандартну 
продукцію з ймовірністю 0,98 і нестандартну – з ймовірністю 0,05. Знайти:  
а) ймовірність того, що навмання взятий виріб пройде спрощений 
контроль;  
б) за умови проходження спрощеного контролю ймовірність того, що він 
відповідає стандарту. 
4. Серед великої кількості виробів, що знаходяться в комплекті, 30 
відсотків – нестандартні. Знайти ймовірності того, що серед 5 виробів, 
навмання взятих із комплекту, буде: а) тільки один нестандартний; 
б) принаймні один нестандартний. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
Варіант 2 
1. У фірмі десять співробітників (6 чоловіків та 4 жінки) претендують на 
заміщення трьох вакансій. Вважають, що всі кандидатури мають рівні шанси на 
зайняття цих вакансій. Знайти ймовірність того, що жінки не займуть жодної 
вакансії. 
2. Відділ технічного контролю поліграфічного видавництва виявив 5 
бракованих книжок у партії з випадково відібраних 250 книжок. Знайти 
відносну частоту появи бракованих книжок. 
3. Інвестор вкладає свої гроші в акції без ризику, в акції допустимого 
ризику та акції великого ризику в пропорціях 10 %, 30 %, 60 %. Імовірність 
отримання прибутку від цих акцій складають 1; 0,75 та 0,6 відповідно. Знайти:  




  б) якщо інвестор отримав прибуток, то яка ймовірність того, що він 
отриманий від акцій без ризику? 
4. Імовірність того, що кожен клієнт, який звернувся в авіакасу, замовить 
квиток до аеропорту N, дорівнює 0,1. Знайти ймовірності того, що із 100 
клієнтів, що звернулись в касу, замовлять квиток до аеропорту N: а) менше 15 
осіб; б) від 5 до 12 осіб; в) більше 20осіб. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
Варіант 3 
1. У групі з 12 бізнесменів тільки 8 мають досвід роботи у запропонованій 
новій галузі. Для проекту потрібно відібрати 4 особи. За припущення, що відбір 
претендентів проводять навмання, знайти ймовірність того, що в команду з 
чотирьох чоловік потраплять всі, хто має досвід роботи. 
2. Два літаки прибувають у зону аеропорту у випадковий час між 12.00 і 
12.30. Знайти ймовірність того, що літак, який прибув другим, не буде 
вимушений чекати дозволу на посадку, якщо чергову посадку можна 
здійснювати не раніше, ніж за 10 хвилин після попередньої. 
3. Видавничо-поліграфічний інститут провів обстеження 
працевлаштування своїх випускників. Імовірність того, що людина, яка працює 
в сфері бізнесу та має прибуток вище N грн, становить 0,9, а поза сферою 
бізнесу – 0,3. З’ясовано, що 80 % випускників працюють в сфері бізнесу. 
Знайти: 
а) імовірність того, що навмання обраний випускник має прибуток вище 
N гривень; 
 б) за умови отримання прибутку випускником вище N гривень якою є 
ймовірність, що він працює в сфері бізнесу? 
4. На біржі виставлено 10 цінних паперів. Імовірність того, що вони 




подорожчає: а) рівно 5 паперів; б) не більше, ніж 4 папери; в) 3−5 цінних 
паперів. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
Варіант 4 
1. Комплект містить 7 виробів першого сорту, 6 –другого сорту і 2 
вироби – третього сорту. Навмання обирають 5 виробів. Знайти ймовірність 
того, що серед них не виявиться виробів 3-го сорту. 
2. У рівнобедреному трикутнику з бічною стороною 5 см та кутом при 
вершині 120°, довільно розміщено квадрат із стороною 1,5 см. Знайти 
ймовірність того, що навмання вибрана точка трикутника лежатиме в квадраті. 
3. Задачу розв’язують самостійно 2 відмінники, 3 посередні студенти та 5 
студентів, що навчаються добре. Ймовірність розв’язання задачі відмінником 
дорівнює 0,9; студентом, який вчиться добре, – 0,8 та посереднім – 0,5. До 
дошки навмання викликають одного зі студентів.  
1) Знайти ймовірність того, що він розв’язав задачу. 
2) Викликаний студент розв’язав задачу. Знайти ймовірність того, що він: 
а) відмінник; б) студент із середнім рівнем успішності. 
4. Авіакомпанія виконує протягом місяця 400 рейсів. Імовірність повного 
комерційного завантаження кожного рейсу дорівнює 0,8. Знайти ймовірності 
того, що протягом місяця з повним комерційним завантаженням буде виконано: 
а) не менше 300 рейсів; б) більша частина рейсів. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
Варіант 5 
1. Із 15 рейсів, що виконуються з аеропорту протягом доби, 60% рейсів 
виконуються на власному літаковому парку. Знайти ймовірність того, що з 




2. На відрізку довжиною 15 см випадково поставлено дві точки. Знайти 
ймовірність того, що відстань між цими точками не перевищує 7 см. 
3. Податкові інспектори роблять перевірку діяльності підприємств. 
Перший інспектор обслуговує 40 підприємств, серед яких 25 % не мають 
заборгованостей, другий – 60 підприємств, із них 40 % без заборгованостей. 
Знайти ймовірність того, що навмання обране підприємство: 
а) не має заборгованості; 
б) підприємство, що не має заборгованості, перевіряв перший інспектор. 
4. За статистичними даними у середньому 1% пасажирів відмовляється 
від рейсу. Знайти ймовірності того, що з 300 пасажирів, що мають квитки на 
рейс, відмовляться від польоту: а) не більше 5 пасажирів; б) не менше 3 
пасажирів. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
Варіант 6 
1. 12 виробів, серед яких 4 нестандартних, випадковим способом 
розбиваються на дві рівні партії. Знайти ймовірності того, що: а) у кожній 
партії буде рівна кількість нестандартних виробів; б) усі нестандартні вироби 
будуть в одній партії. 
2. Відстань між пунктами M і N літак долає за 1 годину, а потяг – за 18 
годин. Потяг у випадковий час протягом доби вирушає з пункту M до N. Знайти 
ймовірність того, що черговий літак прибуде до пункту N раніше від потяга, 
якщо між M і N виконується за розкладом один рейс літака щодоби. 
3. Фабрика виготовляє однотипну продукцію на трьох конвеєрних лініях, 
які мають однакову продуктивність. На першій лінії виробляється продукція 
тільки першого сорту, на другій лінії продукція першого сорту становить 90 %, 
а на третій – 85 %. Знайти ймовірність того, що: 




б) випадково взятий виріб виявився першосортним і його виготовлено на 
третій лінії. 
4. Інвестор укладає угоди на фондовій біржі. Ймовірність укладання 
однієї угоди за день дорівнює 0,7. Виходячи  із припущення, що протягом 10 
робочих днів укладається не більше однієї угоди  в день, знайти ймовірності 
подій: а) буде укладено 7 угод; б) буде укладено не менше 8 угод; в) жодної 
угоди не буде укладено. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
Варіант 7 
1. У конкурсі газети бере участь 12 чоловіків та 8 жінок. Є два призових 
місця. За припущення, що відбір претендентів ведуть навмання, яка ймовірність 
того, що обидва місця займуть жінки? 
2. У ромбі з стороною 5 см та гострим кутом 60° лежить прямокутник зі 
сторонами 2 та 3 см. Знайти ймовірність того, що навмання вибрана у ромбі 
точка лежатиме і в прямокутнику. 
3. Менеджер з інвестицій передбачає три варіанти розвитку економічної 
ситуації на наступний рік: високе зростання, відсутність зростання та спад. 
Імовірності цих подій становлять 0,6; 0,3 та 0,1 відповідно. Очікується 
отримання прибутку з наявного активу. Імовірність отримання прибутку 
становить: випадок високого зростання – 0,8; випадок відсутності зростання – 
0,6; випадок спаду – 0,1. Знайти ймовірність того, що 
а) буде отримано прибуток з наявного активу.   
б) цей прибуток з наявного активу отримано в умовах високого зростання 
економіки? 
4. Кількість помилок у рахунках торгових підприємств становить 5 %. 
Аудитор перевіряє 10 навмання вибраних рахунків. Якщо не виявиться жодної 




що в 10 рахунках підприємства: а) не буде жодної помилки; б) буде 3 помилки; 
в) буде 3−5 помилок. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
Варіант 8 
1. З 10 літаків, що прибувають в аеропорт протягом доби, 80% мають 
повне комерційне завантаження. Знайти ймовірність того, що серед 5 
випадковим способом узятих літаків тільки 4 мають повне завантаження. 
2. З проміжку  1,0  випадковим способом вибирають два дійсних числа. 
Знайти ймовірність того, що їхня сума не більша 1, а добуток не перевищує 2 .
9
 
3. Книжковий склад одержує від першого поліграфічного підприємства в 
4 рази більше книжок, ніж від другого. Брак продукції першого підприємства 
складає 4 %, а другого – 8 %. 
а) Знайти ймовірність того, що випадковим способом вибрана книжка 
виявиться бракованою. 
б) Випадковим способом узята книжка виявилась бракованою. Яким 
підприємством вона більш ймовірно виготовлена? 
4. Телефонна станція обслуговує 2000 абонентів. Імовірність того, що 
будь-який абонент зателефонує на станцію протягом години, дорівнює 0,001. 
Знайти ймовірності того, що протягом години на телефонну станцію 
зателефонують: а) 5 абонентів; б) не більше 3 абонентів. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
Варіант 9 
1. В авіакасі було 15 квитків, серед яких 6 квитків до пункту А. До кінця 
зміни продано 8 квитків. Знайти ймовірність того, що в касі не залишилося 




2. Кожне з двох дійсних додатних чисел не більше 4. Знайти ймовірність 
того, що їх добуток також буде не більше 4. 
3. Два робітники виготовили по однаковій кількості деталей. Брак 
продукції, виготовленої першим робітником, складає 5 %, а другим – 1%. 
  а) Знайти ймовірність того, що узята навмання деталь буде бракованою. 
  б) Відділ технічного контролю виявив браковану деталь. Яка ймовірність 
того, що вона виготовлена першим робітником? 
4. Імовірність того, що інвестиційний проект принесе через рік прибуток 
дорівнює 0,8. Знайти ймовірності того, що із 15 інвестиційних проектів: а) 10 
проектів виявляться прибутковими; б) не менше 8 проектів виявляться 
прибутковими; в) 5−9 проектів будуть прибутковими. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
Варіант 10 
1. Партія з 30 виробів містить 10% браку. Знайти ймовірність того, що 
серед 7 виробів, узятих випадково: а) тільки 2 бракованих; б) жодного 
бракованого. 
 2. Всередині кола радіусом 5 мм розташовано прямокутник зі сторонами 
4 та 6 мм. Знайти ймовірність того, що навмання вибрана у крузі точка 
лежатиме і в прямокутнику. 
3. На фабриці перша машина виробляє 40 %, а друга – 60 % усієї 
продукції. У середньому 9 з 1000 одиниць продукції, виготовленої першою 
машиною, виявляється браком, а для другої машини брак становить 2 одиниці 
на 500 одиниць продукції.  
а) Знайти ймовірність браку продукції, виготовленої на фабриці.  
б) Деяка одиниця продукції, яка вибрана випадковим способом із даної 





4. Фабрика випускає 75 % продукції першим сортом. Знайти ймовірність 
того, що із 300 виробів, виготовлених фабрикою, кількість першосортних 
виробів буде: а) 250 виробів; б) 220−235; в) не більше 200. 
Зауваження. Завдання бажано також виконувати із застосуванням 
програмного продукту Microsoft Excel. 
 
2.2. Розв’язування прикладів (із використанням Microsoft Еxcel) 
2.2.1. Формули повної ймовірності та Байєса 
Якщо подія А має складну структуру, тоді пряме знаходження її 
ймовірності може виявитись надто важким завданням (наприклад, за класичним 
означенням з використанням комбінаторного аналізу). Тому виникає питання, 
чи не можна подію А розглянути з іншими подіями, ймовірності яких відомі, та, 
на основі розглянутих подій, знайти ймовірність події А? Виявляється, що в 
багатьох випадках це є можливим, і відповідь на поставлене питання дає 
формула повної ймовірності. 
Теорема (формула повної ймовірності). Нехай випадкова подія А може 


















які називають гіпотезами, 0)( 
i
HP , ).,,2,1( ni   Тоді ймовірність події А 
обчислюють за формулою  









.                                        (2.1) 
 Отже, ймовірність події А дорівнює сумі добутків ймовірностей гіпотез на 
умовні ймовірності події А за цих гіпотез. 
 Якщо до випробування відомі апріорні ймовірності гіпотез 
)(,),(),(
21 n
HPHPHP  , а в результаті випробування настала подія А, і 
0)( AP , то з урахуванням настання цієї події, умовні ймовірності гіпотез 
обчислюють за формулами Байєса: 
 
 ( ) |




P H P A H
P H A i n
P A
                    (2.2) 
Приклад 1. Імовірність поразки команди групи технологів у матчі з 
командою групи репрографів при дощовій погоді становить 0,5, а при 
відсутності дощу – 0,6. Імовірність дощу в день матчу становить 0,2. 1) Знайти 
ймовірність уникнення поразки командою групи технологів. 2) Команда групи 





Розв’язування. 1) Нехай подія А – поразка команди групи технологів. 
Утворимо дві гіпотези: 
1
H – під час матчу дощова погода; 
2
H – під час матчу не 
буде дощу. За умовою задачі 
   1 2 1 2( ) 0,2; ( ) 0,8; | 0,5; | 0,6P H P H P A H P A H    . 
За формулою повної ймовірності (2.1) 
   1 1 2 2( ) ( ) | ( ) |P A P H P A H P H P A H     
знаходимо ймовірність поразки команди групи технологів: 
58,06,08,05,02,0)( AP . 
Тоді ймовірність уникнення поразки становить: 
42,058,01)(1)(  APAP . 
Зауваження. Обчислення ймовірності за формулою (2.1) можна виконати  
за допомогою вбудованої математичної функції СУММПРОИЗВ (Массив1, 
Масив 2, Масив 3) (рис. 2.1), 
 




задаючи для даної задачі тільки 2 масиви даних, один з них є ймовірностями 
прийнятих гіпотез, а другий – відповідними умовними ймовірностями (рис. 
2.2). 
 
Рис. 2.2. Обчислення за формулою повної ймовірності. 
2) За формулою Байєса знаходимо ймовірність того, що йшов дощ під час 




( ) | 0,2 0,5
| 0,17
( ) 0,58




   . 
Обчислення за допомогою описаної функції в Excel подано на рис. 2.3. 
 
 
Рис. 2.3. Обчислення за формулою Байєса. 
 





2.2.2. Формула Бернуллі, граничні теореми формули Бернуллі 
Імовірність )(kP
n
 того, що подія А настане k разів в серії незалежних п 
випробувань )0( nk   обчислюють за формулою Бернуллі: 
knkk
nn
qpCkP )( . 
Якщо проводяться випробування за схемою Бернуллі та числа n  і k  
великі, то обчислення ймовірності за формулою Бернуллі викликає певні 
труднощі. У таких випадках для обчислення цих імовірностей застосовують 
асимптотичні (наближені) формули, які випливають із локальної та 
інтегральної теорем Муавра-Лапласа та граничної тереми Пуассона. Назва 







  за певних умов, до яких 
обов’язково входить умова n .  
З огляду на це, за досить великих значень п та за малих p  замість 
формули Бернуллі часто використовують наближені асимптотичні формули. 
Формула Пуассона 
Теорема (теорема Пуассона). Якщо n  і 0p  так, що 
  0,np , то  







)(                                      (2.3) 
для будь-якого сталого 0,1, 2,....k   
 Наслідок. Ймовірність настання події А k  разів в п випробуваннях схеми 







)( ,                                            (2.4) 
де np . 
Ця формула дає досить точне наближення за значень р, близьких до нуля 
)1,0( p , тобто для подій, що рідко трапляються і для достатньо великих п 




Теорема (локальна теорема Муавра-Лапласа). Якщо ймовірність p  
настання події  A  в кожній спробі стала і така, що 10  p , то ймовірність 



























 .                     (2.5) 
 Формула (2.5) дає добре наближення, якщо п достатньо велике, р та q не 
дуже близькі до нуля, .9npq  
Теорема (інтегральна теорема Муавра-Лапласа). Ймовірність того, 
що в п незалежних випробуваннях схеми Бернуллі, в яких подія А може 
відбутись з ймовірністю р, подія А відбудеться не менше 
1
k  та не більше 
2
k  








































Формула (2.6) дає добре наближення, якщо п достатньо велике, р та q не 
дуже близькі до нуля, .9npq Для всіх значень 5x можна вважати .5,0)( xФ  
 Користуючись формулою Бернуллі, її граничними теоремами та 
програмою Еxcel розв'язати наступні задачі: 
 Приклад 2. Імовірність влучити в мішень при одному пострілі дорівнює 
0,8. Знайти найімовірнішу кількість влучень із 6 пострілів та відповідну 
ймовірність. 
Розв’язування. Знайдемо величину виразу 6,58,068,0  pnp – не 
ціле число. Тоді найбільше ціле число, яке не перевищує 5,6, дорівнює 5. Таким 
чином,  найбільш імовірне ціле число влучень 5
0
k . Імовірність п’яти влучень 




Використаємо функцією Excel категорії «Статистические» 
БИНОМРАСП (число_успехов; число_испытаний; вероятность_успеха; 
интегральная) : число_успехов = 5; число_испытаний = 6; вероятность_успеха 









Приклад 3. Імовірність влучити в мішень при одному пострілі дорівнює 
0,8. Знайти ймовірність того, що із 100 пострілів кількість влучень буде: 
а) точно 90; б) лежить у межах від 75 до 85. 
Розв’язування. Згідно з умовою задачі 580 np  і 520 nq , тому 
можна скористатися формулами Муавра-Лапласа. 


























Знаючи функцію Excel категорії «Статистические» БИНОМРАСП 
(число_успехов; число_испытаний; вероятность_успеха; интегральная),  
обчислення проводять набагато швидше (рис. 2.4). 
 
 

















 xx . 














39435,0)25,1(  . 
Тоді 39435,0)25,1(  . Шукану ймовірність знаходимо як різницю  
79,0)39435,0(39435,0)25,1()25,1()8575(
100
 kP . 
Зауваження. Можна також провести обчислення із використанням тієї ж 
функції Excel категорії «Статистические» БИНОМРАСП (число_успехов; 
число_испытаний; вероятность_успеха; интегральная), де для пункту а) брали 
интегральная – 0, але для пункту  б) слід взяти значення интегральная – 1 
(повертає значення: кількість успішних випробувань не менше значення 
аргументу число_испытаний, тобто обчислюють два значення функції для 
75, 85k k   та знаходять їх різницю (рис. 2.5). 
 
Рис.2.5. Обчислення для інтегральної формули Муавра-Лапласа. 
Відповідь. а) 0,004; б) 0,79. 
Приклад 3. Словник має 1500 сторінок. Імовірність друкарської помилки 
на одній сторінці дорівнює 0,001. Знайти ймовірність того, що в словнику: 
а) буде точно 3 помилки;  
б) не буде жодної помилки;  




Розв’язування. а) За умовою ймовірність друкарської помилки на одній  
сторінці 01,0001,0 p , тоді добуток  
549,1999,0001,01500 npq  205,1001,01500 np . 














 eP . 
Скористаємось функцією Excel категорії «Статистические» ПУАССОН  
( x ; среднее; интегральная); для таких параметрів: x− кількість сприятливих 
подій; среднее − середнє значення pn  ; интегральная − 0 або 1. В умові 
задачі 3;x   среднее 5,1 ; интегральная – 0, тобто обчислення точної 
кількості подій – 3 помилки для словника із 1500 сторінками (рис. 2.6). 
 
 
Рис. 2.6. Обчислення за допомогою функції ПУАССОН. 
 
б) Імовірність того, що в словнику не буде жодної помилки, тобто 0k , 


















в) Подія A  – у словнику буде хоча б одна помилка, є протилежною до 
події – у словнику немає жодної помилки. Тому 
777,0223,01)0(1)(
1500
 PAP . 
Зауваження. Якщо аргумент «интегральная» набуває значення 1 
(«істина»), тоді функція ПУАССОН  повертає ймовірність того, що кількість 
випадкових подій була в діапазоні від 0 до x включно.  







Елементи математичної статистики 
 
3.1. Вибірка, її характеристики. Точкові оцінки числових 
характеристик випадкових величин. Побудова гістограми та функції 
розподілу 
Дані у статистиці, отримані  за допомогою спеціальних досліджень або із 
звичайних робочих записів у бізнесі, надходять до дослідника у вигляді 
неорганізованої маси, незалежно від того, чи є вони даними із вибіркової 




x  вибірки називають варіантами. Послідовність варіант, 
розміщених в порядку зростання, називають варіаційним рядом. Якщо при 
цьому
i
x  повторюється 
i
n  разів ( 1` 21, 2, ... , , ... ki k n n n n     ), то число in  
називають абсолютною частотою варіанти 
i
x , а 
n
n




Статистичним розподілом вибірки називають перелік варіант та 
відповідних частот або відносних частот. Статистичний закон розподілу зручно 
задавати таблицею, що встановлює звязок між значеннями випадкової 
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k
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 Означення. Полігоном частот вибірки називають ламану з вершинами в 
точках ( , ), ( 1, 2, ... , ).i ix n i k  Полігоном відносних частот вибірки називають 










, , ( 1, 2, ... , )i k . 
Якщо Х – неперервна випадкова величина, то її статистичний розподіл 





розбивають інтервал на частинні інтервали довжини h , в таблицю записують 
середину і-того інтервалу, 
i
n – кількість елементів вибірки і-того інтервалу. 
Прямокутники з основами h і висотами 
nh
n
i  у прямокутній системі координат 
утворюють фігуру, яку називають гістограмою вибірки. 
Незміщеною сильно слушною оцінкою математичного сподівання  
























.                                                    (3.2) 




































x  де 
i





















s                                           (3.3) 


























                                       (3.4) 
є незміщеною оцінкою дисперсії 2 випадкової величини X . 
Якщо математичне сподівання а відоме, то незміщеною сильно слушною 




































































          (3.6) 
Вибіркову дисперсію для інтервального статистичного ряду 










































                     (3.6’)
 
Величина
2ss  називається вибірковим середнім квадратичним 
відхиленням, 
2ss  – вибірковим виправленим середнім квадратичним 
відхиленням ( 2s – вибіркова виправлена дисперсія). 
Означення. Медіаною 
e
M  називають варіанту, яка ділить варіаційний 
ряд на дві частини, рівні за кількістю варіант. 












































x – початок медіанного інтервалу (йому відповідає перша з нагромаджених 
частот, що перевищує половину всіх спостережень), 
i
h – довжина і-го інтервалу, 
i
n – частота медіанного інтервалу. 
Означення. Модою називають варіанту, яка найчастіше трапляється у 
вибірці. 
Для дискретних статистичних рядів 
,
0 j




nn max .                          (3.8) 





















x – початок інтервалу із найбільшою частотою, 
i
n – частота і-го інтервалу. 





























,                                                    (3.10) 
 зокрема, .2
2
sm   
Означення. Коефіцієнтом асиметрії 𝐴𝑠 називається відношення 























.                                      (3.11) 
Означення. Ексцесом E називається зменшене на три одиниці 
відношення центрального моменту четвертого порядку до четвертого степеня 






E                                                (3.12)  
Визначення числових характеристик із використанням табличного 
процесору Microsoft Excel 
Більшість числових характеристик у випадку незгрупованих даних можна 
обчислити з використанням табличного процесору Microsoft Excel. Основні 
вбудовані функції Excel, що застосовуються для таких розрахунків, надано у 
таблиці 3.1. Щоб викликати потрібну функцію, слід обрати категорію 
Статистические та ім’я функції. 
Крім того, часто корисні такі функції: 
− НАИБОЛЬШИЙ (массив, k) – надає k-е найбільше значення в ряді 
даних; 
− НАИМЕНЬШИЙ (массив, k) – надає k-е найменше значення в ряді 
даних. 
Таблиця 3.1 
Статистичні функції Excel 
Числові характеристики Назва функції 
Середнє СРЗНАЧ (число1, число 2, …) 
Середнє геометричне СРГЕОМ (число1, число 2, …) 
Мода МОДА (число1, число 2, …) 
Медіана МЕДИАНА (число1, число 2, …) 
Дисперсія 
ДИСП (число1, число 2, …) 
ДИСПР (число1, число 2, …) 
Середнє квадратичне відхилення СТАНДОТКЛОН (число1, число 2, …) 
Мінімальне значення МИН (число1, число 2, …)) 
Максимальне значення МАКС (число1, число 2, …) 
Частота 






Побудова гістограми засобами Microsoft Excel 
Excel надає два способи побудови гістограми. 
Для побудови гістограми першим способом необхідно: 
1) Внести в лист Excel вхідні дані та інтервали, за якими ці дані будуть 
групуватися. 
2) Знайти частоти потрапляння даних в інтервали за допомогою функції 
ЧАСТОТА, для чого: 
− виділити діапазон комірок (на одну більше, ніж інтервалів), в яких 
будуть записані частоти; 
−  викликати fx – Статистические – ЧАСТОТА; 
− ввести посилання на комірки, що містять вхідні дані і інтервали; 
− натиснути Ctrl+Shift+Enter. 
3) Викликати Вставка –– Гистограмма, з’явиться діалогове вікно (див. 
рис. 3.1). 
 




4) Надати необхідні для побудови гістограми параметри: 
− діапазон вхідних даних, спосіб їх групування (за рядками або 
стовпчиками) та імена рядів даних, якщо це потрібно; 
− якщо імена рядів надано, відмітити Добавить легенду і вказати її 
розміщення; 
− якщо потрібно, добавити Имена рядов, або (та) Имена категорий, або 
(та) Значения; 
− якщо потрібно, добавити Заголовок, Линии сетки, Оси, Таблицу данных. 
Для побудови гістограми другим способом необхідно: 
1) Внести в лист Excel вихідні дані. 
2) Обрати в меню Сервис – Анализ данных – Гистограмма, з’явиться 
діалогове вікно (див. рис. 3.2). 
 
Рис. 3.2. Діалогове вікно для побудови гістограми. 
3) Задати необхідні для побудови гістограми параметри: 
входной диапазон – задати посилання на комірки, в яких знаходяться 
вхідні дані; 
интервал карманов (параметр не є обов’язковим) – задати діапазон 
комірок і набір граничних значень у порядку зростання; якщо параметр не 
введений, то буде автоматично створений набір відрізків, рівномірно 




выходной диапазон – ввести посилання на верхню ліву комірку діапазону, 
в який буде надано гістограму, або відмітити параметр Новый рабочий лист або 
Новая рабочая книга; 
интегральный процент – якщо цей параметр відмічено, то будуть 
розраховані накопичені частоти і побудований їх графік; 
вывод графика – якщо цей параметр відмічено, то буде створено 
автоматично діаграму, при цьому обов’язково задається значення Новая книга. 
 Приклад 1. Дана вибірка Х=1, 0, –1, 0, 1, 0. Знайти точкову оцінку 
математичного сподівання, а також зміщену і незміщену оцінки дисперсії та 
середньоквадратичного відхилення.  
Розв’язування. Зведемо вихідні дані до дисперсійної таблиці та виконаємо 
відповідні обчислення (табл. 3.2). 
Таблиця 3.2. Дисперсійна таблиця до прикладу 1 
N xi xi 
2 
1 1 1 
2 0 0 
3 –1 1 
4 0 0 
5 1 1 
6 0 0 
Σ 1 3 
 
За даними, одержаними з табл. 3.2, розрахуємо: 
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Приклад 2. За даними вибіркового дослідження відома заробітна платня 
(у грн.) 20-и службовців однієї із компаній (табл. 3.3). Знайти за допомогою 
вбудованих статистичних функцій Excel всі можливі числові характеристики за 
даними таблиці. 
Таблиця 3.3 
3560 2190 2390 3400 
2180 2400 3350 2340 
2900 2570 3300 3150 
3680 3250 2250 3240 
2180 2600 2870 3050 
 
Розв’язування. Запишемо в лист Excel вхідні дані і числові 
характеристики, які можна знайти (рис. 3.3). Для знаходження характеристик 
введемо:  
1) середнє значення (математичне сподівання) − формула СРЗНАЧ 
(А2:D6);  
2) медіана − формула МЕДИАНА (А2:D6);  
3) дисперсія (незміщена оцінка) − формула ДИСП (А2:D6); 
4) середнє квадратичне відхилення (незміщена оцінка) − формула 
СТАНДОТКЛОН (А2:D6); також можна ввести КОРЕНЬ (H4), тобто 
обчислення за означенням (за коміркою дисперсії); 
5)  максимальне значення − формула МАКС (А2:D6);  
6) мінімальне значення − формула МИН (А2:D6). 
Зауваження. Функція ДИСП оцінює дисперсію за вибіркою, тобто 
вважається, що аргументи є вибіркою із генеральної сукупності. Якщо дані 






Рис. 3.3. Розрахунок числових характеристик. 
Приклад 3. За даними вибіркового дослідження відома кількість родин з 
дітьми дошкільного віку в селах деякої області (табл. 3.4). Побудувати за 
допомогою Excel гістограму за даними таблиці. 
Таблиця 3.4 
27 36 34 46 43 28 29 37 40 43 
40 33 50 37 41 32 27 43 34 32 
30 41 54 42 47 35 49 49 54 36 
36 51 36 24 35 25 33 38 38 36 
29 51 32 36 53 30 55 44 46 38 
29 44 48 30 34 46 47 36 37 36 
30 58 42 46 46 29 38 44 40 30 
35 35 63 47 37 29 53 41 42 41 
 
Розв’язування. Запишемо в лист Excel вхідні дані завдання (рис. 3.4). 






Рис. 3.4. Вхідні дані для побудови гістограми. 
 
Викличемо Вставка – Гистограмма, задамо діапазон даних.  
Для зручності читання діаграми добавимо Заголовок та Значения. 
Приберемо відмітку Легенда, оскільки імена рядів не було надано – 
розглядається тільки один тип даних. 
Після побудови діаграми можна у разі необхідності змінити шрифти, 
ширину стовпчиків гістограми, їх колір та фон. Для внесення змін потрібно 
двічі натиснути правою кнопкою миші на відповідне поле гістограми. 
Зауважимо, що на горизонтальній осі надаються не границі інтервалів, а 





Рис. 3.5. Лист Excel із гістограмою. 
Приклад 4. Обчислити вибіркове середнє та дисперсію, медіану та моду 
для вибірки 
інтервал  4,2   6,4   8,6   10,8   12,10  
 2 8 35 40 15 
та побудувати емпіричну функцію розподілу. 
Розв’язування. Обсяг вибірки 10015403582 n . Тоді 
i
z  3 5 7 9 11 
i
n  2 8 35 40 15 







































































 При побудові емпіричної функції розподілу (кумуляти) для інтервального 
статистичного розподілу вибірки за основу береться припущення, що ознака на 
кожному частинному інтервалі має рівномірну щільність імовірностей. Тому 
кумулята матиме вигляд ламаної лінії, яка зростає на кожному частковому 


























 Графік кумуляти показано на рис. 3.6. 
 
 




 Зауваження. З рисунка також визначається модальний інтервал (інтервал, 
що має найбільшу частоту появи), який дорівнює 8−10. Цей інтервал також є і 
медіанним, оскільки *(8) 0,5F  , але *(10) 0,5F  , то, беручи до уваги 
неперервність досліджуваної ознаки та властивість функції *( ),F x  яка є 
неспадною функцією, всередині інтервалу існує таке значення 
eX M , для 






Рекомендовані завдання для ДКР ( або опрацювання своїх зібраних 
експериментальних даних) 
Завдання 1. 
Відомі дані про безаварійну роботу автоматизованого поліграфічного 
комплексу (в місяцях) (табл. 3.5). Побудувати статистичний ряд за даними 
вибірки, визначити середній час безаварійної роботи, дисперсію і середнє 
квадратичне відхилення часу. Побудувати полігон частот і гістограму. 
Таблиця 3.5 
0,000 0,000 0,002 0,006 0,023 0,084 0,382 0,810 0,003 0,864 
1,033 0,912 0,093 0,324 0,194 0,522 2,336 0,057 0,654 0,250 
0,877 0,276 0,037 0,537 0,183 1,306 0,752 0,198 1,623 0,875 
0,185 0,274 0,613 0,356 0,645 0,676 1,079 0,500 0,902 0,191 
0,250 0,348 0,320 0,182 0,458 0,936 1,204 0,576 0,303 0,522 
 
Завдання 2.  Обчислити вибіркове середнє та дисперсію, медіану та моду 
для вибірки та побудувати емпіричну функцію розподілу. Всі обчислення 
бажано виконати за допомогою допомогою Microsoft Excel. 
інтервал  2, 0   0, 2   2, 4   4, 6   6, 8  








3.2. Статистична перевірка гіпотези про нормальний закон розподілу 
Центральна гранична теорема – теорема теорії ймовірності про 
збіжність розподілу суми незалежних однаково розподілених випадкових 
величин до нормального розподілу. Вона і підкреслює особливість нормального 
розподілу. 
Теорема Ляпунова. Якщо для послідовності попарно незалежних 
випадкових величин  ,,,,
21 n



















































































Зауваження. На практиці зазвичай найлегше перевірити умову Ляпунова 
для 1.   Якщо послідовність випадкових величин задовольняє умову 
Ляпунова, то вона задовольняє також умову Лінденберга. Обернене твердження 
неправильне. 
Теорема Лінденберга-Леві. Якщо попарно незалежні випадкові величини 
 ,,,,
21 n
XXX однаково розподілені і мають математичне сподівання а і 


































За теоремою Ляпунова вплив кожного окремого доданка на суму при 
великих 𝑛 дуже малий, і у разі необмеженого збільшення кількості доданків 




математичним сподіванням і дисперсією, які дорівнюють сумам відповідних 
числових характеристик доданків.  
Центральна гранична теорема пояснює поширення нормального закону 
розподілу і є теоретичною основою застосування нормального розподілу для 
багатьох практичних задач: за широких припущень сума великої (але скінченної) 
кількості незалежних випадкових величин розподілена згідно із законом, 
близьким до нормального. Наприклад, на відлагодженому виробництві якість 
продукції змінюється за нормальним законом внаслідок того, що виробнича 
похибка є результатом сумарної дії великого числа випадкових величин. 
Окремим випадком центральної граничної теореми є інтегральна формула 
Лапласа. 
 Центральна гранична теорема пояснює достатньо широке застосування 
нормального закону розподілу: якщо випадкова величина формується під 
впливом багатьох незалежних факторів, кожен з яких здійснює на неї 
незначний вплив, то розподіл цієї величини близький до нормального. Отже, 
важливими є вміння перевірки відповідності вибіркових даних нормальному 
розподілу. 
 Порядок дій при перевірці статистичних гіпотез 




 1) визначити гіпотезу 
1
H , альтернативну до гіпотези 
0
H ; 
 2) обрати статистичну характеристику перевірки; 
 3) визначити допустиму ймовірність похибки першого роду, тобто рівень 
значущості  ; 
 4) знайти за відповідною таблицею критичну область (критичну точку) 
для обраної статистичної характеристики. 
 До критичної області належать такі значення статистичної 
характеристики, за яких гіпотеза 
0








Критерій згоди 2 про вигляд нормального розподілу 
Критерій згоди 2  можна використовувати для будь-яких розподілів. 
Розглянемо його для перевірки гіпотези 
0
H : генеральна сукупність має 
нормальний закон розподілу  ,, 2aN  де ., 22 sxa    





  кількість елементів вибірки, що потрапили в інтервал 
),,2,1( rih
i
 . Позначимо через  
ii
hXPp  ; тоді 
i
np теоретичні частоти. 




















XP                            (3.13) 
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2 .                                        (3.14) 
Кількість k  ступенів вільності дорівнює 1 lrk , де l – кількість 
параметрів розподілу, для нормального розподілу .3 rk  
Якщо справедлива нульова гіпотеза за даним рівнем значущості   і 
кількістю ступенів вільності ,k за таблицею розподілу 




























 , то гіпотеза 
0
H  відхиляється. У випадку, коли 
гіпотеза відхиляється, необхідно, по-перше, збільшити обсягвибірки (кількість 
іспитів) i провести нову перевірку, якщо й це не допоможе, то треба знайти 
інший вираз для закону розподілу. 
 Висновок. Для того, щоб при заданому рівні значущості  перевірити 
гіпотезу про нормальний розподіл генеральної сукупності, треба: 





 2. Обчислити теоретичні частоти. 
 Якщо ознака Х генеральної сукупності має неперервний розподіл 
імовірностей, то теоретичні частоти обчислюються за формулою 
i in np  ,                                                 (3.15) 
де n − обсяг вибірки, а 
ip − імовірність того, що випадкова величина Х 
потрапить в і-й частковий інтервал. Вона обчислюється в загальному випадку 
за формулами того закону розподілу, який припускаємо на основі обробки 
статистичного розподілу вибірки. 
 Якщо є підстави для припущення, що ознака генеральної сукупності Х 














     ,                          (3.16) 
де n − обсяг вибірки; h − довжина часткового інтервалу; Bx  − вибіркова середня 
величина;   − вибіркове середнє квадратичне відхилення; ( )iu   щільність 
імовірностей для загального нормального закону розподілу або 
1 B Bi i
i
x x x x
n n Ф Ф
 

     
       
    
,                      (3.17) 
де 1 ,i i




   
   
  
 − функції Лапласа.  
3. Порівняти емпіричні і теоретичні частоти за допомогою критерію 
Пірсона. Для цього обчислити значення критерію за формулою (3.14). 
 4. За таблицею критичних точок розподілу 2  за заданим рівнем 
значущості  та кількістю ступенів вільності знаходять критичну точку 2;k  , 
роблять відповідні висновки стосовно зробленої гіпотези. 
 Приклади перевірки статистичних гіпотез 
Приклад 1. За заданим інтервальним статистичним розподілом випадкової 







h=0,5 1−1,5 1,5−2 2−2,5 2,5−3 3−3,5 3,5−4 4−4,5 
ni 10 20 50 35 28 15 12 
 
при рівні значущості 0,01   перевірити правильність H0 про нормальний 
закон розподілу ознаки Х − маси новонароджених дітей. 
Розв’язування. Для визначення теоретичних частот 
i in np   потрібно 
обчислити , .Bx   
Дискретний статистичний розподіл буде таким: 
xi 1,25 1,75 2,25 2,75 3,25 3,75 4,25 
ni 10 20 50 35 28 15 12 





 12,5 35 112,5 96,25 91 56,25 51,0 454,5
2,67
170 170
     
   ;
2 2 2 2 2 2
2 2
1,25 10 1,75 20 2,25 50 2,75 35 3,25 28
170
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








      
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Рис. 3.7. Числові характеристики. 
Обчислення теоретичних частот за формулою (3.17) подано в таблиці 3.7. 
 
Таблиця 3.7 



























   
1 1,5 10 – 2,11 – 1,48 – 0,4821 – 0,4306 9 
1,5 2 20 – 1,48 – 0,85 – 0,4306 – 0,3023 22 
2 2,5 50 – 0,85 – 0,22 – 0,3023 0,0871 37 
2,5 3 35 – 0,22 0,42 – 0,0871 0,1628 43 
3 3,5 28 0,42 1,05 0,1628 0,3531 32 
3,5 4 15 1,05 1,68 0,3531 0,4535 17 
4 4,5 12 1,68 2,32 0,4535 0,4898 6 
 
Обчислення спостережуваного значення статистичного критерію 2  
подано нижче на рис. 3.8, де теоретичні частоти обчислені із використанням 
локальної формули Лапласа та, відповідно, використанням для функції 
НОРМРАСП логічного значення 0. Також критерій задано спрощеною 






Рис. 3.8. Обчислення для статистичного критерію. 
Отже, маємо 
2






  . 
За таблицею знаходимо значення  
2 2
кр кр( 0,01; 7 2 1 4) (0,01; 4) 13,3.k          





























 = 13,30  
Рис. 3.9. Зображення критичної області та точки. 
 
Висновок. Оскільки  2 0; 13,3  , то не маємо підстав для прийняття Н0 
про нормальний закон розподілу ознаки генеральної сукупності Х. 








h = 4  154−158 158−162 162−166 166−170 170−174 174−178 178−182 182−186 
ni 8 14 20 32 12 8 4 2 
 Визначити гіпотетично, який закон розподілу має ознакa Х − зріст 
юнака. При рівні значущості  = 0,01 перевірити правильність висунутої 
нульової гіпотези. 
Розв’язування. Для заданого статистичного розподілу побудуємо 
гістограму частот (рис. 3.10).  
 
Рис. 3.10. Гістограма частот. 
За формою гістограми частот можемо припустити, що ознака Х має 
нормальний закон розподілу. Отже, висуваємо нульову гіпотезу Н0: ознака Х 
має нормальний закон розподілу ймовірностей. Для перевірки справедливості 







Отже, необхідно обчислити теоретичні частоти, а для цього знайдемо 
значення ,x  , побудувавши дискретний розподіл за заданим інтервальним, а 
саме: 
xi 156 160 164 168 172 176 180 184 
ni 8 14 20 32 12 8 4 2 
 







       

 
16704172 12 176 8 180 4 184 2
167,04
100 100
       
  ; 
2 2 2 2 2 2 2
2 2
156 8 160 14 164 20 168 32 172 12 176 8
100





           










      

 
2 40,68 6,38s    . 
Обчислення теоретичних частот наведено в табл. 3.9. 
Таблиця 3.9 




























   
154 158 8 – 2,04 – 1,42 – 0,4793 – 0,4222 6 
158 162 14 – 1,42 – 0,79 – 0,4222 – 0,2852 14 
162 166 20 – 0,79 – 0,16 – 0,2852 – 0,0636 22 
166 170 32 – 0,16 0,464 – 0,0636 0,1772 24 
170 174 12 0,464 1,09 0,1772 0,3621 19 
174 178 8 1,09 1,72 0,3621 0,4573 10 
178 182 4 1,72 2,34 0,4573 0,4904 3 
182 186 2 2,34 2,97 0,4904 0,4986 1 
 











npn 2)(   
8 6 2 4 0,667 
14 14 0 0 0 
20 22 – 2 4 0,182 
32 24 8 64 2,667 
12 19 – 7 49 2,579 
8 10 – 2 4 0,4 
4 3 1 1 0,333 












  . 
За таблицею (додаток) знаходимо значення  
2 2
, ,( 0,01; 8 2 1) (0,01; 5) 15,1.k kk          
































Рис. 3.11. Критична область. 
Висновок. Оскільки  2 0; 15,1  , немає підстав для відхилення нульової 
гіпотези Н0 про нормальний закон розподілу ймовірностей ознаки Х. 
Приклад 3. За наданим інтервальним статистичним рядом (табл. 3.10) 
знайти закон розподілу випадкової величини Х. 
Таблиця 3.10 
);[ 1ii aa  )2,1;2[   )4,0;2,1[   )4,0;4,0[  )2,1;4,0[  )2;2,1[  
пi 6 11 21 7 5 
 
Розв’язування. Для визначення виду закону розподілу побудуємо 




гіпотезу про нормальний закон розподілу даної випадкової величини: 
Н0 – випадкова величина Х розподілена за нормальним законом; 
Н1 – випадкова величина Х не розподілена за нормальним законом. 
 
Рис.3.12. Гістограма за даними таблиці 3.10. 
Щільність розподілу випадкової величини, розподіленої за нормальним 













 , де а і   – параметри розподілу. 
Знайдемо означені параметри, враховуючи, що 22;  Saх . Розрахунки 
оформимо у вигляді таблиці (табл. 3.11). 
Таблиця 3.11 
);[ 1ii aa  )2,1;2[   )4,0;2,1[   )4,0;4,0[  )2,1;4,0[  )2;2,1[  
пi 6 11 21 7 5 
хi -1,6 -0,8 0 0,8 1,6 
хi пi -9,6 -8,8 0 5,6 8 
 
2
i ix x n  13,572 5,452 0,194 5,620 14,382 
 
Знайдемо вибіркове середнє, вибіркову дисперсію і вибіркове середнє 





















s x x n
n 
        ; 
2 0,886s   . 
Отже, параметрами теоретичного закону розподілу є величини:
0,096; 0,886.x a s        
Для знаходження значення критерію  χ2  розрахуємо теоретичні частоти 
in . Для зручності обчислень побудуємо табл. 3.12. 
Таблиця 3.12. 
);[ 1ii aa  )2,1;2[   )4,0;2,1[   )4,0;4,0[  )2,1;4,0[  )2;2,1[  
пi 6 11 21 7 5 
хi -1,6 0,8 0 0,8 1,6 
хi пi -9,6 8,8 0 5,6 8 
 
2
i ix x n  13,572 5,452 0,194 5,620 14,382 
S
xаi 






 -0,958 -0,785 -0,266 0,425 0,856 
pi 0,0856 0,2595 0,3455 0,2155 0,063 









 0,649 0,301 0,803 1,323 1,087 
 
















  . 
Знайдемо критичне значення 
2
,l , враховуючи, що l 1k r   =5-2-1=2. 
Рівень значущості   оберемо рівним 0,1. За допомогою Microsoft Excel 




Отже, оскільки 2 2
,l  , гіпотеза Н0 про нормальний розподіл 
приймається, гіпотеза Н1 відкидається. 
  
 Дані вимірювань на одному із поліграфічних виробництв та їх 
статистична обробка [16] 
Приклад 4. Дані вимірювань з перших трьох текстових накладів, 
друкування яких здійснювалось в різні дні декілька разів по 100 відбитків, було 
використано для перевірки підлягання отриманих значень у вибірках 
нормальному закону розподілу за критерієм Пірсона. 
Розглядається приклад перевірки нормальному розподілу вибірки з 
вимірювання значень, отриманих на ділянці дії фарбового ножа № 3 для тесту, 
де вимірювання було проведено на відбитку № 90, для якого значення можна 
вважати стабілізованими. В табл. 3.13 наведено дані поведених вимірювань, де 
E колірні відмінності виміряного кольору від еталонного значення, D – 
оптична густина фарби, 80, 40 – розтискування растрової точки (80+k , вказано 
k ) при стабільній подачі фарби та зволожувального розчину. 
Таблиця 3.13 
Результати вимірювання відбитка з тестовим зображенням  
 
№ 
вимірювання ΔE D ΔSвідн ΔSвідн 
   
80% 40% 
1 2 3 4 5 
1 16,24 0,89 5 6 
2 16,11 0,89 5 7 
3 16,21 0,86 5 7 
4 16,25 0,89 4 7 
5 16,19 0,93 4 7 
6 16,18 0,9 5 7 
7 16,31 0,91 5 7 
8 16,17 0,97 5 7 




10 16,12 0,9 5 7 
11 16,22 0,92 4 7 
12 16,18 0,94 5 7 
13 16,23 0,88 5 7 
14 16,09 0,89 5 6 
15 16,25 0,93 5 7 
16 16,17 0,89 4 7 
17 16,21 0,87 4 7 
18 16,25 0,89 5 7 
19 16,19 0,92 4 7 
20 16,16 0,93 5 7 
21 16,2 0,89 5 7 
22 16,19 0,95 5 6 
23 16,28 0,93 5 7 
24 16,13 0,91 4 7 
25 16,17 0,9 5 7 
26 16,2 0,91 5 7 
27 16,28 0,93 5 7 
28 16,15 0,91 5 7 
29 16,17 0,9 4 7 
30 16,2 0,91 5 7 
31 16,12 0,9 4 7 
32 16,22 0,92 5 7 
33 16,18 0,94 4 7 
34 16,29 0,88 5 7 
35 16,09 0,89 5 7 
36 16,25 0,93 5 6 
37 16,11 0,89 5 7 
38 16,21 0,87 5 7 
39 16,09 0,89 5 7 
40 16,24 0,9 5 7 
41 16,11 0,89 4 7 
42 16,31 0,87 5 7 
43 16,25 0,89 4 7 




45 16,22 0,88 5 6 
<X> 16,2 0,9 4,73 6,89 
Σ 0,0596 0,0234 0,4539 0,2939 
 
У наведеній вище таблиці одразу подано пораховані значення середнього 
арифметичного значення вибірки та середньоквадратичного відхилення. 
Згідно з методикою розрахунку за критерієм Пірсона, визначаємо 
інтервали для кожної з вибірок (для ΔЕ, D, ΔS відн 80 % та ΔS відн 40 %) та 
кількість значень, що у них потрапляють. Розраховуємо ймовірності 
потрапляння випадкового значення у задані інтервали відповідно до 
очікуваного середнього значення та середньоквадратичного відхилення, 
використовуючи функцію пакету MS Excel НОРМРАСП(x; xср; σ; 1). 
Після цього, коригуючи отримані значення ймовірностей (за необхідної 
для критерію Пірсона умови, що сума ймовірностей обов’язково повинна бути 
рівною 1), розраховуємо величини χ2-статистики. 
Розраховане значення порівнюємо з критичним, яке також попередньо 
розрахуємо за формулою в MS Excel ХИ2ОБР(α;k). Для кожної з вибірок 
кількість степенів вільності буде дещо відрізнятись, наприклад, у даному 
випадку для вибірки за ΔЕ 𝑘 = 2, для вибірки за D 𝑘 = 9, а для вибірок за ΔS 
відн 80 % за ΔS відн 40 % 𝑘 = 1. 
У всіх випадках розрахунки показують, що оскільки значення величин χ 2 
є меншими за значення χ 2крит (5,723<5.99146; 12,39<16,9189; 2,837<3,8414; 
1,007<3,8414), то гіпотеза про відповідність вибірок нормальному закону 
розподілу приймається. 
Зауваження. Обчислення проведено за допомогою функцій пакету MS 
Excel. 
В табл. Б.1, Б.2, Б.3 та Б.4 показані розрахунки відповідності 
нормальному розподілу вибірки даних за ΔЕ,  за D, за ΔS відн 80 % та ΔS відн 
40 %, відповідно. Зауваження. В таблицях нижче ряд даних є наближеними, 










in  minix  maxix   miniP x  
 maxiP x









1 2 3 4 5 6 7 8 9 10 
16,10 8,00 16,075 16,125 0,022 0,120 0,098 4,6 3,4 2,585 
16,15 7,00 16,125 16,175 0,120 0,368 0,248 11,6 -4,6 1,820 
16,20 17,00 16,175 16,225 0,368 0,692 0,324 15,1 1,9 0,228 
16,25 8,00 16,225 16,275 0,692 0,910 0,218 10,2 -2,2 0,467 
16,30 5,00 16,275 16,325 0,910 0,985 0,075 3,5 1,5 0,623 
n= 45 
   
Σ= 0,963 
 
χ 2= 5,723 
n*= 47 





        Таблиця Б.2 














1 2 3 4 5 6 7 8 9 10 
0,86 1,00 0,855 0,865 0,017 0,045 0,028 1,3 -0,3 0,067 
0,87 3,00 0,865 0,875 0,045 0,103 0,058 2,6 0,4 0,050 
0,88 3,00 0,875 0,885 0,103 0,201 0,098 4,5 -1,5 0,494 
0,89 12,00 0,885 0,895 0,201 0,340 0,139 6,4 5,6 4,936 
0,9 6,00 0,895 0,905 0,340 0,506 0,166 7,6 -1,6 0,335 
0,91 6,00 0,905 0,915 0,506 0,607 0,165 7,5 -1,5 0,318 
0,92 4,00 0,915 0,925 0,670 0,807 0,137 6,3 -2,3 0,823 
0,93 6,00 0,925 0,935 0,807 0,902 0,095 4,4 1,6 0,620 
0,94 2,00 0,935 0,945 0,902 0,957 0,027 2,5 -0.5 0,111 
0,95 1,00 0,945 0,955 0,957 0,984 0,011 1,2 -0,2 0,042 
0,96 0,00 0,955 0,965 0,984 0,995 0,004 0,5 -0,5 0,498 
0,97 1,00 0,965 0,975 0,995 0,999 0,004 0,2 0,8 4,098 
n= 45 
   
Σ= 0,982 
 
χ 2= 12,390 
n*= 46 
      
χ 2крит= 16,91897762 
k= 9,00 



















1 2 3 4 5 6 7 8 9 10 
3,00 0,00 2,5 3,500 0,000 0,003 0,003 0,1 -0,1 0,148 
4,00 12,00 3,500 4,500 0,003 0,304 0,300 13,5 -1,5 0,170 
5,00 33,00 4,500 5,500 0,304 0,954 0,651 29,3 3,7 0,470 
6,00 0,00 5,500 6,500 0,954 1,000 0,046 2,0 -2,0 2,049 
n= 45 
   
Σ= 1,000 
 
χ 2= 2,837 
n*= 45 
      
χ 2крит= 3,841459149 
k= 1,00 
         
Таблиця Б.4 














1 2 3 4 5 6 7 8 9 10 
5 0,00 4,5 5,500 0,000 0,000 0,000 0,0 0,0 0,000 
6 5,00 5,500 6,500 0,000 0,093 0,093 4,2 0,8 0,161 
7 40,00 6,500 7,500 0,093 0,981 0,888 40,0 0,0 0,000 
8 0,00 7,500 8,500 0,981 1,000 0,019 0,8 -0,8 0,846 
n= 45 
   
Σ= 1,000 
 
χ 2= 1,007 
n*= 45 
      
χ 2крит= 3,841459149 
k= 1,00 
         
На основі отриманих даних зроблено висновок про те, що дійсно дані 
експериментальних вимірювань підлягають нормальному розподілу.  
 
Рекомендовані завдання для ДКР ( або опрацювання своїх зібраних 
експериментальних даних) 
Користуючись теоретичними знаннями та засобами програмного 
забезпечення Microsoft Excel: 




2) Побудувати гістограму. 
3) Вирівняти дослідні дані за допомогою нормального закону розподілу. 
4) Перевірити узгодженість між емпіричними та теоретичними даними за 
допомогою критерія Пірсона та Романовського. 
Варіант 1 
 
2,37 -0,94 0,58 -0,38 -0,72 0,76 1,55 -0,53 1,41 1,03  
-0,06 0,29 0,06 1,40 0,32 1,65 0,61 2,72 -1,03 0,48 
0,61 2,05 1,12 -0,94 0,46 1,18 0,93 0,48 0,34 0,48 
-0,50 1,58 1,39 2,30 0,83 1,19 -0,48 0,93 1,07 0,84 
1,34 1,14 1,48 3,08 2,73 -1,14 -0,48 1,63 1,31 0,08 
-0,10 1,52 2,41 0,16 0,31 0,60 2,75 -0,01 0,33 -0,13 
0,51 0,81 -0,23 1,26 1,89 0,89 1,93 1,02 2,26 0,31 
1,97 2,48 1,88 1,96 1,67 0,08 0,66 0,98 1,91 -0,11 
0,67 1,18 2,30 3,15 1,24 0,81 0,73 0,65 0,79 0,63 




1,60 0,07 0,90 0,39 0,19 0,76 1,29 0,14 1,01 0,27 
1,15 0,70 0,56 1,05 0,65 1,37 0,83 1,76 -0,04 0,72 
0,96 1,70 1,13 0,19 0,70 1,06 0,96 0,71 0,68 0,66 
0,20 1,29 1,01 1,55 0,80 1,19 0,35 0,77 1,15 0,85 
1,19 1,11 1,16 2,02 1,88 -0,02 0,50 1,49 1,20 0,54 
0,31 1,42 1,54 0,74 0,59 0,83 1,91 0,38 0,56 0,37 
0,77 0,80 0,28 1,23 1,26 0,76 1,40 1,15 1,53 0,62 
1,36 1,62 1,36 1,40 1,43 0,64 0,84 0,78 1,47 0,47 
0,93 1,01 1,54 2,15 1,07 0,81 0,82 0,78 0,85 0,97 




3,33 0,18 1,52 0,99 0,38 1,74 2,78 0,23 2,20 0,67 
2,19 1,46 1,03 2,09 1,38 2,83 1,81 3,53 -0,47 1,25 
1,61 3,36 2,41 0,21 1,27 2,29 1,73 1,01 1,49 1,21 
0,22 2,67 2,28 3,19 1,62 2,28 0,98 1,88 2,38 1,54 
2,18 2,41 2,41 4,29 3,58 -0,27 0,83 2,88 2,21 1,16 
0,86 2,85 3,07 1,36 1,33 1,95 3,96 0,67 1,02 0,85 




2,62 3,05 2,64 2,59 2,60 1,28 1,90 1,97 2,85 0,84 
1,94 2,28 3,09 4,17 2,02 1,82 1,84 1,97 1,66 1,86 




2,57 1,10 1,82 1,42 1,14 1,94 2,41 1,07 2,07 1,27 
2,25 1,54 1,52 2,16 1,66 2,48 1,89 2,77 0,75 1,71 
1,78 2,63 2,01 1,24 1,61 2,19 1,79 1,68 1,65 1,61 
1,24 2,40 2,04 2,55 1,82 2,00 1,33 1,84 2,05 1,78 
2,23 2,23 2,22 3,18 2,80 0,86 1,42 1,64 2,32 2,55 
1,38 2,39 2,70 1,59 1,52 1,77 2,87 1,28 1,57 1,33 
1,89 1,78 1,26 2,13 2,35 1,99 2,32 2,06 2,51 1,72 
2,40 2,65 2,34 2,26 2,29 1,69 1,84 1,93 2,37 1,31 
1,97 2,06 2,69 3,23 2,10 1,76 1,83 1,82 1,91 1,83 




4,24 1,32 2,80 1,95 1,47 2,55 3,90 1,18 3,36 1,79 
3,04 2,11 2,30 3,08 2,32 3,87 2,61 4,90 0,93 2,29 
2,64 4,26 3,01 1,06 2,13 3,39 2,60 2,07 2,46 2,22 
1,08 3,79 3,17 4,18 2,51 3,39 1,90 2,63 3,37 2,82 
3,28 3,04 3,37 5,32 4,73 0,62 1,99 3,97 3,27 2,02 
1,65 3,72 4,26 2,00 2,25 2,55 4,78 1,63 2,07 1,92 
2,84 2,56 1,75 3,31 3,56 2,67 3,54 3,16 4,06 2,45 
3,99 4,43 3,83 3,69 3,56 2,05 2,86 2,61 3,69 1,65 
2,96 3,04 4,37 5,23 3,40 2,54 2,54 2,59 2,60 2,77 








Аналітична геометрія на площині 
Пряма на площині 
Рівняння прямої через точку  до вектора :
.  Загальне рівняння прямої: . Кут   між 
двома прямими, які задані загальними рівняннями  і 
: . 
 Рівняння прямої через точку  паралельно вектору : 
  . 




x x y y





Параметричні рівняння прямої:       
Рівняння прямої через точку з кутовим коефіцієнтом :
. 
Рівняння прямої з кутовим коефіцієнтом : y kx b  . Для прямих 11 bxky  , 
 тангенс кута між ними через їх кутові коефіцієнти обчислюють за 
формулою 
 
Прямі перпендикулярні:          . 
Відстань від точки  до прямої 0Ax By C   :    . 
Криві 2-го порядку 
Рівняння кола з центром в точці  радіуса :    
2 2 2
0 0x x y y R    .  
Рівняння еліпса з центром в точці :  
   
2
2




x x y yx y
a b a b
 
    . 
Рівняння гіперболи з центром в точці    0 0 00,0 , ,O M x y :  
   
2
2




x x y yx y
a b a b
 
      . 
Рівняння параболи з вершиною    0 0 00,0 , ,O M x y :  
       
22 22
0 0 0 02 , 2 ; 2 , 2y p x x p y y y p x x x x p y y        . 
 0 0 0,M x y   ,N A B
   0 0 0A x x B y y    0Ax B y C  
1 1 1 0A x B y C  
2 2 2 0A x B y C  
1 2 1 2
2 2 2 2
1 1 2 2
cos
A A B B





 0 0 0 ,,M x y  ,l m n













 0 0 0,M x y k























 0 0 0,M x y R






 Аналітична геометрія  в просторі 
Пряма в просторі 
Рівняння прямої через точку  паралельно вектору  , ,l m n p :
  
Кут між двома прямими  і :
.  
Умова паралельності двох прямих:
 
,  
умова перпендикулярності:  




x x y y z z





Параметричні рівняння прямої через точку  паралельно вектору
: . 
Загальні рівняння прямої:   . 
 
Площина в просторі 
Рівняння площини через точку  до вектора  , ,N A B C : 
. 
Рівняння площини у відрізках на осях: . 
Загальне рівняння площини: . 
Рівняння площини через точки   2 2 2 2,,M x zy :   
. 
Кут між площинами:  
Відстань від точки до площини :
. 
 0 0 0 0, ,,M x y z
0 0 0 .






x x y y z z
m n p
  
  2 2 2
2 2 2




1 2 1 2 1 2
2 2 2 2 2 2
1 1 1 2 2 2
cos
m m n n p p










1 2 1 2 1 2 0.m m n n p p  
   0 0 0 0 1 1 1 1, , ,, ,M x z M xy y z
 0 0 0 0, ,,M x y z
 , ,l m n p 0 0 0, ,x x mt y y nt z z pt     
1 1 1 1
2 2 2 2
0,
0
A x B y C z D
A x B y C z D
   

   
 0 0 0 0, ,,M x zy 





0Ax B y C z D   
   0 0 0 0 1 1 1 1, , , ,, ,M x z M x zy y
0 0 0
0 1 0 1 0
2 0 2 0 2 0
1 0
x x y y z z
x x y y z z
x x y y z z
  
 







  1 2 1 2 1 2
2 2 2 2 2 2
1 1 1 2 2 2
cos .
A A B B CC




    
 0 0 0 0,,M x zy 0Ax By Cz D   
0 0 0
2 2 2










Пряма і площина в просторі 
Кут між прямою  і площиною : 
.  
Умова паралельності прямої і площини: , а умова 
перпендикулярності  
Поверхні 2-го порядку 
Сфера:    ,       еліпсоїд:   . 
Циліндри 2-го порядку: круговий  ; еліптичний ; 
гіперболічний ; параболічний . 
Конус     . 







    . 



























0 0 0x x y y z z
m n p
  
  0Ax B y C z D   
2 2 2 2 2 2
sin
Am Bn Cp




    
























































Функція однієї змінної 
 
Дві важливі границі: ;  
Основні еквівалентні величини: 
 ; ;
; ; ;  
Рівняння дотичної і нормалі 
  
 
 0 0 0 0 0
0
1
,y y f x x x y y x x
f x




Точки, в яких  критичні точки функції. Якщо похідна змінює 
знак з «+» на «−», то точка − точка максимума, якщо з «−»  на «+», то точка 
мінімума. 
 
Значення функцій деяких кутів 
1 2 3 3
sin 0 0, sin , sin , sin , sin 1, sin 0, sin 1 ;
6 2 4 2 3 2 2 2
    
          
 
3
tg0 0, tg , tg 1, tg 3, tg
6 3 4 3 2
   






























   
        
   
sin ~ , 0x x x ln(1 ) ~ , log (1 ) ~ (log ) , 0а аx x х е х х   1~ , 1~ ln , 0;
х хе x a x a х  
arcsin ~ , 0x x x tg ~ , 0x x x arctg ~ , 0x x x (1 ) 1~ , 0.х x х
   
0tg '( ).k f x 
  0of x  
0x
3 2 1 3
cos0 1, cos , cos , cos , cos 0, cos 1, cos 0 ;
6 2 4 2 3 2 2 2
    
        
ctg0 
3
ctg 3 , ctg 1, ctg , c tg 0.
6 4 3 3 2
   







I. Таблиця похідних основних функцій 



















































































x   
II. Основні правила обчислення похідної. Якщо С  стала величина і 
)(),( xvxu     диференційовані функції, тоді 
1) ,0)( С      2) ,1)( x  
3) ,)( vuvu     4) ,)( uCCu   




































III. Правило диференціювання складеної функції. Якщо ),(),( xuufy   




















































2.   .ln Cx
x
dx








4.   .Cedxe
xx
     5.   .cossin Cxxdx  
6.   .sincos Cxxdx     7.   .coslntg Cxxdx  
















   






   
 
   13. sh ch .xdx x C   





















































   










2 2 2ln .
2 2
x a
x a dx x a x x a C        





f x dx F x F b F a    











Таблиці значень основних функцій та розподілів 
Таблиця 1 























































































































































































































































































































































































































































































































    
 














































































































































































































































































































































































































Таблиця значень 2  в залежності від k і рівня значущості   
 
Кількість ступенів 
















































































































































































































































































































































   
 1  
   




















































































































































































































































Критичні точки розподілу F Фішера-Снедекора 
Рівень значущості 01,0  
      
1
k        


































































































































































































































Рівень значущості 05,0  
      
1
k        
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