Much has been said about possible symptoms of Dutch disease in Colombia in the wake of a marked upsurge in commodity prices and the significant real appreciation of the national currency. This paper examines whether the real effective exchange rate had an impact on industry during the period 2000-2010. Specifically, it evaluates the effect of the appreciation of the real exchange rate on the value added of 63 industrial sectors in Colombia using the Arellano and Bond (1991) generalized method of moments (gmm) estimator. Overall, our results confirm a negative relationship between real exchange rate appreciation and industry. The analysis showed that real exchange rate appreciation had a significant impact on the value added of 21 sectors: a negative effect for 18 sectors and a positive effect for 3 sectors.
The real appreciation of the peso against the dollar since 2003 (see figure 1) has raised fears among politicians and the industrial sector of de-industrialization in Colombia. As the period of appreciation coincided with the great upsurge in real oil prices (see figure 2) -a major export for Colombia-national newspapers started to debate whether Colombia was already suffering from symptoms of Dutch disease. 1 Many economic analysts have written columns on this subject and the President of Colombia even made a reference to the topic in a 1 Other possible causes of the real appreciation of the exchange rate could have included the positive trends in foreign direct investment, the increased privatization of State agencies and, externally, excess liquidity in the United States and Europe.
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In 2003, the Colombian currency began one of the most marked periods of real appreciation in the country's recent history. Apart from the decrease recorded during one year owing to the global financial crisis, the real exchange rate appreciated by 51% in the period [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] . This is the seventh highest rate of real appreciation out of a group of 95 countries, according to a World Bank index of real exchange rates.
One factor that contributed to the appreciation was the dramatic increase in oil prices during the period. Since oil makes up about half of the country's total exports, the 275% rise in real oil prices resulted in windfall profits and pushed up the nominal exchange rate.
The real exchange rate can influence the competitiveness of industrial products in international markets. As the Colombian peso appreciates in real terms it drives up the prices of local goods with respect to those from the rest of the world. This makes Colombian products less competitive than their overseas competitors and may have a negative impact on output and employment in sectors that produce tradable goods. In response to this problem, newspapers and journals, encouraged by the industrial sector, have recently issued warnings about the possible contagion of the Dutch disease in Colombia. The possible effects on manufacturing of this real appreciation of the exchange rate in Colombia have motivated this research, which sets out to determine the effect of the real exchange rate on industrial value added for the period 2000-2010. We used data for 63 sectors from the Annual Manufacturing Survey, along with macroeconomic data, to conduct estimations using the Arellano and Bond (1991) generalized method of moments (gmm) estimator. We used cross-departmental, cross-sectoral information to evaluate the impact of real appreciation on each of the industrial sectors in Colombia.
The rest of the paper is organized as follows: in the next section, we briefly review the relevant literature; in section III we review the data and the econometric approach used in the study; in section IV we present the results of the model; and lastly, conclusions are drawn in section V.
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keynote speech given at the headquarters of the Economic Commission for Latin America and the Caribbean (eclac) in Chile:
"We are trying to attract investors to sectors other than oil and mining because we are now facing a prelude to the Dutch disease owing to the concentration of investment in these sectors." President Juan Manuel Santos, 17 August 2011. However, despite the media interest in the subject, few articles have been written on the possible symptoms of Dutch disease caused by the recent real appreciation of the currency in Colombia.
Dutch disease refers to the fallout caused by windfall profits from a resource discovery (Corden and Neary, 1982; Corden, 1984; Beverelli, Dell'Erba and Rocha, 2011) , a resource price boom (Egert and Leonard, 2008; Algieri, 2011; Poncela, Senra and Sierra, 2012) Source: World Bank. 1990  1991  1992  1993  1994  1995  1996  1997  1998  1999  2000  2001  2002  2003  2004  2005  2006  2007  2008  2009  2010 Source: Energy Information Administration.
upsurge in remittances (Acosta, Lartey and Mandelman, 2009; Guha, 2013) or higher capital inflows in the form of foreign aid or foreign direct investment (Lartey, 2011; Arellano and others, 2005; Prati and Tressel, 2005) . 2 The term "Dutch disease" is attributed to an article in
The Economist in 1977, which described the detrimental impact on the industrial sector in the Netherlands following the discovery of major gas deposits in the North Sea. Corden and Neary (1982) formulated the core theoretical model of Dutch disease. They used a Salter-Swan framework (Salter, 1959; Swan, 1960) to describe how windfall profits in a country can cause real appreciation followed by reductions in competitiveness and output in the non-resource tradable sector. A resource boom may lead to a real appreciation through two channels. First, newfound wealth can lead to higher rates of national absorption, through spending either by the government or directly by the owners of the factors. This increase in demand drives up the prices of non-tradable goods, forcing real appreciation. Second, the nominal exchange rate can appreciate in a flexible exchange rate regime owing to burgeoning inflows to the country. Given the traditional real exchange rate equation (see equation (1)), where the real exchange rate (Q) is represented in the equation as the price of domestic goods (P) relative to those from abroad (P*) adjusted by the nominal exchange rate (S), both forces lead to real exchange rate appreciation. Corden and Neary (1982) referred to this as the "spending effect".
Taking logs, the real exchange rate is also denoted as:
Here, s t is the log of the foreign currency price of domestic currency (United States dollars per Colombian peso), p t and p t * are the logs of the national and foreign country price indices, respectively. In this definition of the real exchange rate, an increase in q t means a real appreciation of the local currency and a decrease in q t reflects a real depreciation.
Apart from the "spending effect", Corden and Neary (1982) describe a "resource movement effect", referring to the reallocation of factors, especially labour, from the manufacturing sector to the booming resource sector. The reduction of labour in the manufacturing sector contributes to the de-industrialization process.
The literature seems to point to a clear causal link between a resource boom and a real appreciation of the national currency. However, the subsequent link between real appreciation and relative de-industrialization remains unclear (see Magud and Sosa (2010) for a judicious review of the literature on Dutch disease). In fact, a theoretical article by Buiter and Purvis (1983) posits that a resource boom might have a positive effect on manufacturing on the basis of the coexistence of real appreciation and an upsurge in growth. Manufacturing is thus contemporaneously influenced by appreciation, which shrinks international competitiveness, and local demand for manufacturing, which pushes up sales. Since Colombia, which is a small economy, takes the world price of manufactures as a constant, manufacturing output could be maintained through the higher domestic demand associated with the resource boom. That is, losses in competitiveness would be compensated by gains in domestic demand.
Moreover, real appreciation can potentially increase competitive pressures and force industrial restructuring, which can in turn boost productivity. The effect of the real exchange rate on manufacturing output depends on the exposure of industries to international markets. Industries that export most of their output, for example, might see their profits fall as they lose competitiveness in periods of real appreciation. Whereas industries that import most of their intermediate inputs could benefit from local currency appreciation, since real appreciation tends to make these inputs cheaper. To summarize, a real appreciation shock has an ambiguous effect on profitability and industrial performance. Some of the papers that examine the real exchange rate and industrial performance include Burgess and Knetter (1998) ; Campa and Goldberg (1995 and 2001) ; Goldberg, Tracy and Aaronson (1999) ; Goldberg (1993) ; Campbell and Lapham (2004) ; Ekholm, Moxnes and Ulltveit-Moe (2012), and Berman, Martin and Mayer (2012) .
Although the relationship between the real exchange rate and industrial output remains unclear, there appears to be strongly supported cross-country statistical evidence that overvalued currencies are associated with slow growth, especially in less developed countries (Rajan and Subramanian, 2011; Rodrik, 2008, and Berg, Ostry and Zettelmeyer, 2012) . Tradable sectors, particularly those in manufacturing, seem to be the link between the real exchange rate and economic growth. Rodrik (2008) , for example, shows that the bigger a tradable industrial sector is in a less developed country, the more overvaluation hurts growth.
In the case of Colombia, there are few articles that examine the real exchange rate in relation to manufacturing performance. The article bearing the closest resemblance to this study is Echavarría and Arbeláez (2003) , who measured the effect of the exchange rate on investment, sales and profits in Colombian companies in 1994-2002. Unlike our article, however, Echavarría and Arbeláez (2003) took into account a devaluation period in a firm-level analysis, which included only manufacturing firms. Carranza and Moreno (2013) analysed the vertical industrial chain of Colombia for the period 1990-2010, evaluating possible industrialization, but did not specifically assess the effect of the exchange rate on industry. Other studies addressing the subject include Clavijo (1990) , which evaluated the effect of the real exchange rate on As a first look at the evolution of the sectors from 2000 to 2010, we grouped the data using the two-digit numerical codes of the International Standard Industrial Classification of All Economic Activities (isic) adapted for Colombia by dane (see annex 2). According to this information, the sector with the greatest value added in 2000 was the manufacture of food products and beverages, followed by the manufacture of chemicals and chemical products; the manufacture of coke, refined petroleum products and nuclear fuel; the manufacture of furniture; and the manufacture of other non-metallic mineral products. From 2000 to 2010, the top two sectors, food and chemicals, saw their share in the total value added slide from 28% to 27% and from 16% to 14%, respectively. Likewise, the contribution to total value added of the manufacture of other non-metallic mineral 3 All data have been log-transformed.
products contracted from 7.5% to 7.2%. By contrast, the manufacture of furniture and the manufacture of coke and refined petroleum products increased their share in total value added between 2000 and 2010. The furniture sector accounted for 7.7% of total value added in 2000, increasing to 8.7% in 2010, and the manufacture of coke and refined petroleum products saw the largest increase in the whole sample of sectors, from 7.9% to 12.8%.
As we can see from this information, industrial value added is concentrated in a small number of sectors in Colombia. The top five sectors accounted for 67% of total value added in 2000, and by 2010 their share had risen to 70%.
The model
We propose the following model: We are aware of some known identification problems regarding the estimation, such as the multi-causality of industrial value added and the real exchange rate, as well as the possibility of multicollinearity between dependent variables. In order to address these problems, we estimated a dynamic linear panel data model, using the ArellanoBond gmm estimator. The advantage of this model is that it relaxes the strong exogeneity assumption, allowing the explanatory variables to be correlated with the error term. The strategy is to use the lags of the variables as instruments. A brief analysis of the characteristics and assumptions of this model is shown below.
Consider a model that includes the lag of the dependent variable, Y it as a regressor (the dynamics introduced in the model are given by this feature). The basic dynamic autoregressive model panel data can be represented as follows:
where t = 1,…,T. ' X it is the row vector of observed explanatory variables for individual i at time t; β is the vector of parameters to be estimated; η i represents the time invariant individual effect and u it , represents the idiosyncratic errors.
In equation (5), as in equations (3) and (4), lags of the dependent variable are taken as explanatory variables. This fact introduces bias to the estimation by ordinary least squares (ols), since these violate the strict exogeneity assumption. To tackle this issue Anderson and Hsiao (1981) and Arellano and Bond (1991) suggested differencing the model and then using instrumental variables estimations.
By transforming the regressors by first-differencing, as shown in equation (6), the fixed specific effect, η i , is removed, because it does not vary with time. We follow Arellano and Bond (1991) and use the gmm estimator, which takes into account the passing information from Y and X as instruments.
As a robustness check, we also estimated the Arellano and Bover (1995) system gmm estimator. According to these authors, if the autoregressive process is persistent, or when T (number of years) is small, then the lagged levels are weak instruments. They proposed using additional moment conditions in which lagged differences of the dependent variable are orthogonal to levels of the disturbances.
Before looking at the results disaggregated by industrial sector, we first show the results for equation (3), which give an initial overview of the effect of the real exchange rate on industry. 4 We obtained estimates of equation (3). We report the results for the two-step gmm estimator for both the first-differenced equation and the system equation. We take as instruments the lagged levels dated t-2 and earlier. As additional instruments, we take the lagged differences dated t-1. The estimation results are reported in annex 3. Annex table A.3.1 provides estimates for equation (3) using the first-differences gmm and the system gmm estimator. The results in column (2) are controlled 4 In this section we refer to the sectors listed in The results show that fluctuations in the real exchange rate significantly affect the industrial sector in general. In fact, a 1% appreciation of the real exchange rate produces a 0.29% decrease in value added, ceteris paribus, in both the first-differences and system gmm estimations. The real appreciation of the Colombian peso creates a loss of competiveness in international markets since local prices are higher than those of international competitors. Also, domestic consumers replace expensive national goods with cheaper imports.
When departmental per capita income is controlled for, the results of the estimations for equation (3) show that the real exchange rate has slightly less of an impact on the value added of the industrial sector. An appreciation of 1% generates a reduction in the value added of 0.26% in both the first-differences and system gmm estimations (columns numbered (2) in table A.3.1). Interestingly, even though there is a negative effect of an appreciation in the same year, we found that industrial value added is affected significantly and in a positive way by the lag of the real exchange rate. With respect to the results disaggregated by industrial sector corresponding to equation (4), as with previous estimations, we report results for the two-step gmm estimator for the first-differenced equation, using as instruments the lagged levels dated t-2 and earlier.
We evaluated two models: the first (in column (1) in table A.3.2) does not take into account the variable of departmental per capita income, while the second model (in column (2)) does control for the rgdp t variable. 5 We found that the real effective exchange rate had significant marginal effects in 21 industries. Real appreciation generated a reduction in the value added of 18 of those industries. The manufacturing sectors that were hit hardest were: television and radio receivers, veneer sheets, finishing of textiles not produced in the same production unit, rubber products, non-metallic mineral products, and sugar mills and refineries. In contrast, appreciation generated positive effects in the value added of only three sectors: manufacture of optical instruments and photographic equipment, publishing and the manufacture of insulated wire and cable. Annex table A.3.3 contains a summary of the sectors that are significantly affected by fluctuations in the real exchange rate (only the sectors significantly affected by the variable q t in equation (4)).
It is striking that most of the sectors that are negatively influenced by the real exchange rate are those that account for the largest share in industrial value added. The exception is the manufacture of furniture, which is not significantly affected by real exchange rate fluctuations. Surprisingly, the value added of the manufacture of refined petroleum products has a negative relationship with q t , that is, a real appreciation of 1% leads to a loss in the value added of this sector of about 1.13%.
The specification tests do not produce evidence against any model. The Sargan test leads to non-rejection of the null hypothesis of that model and overidentifying conditions are correctly specified. Furthermore, the autocorrelation tests c1 and c2 (see notes to tables A.3.1 and A.3.2) are consistent with the structure that we proposed for the idiosyncratic error term.
In sum, the 18 sectors that are hit by appreciation account for approximately 53% of total value added, on average, between 2000 and 2010. Conversely, the three sectors that benefit from appreciation represent 4% of total value added (see annex table A.3.4). Our results show, therefore, that real appreciation is detrimental to the sectors representing more than half of total manufacturing value added; however, for the 38 sectors that account for 44.8% of total manufacturing value added, the real exchange rate does not have a significant effect. This non-significance may have to do with the degree of openness of the Colombian economy: from 2000 to 2010, trade accounted for a 35% share in total gross domestic product (gdp) on average. An appreciation of the real exchange rate erodes the competitiveness of domestic firms in the international market, which reduces net exports and shifts part of domestic demand from domestic goods to foreign goods. As a consequence, according to the Dutch disease hypothesis, this leads to a drop in production and employment. However, when the degree of openness of the economy is not large, as is the case in Colombia, these effects do not necessarily spread to all the manufacturing sectors. Moreover, for manufacturing, the domestic market is more important than the external market. For the period 2000-2009, for example, domestic sales represented about 83% of total manufacturing sales, according to dane. A further avenue for research would be to evaluate the long-term impact of the real exchange rate on manufacturing as the country becomes increasingly open to trade. This paper should persuade policymakers to consider the possible impacts of real exchange rate fluctuations on manufacturing in an economy that is wide open to trade.
It is important to note that the share of manufacturing in gdp for the period 2000-2010 was only 15.4% on average, while services accounted for 59.3%. Therefore, we cannot be conclusive about the effects of the real exchange rate on Colombia's gdp. In fact, as shown in figure 3 , there was a huge decline in the contribution of industry to Colombian gdp in the 1990s, coinciding with the introduction of trade liberalization policies. In our period of analysis, from 2000 to 2010, industry recovered to some extent. According to some authors, such as Echavarría and Villamizar (2006) , the deindustrialization process in Colombia started in 1960, with the decrease in industry's share of employment, and in 1970, with the decrease in its share of overall production. Echavarría and Villamizar (2006) , as well as Poncela, Senra and Sierra (2012), did not find evidence of de-industrialization related to Dutch disease in the long term.
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FIGURE 3
Colombia: share of services and industry in gross domestic product, 
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Conclusions
In view of the national interest in the possible impact on industry of real appreciation caused by the upsurge in oil prices after the year 2000, we sought to evaluate one of the symptoms of the Dutch disease by analysing the impact of the appreciation of the real effective exchange rate on the value added of 63 industrial sectors in Colombia during the period 2000-2010.
We used the annual panel data set of the Annual Manufacturing Survey carried out by dane, and conducted estimations using the first-differenced gmm estimator of Arellano and Bond (1991) .
Our results suggest that the real exchange rate had a significant impact on the industrial sector in general. We found that the effect was negative: that is, a 1% appreciation of the real exchange rate produced a decrease in industrial value added of between 0.26% and 0.29%.
The estimation results for individual industrial sectors showed that real exchange rate appreciation had a negative impact on 18 sectors and a positive impact on 3 sectors. It is striking that the real exchange rate had no significant impact on most of the sectors (38) during the period 2000-2010. The sectors that were affected most markedly were those with a larger share in total industrial value added. Overall, the sectors that suffered as a result of the real appreciation of the Colombian peso accounted for 53% of total manufacturing value added, 39% of all manufacturing employees and 36% of firms in the manufacturing sectors.
The results in this paper provide initial insight into the effects of the real exchange rate on the industrial sectors in Colombia. Although this article cannot confirm an acceleration of the de-industrialization process in the period of study because a large number of sectors were not affected by the real exchange rate, it gives a list of sectors that are potentially sensitive to fluctuations in the real exchange rate. Government policy should focus special attention on these sectors, which are potentially harmed in periods of appreciation. Measures such as tax breaks or credit facilities could provide temporary relief to those sectors. Further research is needed to examine how the real exchange rate affects other important variables such as industrial employment, productivity and number of firms per sector in order to evaluate the total impact of the real exchange rate on manufacturing.
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