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We investigate refinements of an existing nonconvex programming algorithm that 
exploits special structure of linear complementarity problems. We construct a linear 
program, having an n x n working basis, which is equivalent to the subproblems 
generated by the algorithm that generally require 3n x 3n basis matrices. 0 1991 
Academic Press, Inc. 
In a recent paper, Al-Khayyal and Falk [l] describe a branch and 
bound algorithm for finding a global solution to the nonconvex program 
minimize f(x) + X’Y + g(y) 
subject o (4 y)ESnQ, 
(1) 
where f and g are convex over the feasible region, which is defined by the 
intersection of a nonempty, closed, convex set S and a compact hyper- 
rectangle Q. For an appropriate choice of Q the above problem contains 
as a special case the well-known linear complementarity problem (LCP) of 
finding a real n-vector x such that 
Mx+q>O, x20, xT(A4x + q) = 0, (2) 
where M is a given real square matrix and q is a given real n-vector. The 
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relationship of (2) to (1) is apparent from the following indefinite quadratic 
programming formulation of (2): 
minimize 
subject to -Mx+I’=q, .Y 3 0, J’ 3 0. 
Let I- denote the optimal solution set of problem (3) and let 
,4= {(x, y):x>O, y=Mx+q20, xTy=O} denote the set of solutions to 
the LCP(2). Clearly, if /1# @ then /1= f. 
To solve (3) by the branch and bound method in [I ] we need a compact 
hyperrectangle 52 satisfying Q n A # @ whenever A # 0. Such a set is easy 
to construct in this case because, when A # (25, there exists an (x, y) E /i 
which is a basic feasible solution of the system - Mx + y = q. Hence an 
appropriate 52 may be constructed by bounding all basic solutions (see, 
e.g., [S, Lemma 2.1 I). When the set D = {x: Mx + q 2 0, x 2 0) is bounded, 
upper bounds on all basic feasible solutions can be found by solving the 
linear programs max{x,: x E D} for j= 1, . . . . n, or the single linear program 
max{e’x: XE D}, where e is the n-vector of ones. Once upper bounds on 
x are determined, similar bounds for y = Mx + q are easily computed. An 
alternative approach is to use analytical bounds on the feasible domain or 
on the solution norm [9]. 
In this paper we investigate refinements to the method in [I1 ] that 
exploit the structure of problem (3). In particular , we show that the size 
of the working bases in the linear programming subproblems can be 
reduced from 3n x 3n to n x n, and that convergence of a slight modification 
to the algorithm is finite for linear complementarity problems with non- 
degenerate complementary solutions. 
Special purpose algorithms for the general linear complementarity 
problem include an implicit enumeration procedure [3], a separable 
programming procedure [6], a global optimization procedure [lo], and a 
concave minimization procedure [ 121. Solving LCP’s by the branch and 
bound algorithm in [l] was first proposed in [Z], where it was observed 
that the execution times on several small problems were competitive with 
the special purpose enumeration procedure [3]. This paper further refines 
the specialization of the branch and bound algorithm in [2] and describes 
a modification to the algorithm for which finite convergence is proved 
under a nondegeneracy assumption on the complementary solutions. Other 
general procedures that have been specialized to solve LCP’s include a 
facial disjunctive programming algorithm [ 1 l] and a cone splitting 
algorithm [ 131. The novelty in our specialization is that we are able to 
establish a stronger convergence property of the algorithm for a class of 
important problems. For brevity, we assume knowledge of the algorithm 
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in [l] and will make reference only to components of the latter procedure 
that are relined here. 
1. ALGORITHM REFINEMENTS 
For the general problem, the algorithm in [l] branches into four sub- 
problems at each stage. These problems are defined by partitioning the 
hyperrectangle Q into four subsets in the following way. Given a point 
(2, Y)eQ= {(x, y):I,<x<u,, I, 6 ydu,}, we choose an index I to 
specify the partition of 52 into the four sets Sz’, . . . . Q4, where 
fJ2 = {(x, y): 2, d XI < u,,, I,, d y, 6 YI, 
I, d xi 6 ux8, l,, $ yj < uy,, i # I}, 
In general, each of the four subsets is a candidate for future partition in the 
search for an optimal solution. For the linear complementarity problem 
(3), however, only three of these subsets can be candidates for future parti- 
tion. We first note that (I,, I,) 2 (0, 0) for problem (3), and we shall 
assume without loss of generality that (u,, uY) > (I,, 1,). 
A solution to the linear complementarity problem (2) must satisfy 
x,y, = 0 for all i. Hence, we change the branching index rule in [l] to 
choose Z such that X, j, > 0 at a feasible noncomplementary solution (x, j). 
The set s1 chosen for partition is the one among all candidate subsets that 
produces the lowest value of X’j, where each subset has a point (x, j) 
associated with it. Clearly, the subset .Q4 can be eliminated from further 
search Cfathomed) since (lb, l4 J = (XI> Y,) > (O>O) and hence it cannot 
contain a complementary solution. Lemma 1, below, shows that Q cannot 
contain a complementary solution if either 1, >O or I.“, > 0 together with - - xi yi > 0 for some i. Thus, Z is a partitioning index for Q only if X, j, > 0 
and I,.,= ZY,= 0. In this way the actiue nodes (corresponding to subsets that 
potentially contain complementary solutions) are guaranteed to satisfy 
lX,lYr = 0 for all i. 
Computational savings can be realized by changing the subproblem 
409/158/2-20 
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solved at each node. Let Q be the partition associated with an arbitrary 
active node. The subproblem solved at that node is defined as 
minimize (4-c J) 
subject to 
(4) 
(x, y)ESnQ, 
where S= {(x, y): -Mx+y=q} and 
is the conuex envelope of x’y over Q (see [ 11) for an active partition Q. 
Since problem (4) is only encountered for active partitions, the term I.&, 
vanishes from the first term of the convex envelope formula above. Note 
that 4(x, y) 20 on the nonnegative orthant since, by assumption, lx30 
and l.V 3 0. If Sn Q = 0, the partition Q is fathomed. Henceforth, we 
assume that S n Q # @, thereby guaranteeing the existence of an optimal 
solution to problem (4). Let (X, j) denote such a solution and let 
v = qq-7, j). 
Consider the linear program 
minimize 4% Y) 
subject to (4 y)ESn C, 
(5) 
where 
and N= { 1, 2, . . . . n}. When Sn C# 0, let (2, jj) denote an optimal 
solution to problem (5) and let u’= $(Z-, j7). Note that Cc Q and that 
4(x, y) 2 Ii/(x, y) for all (x, y) and equality holds for (x, y) E C. In addi- 
tion, $(x, y) 2 0 for (x, y) b (0,O). We show the relationship of problems 
(4) and (5) for active partitions 52, but first we prove the following simple 
lemma. 
LEMMA 1. Zf SnQnA#@, then U=o’=O. 
Proof: Suppose (x*, y*) E Sn Q n A. By construction, we have I, 20 
and f, > 0 such that Ilf, = 0. It follows that (x*, y*) E C. Because 4 is the 
convex envelope of x’y over Q, we have 
0 = (x*)‘y* 2 qqx*, y*) 2 qqx, j) 2 Ii/(X, y) 2 Ic/(.% j) 2 0. 
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The next to last inequality holds because (2, jj) E C. This is true because 
II/(.?, j) 2 0 together with the first three inequalities implies U = 0 which in 
turn implies (2, jj) E C. The latter implication is true because the contra- 
positive statements holds: (X, j) $ C implies V = 4(X, j) > $(X, j) 2 0. 1 
THEOREM 2. If S n B # @, then either every solution (X, j?) of problem 
(4) is in C and solves problem (5) or S n Sz n A = a. Conversely, if either 
Sn C= @ or the optimal objective value 6 of problem (5) is positive, then 
S n Q n A = @; otherwise, any solution (2, J) of problem (5) solves problem 
(4). 
Proof We first show that either the optimal solutions of problem (4) 
solve problem (5) or SnQnA=@. If (2, ~)EC, then 
G=min{d(x, y):(x, y)eSnC} 
= min{ $(x, y): (x, y) E S n C} = fi 
since (x, y) E C implies 4(x, y) = Ii/(x, y). Therefore, (2, jj) solves problem 
(5). Now suppose that (2, j) $ C. Then V> 0 and, by Lemma 1, 
SnQnA=@. 
To complete the proof, we now show that either the optimal solutions of 
problem (5) solve problem (4) or Sn 52 n A = 0. The latter holds when 
S n C = 0, since every complementary solution in S n Sz must necessarily 
be in C. Now assume that S n C # 0. Consider two cases: 6 = 0 and 0” > 0. 
First assume that 6 = 0 and recall that (2, j?) is feasible to problem (4). We 
have 
o=a=qqa, jq>qqx, j)=V>O. 
Hence, $(R, jj) = 0 and (2, jj) solves problem (4). Finally, assume that 
fY>O. By Lemma 1, SnQnA=QI. 1 
Remark. The preceding theorem establishes the relationship between 
the nonlinear program (4) and the linear program (5). In particular, when 
Sn C# 0, if fi=O then (2, J) solves (4) and if v”> 0 then the node 
associated with problem (4) is fathomed. Hence, the linear program (5) can 
replace the subproblem (4) at each node. Problem (4) is equivalent to the 
linear program 
minimize e% 
subject to (x, y)ESnQ 
l,,x; + 1, y; - z, < 0 iEN 
U&Xi + ux, Y, - zi G u.r, u,, iEN. 
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Compared to problem (4) the above problem involves n additional 
unrestricted variables z and 2n additional inequality constraints indexed by 
i, thereby requiring basis matrices of the order 3n x 3n when using the 
bounded variable simplex procedure for its solution. 
In contrast, (5) can be solved by the simplex method with working bases 
of order II. This is achieved by scaling the variables in problem (5). Specifi- 
cally, for each in N, let 
(6) 
In terms of the new variables, problem (5) becomes 
minimize c=x + d ‘y’ 
subject to Ax’+By’ =q 
x’ + y’ <h 
X’ 3 1,s 
Y’ 3 I.,.. , 
(7) 
where the parameters c, d, A, B, b, I,., and I>,, are easily derived from the 
coordinate transformation (6). Problem (7) need not be solved to comple- 
tion if a complementary solution is found at an intermediate iteration. It is 
easy to recognize when such a solution is encountered because x’y = 0 if 
and only if (x’)‘y’ = 0. 
The linear program (7) has n equality constraints, n generalized upper 
bounding (GUB) constraints, and 2n lower bound (LB) restrictions on the 
decision variables. Recall that both GUB and LB constraints can be hand- 
led separately (see, e.g., [7, Chap. 61). Therefore, all pivot computations 
can be performed using only an n x n basis matrix, which is a considerable 
improvement on the 3n x 3n basis that arises when problem (4) is used. 
2. FINITE CONVERGENCE 
The branch and bound algorithm [l] can only be guaranteed to con- 
verge in the limit for an arbitrary instance of problem (1). even when a 
supplementary problem is solved to accelerate convergence. The accelera- 
tion of convergence technique in [l] is considered to be an integral part 
of the algorithm for the purpose of this paper. The latter routine calls for 
the solution of an additional linear program prior to partitioning the 
hyperrectangle associated with a branching node as a step towards deter- 
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mining a better branching point. The procedure was designed to improve 
convergence for problems having nonvertex solutions. As shown in [S], 
that step guarantees finite convergence of the algorithm for linear com- 
plementarity problems having nondegenerate solutions. This follows from 
the fact that the gradient of xTy at a nondegenerate solution, say (2, j), is 
interior to the normal cone of S n 52 at (2, j) under the assumption that 
(2, j) < (u,, uY). Using this fact and a simple extension to a result in [4], 
we are guaranteed that the acceleration of convergence routine of [ 1 ] will 
find (2, j) after finitely many steps (see [S] for a rigorous proof and more 
details 1. 
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