Abstract. We study combinatorial principles related to the Isomorphism Property and the Special Model Axiom in nonstandard analysis.
Introduction
Nonstandard analysts routinely work with superstructures that are saturated. κ-saturation is a general concept in model theory, but in the context of superstructures it has a very simple "combinatorial" formulation: it asserts that i∈I A i = ∅ for any bounded collection of internal sets {A i | i ∈ I}, |I| < κ, with the finite intersection property. This makes it easy to work with κ-saturation without any reference to logic, in a style mathematicians are used to.
W. Henson in the pioneering paper [9] introduced the Isomorphism Property IP (κ), a strengthening of κ-saturation, and gave a number of interesting applications. D. Ross [21] formulated and applied an even stronger "saturation" principle, the Special Model Axiom SM A(κ). Both IP (κ) and SM A(κ) have since found numerous uses in the study of cuts in * R, Loeb measures, and other nonstandard objects. (See the survey [13] and references therein.) However, use of these principles involves cumbersome model-theoretic coding that often obscures the combinatorial kernels of the proofs. It also makes the principles less attractive to those practitioners of nonstandard analysis who are not logicians.
In [7] the first author initiated the study of combinatorial principles that can take place of IP (ℵ 0 ) and SM A(ℵ 0 ). He formulated two such principles, ∆ 0 and ∆ 1 , and showed that they can be used to give simple proofs of many known consequences of IP (ℵ 0 ). Also, ∆ 1 ⇒ ∆ 0 and IP (ℵ 0 ) ⇔ ∆ 1 . (The ⇐ implication of this equivalence was pointed out independently by W. Henson and the second author.)
In this paper we continue the study of combinatorial "strong saturation" principles. In § §3, 4 we give a number of equivalent formulations of the principles ∆ 0 and ∆ 1 , both in terms of generic filters as in [7] , and in terms of paths through "extendible" families of partial functions. We also generalize them to imply κ-saturation, for any given cardinal κ.
In §5 we formulate some principles that are stronger than IP (κ). The possibilities in this direction have not been fully explored yet, and we plan a more detailed presentation elsewhere [8] .
In §6 we show that ∆ 1 really is stronger than ∆ 0 ; in fact, ∆ 0 +κ-saturation ⇒ ∆ 1 , for any κ. Hence many results previously established from IP (κ) follow already from weaker assumptions. We formulate a natural model-theoretic principle IP i that is strictly intermediate between ∆ 0 and ∆ 1 . (Questions of model-theoretic meaning of principles like ∆ 0 are quite interesting, and will also be examined in more detail in [8] .)
In the last §7 we use our principles to prove some results in nonstandard analysis. Readers interested primarily in applications might wish to start there. Our intention is mainly to illustrate how to use the principles in practical work. Some of the examples re-prove well-known theorems; others appear to be new.
A list of open problems is given at the end of the paper.
Basic Definitions and Conventions.
We work in nonstandard universes as defined in [5] §4. 4 . A nonstandard universe is a triple V (X), V (Y ), * where V (X) and V (Y ) are superstructures consisting of the finite levels of the cumulative hierarchy over the infinite base sets X and Y respectively; and where * : V (X) → V (Y ) is a bounded elementary embedding with * X = Y . [Recall that a base set X is a set which behaves as a set of atoms with respect to its superstructure, i.e. x ∩ x = ∅ for all x ∈ X and x ∈ V (X). A bounded elementary extension is a weakened notion of elementary extension, where transfer is only postulated for bounded quantifier formulas.] For simplicity, it is assumed that * x = x for all x ∈ X. By internal elements we mean elements in the union * V (X) . = n∈ω * V n (X). A family A of internal sets is bounded if A ⊆ * V n (X) for some n ∈ ω or, equivalently, A ⊆ A for some internal A. Now let κ be a given infinite cardinal. We say that a nonstandard universe is κ-saturated if every bounded family A of internal sets with the finite intersection property (FIP), and |A| < κ, has nonempty intersection. Recall that a family A has the FIP if A = ∅ for all nonempty finite A ⊆ A. Clearly, ω-saturation is trivially satisfied.
For κ > ω, we say that a set A is a κ-halo [κ-galaxy, resp.] if A = i∈I A i [A = i∈I A i , resp.], where |I| < κ and {A i | i ∈ I} is a bounded family of internal sets. A set A is an ω-halo [ω-galaxy, resp.] if A = n∈N A n [A = n∈N A n , resp.], where A ν | ν ∈ * N is some internal * N-sequence. We do not always assume ω 1 -saturation. In its presence, clearly ω-halo ⇔ ω 1 -halo and ω-galaxy ⇔ ω 1 -galaxy.
By definition, posets P ; < are assumed to have P = ∅. A poset P ; < is a κ-halo if P is a κ-halo and there is an internal poset P 0 ; < 0 such that P ⊆ P 0 and < is the restriction of the partial order < 0 to (ordered pairs of elements of) P . We shall always implicitly assume that such P 0 ; < 0 is fixed. Throughout, D denotes a collection of internal subsets of P 0 , and Q an arbitrary nonempty subset of P . We say that a set D is Q-dense if for every q ∈ Q there exists d ∈ Q ∩ D such that d ≤ q. A P -dense subset of P is simply called dense.
A subset G ⊆ P is directed if for every g 1 , g 2 ∈ G there exists g ∈ G with g ≤ g 1 , g 2 . G is a filter if it is directed and closed up-ward, i.e.
For any sets X and Y , we denote by
the collection of all internal partial functions from X to Y . F denotes a family of functions. We define domain and range of F by:
For a function f and a set X we define the restriction of f to X:
We say that F is extendible if F = ∅ and for every x ∈ dom(F) and every f ∈ F there exists f ∈ F such that x ∈ dom(f ) and f ⊆ f . F is biextendible if it is extendible and, for any given y ∈ ran(F), each f ∈ F can be extended to some f ∈ F such that y ∈ ran(f ).
A function F is a path [a strong path, resp.] for F if dom(F ) = dom(F) and for all finite a ⊆ dom(F ) there is some f ∈ F with F a ⊆ f [F a ⊆ f ⊆ F , resp.]. We say that F is a * path [a strong * path, resp.] for F if the above holds for all * finite a ⊆ dom(F ). A path F for F is called surjective if ran(F ) = ran(F).
3. The Principle ∆ 0 .
The following principle was formulated in [7] as the generic filter property: In order to keep the number of statements manageable we stated explicitly only the apparently strongest and the apparently weakest formulations. Other intermediate formulations can of course be obtained by replacing the word "path" in (i) w or (ii) w with "strong path" or " * path" (see e.g. (i) below). We shall follow the same practice throughout.
Consider the internal poset F, ⊃ where the partial order is given by reverse inclusion. Since F is internal, by extendibility and internal induction, for every * finite a ⊆ dom(F), the internal set Λ(a) .
where D is the collection of all internal dense subsets of F, ⊃ . In case that F is biextendible, also Γ(y) .
= G is a strong * path for F. If F is biextendible, then also ran(F) = ran(F ). Let (i) be the statement: "Every internal extendible F has a strong path". Trivially,
Let F be internal and extendible. Let us consider the family of functions:
Φ is internal and dom(Φ) = dom(F). [Proof: Given x ∈ dom(F), pick f ∈ F with x ∈ dom(f ), and let ϕ . = { y, f | y ∈ dom(f )}. Then ϕ ∈ Φ and x ∈ dom(ϕ).] We claim that Φ is extendible. Let ϕ ∈ Φ and x ∈ dom(F), and consider f . = x∈dom(ϕ) ϕ(x) ∈ F. As F is extendible, there exists f ∈ F such that f ⊆ f and x ∈ dom(f ). We pick one such f and let ϕ .
Thus ϕ ∈ Φ and Φ is extendible. By (i) w , there is a path ψ for Φ. Let
As ψ is a path and dom(ψ) = dom(Φ) = dom(F), for any finite a ⊆ dom(F) there is some ϕ ∈ Φ such that ϕ(x) = ψ(x) for all x ∈ a. This shows, first of all, that if x 1 , x 2 ∈ dom(F), then ψ(x 1 ) and ψ(x 2 ) are compatible
. This proves that F is a strong path for F. (i) ⇒ ∆ 0 . Let P, < be an internal poset and D the collection of all internal dense subsets of P . Let us consider the following internal family of functions:
Given any D ∈ D, pick some p ∈ D and let f .
for all E ∈ dom(g). So g ∈ F and F is extendible. Now, let F be a strong path for F, and let G .
we need the hypothesis that F is strong. In fact, we can assume F ⊇ f , and so
Let F be internal and extendible. Let A . = dom(F) and B . = ran(F). Without loss of generality we can assume that A ∩ B = ∅. Define
(Id B denotes the identity function on B .) Note that F is internal and biextendible. Let F be a surjective path for F . Then F . = F A is the desired path for F.
We now generalize ∆ 0 to subsume κ-saturation.
A function F is a κ-path [strong κ-path, resp.] for F if dom(F ) = dom(F) and for any nonempty a ⊆ dom(F ) with |a| < κ, there exists some f ∈ F with In the sequel, all the above equivalent statements will be denoted by the same symbol ∆ 0 (κ).
Take f 0 ∈ F with f 0 ⊇ F 0 (this is possible by κ-saturation) and consider the internal subfamily
If F is biextendible then so is F 0 . By Theorem 3.1 (ii) s , we have a surjective strong * path F for F 0 . It is easily seen that F extends F 0 and that F is a surjective strong * path for F. In the presence of κ-saturation, a strong * path is a strong κ-path; so we are done.
* V n (X) of internal subsets be given. Assume that |I| < κ, and assume that A has the FIP. Denote by ℘ i ( * V n (X)) the (internal) collection of all internal subsets of * V n (X), and consider the internal family
, is a partial path for F and |F 0 | < κ. By the hypothesis, there is F ⊇ F 0 , a κ-path for F. In particular, there exists f ∈ F with
The following generalization of ∆ 0 was formulated in [7] . ∆ 1 provides a "combinatorial" formulation of the Isomorphism Property, a modeltheoretic principle introduced in the seventies by W. Henson [9] . Let A be a structure for a first-order language L. We say that A is internally presented if its universe and all of its relations and functions are internal. The Isomorphism Property IP (κ) is the following: IP (κ): Any two internally presented structures in a language L of cardinality less than κ that are elementarily equivalent, are isomorphic. ∆ 1 is equivalent to IP (ℵ 0 ) (see [7] ). We now state a number of other equivalent formulations of ∆ 1 , both in terms of posets and in terms of paths for extendible families. Note that the principles obtained from (iii) and (vi) by replacing "F ω-halo" with "F internal" have already been considered in Theorem 3.1 as formulations of ∆ 0 . We also note that formulations in terms of * paths are inconsistent (see the remarks at the end of this section).
We next consider a weaker notion of extendibility. Let
be the collection of all finite restrictions of functions in F. We say that F is finitely extendible if F f in is extendible. That is, for every f ∈ F, for every finite a, and for every x ∈ dom(F), there exists f ∈ F such that x ∈ dom(f ) and f a ⊆ f . Note that extendibility implies finite extendibility (but the converse does not hold in general). Similarly, F is finitely biextendible if F f in is biextendible. We now give the proofs of the preceding theorems.
Proof of Theorem 4.1.
(ii) ⇒ (iii). Let P be internal, Q ⊆ P an ω-galaxy, and D an internal collection of Q-dense sets. We define an internal nonincreasing sequence of sets R ν | ν ∈ * N by internal recursion:
. This is merely the special case κ = ω of a more general result given in the Proposition 4.4 to follow (recall that ω-saturation trivially holds). The three properties (i), (ii), (iii) are equivalent to ∆ 1 because trivially (i) ⇒ ∆ 1 ⇒ (iii). Proof.
The assumptions imply that the family of internal sets
has the FIP. In fact, for any finite {i 1 , . . . , i s } ⊆ I and {n 1 , . . . , n s } ⊆ N, let P .
, and so on. By iterating n times, where n = max {n 1 
Thus, by κ-saturation, we can pick P , D ∈ A. Note that P ⊆ P and D ⊇ D. Furthermore, the family {B i,n,q | n ∈ N, i ∈ I} has the FIP, where
* N can be defined for all i ∈ * N and is internal, so the conclusions follow by overspill.] Now let us consider S .
Clearly S is an ω-galaxy and q ∈ S 0 ⊆ S. By construction, each D ∈ D is dense in S. Thus, by the hypothesis, there exists a D -generic filter G on P . Then the filter G .
We follow the proof of
} and argue as above. Now, let us denote by (ii) the variant of (ii) where F is asserted to have a strong path.
Follow the proof of (i) w ⇒ (i) in Theorem 3.1. We only indicate the necessary changes. By hypothesis, H = n∈N H n for some internal
where G is as in Theorem 3.1, and define Φ .
Φ is extendible; hence by (ii) there is a path ψ for Φ, and F .
We prove ∆ 1 in the form stated in Theorem 4.1 (iii). Let P be an internal poset, Q ⊆ P an ω-galaxy, and D an internal collection of Q-dense sets. Define F as in the proof of (i) ⇒ ∆ 0 in Theorem 3.1, and consider H . = {f ∈ F | ran(f ) ⊆ Q}. An underspill argument shows that H is an ω-galaxy. One then shows that H is extendible, dom(H) = dom(F), and that a strong path F for F yields a D-generic filter on P , exactly as in the proof of Theorem 3.1. Let (iii) be the variant of (iii) where F is asserted to be a strong path.
Proceed as in the proof of (i) w ⇒ (i) in Theorem 3.1; the only difference is that Φ is an ω-halo.
We prove ∆ 1 in the form stated in Theorem 4.1 (ii). Again we follow the proof of Theorem 3.1, namely that of (i) ⇒ ∆ 0 . One needs only to note that if P is an ω-halo, then F defined there is an ω-halo.
Follow the proof of (ii) w ⇒ (i) w in Theorem 3.1; in the second case take B . = ran(F 0 ).
Proof of Theorem 4.3. As extendibility implies finite extendibility, each of the principles in Theorem 4.2 implies the corresponding one in Theorem 4.3. Besides, trivially (i) ⇒ (ii), (iii) and (iv) ⇒ (v), (vi). Thus we are left to show the following.
Note that, by overspill,
We can assume F to be surjective in case H f in is biextendible. Obviously, F is also a path for F.
We now consider principles obtained from ∆ 1 by replacing ω with an arbitrary infinite cardinal κ. Proof. That ∆ 1 ⇒ (i) can be proved by imitating the proof of Proposition 4.4: it suffices to let A .
are easy modifications of previously given arguments. The implication (iii) ⇒ ∆ 1 is trivial.
We shall use ∆ 1 (κ) to denote the conjunction of κ-saturation and ∆ 1 (or any other statement from Theorem 4.5).
As ∆ 1 ⇔ IP (ℵ 0 ) by [7] , it follows that ∆ 1 (κ) ⇔ IP (ℵ 0 )+κ-saturation. We can use this result to give a new proof of the equivalence IP (κ) ⇔ IP (ℵ 0 )+κ-saturation, first established for κ = ℵ 1 by R. Jin [12] and then extended to the general case by J. Schmerl [23] .
The nontrivial implication remaining to be proved is ∆ 1 (κ) ⇒ IP (κ) (for κ > ω). Let A = A; {R i | i ∈ I} and A = A ; {R i | i ∈ I} , |I| < κ, be two internally presented, elementarily equivalent structures. [Without loss of generality we can assume that the language has only relation symbols.] For each finite J ⊆ I and n ∈ N we define the internal sets
Elementary equivalence of A and A implies that each
is a nonempty κ-halo. From κ-saturation it further easily follows that F is biextendible and dom(F) = A, ran(F) = A . By Theorem 4.5 (ii), F has a surjective strong path, which is the desired isomorphism of A and A .
Theorem 4.6. Each of the following statements is equivalent to ∆ 1 (κ):
One-sided version: We note that, in the presence of κ-saturation, a path for a κ-halo F is automatically a κ-path.
Proof. ∆ 1 (κ) ⇒ (i). This follows from Theorem 4.5 (iii). (i) ⇒ (ii).
Let a κ-halo [ω-halo] F with internal domain and range which is finitely biextendible, and a partial path F 0 for F with |F 0 | < κ, be given. Consider the following family:
. Then ψ 0 is a partial path for Φ with |ψ 0 | < κ. Furthermore, F finitely biextendible ⇒ Φ finitely extendible. Thus there exists a function ψ ⊇ ψ 0 which is a path for Φ, and F . = ran(ψ) is the surjective path for F we are looking for.
(ii) ⇒ ∆ 1 (κ). The nontrivial part is to show that (ii) ⇒ κ-saturation. We use an idea of W. Henson [9] . Let {a i | i ∈ I} be a bounded family of internal sets with the FIP and where |I| < κ. Without loss of generality, we can assume that i∈J a i is infinite for all (nonempty) finite J ⊆ I. Fix an internal A such that a i ⊆ A for all i ∈ I, and pick an internal element / ∈ A. Let B . = A ∪ { }, and let ℘ i (A), ℘ i (B) be the internal powersets of A and B respectively. Then consider the following internal family of functions:
and ℘ i (B) resp., and f is an isomorphism}.
[f isomorphism means that
F is an ω-halo with internal domain and range. A straightforward argument shows that F is finitely biextendible. We shall show that the function
is a partial path for F. It then follows from the hypothesis that F 0 can be extended to some surjective path F ⊇ F 0 . If we take ∈ A with F ({ }) = { }, then clearly ∈ i∈I a i , proving κ-saturation. Given finitely many a i1 , . . . , a in , denote by A the algebra of subsets of A generated by them. For a ∈ A define
It is easy to verify that f is an isomorphism extending F 0 {a i1 , . . . , a in } and that f ∈ F . However, (iii) s is inconsistent. Let A be * finite but (externally) infinite, and B * infinite. Define by internal induction:
and In fact, consider P . = {f ∈ Fun( * N, * N) | f * finite and 1-1}, and let Q be the ω-galaxy of the (finite) functions in P whose range is a subset of N. It is easily seen that all sets in the internal family D .
No D-generic filter G on Q can exist; otherwise G would provide a 1-1 map of * N into N, a contradiction.
Stronger Principles: a Preview.
The formulations of ∆ 0 and ∆ 1 in the previous sections suggest many ways in which these principles could be strengthened. Here we shall state some results in this direction; a more systematic study of principles stronger than ∆ 1 is planned for [8] . One obvious possibility is to allow D in ∆ 1 to be an ω-halo rather than merely internal (or an ω-galaxy). Proof.
We follow the proof of One can prove that the collection of all internal dense subsets of an ω-halo poset P is a countable intersection of ω-galaxies. Theorem 5.2. Let (P, <) be an ω-halo. The collection D of all internal subsets of P 0 that are dense in P is an intersection of a countable family of ω-galaxies.
Proof. Let P = n∈N P n where P ν | ν ∈ * N is nonincreasing, and let D be an internal subset of P 0 . The theorem follows immediately from the following
• Claim: D is dense in P if and only if for every k ∈ N there exists n ∈ N such that for every p ∈ P n there exists q ∈ D ∩ P k with q ≤ p. Let D be dense in P . Let k ∈ N be such that every n ∈ N has the property: there exists p ∈ P n for which there exists no q ∈ D ∩ P k with q ≤ p. By overspill, there is ν ∈ * N \ N with this property. As then P ν ⊆ P and P ⊆ P k , this means that D is not dense in P , a contradiction.
For the converse, let us take any p ∈ P . For every k ∈ N we have: " there is q ∈ D ∩ P k with q ≤ p " because p ∈ P n for all n ∈ N. By overspill, there is µ ∈ * N \ N with the quoted property. As P µ ⊆ P , q ∈ D ∩ P . This shows that D ∩ P is dense in P .
Hence it is possible to go only one level further. Another useful and elegant strengthening of ∆ 1 can be formulated in terms of finite extendibility. Given A ⊆ dom(F), we say that F is finitely A-extendible if F f in (A) . = {f a | f ∈ F and a ⊆ A is finite} is extendible. That is, if f ∈ F and x 1 , . . . , x n ∈ dom(f ) ∩ A, then for every x ∈ A there exists some f ∈ F with f (x i ) = f (x i ) and x ∈ dom(f ).
P: If F is an ω-halo, A ⊆ dom(F), and F is finitely A-extendible, then F has a partial path with domain A.
We note that P implies ∆ 2 . Both P and ∆ + 2 are consequences of SM A(ℵ 0 ) ( [8] ). We shall give some applications of ∆ 2 and P in §7.
Results on Consistency and Independence.
We assume that the reader is familiar with the ultrapower construction (see [5] , §4.1). If D is an ultrafilter over the cardinal κ, we denote by A κ D the ultrapower of the structure A modulo D. We shall work with structures A = A, E for the language with a single binary relation symbol ∈; we shall often specify the structure simply by giving A, when E is understood from the context. We shall also need the more general notion of limit ultrapower. 
|F is still defined, and it satisfies Los theorem (see [5] §6.4).
The notion of limit ultrapower is useful in our context because of H.J. Keisler's characterization theorem: Theorem 6.2 (see [17] ). Let ϑ : V (X), ∈ → A be a bounded elementary embedding such that, for all a ∈ A, A |= "a ∈ ϑ(V n (X))" for some n ∈ ω. Then there exist
• an ultrafilter D over some cardinal κ; • a filter F of equivalences over κ;
• an isomorphism φ of A onto the bounded limit ultrapower
for some n ∈ ω} such that the following diagram commutes:
From now on, we shall usually omit the "b" and the word "bounded", when it is clear from the context that a reference to bounded limit ultrapowers is intended. By a slight abuse of notation we write V (X)
Given ϑ : V (X), ∈ → A as in the theorem, there is a nonstandard universe V (X), V (Y ), * where * . = π•ϑ is the composition of ϑ with the Mostowski collapse π of A.
[More precisely, a modified version of Mostowski collapse applies, where the existence of a set of atoms (here simulated by the base set X) is taken into account. The collapse of A is the transitive subset 
The canonical internal embedding
It is immediate to verify that e is a bounded elementary embedding. A crucial property of internal ultrapowers that will be used in the sequel is the following.
• Let 
. Then the internal embedding e is an end extension, that is e[N
In general, the internal ultrapower depends on the choice of ν and E used to represent A as a bounded limit ultrapower. In our constructions this choice will always be fixed. A detailed study of this kind of extensions can be found in [20] .
Throughout this section, we shall use regular and good ultrafilters. For definitions and basic properties of such ultrafilters we refer to [5] § § 4.3, 6.1. We shall need the following facts:
• Fact 1: If E is a regular ultrafilter on the cardinal κ and A is an infinite structure in a language of cardinality ≤ κ, then the ultrapower of A modulo E is κ + -saturated over A. 2 Moreover, the ultrapower has the largest possible cardinality, i.e. |A| κ .
• Fact 2:
If E is a good ultrafilter on the cardinal κ and A is a structure in a language of cardinality ≤ κ, then the ultrapower of A modulo E is κ + -saturated.
Theorem 6.4. Let κ be any infinite cardinal. Then:
Proof. (i). Without loss of generality we can assume that κ = µ + is a successor cardinal. Let E be a good ultrafilter over µ. Let X be a base set with |X| = µ, and let V (X), V (Y ), * be the nonstandard universe obtained as a bounded ultrapower of V (X) modulo E. By the choice of E, V (X), V (Y ), * is κ-saturated. Also,
1 In other words, if y < e(x) in B, then y = e(x ) for some x < x in A. 2 Here A is identified with its image under the diagonal embedding into the ultrapower.
So the nonstandard universe contains * infinite sets of different external cardinalities. A contradiction with ∆ 0 (see [7] ).
(ii). In [7] it is proved that IP (ℵ 0 ) ⇔ ∆ 1 ⇒ ∆ 0 . The fact that IP (κ) ⇒ λ-saturation for λ > κ is well known (see [9] 
Proof. Let us recall the exponential function: exp(κ, 0) .
exp(κ,α) ; and exp(κ, α) .
If κ is regular, we have the following two properties. [7] it can be shown that
Let us prove (ii). [By an easy modification of the proof of IP
We first construct a nonstandard universe U .
, * where N is a copy of the natural numbers, IP (ℵ 0 ) holds, and each infinite internal set has cardinality exp(κ, ω). This can be done using the technique of W. Henson [9] : We start with U 0 . = V (N), ∈ and let U n+1 be the bounded ultrapower of U n modulo a regular ultrafilter E n on exp(κ, n). Let U = V (N), V ( * N), * be the nonstandard universe obtained as the direct limit of the resulting sequence. It is easy to check (using Fact 1) that it has the required properties. We next fix a good ultrafilter E on κ and obtain a nonstandard universe V ( * N), V ( * ( * N)), * , as a bounded ultrapower of V ( * N) modulo E. The composition of * and * is a bounded elementary embedding, yielding a nonstandard universe V .
for some n ∈ ω, and π is the Mostowski collapse of the bounded ultrapower of V ( * N) modulo E. For simplicity, in the sequel we shall identify internal elements x = π(f E ) with the corresponding f E .
• Claim 1: V is κ-saturated. This follows from κ-goodness of E.
• Claim 2: IP i holds in V. Let A and B be two V-internal structures for a finite language and assume A ≡ i B holds in V. Then we can assume A = A j : j ∈ κ E and B = B j : j ∈ κ E (see the above remark) where, for all j ∈ κ, A j , B j are U-internal structures (in a finite language) and A j ≡ i B j holds in U. As IP (ℵ 0 ) holds in U, for each j ∈ κ there exists an isomorphism
It is routine to check that F yields an (external) isomorphism of A and B.
• Claim 3:
On the other hand, U |= "N is an initial segment of * N".
Therefore:
But | * N| = 2 κ < exp(κ, ω), hence for any hypernatural ν ∈ * N \ N, the corresponding initial segment
is an infinite V-internal set of cardinality ≤ 2 κ < exp(κ, ω). This contradicts a consequence of IP (ℵ 0 ), namely the property that all infinite internal sets have the same external cardinality (see [9] ).
Let us turn to (i). We assume without loss of generality that κ is regular. We fix a regular ultrafilter E on κ and, for each ordinal α < κ, a regular ultrafilter E α on κ α . = exp(κ, α). The idea of the proof is to construct a nonstandard universe as an iterated ultrapower of V (N), where at limit α we take the ultrapower modulo E, and at successor α we take an internal ultrapower modulo E α .
3
For technical reasons, we fix a larger superstructure V (X) where X ⊃ N and |X| = κ. By transfinite induction, we define:
where I α is a nonempty set, D α an ultrafilter on I α , and F α a filter of equivalences on I α ;
|F α for α > 0; in such a way that:
(1) {U α ; θ βα : β ≤ α < κ} is a directed system. That is, for every β ≤ β ≤ β, θ β β • θ β β = θ β β , and θ ββ is the identity map; (2) Every θ βα is a bounded elementary embedding;
where eq(κ) is the collection of all equivalences on κ; hence
. Let θ 00 be the identity map on V (X), θ 11 the identity map on U 1 , and let θ 01 = d 1 : V (X) → U 1 be the diagonal embedding. Properties (1), (2) and (3) above are trivially satisfied. Now let α = γ + 1 be a successor with γ > 0. The internal embedding
Dγ |F γ is elementary for bounded formulas, and so is the composition e γ • d γ . By Theorem 6.2, there exists a triple I α , D α , F α and an isomorphism
The required properties are easily verified.
If α is limit, first let {U α − ; θ βα − | β < α} be the direct limit of the system {U β ; θ β β | β ≤ β < α}; and let
3 Originally we worked in ZFC + Superuniversality and employed pseudosuperstructures ( [2, 6]) to present this argument. At the suggestion of the referee, we reformulated the proof in a more familiar setting.
The composition d α − • θ 0α − is elementary for bounded formulas. Using again Theorem 6.2, we can fix I α , D α , F α and an isomorphism
and θ αα be the identity. The desired properties follow from the definitions in a straightforward manner. E.g. let us see (1) . By the property of direct limit, for every β ≤ β < α,
Now let {U ; Θ α : α < κ} be the direct limit of the system {U α ; θ βα : β ≤ α < κ}. Clearly, Θ 0 : V (X), ∈ → U is a bounded elementary embedding. As discussed earlier (at the foot of Keisler's characterization theorem 6.2), there is a nonstandard universe U = V (X), V (Y ), * where * = π • Θ 0 is obtained by composing Θ 0 with a Mostowski collapsing isomorphism π of U .
Proof. By induction on α. If α = 0, then θ 00 is the identity map and the thesis is trivial. Assume α = γ + 1 is a successor. Notice that γ ≤ β ⇒ κ γ . = exp(κ, γ) ≤ exp(κ, β), and so:
Then, by the inductive hypothesis,
We now concentrate on the superstructure of interest, and consider the nonstandard universe V = V (N), V ( * N), * obtained from U by restricting * to V (N) ⊂ V (X). However, for technical reasons, we shall continue to work with U.
• Claim 4: IP i fails in V. We shall first show that * N is κ-like, and then that this property is inconsistent with IP i .
5
To show that | * N| = κ, we prove by induction on α < κ that |θ 0,α+1
hence, by Lemma 1, |θ 0,α+1 (N)| = |A| = exp(κ, α + 1). 4 By |θ 0α (A)| we mean the cardinality of the set {a ∈ Uα : Uα |= "a ∈ θ 0α (A)"}. We shall use similar notation in the sequel as well. 5 Recall that an ordered set S, < is κ-like if |S| = κ, while for each s ∈ S, the initial segment {s ∈ S | s ≤ s} has cardinality < κ.
Then, by transfer, Θ β (X) = [0, x] is the initial segment of * N determined by x. We now show by induction on α ≥ β that |θ βα (X)| ≤ exp(κ, β + 1), so that
. At successor stages α = γ +1, we constructed U α by using an internal ultrapower of U γ . The point of it was to make θ γα (θ 0γ (N)) = θ 0α (N) an end extension of θ 0γ (N), so no new hypernaturals are added at this stage. In other words, θ γα is a 1-1 map of θ βγ (X) onto θ βα (X) and so |θ βα (X)| = |θ βγ (X)| ≤ exp(κ, β +1). This completes the proof that each initial segment of * N has cardinality < κ. • Claim 5: V is κ-saturated. This follows directly from the κ-saturation of U. Let us prove this latter fact. Let {A i : i ∈ I} ∈ V n (Y ) (n ∈ ω) be a collection of U-internal sets with the FIP, |I| < κ. As κ is regular, there is a limit ordinal α such that for each i ∈ I,
Claim 5.
The next claim completes our proof.
• Claim 6: Every V-internal poset P, ≤ (i.e. P ∈ * V n (N) for some n), has a generic filter. First we work in U. Pick Q ∈ U γ with U γ |= "Q is a poset" and
For successor ordinals α = β + 1, U α |= "∃y ∈ θ βα (δ) such that y ≥ q α " for all δ ∈ U β with U β |= "δ is a dense subset of P β ". We begin by picking q γ so that U γ |= "q γ ∈ Q". For limit α, we consider the sequence {θ βα − (q β ) | γ ≤ β < α} ⊆ U α − . As mappings θ βα − are elementary embeddings, by inductive hypothesis it is easily seen that the type
It is easily shown that q α has the desired properties. For successor α = β + 1, let D be the collection (in U β ) of all dense subsets of P β . For each δ ∈ D, let Λ δ = {x ∈ P β : U β |= "x ≤ q β and x ≤ y for some y ∈ δ"} .
It is easily verified that the family Λ . = {Λ δ | δ ∈ D} has FIP in U β . By the hypothesis P ∈ * V n (N), it follows that U β |= "|Λ| ≤ |D| ≤ exp(ℵ 0 , n + 1)". Clearly, we can assume exp(ℵ 0 , n + 1) < κ β . = exp(κ, β). We now use the regularity of the ultrafilter E β over κ β .
Recall that U β = V (X)
|F β , and θ βα = φ α • e β where
is the canonical embedding into the internal ultrapower, and φ α : U β → U α is an isomorphism. We shall show that there exists an element x ∈ U α such that
∈ V has the desired properties. We finally let
By properties 1 and 2 above, G is a filter over P . Moreover, as each internal dense subset of P has the form Θ β (δ) where U β |= "δ is a dense subset of P β ", by property 3 we have Θ β+1 (q β+1 ) ≤ y ∈ Θ β+1 (ϑ β,β+1 (δ)) = Θ β (δ) for some y. Since any such y ∈ G, this shows that G meets every U -internal dense subset of P . The claim follows by noticing that δ ⊆ P is U-internal iff it is V-internal.
Claim 6.
The proof is completed by putting together the claims.
Some Applications
A number of examples of the use of ∆ 0 and ∆ 1 are given in [7] . We note that the equivalent combinatorial versions expressed in terms of path functions simplify many (but not all) of them even further. For example, the fact that there is a bijection between any two * infinite sets follows immediately from the two-sided version of ∆ 0 (see Theorem 3.1), upon noticing that the following internal collection is biextendible:
| f is * finite and 1-1} .
The original "poset" formulation of ∆ 0 strongly suggests a connection with settheoretic forcing. We make a few remarks on this subject. For all notions and constructions below, we refer to [10] § §16-18.
Let V (X), V (Y ), * be a nonstandard universe. Its internal universe * V (X) models a weak set theory, whose axioms include power set, separation schema for bounded formulas and regularity over Y . Given an internal poset P, < , one can work inside * V (X) and define the complete Boolean algebra B of regular cuts in P , and then the Boolean-valued universe ( * V (X)) B . Of course, obvious modifications to take care of the urelements are needed. Thus (
; and for all x ∈ * X, y ∈ * V (X), y ∈x = 0, and x =y = 1 [0, resp.] ⇔ x = y [x = y, resp.]. If D is the (internal) collection of all internal dense subsets of P then G ∈ V (Y ) is D-generic if and only if it is generic over * V (X) in the usual settheoretic sense. Now one can construct the G-interpretation ı G : (
, and the following Forcing Theorem holds for ∈-formulas with bounded quantifiers:
. If ϕ is of the form ∃y 1 · · · ∃y m ψ, where all quantifiers in ψ are bounded, the former follows from the latter. In this way, one could use forcing techniques to prove results for nonstandard universes that satisfy ∆ 0 . However, in practice it always seems much easier to argue directly. Moreover, the technology of set-theoretic forcing does not seem easily extendible to the stronger principles. Below, we give several examples motivated by forcing that appear to be new.
The work of M. Ozawa came to our attention after the present paper was accepted. In [19] Ozawa gives a very detailed development of forcing in nonstandard analysis (along somewhat different lines than the above sketch). From our point of view, he shows that for any standard poset P there is a nonstandard universe where * P has a generic filter. In comparison, our principle ∆ 0 is a kind of Martin's Axiom: There is a nonstandard universe where every internal poset has a generic filter. Ozawa used forcing to single out the ingeneric universe (in our setting, it is the universe * V (X)[G] above) and applied it to the study of operator algebras.
We note that X ∩ A is internal for each * finite A, but X is external. [Proof: Otherwise, X ∈ U and we can write X = X 1 ∪ X 2 as a disjoint union where both X 1 and X 2 are internal and not * finite. Then one of the two sets must belong to U , say X 1 ∈ U ⇔ X \ X 1 = X 2 is * finite. A contradiction.] This statement is equivalent to the failure of the Scott-completeness property for the hyperreal line. As, for any given κ, there are κ-saturated nonstandard models which are Scott-complete, this Proposition cannot be proved from κ-saturation alone. [For the notion of Scott-completeness and the quoted result see [18] .]
Proof. We imitate Prikry forcing. The set P consists of pairs σ, S where σ : [0, ν] → * N is an increasing internal function defined on an initial segment of * N, S ∈ U and ran(σ) < S, i.e. σ(i) < s for all i ∈ dom(σ) and all s ∈ S. The ordering is defined as follows:
σ, S τ, T ⇔ σ ⊇ τ and S ⊆ T and ran(σ) \ ran(τ ) ⊆ T.
Clearly P, is an internal poset. Let G be the generic filter on P provided by ∆ 0 , and let g . = {σ | σ, S ∈ G for some S}. It is proved in a straightforward manner that internal subsets
are dense in P for all ξ ∈ * N. By genericity, G meets all of them and thus it is proved that g is an (increasing) function defined for all ξ ∈ * N, and that X . = ran(g) is unbounded in * N. Also sets
Vice versa, let X \ A be * finite, and assume 2 ∩ Y = ∅. Martin's Axiom implies that selective ultrafilters exist. On the other hand, there are models of ZFC with no selective ultrafilters. See for instance [4] and the references given there.]
The result can however be proved in ZFC by imitating Mathias forcing. We consider pairs σ, S as in the previous proposition, except that S can be any * infinite set. The definition of the partial ordering is unchanged, as is that of X, as is the proof that X is unbounded. Given an internal partition P of [
* N] ν , we show that
{ σ, S | [S]
ν is contained in the same class of the partition P} is dense, using the internal version of Ramsey's theorem. The rest is immediate. (Of course, there are no infinite von Neumann ordinals in superstructures. To say that " κ, < is an internal cardinal" means that κ is an internal subset of * X and that "< is a well-ordering of κ, no initial segment of which is in a 1-1 correspondence with κ" is true in the internal universe * V (X).)
Proof. We can assume that T ⊆ A <κ = α<κ A α is ordered by ⊆. The assumption of the proposition then amounts to extendibility of T . Proof. We imitate the forcing notion from Baumgartner et al. [3] . Let P . = {p ⊆ A | p is internal, closed and bounded }
The ordering is by end-extension, i.e. p q ⇔ q = p ∩ α for some α < κ. Let G be the generic filter for P, and let X . = G. For each α < κ, Γ α . = {p ∈ P | max(p) > α} is an internal dense set. If we take p α ∈ G ∩ Γ α , then X ∩ α = p α ∩ α and α < max(p) ∈ X. The required properties of X follow immediately.
Note that, assuming ω 1 -saturation, the cofinality of κ is uncountable, so X cannot have order type ω (if it did, the result would be trivial).
In order to give an illustration of the use of ∆ 1 we reprove the key fact used by R. Jin [14] in his proof of nonexistence of very bad cuts. Next we prove a result that does not follow from ∆ 1 . for all η ≤ ν and all ξ, ζ ∈ dom(f ), ξ = ζ + η ⇔ f (ζ) = f (ξ) + η}.
Then F . = n∈N F n is an ω-halo and dom(F) = ran(F) = * N \ N. We claim that F is biextendible. Let f ∈ F and τ, σ ∈ * N \ N. We extend f to f defined at τ as follows. Let ν i | i ≤ N be an (internal) increasing enumeration of dom(f ). Assume ν i < τ < ν i+1 (the cases τ < ν 0 and ν N < τ are similar). If there is k ∈ N such that τ = ν i + k [τ = ν i+1 − k, resp.] we define f (τ ) .
]. Otherwise we choose f (τ ) so that, for all k ∈ N, f (ν i ) − k > f (τ ) > f (ν i+1 + k). That this is always possible follows from the well-known fact that the quotient ( * N \ N)/Z is a dense linearly ordered set (with the ordering inherited from * N \ N, < .) It is easy to see that f ∈ F. In a similar way one can extend f to f ∈ F so that σ ∈ ran(f ). By Theorem 5.1 (ii), F has a surjective path F that provides the desired isomorphism.
Let µ(0)
. = {x ∈ * R | x ∼ 0} be the monad of 0. As a consequence of the above proposition, we have cof µ(0), < = cof * N \ N, > = cof * N \ N, < = cof * R, < .
R. Jin [11] proved that for every κ, there are models of IP (κ) where the cofinalities of µ(0) and * R are different. Hence we have Corollary 7.7. ∆ 1 (κ) ⇒ ∆ 2 , for any κ.
Other results of a similar nature can be proved from ∆ 2 . For example:
Proposition 7.8 (∆ 2 ). If two dense linearly ordered sets without endpoints are ω-halos, then they are order-isomorphic.
In particular, under ∆ 2 , µ(0), < and * R, < not only have the same cofinality, but actually are isomorphic.
Our last example illustrates use of the principle P. We re-prove a theorem first established by Ross [22] under the assumption of Full Saturation, and later proved by Jin [15] from the Special Model axiom. 
