ABSTRACT. This article introduces a general framework for sampling and reconstruction pro
Introduction
Many methods exist for representing a signal f by a sequence of numbers, which can be interpreted as measurements of f . The classical approach is to choose the measurements as samples of f . A more recent approach [29, 22, 3, 27, 28, 12] is to consider measurements that can be expressed as inner products of f with a set of vectors that span a subspace S, which is referred to as the sampling space. The problem then is to reconstruct f from these measurements, using a set of vectors that span a subspace W, which we refer to as the reconstruction space. If f does not lie in W, then it cannot be perfectly reconstructed using only reconstruction vectors that span W. Therefore, if we allow for signals out of W, then we must relax the requirement for perfect reconstruction.
Given a reconstruction method, we can always choose a sampling method so that the reconstructed signal is closest to f in an l 2 -sense. However, this requires the sampling space S to be equal to the reconstruction space W. If the sampling scheme is such that S = W, then the minimal-error approximation cannot be obtained. Therefore, our problem is to construct a good approximation of f given both a sampling method and a reconstruction method.
In [29] the authors introduce the concept of consistent reconstruction, in which the reconstructed signal is in general not equal to f , but nonetheless yields the same measurements. Based on this requirement, they derive a sampling procedure for the special case in which f lies in L 2 , and S and W are generated by integer translates of appropriately chosen functions.
In this article we extend the results of [29] in several ways. First, we expand their results to a broader framework that does not require S and W to be generated by integer translates, and does not require f to lie in L 2 , but rather can be applied to arbitrary subspaces of an arbitrary Hilbert space. This framework leads to some new sampling theorems, as well as further insight into the results of [29] . We also develop a geometric interpretation of the sampling and reconstruction scheme that provides further insight into the problem. Second, we develop redundant sampling procedures in which the measurements constitute an overcomplete representation of f . These measurements correspond to inner products of f with a frame for S, and reconstruction is obtained using a frame for W. To obtain a consistent reconstruction of f in this case, we develop a generalization of the well known dual frame operator [6] , which we refer to as an oblique dual frame operator. The corresponding frame vectors are referred to as the oblique dual frame vectors. As we show, these frame vectors have properties that are very similar to those of the conventional dual frame vectors. However, in contrast with the dual frame vectors, they are not constrained to lie in the same space as the original frame vectors. Thus, using oblique dual frame vectors we can extend the notion of a frame expansion to include redundant expansions in which the analysis and synthesis frame vectors lie in different spaces.
By allowing for arbitrary sampling and reconstruction spaces, the sampling algorithms can be greatly simplified in many cases with only a minor increase in approximation error [29, 27, 28, 30, 4, 5] . Using oblique dual frame vectors we can further simplify the sampling and reconstruction processes while still retaining the flexibility of choosing the spaces almost arbitrarily, due to the extra degrees of freedom offered by the use of frames that allow us to construct frames with prescribed properties [15, 1] . Furthermore, if the measurements are quantized prior to reconstruction, then as we show the average power of the reconstruction error using this redundant procedure can be reduced by the redundancy of the frame in comparison with the nonredundant procedure.
For simplicity of exposition the results in this article are derived for the finitedimensional case; however, most of the results can be extended to include the infinitedimensional case as well under certain mild constraints.
This article is organized as follows. In Section 2 we consider the consistency requirement in detail, and develop a geometric interpretation of the sampling and reconstruction scheme. Section 3 considers explicit reconstruction methods. The aliasing and reconstruction error resulting from our general scheme are analyzed in Section 4. Section 5 considers nonredundant sampling. An example illustrating the reconstruction is given in Section 6. Section 7 considers redundant sampling procedures. In Section 8 we introduce the notion of oblique dual frame vectors and discuss their key properties, and in Section 10 we develop a redundant sampling procedure that can be used to reduce the quantization error.
Consistent Reconstruction
We denote vectors in an arbitrary Hilbert space H by lowercase letters, and the elements of a vector c ∈ C N by c [k] . The inner product between vectors x, y ∈ H is denoted by x, y . P S denotes the orthogonal projection operator onto the space S, I N denotes the N × N identity matrix, and N (·) and R(·) denote the null space and range space of the corresponding operator, respectively.
Consistency Condition
Suppose we are given measurements c[k] of a signal f that lies in an arbitrary Hilbert space H. The measurements c[k] = s k , f are obtained by taking the inner products of f with a set of N sampling vectors {s k , 1 ≤ k ≤ N} that span an M-dimensional subspace S ⊆ H, which is referred to as the sampling space. We construct an approximationf of f using a given set of N reconstruction vectors {w k , 1 ≤ k ≤ N} that span an Mdimensional subspace W ⊆ H, which we refer to as the reconstruction space. In the case of nonredundant sampling N = M so that the sampling and reconstruction vectors form a basis for S and W, respectively; in the case of redundant sampling N > M and the sampling and reconstruction vectors form a frame for S and W, respectively. We do not require the sampling space S and the reconstruction space W to be equal.
The reconstructionf has the formf = 
The sampling and reconstruction scheme is illustrated in Figure 1 . Sincef given by (2.1) always lies in W, if f / ∈ W, thenf = f . Because we are allowing the space of signals H to be larger than W, we must replace the requirement for perfect reconstruction of f / ∈ W with a less stringent requirement. Therefore, our problem is to choose H in Figure 1 so thatf is a good approximation of f . In particular, we require
that if f ∈ W, thenf = f . To this end we must have that W ∩ S ⊥ = {0}. For suppose that x is a nonzero signal in W ∩ S ⊥ . Then c[k] = s k , x = 0 for all k, and clearly x cannot be reconstructed from the measurements c [k] . Consequently, throughout the article we explicitly assume that W ∩ S ⊥ = {0}. Since W and S are finite-dimensional spaces of the same dimension, this implies that H = W ⊕ S ⊥ .
The sampling procedures we develop are based on a consistency requirement, introduced by Unser and Aldroubi in [29] . The idea is to construct a consistent reconstruction f of f that has the property that if we measure it using the measurement vectors s k , then the measurements will be equal to the measurements c[k] of f . Thus, our problem reduces to finding H in Figure 1 such that
Theorem 1 below asserts that (2.2) is satisfied for all f ∈ H with W ∩ S ⊥ = {0} if and only if G = W H S * is an oblique 2 projection [16, 2, 20] with R(G) = W and N (G) = S ⊥ , denoted by E WS ⊥ . The oblique projection E WS ⊥ is defined as the unique operator satisfying Proof. Suppose thatf = W H S * f is a consistent reconstruction of f so that (2.2) is satisfied, and let G = W H S * . Then for all f ∈ H,
and G is a projection operator.
As a corollary of Theorem 1 we have that if W ∩ S ⊥ = {0}, then a consistent reconstructionf of a signal f ∈ W is always equal to f . Theorem 1 describes the form of the unique consistent reconstruction if it exists, however it does not establish its existence. In Section 3 we show that a consistent reconstruction can always be obtained, and we derive explicit reconstruction procedures. Before we consider the detailed methods, in the next section we present a geometric interpretation of the sampling and reconstruction that provide further insight into the problem.
Geometric Interpretation
Let us first consider the case of perfect reconstruction for signals in W. Thus, we would like to determine conditions under which any f ∈ W can be reconstructed from the measurements c[k] = s k , f . We first note that sampling f with measurement vectors in S, is equivalent to sampling the orthogonal projection of f onto S, denoted by f S = P S f . This follows from the relation
We may therefore decompose the sampling process into two stages, as illustrated in Figure 2 .
In the first stage the signal f is (orthogonally) projected onto the sampling space S, and in the second stage the projected signal f S is measured. Since f S ∈ S and the vectors s k span S, f S is uniquely determined by the measurements c [k] . Therefore, knowing c[k] is equivalent to knowing f S . In view of the interpretation of Figure 2 , our problem can be rephrased as follows. Can we reconstruct a signal in W, given the orthogonal projection of the signal onto S, with W ∩S ⊥ = {0}? Figure 3 (a) depicts the orthogonal projection of an unknown signal f ∈ W onto S, denoted f S . The problem then is to determine f from this projection. Since the direction of W is known, there is only one vector in W whose orthogonal projection onto S is f S ; this vector is illustrated in Figure 3 (b). Thus, from this geometrical interpretation we conclude that for W ∩ S ⊥ = {0}, perfect reconstruction of any f ∈ W from the measurements c[k] is always possible.
We now discuss consistent reconstruction for signals f ∈ H. Iff is a consistent reconstruction of f , then f andf have the same measurements: c[k] = s k , f = s k ,f . From our previous discussion it then follows that f S =f S wheref S = P Sf . Thus, geometrically a consistent reconstructionf of f is a signal in W whose orthogonal projection onto S is equal to the orthogonal projection of f onto S, as illustrated in Figure 4 . Evidently, the consistent reconstruction is unique and always exists. We have seen in Theorem 1 that this reconstruction has a nice geometrical interpretation: It is the oblique projection of f onto W along S ⊥ . This interpretation is illustrated in Figure 5 , from which it is apparent that E WS ⊥ f and f have the same orthogonal projection onto S and consequently yield the same measurements.
In summary, by considering a geometric interpretation of the sampling process and the consistency requirement we have demonstrated that perfect reconstruction of signals in W is always possible as long as W ∩ S ⊥ = {0}, and we illustrated the reconstruction geometrically. We also showed that under the same condition consistent reconstruction is always possible, and illustrated the reconstruction. It is important to note that the geometric interpretation (and Theorem 1) hold irrespective of whether the sampling process is nonredundant or redundant. In the next section we provide mathematical proof of these results and derive an explicit reconstruction scheme. Nonredundant procedures are considered in Section 5, and redundant procedures are considered in Sections 7, 8, and 10. 
Reconstruction Scheme

Reconstruction Algorithm
From Theorem 1 and the geometric interpretation of Section 2.2 it follows that to obtain a consistent reconstructionf of f we need to determine H in Figure 1 such that G = W H S * = E WS ⊥ , i. e., such that G satisfies (2.3). We now show that with H = (S * W ) † , where (·) † denotes the Moore-Penrose pseudoinverse [13] ,
is a consistent reconstruction of f for all f ∈ H. To this end we prove the following proposition. 
Proposition 1.
Let the vectors {s
First, since the vectors w k span W, any w ∈ W can be expressed as w = W a for some a ∈ C N . Then Gw = W (S * W ) † S * W a = W P a where from the properties of the pseudoinverse, P is an orthogonal projection onto
any v ∈ S ⊥ , and Gv = 0 so that G satisfies (2.3) and consequently G = E WS ⊥ .
If f ∈ W thenf = E WS ⊥ f = f , and f can be perfectly reconstructed from the measurements c[k] using (3.1). By choosing different spaces H, W and S and using (3.1), we can arrive at a variety of new and interesting perfect reconstruction sampling theorems.
From (3.1),f is obtained by first transforming the measurements
As we now show, T has an interesting interpretation: It is the oblique pseudoinverse of W on
Oblique Pseudoinverse
Let T : K → U be a linear transformation, and let
GZ , is the unique transformation satisfying [23, 9] 
As can be verified [9] , (3.2)-(3.4) imply that T # GZ inverts T between G and R(T ), while nulling out any vector in Z. This interpretation is illustrated in Figure 6 , from which it follows that the pseudoinverse T † is a special case of the oblique pseudoinverse T # GZ for which G = N (T ) ⊥ and Z = R(T ) ⊥ . 
Proposition 2.
Let the vectors
Proof. We need to show that W #
The fact that W # VS ⊥ satisfies (3.6) follows immediately from Proposition 1. To prove that W # VS ⊥ satisfies (3.7) we note that from the properties of the pseudoinverse,
Comparing (3.5) with (3.1) we see thatf
where b = W * f , and the vectors v k span S. Therefore, in the case of nonredundant sampling i. e., N = M, the vectors v k form a basis for S, and in the case of redundant sampling, i. e., N > M, the vectors v k form a frame for S. These basis and frame vectors have special properties which we discuss in Sections 5 and 8, respectively. Specifically, in Section 5 we show that in the case of nonredundant sampling, the vectors v k form a basis for S that is biorthogonal to the basis vectors w k . In Section 8 we show that in the case of redundant sampling, the vectors v k form a frame for S which we define as the oblique dual frame, which has properties analogous to the dual frame vectors.
Aliasing and Error Bounds
Since in general f / ∈ W, the reconstruction (3.1) may result in aliasing inf , which occurs when components of f that lie out of W are aliased intof . A very nice and intuitive way to think about aliasing was proposed in [18] in the context of multiresolution spaces in terms of the norm of the "out-of-space" component. Let denote the sampling operator defined byf = f , which in our case is equal to = E WS ⊥ . Then the aliasing norm is defined as [18, 17] 
To avoid aliasing when S = W, we can first orthogonally project f onto W, and then measure the projection. The measurements are then c = S * P W f , so that c[k] = t k , f where t k = P W s k and consequently t k ∈ W; as we expect the effective sampling space is equal to the reconstruction space. When S = W we can obtain a bound on A using the fact that for any f ∈ H [30]
where the angle θ WS between S and W is defined as [29] cos (θ WS ) = inf
As we expect intuitively, the bound decreases as the angle between the spaces S and W decreases, in which case S is "close" to W. The norm of the reconstruction error f − E WS ⊥ f can be bounded based on results derived in [29] ,
where f − P W f is the minimal norm of the reconstruction error corresponding to the case in which W = S. From (4.5) we see that there is a penalty for the flexibility offered by choosing S (almost) arbitrarily: The norm of the reconstruction error for f / ∈ W is increased. However, in many practical applications this increase in error is very small [28, 30, 4, 5] .
Reconstruction From Nonredundant Measurements
Suppose that the sampling vectors {s k , 1 ≤ k ≤ M} form a basis for S and the reconstruction vectors {w k , 1 ≤ k ≤ M} form a basis for W. Then, as we now show, S * W is invertible so that the general reconstruction formula (3.1) reduces tô Proof. Suppose that S * W is invertible, and let x ∈ W ∩ S ⊥ . Since x ∈ S ⊥ , S * x = 0.
But since x ∈ W, x = W a for some a ∈ C M . Thus, S * x = S * W a = 0. Because S * W is invertible, we must have a = 0 so that x = W a = 0.
Conversely, suppose that W ∩ S ⊥ = {0}. Let x = 0 be a vector in N (S * W ) so that S * W x = 0. Since the vectors w k are linearly independent, y = W x = 0 and therefore y ∈ N (S * ) = R(S) ⊥ = S ⊥ . In addition, y ∈ R(W ) = W. Therefore y = 0, which in turn implies that x = 0 contradicting our assumption. Thus, S * W is invertible.
The resulting measurement and reconstruction scheme is depicted in Figure 7 . Note, that sincef is unique and the vectors w k are linearly independent, the coefficients d[k] are also unique. 
Bandlimited Sampling of Time-Limited Sequences
To illustrate the details of the sampling and reconstruction scheme of Consider an arbitrary sequence
where 
where Z = e −j 2π/N and B = e j 2πM /N . We can therefore express S * W in the form 
is a "time-limited" sequence that has the same lowpass DFT coefficients as f [n] .
In [9, 7] we develop a systematic method for constructing signals with prescribed properties. In particular, we consider constructing a signal in H with specified properties in two spaces W and S. Using these methods we can generalize our construction here to produce a signal with specified lowpass coefficients and specified values on a given time interval. Now, suppose that f [n] is a length M sequence in W, and we are given M lowpass DFT coefficients
We can then perfectly reconstruct f [n] from these coefficients using the method described above. This implies the intuitive result that a time-limited discrete-time sequence can be reconstructed from a lowpass segment of its DFT transform. This result is the analogue for the finite length discrete-time case of Papoulis' theorem [24] , which implies that a time-limited function can be recovered from a lowpass segment of its Fourier transform. The reconstruction based on Papoulis' theorem is typically obtained using iterative algorithms such as those discussed in [24, 26] . By choosing appropriate sampling and reconstruction vectors in the general scheme of Figure 7 , we obtained a finite length discrete-time version of this theorem together with a simple non-iterative reconstruction method. This example illustrates the type of procedure that might be followed in using our framework to generate new sampling theorems.
Reconstruction From Redundant Measurements
Suppose now that we are given a set of redundant measurementsc[k] = x k , f of a signal f ∈ H, where the vectors {x k , 1 ≤ k ≤ N } form a frame for S and reconstruction is obtained using the reconstruction vectors {y k , 1 ≤ k ≤ N } which form a frame for W: A set of vectors {y k ∈ W, 1 ≤ k ≤ N} forms a frame for W if there exists constants A > 0 and B < ∞ such that
for all x ∈ W [6] . Although in principle N maybe infinite, we assume throughout that N is finite. The lower bound in ( An alternative form of Figure 8 , that will be used in Section 10, can be obtained by noting that any frame Y for W can be expressed as Y = W Z where W corresponds to an arbitrary basis for W, and Z : C M → C N has rank M, i. e., ZZ † = I M . Similarly, any frame X for S can be expressed as X = ST where S corresponds to an arbitrary basis for S, and
To simplify (7.2) we rely on the following lemma.
Lemma 1.
Let A be an m × n matrix and let B be an
In particular if A and B both have rank n, then (7.3) is satisfied.
Proof. The lemma is proven in a straightforward manner by showing that under the conditions of the lemma, B † A † satisfies the Moore-Penrose conditions [13] .
Since T * and Z both have rank M and from Proposition 3, S * W is invertible, it follows from Lemma 1 that
Substituting into (7.2),
where we used the fact that (T † ) * T * = I M . From (7.5) it follows that we can obtain the redundant corrected measurementsd[k] directly from the nonredundant corrected mea-
are the nonredundant measurements obtained using the vectors s k . This interpretation is illustrated in Figure 9 . We have seen that the nonredundant sampling scheme of Figure 7 can be interpreted as a basis expansion of f ∈ W in terms of a biorthogonal basis for S. We now show that the redundant sampling scheme of Figure 8 can be interpreted as a frame expansion of f ∈ W in terms of the oblique dual frame vectors on S. Furthermore, although the redundant coefficientsd [k] are not unique, based on the properties of the oblique dual frame vectors we will show that the sampling scheme of Figure 8 results in coefficientsd[k] with minimal l 2 -norm.
In the next section we introduce the oblique dual frame vectors and discuss their key properties. Note that from the discussion following Proposition 2, the vectorsỹ S k form a frame for S. As we show in the next section, these frame vectors have properties analogous to the properties of the conventional dual frame vectors [19, 6] , which justifies our choice of terminology. Figure 8 are the inner products of f with the oblique dual frame vectors of y k on S:
Oblique Dual Frame Vectors
From (3.1) and Proposition 2 it follows that the corrected measurementd[k] in
Equation (8.1) is just a frame expansion of a signal f ∈ W. However, in contrast with conventional frame expansions, here the synthesis frame vectors lie in W, while the analysis frame vectorsỹ S k lie in an arbitrary space S, such that W ∩ S ⊥ = {0}. In the special case in which S = W, Y # VS ⊥ = Y † and the oblique dual frame operator reduces to the conventional dual frame operator [6] . Then any f ∈ W can be expressed as f = N k=1 ỹ k , f y k , whereỹ k ∈ W are the dual frame vectors [6] of y k in W, corresponding to (Y † ) * .
Properties of the Oblique Dual Frame Vectors
Given a frame y k for W, there are many choices of coefficientsd[k] that correspond to measurements of f using a frame for S, and such that
k , f has some desirable properties which we now discuss.
Proposition 4.
Let
Proof. From (3.1) and Proposition 2 it follows that the coefficientsd[k] satisfy (8.2). Proof. Let z denote the measurements off with sampling vectors t k , so that z = T * W b.
Now, let d denote an arbitrary sequence satisfying (8.2). Then
We conclude that the oblique dual frame vectors are very similar to the conventional dual frame vectors: Given a frame {y k } for W, the dual frame vectors {ỹ k } are the unique vectors in W such that any f ∈ W can be expressed as f = k ỹ k , f y k , and the coefficients ỹ k , f have minimal norm. Similarly, the oblique dual frame vectors of w k on S, with W ∩ S ⊥ = {0}, are the unique vectors in S such that any f ∈ W can be expressed as f = k ỹ S k , f y k , and the coefficients ỹ S k , f have minimal norm. Thus, using the concept of oblique dual frame vectors we can extend the notion of a frame expansion to the case in which the analysis frame vectors are not constrained to lie in W, but rather may lie in an arbitrary subspace S ⊆ H, with W ∩ S ⊥ = {0}.
It is interesting to note that the oblique dual frame vectors ofỹ S k on W are the vectors y k . Thus not only do we have f =
Proposition 6.
Let T = (Y # VS ⊥ ) * denote the set transformation corresponding to frame vectors 
Summary of Consistent Sampling and Reconstruction
We summarize our results regarding consistent reconstruction in the following theorem:
Theorem 2 (Consistent sampling and reconstruction). 
Reducing Quantization Error
One of the reasons for using redundant measurements is to reduce the average power of the quantization error, when quantizing the corrected measurements prior to reconstruction. If S = W, then it is well known that using a redundant procedure the quantization error can be reduced by the redundancy of the frame [6, 14] . We now extend this result to the case in which S = W. In particular, we show that we can choose a normalized tight frame y k for W such that when using the redundant sampling procedure of Figures 8 and 9 the average power of the reconstruction error can be reduced by the redundancy, in comparison with the nonredundant scheme of Figure 7 .
Let {w k , 1 ≤ k ≤ M} denote reconstruction vectors that form an orthonormal basis for W, and let {s k , 1 ≤ k ≤ M} denote sampling vectors that form a basis for S. From
Suppose now we use a redundant procedure so that we reconstruct the signal using a normalized tight frame
, and
If we quantize the normalized redundant measurements x k , f and model the error as before, then the average power of the reconstruction error using the redundant procedure, denoted byD, is
We now show that we can choose a normalized tight frame y k such thatD Therefore, to reduce the quantization error in the sampling and reconstruction scheme of Figure 7 , we propose the following. Instead of directly quantizing the measurements d [k] in Figure 7 , we first take the N point DFT of the length M sequence of measurements d [k] , and then quantize the DFT coefficients. The reconstructed signal is then a linear combination of the reconstruction vectors w k , where the coefficients are the first M values of the inverse DFT of the quantized DFT coefficients, as depicted in Figure 10 . If we take out the quantizer in Figure 10 , thenf = E WS ⊥ f as in Figure 7 . However, in the presence of the quantizer, using the redundant sampling scheme of Figure 10 the average power of the quantization error is reduced by a factor of N/M in comparison with a nonredundant scheme. FIGURE 10 Reconstruction of f from quantized measurements using a redundant sampling scheme.
There are many other choices of frame vectors y k for W and oblique dual frame vectors x k on S, that lead to a noise reduction of N/M in comparison with a basis expansion. We refer to any such frame expansion as a 'good' oblique frame expansion. We then have the following theorem. Proof. We already proved the first part of the theorem; it remains to prove the second part. We can immediately verify that X = VFT is in fact the oblique dual frame operator on S of Y = WFT . Since T is circulant and unitary it is diagonalized by F * [8] , so we can express T as T = F * F where is a diagonal matrix with diagonal elements λ k satisfying |λ k | = 1 for all k. Then, Based on results derived in [8, 11, 10] we can show that Theorem 3 still holds when we replace F by a generalized Fourier matrix defined on a direct product of cyclic groups (e. g., a Hadamard matrix), and replace T by a real unitary permuted matrix whose rows and columns are all permutations of each other. This is because a real permuted matrix is diagonalized by a generalized Fourier matrix, and the magnitude of the elements of an N × N generalized Fourier matrix are all equal 1/ √ N .
