Wind power generation is a green solution to power generation that is receiving increasing interest worldwide. Wind speed forecasting is critical for this technology to succeed and remains today as a challenge to the research community. This paper presents a neural network fusion approach to multi-stepahead, short-term forecasting of wind speed time-series. Wind speed forecasts are generated using a bank of neural networks that combine predictions from three different forecasters. The wind speed forecasters include a naïve model; a physical model and a custom designed artificial neural network model. Data used in the experiments are telemetric measurements of weather variables from wind farms in Eastern Canada, covering the period from November 2011 to October 2012. Our results show that the combination of three different forecasters leads to substantial performance improvements over recommended reference models.
Introduction
Wind power generation is a green and cost-effective solution to power generation, which has grown substantially worldwide. It is among the most competitive renewable technologies, projected to account for significant shares of the global power market in the near future [1] . However, the inherent variability and uncertainty of wind can lead to unexpected and sometimes substantial mismatches between scheduled and actual wind power [2] . This fact has driven the search for improved wind power forecasting methods [1] [2] [3] [4] [5] [6] [7] [8] .
Forecasting means that future values of wind power or speed will be estimated as | by some function , given some predicting variables up to time . A forecasting error | is introduced and expected to be bounded. The target time is called the forecasting horizon.
Forecasting horizons for wind power integration and operation span time frames ranging from a few seconds to weeks ahead [8] . Accurate short-term forecasts are critical for effective power management and receive considerable research attention [1, 7, [9] [10] [11] [12] [13] . Forecasting methods typically work better when the prediction is focused on specific time frames. Complex physical models for example, use numeric weather prediction (NWP) and are known to have good performance for horizons beyond 3-6 hours ahead [10] . The simplest model called persistence offers accurate wind speed forecasts for immediate horizons, typically up to around one hour ahead but also depending on weather conditions, can be reliable for up to 6 hours [9, 10] . Statistical and machine learning approaches on the other hand, can generate reasonable forecasts for less than a day horizon [2, 8] .
Forecast combination offers a way to reduce forecasting errors by combining the predictions from a number of forecasters [14] [15] [16] . Prediction gains are obtained by exploiting diversification if individual forecasters use different models of the underlying process they predict [17] . Combination success depends on how well mixing weights can be assigned to individual forecasters. This method is often preferred over finding one single best model. For wind speed forecasting, statistical and machine learning models are known to automatically reduce systematical errors due to their adaptation to the location of the wind farm; however as opposed to NWP, they have difficulties predicting rare atmospheric conditions [6, 8, 11] . Combining NWP based, statistical and machine learning models could help at getting the most of all methods. This paper exploits this approach proposing a fusion method for multi-step-ahead, short-term (up to 6 hours ahead) prediction of wind speed. Neural networks (NN) are used to determine the best nonlinear combination of three predictors at different time leads. The predicting models include persistence, artificial neural network and NWPbased predictors. Performance is assessed using recommended error measures and reference models [1, 9, 10] .
Case Study and Data Description
The data used in this study come from one-year-long recordings of several measured weather variables at four on-shore wind farms in Eastern Canada. The wind farms are named herein as WindFarm-1, WindFarm-2, WindFarm-3 and WindFarm-4. The observed variables include temperature, wind speed, and wind direction measured at the hub heights (80 meters), every five minutes. Table 1 shows mean wind speeds, WindFarm-1 is presented in this paper to demonstrate the effectiveness of the proposed technique. Fig. 1 shows plots of observed values and monthly averages of wind speed along with a windrose diagram of wind directions. It is worth noting that prevailing and strong winds mainly blow from West and North-West with slower winds occurring in the summer. Noon and nights exhibit slower wind speeds than early morning and evening, which is reported to affect the accuracy of some NWP based predictors [18] . These elements will help selecting input features for one of the forecasting techniques to be used in the proposed fusion. 
Performance Evaluation
An effective comparison of forecasting methods is not easily achieved as there are various performance criteria used by researchers [1, 9] . Recently, partners of the ANEMOS project have proposed a set of recommendations to establish a common ground for comparison [9, 10] . Some suggested error criteria include:
─ mean absolute error (MAE), 
─ mean absolute percentage error (MAPE).
N is the size of the sample used to calculate the measure, and | and are the forecasted and the actual values respectively. MAE and RMSE express global errors in terms of wind speed; but RMSE accentuates the effect of larger errors. MAPE is a dimensionless, relative measure of global error. Its singularity problem is avoided here by ensuring the exclusion of zero-valued speeds, which have a very low probability of occurrence.
The recommendations also emphasize to build the models and validate them by using cross-validation. We reserved a set of data (15%) to test model predictions. Training (70%) and validation (15%) sets were used to create models and to avoid model to adapt too closely to the training sample (overfitting), respectively. Data for each set was randomly chosen in order to have training samples from any time of the year.
Finally, comparing farms with differently variable time series should use a skill score SS γ k . This is an objective indicator of the improvement a forecasting model has over a reference (ref) model at horizon k, using some metric γ [2] .
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Individual Wind Speed Forecast Techniques

Persistence or Naïve Model
This is a simplistic model where its k-step-ahead forecast is expressed as:
i.e. future predicted values will be the same as the last observed value. Its accuracy is very high at the shortest horizons and cannot be easily outperformed by other, more complex models. For this reason it is almost universally used as a benchmark for short-term forecasting of less than six hours. Using persistence in combination with other models ensures high precision and simplicity at the shortest time leads.
The Artificial Neural Network Approach
Artificial neural networks are amongst the most successful machine learning approaches to short-term wind speed time-series forecasting. Improvement over other machine learning and statistical models has been extensively reported in the literature. Although several network architectures have been proposed in forecasting applications, the feed-forward network is one of the most popular [10] [11] [12] [13] .
In this study, we used a feed-forward multilayer perceptron (MLP) neural network architecture using the Levenberg-Marquardt backpropagation (LM) training algorithm. The selected training algorithm encompasses the Newton and gradient descent methods being one of the fastest algorithms. Mean squared errors (MSE) are minimized, which is appropriate for wind speed forecasting where prediction errors are assumed to have a Gaussian distribution [6] . For a multi-step-ahead prediction several approaches might be followed namely iterative, multi-model, or single-model-multivariate forecasting. Iterative forecasting predicts successive look-ahead times by aggregating previous forecasts to the input series. This solution might lead to decreasing accuracy as lookahead time increases, due to accumulation of errors [12] . Single-model-multivariate forecasting uses output layers with as many neurons as the number of look-ahead times, leading to very complex systems. Finally we chose the multi-model forecasting. This approach builds a set of models for each time step; the individual networks are small, faster to train and less likely to be overfitted. A single-neuron linear output layer at each k th NN outputs a t k|t wind speed estimates. Exploratory analysis of the measured weather variables and a bootstrap aggregation of regression trees helped selecting the set of input features by providing measures of variable importance [19] . A final selection of eleven features includes lagged values of wind speed, wind direction, and temperature averages over the last three days prior to the forecasting date and the hour of the day. Having chosen the number of inputs, we addressed the problem of identifying an appropriate network topology. Two hidden layers with hyperbolic tangent sigmoid transfer functions with 20 neurons each resulted as the best configuration after running a set of trials. Fig. 2 depicts a plot of the global MAPE values obtained with these NNs.
Fig. 2. Performance of individual forecasters
Forecast from a Physical Model Based on NWP
In order to include NWP-based forecasts as an aggregated approach in the final forecast, we decided to combine concurrent sets of EC's forecasts. EC's multi-step-ahead forecasts F(T) are delivered every D=6 hours, generating an overlap between current F(T) and previous F(T-nD) forecasts. These overlaps can be used to extend the time span of the forecasts below 3 hours and to further improve the predictor's performance; particularly if concurrent forecasts can be properly combined.
When concurrent forecasts are comparable, the combination can be reduced to simple average of competing forecasts. More complex combinations can also be exploited using more complex mixing functions. We tested several of these methods including simple averaging of concurrent forecasts, linear regression (LR), and NN. Simple averaging assigns equal weights to all, present and past, forecasts and does not eliminate any bias of the original forecasts. Regression and NN based approaches assign weights that act as "forgetting" factors indicating the influence of each previous forecast in the combined forecast. Fig. 2 graphically shows the improvement attained by linear regression and NN-based combinations. This figure also shows average MAPE performance for the other two independent forecasters. Individual models do not resemble competing models' forecasts at all k-step-ahead times. As expected, persistence performs best for look-ahead times below two hours. The relative performance between the NN approach and the combination of concurrent NWPbased forecasts depends on the combination approach employed.
Fusion Forecast Method
Independent forecasters are combined to generate a final forecast. The proposed combination should generate multi-step-ahead, short-term forecasts from five minutes, up to 6:00 hours ahead. The time step between time leads is set to five minutes. As aforesaid, although independent forecasters can be further improved, we decided to assign the task of performance improvement to the combination method. For this reason we selected simple averaging of concurrent NWP-based forecasts over NN or LR approaches as an independent model. This decision makes the overall system simpler. Artificial neural networks have been successfully applied for forecast combination [14] [15] [16] . In this paper we investigated a NN architecture that optimizes the assigned Fig. 3 weights to each forecaster at each time lead. Again, we decided to build a bank of simple neural networks, corresponding with our look-ahead times. Each network was designed as feed-forward with one hidden layer of 10 neurons and a hyperbolic tangent sigmoid transfer function. The output layer had only one neuron and a linear transfer function to produce one-step-ahead forecasts. The LM algorithm was used for training with the MSE distortion measure as the performance function. Fig. 3 illustrates the monthly MAPEs for every prediction horizon and mean MAPEs are available for two reference models, namely persistence (Pers) and the moving average (MA) reference recommended by several authors [9, 10] . Box plots are also displayed for the proposed fusion method. From 10 minutes ahead, the proposed method is increasingly better than persistence. Similar behavior stands when comparing with the MA reference after 1:45 hours. The box plots show increment of error dispersion with increased horizons. The method also shows consistency after three hours ahead as error dispersion does not increase. Table 2 shows some performance metric values at different horizons. It also shows how the proposed method holds significant gains over reference models as look-ahead times increase. Skill scores (SS) calculated using different error criteria show from 35% to more than 50% improvement over persistence, and from 16% to above 30% improvement over the recommended MA reference.
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Concluding Remarks
Wind speed forecasting is today an important research topic for a continued increase of wind power penetration into the global power market. In this paper, we presented an effective fusion-based wind speed prediction method that non-linearly combines the results of three different forecasters. Experimental results show that a Neural Network combination of forecasts improves performance over individual methods used in the combination. Error reductions up to more than 50% with respect to persistence and more than 30 % over the recommended MA reference predictors are obtained with different error measures. Even for horizons where only one independent method prevails over the rest, the fusion approach improves performance.
Although not explicitly shown in the paper, the application of this methodology to the other sites listed in Table 1 gave similar results. We agree with other authors [13] in that better models would be obtained increasing the dataset to more than one year. Adaptation of current models as more data become available is another alternative for improving models.
Results from this paper can be extended in a number of directions. First, improved independent models could be used. This has the advantage of enabling the fusion approach to offer a rather good prediction when the other methods fail. Secondly, the adaptation to other wind farms should also be investigated without explicitly training the combination forecast to each wind farm. Finally, including probabilistic error bounds instead of point forecasting should also be investigated.
