The expected claim frequency and the expected claim severity are used in predictive modelling motor insurance claims. There are two categories of claims were considered, namely, third party property damage and own damage. Datasets from the year 2001 to 2003 are used to develop the predictive model. This paper proposes three different methods, namely, regression analysis, back propagation neural network and adaptive neuro fuzzy inference system to model claim frequency and claim severity as the two important elements in modelling the motor insurance claims.
INTRODUCTION
Predictive modelling in the insurance industry helps actuaries and other insurance analysis employing predictive models to enhance business operations that were previously using human expertise. Historically, actuaries performed their duties using pencil and paper before the advent of computers. Today, more advanced computing tools are available [19] . Predictive modelling has provided a set of instruments to the insurance companies for a variety of intentions from pricing to underwriting and claim handling [3] . Moreover, the influences of predictive modelling are also dependent on the quality of the data used to generate the model. Insurance is a unique type of agreement between the insurer or insurance company and the insured or client in which the insurers permit that upon the occurrence of specific events, whether to make a payment to clients or cover the specific costs. This research focuses to develop a predictive model for motor insurance claim by estimating the two important components, namely, claim frequency and claim severity [9, 2, 18, 25, 27, 30] . Claim frequency is defined as the number of claims per exposure unit, whereas claim severity is defined as the average claim cost per claim [18. ]. The modelling of claim frequency and claim severity needed an information of exposure, number of claims and the amount of the claim (cost). The expected of claim frequency and claim severity can be calculated through a process of identifying grouping risk, which having the same characteristics is also known as risk classification.
Several studies have been carried out in modelling the motor insurance claims using statistical methods. For example, Ismail applied the normal, the exponential and the gamma regressions for fitting claim severity data on Malaysian motor insurance claims, then Ismail used fitted negative binomial and generalized Poisson regressions for handling overdispersion in claim frequency data [18] ; Morata suggested the bivariate Poisson regression to examine tariff ratemaking for two types of claims and rating factors [26] ; and Freez proposed a hierarchical model for three components of claims, the negative binomial regression to estimate claim frequency, the multinomial logit model to predict type of claim, and the generalized beta distribution to estimate claim cost [12, 13] and others [7, 11, 20, 21] . Recently, several artificial intelligence (AI ) approaches have been applied in modelling insurance claims. It is observed that the use of artificial neural network (ANN) and fuzzy logic (FL) especially adaptive neuro fuzzy inference system (ANFIS) has been increased during the last decade in the insurance field, for example the ANN model [2, 8, 11, 17, 22, 24, 33] and the FL model [5, 16, 29, 32] . ANFIS is one of the NeuroFuzzy techniques to solve a complex problem. ANFIS is the basis network architecture and its hybrid-learning rule is proposed by Roger Jang. Therefore, we present the ANFIS model as one of the benchmark model as this model is widely used in various fields such as bankruptcy prediction [34, 35] , stock market [6, 15] , financial [4] and others. Subsequently, a comparison between the forecast value and the actual value is executed by reducing the errors forecast of the predicted value and the actual value. The obtained results are then compared among the techniques. The remainder of this paper is organized as follows: Section 2 discusses the methodology used. Section 3 presents the datasets and model evaluation. Following are the results and discussion in Section 4 and the conclusion is provided in Section 5.
METHODOLGY
This section discusses the methodology used in this study, including the regression, backpopagation neural network (BPNN) and adaptive neuro fuzzy inference system (ANFIS). Figure 1 shows the flowchart in modelling the motor insurance claim for claim frequency and claim severity. In the flowchart the input factor has been chosen and then fed up into the methods. Then, each model process and produced the predicted value either the claim frequency or claim severity. The predicted output is compared with the actual output and if the predicted output doesn't meet the requirement (depends on the models requirement) the output is swapped back and rerun back by adjusting the parameters. Finally, if the predicted value meets the requirement, it will pass through the validation process.
Regression Model
A regression model is a linear model and it is a statistical model which describes the relationship between a dependent variable (y) and independent variables, , 1, 2...,
The mathematical model is given in Equation (2.1). 
BPNN Model
BPNN is one of the algorithms in ANN with a three-layer network structure and has been applied in many areas [1, 22, 36] . The related illustration of BPNN model diagram is given in Figure 2 . The essential steps for designing BPNN model are summarized in Table 1 . In particular, step 1 to step 4 are carried out in data preprocessing, where the raw data is scaled and normalized to an appropriate format to facilitate the predicting process.
Step The BP algorithm involves two phases, the forward phase and the backward phase. In the forward phase, the activations are propagated from the input to the output layer, while in the backward phase, if the output pattern is different from the desired output, the error between actual and predicted values in the output layer is calculated and propagated backwards to modify the weights and bias values. The most popular error function used for the output layer is the mean sum squared error. The network is trained with a pre-defined stopping criterion; either the number of iterations has been reached or when the total sum of square errors is lowers than a pre-determined value. This is the core part of ANN. The BPNN architecture and parameters is shown in Table 2 and Table 3 describes the tested network structures. Data division: training and testing
Step 5
Determine the :
-number of input nodes -number of hidden layers -number of hidden nodes -number of output nodes -activation function Step 6 ANN training by applying BP algorithm :
-set the learning rate and momentum -set the number of training iterations Step 7
Model evaluation [31] . This learning method works similarly to that of neural networks. Figure 3 shows the basic diagram of ANFIS computation. Table 4 shows the results produced from fuzzy decision tree that consist number of input nodes, degree of membership, number of rules and different network structured. As a result, different network structures are constructed and a number of membership functions are tested to obtain the best network model with optimum features and suitable learning parameters. This information is crucial in developing the predictive model. The training is based on 100 epochs and the error goal is set to 0. Hence, the stopping criterion is determined either when the epoch is complete or when the error goal is reached. For the learning algorithm, ANFIS has two learning cycles, namely; backpropagate and hybrid. The backpropagate learning is founded on the gradient descent method, while the hybrid learning is a combination of leastsquares and backpropagation gradient descent method. The backpropagate learning is chosen for the ANFIS development.
ANFIS Model

ANFIS model is one of the neurofuzzy (NF) model. ANFIS model is the integration of fuzzy systems with neural networks. This model is based on Takagi and Sugeno model
DATA SET AND MODEL EVALUATION
This section describes the data set used and the model evaluation carried out in this study.
The Datasets
The datasets used is provided by Insurance Services Malaysia Berhad (ISM), which is based in the year 2001 until 2003, compiled from ten local insurance companies. The datasets used is provided by Insurance Services Malaysia Berhad (ISM), which is based for the year 2001 until 2003, compiled from ten local insurance companies. There are two types of claim data being considered; third party property damage (TPPD), and own damage (OD). In motor insurance, term of rating factors is also known as rating variables. It is also indicated as variables or features or inputs which are used to compute and predict the motor insurance claim such age, gender, vehicles age and others.
The data used in the experiments are first preprocessed by eliminating any missing values. After that, the datasets must be normalized to smooth out the data, resulting in better data generalization. Then the data is partitioned into two parts to obtain the training sets and testing sets. The percentage ratio between the training data and the testing data is 70%: 30% [36] . The inputs of training data and output for claim frequency and claim severity are shown in Table  1 . For claim frequency, each data are used to determine the number of claims made by the insured (clients) and as claim severity the data are used to compute the amount claimed by the insured or amount paid by the insurer to insured. 
RESULTS AND DISCUSSION
This study discusses the two models namely, claim frequency and claim severity and were tested on two category of claims which are TPPD and OD. The development of regression, BPNN and ANFIS model are done through trial-and-error with the aim to obtain the best predictive result for claim frequency and claim severity.
The criterion used to determine the best model is by looking at the lowest error value given by MSE, RMSE, MAE and MAPE [36] . The purpose is to measure the performance of the predictive models that has been developed. However, if the result produced by the four error measurement is inconsistent, then MAPE is chosen [14] . The best MAPE is chosen based on nearest value to zero. Furthermore, the relative performances of the predictive models are based on the MAPE for each model divided by the best model. The mathematical formulas for the error functions are:
where n is the sample size of data,
x is the actual data, y is the predicted data and | | = the absolute value. The relative performances of the predictive models are based on the MAPE for each model divided by the best model. For OD claims, the lowest MAPE were obtained by BPNN with 0.2191 and 0.6515 for claim frequency and claim severity. The same result happened when using TPPD claim, with 0.2169 and 0.3261. Tables 6 and 7 have clearly shown that BPNN model gives a promising result compared to regression and ANFIS models in claim frequency and claim severity for all claim types (highlighted with bold italic). The lowest result achieced by the BPNN based on the nearest value to zero. The results from this study also depict that the predicting performance produced by the BPNN model outperformed the regression and ANFIS models. The experimental result reveals that the number of input nodes and hidden nodes, as well as the parameters chosen influenced the predictive accuracy.
CONCLUSION
In this paper, we applied regression analysis, BPNN and ANFIS method as a learning tool for motor insurance claims in predictive modelling. It is concluded that the BPNN model is successful in modeling the Malaysian motor insurance claims by using several of network structures. Several factors that significantly influenced the performance of the BPNN have also been discussed, namely the network structure (number of input nodes and number of hidden nodes), data preprocessing, the parameters and the error measurement. The main advantage of using BPNN is that the model is capable of dealing with non-linear data. Outcomes of the evaluation, analysis show that regression model is unable to give feasible performances. This is due to the weaknesses in the Validate with independent data model itself resulted in by its incapableness in handling non-linear data. It is also demonstrated that the ANFIS model results are not encouraging compared to BPNN model. The predicted results can also be applied to classify risks and to compute insurance premium, and the proposed method can also be used for other claim types of insurance. For future working areas, it is suggested that the technique suggested in this study is hybridized with other techniques to improve the prediction performance. 
