We consider the estimation of poroelastic material parameters based on ultrasound measurements. The acoustical characterisation of poroelastic materials based on various measurements is typically carried out by minimizing a cost functional of model residuals, such as the least squares functional. With a limited number of unknown parameters, least squares type approaches can provide both reliable parameter and error estimates. With an increasing number of parameters, both the least squares parameter estimates, and in particular, the error estimates often become unreliable. In this paper, we consider the estimation of the material parameters of an inhomogeneous poroelastic (Biot) plate in the Bayesian framework for inverse problems. We carry out reflection and transmission measurements and estimate 11 poroelastic parameters as well as 4 measurement setup-related nuisance parameters. We employ a Markov chain Monte Carlo algorithm for the computational inference to assess the actual uncertainty of the estimated parameters. The results suggest that the proposed approach for poroelastic material characterisation can reveal the heterogeneities in the object and yield reliable parameter and uncertainty estimates.
Introduction
Methods for characterising poroelastic media are needed in a wide range of applications, such as studying living bone tissue [1] , characterising seabed [2] , geophysical exploration [3] , design of materials for noise treatment [4, 5] , and industrial filtration [6] . The inverse problem of estimating the physical parameters of such media from acoustic measurements has received a lot of interest [7, 8, 9, 10, 11, 12, 13] , in part because the acoustic measurements are nondestructive, and the measurement set up is simple compared to many direct measurements of the material properties. A concern that remains in using inverse methods for the characterisation is that currently the reproducibility seems to be poor even when estimating only the properties of rigid frame porous media, as shown in a recent study [14] , or only the elastic properties, see [15] . Furthermore, usually a larger number of unknowns leads to larger uncertainty in the estimates.
Early approaches to the inverse problem were deterministic, i.e. concentrated on finding the best fit parameters by minimising a cost function, or by finding the analytical inverse mapping (if it exists) that connects data to parameters. A problem with the deterministic approaches is that they do not provide a straightforward way to account for errors in the measurement setup, or to quantify uncertainty in the results. Note that all characterisation methods in the two reproducibility studies [14, 15] are deterministic. It has also been proposed [11] to treat the inverse problem in the statistical (Bayesian) framework, where instead of trying to find a single value for the parameters, we are looking for their posterior probability distribution (ppd) [16] . The ppd is constructed based on the measured data by assessing the uncertainty in the measurements, and by incorporating possible prior knowledge on the parameters. We can then calculate the most likely parameter values, as well as their credible interval estimates. Despite the interest in characterising poroelastic materials, only a few studies that consider Bayesian inversion exist so far. Bayesian inversion has been, however, widely used in characterisation of media that can be modelled as an equivalent fluid, such as rigid frame porous materials [17, 18] , and seabed [19, 20, 21] .
Bayesian inversion was used by Chazot et al. [11] to study the characterisation of highly porous foam and fibre materials using measurements done in an impedance tube. To see the elasticity effects in the impedance tube, the materials need to be relatively soft, which means that the method is suitable for mostly foams and fibrous materials. Bonomo et al. [22] used the Bayesian approach to compare three poroelastic models for sandy sediments and infer their parameters, using either compressional or shear wave speed data acquired from water saturated fine-grained silica sand. It was found that while the models could be used to explain most of the measurements, the parameters related to the elastic behaviour of the solid were mostly unidentifiable from the data. It was concluded that the Biot model is not directly suitable for modelling sandy materials since the unconsolidated granular medium does not form an effective solid frame. Niskanen et al. [23] considered Bayesian inversion numerically in the case of poroelastic materials that have a solid porous frame such as limestone, trabecular bone, or porous ceramic. Simulation data for the inversion were acoustic reflection and transmission coefficients measured at low ultrasound frequencies. The study also considered errors related to the measurement setup, and showed that reliable parameter estimates can be found to all parameters in the Biot model, even in the presence of relatively high levels of noise.
In this paper, we apply the inversion method in [23] to characterise a porous ceramic plate using real measurements made in a water tank. Using focused ultrasound transducers, we measure the acoustic reflection and transmission coefficients of the plate at more than 200 locations. These measurements are linked to the physical parameters using the Biot-Johnson model [24] , and a Global Matrix Method solution, which assumes plane wave propagation. Then, we construct the ppd and use a Markov chain Monte Carlo sampling algorithm to compute the parameter estimates and their uncertainties. We find that the plane wave model can represent the actual measurements accurately, and like in the numerical case [23] , data carries information on the variables in the sense that posterior variance is reduced. We also find that the proposed method can find the inhomogeneities in the specimen, for each parameter separately.
The rest of the paper is organised as follows. First we describe the measurement set-up in section 2. Next we discuss the modelling of the poroelastic wave propagation in section 3. Then, in section 4 we formulate the inverse problem and consider some uncertainties in the measurements. Results are presented and discussed in section 5, followed by a conclusion in section 6.
Experiment and data processing
We are interested in testing the inversion method on a porous material that is stiff, so that waves propagating in air cannot move its frame, and the material needs to be submerged in water to excite the solid phase. Porous ceramics usually fit such description and we therefore choose the porous ceramic QF-20, which is made of glass bonded silica and manufactured by Filtros Ltd. An approximately rectangular, parallel-faced, plate cut of the material is submerged in a water tank, and proper precaution is taken to ensure the pores are saturated with water.
Data needed for the inversion are the plate's acoustic reflection and transmission coefficients, which in the frequency domain we denote by R and T , respectively. The basic idea of the measurement is that a known wave pulse is sent towards the object, and the waves reflected back and transmitted through the material are recorded. These can be measured with ultrasound transducers in two measurement configurations, one for reflection and another for transmission. By comparing the incident and recorded waves we can estimate the desired acoustic responses. A schematic of the set up is shown in Fig. 1 .
To keep the forward model simple we assume plane wave propagation and homogeneity of the material, as discussed in section 3. Therefore, the obvious choice for the experiments is to measure the plane wave reflection and transmission coefficients. To realise conditions resembling plane waves, we could use very large transducers [25] or synthetic plane wave techniques [26] . However, these methods average the measurements over a large area, and small scale resolution of the object would be lost. In addition, if the object is inhomogeneous in the macroscopic sense, the forward model would be incompatible with measurements averaged over regions with differing physical properties. It would therefore be advantageous to measure as small a portion of the plate at a time as possible, and be able to locally approximate the plane wave condition. Being able to take multiple measurements from different places of the same object allows us not only to assess the homogeneity of the material, but also the validity of the inversion method. In this work, we use focused transducers for the reason that they have a small footprint on the plate, and that the waveform they send spreads less than the waveform from a flat transducer, approximating plane wave conditions better. 
The measurement system
We first consider the frequency range of the measurements. In order to see the effects of the Biot waves (i.e. waves propagating both in the frame and fluid), the frequency needs to be below the regime where scattering effects dominate. For the material under consideration in this work, we approximate the scattering regime to start from 400 kHz onwards.
The low frequency limit is in practice defined by the frequency response of the transducer, since the Biot model is valid down to audible frequencies. To produce low-frequency ultrasound we use a point-focused piezoelectric transducer (model Panametrics V389) as both the transmitter and the receiver. This broadband transducer has a diameter of 38 mm, focal length of 96 mm, and the central frequency at 500 kHz, which in water corresponds to the transducer diameter per wavelength (D/λ) of 12. A practical lower frequency limit for the transducer is 200 kHz, where it is still directive (D/λ ≈ 5) and the pulse-echo signal is attenuated by 14 dB compared to the peak. The -6 dB beam diameter of a pulse-echo signal at the transducer's focal point is 10 mm at 400 kHz [27] .
The transducers are rigidly connected to a computer-controlled XY Z-positioning system. The largest face of the measured object is aligned along the yz-plane, and the transducers are angled at normal incidence to the same plane (see Fig. 1 ). To maximise the signal strength we put each transducer at a distance of 105 mm from the nearest face of the measured object, where the object is in the transducer's focal zone.
As the signal source we use a Sofranel 5072PR pulser/receiver, which can act both in a through-transmission and a pulse-echo mode. The source works by sending a -360 V spike excitation to the emitting transducer. The signal from the receiving transducer is then sent through the pulser/receiver, without any analogue filtering, to a Picoscope 5244B 16 bit AD-converter. The received signals are digitally averaged over 40 pulses, to reduce the effect of random electrical noise.
The computer positioning system is used to move the transducers and repeat the measurement procedure over a 90×240 mm grid, with 10 mm spacing. This results in 216 measurement locations, represented by the black dots in Fig. 1 . The spacing between the measurement points is chosen small to achieve a high spatial resolution of the object, but not smaller than the -6 dB beam width to avoid making redundant measurements.
Spectral ratio technique
Let us model a measurement in the reflection configuration, Fig. 1 a) , as
where x R (t) is the incident wave sent by a transducer towards the plate, y R (t) is a measurement of the wave that is reflected back (including multiple reflections from within the plate), h R (t) is the plate's impulse response, the operator * denotes convolution, n(t) is random measurement noise, and t denotes time. In the reflection configuration we use only one transducer that operates in a pulse/echo mode, so that it both sends and receives the acoustic waves.
The impulse response h R (t) is related to the reflection coefficient of the plate by the Fourier transform R(ω) = ∞ −∞ h R (t)e −iωt dt, where ω = 2πf and f denotes frequency. In the presence of noise, deconvolution to find R(ω) can be done for example using the Wiener filter [28] : where Y R (ω) and X R (ω) are the Fourier transforms of y R (t) and x R (t), respectively, * denotes the complex conjugate, and q is the variance of the noise, sometimes also called the noise desensitising factor, that regularises the filter in frequencies where the signal-to-noise ratio is low.
In order to calculate the reflection coefficient (2) accurately, we need to also measure the incident wave transmitted by the source, since the transducer response greatly affects the signal. If both y R (t) and x R (t) are measured using exactly the same system, the response of the measurement system mostly cancels out. The incident signal x R (t) can be measured by pointing the transducer upwards to the air-water interface, which in theory gives a total reflection due to the high specific impedance difference between water and air. The 180 degree phase difference from the water-air reflection needs to be accounted for before further analysis. An example of the magnitude of the measured Y R (ω), X R (ω), and R(ω), calculated using (2), is shown in Fig. 2 .
In transmission measurements, Fig. 1 b) , we use two transducers operating in through-transmission mode, and a reference signal x T (t) is recorded in the same configuration but with the plate removed. Otherwise the measurement is modelled in the same way as in the reflection case, and the transmission coefficient is obtained as
where k f = ω/c f is the wavenumber in water, c f speed of sound in water, and L is the thickness of the plate. The exponential term accounts for the phase difference introduced when the object is removed from the signal path. Since the term includes the plate's thickness, which we model as one of the unknown parameters and hence do not know prior to the inversion, what we actually measure and use in the inversion is T (ω) :=T (ω)e ik f L .
The forward problem
In this section, let us briefly discuss the forward problem, i.e. how we describe wave motion in poroelastic medium and how the theoretical scattering coefficients are obtained from a set of model parameters. A more comprehensive treatment of the related equations and solution methods is outside the scope of the current work, and can be found for example in [29, 23] .
As is usually done, we model poroelastic media after the Biot theory [30, 31, 32] , where the material is seen to consist of two interlinked phases, a porous solid frame and a fluid saturating the pores. Our numerical model consists of three homogeneous and isotropic layers, where a poroelastic layer is sandwiched between two water layers extending to infinity. Waves are assumed to be propagating normally to the interfaces, making the problem effectively one-dimensional. When the physical properties of the fluid and poroelastic media are known, the theoretical plane wave transmission and reflection coefficients of the system can be computed by solving the Biot equations. This can be done, for example, by using the Global Matrix Method [33, 34] . The basic Biot model requires several input parameters: open porosity φ, static viscous permeability k 0 , geometric tortuosity α ∞ , bulk modulus of the solid frame K b , bulk modulus of the solid from which the frame is made of K s , shear modulus of the frame N , density of the solid ρ s , bulk modulus of the fluid K f , density of the fluid ρ f , and dynamic viscosity of the fluid η. We assume that the properties of the saturating fluid are known, and set K f = 2.19 GPa, ρ f = 1000 kg·m −3 , and η = 1.14 · 10 −3 Pa·s. Several models are available to represent attenuation of waves propagating in a poroelastic medium. The two main types of attenuation are related to viscous losses due to movement of the fluid and to viscous losses in the solid frame. Attenuation in the fluid can be accounted for by the dynamic tortuosity model of Johnson et al. [24] , which introduces another parameter, viscous characteristic length Λ. A common way to represent losses in the solid is to give the elastic constants K b , K s , and N a small imaginary part, as was done in [23] . However, an attenuating model with constant real and imaginary parts can be shown to be weakly non-causal [35] , and in reality the real and imaginary parts of the elastic moduli should be frequency dependent.
In this work, we adopt the Kjartansson model [36] , which satisfies the causality requirement while only having two independent parameters. Dissipation in the solid can be quantified by the quality factor Q(ω), which is defined as Q(ω) = M R (ω)/M I (ω), the ratio of the real part to the imaginary part of a general elastic modulus M = M R + iM I [37] . In the Kjartansson model, the quality factor (and hence also attenuation) is constant over the frequencies, and elastic moduli are represented as
where ω 0 is an arbitrary reference frequency, M 0 is the value of the elastic modulus at ω 0 , and Q −1 is the specific attenuation. Highly attenuating materials have a small Q, and vice versa. In our model, each elastic modulus is now represented by a reference value and a quality factor, i.e. we have K b,0 and Q K b , K s,0 and Q Ks , as well as N 0 and Q N .
The inverse problem
The Bayesian approach for the present inverse problem was numerically studied in [23] . In the following, we present an overview of the inversion method, and for the implementation details see [23] . For general references on Bayesian inversion, see [16, 38, 39] .
The solution of an inverse problem in the Bayesian framework is the ppd, the probability density of the unknown parameters conditioned on the measured data. The ppd is proportional to the product of a likelihood and a prior probability density, as
where y denotes the measurement data, and θ the unknowns. The likelihood π(y|θ) includes the forward model that maps the parameters to the measurements, and information about the measurement noise and modelling uncertainty. The prior probability density π(θ) is straightforward to construct based on physical constraints and information obtained from other sources such as previous experiments.
Once the posterior has been derived, we can compute parameter estimates such as the maximum a posteriori (MAP) or the conditional mean (CM) estimate
We can also compute parameter uncertainty estimates, such as credibility intervals. A 95 % credible interval
where π(θ k |y) = R n θ −1 π(θ 1 , . . . , θ n θ |y)dθ 1 · · · θ k−1 θ k+1 · · · θ n θ is the marginal density of the k-th component of θ, and n θ is the number of unknowns in the model. In the Bayesian framework, credible intervals can be directly interpreted as statements on the probabilities of the parameter values.
Likelihood
The data vector y ∈ C 2nω , where n ω is the number of frequencies, consists of the measured reflection and transmission coefficients
where R = [R(ω 1 ), . . . , R(ω nω )] and T = [T (ω 1 ), . . . , T (ω nω )]. We assume that the data includes complex valued additive measurement noise e, which is circularly symmetric, i.e. its mean is zero and the real and imaginary parts are independent and have equal variance. Then, with the usual assumption of mutual independence between e and θ, we can write the likelihood as
where f (θ) : R n θ → C 2nω is the forward model solved at frequencies ω 1 , . . . , ω nω , n θ is the number of unknown parameters, Γ e is the covariance matrix of the measurement noise, and L e is a matrix square root of the inverse of the noise covariance, i.e. L e . Since our data is complex valued and circularly symmetric we have C = 1, and Eq. (10) corresponds to the complex normal distribution [40] . In the case of real valued data, we would have C = 1/2. We assume that the noise level of the measurements is unknown, but that it stays constant over the whole frequency range. Further, because the experiments for R and for T are done separately, they are not expected to be correlated with each other and may have differing noise levels. We can therefore write
where σ 2 e R and σ 2 e T denote the noise variance in the reflection and transmission measurements, respectively, and I is the n ω × n ω identity matrix.
Errors related to the measurement
The Bayesian approach makes it possible to take errors related to the measurement set-up into account. These include, for example, errors in the positioning of the sample and/or transducers. Kaczmarek et al. [41] studied the errors of sample positioning in ultrasonic reflectometry, and found that errors in the position of the sample influence mainly the phase of R, while errors in the sample inclination mainly affect the magnitude of R.
In our case, to measure the phase of R exactly, we would need to make sure that the distance from the sound source to the ceramic plate is precisely the same as the distance from the source to the air-water interface which is used to record the reference signal. However, there is always some uncertainty in measuring distances in an experimental setup. Moreover, in a scanning system the distance to the object can change if the object is not perfectly straight or aligned along the scanning axis, or if the positioning system itself flexes slightly while moving. We therefore take this possible discrepancy into account by multiplying the R given by the forward model with a distance correction term exp(−ik f R ), where R is the distance mismatch. Multiplying by this distance term we can match the phase of the reflection coefficient to the measured one, and thus remove the dependence on the exact sample position. As we will see in section 5, this parameter is identified independently of the other parameters and improves the accuracy of the model.
To account for an incorrect sample inclination (i.e. when the sample is not normal to the incoming ultrasound field), we would need to model the actual finite-sized transducers and the ultrasonic field they produce, instead of the current plane wave approximation. Doing so would substantially increase the computational cost of the model, and render the current approach to the inverse problem infeasible. One possibility to take the effects of any inclination error into account is to use the approximation error approach [42, 43] , but this was not pursued in the current paper.
Other parameters related to the measurements are the noise levels σ e R and σ e T . The noise level of a measurement is related to how accurately the unknown parameters can be estimated, and is therefore essential information. We estimate the noise levels simultaneously with the other parameters. Let us denote all the measurement uncertainty parameters by ξ = [L, R , σ e R , σ e T ].
Prior density
Since the properties of the fluid (K f , ρ f , η) are assumed to be known, we have 11 unknown material parameters in the model. Let us represent these by
To denote all the unknown parameters, we defineθ = [θ, ξ]. We will use a prior that is a truncated normal distribution, i.e.θ ∼ N (θ * , Γθ) × B(θ), whereθ * denotes the mean, Γθ the covariance, and B(θ) is an indicator function: The indicator function returns a probability one if all parameters are within the predefined bounds, and otherwise a probability of zero. The bounds are based on considering what values are physically possible, and are found in Table 1 . The prior mean is chosen based on available information from the manufacturer [44] , other studies [45] , and our experience with similar materials. For example, the manufacturer reports typical data on the porosity, pore size, and permeability of QF-20. However, the prior knowledge is still limited, and we adjust the prior variance so that all expected parameter values have some probability. We do not assume correlations between the parameters a priori, so the matrix Γθ is diagonal. The prior mean and variance are also given in Table 1 . Permeability is expressed on a logarithmic scale since it can take values that span multiple orders of magnitude [46] .
In addition to minimum and maximum values, the indicator function can also be used to impose other prior constraints. For example, from the physical point of view, we know that the frame of a porous material is either rigid (it does not move under pressure), limp (it does not resist movement at all), or something in between. This condition can be expressed as 0 ≤ K b,0 ≤ K s,0 (1 − φ) [47] , which restricts the possible values of K b,0 and K s,0 . Other physical constraints we impose are that the Poisson's ratio of the porous frame is non-negative, which can be expressed as K b,0 ≥ 2/3N 0 , and that attenuation in the frame is greater than attenuation in pure solid, Q
Ks .
Sampling the posterior using MCMC
Considering the form of the likelihood (10) and the prior, the posterior (5) can now be written out. For numerical reasons, it is preferable to work with the logarithm of the posterior, which reads
where we have denoted LθL
. In this work, we use the CM, Eq. (7), as the parameter point estimate, and the 95 % credible interval, Eq. (8), as the uncertainty estimate. Computing these estimates requires the solving of high-dimensional integrals, which are in practice often approximated with Markov chain Monte Carlo (MCMC) [48] methods. MCMC methods generate an ensemble of samples that are distributed according to the ppd, and given these samples it is easy to compute point and interval estimates for the parameters. For a general reference on MCMC methods, see e.g. Ref. [49] .
MCMC methods are computationally heavy, and the efficiency of the sampler plays a big part on whether sampling methods are viable in a given problem. Here we use the sampler developed in [23] , which is based on an adaptive random walk Metropolis algorithm [50, 51] , with parallel tempering [52, 53] . We use 10 temperatures, two of which are set to one and the rest are adapted during the MCMC run to optimise efficiency. The first 15,000 samples are removed as burn-in, and the sampler is run until an objective convergence criterion is fulfilled. Our stopping criterion is based on computing the Monte Carlo Standard Error [54] for each parameter and ensuring that it is small enough compared to the posterior variance of the parameter. On average, the stopping criterion was reached in 35,000 samples after burn-in, and the multivariate effective sample size [55] was 850.
Characterisation results
Let us now present and discuss the results of the inversion. Due to the large number of measurement locations, we first focus on a few selected ones and then summarise all results by plotting the CM and uncertainty estimates of each parameter as two dimensional maps.
Individual locations
The measured reflection and transmission coefficients vary significantly depending on where on the ceramic plate the measurement is taken. This already shows that the plate is likely not homogeneous in the macroscopic sense, and that, if accurate knowledge on the parameters is needed, one should avoid averaging measurements over several locations. Fig. 3 demonstrates the variability in the measurements by showing the magnitude and phase of the measured R and T coefficients from three locations around the object. In addition, the figure shows the model prediction corresponding to the CM estimate, and indicates the range of the model predictions with shading that corresponds to one, two, and three standard deviations. Variance of the model predictions is mainly induced by the noise, which by our assumption is normally distributed. Therefore standard deviations describe the distribution of the model predictions well.
As Fig. 3 shows, the frequency regions of almost zero reflection or transmission are different in all three locations, and the goodness of the model fit differs from location to location. In locations 1 and 3, the model underestimates the transmission coefficient amplitude at low frequencies, whereas in location 2 the model fit to the transmission coefficient is excellent over the whole frequency range. The goodness of the model fit can be evaluated from the width of the model prediction standard deviations. What should be noted, however, is how well the Biot model fits to the measurements, despite the variability in the measurement data and simplifications (such as the plane wave assumption) in the forward model.
Let us now consider to what degree does the variability in the measurements show as variability of the parameter estimates. Although porous materials are inherently heterogeneous, it is expected that measurements of the same material should lead to similar parameter estimates. The computed CM and 95 % CI estimates for locations 1-3 are shown in Table 2 . The table also shows data from the manufacturer [44] , and some results of other characterisation processes and some textbook values reported by Johnson et al. [45] , shown here only as an illustration of the order of magnitude some parameters may take. These are not expected to coincide exactly to the currently estimated parameters, due to heterogeneities in the material, different frequency ranges, and uncertainties associated with the direct characterisation methods. In addition, Johnson et al. do not consider attenuation in the solid. We can see from Table 2 that the estimated parameter values do vary with location, but in most cases the variability is within the 95 % uncertainty bounds. Sampling the ppd using MCMC gives us access to the marginal and joint marginal posterior densities, which are helpful in assessing the identifiability of each model parameter. Identifiability, however, is not a straightforward concept to define, and depends on both the model and data. One way to think of identifiability is in terms of posterior variance, and how much does incorporating the data reduce the posterior variance compared to the prior variance. A visual representation of posterior and prior variances is found in Fig. 4 , where the marginal posterior distributions of measurement location 1 are drawn over the marginal prior distributions. According to the criteria of posterior variance reduction, the parameters α ∞ , φ, K b,0 , Q K b , K s,0 , N 0 , and ρ s are the best identified, while the posterior of the rest of the model parameters is more similar to the prior. However, no parameters have a marginal posterior exactly like the prior, which shows that the data carries some information on all parameters.
Inspecting the joint densities can reveal other type of identifiability issues, namely strong correlations between parameters. Fig. 5 shows an example of the joint marginal posterior distributions of the model parameters. Again, the results are from measurement location 1, but the findings are representative of the whole measurement set. In [23] , it was found that measurements at normal incidence do not provide enough information on the shear waves to reliably identify the frame bulk modulus K b,0 and the shear modulus N 0 at the same time. Instead, the two parameters exhibited strong positive correlation, and only a linear combination of them was "identifiable". We see from Fig. 5 , that this correlation is not as pronounced with our measured data, and there is even a sharp cut in the joint posterior of K b,0 and N 0 . This cut is the result of adding to the prior the requirement that the Poisson's ratio has to be positive, and the line can be seen to occur at K b,0 = 2/3N 0 . The strongest correlations are between ρ s and N 0 , as well as between ρ s and K b,0 . Also the solid bulk modulus K s,0 exhibits correlation with several parameters.
Spatial variability of the parameter estimates
Let us now examine the results from all the measured locations together. To reveal possible spatial structures or variations in the measured plate, we plot the inversion results as a two dimensional map. The first and third columns of Fig. 6 show the CM model parameter estimates, and the second and fourth columns show the uncertainty related to each CM estimate as the width of the 95 % CI. Each subplot consists of a 9 × 24 grid of pixels, and the value of each pixel corresponds either to the CM or CI computed based on the measurement made in that location. The figure also shows the locations of the three measurement points that were selected for further analysis. Fig. 6 shows that the parameter estimates vary smoothly from point to point. Because the inversion is carried out individually at each point, with no connection to the neighbouring measurements, we can conclude that the smoothness is found in the measurement data. Furthermore, if the spatial changes of all parameter estimates were similar in smoothness to the one of α ∞ , for example, we could argue that perhaps the effective measurement area of one transducer is much larger than the -6 dB diameter of 10 mm, and the smoothness is the result of low measurement resolution. The scale of changes in α ∞ would point to a effective measurement diameter of about 10 cm. However, parameters such as φ and ρ s vary smoothly as well, but in a much smaller scale. This points toward a conclusion that we do have a resolution of 10-20 mm, in line with the geometrical analysis in section 2, and that the large smooth areas of some parameters are a property of the object. In conclusion, results in Fig. 6 show that the measured object is inhomogeneous, and that there is a gradual change in the porous frame going from left to right. When bulk and shear moduli decrease, porosity increases, which is consistent with the effective medium theory of porous ceramics [56] .
Another notable feature of Fig. 6 is a small spot in the middle-right side of the plate, where Λ and α ∞ are clearly smaller than in the other locations, whereas K s,0 is much larger than the average. In addition, the estimated parameter uncertainty at that location is several times higher than elsewhere for many parameters. This result points to an anomaly in the plate, and it is interesting that it can be seen in basically every parameter. We selected this anomaly as an example location 2, and the model fit and parameter estimates at this point were considered earlier. 
Uncertainty parameters
An integral part in carrying out the parameter estimation in the Bayesian framework is the ability to also account for the so called nuisance parameters, parameters that we are not interested in but nevertheless affect the result of the inversion. Fig. 7 shows the CM and CI estimates of the measurement uncertainty parameters ξ considered in this paper. We can immediately notice that the measured plate does not have perfectly parallel faces, but its thickness varies up to almost a millimetre along the plate, corresponding to 4 % variations. The associated uncertainty interval is 0.1 mm on average, which shows that the data provides accurate information on the thickness. We can also rule out changes in thickness as the reason for the smooth change in some parameter estimates, since the way the thickness estimates change is different to the change in the Biot parameters. The varying thickness is another reason why we could not use synthetic plane wave techniques in the measurements. It also shows that using a constant value of thickness in the measurements would add modelling error.
The estimates of R are also very accurate, since the maximum 95 % CI for the estimates is less than 0.06 mm. However, the distance from the reflection transducer to the plate changes by over a millimetre, and without accounting for this distance mismatch the model fit would not be nearly as good. Interestingly, we can even see the scanning pattern the measurement device has taken, and that when scanning from left to right the transducer has been slightly closer to the plate than when scanning in the opposite direction.
The estimated noise level includes not only the random white noise component, but also any model errors. This is why we see differences in the estimated noise level at different locations of the plate. For example, in location 2 the estimated transmission noise level is lower than at any other point, which is confirmed by the good model fit seen Fig. 3 . Apart from the small area around location 2, the noise levels do not change much. This shows that the Biot model fits well to measurements from all over the object.
Conclusion
In this paper, we estimated the physical parameters of a poroelastic (Biot) object using only ultrasonic reflection and transmission measurements made in a water tank. We measured over 200 different points on the object to assess how the parameters change spatially. The inverse problem was solved in the Bayesian framework, which allowed us to account for measurement and model errors, and to quantify the uncertainty related to the parameter estimates. The parameter inference was carried out using a Markov chain Monte Carlo algorithm. We found that the computational model described the measurements well, and that the measured data carried information on every parameter in the Biot model. With the proposed method, we were able to identify spatial changes in the parameters along the object, and provide uncertainty estimates for all parameters.
