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Abstract
Attached primes and secondary representations were introduced in 1973 by Macdonald [I.G. Macdonald, Secondary represen-
tation of modules over a commutative ring, Sympos. Math. 11 (1973) 23–43] to develop a dual theory to the associated primes and
primary decomposition in commutative algebra. This article generalizes Macdonald’s theory to the noncommutative setting.
c© 2007 Elsevier B.V. All rights reserved.
MSC: 16D10; 16L30
1. Introduction
Associated prime ideals have long played an important role in commutative algebra and, in particular, in the well-
known theory of primary decomposition. In 1973, Macdonald introduced a dual theory to this, called secondary
representation, in his pioneering article [8]. The prime ideals at the heart of this theory are known as attached
primes. Macdonald’s work, briefly reviewed in Section 2, applies only to the so-called representable modules over
commutative rings. We will develop a theory of attached primes for general (right) modules over rings with unity.
Appealing to the existing theory of associated primes over an arbitrary ring R with unity [6], we define the attached
primes of a right R-module in Section 2. We also prove some basic properties of attached primes, and throughout
this development, we will be stressing the duality of our results with those known for the associated primes. The
theory of attached primes becomes much more tractable for modules over right perfect rings, or more generally,
for Bass modules (see [1], Section 18). Therefore, we shall devote Section 3 to a discussion of results on attached
primes for Bass modules. Section 4 provides an extension of Macdonald’s theory of secondary representation to the
noncommutative setting. We mimic the approach of Gordon in [3], in which a theory of primary decomposition is
obtained for modules over right noetherian rings.
2. Basic theory
Unless otherwise stated, R denotes an arbitrary ring with unity. The motivation for the definitions below comes
from the treatment given in [6] for associated primes.
E-mail address: sannin@fullerton.edu.
0022-4049/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2007.05.024
S. Annin / Journal of Pure and Applied Algebra 212 (2008) 510–521 511
Definition 2.1. We say that an R-module NR is coprime if N 6= 0 and ann(NR) = ann(QR) for every nonzero
quotient module QR of NR .
Lemma 2.2. If NR is coprime, then p := ann(NR) is a prime ideal of R.
Proof. Since N 6= 0, p 6= R. Now assume I, J ⊆ R are ideals with I J ⊆ p. Set QR := N/N I . If Q = 0, then N =
N I , so N J = N I J ⊆ Np = 0, and thus J ⊆ ann(NR) = p. If Q 6= 0, then I ⊆ ann(QR) = ann(NR) = p. 
Definition 2.3. Let MR be an R-module. An ideal p of R is called an attached prime of MR if there exists a coprime
quotient QR of MR such that p = ann(QR). The set of attached primes of MR will be denoted by Att(MR).
The theory of associated primes is obtained by turning quotient modules into submodules in the definitions above.
The set of associated primes of a module MR is denoted by Ass(MR).
Let us compare Definition 2.3 with the definition provided by Macdonald [8] for a representable module over a
commutative ring. Assume temporarily that R is commutative. An R-module MR is called secondary if M 6= 0 and if,
for each r ∈ R, the endomorphism m 7→ mr is either surjective or nilpotent. For such a module, those ring elements
for which the corresponding endomorphism is nilpotent form a prime ideal, denoted R(M), and the module is called
R(M)-secondary. A representable module MR is defined as any (non-empty) finite sum of secondary modules. The
prime ideals corresponding to the secondary components are uniquely determined and called the attached primes of
MR . We write Att∗(MR) for the attached primes of MR in the sense of this classical theory.
Proposition 2.4. Assume R is a commutative noetherian ring and MR is a representable module. Then Att(MR)
= Att∗(MR).
Proof. The containment⊆ follows easily from Lemma 2.2 and ([8], 2.2). Conversely, if p ∈ Att∗(MR), then ([8], 2.2)
supplies a p-secondary quotient QR of MR . Suppose that Q = Qp. Since MR is representable, so is QR . Thus,
([8], 2.2) implies that ∅ 6= Ass((R/ann(QR))R) ⊆ Att(QR) = {p}, where the noetherian assumption is needed to
draw the initial inequality. Hence, Ass(R/ann(QR))R = {p}. By definition of an associated prime, there exists a prime
submodule 0 6= (I/ann(QR))R ⊆ (R/ann(QR))R with p = ann(I/ann(QR))R . Hence, pI ⊆ ann(QR) and since
Q = Qp, QI = QpI ⊆ Q · ann(QR) = 0. We deduce that I = ann(QR), a contradiction. Therefore, Q 6= Qp, and
we may work with the nonzero module Q′R := Q/Qp, which is also a quotient of MR . It is routine now to show that
Q′R is coprime with annihilator p. 
We now return to our standing assumption that R is an arbitrary ring with unity.
Proposition 2.5. If NR ⊆ MR , Att(M/N )R ⊆ Att(MR) ⊆ Att(NR) ∪ Att(M/N )R .
Proof. We may assume NR 6= MR . The first containment follows directly from the definition of an attached prime.
For the second containment, let p ∈ Att(MR) and let (M/T )R be a coprime quotient of MR with p = ann(M/T )R .
If M = N + T , then M/T is a coprime quotient of NR with annihilator p, so p ∈ Att(NR). On the other hand, if
M 6= N + T , then M/(N + T ) must be coprime with annihilator p. But M/(N + T ) is also a quotient of (M/N )R ,
so p ∈ Att(M/N )R . 
Example 2.6. The inclusions in Proposition 2.5 may be simultaneously proper. To see this, note that Q is a
0-secondary Z-module, hence so is Q/Z. If we let p be a prime integer, then the “Pru¨fer p-group” Zp∞ ∼= E(Z/pZ)
(E denotes the injective hull) is 0-secondary, as it is a quotient of Q/Z. Taking N := Z/pZ ⊕ Z/qZ (for p 6= q
primes) and M := E(Z/pZ)⊕ Z/qZ, we have
Att(M/N ) = Att
(
E(Z/pZ)
Z/pZ
)
= {(0)}, Att(M) = {qZ, (0)}
Att(N ) ∪ Att(M/N ) = {pZ, qZ} ∪ {(0)} = {pZ, qZ, (0)}. 
Corollary 2.7. If M1, M2, . . .Mn are (right) R-modules, then
Att
(
n⊕
i=1
Mi
)
=
n⋃
i=1
Att(Mi ).
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Proof. Immediate from Proposition 2.5 and induction. 
Corollary 2.7 cannot be extended to include infinite direct sums or products.
Example 2.8. We show that, in general, Att(
∏
i∈I Mi ) 6=
⋃
i∈I Att(Mi ) for an infinite index set I . Let R := Z,
and let MR := ∏p Z/pZ, where p = 2, 3, 5, . . . . Consider the submodule NR := ⊕p Z/pZ. We claim that
annR(M/N ) = 0. To see this, observe that if α 6= 0 in R, then (1, 1, 1, . . .)α = (α, α, α, . . .) contains infinitely
many nonzero entries, so (1, 1, 1, . . .)α 6∈ N , hence α 6∈ annR(M/N ).
Next, we claim further that (M/N )R is in fact coprime. For this fact, assume that NR ⊆ TR ( MR and Mα ⊆ T
for some α ∈ R. We need only show that α = 0. To the contrary, suppose α 6= 0, and write a prime factorization
α = pa11 pa22 · · · pakk (up to sign), with the pi distinct primes. Then an elementary number theoretical argument shows
that Mα = ∏p 6=pi Z/pZ. Thus, NR +∏p 6=pi Z/pZ ⊆ TR . But NR +∏p 6=pi Z/pZ is quickly seen to be MR , and
thus MR ⊆ TR , a contradiction. Hence, α = 0.
These claims show that {(0)} ∈ Att(MR), but⋃p 6=0 Att(Z/pZ) = {2, 3, 5, . . .}. 
Example 2.9. In this example, we show that, in general, Att(
⊕
i∈I Mi ) 6=
⋃
i∈I Att(Mi ) for an infinite index set
I . It suffices to choose a ring R and a module MR such that Att(MR) 6⊆ Att(RR). For MR is a homomorphic
image of a free module
⊕
i∈I RR for some index set I . Thus, by Proposition 2.5, Att(MR) ⊆ Att(
⊕
i∈I RR), while⋃
i∈I Att(RR) = Att(RR). For an explicit example, let R be a discrete valuation ring with maximal ideal m := (pi),
for some pi ∈ R. We immediately obtain Att(RR) = {m}. Let K denote the field of fractions of R. Then it is easy to
show that Att(KR) = {(0)}. So the module KR fulfills the required condition. 
We will see later in Section 3 that Corollary 2.7 can still be salvaged for infinite direct sums if we add a hypothesis
on the direct sums in question.
Recall that a submodule SR ⊆ MR is called small if, for any submodule NR ⊆ MR with N + S = M , we have
N = M . Small submodules are discussed at length in ([4], Section 24). Our result here will be useful later when we
consider projective covers.
Proposition 2.10. If SR ⊆ MR is a small submodule, then Att(M/S)R = Att(MR).
Proof. Let p ∈ Att(MR). Find a coprime quotient (M/N )R with annihilator p. The quotient M/(N+S) of (M/N )R is
nonzero, and hence has annihilator p. But M/(N + S) is then a coprime quotient of (M/S)R so p ∈ Att(M/S)R . 
In Macdonald’s classical theory of attached primes, Att∗(MR) is always a non-empty, finite set. However,
Examples 2.12 and 2.14 below show that for our generalized version of attached primes, the set Att(MR) may be
empty (even for a nonzero module) or infinite. The following easy observation will be useful.
Remark 2.11. If R has a unique prime ideal m, then for any module MR , Att(MR) = ∅ if and only if M = Mm.
Example 2.12. Let R be the commutative local ring Q[x1, x2, . . .] with the relations x2i = 0 for each i ∈ N. Let NR
be freely generated by a countably infinite collection of generators e1, e2, . . . . We take MR 6= 0 to be the result of
modding out NR by the relations ei xi = ei−1 for each i ≥ 2. Remark 2.11 implies that Att(MR) = ∅. 
The problem in Example 2.12 stems from the lack of finite generation. Fortunately, the difficulties do not run
deeper than that, as the next result assures us.
Proposition 2.13. Let MR 6= 0. If ann(Q0)R is a maximal member of the family {ann(QR)} where QR ranges over
nonzero quotients of MR , then Q0 is coprime and ann(Q0)R ∈ Att(MR). In particular, if R is a left or right noetherian
ring, then for MR 6= 0, we have Att(MR) 6= ∅.
Proof. Clear. 
Example 2.14. It is easy to verify that Att(ZZ) = {2Z, 3Z, 5Z, 7Z, 11Z, . . .}. 
We now give a general criterion that guarantees that |Att(MR)| <∞.
Proposition 2.15. Let MR be an artinian module. Then |Att(MR)| <∞.
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Proof. Consider the family of submodules NR ⊆ MR for which |Att(M/N )R | < ∞. This non-empty set contains a
minimal member (N0)R with respect to inclusion. Then Att(MR) ⊆ Att(N0)R ∪Att(M/N0)R . It now suffices to show
that Att(N0)R = ∅. Were this not the case, the reader can check that the minimality of (N0)R is violated. 
Remark. The converse of Proposition 2.15 fails. For example, we can consider any infinite-dimensional vector space
over a field k.
We will see in Corollary 3.6 that all modules MR over right perfect rings R also have |Att(MR)| <∞. Other types
of modules MR are also subject to bounds on |Att(MR)|.
Proposition 2.16. If R is any ring and MR is hollow,1 then |Att(MR)| ≤ 1.
Proof. Let p1, p2 ∈ Att(MR), and say pi = ann(Qi )R for suitable coprime quotients (Qi )R of MR . Say (Qi )R∼= M/Ti , where (Ti )R is a proper submodule of MR . Then since MR is hollow, TR := T1 + T2 is still a proper
submodule of MR . Set QR := M/T 6= (0). We claim that pi = ann(QR) for i = 1, 2. But this is clear, because QR ∼=
M/T ∼= QiT/Ti is a nonzero quotient of the coprime module (Qi )R for each i = 1, 2, so ann(QR) = ann(Qi )R = pi
for i = 1, 2. Hence, p1 = p2. 
Remark. The converse is again false. For an easy example, let R be a field and let M := R ⊕ R, which is clearly not
hollow. However, Att(MR) = Att(RR) = {(0)}.
Proposition 2.17. If MR is a hollow module over a ring R that satisfies the ascending chain condition on ideals, then
Att(MR) = {p}, where p := {r ∈ R : MrR 6= M}.
Proof. By Propositions 2.13 and 2.16, we know Att(MR) = {q} for some prime q of R. We must show that q = p.
By definition, there exists a submodule NR ( MR with q = ann(M/N )R . If x ∈ q, then MxRR ⊆ NR 6= MR , so
x ∈ p. Conversely, if x ∈ p, then MxR 6= M . Since MR is hollow, we have MxRR + NR 6= MR , and since (M/N )R
is coprime, we have that q = ann
(
M
MxR+N
)
R
, which contains x . 
Continuing the theme of bounding the number of attached primes a given module can have, we look to dualize
a result from [6] that states that the number of associated primes of a module is at most the uniform dimension of
the module (see [6], Exercise 6.2). In 1979, Varadarajan [10] introduced a dual concept: the corank (or co-uniform
dimension, or dual Goldie dimension). See also [2].
Definition 2.18. The corank of a module MR is
corank := sup
{
k : there exists a surjection M 
k⊕
i=1
Ni , with Ni 6= 0
}
.
Hollow modules are precisely the modules of corank 1. Varadarajan showed (cf. [10], 1.19) that each Ni is hollow
and that ker ϕ is a small submodule of MR .
Proposition 2.19. For any module MR , we have |Att(MR)| ≤ corank(MR).
Proof. If corank(MR) = k < ∞, we have hollow modules H1, H2, . . . , Hk , together with a surjection ϕ : M → H1
⊕ H2 ⊕ · · · ⊕ Hk with small kernel KR := ker ϕ. Hence,
|Att(MR)| = |Att(M/K )R | = |Att(H1 ⊕ · · · ⊕ Hk)| =
∣∣∣∣∣ k⋃
i=1
Att(Hi )
∣∣∣∣∣ ≤ k∑
i=1
|Att(Hi )| ≤ k,
where Proposition 2.10, Corollary 2.7 and Proposition 2.16 have been used (in that order). 
1 A hollow module MR is a nonzero module such that the sum of any two proper submodules is still proper.
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We saw in Proposition 2.15 that artinian modules always have finitely many attached primes. In [9], Matsumura
notes that under the still stronger assumption that MR is a module of finite length over a commutative ring R,
Ass(MR) = Att(MR) (cf. [9], Exercise 6.9). Outside of this specialized setting, however, this does not hold, even
for artinian modules over commutative rings. For example, if p is a prime integer, we know that Att(Zp∞) = {(0)}
(see Example 2.6) and Ass(Zp∞) = {(p)}.
Let us explore the relationship between the associated and attached primes further. In general, these sets can
disagree for modules of finite length.
Example 2.20. Let k be any field, and consider the ring R of 2 × 2 lower triangular matrices over k. The prime
(or maximal) spectrum of R is:{
m1 :=
(
0 0
k k
)
,m2 :=
(
k 0
k 0
)}
.
For every ring R, we will see that Max(R) ⊆ Att(RR) (Proposition 3.2 below), so Att(RR) = {m1,m2}. On the other
hand, it is easy to show that Ass(RR) = {m1}. 
For a module MR of finite length n, let F := {S1, S2, . . . , Sn} be the fixed, finite family of isomorphism types of
the (simple) factors arising from a composition series 0 = M0 ( M1 ( M2 ( · · · ( Mn = M for MR , and let
L := {Si ∈ F : MR has a composition series with Si as leftmost composition factor}
R := {Si ∈ F : MR has a composition series with Si as rightmost composition factor}.
We can form the set of prime ideals that annihilate a member of each set above:
PL := {p : p is a prime ideal and p = ann(Si ) for some Si ∈ L};
PR := {p : p is a prime ideal and p = ann(Si ) for some Si ∈ R}.
Theorem 2.21. We have Ass(MR) = PL and Att(MR) = PR in the notation above.
Proof. Let p ∈ Att(MR). Find a coprime quotient QR ∼= (M/N )R with p = ann(QR). We may assume NR is a
maximal submodule. Refining 0 ⊆ N ( M to a composition series for MR , we see that p ∈ PR. Conversely, given
p ∈ PR, find Si ∈ R with p = ann(Si ). Since Si is a simple module isomorphic to a quotient of MR , we have
p ∈ Att(MR). The statement for associated primes is proved similarly. 
Example 2.22. In the special case where MR has a unique composition series, we have |L| = |R| = |PL| = |PR| = 1.
Hence, the sets Ass(MR) and Att(MR) are just singletons. For example, let R be the ring of 3 × 3 lower triangular
matrices over a field k, and let MR be the R-module of length 3 row vectors over k: MR =
(
k k k
)
. Then we have
a unique composition for this module: 0 (
(
k 0 0
)
(
(
k k 0
)
( M . By computing the annihilators of the first
and last composition factors, we obtain
Ass(MR) =

0 0 0k k 0
k k k
 and Att(MR) =

k 0 0k k 0
k k 0
 .
In contrast, the annihilator of the middle composition factor,
(
k 0 0
k 0 0
k k k
)
, is a prime ideal that is neither associated nor
attached. 
We conclude this section by returning to the case where MR is artinian. Even without the existence of a composition
series, by making a fairly mild assumption on the ring R, we can still produce a filtration of submodules of MR such
that the filtration factors are all coprime (cf. [6], Exercise 3.40F). The proof is left to the reader.
Proposition 2.23. Let MR be a nonzero artinian module over a ring R that satisfies the ascending chain condition on
ideals. Then there exists a filtration
0 6= M0 ( M1 ( M2 ( · · · ( Mn = M
such that each filtration factor Mi/Mi−1 is a coprime module.
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3. Bass modules and right perfect rings
A ring R is right perfect if and only if R/rad R is semisimple and every nonzero right R-module has a maximal
submodule ([4], Chapter 8). A Bass module MR is a module such that every proper submodule is contained in a
maximal submodule, and therefore, over a right perfect ring R every module MR is a Bass module.
Working with Bass modules and right perfect rings, we can gain further information about attached primes. We
begin by showing that Corollary 2.7 can be extended to infinite direct sums if the direct sum (
⊕
Mi )R is Bass.
Proposition 3.1. Given a family {Mi : i ∈ I } of right R-modules (where I is an arbitrary index set), if ⊕i∈I Mi is a
Bass module, then
Att
(⊕
i∈I
Mi
)
=
⋃
i∈I
Att(Mi ).
Proof. The containment ⊇ follows from Proposition 2.5 as before. Conversely, assume that p ∈ Att(⊕i∈I Mi ), so
there exists a coprime R-quotient (
⊕
i∈I Mi )/Q with p = ann((
⊕
i∈I Mi )/Q)R . This module contains a maximal
submodule according to the Bass property, so we may use the coprime property to replace QR by a maximal
submodule of (
⊕
i∈I Mi )R . We may therefore assume that QR is a maximal submodule. Since QR is proper, there
exists j ∈ I with M j 6⊆ Q. By maximality, (Q + M j )R = (⊕i∈I Mi )R , so ((⊕i∈I Mi )/Q)R = (Q + M j )/Q ∼=
M j/(Q ∩ M j ), a coprime R-quotient of M j with annihilator p. Thus, p ∈ Att(M j )R . 
For many rings, including right perfect ones, the attached primes of a module MR are closely linked to Max(R),
the maximal ideals of R. We begin with the following.
Proposition 3.2. If R is any ring, then Max(R) ⊆ Att(RR). Moreover, if R is commutative, local, or right perfect,
thenMax(R) = Att(RR). If R is right perfect, and MR 6= 0 is any right R-module, then ∅ 6= Att(MR) ⊆ Max(R).
Proof. The first statement is routine. For the second part, let p ∈ Att(RR), suppose R is commutative, and let
m be a maximal ideal of R containing p. By definition, there exists an ideal I of R with (R/I )R coprime and
p = ann(R/I )R = I . Since R/p is coprime, we must have p = m ∈ Max(R). The case where (R,m) is local follows
similarly, and the right perfect case is immediate from the well-known fact that, in a right perfect ring, every prime
ideal is maximal. The final statement concerning MR is immediate from the definition of a right perfect ring. 
Equality in Proposition 3.2 does not hold in general. For instance, consider any right primitive ring (this means R
has a faithful simple right module) that is not simple (for an explicit example, if V is an infinite-dimensional left vector
space over a field k, then End(kV ) is right primitive and not simple, since the endomorphisms of finite rank constitute
a proper nonzero ideal). In this situation (0) 6∈ Max(R), but RR has a faithful simple module MR ∼= (R/m)R , for
some maximal right ideal m of R. This is certainly coprime with annihilator (0), and so (0) ∈ Att(RR).
Corollary 3.3. If (R,m) is a right perfect, local ring and MR 6= 0 is any right R-module, then Att(MR) = {m}.
The right perfect assumption cannot be dropped in Corollary 3.3: see Example 2.9.
A major application of associated primes (over arbitrary rings) comes in the classification of uniform injective
modules over noncommutative noetherian rings. To obtain a dual statement on attached primes, the central objects
become the hollow projective modules, and the following lemma characterizes them. (See [5], Exercise 24.4.)
Proposition 3.4. Let PR 6= 0 be a projective module. The following are equivalent:
(A) PR is a projective cover of a simple R-module;
(B) every maximal submodule of PR is small;
(C) PR is a hollow projective.
Using Proposition 3.4, we shall give a one-to-one correspondence between the isomorphism classes of hollow
projectives of R and the maximal ideals of R, in the case where R is right perfect.
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Notation. Every module MR over a right perfect ring R has a unique projective cover ([4], Proposition 24.12), which
we will denote by P(MR). Moreover, let us denote by HP(R) the set of isomorphism classes of hollow projective
right R-modules, and for a hollow projective module PR , let [PR] ∈ HP(R) stand for its isomorphism class.
Theorem 3.5. Let R be a right perfect ring. Then there exists a natural bijection α : HP(R) → Max(R) given by
[PR] 7→ Att(PR). If {V1, V2, . . . , Vn} is a complete set of simple right R-modules, then {P(V1), P(V2), . . . , P(Vn)}
is a complete set of hollow projective R-modules, up to isomorphism.
Proof. Let PR be a hollow projective. By Propositions 2.16 and 3.2, we have Att(PR) = {m} for some m ∈ Max(R).
We define α([PR]) := m.
To check the surjectivity of α, let m ∈ Max(R) be arbitrary. Since ann(R/m)R = m, (R/m)R is coprime, so
we can find a maximal right ideal IR ⊇ m with ann(R/I )R = m. Since (R/I )R is simple, Att(R/I )R = {m}.
Because R is right perfect, (R/I )R has a projective cover, say θ : PR  (R/I )R with PR projective and ker θ ⊆ PR
a small submodule. By Proposition 3.4, PR is a hollow projective. Moreover, we have Att(PR) = Att(P/ ker θ)R
= Att(R/I )R = {m}. Hence, we have α([PR]) = m.
To show that α is a bijection, it now suffices to show that |HP(R)| = |Max(R)| < ∞. For this, we use the
fact that since R is right perfect, R/rad R is semisimple, say with n simple components. Thus, R has n simple right
modules (say V1, V2, . . . , Vn) up to isomorphism. We wish to consider projective covers of these simple modules.
It is easy to see that {P(V1), P(V2), . . . , P(Vn)} is a complete set of hollow projectives over R up to isomorphism,
using Proposition 3.4. Thus, |HP(R)| ≤ n, while |Max(R)| ≥ n (by lifting the n maximal ideals of R/rad R). The
surjectivity of α implies that |HP(R)| = |Max(R)| = n, so α is a bijection. 
Corollary 3.6. If MR is any module over a right perfect ring R, then |Att(MR)| <∞.
Proof. Immediate from the proof of Theorem 3.5 and Proposition 3.2. 
4. Noncommutative secondary representations
We turn now to a decomposition theory for modules over right perfect rings and over rings that satisfy the ascending
chain condition on ideals. The decompositions we form will generalize the classical theory of secondary representation
developed in [8] by Macdonald. The secondary modules in Macdonald’s theory are precisely those modules that have
exactly one attached prime ideal. This can naturally be extended to our general setting as follows. For the time being,
R denotes any ring.
Definition 4.1. We call a module MR secondary if MR has exactly one attached prime ideal. We say MR is
p-secondary provided that Att(MR) = {p}.
A quotient of a secondary module may, in general, be devoid of attached primes (Example 2.12). Nevertheless, in
many situations, the secondary property does pass to nonzero quotients. In particular, this is the case for all Bass
modules and for all modules over rings that satisfy the ascending chain condition on ideals. These modules are
included in the more general terminology we introduce here:
Definition 4.2. Amodule MR is said to have enough coprimes if every nonzero quotient of MR has a coprime quotient.
This definition is dual to ([7], Definition 5.1). Clearly, a quotient of a secondary module with enough coprimes
remains secondary, and the class of R-modules that have enough coprimes is closed with respect to quotients. For
such modules, we have the following characterization of the secondary ones (cf. [3], Proposition 1.2).
Proposition 4.3. Let R be a ring, p an ideal of R, and MR a module with enough coprimes. The following are
equivalent:
(A) MR is p-secondary;
(B) There exists a small submodule NR ⊆ MR such that every nonzero quotient of (M/N )R has annihilator p;
(C) Mp is a small submodule of MR , and p contains every ideal that kills a nonzero quotient of MR .
Moreover, if (A)–(C) hold, then p = {r ∈ R : MrR 6= M}.
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Remark 4.4. (1) If, additionally, MR is hollow, then (A)–(C) hold for some p, by Proposition 2.16 and the given
hypotheses. However, the converse is not true, as we have already seen in the remark following Proposition 2.16.
(2) In the proof below, we will see that the assumption on MR is only needed briefly for the proof of (A) H⇒ (C).
The module NR in Example 2.12 does not have enough hollows, and (A) holds for NR while (C) does not.
(3) For p-secondary modules MR in Macdonald’s sense, the elements outside of p must act surjectively on MR .
The last statement of Proposition 4.3 is the natural extension of this to our noncommutative setting. In the classical
case, elements from inside of p must be nilpotent on MR . This, however, does not follow from Proposition 4.3 in the
general case. Only when we consider a more restrictive class of modules (see Definition 4.14 below) will we be able
to draw the additional conclusion. 
Proof of Proposition 4.3. (A) H⇒ (C): For the first conclusion, we consider a proper submodule NR ( MR and
show that Mp + N is still proper. Proposition 2.5 implies that Att(M/N )R ⊆ {p}, and under the hypothesis on MR ,
Att(M/N )R 6= ∅. Thus, (M/N )R is p-secondary, so there exists N ′R ⊇ NR such that (M/N ′)R is coprime and
p = ann(M/N ′)R . Thus, Mp + N ⊆ N ′ 6= M as needed. For the second part, assume I kills (M/Q)R , where
QR ( MR . Again, (M/Q)R is p-secondary, so we can find Q′R ⊇ QR with p = ann(M/Q′)R . So MI ⊆ Q ⊆ Q′, so
I ⊆ p.
(C) H⇒ (B): Let N := Mp, and consider a submodule N ′R 6= MR that contains NR . Since ann(M/N ′)R kills
(M/N ′)R , it is contained in p by (C), and the reverse containment is obvious.
(B) H⇒ (A): This follows easily from Proposition 2.10.
The last statement is clear. 
Next we consider sums of the secondary modules that we have just characterized. We first show that a finite sum
of p-secondary modules remains p-secondary.
Proposition 4.5. Let R be a ring, and assume that Att(MR) 6= ∅ (this applies, in particular, if MR has enough
coprimes). Let MR = M1+M2+ · · · +Mn be a sum of p-secondary modules for some prime ideal p of R. Then MR
is p-secondary.
Proof. It suffices to prove this for n = 2. By Proposition 2.5, Att(MR) ⊆ Att(M1) ∪ Att(M2/(M1 ∩ M2)) = {p}.
Thus, MR is p-secondary. 
Remark. Proposition 4.5 only applies to finite sums. For instance, the Pru¨fer p-group MZ := Zp∞ =
∑∞
k=1 Z/pkZ
is a sum of (p)-secondary modules, but Att(MZ) = {(0)}.
Example 4.6. Proposition 4.5 cannot be generalized to a finite sum of modules M1,M2, . . . ,Mn each with the same
set of attached primes Att(Mi ) with |Att(Mi )| > 1. For example, let R be the ring of 2× 2 lower triangular matrices
over a field k. Let M1 = RR and let M2 :=
{(
k k
k 0
)}
. Now (M1)R ∼= (M2)R via the isomorphism
(
a 0
b c
)
7→
(
b c
a 0
)
,
so Att(M1) = Att(M2) = Max(R) (Proposition 3.2). But
M1 + M2 =
{(
k k
k k
)}
=
{(
k k
0 0
)}⊕{(0 0
k k
)}
.
It is now easy to see that Att(MR) =
{(
k 0
k 0
)}
. Thus, Att(MR) 6= Att(Mi ). 
Definition 4.7. Let R be any ring. We say that a sum MR = M1 + · · · + Mn is a secondary representation of MR if
the Mi are secondary submodules. Any module possessing a secondary representation will be called representable.
We will see shortly that all nonzero modules over a right perfect ring are representable.
Assume that MR has a secondary representation MR = M1 + M2 + · · · + Mn . By Proposition 4.5, we can group
together all of the Mi that correspond to the same ideal pi into a single pi -secondary submodule. In this way, we may
assume that the ideals pi that correspond to the secondary modules Mi are distinct. Starting with such a secondary
representation of MR , we can recover information about Att(MR):
Proposition 4.8. Let R be a ring and assume MR is a representable module with enough coprimes. Let MR = M1
+ M2 + · · · + Mn be a secondary representation of MR with the sets Att(Mi ) all distinct. Then
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(1) Att(MR) ⊆⋃ni=1 Att(Mi ), and
(2) the following are equivalent:
(A) Att(MR) =⋃ni=1 Att(Mi );
(B) M = M1 + · · · + Mn is irredundant (i.e. no Mi can be dropped);
(C) M has exactly n attached primes.
When the conditions in (2) hold, we shall say that MR = M1 + M2 + · · · + Mn is an irredundant secondary
representation.
Proof. Statement (1) is immediate from Proposition 2.5. In (2), (A) H⇒ (C) H⇒ (B) is clear. For (B) H⇒ (A), let
Ni := ∑ j 6=i M j 6= M . Then Att(Mi ) = Att(M/Ni ) ⊆ Att(MR), where the assumption on MR is used in the first
equality. 
The next fact extends the result that, over the rings we are considering here, a quotient of a secondary module is
secondary.
Proposition 4.9. Let MR = M1 + · · · + Mn be a secondary representation such that each module Mi has enough
coprimes (this is the case, for instance, if R is right perfect or satisfies the ascending chain condition on ideals). Then
any nonzero quotient of MR is representable.
Proof. Routine. 
Our next goal is to show that every nonzero module MR over a right perfect ring R is representable. By ([4],
Theorem 23.6), there is a set {e1, e2, . . . , en} of mutually orthogonal local idempotents2 with e1 + e2 + · · · + en = 1.
By ([4], Corollary 24.14), the projective cover P(MR) is isomorphic to a direct sum
⊕
ei R. By ([4], Proposition
21.18), for J := rad R we have that ei J is the unique maximal submodule of ei R for each i . In particular, we
conclude that the ei R above are hollow, hence secondary. Now, since the map P(MR)  MR has small kernel, we
conclude by Proposition 2.10 that
Att(MR) = Att(P(MR)) =
⋃
Att(ei R),
where the second equality follows from Proposition 3.1. In particular, this gives us another way of justifying
Corollary 3.6.
If we collect the ei R into equivalence classes such that ei R and e j R belong to the same class if and only if they have
the same attached prime, we obtain a decomposition P(MR) ∼= ⊕ S j , where S j is p j -secondary (Proposition 3.1).
From this, we can get a decomposition of MR as a sum of secondary modules, as shown in Proposition 4.10.
Proposition 4.10. Let MR 6= 0, let R be right perfect, and let Att(MR) = {p1, . . . , pn}, where all of the pi are distinct.
There is a family {M1, . . . ,Mn} of submodules of MR such that Mi is pi -secondary and MR = M1 + · · · + Mn is
an (irredundant) secondary representation. Thus, every nonzero module over a right perfect ring has a secondary
representation.
Proof. Given P(MR) ∼= ⊕nj=1 S j as above, define Mi := Im(Si ↪→ P(M)  M). Note that Mi 6= 0 (otherwise
ker(θ) : P(MR) MR is not small). Being a nonzero image of the pi -secondary module Si , Mi is also pi -secondary.
It is also easy to see that M = M1 + · · · + Mn , which is irredundant by Proposition 4.8. 
We pause to mention a generalization to semiperfect rings. If MR 6= 0 is finitely generated and R is semiperfect,
it can be shown (cf. [4], Proposition 24.12) that P(MR) is finitely generated. By ([4], Corollary 24.14), we find
that P(MR) is isomorphic to a finite direct sum
⊕
ei R. We can obtain the secondary modules S j as before, which
are finitely generated, hence Bass. Therefore, the quotient modules M j in the proof above are also Bass (and hence
Att(M j ) 6= ∅). Thus, Att(M j ) = {p j }. The preceding argument may be carried through to achieve the desired
generalization.
2 Local idempotents e are those for which the corner ring eRe is a local ring.
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Corollary 4.11. If MR 6= 0 is a finitely generated module over a semiperfect ring R, then MR has a secondary
representation. 
Here is a second consequence of Proposition 4.10.
Corollary 4.12. Let R be a right perfect ring, MR any R-module, and Φ ⊆ Att(MR). Then there exists a submodule
NR ⊆ MR such that Att(NR) = Φ and Att(M/N )R = Att(MR) \ Φ.
Proof. We may assume MR 6= 0. Find the pi -secondary modules Mi as in Proposition 4.10, and form the irredundant
secondary representation MR = M1 + M2 + · · · + Mn . Assume that Φ = {p1, p2, . . . , pk}. Set NR := M1 + M2
+ · · · + Mk , which is an irredundant secondary representation of NR . By Proposition 4.8(2), Att(NR) = Φ.
Let PR := Mk+1 + Mk+2 + · · · + Mn , an irredundant secondary representation of PR . By Proposition 4.8(2),
Att(PR) = Att(MR) \ Φ. Then we have M/N = (N + P)/N ∼= P/(P ∩ N ), so Att((M/N )R) ⊆ Att(PR) = Att
(MR) \ Φ.
By Proposition 2.5, Att(MR) ⊆ Att(NR)∪Att((M/N )R) = Φ ∪Att((M/N )R), so Att(MR) \Φ ⊆ Att((M/N )R).
Hence, Att(MR) \ Φ = Att((M/N )R). 
The right perfect assumption on R in Corollary 4.12 cannot be dropped. If R := M := Z, the corollary will fail for
any choice of Φ 6∈ {∅,Spec(R) \ {(0)}}.
Next, we wish to extend the last statement of Proposition 4.3 from secondary modules to representable modules.
This can be considered the noncommutative version of ([8], 2.6), in which the elements of R acting surjectively on
the representable module MR are given as those outside of the union of the attached primes.
Proposition 4.13. Assume that R is right perfect or that R satisfies the ascending chain condition on ideals. If
MR = M1 + · · · + Mn is an irredundant secondary representation of a module MR with Mi a pi -secondary module,
then for all r ∈ R,
Mr R = M ⇐⇒ r 6∈
n⋃
i=1
pi .
Proof. If MrR 6= M , then Mir R 6= Mi for some i . By the last statement of Proposition 4.3, r ∈ pi . Conversely,
suppose that r ∈ pi for some i . By the irredundancy of the secondary representation, ∑ j 6=i M j 6= M . Thus,
0 6=
(
M∑
j 6=i M j
)
R
∼=
(
Mi
Mi∩∑ j 6=i M j
)
R
, which is still pi -secondary. Therefore, Mpi 6= M , and hence MrR 6= M . 
The result ([8], 2.6) also contains a statement characterizing the elements of R that are nilpotent on MR as those
in the intersection of the attached primes. We saw in Remark 4.4(3) that, in the noncommutative setting, this does not
even hold for secondary modules MR . Another example will be seen below as part of Example 4.18.
Thus, before we can extend the second statement of ([8], 2.6) to a noncommutative version, we must reconcile the
difference between p-secondary modules in the sense of Macdonald with the p-secondary modules introduced in this
paper. In Macdonald’s theory, elements from p are nilpotent on the module MR . This is not implied by the conditions
(A)–(C) of Proposition 4.3, which leads us to define a somewhat stronger class of secondary modules.
Definition 4.14. Let R be any ring. We say that an R-module MR is strongly p-secondary if MR is p-secondary and
M ·pn = 0 for some n ∈ N. If MR = M1+· · ·+Mn is a secondary representation and each Mi is strongly secondary,
we shall call this decomposition a strong secondary representation, and we say that MR is strongly representable.
Proposition 4.5 enables us to immediately deduce a corresponding statement about finite sums of strongly
p-secondary modules over rings that are either right perfect or that satisfy the ascending chain condition on ideals, as
follows.
Proposition 4.15. Let R be a ring, and assume that Att(MR) 6= ∅ (this applies, in particular, if MR has enough
coprimes). Let MR = M1 + M2 + · · · + Mn be a sum of strongly p-secondary modules for some prime ideal p of R.
Then MR is strongly p-secondary.
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We can collect terms in a strong secondary representation of MR that correspond to the same attached prime
p and then drop any redundant terms. Hence, we may speak of irredundant strong secondary representations
(cf. Proposition 4.8(2B)).
Parallel to Proposition 4.9, we have the following:
Proposition 4.16. Let MR = M1 + · · · + Mn be a strong secondary representation such that each module Mi has
enough coprimes. Then every nonzero quotient of MR is strongly representable.
Proof. This is immediate from Proposition 4.9 and the fact that a nonzero quotient of a strongly secondary module
with enough coprimes remains strongly secondary. 
Of course, secondary modules need not be strongly secondary: for example, if (R,m) is a discrete valuation ring
with maximal ideal m, then the module MR = RR is m-secondary, but not strongly so. Sometimes, however, the two
notions do coincide.
Proposition 4.17. Assume R is a commutative noetherian ring and MR is artinian. Then MR is strongly p-secondary
if and only if MR is p-secondary.
Proof. Assume Att(MR) = {p}. Since p is finitely generated, if for each r ∈ p we have some k = k(r) ∈ N with
Mrk = 0, then there exists K ∈ Nwith MpK = 0. Assume, therefore, that there exists r ∈ p such that Mrk 6= 0 for all
k ∈ N. To obtain a contradiction, write MR as a finite sum of hollow (artinian) modules ([8], 5.2): M = H1+· · ·+Hk .
We may assume that this is an irredundant sum.
We now argue that each Hi is p-secondary:
0 6=
 M∑
j 6=i
H j

R
∼=
 Hi
Hi ∩ ∑
j 6=i
H j

R
,
which (as a quotient of MR) is p-secondary, since R is noetherian. Thus, p ∈ Att(Hi )R , and thus Att(Hi )R = {p} by
Proposition 2.16, as claimed.
Thus, we reduce to the case where MR is hollow artinian. The chain M ⊇ Mr ⊇ Mr2 ⊇ · · · stabilizes, say at
Mrk = Mrk+1 6= 0. Let N1 := Mr and N2 := {m ∈ M : mrk = 0}. Immediately we obtain that N1, N2 ( M .
Moreover, givenm ∈ M , we havemrk = m′rk+1 for somem′ ∈ M . Hence, (m−m′r)rk = 0, meaningm−m′r ∈ N2.
Therefore m ∈ N1 + N2. But M = N1 + N2 violates the assumption on MR . 
The assumptions in Proposition 4.17 on R and MR cannot be dropped. In fact, even over right artinian rings,
secondary artinian modules can fail to be strongly secondary. The next example illustrates this point. As a consequence
of this, modules over right artinian rings (and hence over right perfect rings) need not possess strong secondary
representations (cf. Proposition 4.10).
Example 4.18. Let R, m1, and m2 be as in Example 2.20. Obviously, we have RR = m1 + m2. One checks easily
that Att((m1)R) = {m2} and Att((m2)R) = {m1}, so both (m1)R and (m2)R are secondary. Since m2 ·m1 = 0, (m2)R
is strongly m1-secondary. However, it is easy to see that (m1)R is not strongly m2-secondary. Hence, RR = m1 +m2
is a secondary representation that is not strong. The calculations above can be used to deduce that, in fact, RR is not
strongly representable. 
As Macdonald defined them, secondary modules (over commutative rings) have elements of R acting either
nilpotently or surjectively on them. In the next proposition, we will see that by replacing the role of elements of
R in this condition by two-sided ideals, we arrive at the strongly secondary modules.
Proposition 4.19. Let R be any ring, and assume that MR 6= 0 has enough coprimes. Then MR is strongly secondary
if and only if, for each (two-sided) ideal I of R,MI 6= M implies that M I k = 0 for some k ∈ N.
Proof. The “only if” portion follows quickly from Proposition 4.3(C). To prove “if”, let p, q ∈ Att(MR). We will
show that p = q. We have a coprime module (M/N )R with p = ann(M/N )R . Since Mp ⊆ N 6= M , our assumption
implies that Mpk = 0 for some k ∈ N. Hence, pk ⊆ ann(MR) ⊆ q (since every attached prime contains ann(MR)),
and hence p ⊆ q. By symmetry, p = q. 
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Finally, for strongly representable modules we can extend the result from Macdonald’s theory that characterizes
elements in the intersection of the attached primes as those that act nilpotently on MR . This result is a companion to
Proposition 4.13.
Proposition 4.20. Let R be any ring, and let MR = M1+· · ·+Mn be an irredundant strong secondary representation
of MR , with each Mi a strongly pi -secondary module. Then for all r ∈ R, we have
M(r R)k = 0 for some k ∈ N⇐⇒ r ∈
n⋂
i=1
pi .
Proof. Assume that M(r R)k = 0 for some k ∈ N. Then Mi (r R)k = 0, and thus, (r R)k ⊆ ann(Mi ) ⊆ pi for each i .
Hence, r ∈ pi for each i . The converse is clear. 
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