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a b s t r a c t
This paper shows that themind change complexity of inferring from positive data the class
of unbounded unions of languages of regular patterns with constant segment length bound
is of the form ωω
α + β , assuming that the patterns are defined over a finite alphabet con-
taining at least two elements. Here α and β are natural numbers, and we give tight bounds
on their values based on the length of the constant segments and the size of the alphabet
of the pattern languages. This is, to the authors’ knowledge, the first time a natural class
of languages has been shown to be inferable with mind change complexity above ωω . The
proof uses the notion of closure operators on a class of languages, and also uses the order
type ofwell-partial-orderings to obtain amind change bound. The inference algorithmpre-
sented can be easily applied to a wide range of classes of languages. Finally, we show an
interesting connection between proof theory and mind change complexity.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Ordinal mind change complexity was proposed by Freivalds and Smith [10] as a means of measuring the complexity of
inferring classes of languages in the limit. This notion was later used to show the complexity of inferring various classes of
pattern languages [1,16], elementary formal systems [16], and various algebraic structures [27], to name just a few results.
In this paper, we give upper and lower bounds on the mind change complexity of inferring unbounded unions of regular
pattern languages with a constant segment bound [25].
Jain and Sharma [16] have shown that the class of languages formed by taking up to n unions of pattern languages is
inferable with a mind change bound of ωn, and that this bound is essential. In this paper, we consider a subclass of pattern
languages, L(RPl), which are pattern languages formed from patterns that contain constant segments of length at most l and
in which each variable occurs in the pattern at most once. The class L(RPl)<ω , formed by taking any finite number of unions
of languages from L(RPl), was proved to be inferable from positive data by Shinohara and Arimura [25]. The present paper
proves that for any l ≥ 1 and any finite alphabet Σ containing at least two elements, L(RPl)<ω is inferable from positive
data with mind change bound ωω
2|Σ |l−1 + |Σ≤l|, and that it is not inferable with bound less than ωω(|Σ |−1)l−1 . This is the first
time, to the authors’ knowledge, that a mind change bound has been given to a class of unbounded unions of languages,
and the first time that a mind change bound has been shown to be greater than ωω for a natural class of languages. The
proof uses closure operators on classes of languages and connections between mind change complexity and the order type
of well-partial-orderings. The results in this paper can be easily applied to a wide range of learning problems, and give new
insight into the role of topological properties of language classes in inductive inference.
I A preliminary version of this paper was presented at the 17th International Algorithmic Learning Conference (ALT 2006).∗ Corresponding author. Tel.: +81 075 753 5995.
E-mail addresses:matthew@iip.ist.i.kyoto-u.ac.jp (M. de Brecht), akihiro@i.kyoto-u.ac.jp (A. Yamamoto).
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Furthermore, we show a connection between proof theory and mind change complexity. Based on results by Simp-
son [26], we prove that within the weak axiom system RCA0, the claim that L(RPl)<ω is inferable from positive data by
a confident learner is equivalent to the claim that the ordinal ωω
ω
is well-ordered. This means that the mind change com-
plexity of a class of languages is related to the logical strength of the claim that the class is inferable from positive data. This
holds interesting implications of connections between inductive inference and proof theory.
The outline of this paper is as follows. In Section 2, we give preliminary definitions and results concerning inductive
inference from positive data, well-partial-orders, unions of languages, mind change complexity, and pattern languages. In
Section 3, we introduce closure operators and show some of their properties. In Section 4, we give tight upper and lower
mind change bounds for inferring L(RPl)<ω from positive data. In Section 5, we show the connection between the mind
change complexity of L(RPl)<ω and the logical strength of the assertion that it is inferable from positive data by a confident
learner. We discuss and conclude in Section 6.
2. Preliminaries
Given an alphabet Σ , we use Σ<l, Σ≤l, Σ=l, Σ∗, to denote the set of all strings of Σ of length less than l, less than or
equal to l, exactly equal to l, or of finite length, respectively. An indexed family of recursive languages consists of
(1) a setL of recursive subsets ofΣ∗,
(2) a countable setH and a partial surjective function L:H ⇀ L,
(3) a computable function F such that for all s ∈ Σ∗ and all H ∈ H such that L(H) is defined, F(s,H) = 0 if s 6∈ L(H) and
F(s,H) = 1 if s ∈ L(H).
The elements ofH are called hypotheses, andwe say thatH ∈ H is a hypothesis (or index) for L∗ ∈ L if and only if L(H) = L∗.
For simplicity,wewill often callL a class of languages, and assume thatH , L, and F are implicitly given.Weuse⊆ to represent
the subset relation, and⊂ to represent the strict subset relation.
2.1. Inductive inference from positive data
We consider identification of languages in the limit as proposed by Gold [12] (see also [15]). Let L be some recursive
language overΣ∗. An infinite sequence σ = s0, s1, s2, . . . such that L = {si | si ∈ σ } is called a positive presentation of L. An
inference machineM is an algorithm that incrementally receives elements of a presentation of a language and occasionally
outputs hypotheses representing some language. We say that the output ofM converges to a hypothesis H ifM’s output is
infinite and all but finitely many hypotheses equal H , or if M’s output is finite and the last hypothesis equals H . If for any
positive presentation of a set L, the output ofM converges to a hypothesis H for L, then we sayM infers L from positive data.
If an inference algorithmM exists that infers from positive data every L ∈ L, then we sayL is inferable from positive data.
A finite tell-tale of L ∈ L is a finite set T such that T ⊆ L and for all L′ ∈ L, T ⊆ L′ implies that L′ 6⊂ L (Angluin [2]).
A characteristic set of L ∈ L is a finite set F such that F ⊆ L and for all L′ ∈ L such that F ⊆ L′ implies that L ⊆ L′
(Kobayashi [19]). A class of setsL has infinite elasticity if and only if there exists an infinite sequence of sets L1, L2, L3, . . . in
L and elements s0, s1, s2, . . . such that {s0, . . . , sn−1} ⊆ Ln but sn 6∈ Ln. L has finite elasticity if and only if it does not have
infinite elasticity (Wright [28], Motoki et al. [21]).L has finite thickness if and only if every element ofΣ∗ is contained in at
most a finite number of languages ofL (Angluin [2]).
Theorem 2.1 (Angluin [2]). A class of languagesL is inferable from positive data if and only if there exists a procedure that when
given an index to any L ∈ L will enumerate the elements of a finite tell-tale of L.
Theorem 2.2 (Kobayashi [19]). If every L ∈ L has a characteristic set, thenL is inferable from positive data.
Theorem 2.3 (Wright [28]). IfL has finite elasticity, thenL is inferable from positive data.
Theorem 2.4 (Angluin [2]). IfL has finite thickness, thenL is inferable from positive data.
Finite thickness implies finite elasticity which implies that every language has a characteristic set which implies that
a procedure exists that enumerates a finite tell-tale for every language. However, the reverse implications do not hold in
general.
2.2. Well-partial-orders
Let 〈A,≤A〉 be a partial order. An anti-chain of A is a subset S ⊆ A of elements that are mutually incomparable with
respect to≤A. That is, for all a, b ∈ S such that a 6= b, neither a ≤A b nor b ≤A a holds.
Lemma 2.5. Let≤A andvA be two partial orders on A such that for a, b ∈ A, a ≤A b implies that a vA b. If there are no infinite
anti-chains in A with respect to≤A, then there are no infinite anti-chains in A with respect tovA.
Proof. Obviously, if a and b are incomparable with respect to vA then they are incomparable with respect to ≤A, so any
infinite anti-chain with respect tovA is an infinite anti-chain with respect to≤A. 
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A is said to be well-partially-ordered if and only if A contains no infinitely descending chains and no infinite anti-chains
with respect to ≤A. A finite or infinite sequence a0, a1, . . . of elements of A is said to be bad if for all i and j such that i < j,
ai 6≤A aj. Note that A is well-partially-ordered if and only if it does not contain any infinite bad sequences. We will define
Bad(A) to be the set of all bad sequences of A.
Given a partial order 〈A,≤A〉, let A∗ be the set of finite ordered sequences of elements of A. Wewill write s〈a〉 to represent
the concatenation of an element a ∈ A to the end of a sequence s ∈ A∗. A Higman embedding, H , is a partial ordering on
A∗ such that for s, t ∈ A∗, s H t if and only if s = 〈a0, . . . , an〉 and t = 〈b0, . . . , bm〉 and there exists j0 < · · · < jn ≤ m
such that a0 ≤A bj0 , . . . , an ≤A bjn . A subsequence relation,S , on A∗ is defined similarly, with the stronger requirement that
s S t if and only if there exists j0 < · · · < jn ≤ m such that a0 = bj0 , . . . , an = bjn . Note thatS is equivalent toH if A is
ordered by equality (i.e., a ≤A b ⇐⇒ a = b for all a, b ∈ A).
Lemma 2.6 (Higman [14]. See also [11]). If≤A is a well-partial-ordering on A, thenH is a well-partial-ordering on A∗.
2.3. Unbounded unions of languages
Given two language classesL andM, define the union ofL andM,L∪˜M, to be:
L∪˜M = {L ∪M | L ∈ L,M ∈M}.
Wright [28] showed that ifL andM have finite elasticity, thenL∪˜M has finite elasticity, and is therefore inferable from
positive data.
The concept of unions of language classes was expanded to unbounded unions of languages by Shinohara and
Arimura [25]. Given a class of languages L, define the class of unbounded unions L<ω to be the class of all finite unions
of languages ofL. Formally,L<ω is defined as:
L<ω =
{⋃
i∈I
Li | Li ∈ L, I is a finite subset of N
}
,
where N is the set of integers greater than or equal to zero. It can be shown that if L has finite thickness and no infinite
anti-chains with respect to subset inclusion, thenL<ω is inferable from positive data [25].
2.4. Mind change complexity
Let α be an ordinal number. An inference machineM infers a class of languagesL from positive data with mind change
bound α if and only ifM infersL from positive data, and every timeM outputs a new hypothesis it counts down its ordinal
without ever falling below zero. Ordinal mind change complexity was originally proposed by Freivalds and Smith [10].
For more on inductive inference with mind change bounds and results on the complexity of certain language classes,
see [1,16,24,27].
For formal reasons, it will be convenient to requireM to first output an ‘‘empty hypothesis’’ (denoted ‘‘?’’) along with the
initial value of themind change counter. The empty hypothesis does not correspond to any language, and can be interpreted
as meaning ‘‘no hypothesis at this time’’. Then, to bemore precise, we say that an inferencemachineM infersL from positive
data with mind-change bound α if and only if given any positive presentation of any L ∈ L, M outputs a (finite or infinite)
sequence of hypothesis-ordinal pairs 〈H0, α0〉, 〈H1, α1〉, 〈H2, α2〉, . . . such that:
(1) H0 = ? and α0 = α,
(2) αi−1 ≥ αi ≥ 0 for all i > 0,
(3) If Hi−1 6= Hi then αi−1 > αi for all i > 0,
(4) H0,H1,H2, . . . converges to a hypothesis for L.
Note that, contrary to some authors, we require M to reduce the ordinal counter when it changes from ‘‘?’’ to some other
hypothesis. This convention results in a more natural relationship between mind-change complexity and the topological
and structural properties of the class of languages (see [8]).
We will follow Simpson [26] in defining a set E of notations for ordinals less than ε0 and an ordering< on the notations.
E and< are defined inductively by the following clauses.
(1) If α1 ≥ · · · ≥ αm are in E then ωα1 + · · · + ωαm is in E.
(2) If α1 ≥ · · · ≥ αm and β1 ≥ · · · ≥ βn are in E, then
ωα1 + · · · + ωαm < ωβ1 + · · · + ωβn
if and only if either (a)m < n and α1 = β1, . . . , αm = βm,
or (b) α1 = β1, . . . , αk = βk, αk+1 < βk+1 for some k < min(m, n).
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We let 0 denote the element of E that is the empty sum (i.e., clause (1) above withm = 0). We abbreviate 1 = ω0, ω = ω1,
andm = 1+ · · · + 1 (sum ofm ones). For formal purposes, we can assume that each element of E is uniquely encoded as a
natural number so as to yield a constructive notation (in the sense of [18,23]) for ordinals less than ε0.
We assume that ordinal addition andmultiplication are commutative (seeDefinition 4.4 in [26] for a formal definition and
some properties). Arithmetic for ordinals with positive integer exponents can be thought of as being similar to polynomials
of the variable ω, however we consider ordinals with very large exponents in this paper. For example, the ordinal ωω is the
limit of the sequence ω,ω2, ω3, . . . , and ωω
ω
is the limit of the sequence ωω, ωω
2
, ωω
3
, . . .. So if an inference machine has
the mind change counter set to ωω
2
and makes a mind change, it must decrease the counter to the notation corresponding
to the normal form of some ordinal ωα0ω+β0 + · · · + ωαnω+βn , where n is finite and the αi and βi are all less than ω.
When defining a function from or to a set of ordinals, we will treat each ordinal to be the set containing every strictly
smaller ordinal (i.e., β = {α |α < β}). So f : ω → ω is a function from natural numbers to natural numbers, and
g : ω + 1→ ω is a function from the set of natural numbers and the ordinal ω to the set of natural numbers.
2.5. Pattern languages
We will mainly be concerned with the inference of pattern languages in this paper, although the techniques used
are easily applied to other classes of languages. Pattern languages were originally introduced into inductive inference by
Angluin [2] and later became a rich field of research. See [25] for more on the inductive inference of pattern languages and
their applications. Let Σ be a finite alphabet and let V = x0, x1, . . . be a countably infinite set of symbols disjoint from Σ .
A finite string of elements ofΣ is called a constant segment and elements of V are called variables. A pattern is a non-empty
finite string over Σ ∪ V . A pattern p is said to be regular if every variable xi appearing in p occurs only once. Let RP be the
set of regular patterns, and let RPl be the set of regular patterns which contain constant segments of length no longer than l.
The language of a pattern p, denoted L(p), is the subset ofΣ∗ that can be obtained by substituting a non-empty constant
segment si ∈ Σ+ for each occurrence of the variable xi in p for all i ≥ 0. For example, ifΣ = {a, b} and p = ax1b, then L(p)
is the subset of Σ∗ of strings beginning with ‘‘a’’, ending with ‘‘b’’, and of length greater than or equal to three. For a set of
patterns P , we define L(P) = {L(p) | p ∈ P}.
The next two theorems will be useful for showing the mind change complexity of L(RPl)<ω , the class of unbounded
unions of languages of regular patterns with constant segment length bound l.
Theorem 2.7 (Shinohara and Arimura [25]). For any l ≥ 1, L(RPl) has finite thickness and contains no infinite anti-chains with
respect to set inclusion.
Theorem 2.8 (Shinohara and Arimura [25]). For any l ≥ 1, L(RPl)<ω is inferable from positive data.
3. Closed set systems
We now introduce closed set systems and closure operators, which we will use later to define an inference algorithm for
L(RPl)<ω . See [7] for an analysis of learning closed set systems from positive data.
A mapping C : 2U → 2U is called a closure operator on U if and only if for all subsets X and Y of U , C(·) has the following
properties:
(1) X ⊆ C(X),
(2) C(C(X)) = C(X),
(3) X ⊆ Y ⇒ C(X) ⊆ C(Y ).
A closed set is a set X ⊆ U such that X = C(X). C = {X | X = C(X)} is called the closed set system defined by C(·).
It is easy to see that a collection of sets is a closed set system for some closure operator if and only if it is closed under
arbitrary intersections. Closed set systems form a complete lattice ordered by set inclusion, where
∧
i∈I C(Xi) =
⋂
i∈I C(Xi)
and
∨
i∈I C(Xi) = C(
⋃
i∈I Xi) [3,5].
For any class of languages L over Σ∗ and any X ⊆ Σ∗, let CL(X) = ⋂{L ∈ L | X ⊆ L}. It is easy to see that
CL : 2Σ∗ → 2Σ∗ is a closure operator on Σ∗, and that CL, the set of all closed sets of CL(·), is the smallest closed set
system that containsL [4]. Note that for all L ∈ L, L = CL(L), although not every closed set is inL.
In the following, we will assume that L is an indexed family of recursive sets, and that CL is the corresponding closed
set system.
A closed set system is said to be Noetherian if and only if it contains no infinite strictly ascending chains of closed sets.
Lemma 3.1. L has finite elasticity if and only if CL is Noetherian.
Proof. Assume an infinitely increasing chain of closed sets X0 ⊂ X1 ⊂ · · · exists in CL. Let s0 be any element of X0, and for
each i ≥ 0 choose si ∈ Xi+1 such that si 6∈ Xi. Then si 6∈ ⋂{L ∈ L | Xi ⊆ L}, but si ∈ ⋂{L ∈ L | Xi+1 ⊆ L}, therefore there
exists some L ∈ L such that Xi ⊆ L and si 6∈ L. For all j ≥ i + 1, si ∈ Xj, so {s0, . . . , si−1} ⊆ Xi ⊆ L and si 6∈ L. Since i was
arbitrary, this shows thatL has infinite elasticity.
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For the converse, assume that the languages L1, L2, L3, . . . and elements s0, s1, s2, . . . show the infinite elasticity of L.
From the definition of infinite elasticity, {s0, . . . , sn−1} ⊆ CL({s0, . . . , sn−1}) ⊆ Ln, but sn 6∈ Ln so CL({s0, . . . , sn−1})
⊂ CL({s0, . . . , sn}). Since n was arbitrary, CL({s0, . . . , si}) (i ≥ 0) is an infinite strictly ascending chain, and thus CL is
not Noetherian. 
Lemma 3.2. LetL be a class of languages with finite thickness.L contains no infinite anti-chains with respect to set inclusion if
and only if CL contains no infinite anti-chains.
Proof. Since CL(∅) is a subset of (and therefore comparable with) all other closed sets in CL, it can not be in any infinite
anti-chain of closed sets of CL. Therefore, we only need to show that CL − {CL(∅)} contains no infinite anti-chains.
From the definition of finite thickness, any non-empty set of elements is contained in atmost a finite number of languages
of L. Therefore, there exists an irredundant representation of any closed set Xi ∈ (CL − {CL(∅)}) as the intersection of a
finite number of languages of L, so let Xi = Li0 ∩ · · · ∩ Lini . Define the ordering ≤′ over elements of L such that Lik ≤′ Ljm if
and only if Lik ⊇ Ljm. The finite thickness and absence of anti-chains inL guarantee that≤′ is a well-partial-order.
Define a mapping f : (CL−{CL(∅)})→ L∗ such that f (Xi) = 〈Li0, . . . , Lini〉. We orderL∗ by the Higman embeddingH
based on the ordering ≤′. Lemma 2.6 guarantees that H is a well-partial-order on L∗, and therefore contains no infinite
anti-chains.
We now show that f (Xi) H f (Xj) implies that Xi ⊇ Xj. Assume that f (Xi) H f (Xj), then there exists k0 < · · · < kni ≤ nj
such that Li0 ≤′ Ljk0 , . . . , Lini ≤′ Ljkni . This implies that L
i
0 ∩ · · · ∩ Lini ⊇ Ljk0 ∩ · · · ∩ Ljkni . Since L
j
k0
∩ · · · ∩ Ljkni ⊇ L
j
0 ∩ · · · ∩ Ljnj ,
it follows that Xi ⊇ Xj. From Lemma 2.5, it follows that there are no infinite anti-chains in CL with respect to set inclusion.
The converse follows immediately sinceL is a subset of CL. 
For completeness, we show that ‘‘finite thickness’’ cannot be weakened to ‘‘finite elasticity’’ in the above lemma.
Proposition 3.3. There exists a class of languagesL with finite elasticity such that
(1) L contains no infinite anti-chains with respect to set inclusion,
(2) CL contains an infinite anti-chain,
(3) L<ω is not inferable from positive data.
Proof. For convenience, we will defineL on N, the set of natural numbers, instead of onΣ∗. We first define
SINGLE = {{i} | i ∈ N} and COIN IT = {{k ∈ N | k ≥ j} | j ∈ N}.
Consider the class of languagesL = SINGLE ∪˜COIN IT .L has finite elasticity because both SINGLE and COIN IT
have finite elasticity. It will be convenient to use ordered pairs of natural numbers to representL as the set {〈i, j〉L | i < j},
where 〈i, j〉L is defined to be {i} ∪ {k ∈ N | k ≥ j} (note that if i ≥ j, then 〈i, j〉L = 〈j, j+ 1〉L, which is why we can restrict
our attention to only the cases where i < j). Then it is easily shown that 〈i, j〉L ⊇ 〈i′, j′〉L ⇐⇒ i′ ≥ j or (i′ = i and j′ ≥ j).
(1) Assume that L contains an infinite anti-chain {〈ik, jk〉L}k≥0. Then since 〈i0, j0〉L 6⊇ 〈ik, jk〉L for all k > 0, it follows
that ik < j0 for all k > 0. Since there are only finitely many natural numbers less than j0, there must be some i < j0 such
that ik = i for infinitely many k > 0. Thus, there is an infinite subsequence {〈i, jf (k)〉L}k≥0 of {〈ik, jk〉L}k≥0 which is also an
infinite anti-chain (here we are using the strictly monotonic function f :N→ N to specify the indices of the subsequence).
For any k ≥ 0, since 〈i, jf (k)〉L 6⊇ 〈i, jf (k+1)〉L, it must hold that jf (k+1) < jf (k), which contradicts the well-orderedness of the
natural numbers. Therefore,L does not contain any infinite anti-chains.
(2) For any i ∈ N, note that CL({i}) = {i}, because {i} =⋂j>i〈i, j〉L. Therefore, {{i} | i ∈ N} is an infinite anti-chain in CL.
(3) Note that N = 〈0, 1〉L is in L<ω . Let F = {i1, i2, . . . , in} be any finite subset of N, and let j = max(F) + 2, where
max(F) denotes the largest natural number in F . Then L = 〈i1, j〉L ∪ 〈i2, j〉L ∪ · · · ∪ 〈in, j〉L is in L<ω and contains F , and
since it does not contain max(F)+1 it is a proper subset ofN. Thus,N has no finite tell-tale and soL<ω is not inferable from
positive data. 
4. Upper and lower mind change bounds for L(RPl)<ω
We now proceed to show the mind change complexity of inferring L(RPl)<ω from positive data. In the following, given a
set Awe will always assume that A∗ is ordered by the subsequence relationS . The results in this section are largely based
on the following two lemmas.
Lemma 4.1 (Simpson [26]). Let A be a finite set containing exactly k elements. Then there exists a recursivemapping g : ωωk−1 →
A∗ with the property that α 6≤ β implies g(α) 6S g(β).
Lemma 4.2 (Simpson [26], Hasegawa [13]). Let A be a finite set containing exactly k elements. Then there exists a recursive
mapping f : Bad(A∗)→ ωωk−1 + 1 with the property that f (s〈a〉) < f (s) for all s, s〈a〉 ∈ Bad(A∗).
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The mapping f in Lemma 4.2 is known as a reification. If A is a well-partially-ordered set, and α is the smallest possible
ordinal such that a (not necessarily recursive) reification f : A→ α + 1 exists, then we say that A has order type α (see [26,
13] for a more detailed discussion).
Wewill use Lemma 4.1 to find a lower bound of the mind change complexity of L(RPl)<ω and use Lemma 4.2 and closure
operators to find an upper bound.
Let Σ be a finite alphabet containing at least two elements. We fix an element c ∈ Σ and let Σ−c = Σ − {c}. We will
abbreviate (Σ−c)=l, the set of strings of elements of Σ−c with length l, as Σ=l−c . We define x(RP
=l
−c)y to be the subset of RP
l
of patterns that begin and end with a variable, do not contain any occurrences of the constant element c , and only have
constant segments of length exactly equal to l. Note that although no p ∈ x(RP=l−c)y contains the element c , L(p) is defined
overΣ , so c may occur in some elements of the language L(p).
Next we define a mapping P : (Σ=l−c)∗ → x(RP=l−c)y so that P(〈w1, . . . , wn〉) = x1w1 · · · xnwnxn+1. Let ′S be the
subsequence relation on (Σ=l−c)∗. The following lemma is related to a theorem proved by Mukouchi [22].
Lemma 4.3. Let σ , τ1, . . . , τn ∈ (Σ=l−c)∗ for n ≥ 1. If for all i (1 ≤ i ≤ n), τi 6′S σ , then L(P(σ )) 6⊆
⋃
1≤i≤n L(P(τi)).
Proof. Let σ = 〈w1, . . . , wm〉, and let s = cw1c · · · cwmc . Obviously s ∈ L(P(σ )). Assume s ∈ ⋃1≤i≤n L(P(τi)), then for
some j, s ∈ L(P(τj)). Assume τj = 〈u1, . . . , um′〉, so P(τj) = x1u1 · · · xm′um′xm′+1. Each constant segment ui′ (1 ≤ i′ ≤ m′)
in P(τj)must map to a segment in s, but since ui′ does not contain c , ui′ must appear within some wki′ (1 ≤ ki′ ≤ m). Since|ui′ | = |wki′ | = l, it follows that ui′ = wki′ . Furthermore, the ordering of the mapping must be preserved, so ki′ < ki′+1 for
i′ < m′. But this shows that τj ′S σ , which contradicts the hypothesis. 
Since |Σ=l−c | = |Σ−c |l = (|Σ | − 1)l, we can use Lemma 4.1 to define a mapping g : ωω(|Σ |−1)
l−1 → (Σ=l−c)∗ with the
property that α > β implies g(α) 6′S g(β). We now define g ′ : ωω(|Σ |−1)
l−1 → L(x(RP=l−c)y) to be g ′(α) = L(P(g(α))). It
follows from Lemma 4.3 that if ωω
(|Σ |−1)l−1
> α0 > · · · > αn > β for finite n, then g ′(β) 6⊆⋃0≤i≤n g ′(αi).
Theorem 4.4. L(RPl)<ω is not inferable from positive data with mind change bound less than ωω(|Σ |−1)
l−1
for l ≥ 1 and for finite
Σ containing at least two elements.
Proof. Let M be an inference machine and assume that M’s first output is 〈 ? , α0〉 for some α0 < ωω(|Σ |−1)
l−1
. Use the
mapping g ′ defined above to start enumerating elements of the language L0 = g ′(α0).
IfM ever changes its hypothesis to Ln, then its mind change counter drops to some αn+1 < αn, and we start enumerating
elements of Ln+1 = Ln ∪ g ′(αn+1). Note that Ln+1 ⊃ Ln.
At some point, M must stop making mind changes, but since we are still enumerating the elements of some language
Ln′ ∈ L(x(RP=l−c)y)<ω that is different fromM’s hypothesis, we see thatM fails to infer a language in L(RPl)<ω . 
We now move on to give an upper bound on the mind change complexity of L(RPl)<ω . Let L be a class of languages,
and let CL(X) = ⋂{L ∈ L | X ⊆ L} be the corresponding closure operator. Given a finite subset X of some unknown
language L∗, any language L ∈ L that contains X also contains CL(X), and CL(X) is the largest subset containing X that has
this property. Therefore we have the very natural interpretation that CL(X) is the most information about L∗ that we can
unambiguously extract from X . If X contains only the single element s, thenwewill abbreviate CL(X) as CL(s). We can define
a quasi-ordering1 ≤L on Σ∗ such that s ≤L t if and only if t ∈ CL(s). If L has finite thickness and no infinite anti-chains,
then 〈Σ∗,≤L〉 is a well-quasi-order. If we define an inference machine that only changes its hypothesis when it receives
elements of a bad sequence of 〈Σ∗,≤L〉 (i.e. if it sees an element that is not in the closure of any of the elements it has
already seen), then the order type of 〈Σ∗,≤L〉 will give an upper bound on the mind change complexity of L<ω . We now
show how this is done for L(RPl)<ω .
Let CRPl(X) =
⋂{L ∈ L(RPl) | X ⊆ L} for any subset X of Σ∗, and let CRPl be the set of all closed sets of CRPl(·). From
Theorem2.7 and Lemmas 3.1 and 3.2,CRPl is Noetherian and contains no infinite anti-chainswith respect to subset inclusion.
Lemma 4.5. For any finite X ⊆ Σ∗ and s ∈ Σ+, the containment problem ‘‘is s ∈ CRPl(X)?’’ is computable.
Proof. If X is a subset of the language of a pattern p, then the length of p must be less than or equal to the length of the
shortest element in X . Only a finite number of such p exist, so an algorithm can check whether or not s is in every pattern
language that contains X . 
LetΣ be a finite alphabet containing at least two elements, and let # be a new symbol not inΣ . DefineΣ=l# to be the set
of elements ofΣ=l with the symbol # appended to the beginning or end. Define a mapping h : Σ>l → (Σ=l# )∗ such that for
s = a1 · · · an (n > l),
h(s) = 〈#a1 · · · al, a2 · · · al+1#, . . . ,#an−l+1 · · · an〉,
where # appears on the left side of the initial and final segments, and # appears on the right of all other segments.
1 Quasi-orders are relations that are reflexive and transitive, but not necessarily anti-symmetric. Well-quasi-orders are defined in the same way as
well-partial-orders.
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Lemma 4.6. If |s| ≤ l and s = t, or if h(s) is a subsequence of h(t), then t ∈ CRPl({s}).
Proof. The case where s = t is obvious, so assume s = a1 · · · an, t = b1 · · · bn′ , and that h(s) is a subsequence of h(t). It
follows that there is a strict monotonic function f : {1, . . . , n− l+ 1} → {1, . . . , n′} such that for all i (1 ≤ i ≤ n− l+ 1),
ai · · · ai+l−1 = bf (i) · · · bf (i)+l−1. We now define f ′ : {1, . . . , n} → {1, . . . , n′} so that f ′(i) = f (i) when i ≤ n − l + 1 and
f ′(i) = n′ − n+ i otherwise. By definition f ′ is strict monotonic, implying that f ′(j)− f ′(i) ≥ j− i for all j ≥ i, where j and i
are in the domain of f ′. Also, note that the placement of the # symbols guarantee that first and last l elements of s and t are
the same. Therefore, for all i (1 ≤ i ≤ n) and all k (1 ≤ k ≤ l), if i+ k− 1 ≤ n then ai · · · ai+k−1 = bf ′(i) · · · bf ′(i)+k−1.
Let p = w1x1 · · ·wmxmwm+1 be a pattern in RPl such that s ∈ L(p), where the xi’s are variables and the wi’s are in Σ≤l.
For each non-empty wi (1 ≤ i ≤ m + 1) in p, wi is mapped to a segment in s, so let ki be the position in s where the first
element ofwi is mapped. Ifwi is empty for i ≤ m then let ki be the position of the first element of s that xi matches. We can
ignore the case thatwm+1 is empty. Note that ki+1 ≥ ki+|wi|+1 for i ≤ m, since ximust bemapped to at least one element
of s.
For i ≤ m + 1 and non-empty wi, it is clear that wi = aki · · · aki+|wi|−1 = bf ′(ki) · · · bf ′(ki)+|wi|−1, so each wi matches a
segment of t in the proper order. The strict monotonicity of f ′ guarantees that there is at least as much space between f ′(ki)
and f ′(ki + 1) as there is between ki and ki + 1, so there is enough room for each xi to match at least one element of t . Ifwi
is empty then xi would match a segment of t starting at f ′(ki), otherwise xi would start matching at f ′(ki) + |wi|. In either
case, xi would match the segment of t up to the position f ′(ki+1)− 1, or to the end of the string if wm+1 is empty. Also, the
first and last l elements of s and t are associated by f ′, so w1 and wm+1 match to the head and tail segments of t . Therefore,
we can see that t ∈ L(p). Since pwas arbitrary, we can conclude that t ∈ CRPl({s}). 
Theorem 4.7. L(RPl)<ω is inferable from positive data with mind change bound ωω2|Σ |
l−1 + |Σ≤l| for any l ≥ 1 and finite Σ
containing at least two elements.
Proof. The algorithm shown receives a positive presentation of an unknown language L∗ ∈ L(RPl)<ω and outputs
hypotheses of the form H = {w0, . . . , wk} ⊆ Σ+ such that L(H), the language corresponding to the hypothesis H , is
defined as CRPl(w0) ∪ · · · ∪ CRPl(wk). The value of the mind change counter is kept in the variable counter , and is outputted
along with H whenever the hypothesis changes.
Algorithm 1 Algorithm to infer L(RPl)<ω from positive data with mind change bound ωω2|Σ |
l−1 + |Σ≤l|. Hypothesis H
corresponds to the language L(H) =⋃w∈H CRPl(w).
1: H := ∅; // initialize as empty set
2: BadSeq := ε; // initialize as empty sequence
3: counterA := ωω
2|Σ |l−1 + 1;
4: counterB := |Σ≤l| − 1;
5: counter := counterA + counterB;
6: Output(〈 ? , counter〉); // output empty hypothesis and counter value
7: loop
8: s := Input(); // receive next element in the presentation
9: if (∀w ∈ H)[s 6∈ CRPl(w)] then
10: if |s| ≤ l then
11: counterB := counterB − 1;
12: else
13: BadSeq := BadSeq〈h(s)〉; // append h(s) to the end of BadSeq
14: counterA := f (BadSeq);
15: end if
16: H := H ∪ {s};
17: counter := counterA + counterB;
18: Output(〈H, counter〉); // output new hypothesis and counter value
19: end if
20: end loop
The function h : Σ>l → (Σ=l# )∗ in line 13 is the function defined before Lemma 4.6. The function f : Bad((Σ=l# )∗) →
ωω
2|Σ |l−1 + 1 in line 14 is the function from Lemma 4.2 for the case A = Σ=l# and k = |Σ=l# | = 2|Σ |l.
The hypothesis H is modified if and only if an element s is read in from the positive presentation such that s 6∈ CRPl(w)
for all w ∈ H . This implies that either CRPl(s) is a strict superset of CRPl(w) for some w ∈ H , or else CRPl(s) is incomparable
with CRPl(w) for all w ∈ H . Since CRPl is Noetherian and contains no infinite anti-chains, it follows that H changes only a
finite number of times.
Assume the algorithm converges toH ′ when receiving a presentation for L∗ ∈ L(RPl)<ω . Clearly everyw ∈ H ′ is in L∗, and
since any pattern language containingw will contain all of CRPl(w), it follows that L(H
′) ⊆ L∗. If there is any element s ∈ L∗
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that is not in L(H ′), then eventually swill appear in the presentation, and since s 6∈ CRPl(w) for allw ∈ H ′, the hypothesis will
be updated, contradicting the choice of H ′. Therefore L(H ′) = L∗, and so the above algorithm infers L(RPl)<ω from positive
data.
It only remains to check that counter behaves correctly. Assume that H is modified upon reading in some element s.
If |s| ≤ l, then counterB is reduced by one, which is a well defined operation because counterB is initialized to a finite
value. Since we have assumed that patterns and substitutions are always non-empty, no language in L(RPl)<ω contains the
empty string. It is therefore clear that the initial value of counterB is large enough that it will never be reduced below zero.
On the other hand, if |s| > l, then h(s) is well defined. Since s has length larger than l and s is not included in the closure
of any elements previously read in from the presentation, Lemma 4.6 and a simple induction guarantees that BadSeq〈h(s)〉 is
a bad sequence of elements of (Σ=l# )∗. By Lemma 4.2, f (BadSeq) > f (BadSeq〈h(s)〉), and therefore lines 13 and 14 guarantee
that counterA becomes strictly smaller without ever falling below zero.
Thus, whenever the hypothesis H is modified, either counterA or counterB decreases, and therefore counter = counterA+
counterB always decreases without ever falling below zero. 
Note that line 16 in the above algorithm could be replaced with
H :={s} ∪ {w ∈ H |w 6∈ CRPl(s)}
to produce a less redundant hypothesis.
5. Mind change bounds and reverse mathematics
Reverse Mathematics is a field of research dedicated to finding which axioms are necessary and sufficient to prove
theorems in second order arithmetic. In general, the base axiom system RCA0 is used to compare the logical strength of
different axioms. RCA0 is a weak system that basically only asserts the existence of recursive sets, a weak form of induction,
and the basic axioms of arithmetic. More formally, the language of RCA0 is that of second order arithmetic, and contains
variables x, y, z, . . . for numbers and variables X, Y , Z, . . . for sets. The axioms of RCA0 are as follows2:
∆01-comprehension: ∀x(φ(x)↔ ψ(x))→ ∃X∀x(x ∈ X ↔ φ(x)), where φ is aΣ01 formula,ψ is aΠ01 formula, and X is not
free in either φ or ψ .
Σ01 -induction: φ(0) ∧ ∀x(φ(x)→ φ(x+ 1))→ ∀x(φ(x)), where φ is aΣ01 formula.
Basic arithmetic: These include axioms defining addition, multiplication, and ordering of the natural numbers.
WKA0 (Weak König’s Lemma) is a slightly stronger system which is defined to be RCA0 with an additional axiom asserting
König’s Lemma for binary trees. ACA0 (Arithmetical Comprehension Axiom) is stronger than WKA0, and is a conservative
extension of Peano Arithmetic. See [9] for a formal definition of these systems and their properties.
The basic idea is that if we have two theorems, Theorem A and Theorem B, and we can show that by assuming Theorem
A as an axiom along with the axioms of RCA0 then we can prove Theorem B, and conversely by assuming Theorem B as
an axiom we can prove Theorem A, then we can say that Theorem A and Theorem B are equivalent within RCA0. This kind
of reasoning is similar to the equivalence of Zorn’s Lemma and the Axiom of Choice within the Zermelo–Fraenkel axiom
system.
The purpose of this section is to show the relationship within RCA0 of asserting the inferability of certain classes of
languages with asserting the well-orderedness3 of certain ordinal numbers. The result is important because it shows some
connections between proof theory and the theory of inductive inference.
Proposition 5.1 (Simpson [26]). ωωω cannot be proved to be well-ordered within RCA0. However, RCA0 does prove that ωω
ω
is
well-ordered if and only if ωω
m
is well-ordered for all m.
The next theorem follows directly from Theorems 4.4 and 4.7, and the work of Simpson [26]. Simpson showed that the
Hilbert basis theorem is equivalent to the well-orderedness of ωω , and that Robson’s generalization of the Hilbert basis
theorem is equivalent to the well-orderedness of ωω
ω
.
An inference machine is said to be confident if it only makes a finite number of mind changes on any presentation of a
language, even if the language is not one that the inferencemachine infers in the limit. The next theorembasically shows that
the logical strength of asserting the inferability of L(RPl)<ω by a confident learner is related to the mind change complexity
of L(RPl)<ω .
Theorem 5.2. The following are equivalent within RCA0:
(1) ωω
ω
is well-ordered.
(2) L(RPl)<ω is inferable from positive data by a confident learner for any l ≥ 1 and any finiteΣ containing at least two elements.
2 A formula φ isΣ01 (resp.,Π
0
1 ) iff it is equivalent to a formula ∃x(ψ(x)) (resp., ∀x(ψ(x))) for some formula ψ that contains only bounded quantifiers.
3 Recall that a totally ordered set A is well-ordered if and only if there is no infinitely decreasing sequence of elements in A.
984 M. de Brecht, A. Yamamoto / Theoretical Computer Science 411 (2010) 976–985
Proof. First, we note that the mappings in Lemmas 4.1 and 4.2 are defined within RCA0 [26], and since we only consider
computable inference machines in Theorems 4.4 and 4.7, they are also definable in RCA0.
To show that 1 implies 2, fixm > 2 and assume that ωω
m−1
is well-ordered. Assume that there is some l andΣ such that
2|Σ |l < m and that L(RPl)<ω is not inferable from positive data. Since the algorithm in Theorem 4.7 will always expand its
hypothesis to include new elements not already accounted for, and since it will never output an overgeneralized hypothesis,
the only way L(RPl)<ω would not be inferable is if the inference machine never converges. Therefore the mind change
counter of the machine gives an infinitely descending chain of ordinals less than ωω
m−1
, which contradicts the assumption
that ωω
m−1
is well-ordered.
To show that 2 implies 1, fix l ≥ 1 and Σ to contain at least two elements, and assume that L(RPl)<ω is inferable from
positive data by a confident learner. If ωω
m−1
is not well-ordered for some m < (|Σ | − 1)l, then we can use the same
technique as in Theorem 4.4 to convert an infinitely descending sequence in ωω
m−1
to an infinitely increasing (with respect
to ⊂) sequence of languages in L(RPl)<ω . Therefore we can show that any inference machine either fails to infer some
language in L(RPl)<ω , or else it makes an infinite number of mind changes on some text, in either case a contradiction. 
This result can be applied to most proofs involving mind change complexity. For example, Stephan and Ventsov [27]
showed that ideals of the ring of polynomials with n variables is inferable with optimal mind change bound ωn. This result
can easily be converted into another proof that the Hilbert basis theorem is equivalent to the well-orderedness of ωω .
6. Discussion and conclusion
This paper contains several new results. First, we introduced closure operators on arbitrary language classes, which can
be interpreted as representing the amount of information contained in a subset of an unknown language. We also showed
that the minimal closed set system containing a class of languages preserves several topological properties of the class. We
showed how closure operators can be used to define an ordering onΣ∗, and how the order type of this ordering is related
to mind change complexity. We also give an inference algorithm that can easily be applied to the inductive inference of a
wide variety of classes of languages provided that the closure operation is computable. As a practical application, we used
these techniques to show that L(RPl)<ω is inferable from positive data withmind change boundωω2|Σ |
l−1+|Σ≤l|, and that it
is not inferable with mind change bound less than ωω
(|Σ |−1)l−1
. Finally, we showed an interesting connection between proof
theory and mind change complexity.
There is still much room for improvement on the upper and lower mind change bounds for L(RPl)<ω that we have
obtained in this paper. Given w ∈ Σ+, it may be the case that CRPl(w) is not a complete pattern language. This implies
that the learning algorithm in Theorem 4.7 is not class-preserving, whichmeans that the algorithmmay output intermediate
hypotheses representing languages outside of L(RPl)<ω before converging to a correct hypothesis. It might be possible to
obtain a better upper bound than we have given by modifying our algorithm so that it is class-preserving and then using a
more sophisticated updating algorithm for the mind change counter. In addition, our proof of the lower bound only uses a
subclass of L(RPl)<ω , and the true lower bound may be somewhat larger.
Our approach of applyingwell-partial-orderings tomind change complexity seems to be related to thework in [20]which
uses point-set topology to show the relationship between accumulation order andmind change complexity. A generalization
of ordinal mind change complexity, as proposed in [24], considers using recursive partially ordered sets as mind change
counters. This notion is similar to the role well-partial-orderings play in mind change complexity in our paper. Since we use
ordinal mind change complexity, our results would be considered as a Type 2 mind change bound, although our methods
may give insight into the differences between the mind change bound types.
A simple modification of the inference algorithm in Theorem 4.7 will work for inferring any class of languagesL if every
language in L has a characteristic set and if the closure operator CL(·) of CL is computable for finite sets. In this case we
would only keep one closed set CL(X), where X is a subset of the presentation seen so far, and only add an element s to X if
s 6∈ CL(X). If a language inL has a characteristic set then it can be shown that it is a finitely generated closed set in CL, so
we can be sure that CL(X) does not growwithout bound. Also it is clear that CL(X)will converge to the unknown language.
However, we will not be guaranteed a mind change bound in this case.
Note that if a class of languagesL contains a language L that has a finite tell-tale but no characteristic set, then Lwithin
CL will equal the union of an infinitely increasing chain of closed sets. Therefore, the algorithm in Theorem 4.7 will not
converge. This shows a fundamental difference in inferring languages that only have finite tell-tales, because the inference
machine will be forced to choose a hypothesis from a set of incomparable languages that are all minimal with respect to the
current presentation.
One should also notice the similarities between the algorithm in Theorem 4.7 with Buchberger’s algorithm to compute
the Groebner basis of an ideal of a polynomial ring [6]. In Buchberger’s algorithm, polynomial division is used to check if a
polynomial is in the closure of the current basis, and then expand the basis to include the polynomial if it is not. Since much
research has gone into finding efficient versions of Buchberger’s algorithm, some of those results may be useful for creating
more efficient inference algorithms.
Theorem 5.2 uses Reverse Mathematics to show that themind change complexity of a class of languages gives a concrete
upper bound to the logical strength of the claim that the class is inferable from positive data. Ambainis et al. [1] have already
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shown that a confident learner that infers a classL from positive data can do so with some mind change bound α for some
constructive ordinal notation, and Stephan and Ventsov [27] pointed out that the converse holds. However, the result in
Theorem 5.2 shows that the two notions are actually logically equivalent with respect to the weak base system RCA0. It can
be shown that the smallest ordinal that cannot be proven well-ordered in the three systems mentioned previously isωω for
RCA0 and WKL0, and 0 for ACA0. Therefore, we conjecture that if a class of languages L can be shown within WKL0 to be
confidently learnable, then the class should not have an optimal mind change bound greater than ωω . Furthermore, ACA0
would not be sufficient to prove that a class of languages has optimal mind change bound greater than 0.
Therefore, classes of languages with increasingly large mind change bounds will require increasingly strong axiom
systems to prove them confidently inferable. This is apparent in the case of L(RPl)<ω , since it relies heavily on Higman’s
lemma, but is also seen in Wright’s theorem, which is used to prove the inferability of finite unions of pattern languages,
and relies on a weak form of Ramsey’s theorem.
It may be possible to extend these proof theoretical results even further by using reductions between language classes
[17], although care must be taken on the complexity of the proof of the reduction.
Some classes of languages, such as FIN , the class of all finite sets of natural numbers, are not inferable with amind change
bound [1], and yet the inference algorithm is trivial, simply output the finite sequence seen so far. Although the inference
algorithm for FIN is simple, and it is trivial to prove its success, FIN is often considered as a difficult learning problem because
mind changes cannot be bounded. This suggests that it is necessary to further clarify the differences between the complexity
of inference algorithms and the complexity of the proof of inferability.
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