DNA sequencing is the basic workhorse of modern day biology and medicine. Shotgun sequencing is the dominant technique used: many randomly located short fragments called reads are extracted from the DNA sequence, and these reads are assembled to reconstruct the original sequence. A basic question is: given a sequencing technology and the statistics of the DNA sequence, what is the minimum number of reads required for reliable reconstruction? This number provides a fundamental limit to the performance of any assembly algorithm. By drawing an analogy between the DNA sequencing problem and the classic communication problem, we formulate this question in terms of an information theoretic notion of sequencing capacity. This is the asymptotic ratio of the length of the DNA sequence to the minimum number of reads required to reconstruct it reliably. We compute the sequencing capacity explicitly for a simple statistical model of the DNA sequence and the read process. Using this framework, we also study the impact of noise in the read process on the sequencing capacity.
Introduction
DNA sequencing is the basic workhorse of modern day biology and medicine. Since the sequencing of the Human Reference Genome ten years ago, there has been an explosive advance in sequencing technology, resulting in several orders of magnitude increase in throughput and decrease in cost. This advance allows the generation of a massive amount of data, enabling the exploration of a diverse set of questions in biology and medicine that were beyond reach even several years ago. These questions include discovering genetic variations across different humans (such as single-nucleotide polymorphisms SNPs), identifying genes affected by mutation in cancer tissue genomes, sequencing an individual's genome for diagnosis (personal genomics), and understanding DNA regulation in different body tissues.
Shotgun sequencing is the dominant method currently used to sequence long strands of DNA, including entire genomes. The basic shotgun DNA sequencing set-up is shown in Figure 1 . Starting with a DNA molecule, the goal is to obtain the sequence of nucleotides (A, G, C or T ) comprising it. (For humans, the DNA sequence has about 3 × 10 100-1000 base pairs, depending on the sequencing technology. The number of reads can be of the order of 10's to 100's of millions. The DNA assembly problem is to reconstruct the DNA sequence from the many reads.
When the human genome was sequenced in 2001, there was only one sequencing technology, the Sanger platform [20] . Since 2005, there has been a proliferation of "next generation" platforms, including Roche/454, Life Technologies SOLiD, Illumina Hi-Seq 2000 and Pacific Biosciences RS. Compared to the Sanger platform, these technologies can provide massively parallel sequencing, producing far more reads per instrument run and at a lower cost, although the reads are shorter in lengths. Each of these technologies generates reads of different lengths and with different noise profiles. For example, the 454 machines have read lengths of about 400 base pairs, while the SOLiD machines have read lengths of about 100 base pairs. At the same time, there has been a proliferation of a large number of assembly algorithms, many tailored to specific sequencing technologies. (Recent survey articles [17, 14, 15] discuss no less than 20 such algorithms, and the Wikipedia entry on this topic listed 35 [29] . ) The design of these algorithms is based primarily on computational considerations. The goal is to design efficient algorithms that can scale well with the large amount of sequencing data. Current algorithms are often tailored to particular machines and are designed based on heuristics and domain knowledge regarding the specific DNA being sequenced; this makes it difficult to compare different algorithms, not to mention to define what it means by an "optimal" assembly algorithm for a given sequencing problem.
An alternative to the computational view is the statistical view. In this view, the genome sequence is regarded as a random string to be estimated based on the read data. The basic question is: what is the minimum number of reads needed to reconstruct the DNA sequence with a given reliability? This minimum number can be used as a benchmark to compare different algorithms, and an optimal algorithm is one that achieves this minimum number. It can also provide an algorithm-independent basis for comparing different sequencing technologies and for designing new technologies.
This statistical view falls in the realm of DNA sequencing theory [28] . A well-known lower bound on the number of reads needed can be obtained by a coverage analysis, an approach pioneered by Lander and Waterman [12] . This lower bound is the number of reads such that with a desired probability the randomly located reads cover the entire genome sequence. While this is clearly a lower bound on the minimum number of reads needed, it is in general not tight: only requiring the reads to cover the entire genome sequence does not guarantee that consecutive reads can actually be stitched back together to recover the entire sequence. The ability to do that depends on other factors such as the statistical characteristics of the DNA sequence and also the noise profile in the read process. Thus, characterizing the minimum number of reads required for reconstruction is in general an open question.
In this paper, we obtain new results to this question through defining a notion we call sequencing capacity. This notion is inspired by an analogy between the DNA sequencing problem and the classical communication problem. The basic communication problem is that of encoding an information source at one point for transmission through a noisy channel to be decoded at another point (Figure 2(a) ). The problem is to design a "good" encoder and a "good" decoder. The DNA sequencing problem can be cast as a restricted case of the communication problem (Figure 2(b) ). The DNA sequence of base pairs s 1 , s 2 , . . . , s G is the sequence of information source symbols. The physical sequencing process is the channel which generates from the DNA sequence a set of reads r 1 , r 2 , . . . r N . Each read is viewed as a channel output. The assembly algorithm is the decoder which tries to reconstruct the original genome sequence from the sequence of reads. The problem is to design a "good" assembly algorithm. Note that the only difference with the general communication problem is that there is no explicit encoder to optimize and the DNA sequence is sent directly onto the channel.
Communication is an age-old field and in its early days, communication system designs were ad hoc and tailored for specific sources and specific channels. In 1948, Claude Shannon changed all this by introducing information theory as a unified framework to study communication problems [21] . He made several key contributions. First, he explicitly modeled the source and the channel as random processes. Second, he showed that for a wide class of sources and channels, there is a maximum rate of flow of information, measured by the number of information source symbols per channel output, which can be conveyed reliably through the channel. Third, he showed how this maximum reliable rate can be explicitly computed in terms of the statistics of the source and the statistics of the channel.
The main goal of the present paper is to initiate a similar program for the DNA sequencing problem. Shannon's main result assumes that one can optimize the encoder and the decoder. For the DNA sequencing problem, the encoder is fixed and only the decoder (the assembly algorithm) can be optimized. Nevertheless, we show in this paper that one can also define a maximum reliable rate of flow of information for the DNA sequencing problem. We call this quantity the sequencing capacity C. It gives the maximum number of DNA base pairs that can be resolved per read, by any assembly algorithm, without regard to computational limitations. Equivalently, the minimum number of reads required to reconstruct a DNA sequence of length G base pairs is G/C.
The sequencing capacity C depends on both the statistics of the DNA sequence as well as the specific physical sequencing process. To make our ideas concrete, we first consider a very simple model for which we compute C explicitly:
1. the DNA sequence is modeled as an i.i.d. random process of length G with each symbol taking values according to a probability distribution p on the alphabet {A, G, C, T }.
2. each read is of length L symbols and begins at a uniformly distributed location on the DNA sequence and the locations are independent from one read to another.
3. the read process is noiseless.
For this model, it turns out that the sequencing capacity C depends on the read length L through a normalized parameterL
as follows:
The result is summarized in Figure 3 . Here H 2 (p) is the Renyi entropy of order-2, defined to be
Denoting by N * = G/C the minimum number of reads required to reconstruct the DNA sequence, the capacity result may be rewritten in terms of system parameters G, L, and N * :
Since each read reveals L DNA base pairs, a naive thought would be that the sequencing capacity C is simply L base pairs/read. However, this is not correct since the location of each read is unknown to the decoder. The larger the length G of the DNA sequence, the more uncertainty there is about the location of each read, and the less information each read provides. The result says that L/ ln G is the effective amount of information provided by a read, provided that this number is larger than a threshold. If L/ ln G is below the threshold, reconstruction is impossible no matter how many reads are provided to the assembly algorithm. The threshold value 2/H 2 (p) depends on the statistics of the source. The conditionL > 2/H 2 (p) can be interpreted as the condition for no duplication of length L subsequences in the length G DNA sequence. (An estimate of the corresponding threshold for real DNA data can be found in [27] .) Arratia et al [2] showed that this is a Figure 3 : The sequencing capacity C as a function of the normalized read lengthL. necessary and sufficient condition for reconstruction of the i.i.d. DNA sequence if all length L subsequences of the DNA sequence are given as reads. This arises in a technology called sequencing by hybridization. What our result says is that, for shotgun sequencing where the reads are randomly sampled, if in addition to this no-duplication condition, it also holds that the sequencing rate G/N is less thanL, then reconstruction is possible. We will see that this second condition is precisely the coverage condition of Lander-Waterman. Hence, what our result says is that no-duplication and coverage are sufficient for reconstruction.
Li [13] has also posed the question of minimum number of reads for the i.i.d. equiprobable DNA sequence model. He showed that if L > 4 log 2 G, then the number of reads needed is O(G/L log 2 G). Specializing our result to the equiprobable case, our capacity result shows that reconstruction is possible if and only if L > log 2 G and the number of reads is G/L ln G. Not only our result is necessary and sufficient, we have a much weaker condition on the read length L and we get the right pre-constant on the number of reads needed, not only how the number of reads scales with G and L. As will be seen later, many different algorithms have the same scaling behavior in their achievable rates, but it is the pre-constant which distinguishes them.
The basic model of i.i.d. DNA sequence and noiseless reads is very simplistic. However, the result obtained for this model builds the foundation on which we will consider more realistic extensions. First, we study the impact of read noise on the sequencing capacity. We show that the effect of noise is primarily on increasing the threshold on the read length below which sequencing is impossible. Second, we consider more complex stochastic models for the DNA sequence, including the Markov model. A subsequent paper will deal with repeats in the DNA sequence. Repeats are subsequences that appear much more often than would be predicted by an i.i.d. statistical model; higher mammalian DNA in particular has many long repeats.
A brief remark on notation is in order. Sets (and probabilistic events) are denoted by calligraphic type, e.g. A, B, E, vectors by boldface, e.g. s, x, y, and random variables by capital letters such as S, X, Y . Random vectors are denoted by capital boldface, such as S, X, Y. The exception to these rules, for the sake of consistency with the literature, are the (non-random) parameters G, N, and L, and the constants R and C. The rest of the paper is organized as follows. Section 2.1 gives the precise information theoretic formulation of the problem and the statement of our main result on the sequencing capacity of the simple model. Section 2.3 explains why our result provides an upper bound to what is achievable by any assembly algorithm. An optimal algorithm is presented in Section 2.4, where a heuristic argument is given to explain why it achieves capacity. Sections 3 and 4 describe extensions of our basic result to incorporate read noise and more complex models for the DNA sequence, respectively. Finally, Section 5 contains the formal proofs of all the results in the paper.
Problem Formulation and Main Result

Formulation
A DNA sequence s = s 1 s 2 . . . s G is a long sequence of nucleotides, or bases, with each base s i ∈ {A, C, T, G}. For notational convenience we instead denote the bases by numerals, i.e. s i ∈ {1, 2, 3, 4}. We assume that the DNA sequence is circular, i.e., s i = s j if i = j mod G; this simplifies the exposition, and all results apply with appropriate minor modification to the non-circular case as well.
The objective of DNA sequencing is to reconstruct the whole sequence based on N reads drawn randomly from the sequence, see Figure 4 . A read is a substring of length L from the DNA sequence. The set of reads is denoted by R = {r 1 , r 2 , . . . , r N }. The starting location of read i is t i , so
The set of starting locations of the reads is denoted T = {t 1 , t 2 , . . . , t N }, where we assume 1
An assembly algorithm is a map taking a set of N reads R = {r 1 , . . . , r N } and returning an estimated sequenceŝ =ŝ(R). We require perfect reconstruction, which presumes that the algorithm φ makes an error ifŝ = s. We let P denote the probability model for the (random) DNA sequence S and the sample locations T , and E := {Ŝ = S} the error event. A question of central interest is: what is the minimum number of reads N such that the reconstruction error probability is less than a given target ǫ, and what is the optimal assembly algorithm that can achieve such performance? Unfortunately, this is in general a difficult question to answer.
Taking a cue from information theory, we instead ask an easier asymptotic question: what is the largest information rate R := G/N achievable such that P(E) → 0 as N, G → ∞, and which algorithm achieves the optimal rate asymptotically? More precisely, a rate R base pair/read is said to be achievable if there exists an assembly algorithm such that P(E) → 0 as N, G → ∞ with G/N fixed to be R. The capacity C is defined as the supremum of all achievable rates. Given a probability model for S and the sample locations T , we would like to compute C.
Main result for a Specific Model
Let us now focus on a specific simple probabilistic model:
• Each base S i is selected independently and identically according to the probability distribution P(
• The set of starting locations T of the reads is obtained by ordering N uniformly and independently chosen starting points from the DNA sequence.
Our general definition of capacity above is in the limit of large G, the length of the DNA sequence. However, we were not explicit about how the read length L scales. For this particular model it turns out, for reasons that will become clear, that the natural scaling is to also let L → ∞ but fixing the ratio:L := L ln G .
The main result for this model is:
The proof of this Theorem is sketched in the next two subsections, with the details relegated to Section 5. Section 2.3 explains why the expression (2) is a natural upper bound to the capacity, while section 2.4 gives a simple assembly algorithm which can achieve the upper bound.
Upper Bound
In this section we derive an upper bound on the capacity for the i.i.d. sequence model; such a bound holds for any algorithm, even one possessing unbounded computational power. The bound is made up of two necessary conditions. First, reconstruction of the DNA sequence is clearly impossible if it is not covered by the reads. Second, reconstruction is not possible if there are excessively long duplicated portions of the genome. Loosely, such duplications gap Figure 5 : The reads must cover the sequence.
(which arise due to the random nature of the DNA source) create confusion if they are longer than the read length.
The rest of this section examines these necessary conditions in more detail, determining which choices of parameters cause them not to be satisfied.
Coverage. In order to reconstruct the DNA sequence it is necessary to observe each of the nucleotides, i.e. the reads must cover the sequence (see Figure 5 ). Worse than the missing nucleotides, a gap in coverage also creates ambiguity in the order of the contiguous pieces. The paper of Lander and Waterman [12] studied the coverage problem in the context of DNA sequencing.
Lemma 2 (Coverage-limited). Suppose the information rate is R = G N
≥L. Then the sequence is not covered by the reads with probability 1 − o(1). On the other hand, if R <L, the sequence is covered by the reads with probability 1 − o(1).
The first statement of the lemma implies that C(L) ≤L. A standard coupon collectorstyle argument proves this lemma. A back-of-the-evelope justification, which will be useful in the sequel, is as follows. To a very good approximation, the starting locations of the reads are given according to a Poisson process with rate λ = N/G, and thus each spacing has an exponential(λ) distribution. Hence, the probability that there is a gap between two successive reads is approximately e −λL . Hence, the expected number of gaps is approximately:
This quantity is bounded away from zero if R ≥L, and approaches zero otherwise. Note that coverage depends on the read locations but is independent of the DNA sequence itself. The situation is reversed for the next condition, which depends only on the sequence.
Duplication.
The random nature of the DNA sequence gives rise to a variety of patterns. The key observation in [24] is that there exist two patterns in the DNA sequence precluding reconstruction from an arbitrary set of reads of length L. In other words, reconstruction is not possible even if the L-spectrum, i.e. the set of all substrings of length L appearing in the DNA sequence, is given. The first pattern is the three way duplication of a substring of length L − 1. The second pattern is two interleaved pairs of duplications of length L − 1, see Figure 6 . Arratia et al. [2] carried out a thorough analysis of randomly occurring duplications for the same i.i.d. sequence model as ours, and showed that the second pattern of two iterleaved duplications is the typical event for reconstruction to fail. A consequence of Theorem 7 in [2] is the following lemma, see also [5] . Figure 6 : Two pairs of interleaved duplications create ambiguity: from the reads it is impossible to know whether the sequences x and y are as shown, or swapped.
x y
, then a random DNA sequence contains two pairs of interleaved duplications with probability 1 − o(1) and hence C(L) = 0.
Following Arratia et al. [2] , the first-order back-of-the-envelope calculation to understand this result is how many duplications of length L are expected to arise. If there are two pairs of interleaved duplications, then there must be some duplications in the first place; and conversely, if there are several pairs of duplications, it is plausible that with a reasonably high probability they will be interleaved. Denoting by S L i the length-L subsequence starting at position i, we have
Now, the probability that two specific physically disjoint length-ℓ subsequences are identical is:
where 
This number approaches infinity ifL = L/ ln G is less than 2/H 2 (p), suggesting that under this condition, the probability of having two pairs of interleaved duplications is very high. Moreover, as a consequence of Lemma 11 in Section 5, the contribution of the terms in (3) due to physically overlapping subsequences is not large, and so the lower bound in (4) is essentially tight. This suggests thatL = 2/H 2 (p) is in fact the threshold for existence of interleaved duplications. Note that for any fixed read length L, the probability of such a duplication event will approach 1 as the DNA length G → ∞. This means that if we had defined capacity for a fixed read length L, then for any value of L, the capacity would have been zero. Thus, to get a meaningful capacity result, one must scale L with G, and Lemma 3 suggests that letting L and G grow while fixingL is the correct scaling. This is further validated by the achievability result in the next section.
Optimal Algorithm
A simple greedy algorithm (perhaps surprisingly) turns out to be optimal, achieving the capacity described in Theorem 1. Essentially, the greedy algorithm merges the reads repeatedly into contigs 1 and greedily based on an overlap score between any two strings. For a given score, the algorithm is given as follows.
Greedy Algorithm: Input: R, the set of reads of length L.
1. Initialize the set of contigs as the given reads.
2. Find two contigs with largest overlap score, breaking ties arbitrarily, and merge them into one contig.
Repeat
Step 2 until only one contig remains.
For the specific model of Theorem 1, we use the overlap score W (s 1 , s 2 ), defined as the length of the longest suffix of s 1 identical to a prefix of s 2 .
Theorem 4 (Achievable rate).
The greedy algorithm with overlap score W can achieve any rate R <L ifL > 2/H 2 (p), thus achieving capacity.
Basically, this result says that if the reads cover the DNA sequence and there are no duplications of length L, then the greedy algorithm can reconstruct the DNA sequence. Let us give a back-of-the-envelope calculation to understand this result. The detailed proof will be given in Section 5.
Since the greedy algorithm merges reads according to overlap score, we may think of the algorithm as working in stages, starting with an overlap score of L down to an overlap score of 0. At stage ℓ, the merging is between contigs with overlap score ℓ. The key is to find the typical stage at which errors in merging first occurs. Assuming no errors have occurred in stages L, L − 1, . . . , ℓ + 1. Consider the situation in stage ℓ, as shown in Figure 7 . The algorithm has already merged the reads into a number of contigs. The boundary between two neighboring contigs is where the overlap between the neighboring reads is less than or equal to ℓ; if it were larger than ℓ, the two contigs would have been merged already. Hence, the expected number of contigs at stage ℓ is the expected number of pairs of successive reads with spacing greater than L − ℓ. Again invoking the Poisson approximation, this is roughly equal to
where λ = N/G = 1/R. Two contigs will be merged in error in stage ℓ if the length ℓ suffix of one contig equals the length ℓ prefix of another contig. Assuming these substrings are physically disjoint, the probability of this event is:
Hence, the expected number of pairs of contigs for which this confusion event happens is approximately: The no-duplication condition ensures that the probability of the former event is small. The coverage condition ensures that the probability of the latter event is small. Hence, the two necessary conditions are also sufficient for reconstruction. It should be noted that the greedy algorithm has also been shown to be optimal for the shortest common superstring problem (SCS) under certain probabilistic settings [6] . The shortest common superstring problem is the problem of finding the shortest string containing a set of given strings. However, in their model the given strings are all independently drawn and not from a single "mother" sequence, as in our model. So the problem is quite different.
More broadly, the greedy algorithm was apparently first introduced in [7] as an approximation algorithm for SCS and has been intensely studied in this context. A worst-case approximation factor of 3.5, the best known, is shown in [11] (for more on approximations for SCS see the references therein).
Achievable Rates of Existing Algorithms
The greedy algorithm was used by several of the most widely used genome assemblers for Sanger data, such as phrap, TIGR Assembler [22] and CAP3 [8] . More recent software aimed at assembling short-read sequencing data uses different algorithms. We will evaluate the achievable rates of some of these algorithms on our basic statistical model and compare them to the information theoretic limit. The goal is not to compare between different algorithms; that would have been unfair since they are mainly designed for more complex scenarios including noisy reads and repeats in the DNA sequence. Rather, the aim is to illustrate our information theoretic framework and make some contact with existing assembly algorithm literature.
Sequential Algorithm
By merging reads with the largest overlap first, the greedy algorithm discussed above effectively grows the contigs in parallel. An alternative greedy strategy, used by software like SSAKE [26] , VCAKE [10] and SHARCGS [4] , grows one contig sequentially. An unassembled
The rate obtained by the sequential algorithm is in the middle, given by R seq = L − 1/H 2 (p), the rate obtained by the K-mers based algorithm is at bottom, given by R K−mer =L − 2/H 2 (p), and the capacity C(L) =L is highest.
read is chosen to start a contig, which is then repeatedly extended (say towards the right) by identifying reads that have the largest overlap with the contig until no more extension is possible. The algorithm succeeds if the final contig is the original DNA sequence.
The following proposition gives the achievable rate of this algorithm.
Proposition 5.
The sequential algorithm can achieve rate
The result is plotted in Fig. 8 . The performance is strictly worse than the capacity, by an additive shift of −1/H 2 (p).
We now give a back-of-the-envelope calculation to justify Proposition 5. Motivated by the discussion following Theorem 4, we seek the typical overlap ℓ at which the first error occurs in merging a read; unlike the greedy algorithm, where this overlap corresponds to a specific stage of the algorithm, for the sequential algorithm this error can occur anytime between the first and last merging.
Let us compute the expected number of pairs of reads which can be merged in error at overlap ℓ. To begin, a read has the potential to be merged to an incorrect successor at overlap ℓ if it has overlap less than ℓ to its true successor, since otherwise the sequential algorithm discovers the read's true successor. By the Poisson approximation, there are roughly Ne
reads with physical overlap less than ℓ to their successors. In particular,
ln N there will be no such reads, and so we may assume that ℓ lies between
ln N and L. Note furthermore that in order for an error to occur, the second read must not yet have been merged when the algorithm encounters the first read, and thus the second read must be positioned later in the sequence. This adds a factor one-half. Combining this reasoning with the preceding paragraph, we see that there are approximately
pairs of reads which may potentially be merged incorrectly at overlap ℓ.
For such a pair, an erroneous merging actually occurs if the length-ℓ suffix of the first read equals the length-ℓ prefix of the second. Assuming (as in the greedy algorithm calculation) that these substrings are physically disjoint, the probability of this event is e −ℓH 2 (p)
. The expected number of pairs of reads which are merged in error at overlap ℓ, for L − λ
This number is largest when
ln N, so the expression in (6) approaches zero if and only if R = λ
, as in Proposition 5.
K-Mers based Algorithms
Due to complexity considerations, many recent assembly algorithms operate on K-mers instead of directly on the reads themselves. K-mers are length K subsequences of the reads; from each read, one can generate L−K +1 K-mers. One of the early works which pioneer this approach is the sort-and-extend technique in ARACHNE [19] . By lexicographically sorting the set of all the K-mers generated from the collection of reads, identical K-mers from physically overlapping reads will be adjacent to each other. This enables the overlap relation between the reads (so called overlap graph) to be computed in O(N log N) time (time to sort the set of K-mers) as opposed to the O(N 2 ) time needed if pairwise comparisons between the reads were done. Another related approach is the De Brujin graph approach [9, 16] . In this approach, the K-mers are represented as vertices of a De Brujin graph and there is an edge between two vertices if they overlap in K − 1 base pairs. The DNA sequence reconstruction problem is then formulated as computing an Eulerian path which traverses all the edges of the De Brujin graph.
The rate achievable by these algorithms on the basic statistical model can be analyzed by observing that two conditions must be satisfied for them to work. First, K should be chosen such that with high probability, K-mers from physically disjoint parts of the DNA sequence should be distinct, i.e. there are no duplications of length K subsequences in the DNA sequence. In the sort-and-extend technique, this will ensure that two identical adjacent Kmers in the sorted list belong to two physically overlapping reads rather than two physically disjoint reads. In the De Brujin graph approach, this will ensure that the Eulerian path will be connecting K-mers that are physically overlapping. This minimum K can be calculated as we did to justify Lemma 3:
Second, all successive reads should have physical overlap of at least K base pairs. This is needed so that the reads can be assembled via the K-mers. According to the Poisson approximation, the expected number of successive reads with spacing greater than L−K base pairs is roughly Ne
, where R = N/G. Hence, to ensure that with high probability all successive reads have overlap at least K base pairs, this expected number should be small, i.e.
Substituting eq. (7) into this and using the definitionL = L/ ln G, we obtain
This achievable rate is plotted in Figure 8 . Note that the achievable rate of these K-mer based algorithms is strictly less than the performance achieved by the greedy algorithm (the capacity). The reason is that forL > 2/H 2 (p), while the greedy algorithm only requires the reads to cover the DNA sequence, the K-mer based algorithms need more, that successive reads have (normalized) overlap at least 2/H 2 (p).
Complexity of Greedy Algorithm
A naive implementation of the greedy algorithm would require an all-to-all pairwise comparison between all the reads. This would require a complexity of O(N 2 ) comparisons. For N in the order of tens of millions, this is not acceptable. However, drawing inspiration from the sort-and-extend technique discussed in the previous section, a more clever implementation would yield a complexity of O(LN log N). Since L ≪ N, this is a much more efficient implementation. Recall that in stage ℓ of the greedy algorithm, successive reads with overlap ℓ are considered. Instead of doing many pairwise comparisons to obtain such reads, one can simply extract all the ℓ-mers from the reads and perform a sort-and-extend to find all the reads with overlap ℓ. Since we have to apply sort-and-extend in each stage of the algorithm, the total complexity is O (LN log N) .
An idea similar to this and resulting in the same complexity was described by Turner [23] (in the context of the shortest common superstring problem), with the sorting effectively replaced with a suffix tree data structure. Ukkonen [25] used a more sophisticated data structure, which essentially computes overlaps between strings in parallel, to reduce the complexity to O(NL).
Markov Source Model
The i.i.d. model for the DNA sequence considered in the basic result is over-simplistic. Here, we will consider a DNA sequence modeled by a Markov process.
In this section, we model correlation in the DNA sequence by using a Markov model with
In the basic model, we observed that the sequencing capacity depends on the DNA statistics through the Rényi entropy of order-2. We prove that a similar dependency holds for Markov DNA sources. In [18] , it is shown that the Rényi entropy rate of order-2 for a stationary ergodic Markov source with transition matrix Q is given by
where ρ max (Q) max{|ρ| : ρ eigenvalue ofQ}, andQ = [q
. In terms of this quantity, we state the following theorem.
Theorem 6. The sequencing capacity of a stationary ergodic Markov DNA sequence is given by
The upper bounds on the capacity of the DNA sequencing in the case of i.i.d. model are derived in Section 2.3. The coverage limit, i.e. C(L) ≤L, remains unchanged in the Markov model. Hence, we only need to obtain a new bound for the duplication-limited region. 
The lemma follows from the fact that there are roughly G 2 of such pairs in the DNA sequence. A formal proof of this lemma is provided in Section 5.2.2.
To obtain the achievability result, we make use of the greedy algorithm with the overlap score exactly the same as that of the i.i.d. model. The result reads:
Lemma 8 (Achievable rate). The greedy algorithm with overlap score W can achieve any rate R <L ifL > 2/H 2 (Q), thus achieving capacity.
This lemma is proved in Section 5.2.1. The key technical contribution of this result is to show that the effect of physically overlapping reads does not affect the asymptotic performance of the algorithm, just as in the i.i.d. case.
Noisy Reads
In our basic model, we assume that the read process is noiseless. In this section, we would like to assess the effect of noise on the greedy algorithm. We consider a simple probabilistic model for the noise. A nucleotide s is read to be r with probability Q(r|s). The read noise for each nucleotide is assumed to be independent of each other, i.e. if r is a read from the physical underlying subsequence s of the DNA sequence, then
Moreover, it is assumed that the noise affecting different reads is independent.
In the jargon of information theory, we are modeling the noise in the read process as a discrete memoryless channel with transition probability Q(·|·). Noise processes in actual sequencing technologies can be more complex than this model. For example, the amount of noise can increase as the read process proceeds, or there may be insertions and deletions in addition to substitutions. Nevertheless, understanding the effect of noise on the assembly problem in this model provides considerable insight to the problem.
Here, we will show that the capacity result in the noiseless case is robust to noise in the sense that the greedy algorithm for the noisy case can achieve an information rate that gracefully decreases from the noiseless capacity as the noise level increases.
Uniform Source and Symmetric Noise
For concreteness, let us focus first on the example of the uniform source model p = (1/4, 1/4, 1/4, 1/4) and a symmetric noise model with transition probabilities:
Here, ǫ is often called the error rate of the read process. It ranges from 1% to 10% depending on the sequencing technology. To tailor the greedy algorithm for the noisy reads, the only requirement is to define the overlap score between two distinct reads. In the noiseless case, two reads overlap at length at least ℓ if the length ℓ prefix of one read is identical to the length ℓ suffix of the other read. The overlap score is the largest such ℓ. When there is noise, this criterion is not appropriate. Instead, a natural modification of this definition is that two reads overlap at length at least ℓ if the Hamming distance between the prefix and the suffix strings are less than a fraction α of the length ℓ. The overlap score between the two reads is the largest such ℓ. The parameter α controls how stringent the overlap criterion is. By optimizing over the value of α, we can obtain the following result.
Theorem 9 (Achievable rate). The greedy algorithm with the modified definition of overlap
score between reads can achieve any rate R <L ifL > 2/I * (ǫ), where
and α * satisfies
Here, D(α||β) is the divergence between a Bern(α) and a Bern(β) random variable.
The rate achieved by this algorithm is shown in Figure 9 . The only difference between the achievable rate and the noiseless capacity is a larger threshold, 2/I * (ǫ) at which the rate first becomes non-zero. Once the rate is non-zero, the noise has no effect on the capacity. A plot of this threshold as a function of ǫ is shown in Figure 10 . It can be seen that when ǫ = 0, I * (ǫ) = ln 4 = H 2 (p), and decreases continuously as ǫ increases. The rigorous proof of this result can be found in Section 5.3, but a heuristic proof along the lines of that for the noiseless case is as follows. As in that argument, we picture the greedy algorithm as working in stages, starting with an overlap score of L down to an overlap score of 0. Since spacing between reads is independent of the DNA sequence and noise process, the number of reads at stage ℓ given no errors have occurred in previous stages is again roughly as a function of ǫ for the uniform source and symmetric noise model.
To pass this stage without making any error, the greedy algorithm should merge only those contigs having spacing of length ℓ correctly to their partners. Similar to the noiseless case, the greedy algorithm makes an error if the overlap score between two non-consecutive reads is ℓ at stage ℓ, in other words 1. The Hamming distance between the length ℓ suffix of the present read and the length ℓ prefix of some read which is not the successor is less than αℓ by random chance.
A standard large deviations calculation shows that the probability of this event is approximately:
which is the probability that two independent strings of length ℓ having Hamming distance less than αℓ. Hence, the expected number of pairs of contigs for which this confusion event happens is approximately:
Unlike the noiseless case, however, there is another important event affecting the performance of the algorithm. The mis-detection event defined as 2. The Hamming distance between the length ℓ suffix of the present read and the length ℓ prefix of the successor read is larger than αℓ due to excessive amount of noise.
Again, a standard large deviations calculation shows that the probability of this event for given read is approximately: exp {−ℓD(α||η)} ,
is the probability that the ith symbol in the length ℓ suffix of the present read does not match the ith symbol in the length ℓ prefix of the successor read. Here, we are assuming that α > η. Hence, the expected number of contigs missing their successor contig at stage ℓ is approximately:
Both Equations (11) and (12) 
))
.
Selecting α to minimize the right hand side results in the two expressions within the minimum being equal, which gives the result.
General Source and Noise Model
The Hamming distance criterion for determining overlap score in the example above can be viewed as a test between two hypotheses: whether a given read is the successor read of the present read, or it is physically disjoint from the present read. The choice of the threshold α can be interpreted as optimizing a specific tradeoff between the false alarm probability, i.e. probability that a disjoint read is mistaken as the successor read, and the mis-detection probability, i.e. the probability of missing the correct successor read. Using this viewpoint, we can generalize the Hamming distance rule to arbitrary source and noise models. The class of hypothesis testing rules that is optimal in trading off the two types of error is the maximum a posteriori (MAP) rule. In more details, the basic hypothesis testing problem is this. Let X and Y be two random sequences of length ℓ. Consider two hypotheses:
• H 0 : X and Y are noisy reads from the same physical source subsequence;
• H 1 : X and Y are noisy reads from two disjoint source subsequences. In log likelihood form, the MAP rule for this hypothesis testing problem is:
where P X,Y (x, y), P X (x) and P Y (y) are the marginals of the joint distribution P S (s)Q(x|s)Q(y|s), and θ is a parameter reflecting the prior distribution of H 0 and H 1 . Note that when specializing to the uniform source and symmetric noise model, this MAP rule reduces to the Hamming distance rule. Using this MAP rule, the criterion for declaring an overlap of at least ℓ between two reads R i and R j is simply if the MAP rule on the length ℓ suffix of R i and the length ℓ prefix of read R i yields H 0 .
By optimizing the threshold parameter θ, one can prove the following result. Here, D(P ||Q) is the divergence of the distribution P relative to Q. Theorem 10 (Achievable rate for general source and noise). The modified greedy algorithm can achieve any rate R <L ifL > 2/I * , with
where
This rate is achieved by using the threshold value:
The details of the proof of this theorem are in Section 5.3. It follows the same lines as the proof for the uniform source and symmetric noise example, basically reducing the calculations of the error probability to a problem of optimizing a tradeoff between the false alarm and mis-detection probability. This latter problem is a standard large deviations calculation. (See for example Chapter 11.7 and 11.9 of [3] .)
Proofs
Proof of Theorem 4
We first state and prove the following lemma. This result can be found in [2] , but for ease of generalization to other cases later, we will include the proof. Proof. We first note that for any k distinct bases in the DNA sequence the probability that they are identical is given by
1-Consider X = S i+1 . . . S i+ℓ and Y = S j+1 . . . S j+ℓ have no physical overlap. In this case, the events {S i+m = S j+m } for m ∈ {1, . . . , ℓ} are independents and equiprobable. Therefore, the probability that X = Y is given by
2-For the case of overlapping strings X and Y, we assume that a substring of length k < ℓ from the DNA sequence is shared between the two strings. Without loss of generality, we also assume that X and Y are, respectively, the prefix and suffix of S is a string of the form UVUV . . . UVU where U and V have length r and ℓ − k − r. Since the number of U and V are, respectively, q + 2 and q + 1, the probability of observing a structure of the form UVUV . . . UVU is given by
where (a) comes from the fact that (π q )
. Therefore, the probability that X = Y for two overlapping strings is bounded above by (π 2 )
This completes the proof.
The greedy algorithm finds a contig corresponding to a substring of the DNA sequence if each read R i is correctly merged to its successor read R s i with the correct amount of physical overlap between them which is
If, in addition, the whole sequence is covered by the reads then the output of the algorithm is exactly the DNA sequence S.
Let E 1 be the event that some read is merged incorrectly; this includes merging to the read's valid successor but at the wrong relative position as well as merging to an impostor 3 . Let E 2 be the event that the DNA sequence is not covered by the reads. The union of these events, E 1 ∪ E 2 , contains the error event E, and hence to prove Theorem 4 it is sufficient to prove that both events have probabilities approaching zero in the limit. Since R <L, the coverage condition is satisfied, and hence P(E 2 ) approaches zero. We only need to focus on event E 1 .
Since the greedy algorithm merges reads according to overlap score, we may think of the algorithm as working in stages starting with an overlap score of L down to an overlap score of 0. Thus E 1 naturally decomposes as E 1 = ∪ ℓ A ℓ , where A ℓ is the event that the first error in merging occurs at stage ℓ. Now, we claim that
where:
If the event A ℓ occurs, then either there are two reads R i and R j 's such that R i is merged to its successor R j but at an overlap larger than their physical overlap, or there are two reads R i and R j such that R i is merged to R j , an impostor. The first case implies the event C ℓ . In the second case, in addition to W ij = ℓ, it must be true that the physical overlaps V i , U j ≤ ℓ, since otherwise at least one of these two reads would have been merged at an earlier stage. (By definition of A ℓ , there were no errors before stage ℓ). Hence, in this second case, the event B ℓ occurs. Now we will bound P(B ℓ ) and P(C ℓ ). First, let us consider the event B ℓ . This is the event that two reads which are not neighbors with each other got merged by mistake. Intuitively, event B ℓ says that the pairs of reads that can potentially cause such confusion at stage ℓ are limited to those with short physical overlap with their own neighboring reads, since the ones with large physical overlaps have already been successfully merged to their correct neighbor by the algorithm in the early stages. In Figure 7 , these are the reads at the ends of the contigs that are formed by stage ℓ.
For any two distinct reads R i and R j , we define the following event
Applying the union bound and considering the fact that B ij ℓ 's are equiprobable yields
ℓ ). Let D be the event that the two reads R 1 and R 2 have no physical overlap. Using the law of total probability we obtain
We proceed with bounding P(B 12 ℓ |D) as follows,
where (a) comes from the fact that given D, the events {U 2 ≤ ℓ, V 1 ≤ ℓ} and {W 12 = ℓ} are independent, and (b) follows from Lemma 11 part 1. Note that the event
To see this, suppose T i is not in one of the intervals then R 2 has to be the successor of R 1 contradicting R 2 = R s 1 . If the two intervals are disjoint, then the probability that there is no read starting in them is given by
Using the inequality 1 − a ≤ e −a
, we obtain
To bound P(B
12
ℓ |D c ), we note that it has a non-zero value only if the length of physical overlap between R 1 and R 2 is less than ℓ. Hence, we only consider physical overlaps of length less that ℓ and denote this event by D 1 . We proceed as follows,
where (a) comes from the fact that given D 1 , the events {V 1 ≤ ℓ} and {W 12 = ℓ} are independent, and (b) follows from Lemma 11 part 2. Since {V 1 ≤ ℓ} corresponds to the event that there is no read starting in the interval [
Putting all terms together, we have
The first term reflects the contribution from the reads with no physical overlap and the second term from the reads with physical overlap. Even though there are lots more of the former than the latter, the probability of confusion when the reads are physically overlapping can be much larger. Hence both terms have to be considered. Let us define C i ℓ
Applying the union bound and considering the fact that C i ℓ 's are equiprobable yields
Hence,
Applying Lemma 11 part 2, we obtain
Using the bounds, (19) and (21), we get
where q ℓ is defined in (20) .
To show that that P(E 1 ) → 0, it is sufficient to argue that q 0 and q L go to zero exponentially in L.
, which is the duplication-limited constraint of Theorem 3. Thus, the conditions of Theorem 4 are evidently sufficient for P(E 1 ) = o(1) .
Since P(E 1 ) = o(1) and P(E 2 ) = o(1), we conclude that the necessary conditions of Section 2.3 are sufficient for correct assembly, completing the proof.
Proof of Theorem 6
The stationary distribution of the source is denoted by p = (p 1 , p 2 , p 3 , p 4 ) t . SinceQ has positive entries, the Perron-Frobenius theorem implies that its largest eigenvalue ρ max (Q) is real and positive and the corresponding eigenvector π has positive components. The following inequality is useful:
where γ = max i∈{1,2,3,4}
. We first prove the achievability result given in Lemma 8.
Proof of Achievability
The achievability of the Markov model follows closely from that of the i.i.d. model. In fact, we only need to replace Lemma 11 with the following lemma. 1. If the strings have no physical overlap, the probability that they are identical is bobunded above by γe ℓ log(ρmax(Q)) .
If the strings have physical overlap
, the probability that they are identical is bounded above by √ γe ℓ log(ρmax(Q))/2 .
Proof. 1-From Markov property, we can show that
where the last line follows from (22) . 
where (a) follows from the Cauchy-Schwarz inequality and (b) follows from the fact that (22) and finally (e) comes from the fact that k < ℓ and ρ max (Q) ≤ 1.
Proof of Converse
In [2] , Arratia et al. showed that interleaved pairs of repeats are the dominant term causing non-recoverability. They also used poisson approximation to derive bounds on the event that S is recoverable from its L-spectrum. We take a similar approach to obtain an upper bound under the Markov model. First, we state the following theorem regarding Poisson approximation of the sum of indicator random variables, c.f. Arratia et al. [1] . 
Then 4 The total variation distance between two distributions W and
where F is the σ-algebra defined for W and W ′ Proof of Lemma 7 Let U denote the event that there is no two pairs of interleaved duplications in the DNA sequence. Given the presence of k duplications in S, the probability of U can be found by using the Catalan numbers [2] . This probability is 2 k /(k + 1)!. If Z denotes the random variable indicating the number of duplications in the DNA sequence, we obtain,
To approximate P(U), we partition the sequence as
. Each X i has length L and will be denoted by X i = X i1 . . . X iL . We write X i ∼ X j with i = j to mean X i1 = X j1 and X ik = X jk for 2 ≤ k ≤ L. In other words, X i ∼ X j means that there is a repeat of length at least L − 1 starting from locations (i − 1)(L + 1) + 3 and (j − 1)(L + 1) + 3 in the DNA sequence and the repeat cannot be extended from left. The requirement X i1 = X j1 is due to the fact that allowing left extension ruins accuracy of Poisson approximation as repeats appear in clumps.
Let χ α with α ∈ I denote the indicator random variable for a repeat at α = (i, j), i.e., χ α = 1(X i ∼ X j ). Let W = α∈I X α . Clearly,
For any Y, let ǫ be the total variation distance between W and its corresponding Poisson distribution W ′ with mean θ Y = E[W |Y]. Then, we obtain
We assume θ Y ≥ 8 for all Y and let θ = min Y θ Y . For this region, the exponential factor within the summation is monotonically decreasing and
To calculate the bound, we need to obtain an upper bound for ǫ and a lower bound for θ. We start with the lower bound on θ. From Markov property and for a given α = (i, j),
. Therefore,
To bound ǫ, we make use of the Chen-Stein method. Let
Note that B α has cardinality 2K − 3. Since given Y, χ α is independent of the sigmaalgebra generated by all χ β , β ∈ I − B α , we can use Theorem 13 to obtain
where b 1 and b 2 are defined in (23) and (24), respectively. Since
In order to compute b 1 , we need an upper bound on E[χ α |Y]. By using (22) , we obtain
Using the bound for b 1 , we have the following bound for the total variation distance.
Form the above inequality, we can choose ǫ =
. Substituting in (26) yields
From the definition of θ in (27), we have
then θ and θ K go, respectively, to infinity and zero exponentially fast. Since the right hand side of (29) approaches zero, we can conclude that with probability 1 − o(1) there exists a two pairs of interleaved duplications in the sequence. This completes the proof.
Proof of Theorems 4 and 10
In this section, we prove the achievability result of Theorem 10. Theorem 4 follows immediately from Theorem 10. As explained in Section 4.2, the criterion for overlap scoring is based the MAP rule for deciding between two hypotheses: H 0 and H 1 . The null hypothesis H 0 indicates that two reads are from same physical source subsequence. Formally, we say two reads R i and R j have the overlap score W ij = w if w is the longest suffix of R i and prefix of R j passing the criterion (13) .
Let
, where |X | is the cardinality of the channel's output symbols. The following theorem is a standard result in the hypothesis testing problem, c.f. Chapter 11.7 of [3] . Parallel to the proof of the noiseless case, we first prove the following lemma concerning erroneous merging due to impostor reads. 
Lemma 15 (False alarm). For any distinct ℓ-mers
where γ is a constant.
Proof. The proof of the first statement is an immediate consequence of Theorem 14.
We now turn to the second statement. We only consider ℓ = 2k and the other case can be deduced easily by following similar steps. Let χ j = log P (x j ,y j ) P (x j )P (y j )
. Since χ j 's are not independent, we cannot directly use Theorem 14 to compute P ℓ j=1 χ j ≥ ℓθ . However, we claim that χ j 's can be partitioned into two disjoint sets J 1 and J 2 of the same size, where the χ j 's within each set are independent. Assuming the claim,
where (a) follows from the union bound. Since
, one can use Theorem 14 to show (31).
It remains to prove the claim. To this end, let k be the amount of physical overlap between X and Y. Without loss of generality, we assume that S 1 S 2 . . . S 2ℓ+k is the shared DNA sequence. Let q and r be the quotient and remainder of ℓ divided by 2(ℓ − k), i.e. ℓ = 2q(ℓ − k) + r where 0 ≤ r < 2(ℓ − k). Since ℓ is even, r is even. Let J 1 be the set of indices j where either (j mod 2(ℓ − k)) ∈ {0, 1, . . . , ℓ − k − 1} for j ∈ {1, . . . , 2q(ℓ − k)} or j ∈ {2q(ℓ − k) + 1, . . . , 2q(ℓ − k) + ℓ 2 }. We claim that the random variables χ j 's with j ∈ J 1 are independent. We observe that χ j depends only on s j and s j+(ℓ−k) . Consider two indices j 1 < j 2 ∈ J 1 . The pairs (s j 1 , s j 1 +(ℓ−k) ) and (s j 2 , s j 2 +(ℓ−k) ) are disjoint iff j 1 + (ℓ − k) = j 2 . By the construction of J 1 , one can show that j 1 + (ℓ − k) = j 2 for any j 1 < j 2 ∈ J 1 . Hence, χ j 's with j ∈ J 1 are independent. A similar argument shows χ j 's with j ∈ J 2 = {1, . . . , 2ℓ−k}−J 1 are independent. This completes the proof.
As discussed in Section 4.2, the mis-detection event needs to be considered in the noisy case. To deal with this event, we state the following lemma.
Lemma 16 (Mis-detection)
. Let X and Y be two distinct ℓ-mers from the same physical location. The probability that H 1 is accepted is bounded by f (ℓ) exp {−ℓD(P µ ||P X,Y )} .
Proof. This is an immediate consequence of Theorem 14.
Similar to the proof of achievability result in the noiseless case, we decompose the error event E into E 1 ∪ E 2 where E 1 is the event that some read is merged incorrectly and E 2 is the event that the DNA sequence is not covered by the reads. The probability of the second event, similar to the noiseless case, goes to zero exponentially fast if R >L. We only need to compute P(E 1 ). Again, E 1 can be decomposed as E 1 = ∪ ℓ A ℓ , where A ℓ is the event that the first error in merging occurs at stage ℓ. Moreover,
Note that here the definition of C ℓ is different from that of (16) as for the noiseless reads the overlap score is never less than the physical overlap. However, in the noisy reads there is a chance for observing this event due to mis-detection. The analysis of B ℓ follows closely from that of the noiseless case. In fact, using Lemma 15 which is a counterpart of Lemma 11 and following similar steps in calculation of P(B ℓ ) in the noiseless case, one can obtain
To compute P(C ℓ ), we note that C ℓ ⊆ ∪ i C i ℓ , where
Using Lemma 15 part 2 and Lemma 16 yields Combining all the terms, we obtain
f (ℓ)(q .
It can be easily seen that the value of µ * optimizing the right hand side is when the two terms in the minimum matches. Hence,
The optimum threshold, θ * , in Theorem 10 can be deduced from Theorem 14. Since P(E 1 ) = o(1) and P(E 2 ) = o(1), we conclude that the rate given in Theorem 10 is indeed achievable. This completes the proof.
