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Mining Integrated Sequential Patterns 
From Multiple Databases
Christie I. Ezeife, University of Windsor, Ontario, Canada
Vignesh Aravindan, Royal Bank of Canada, Canada
Ritu Chaturvedi, School of Computer Science, University of Guelph, Ontario, Canada
ABSTRACT
Existing﻿ work﻿ on﻿ multiple﻿ databases﻿ (MDBs)﻿ sequential﻿ pattern﻿ mining﻿ cannot﻿ mine﻿ frequent﻿
sequences﻿ to﻿ answer﻿ exact﻿ and﻿ historical﻿ queries﻿ from﻿ MDBs﻿ having﻿ different﻿ table﻿ structures.﻿
This﻿article﻿proposes﻿ the﻿ transaction﻿id﻿frequent﻿sequence﻿pattern﻿(TidFSeq)﻿algorithm﻿to﻿handle﻿
the﻿difficult﻿problem﻿of﻿mining﻿frequent﻿sequences﻿from﻿diverse﻿MDBs.﻿The﻿TidFSeq﻿algorithm﻿
transforms﻿ candidate﻿ 1-sequences﻿ to﻿ get﻿ transaction﻿ subsequences﻿ where﻿ candidate﻿ 1-sequences﻿








Candidate Generation, Complex Queries, Foreign key, Frequent Itemsets, Frequent Patterns, Frequent Sequences, 
Multiple Databases, Sequence Database, Transaction Ids
INTRoDUCTIoN
Existing﻿works﻿are﻿mostly﻿for﻿mining﻿frequent﻿itemsets/sequences﻿from﻿single﻿databases﻿(Han,﻿Kamber﻿
&﻿Pei,﻿ 2012;﻿Nanopoulos﻿&﻿Manolopoulos,﻿ 2000).﻿Work﻿ does﻿not﻿ exist﻿ for﻿ a﻿ sequential﻿ pattern﻿
algorithm﻿ that﻿mines﻿exact﻿ frequent﻿sequences﻿ from﻿multiple﻿ tables﻿or﻿databases﻿ that﻿are﻿ related﻿
through﻿foreign﻿key﻿attributes.﻿For﻿more﻿useful﻿interpretation﻿and﻿application﻿of﻿frequent﻿patterns﻿to﻿
real﻿life﻿cases﻿where﻿patterns﻿from﻿different﻿tables﻿or﻿databases﻿related﻿through﻿foreign﻿key﻿attributes﻿








patterns﻿ include﻿ WAP-tree﻿ and﻿ PLWAP-tree﻿ algorithms﻿ (Pei,﻿ Han,﻿ Mortazavi-asl,﻿ &﻿ Zhu,﻿ 2000;﻿
Ezeife,﻿Lu,﻿&﻿Liu,﻿2005).
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associating﻿ patterns﻿ from﻿ these﻿ two﻿ tables,﻿ for﻿ example﻿ “find﻿ frequent﻿ sequences﻿ of﻿ side﻿ effects﻿







2.﻿﻿ Frequent Local and Global Product Pattern Analysis:﻿There﻿is﻿a﻿need﻿to﻿find﻿frequent﻿local﻿
and﻿global﻿patterns﻿of﻿products﻿purchased﻿from﻿customer﻿transaction﻿databases﻿with﻿the﻿same﻿
table﻿structure﻿in﻿several﻿local﻿branches.
3.﻿﻿ Mining Frequent Patterns from Multiple Tables with Different Table or Attribute 
Structures:﻿There﻿is﻿a﻿need﻿to﻿mine﻿frequent﻿itemsets/sequences﻿from﻿related﻿databases﻿with﻿
structures﻿ related﻿ through﻿ foreign/primary﻿ key﻿ attributes﻿ (i.e.,﻿ patient/drugs﻿ and﻿ drugs/side﻿
effects).﻿ For﻿ example,﻿ “Find﻿ patients﻿ who﻿ are﻿ affected﻿ by﻿ frequent﻿ sequences﻿ of﻿ side﻿ effect﻿
patterns﻿involving﻿side﻿effect﻿s1”.
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BACKGRoUND AND ReLATeD WoRK
Existing﻿ work﻿ on﻿ frequent﻿ pattern﻿ mining﻿ can﻿ be﻿ classified﻿ into﻿ Apriori-﻿ and﻿ nonApriori-based﻿
algorithms.﻿The﻿Apriori﻿algorithm﻿is﻿a﻿prominent﻿frequent﻿itemset﻿mining﻿algorithm﻿(Agrawal﻿&﻿


































k−1⋈GSP oin kj L −1 .﻿The﻿Lk−1 ﻿GSP-join﻿Lk−1 ﻿requires﻿that﻿every﻿sequence﻿s﻿in﻿the﻿first﻿Lk−1 ﻿joins﻿with﻿
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of﻿(3)﻿in﻿the﻿first﻿ s ﻿and﻿(3)(5)﻿in﻿the﻿second﻿ s ' ﻿resulting﻿in﻿(3)(5)﻿and﻿not﻿(3,5).﻿Thus,﻿a﻿join﻿of﻿a﻿















L:﻿L L L L
1 2 3 4














Table 1. Sequence table for GSP
SID Sequences
1 AB FG CD( )
2 BGD
3 BFG AB( )
4 F AB CD( )
5 A BC GF DE( ) ( )
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If﻿we﻿have﻿a﻿sequence﻿sa﻿=﻿ a b c a b, , , ,( ) ( ) ,﻿then﻿ a b c a b a, , , , ,( ) ( ) ( ) ﻿is﻿a﻿sequence-extended﻿













Algorithms for Mining Patterns in MDBs
ApproxMAP
ApproxMAP﻿(Kum,﻿Chang,﻿&﻿Wang,﻿2006)﻿finds﻿the﻿approximate﻿frequent﻿sequences﻿from﻿MDBs﻿












Table 2. The SPAM sequence database
Tid Sequence of Purchases
1 a b d b c d b c d, , , , , ,( )( )( )
2 b a b c( )( ), ,
3 a b b c d, , ,( )( )
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tuples.﻿For﻿example,﻿ the﻿ tuples﻿ for﻿ the﻿drugs/side﻿effect﻿ sets﻿ for﻿ items﻿shown﻿ in﻿Table﻿5﻿are﻿
presented﻿in﻿the﻿form﻿of﻿side﻿effect﻿id,﻿list﻿of﻿drug﻿ids﻿having﻿these﻿side﻿effect.﻿Thus,﻿the﻿scan
o f ﻿ t h e ﻿ d a t a b a s e ﻿ o f ﻿ Ta b l e ﻿ 5 ﻿ w i l l ﻿ g i v e ﻿ c a n d i d a t e ﻿ o n e - i t e m , ﻿ C
1
﻿ =﻿
1 2 3 4 5
1 3 2 3 4 1 2 3 1 2 3 4
, , , , , , , , , , , ,D D D D D D D D D D D D( ) ( ) ( ) ( ) ( ) .﻿ Similarly,﻿ for﻿ the﻿ second﻿
Table 3. Drug/side effects itemset sequences
Drug Sequence of Side Effects
d
1
123 1( )( )
d
2
< ( ) >123 ()
d
3
3 4( )( )
d
4
1 3( )( )
Table 4. Patient/drugs itemset sequences
Patient Sequence of Drugs purchased by patient
p
1












1 3( )( )
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﻿tuples﻿are:﻿C D P P P
1 1 1 2 4








﻿ =﻿ 2 3 5
2 3 4 1 2 3 2 3 4
, , , , , , , , ,D D D D D D D D D( ) ( ) ( ) . ﻿ The﻿ F1 ﻿ tuples ﻿ for ﻿ Table﻿ 6 ﻿ are﻿
F D P P P D P P P
1 1 1 2 4 2 1 2 4











﻿with﻿their﻿Tid﻿lists,﻿The﻿ i tid tid
1 1 2
, ,( ) ﻿(Apriori﻿
m a p - g e n ﻿ j o i n ) ﻿ i tid tid i i tid
2 1 5 1 2 1
, , ,( ) = ( ) . ﻿ F o r ﻿ d r u g s / s i d e ﻿ e f f e c t ﻿ Ta b l e ﻿ 5 ,﻿
C D D D D D D D
2 2 3 2 3 4 2 3
2 3 2 5 3 5= ( ) ( ) ( ), , , , , , , ﻿ and﻿ for﻿ the﻿ patients/drug﻿ in﻿ Table﻿ 6﻿ is﻿
D D P P P
1 2 1 2 4
, , ,( ) .﻿The﻿frequent-two﻿itemsets﻿F2 ﻿are﻿obtained﻿and﻿process﻿continues﻿until﻿an﻿empty﻿
set﻿is﻿met﻿in﻿an﻿iteration.
Frequent﻿ itemsets﻿ and﻿ corresponding﻿ transaction﻿ ids﻿ for﻿ drugs/side﻿ effect﻿ Table﻿ 5﻿ is﻿
FP D D D D D D D D D D D D= ( ) ( ) ( ) ( )2 3 5 2 52 3 4 1 2 3 2 3 4 2 3 4, , , , , , , , , , , , .﻿Frequent﻿ itemsets﻿ and﻿
corresponding﻿transaction﻿ids﻿for﻿patients/drug﻿Table﻿6﻿is:
Table 5. Drug/side effects just itemsets













Table 6. Patient/drugs just itemsets
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Definition 1.﻿Elements﻿in﻿an﻿n-sequence(S)﻿( e e e
S S nS1 2
, ,… )﻿are﻿the﻿subsequences﻿of﻿the﻿n-length﻿
sequence﻿with﻿n﻿ordered﻿elements﻿(or﻿subsequences),﻿e e e
S S nS1 2
, ,… .
For﻿example,﻿given﻿the﻿three-sequence﻿ d d d d d
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For﻿example,﻿given﻿the﻿sequence﻿with﻿Sid﻿S d d d d d
1 1 2 3 1 4







































(the﻿position﻿ ids﻿of﻿ item﻿1﻿ in﻿ sid﻿3﻿are﻿ e e
1 2
, ),﻿ then﻿ sid pid list, _ ﻿ tuple﻿ for﻿ item﻿1﻿ is﻿given﻿as﻿
sid e e sid e e
1 1 3 3 1 2























Steps in the Proposed TidFseq Algorithm
The﻿formal﻿algorithm﻿for﻿mining﻿frequent﻿sequential﻿patterns﻿from﻿two﻿or﻿more﻿related﻿database﻿tables﻿
(called﻿TidFseq)﻿is﻿given﻿as﻿algorithm﻿1.﻿Details﻿of﻿its﻿steps﻿are﻿included﻿in﻿this﻿section.
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Output: Frequent sequences FP
TBK
 and their associated sequence ids 
in the form < ( :FS ssid
1 1
, … …( ), ), : ,ssid FS ssid ssidn m2 1 , 
… …( )>FS ssid ssidp q:, ,1  where FSi  is frequent sequence i and the ssidm  










_ , an array of sequence sid
j
’s elements or 
subsequence ids, k=1 initially, F
p
-final list of frequent 
sequences. 
Begin 
1. for each database table sequence TB
i
 do Begin
     1.1 Scan the sequence table to compute the candidate 
1-sequences with their position id lists in the form of 
C item sid pid list item sid pid list
1 1 1 1 2 2
2= { : : _ : : _     …item sid pid list
n n n
: : _ }, 
where k = 1 and item item C
n1 1
,… ∈  in the table sequence TB
i
     1.2 Compute Frequent k-sequences (F
k
) as sequences with 
support greater than or equal to minsupport “s”.  
     1.2.1 if F
k
= ∅ then go to step 1.7.
     1.3 k = k + 1 //to prepare for the next iteration 
     1.4 Compute the next k-candidate (C
k
) sequence as: C F
k k




          1.4.1 if C
k
= ∅  then go to step 1.7.
     1.5 while (candidate k-seq C
k
≠ ∅ ) do Begin
          1.5.1 Compute Frequent k-sequences (F
k
) as those with 
support >= minsupport “s”. 
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          for each sequence S C
k
∈  do Begin
               1.5.1.1 If sequence S  is I-step sequence of the 
form (a b) then 
 Call function I-step Pruning of Algorithm 2
               1.5.1.2 else if Sequence S  is I-step sequence of 
the form (a)(b) then 
                Call function S-step Pruning of Algorithm 3
          end //for each sequence S loop 
          end //while loop 1.5 
     1.6 if (F
k
≠ ∅) then go to step 1.3





end //for each database 1 
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patterns﻿ consisting﻿ of﻿ the﻿ union﻿ of﻿ all﻿ the﻿ frequent﻿ n-sequences﻿ for﻿ 1≤ ≤n k .﻿ This﻿ is﻿ like﻿











Algorithm 2: I-step Pruning (counting support of I-step sequences)
The﻿I-step﻿pruning﻿algorithm﻿computes﻿the﻿support﻿count﻿of﻿I-step﻿sequences﻿after﻿each﻿iteration﻿




Step 1: Compute the Support Count for the I-step Candidate Sequences of Form (a, b).﻿
This﻿is﻿done﻿using﻿Definition﻿6.﻿For﻿example,﻿assume﻿there﻿is﻿a﻿candidate﻿I-step﻿sequence﻿(1,﻿2)﻿and﻿
the﻿< ﻿Sequence﻿id,﻿Position_id﻿list﻿> ﻿tuples﻿for﻿item﻿1﻿is﻿ sid pos sid pos1 1 2 1, ,( )( ) ﻿(i.e.,﻿item﻿1﻿
occurs﻿in﻿sid1﻿at﻿position﻿id:﻿pos1﻿and﻿also﻿occurs﻿in﻿sid2﻿at﻿position﻿id:﻿pos1)﻿and﻿tuples﻿for﻿item﻿2﻿
are﻿ sid pos sid pos pos1 1 2 1 4, , ,( ) ( )( ) ﻿(i.e.,﻿item﻿2﻿occurs﻿in﻿sid1﻿at﻿position﻿id:﻿pos1﻿and﻿also﻿occurs﻿
in﻿sid2﻿at﻿position﻿ids:﻿pos1,﻿pos4).﻿From﻿the﻿tuples,﻿we﻿can﻿see﻿that﻿item﻿1﻿and﻿item﻿2﻿have﻿two﻿
matching﻿sequence﻿ids﻿(i.e.﻿sid﻿1﻿and﻿sid2).﻿The﻿corresponding﻿position﻿ids﻿also﻿match﻿(i.e.,﻿items﻿1﻿
and﻿2﻿occur﻿at﻿pos﻿1﻿in﻿sid1﻿and﻿again﻿occur﻿at﻿pos1﻿in﻿sid2).﻿The﻿ Sequenceid Positionidlist, ﻿tuple﻿
for﻿I-step﻿sequence﻿(1,﻿2)﻿is﻿< ( )( ) >sid pos sid pos1 1 2 1, , .﻿The﻿support﻿count﻿of﻿the﻿I-step﻿sequence﻿
is﻿2.
Step 2: Checking Whether the I-Step Sequence is Frequent.﻿The﻿support﻿count﻿computed﻿in﻿
the﻿previous﻿step﻿is﻿checked﻿for﻿whether﻿it﻿satisfies﻿the﻿minimum﻿support﻿count﻿(i.e.,﻿if﻿the﻿support﻿










sequences﻿ of﻿ the﻿ form﻿ (a)﻿ (b)﻿ generated﻿ by﻿ candidate﻿ generation﻿ method﻿ of﻿ the﻿ main﻿ algorithm﻿
(Algorithm﻿1)﻿and﻿min-support﻿count﻿(“s”).﻿Its﻿output﻿consists﻿of﻿the﻿S-step﻿frequent﻿sequences﻿with﻿
the﻿two﻿steps﻿below:
Step 1: Compute Support Count for the S-Step Candidate Sequence of the Form (a)(b).
This﻿is﻿done﻿using﻿the﻿rule﻿of﻿Definition﻿7.﻿For﻿example,﻿assume﻿there﻿is﻿an﻿S-step﻿candidate﻿
sequence﻿(1)﻿(2)﻿and﻿the﻿ Sequenceid Position idlist, _ ﻿tuples﻿for﻿item﻿1﻿is﻿ sid pos sid pos
1 1 2 2










)﻿and﻿tuples﻿for﻿item﻿2﻿are﻿< sid pos sid pos pos
1 3 2 1 4
, , ,( ) ( )( )> ﻿(i.e.,﻿item﻿2﻿occurs﻿in﻿sid1 ﻿at﻿sub﻿
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S-step﻿sequence﻿(1)﻿(2)﻿are﻿< sid pos pos sid pos pos
1 1 3 2 2 4
, , ( , ,( )( ) ( )( )> ﻿and﻿the﻿support﻿count﻿of﻿the﻿
S-step﻿for﻿the﻿sequence﻿(1)﻿(2)﻿is﻿2.



















﻿=﻿{drug﻿ids}﻿=﻿{d d d d
1 2 3 4
, , , }.
Output of the Algorithm.﻿Frequent﻿sequences﻿of﻿each﻿database﻿FSdb1 ,﻿FSdb2 ,﻿… ,﻿FSdbn ,﻿with﻿
the﻿associated﻿subsequence﻿ids﻿where﻿they﻿occurred﻿listed﻿in﻿the﻿form﻿of﻿{F
n sequence− <: Ssids﻿that﻿
F occurred
n sequence− > }.﻿Other﻿data:﻿Initial﻿iteration﻿k﻿=﻿1.
The﻿process﻿of﻿mining﻿with﻿these﻿two﻿database﻿tables﻿using﻿the﻿TidFseq﻿algorithm﻿goes﻿through﻿
the﻿following﻿steps﻿for﻿each﻿database.






























1 ﻿=﻿{side﻿effects}﻿=﻿{1,﻿2,﻿3}.﻿F drugs d d dDB
1 1 2 3

































d e e d e d e
1 1 2 2 1 4 1







)﻿and﻿Item﻿2:﻿ d e d e
1 1 2 1
, , ,( ) ( ) ﻿(i.e.,﻿item﻿2﻿occurs﻿in﻿sid:﻿d1 ﻿at﻿
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algorithm﻿ on﻿ the﻿ CDB
2
1 ﻿ yields﻿ the﻿ following﻿ frequent﻿ F
2
﻿ I-step﻿ sequences﻿ for﻿ DB1.﻿
FDB
2




























﻿with﻿the﻿given﻿position﻿id﻿lists,﻿ p e p e e p e
1 1 3 1 2 4 1
, , , , , ,( ) ( )( ) ( ) ﻿(i.e.,﻿item﻿d1 ﻿occurs﻿in﻿
Table 7. Transformed C
1
 item sequences for drug/side effects db1
1 2 3 4
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﻿ is:﻿ p e p e p e p e
1 1 2 1 3 3 4 2
, , , , , , ,( ) ( ) ( ) ( ) ﻿ (i.e.,﻿ item﻿ d3 ﻿
occurs﻿in﻿sid:﻿ p p p p
1 2 3 4
, , , ﻿at﻿position﻿ids:﻿e e e e
1 1 3 2

































1 3( )( ) ﻿is﻿2,﻿which﻿satisfies﻿the﻿input﻿support﻿
count﻿(2).﻿Hence,﻿the﻿result﻿of﻿running﻿the﻿S-step﻿sequence﻿algorithm﻿on﻿CDb
2
2 ﻿is﻿ d d






1 1 2 1 3 2 3= { } = ( ) ( ) ( ){ }, , , , , ﻿and﻿
F drugs d d d dDB
2 1 2 1 3
2 = { } = ( ) ( )( ){ }, , .














1 1 2 3= ( ){ }, , .﻿Running﻿the﻿I-step﻿and﻿S-step﻿
prune﻿algorithms﻿on﻿this﻿set﻿also﻿confirms﻿it﻿frequent﻿so﻿that﻿FDB
3
1 1 2 3= ( ){ }, , .﻿The﻿candidate﻿three-
sequences﻿for﻿the﻿input﻿DB2﻿sequence﻿patient/drugs﻿table,﻿Table﻿4﻿are:﻿CDB
3
1 = ∅ ﻿and﻿the﻿iteration﻿
terminates﻿for﻿this﻿Db2.
Step 6 (again):﻿Find﻿higher﻿order﻿4-sequences﻿for﻿DB1﻿iteratively.﻿Since﻿ FDB
3





































and ﻿ f requen t ﻿ pa t t e r n ﻿ re su l t s ﻿ o f ﻿ DB
1
﻿ (d r ugs , ﻿ s equence ﻿ o f ﻿ s ide ﻿ e f fec t s ) ﻿ a s :﻿
d d p p d d p p
1 2 1 3 1 2 1 3
1 2 3 1 2 3( ) ∩ ( ) = ( ), , , . ﻿We﻿clearly﻿see﻿how﻿the﻿proposed﻿algorithm﻿is﻿
able﻿to﻿solve﻿such﻿complex﻿queries﻿for﻿multiple﻿related﻿sequence﻿tables﻿that﻿the﻿existing﻿systems﻿are﻿
not﻿able﻿to﻿achieve.
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Table 9. Drug/side effects table





Table 10. Patient/drugs table
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Table 11. Execution times (in secs) for different datasets sizes at MinSupport of 40%
Algorithm 250K 500K 750K 1M 2M
TidFSeq 34.32 59.2 78.45 113.56 145.62
ApproxMap 66.2 72.1 98.7 156.9 220.15
PrefixSpan 70﻿88 107.83 331 560.45
Table 12. Execution times (in secs) for small datasets at different supports
Algorithm 10% 20% 30% 40% 50%
TidFSeq 2905.1 792 73.03 34.32 14.2
ApproxMap 3866.6 1072.1 128.7 66.2 41.5
PrefixSpan 3869.09 1073 141 78.4 46.66
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execution Times (in Secs) for Large Dataset (2M) at Different Supports













occurrence﻿ ids﻿(called﻿column﻿element﻿ id﻿and﻿position﻿id﻿ lists)﻿of﻿each﻿1-item﻿to﻿correctly﻿count﻿
support﻿for﻿any﻿extension﻿of﻿item﻿sequences.﻿The﻿I-step﻿prune﻿and﻿S-step﻿prune﻿algorithms﻿for﻿counting﻿
supports﻿of﻿sequences﻿with﻿their﻿position﻿ids﻿are﻿contributions.﻿An﻿adaptation﻿of﻿the﻿GSP-gen﻿join﻿













Table 13. Execution times for large dataset (2M) for different support count
Algorithm 10% 20% 30% 40% 50%
TidFSeq 30216.66 4876.23 701.01 145.62 70.89
ApproxMap 39994.96 5172.41 1008.5 220.15 142.3
PrefixSpan 41101 9908.4 5640.11 1590 896.32
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