Abstract. We count the number of subspaces of affine space with a given dimension defined over an algebraic number field with height less than or equal to B . We give an explicit asymptotic estimate for the number of such subspaces as B goes to infinity, where the constants involved depend on the classical invariants of the number field (degree, discriminant, class number, etc.). The problem is reformulated as an estimate for the number of lattice points in a certain bounded domain.
Introduction
The purpose of a height is to give an explicit quantification for how "complicated" an object is. If S is a one-dimensional subspace of Q", the distance between integral points in S is one way to measure how "complicated" S is. For such a subspace, the integral points are of the form Zp, where p is a primitive lattice point, i.e., a point in Z" with coprime coordinates. We define the height of S, H(S), to be the Euclidean norm of the point p. Now two primitive lattice points, Pi and p2, will be integral points in the same subspace if and only if pi = ±p2. Thus, the number of one-dimensional subspaces of Q" with height < B is one-half the number of primitive lattice points in the ball of radius B. By [5, Theorem 459 ], this number is asymptotically (1) 2mB
as B -► oo, where Ç is the Riemann zeta function and V(n) is the volume of the unit ball in M".
The present paper is concerned with a generalization of this asymptotic formula, where the one-dimensional subspaces of Q" are replaced by rf-dimensional subspaces of K", where 0 < d < n and K is an algebraic number field. It turns out that there is a natural way to define the height of a ddimensional subspace of Kn (see the end of this introduction). Fix the field K and let M(n, d, B) be the number of ¿/-dimensional subspaces S a Kn with H(S) < B. (see [11, p. 433 
]) that (2) H(S) = H(S±),
where S1-is the "orthogonal complement" of the space S in K" ; S1-consists of all vectors a = (ax, a2, ... , an) e Kn such that a-ß = axßx+ a2ß2 + ■■■ + anß" = 0 for all ß e S. Since dim/r S1-= n -dimjç S, this explains the symmetry. Theorem 1 generalizes two previous results. W. Schmidt [12] proved Theorem 1 in the special case K = Q. Also, S. Schanuel [10] has done the case d = 1 with a general number field, although with a slightly different definition of height. When K = Q and d = 1, we have so that our theorem implies the asymptotic formula (1) .
Theorem 1 has an interpretation in the context of algebraic geometry. As is well known, subspaces of given dimension d in Kn correspond to points on a Grassmann variety (see below). Our result may thus be interpreted as counting the number of points of height < B on this (projective) variety. Recently, Franke, Manin, and Tschinkel [4] have studied the asymptotic behavior of the number of points with height < B on Fano varieties (i.e., those varieties for which the anticanonical bundle co~x is ample) which includes Grassmann varieties as a specific example. However, they provide no formula for the constants in the asymptotic relations. Also, they use the Arakelov height, so the exponent on B is different. There is no method for counting integral points of height < B on a general variety. In our case we succeed because of the definition of the Grassmann variety in terms of subspaces.
We end this introduction with the definition of the height of subspaces. Such a definition had first been given in [11] . Let M(K) be the set of places of K, and let a h-> «(') (1 < i < k) denote the embeddings of K into the complex numbers, ordered so that the first rx are real and c¿'+rA = «(') for rx + 1 < i < rx + r2, where 5 denotes the complex conjugate of the number a.
To each nonarchimedean place v e M(K), let | • |" be the corresponding absolute value on K, normalized to extend the p-adic absolute value on Q, where v lies above the rational prime p. We also have the absolute value, | • \v , for each archimedean place v e M(K), defined by J |a(,)| for 1 < / < n, 'a'" = \ \a^cAi+rA\xl2 for rx < i < rx + r2, where v corresponds to the embedding a r-> a'1' and | • | denotes the usual absolute value on R. For each place v e M(K), let nv be the local degree. We have the product formula (see [8, Chapter 5] ):
n i<"=i
for all aeK* = K\{0}.
Given a vector a = (ax, a2, ... , a") e Kn and ave M(K), put / OE/Li \ai\l)"vl2 if v is archimedean, \ maxi<,<" |a,|"" otherwise.
Note that, by the product formula and the definitions, n 11^11«= n k». n nan"= n n«»»
for all aeK*. Thus, we may define the height of a one-dimensional subspace, KacK", a/0,by
There are other definitions of height. We use this one here in order to simplify our argument (in particular, the statement of Theorem 2 below). Let aeK" be as above and denote by [ a ] the fractional ideal generated by the components, ax, a2, ... , an of a . It is well known (see, for example, [8, Chapter 5] Now suppose S is a úf-dimensional subspace of K" , where 1 < d < n . If ax, a2, ... , ad are a basis for S over K, we can form the wedge product (see [7, Chapter 7] if and only if the a's and the ß 's span the same subspace. (For proofs, see [7] .) Thus, the wedge product will give a one-to-one (though not generally onto) mapping of ^-dimensional subspaces of K" to one-dimensional subpaces of Ku>. Any such x = ax Aa2 A • • • Aad is called a set of Grassmann coordinates of S. Such an x is determined up to a scalar multiple. We define the height of the subspace S as H(S) = H(x). Finally, define H({0}) = H(K") = 1.
A vector in K^> is called decomposable if it is of the form ax A <x2 A • • • A ad for vectors ax, ot2, ... , ad in K" . Such vectors, for a fixed d, form a variety, called the (affine) Grassmannian or Grassmann variety. Given a subspace S, we may choose [ x ] , where x is a set of Grassmann coordinates of S, up to multiplication by a principal ideal. One may fix an ideal 21 in each ideal class and count the number of points x on the Grassmann variety with height < B and with [ x ] = 2t. After dividing out by the action of the units, this translates loosely into counting "lattice points" on the variety. This is how S. Schanuel proceeds in [10] , when the Grassmann variety is just K" .
Last, but not least, the author would like to take this opportunity to thank his thesis advisor, W. Schmidt, for the help and encouragment he has given.
A SKEWED HEIGHT AND A REDUCTION
The definition of height for a subspace of dimension greater than one given in § 1 seems somehow removed from the idea that the height should measure how "complicated" it is. Recall that we started with a one-dimensional subspace of Q" and used the distance between integral points of the subspace as the height. In this case, the integral points are of the form Zp, where p is a primitive lattice point. In other words, the integral points of a one-dimensional 1 if / < rx 2 ifi>rx. subspace of Q" form a sublattice of dimension 1 of Z" (see below). Similarly, one sees that the integral points of a d-dimensional subspace form a sublattice of dimension d. Thus, the determinant of the lattice of integral points of the subspace gives a measure of how "complicated" the subspace is. In fact, this is what our definition of height turns out to be in the special case K -Q. Now for a general number field, the integral points of a ^-dimensional subspace will form an Ok -module, where Ok is the ring of integers in K. But this module will not in general be free, so one cannot apply the idea of a determinant without more work. Our first task is to get an alternative definition of height which generalizes the ideas above.
For X e Rnri © C2"'2 we write X = (xi, x2, ... , xK), where J R" for 1 < i < rx, *' S I C" for rx<i< k.
Let E"* c R"r' e C2"'2 be given by the set of points satisfying
x/+rj = x7 for rx < i <rx+ r2. where the maps a >-> a^ denote the embeddings of K into C, ordered as above. By a lattice A in a Euclidean space E, we will mean a discrete subgroup of the additive group E. The dimension of the lattice A is the dimension of the subspace spanned by A. Suppose Xi, X2, ... , Xm are a basis for A, so that m A = 0ZX,.
1=1
The determinant of A, written det(A), is defined to be det(A) = f det (X, * X,) ] , \i<ij<»i / where X * Y denotes the inner product in E of X and Y. By convention, det({0}) = l.
For a subspace S c Kn , we write I(S) for the set SnDK , the integral points of S. (Recall that ô is the discriminant of K.) This is basically [11, Theorem 1] , where a slightly different embedding is used. The proofs are entirely similar. Theorem 2 is the tool needed to compute the height of subspaces using a geometric object which is more easily studied than a point on some variety. Of course, everything we do will have an associated meaning in the context of Grassmann varieties. But the insight is from the setting of lattices in a Euclidean space, not from the variety.
We wish to prove Theorem 1 inductively, which means we will need a way to build up d-dimensional subspaces from smaller pieces. If & is a d-dimensional subspace of the (d + 1 )-dimensional space S+, then S+ = S © Ka , where a e K\S. The lattice p(I(S+)) will consist of the lattice p(I(S)) and a piece coming from a. In particular, the height of S+ will be the product of the height of S and a term depending on a. We will determine this term explicitly.
For S a subspace of Kn , S^ = {a(i) : a e S} will be a subspace of (K^)n C r r" if 1 < I < A", ,
For a subspace V e R" , let Va-be its orthogonal complement. Similarly, for V a subspace of C" , let V1-be the orthogonal complement:
V1-= {x € C" : x • y = 0 for all y G V}.
Let 7T(!) be the orthogonal projection from R" or C" onto (S^)1-when 1 < i <rx or rx < i < k , respectively. Define jC'xjfflx-x««*).
so that
for all X-(xx, ... ,xK) e E"K. Note that n o p is linear on K" and vanishes only on S. We remark that (S^)1-is not necessarily defined over K^ . When we write n we assume the subspace, S, is given. Let à be a nonzero element of the factor space K"/S. We define
Note that the definition of 3(a) indeed only depends on the class, à, of a. Clearly, 3(a) is a fractional ideal. We define the height of à e K"/S to be
where || • || denotes the usual norm on R" if 1 < z' < rt, or on C" if rx < i <k. Now 3(aá) = (l/a)3(ä) for any a e K*, where (1/a) denotes the principal ideal generated by 1/a. Also
Hence, we may define the height of the one-dimensional subspace Kà c K"/S as H(Kà) = H (à). Note that this skewed height reduces to the usual height when S = {0}.
Theorem 3. Let S be a d-dimensional subspace of K" , where 0 < d < n, and let à be a nonzero element of the factor space K"/S. Set S+ = S® Ka. Then
H(S+) = H(S)H(Kä).
Proof. We will use Theorem 2. After multiplying by a suitable constant, we may assume 3(a) is an integral ideal. Let ax,a2, ... ,aK be a Z-basis for 21 = 3(a). For each i, 1 < i < tc, there is a ß, e S with ßi + a¡a e DnK, by the definition of 3(a). Each integral point in S+ will then be the sum of an integral point in S and rational integral multiples of the points fi¡ + a¡a. Thus,
Now for x e S and y € K", we have p(x) and nop(y) are orthogonal. Using the linearity of nop, and since nop vanishes on S, we obtain V Vil // l*,J*K where a, is defined to be n o p(b¡a) for 1 < i < k. From the definition of n and p, we see that a.-a^^^fll^)^'))!!2, i=\ so that the matrix (a,■■ • a7-)i<i,j<K is the product
and the determinant
We thus have
Theorem 3 now follows from (4), (5), and Theorem 2.
In what follows, we will also need the following result. Since p is one-to-one on K" , the result holds for 21 prime, and hence for any integral 21. In general, let 21 = *B~X£, where <B and € are both integral ideals. By what we have shown,
which proves the lemma in general.
The Main Term and the Main Error Term
We will prove Theorem 1 by induction on n. We will need the following result. This is one half of [11, Theorem 3] . This will also be a corollary of Lemma 15 below.
We think of K"~x as being embedded in K" :
K"-x = {a = (ax,a2,...,an-X,0)eK"}.
By Theorem 4, M(n -1, d, B) = 0(B"~X). Thus, it suffices to count ddimensional subspaces S of K" satisfying S <t Kn~x. Suppose S is such a subspace. We then have a unique (d -1 )-dimensional subspace of K"~x, namely S~ = S n K"~x, and a one-dimensional subspace Kà c K"/S~~ with S = S~ © Ka.
Since S <t K"~x, we may choose the unique representative a of the class à with last coordinate equal to 1. So a is of the type (ßx, ß2, ... , ßn_x, 1) = (ß, 1), say, where ß eK"~x. Now suppose S~ is a (d -1)-dimensional subspace of K"~x. Let
be defined as above, with n -1 in place of n. For ß in the factor space K"-x/S-, let 3(~ß) = {a e K : aß e S~ + D"K-X}, as above. Define 3*( ß ) = 3( ß ) n 0K , the largest integral ideal contained in 3(ß). _ Let (ß,l)eK"/S be the class of (ß, 1). We easily have 3((ß7l)) = {aeK:a(ß,l)eS + DK} = 3*(~ß).
We summarize this discussion with a lemma.
Lemma 2. Let S~ be a (d -l)-dimensional subspace of K"~x, where 1 < d < n, and ß e Kn~x/S~. Then the d-dimensional subspace S c K" given by
where n^ is defined as above, with respect to S~ . There is a 1-1 correspondence between such pairs (S~ , ß ) and d-dimensional subspaces S c K" with S <£.
K"-x, i.e., if
where Sx , S2~ c K"~x and j?, e K"-x/S~ for i=l and 2, then Sx = S2~ and ~ß\ = ~ß2, and every S c K" with S <£ Kn~x has such a decomposition.
Proof. The only statement remaining to be proven is (6) . This is an easy application of Theorem 3, using 3*( ß ) = 3( ß, 1).
It will be convenient to have a more compact notation for f[(\\nW(ßW)\\2 + iy'2. One easily verifies that, as in the case for the rational integers (see [5] ),
£"(,5) = {o «herw.se. The lemma follows from Lemma 3.
We estimate M(n,d,B) by estimating X(%<L~X, S, B/N(€)) and using Lemma 4. We transform this into estimating the number of lattice points in a domain.
For the remainder of this paper, the constant implicit in the <c notation will depend only on n and K, unless specifically stated otherwise. Also, we will use the notation 03"_1 for the subset of K"~x, where 23 is any fractional ideal.
We map E("_1)K into R("-1)K by a linear transformation T: E(""1)K -► R(n-1)K, defined by r(X) = r((Xl,x2,...,xK)) = (xi, x2, ... , xr,, xri+i, xri+2, ... , xri+r2), where, for x, = (xiX, xi2, ... , x(("_i)) and i = rx + l, rx+2, ... ,rx+r2, we define x-= (Reí*,-,), Im(x(1), ... , ReC*,-,,,-.)), ImCx,-^..))).
One sees that the determinant of T is 2~rAn-x). For Y e Rt"-''* , we write
where ln~x for I <i<rx, ') for rx + 1 < i < rx + r2. Now let A be an /-dimensional lattice in R^ spanning a subspace V. Let Xx < X2 < • • ■ < X¡ be the successive minima of A with respect to the unit ball in V. Pick linearly independent points y, e A (the choice is not necessarily unique) satisfying |y,| = A¿ for i = 1, 2, ... , I. Define 
Refinements in the Main Error Term
The terms in Lemma 5 look fairly nasty as they stand, especially the lattices. It is the goal of this section to get a more workable formulation of Lemma 5.
Let A be a lattice in a euclidean space E, with inner product *, spanning a subspace V. The polar lattice, Ap, is defined to be the set of all points y e V with rational integral inner products y * x for all x 6 A. Then (recall the definition of inner product in E'"-^* )
x . w = y * *, = E y(/) •w(0 + Ez' •w<0 = E(y ■ w)(0 » ¡=i i=i i=i i=i since z, • w(,) = 0(,) = 0 for all / = 1, 2, ... , k. But since the components of y are in 03 and the components of w are in 03_1, the product y • w will be integral. The last sum is the trace of an integer, hence a rational integer, and the lemma is proved.
We may replace the T'((£%l~x)"~x) occurring in the Main Error Term with n o p((£Ql~x)n~x), since T is a linear transformation which only introduces a constant multiple depending on A^and n in the determinant of nop((€^L~x)"~x). By Lemma 6, we may replace this lattice with (p(Qi£~xI(S"~d)))p. One may well ask if we are "giving up" too much by doing this. We will show here that we are not: making this change will only introduce another constant multiple depending on K and n, and, in fact, the two lattices are the same when K = q.
Every vector in p((<L%-x)"-x) will either be in p(£%-xI(S)) or will be the sum of a vector in p(S) and a vector in n o p((<¿%.~x)"~x). We thus have, by Using this fact together with Minkowski's theorem yields
for i = 1, 2, ... , (n -d)x. We summarize our discussion up to this point.
Lemma 7. The Main Error Term is
where the first sum is over integral ideals 21 satisfying A(2t) < B and the third sum is over (n -d)-dimensional subspaces S c K"~x satisfying H(S) < B/N(OL).
We now determine the growth of the successive minima of p(QL£~xI(S)).
Lemma 8. Let aG03/(iS), where S is any subspace of K" and 03 is any fractional ideal. Suppose a / 0 and let X = ||p(a)||. Then there are ax, a2, ... , aK e 03/(5), linearly independent over Q, satisfying ||p(a,)|| < X for 1 < i < k. In particular, if a e K* we have Proof. We have
||^(a)||=ÎÇ||aWll2X
Letting c(a) = maxi<7<<c |a(;)| gives (9) . Now choose a Z-basis ßx, ß2, ... , ßK of Ok-We let a, = y?,a. Then a, e 03/(5) and ||/>(q,-)|| « \\p(a)\\ for 1 < i < k. Since the /?, 's are a basis for K over Q, a¡, a2,... , aK are linearly independent over Q.
Lemma 8 says that the successive minima grow in groups of k. This suggests that they are coming from lower-dimensional subspaces. We will follow through with this line of thought.
Let S be an /-dimensional subspace of K" and let 03 be a fractional ideal. Let Xx < X2 < ■ ■ ■ < X¡K be the successive minima of />(03/(S)). We define /'-dimensional subspaces S, c 5 and minima px < p2 < ■■■ < Pi, as follows: So = { 0 } , and recursively pi+x = min{A/ : there exists an ai+x e 03/ (5) with ai+x i S, and ||/>(a¿+.)|| = X¡} and 5,+i = St © Kai+X for 0 </'</-1.
These subspaces are not necessarily uniquely defined by these conditions; at each stage one may need to make a choice.
Lemma 9. Let S, 03, and px, p2, ... , p¡ be as above. Let 1 < i < I and let X'x <X'2< ■■■ < X'iK be the successive minima of />(03/(5,)). Then 4-1)*+/ « Pi < ¿{i-X)K+J for l<j<K. Proof. Let ax, a2, ... , a¡ be as above in the definition of the p, 's. Let ßx, ß2, ... , ßK be a Z-basis for Dk■ Then, for 1 < j < k and 1 < k < i, Proof. Let X\ < X2 < ■■■ < X'iK be the successive minima of p(*BI(S¡)), let X{ < X2 < ■■■ < X'/i+XiK be the successive minima of /j(03/(5,+i)) , and let X\ < X2 < ■■■ < X("_d)K be the successive minima of p(*BI(S)). By Lemma 9, with I = n -d and n -1 in place of n , 
H 4 »« det(p(03/(5))-[('!-</-,')'c-^).
fc=i Lemma 10 is fairly sharp. However, we will not need to use quite so strong a result to prove Theorem 1. We now state our final version of the Main Error Term, the version we will compute below. and H(Si) < H(SyA"-d). The lemma follows.
Some technical lemmas
In estimating the Main Error Term and the Main Term, we will often make estimates by partial summation. All of these estimates follow the same general pattern, so we carry out the arguments here and simply quote the following result when needed. ■(F(s + t-l)-F(s + t))), for j equaling 1 or 2, since F(s + t) = 0.
Define Rx(x) to be the number of w e 6 with g(w) < x + 1, and define R2(x) = Rx(x -2). Since F'(x) is increasing, the mean value theorem gives
wee This gives Proof. We will prove the lemma by induction on m. If m = 1, then
proving the lemma in this case, since «i > 2. Now suppose m > 1 and that the lemma holds for m -1. Let cr* = (n2, c2, ... , nm, cm). Unless cr = (1, 1, 1, 1) , the lemma holds, without loss of generality, for fa.. Suppose o / (1, 1, 1, 1) . We have where v = (u\ + l)~Cl/2. Since f/,' certainly exists, we have f/,(x) is 1 ,. 1
. By the same type of argument, we have fä(x) is equal to
It remains to prove the lemma when a = (1, 1, 1, 1 We will assume in this section that k ^ 1, i.e., that K is not Q. For this case, we may simply quote [12, Theorem 1] .
In the case n = 2 of Theorem 1, we have d - (12) is « 1 and the second is < (B/N(<t))x-XIK. We thus have, by (11) and ( where the first sum is over integral ideals <£ with norm < B and the second sum is over integral ideals 03 with norm < B/N(€), by Lemma 11. For j = k, we have the inner sum in (13) is <C B/N(<£). For j <k , the inner sum in (13) is of the form 
Computation of the Main Error Term
For the remainder of this paper, we will assume « > 2 and that Theorem 1 holds for n -1. We will also exploit the symmetery:
In this section we will prove Proposition 1. For d > n/2 the Main Error Term is « 5«-1/k("-¿) .
In order to use Lemma 11, we need the following estimate. "(S')<B" (-) .
We apply Lemma 12 and the case i = 1, with F(x) = xd+l~" and MBo(B/Bo)xl¡, to get
The lemma follows.
We are now in a position to estimate the Main Error Term. Note that in Lemma 11, when i = n -d, the third sum is irrelevant. We will handle this case later. For now we will concentrate on the case i < n -d.
Lemma 16. Let d > n/2 and fix i and j with 1 < i < n -d and 1 < j < K, 
Computation of the Main Term
As in §6, we will assume k > 1. In this section we prove Proposition 2. For n > 2 and n > d > 1, the Main Term is a(n , d)Bn + 0(B"-X).
We first consider the sum over subspaces. 
