Routing under multiple independent constrains in point-to-point networks has been studied for over 10 years.
than, (d 1 , d 2 , ... , d k ). With only condition (2), we do not know their order. In short, if [∃q,r∈ [1,k] •q̸ = r, c q < d q and d r < c r ], then their order is undetermined, else one must outperform the other. If the order of any two elements in a set of k-dimensional points is undetermined, then the set forms a pareto frontier. A pareto frontier is sorted in two-dimensional, but not higher dimensional space.
We now define the problem. The input is the graph G(V,E), and a source node s ∈ V , k real numbers C max 1 , C max 2 , ..., C max k , and the output is a path from s to each node for which total cost
is optimised, where F is a user predefined function that maps the total cost to a value. Intuitively, this is a one-to-all shortest paths problem with kdimensional edge cost and k-dimensional constraints. For completeness, if there is no path satisfying both constraints, then the output is false.
Background
Finding the multiple metric-constrained paths is known as the multi-constrained path problem (MCPP) in the literature. It can also be turned into an optimality problem [5, 6] . Several methods have been proposed to solve the MCPP. Djarallah et al. [5] represented the metrics as a vector structure of the weight parameters. Using this vector, they treated the metrics as noncomposite numbers, which require discrete computation for each metric. Another multiple metric method is applied in [7] . In this method, after a user demands the QoS values specifically, each service provider tries to find an appropriate domain link with respect to these demanding values. Bertrand et al. [8] calculated the sum of the metric values of the links in a relaxation step by taking into account the additive metrics. Shin et al. [9] found a multi-constrained routing solution by starting from some subpaths and then extending them into the whole paths. Xue and Ganz [10] made the routing process based on only two metrics, namely delay and bandwidth. In the same way, Yuan and Liu [11] assumed a limited number of independent metrics. They required all optimal paths to be stored and supplied the QoS requirements by using each metric's constraint.
There are also some studies that analyse the time complexity for the MCPP methods. Xue et al. summarised a few works before 2007, including the NP-hardness nature of the problem when the number of constraints is no less than two [12] . They also gave three polynomial time approximate solutions to the problem. For optimal algorithms, exponential time complexity is expected. The well-known optimal algorithm self-adaptive multiple constraints routing algorithm (SAMCRA), which is given by Van Mieghem et al. [13] , has no exception. However, Van Mieghem and Kuipers [14] claimed that polynomial time can be achieved in most cases. They proved the polynomial complexity in the worst case by the help of simulation results in [15] .
Our contribution
SAMCRA is a routing algorithm that is able to obtain all possible paths between a source and destination pair in an initial search-space. It also gives the shortest path even after the search-space reduction. All paths in the result set obey to the bounds of the constraints [13] . We simplify SAMCRA for the ease of average case analysis. This simplicity helps us to use the same algorithm for two or more constraints. We prove that for optimal multi-constrained routing expected time is a polynomial function to the number of nodes in the network, as long as the number of constraints is a constant. We give experimental work for various networks with node numbers from 100 up to 6000 and 2 to 128 constraints. We point out that there are not many papers using such large number of nodes and network dimensions in the literature. We choose the constraint or metric values from various ranges and number sets such as integers or floating points, not only from the same ranges. We represent the interaction between the processing time and the number of nodes, and compute the effect of the edge probability on the processing time. The empirical results are consistent with our average case analysis. Our analysis also covers a wide range of computations by considering the whole operations along all nodes comparatively due to their final cost sets. We also assign the edge values based on two different classifications that handle the same and different metric values in opposite directions of the full-duplex edges respectively. For each computation the values cover various edge probabilities such as 1 that defines a fully connected or complete graph. We also extend the network management to cope with the relationship between the edge and node numbers in our biased and unbiased graphs. These graphs represent whether the workload of the network is distributed on any specific area of the network or among the whole network well-balanced respectively. We note that these complete experiments have not been done in the literature. Van Mieghem and Kuipers [15] presented their practical solution for networks with nodes up to 800 with constraint numbers 2, 4, and 8, and also they used node numbers around 1000 only for hop count statistics. They computed their function's statistics for the constraint numbers 16 and 32 only for a network with 25 nodes. They also chose the link weights from the range [0, 1] as uniformly distributed random variables. Their theoretical analysis and practical solution cover different parameters than ours.
Organisation of the paper
The rest of this paper is designed as follows. In Section 2, we give a variant of SAMCRA as an expected polynomial time algorithm for optimal multi-constrained routing. We give the probabilistic analysis of the problem in Section 3. In Section 4, we present the experimental results that we obtained from several conditions such as along various network topologies with different number of nodes and for different constraint numbers. Finally, we give the conclusions of this study in Section 5 and then the acknowledgements part.
A variant algorithm
Associate each node with a set of pareto costs, which are the costs from the useful paths originated from s . The value of a cost is represented by the k-tuple, (c 1 , c 2 , ..., c k ) as mentioned in Subsection 1.1. By "useful path", we refer to a path whose cost is not outperformed by others. We need only pareto sets because the costs of underperforming paths are not useful in any case. The set for s is initially {(0, 0, ..., 0)} , and the sets for the other nodes are initially empty. Let the set in node i be S i , for all i in V .
We now give a simple, but optimal, algorithm called the exponential polynomial time algorithm (Ex-PoTA), which is given in Figure 1 .
The algorithm in Figure 1 runs in expected polynomial time and contains n -1 rounds. Each round can be considered as one step going out from each node to all its neighbours and the cost sets S * are updated on the way. The updating of the cost sets follows its requirement: no element can outperform the other, and each one is unique. After n -1 rounds, s can reach all nodes, leaving all cost sets optimal.
For k = 1 and k = 2, ExPoTA is not efficient, because the linear cost structure inside each S i , i = 1 to n,is not used. However, the aim of this paper is to study S i for general value of k and the algorithm is good enough for our analysis. The algorithm runs in polynomial time of the size of S i , i = 1 to n (steps 3.1.1.1 and 3.1.1.1.1.3). In the worst case, the sizes can grow exponentially; however, in the next section, we argue that they are bounded by linear function of n in the average case. 1 For each node i in V, i s. // s is the source.
1.1
Create empty set i S of paths with pareto costs from s to i.
For round = 1 to n-1 
Probabilistic analysis
In this section, we will argue that the size of S i , i = 1 ton,will be bounded by a linear function of n, for small value of k , assuming that the two costs (
) n and the probability that no element in S j is removed is also
Hence, for one iteration of the for-loop in step 3.1.1.1.1, the probability that the size of S j increases by one is
which is very close to zero for small k . On the other hand, the probability for a decrease in the size of S j is much higher, and it equals the probability that (c 1 + d 1 , c 2 + d 2 , ..., c k + d k ) outperforms any two or more
which is very close to one for large n and small k . It is obvious that when k is small, if the size of S j reaches n , then it is likely to drop, rather than to rise. This explains why Max(|S j |), j=1,. . . n, is bounded by n in our experimental result shown below.
For theoretical interest, we briefly look into the case for larger k . When k tends to log 2 n, the probability for increasing the size of S j tends to ( 1 e ) 2 , and that for decreasing is 1 −
; and this implies a significant chance of keeping unchanged. When k tends to 2 log 2 n , the two probabilities become
≈ 0, respectively. However, they will become
again, respectively, when the size of S j reaches n 2 × f (n) , where f (n) is any monotonic increasing function of n (like log 2 n, log 2 log 2 n, · · · ) and will tend to infinity with n . Extending this argument, we conclude that the size of S j will become steady at O(2 k ).
Empirical results
We built our C programs on MS Visual Studio 2012 environment. We performed our tests on a laptop with Intel Core i5 CPU 2.67 GHz, 4.00 GB RAM and a PC with Intel Core i7-2600 CPU 3.40 GHz, 8.00 GB RAM.
We computed all experimental results over a sample of mesh network with full-duplex edges. We constructed all edges randomly between any two nodes. We executed various computations depending on the properties explained in the following subsections.
Processing time
We provided each edge in the network with numerical values of delay and packet loss rate. Delay values are randomly distributed between [1, 250] and the packet loss rates should be randomly chosen from one of the values 10 −3 , 10 −4 , 10 −5 , 10 −6 , 10 −7 , and 10 −8 . The value bounds are widely used similar to these selections in network applications. Packet loss rates are also very small in general. For this reason we chose discrete values for packet loss rates to diversify successive numbers for concrete comparisons.
We computed the log function of the average processing time of ExPoTA for each node number varying between 100 and 1000, and used 10 different instances for each one. We illustrated the graphical representation as in Figure 2 . The average processing time for 100 nodes converges to 0; for this reason the log result of that point is negative. The results become exponential with the increase in the number of nodes in the network. This implies that the time is bounded by a polynomial function. We also analysed the average processing time according to the decrease in the 'edge probability' between two nodes. Edge probability represents the probability that there is a connection between the node pairs. For Figure 2 , we built all edges with a probability of 0.5. After the implementation of Figure 2 , we tried the edge probabilities of 0.5, 0.2, 0.05, 0.02, 0.005, and 0.002 between the node pairs. We planned the network scenarios with 500 and 1000 nodes. We computed the average processing time of 10 different network instances for each edge probability in a node number in Figure 3 . As seen in Figure 3 , in both of the networks, the average processing time is proportional to the edge probability. This is because the edge number in the network generally increases with the edge probability. Therefore, the process numbers related to the edges and total durations also increase. 
Different number of metrics
We extended our experimental analysis in Subsection 4.1 considering additional metrics such as jitter, bandwidth requirement, and throughput. The values of all metrics can be chosen from discrete or continuous numbers inside the programs. For example, jitter values are randomly distributed in [1, 50] , bandwidth requirements are within [1, 100] randomly, and throughput values are chosen from several different discrete numbers. As a note, we experienced that the nature of the value bounds would not have any impact on the results. We classified our tests executing with 2, 3, and 4 metrics, consecutively. 2-Metrics cover delay and packet loss rate as mentioned above. Additional to these metrics, 3-and 4-metrics involve the new ones with respect to attaining the relevant metric number. We constructed several networks with various numbers of nodes nfrom 100 up to 6000. We built all network edges with a probability of 0.5. This means that there are lots of edges in each network type. Table 1 represents the maximum number of pareto costs staying all along S i sets, denoted as Max( |S i |) in the designed networks. Here we note that S i stores the pareto points at the i th node as explained in Section 2. All points must be processed for each round for any algorithm; therefore, the average case and worst case time complexities depend very much on the Max(|S i |) rather than other algorithmic issues. In fact, their sizes depend on the input (graph, source node), but not the algorithm used. The importance of such sets is also demonstrated in [15] . The authors proved that the upper bound on the expected size is < (N ln N) k−1 , where k is the dimension. This result affects their time complexity analysis very much. As seen in Table 1 , the metric number raises Max(|S i |) for each n. In other words, when the metric number is getting larger, Max(|S i |) will increase with greater probability. This is caused by the fact that the outperformance of any cost with larger number of metrics occurs rarely with respect to the comparisons among all metric values. Furthermore, in Table 1 , the increase in Max(|S i |) related to the number of nodes can be especially seen along about 3-or 4-metrics. There are some fluctuations in 2-metrics, because in 2metric classification the comparison between the costs does not have much more difference even in different node numbers in the networks. Thus, sometimes there can be an increase and sometimes a decrease with small units for 2-metrics. There is also an observable difference for 2-metrics and the others in Table 1 according to both the Max( |S i |) results for any specific node number and the changing ratio between the results of any two consecutive node numbers. The reason is that there is a linear order for 2-metrics, but not for 3-and 4-metrics through the cost comparisons. In 2-metrics, the increasing order in one metric is exactly the decreasing order of the other, because the elements in S i are pareto as mentioned above. This means indirectly that the outperformance of any cost can be seen very easily and frequently during the cost comparisons in 2-metrics. Adversely, in 3and 4-metrics, the outperformance of any cost occurs very rarely in terms of almost all metrics linearly. For example, in 3-metrics, sometimes the delay and packet loss rate of a cost outperform all other costs while jitter does not bring any support. On the other hand, for some other costs in S i , the outperforming metrics may be the packet loss rate and jitter excluding the delay. Therefore, it is not frequent to find a cost value that outperforms the others and removes them from the result set S i of any node i . For this reason Max(|S i |) values of 3-and 4-metrics are larger than that of 2-metrics.
in the area of multi-constrained routing. We note that our network topologies give smaller Max(|S i |) values and also these topologies are more suitable for real network applications covering randomised (dis)connections. Moreover, in this subsection, we completed new trials for ExPoTA with very large number of metrics. As we mentioned in Subsection 1.3, when we compare with any other multi-constrained study in the literature, it is a favoured ability of ExPoTA to settle a lot of metrics simultaneously. We set a network with 500 nodes. Table 2 gives the results for the experiments covering 4, 8, 16, 32, 64, and 128 metrics. As seen in Table 2 , the results converge to some similar values after a number of metrics such as 16-metrics as explained in Section 3. 
Network classification depending on edge properties
We constructed two different network classes, namely Type-I and Type-II, for the next practices. Type-I covers the edges having the same metric values through both transmission directions in between any node pairs. We also used this class in Table 1 samples. On the other hand, Type-II has the edges with different metric values in both directions. We used 3-metrics on these network structures and found Max(|S i |) under the edge probabilities of 1, 1 / 2, 1 / 4, 1 / 8, and 1 / 16, respectively. The edge probability 1 provides a fully connected (complete) graph. Tables 3 and 4 give the results for Type-I and Type-II network, respectively. There is not much difference between the results of these two network classes. The main difference appears during the change of the edge probability. Tables 3 and 4 prove that Max(|S i |) is directly proportional to the edge probability.
In other words, Max( |S i |) decreases with the reduction in the edge probability in any network. Additionally as seen in Tables 3 and 4 , when the edge probability is double, Max(|S i |) is less than double for any n between 100 and 6000. 
Different edge numbers and edge distributions
We carried out two different experiment sets considering the 3-metrics, namely delay, packet loss rate, and jitter. The edge probability is 0.5. We controlled the edge numbers along the network to become multiples of the node numbers. In the first experiment set, we chose the edges starting from the smaller node indices that are small values of i in V as aforementioned. We say that this graph is biased because the nodes with smaller indices have more connections on average. In the second experiment set, we chose the edges randomly from the set E . This new graph is unbiased in which there is equity between the edge selections along the whole network. Table 5 represents the average results per edge number |E| giving biased results before the comma and unbiased results after the comma. We note that we obtained the average results based on 5 different executions of the program each time. We also note as a detail that the processing time of this experiment for each n becomes reasonably smaller than the previous executions because of the edge number bounds.
As can be seen in Table 5 , for each n , the average Max(|S i |) values increase with the rise in the |E|values.
Sometimes there may also be exceptions as for biased results in |E | = 4 × n with n = 200, 800, and 900, which represents the values not larger than that of |E | = 3 × n. The unbiased results are dramatically smaller than those of biased form because of the fair distribution in the edge selections. In this unbiased form, the edges in between various nodes are selected; thus every time the same nodes do not take place in the algorithm steps. Hence the size of any set S i does not become too large.
Our computer program results demonstrate that the average case time complexity of our algorithm is bounded by a polynomial function of the number of nodes in the network and the processing time is exponential in the worst case.
We point out the conclusions of this paper as a summary as follows:
(1) The processing time is exponential in the worst case; it is indeed polynomial on average. The time complexity depends on Max(|Si)|). Therefore, we shift our focus to Max(|Si |).
(2) Max(|S i |) results for any specific node number and the changing ratio between the results of any two consecutive node numbers are different in between various metric numbers such as 2, 3, and 4 metrics. After a saturation point as a large number of metrics, the results converge to each other such as in 16, 32, 64, and 128 metrics.
(3) When the same metric bounds are used for both the chain topology mentioned by Van Mieghem and Kuipers [15] and this paper's random topology, the former results in larger Max(|Si |) values entirely for different metric numbers.
(4) To change the parameter values to similar or different values in both directions for an edge does not influence the results much.
(5) When the edge probability is double, Max(| Si|) is less than double for any number n between 100 and 6000 in both Type-I and Type-II networks. It is reasonable to consider the performance for high edgeprobability only. Additionally, when the edge numbers are bounded based on the node numbers of the networks, the processing time of the experiments become reasonably smaller.
(6) The average Max(| Si |) values increase with the rise in the |E|values in both biased and unbiased graphs. However, the values in unbiased graphs are much smaller than those in biased graphs. One reason may be that various nodes take place in the algorithm steps of unbiased graphs; thus the costs do not cumulate in the same nodes especially the ones with smaller indices every time.
