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Περίληψη
Η piρόσφατη βιβλιογραφία σχετικά με τη μη-εpiιβλεpiώμενη μάθηση εpiικεντρώθηκε
στο σχεδιασμό δομών με στόχο την μάθηση χαρακτηριστικών. Αυτό όμως γινόταν
χωρίς να ληφθεί υpiόψη το μήκος piεριγραφής των αναpiαραστάσεων, το οpiοίο είναι
ένα άμεσο και αμερόληpiτο μέτρο της piολυpiλοκότητας του μοντέλου. Στο piλαίσιο της
διδακτορικής διατριβής piροτείνουμε ένα μέτρο ϕ το οpiοίο αξιολογεί μη-εpiιβλεpiώμενα
μοντέλα με βάση την ακρίβεια ανακατασκευής και το βαθμό συμpiίεσης των εσωτερικών
αναpiαραστάσεων. ΄Εpiειτα piαρουσιάζουμε και ορίζουμε δύο συναρτήσεις ενεργοpiοίησης
(Ταυτότητα, ReLU) ως βάσεις αναφοράς και τρεις αραιές συναρτήσεις ενεργοpiοίησης
(Αpiόλυτα κ-μέγιστα, Δείκτες συγκέντρωσης ακρότατων, Ακρότατα) ως υpiοψήφιες
δομές για την ελαχιστοpiοίηση του piροηγουμένως ορισμένου μέτρου ϕ. Τέλος piρο-
τείνουμε μια νέα αρχιτεκτονική Νευρωνικών Δικτύων, τα Δίκτυα Αραιής Ενερ-
γοpiοίησης (SANs), τα οpiοία αpiοτελούνται αpiό piυρήνες με κοινά βάρη piου κατά
την κωδικοpiοίηση συνελλίσονται με την είσοδο και στη συνέχεια διέρχονται μέσω
μιας συνάρτησης αραιής ενεργοpiοίησης. Κατά τη διάρκεια της αpiοκωδικοpiοίησης,
τα ίδια βάρη συνελλίσονται με τον χάρτη αραιής ενεργοpiοίησης και έpiειτα οι μερικές
ανακατασκευές αpiό κάθε βάρος αθροίζονται για να ανακατασκευάσουν την είσοδο.
Συγκρίνουμε τα SANs χρησιμοpiοιώντας τις piροηγουμένως ορισμένες συναρτήσεις εν-
εργοpiοίησης σε ένα σύνολο αpiό βάσεις δεδομένων (15 βάσεις δεδομένων αpiό την
Physionet και EEG αpiό την UCI για ταξινόμηση εpiιληpiτικών κρίσεων) και δείχνουμε
ότι τα SANs piου εpiιλέγονται με χρήση του ϕ έχουν αναpiαραστάσεις με μικρό μήκος
piεριγραφής και piεριέχουν ερμηνεύσιμους piυρήνες.
Λέξεις Κλειδιά
νευρωνικά δίκτυα, αυτοκωδικοpiοιητές, αραιότητα, συμpiίεση
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Abstract
Recent literature on unsupervised learning focused on designing structural priors
with the aim of learning meaningful features, but without considering the description
length of the representations. In this thesis, first we introduce the ϕ metric that
evaluates unsupervised models based on their reconstruction accuracy and the degree
of compression of their internal representations. We then present and define two
activation functions (Identity, ReLU) as base of reference and three sparse activation
functions (top-k absolutes, Extrema-Pool indices, Extrema) as candidate structures
that minimize the previously defined metric ϕ. We lastly present Sparsely Activated
Networks (SANs) that consist of kernels with shared weights that, during encoding,
are convolved with the input and then passed through a sparse activation function.
During decoding, the same weights are convolved with the sparse activation map and
subsequently the partial reconstructions from each weight are summed to reconstruct
the input. We compare SANs using the five previously defined activation functions
on a variety of datasets (Physionet, UCI-epilepsy, MNIST, FMNIST) and show that
models that are selected using ϕ have small description representation length and
consist of interpretable kernels.
Keywords
neural networks, autoencoders, sparsity, compression
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1. Εισαγωγή
Οι γιατροί κάνουν διαγνώσεις με βάση το ιατρικό ιστορικό, βιοδείκτες και τις εξ-
ετάσεις μεμονωμένων ασθενών, τα οpiοία ερμηνεύουν σύμφωνα με την piροσωpiική τους
κλινική εμpiειρία. Στη συνέχεια, αντιστοιχούν τον κάθε ασθενή στην piαραδοσιακή
ταξινόμηση των ιατρικών νοσημάτων/piαθήσεων σύμφωνα με μια υpiοκειμενική ερμη-
νεία της ιατρικής βιβλιογραφίας. Αυτή η διαδικασία είναι όλο και piερισσότερο εpiιρ-
ρεpiής σε σφάλματα. Εpiιpiλέον, οι τεχνολογίες αpiεικονίσεων αυξάνουν συνεχώς την
ικανότητά τους να piαράγουν μεγάλες piοσότητες δεδομένων, τα οpiοία οι ειδικοί αδυνα-
τούν να καταλάβουν και να χρησιμοpiοιήσουν αpiοτελεσματικά, καθιστώντας το έργο
τους δυσκολότερο. Εpiομένως, αpiαιτείται η αυτοματοpiοίηση των ιατρικών διαδικασιών
για την αύξηση της piοιότητας της υγείας των ασθενών και τη μείωση του κόστους
των συστημάτων υγειονομικής piερίθαλψης.
Η ανάγκη για αυτοματοpiοίηση των ιατρικών διαδικασιών κυμαίνεται αpiό τη
διάγνωση έως τη θεραpiεία και ιδίως σε piεριpiτώσεις/piεριοχές όpiου υpiάρχει έλλειψη
υγειονομικής piερίθαλψης. Προηγούμενες piροσpiάθειες αυτοματοpiοίησης piεριλαμβά-
νουν συστήματα εμpiειρογνωμόνων βασισμένα σε κανόνες, τα οpiοία έχουν σχεδιαστεί
να μιμούνται τη διαδικασία piου ακολουθούν οι ιατρικοί εμpiειρογνώμονες όταν εpiιλύουν
ιατρικά piροβλήματα. Αυτά τα συστήματα έχουν αpiοδειχθεί αναpiοτελεσματικά εpiειδή
αpiαιτούν χειροκίνητη δημιουργία χαρακτηριστικών και γνώση ειδικών piάνω στο
piρόβλημα για να εpiιτευχθεί εpiαρκής ακρίβεια και εpiίσης είναι δύσκολο να εμφανίσουν
γραμμική βελτίωση με την piαρουσία νέων δεδομένων.
Η βαθιά μάθηση έχει αναδειχθεί ως μια piιο ακριβής και αpiοτελεσματική τεχνολογία
σε ένα ευρύ φάσμα ιατρικών piροβλημάτων όpiως η διάγνωση, η piρόβλεψη και η piαρέμ-
βαση. Είναι μια μέθοδος μάθησης αναpiαραστάσεων piου αpiοτελείται αpiό εpiίpiεδα piου
μετασχηματίζουν τα δεδομένα με μη-γραμμικό τρόpiο, αpiοκαλύpiτοντας έτσι ιεραρχικές
σχέσεις και δομές. Παρόλο piου η βαθιά μάθηση έχει εφαρμοστεί με εpiιτυχία σε piολ-
λούς τομείς, αυτό έρχεται με κόστος της ερμηνευσιμότητας των αναpiαραστάσεων,
καθώς αυτές αpiοτελούνται αpiό εκατομμύρια piαραμέτρους.
Σκοpiός της διδακτορικής διατριβής είναι η δημιουργία μιας νέας αρχιτεκτονικής
νευρωνικών δικτύων, τα Δίκτυα Αραιής Ενεργοpiοίησης (Sparsely Activated
Networks, SANs), τα οpiοία αpiοσυνθέτουν τις εισόδους τους σε ένα σύνολο αpiό αραιά
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εpiαναλαμβανόμενα piρότυpiα διαφορετικού piλάτους και σε συνδυασμό με ένα piροτεινό-
μενο μέτρο ϕ μαθαίνουν αναpiαραστάσεις με ελάχιστα μήκη piεριγραφής, αυξάνοντας
έτσι την ερμηνευσιμότητα του μοντέλου.
1.1. Οργάνωση τόμου
Στο Κεφάλαιο 2, piαρουσιάζουμε τις θεμελιώδεις έννοιες των νευρωνικών δικτύων
και της βαθιάς μάθησης καθώς εpiίσης και τις γενικές ιδιότητες των piιο συχνά χρησι-
μοpiοιούμενων αρχιτεκτονικών.
Στα Κεφάλαια 3 και 4 piαρουσιάζουμε μια βιβλιογραφική εpiισκόpiηση των αρχιτεκ-
τονικών βαθιάς μάθησης σε δομημένα δεδομένα, σήματα και αpiεικονίσεις piου έχουν
χρησιμοpiοιηθεί στην ιατρική και ιδιαίτερα στην καρδιολογία. Συζητάμε τα piλεονεκ-
τήματα και τους piεριορισμούς των εφαρμογών της βαθιάς μάθησης στην ιατρική, ενώ
piροτείνουμε ορισμένες κατευθύνσεις ως τις piιο βιώσιμες για κλινική χρήση. Πιο συγ-
κεκριμένα στις ενότητες 3.2 και 3.3 piαρουσιάζουμε τις εφαρμογές βαθιάς μάθησης με
χρήση δομημένων δεδομένων και μορφές σημάτων, ενώ στην ενότητα 4.9 piαρουσιά-
ζουμε piλεονεκτήματα και piεριορισμούς των εφαρμογών βαθιάς μάθησης στην καρ-
διολογία και piροτείνουμε κάpiοιες κατευθύνσεις για την υλοpiοίηση μοντέλων βαθιάς
μάθησης piου μpiορούν να εφαρμοστούν κλινικά.
Στο Κεφάλαιο 5 piροτείνουμε τα Signal2Image (S2Is) ως εκpiαιδεύσιμα εpiίpiεδα
piροθέματος νευρωνικών δικτύων, τα οpiοία μετατρέpiουν σήματα, όpiως το ηλεκ-
τροεγκεφαλογράφημα (Electroencephalogram, EEG), σε αναpiαραστάσεις εικόνων,
καθιστώντας τα κατάλληλα για την εκpiαίδευση βαθιών νευρωνικών δικτύων βασισμένα
σε εικόνες, τα οpiοία ορίζονται ως ‘μοντέλα βάσης’. Συγκρίνουμε την ακρίβεια και
τις εpiιδόσεις τεσσάρων S2Is (‘σήμα ως εικόνα’, φασματογράφημα, CNN ενός και
δύο εpiιpiέδων) σε συνδυασμό με ένα σύνολο ‘μοντέλων βάσης’ μαζί με μοντέλα δι-
αφορετικού βάθους και 1D piαραλλαγές των τελευταίων. Παρέχουμε εpiίσης εμpiειρικές
αpiοδείξεις ότι το CNN S2I ενός εpiιpiέδου αpiοδίδει καλύτερα σε 11 αpiό τα 15 μοντέλα
piου δοκιμάστηκαν σε σύγκριση με τα μη-εκpiαιδεύσιμα S2Is για την ταξινόμηση
σημάτων EEG και οpiτικοpiοιούμε τις εξόδους κάpiοιων αpiό τα S2Is.
Στο Κεφάλαιο 6, ενότητα 6.2 ορίζουμε το μέτρο ϕ, έpiειτα στην ενότητα 6.3 ορί-
ζουμε τις piέντε συναρτήσεις ενεργοpiοίησης piου θα συγκριθούν καθώς εpiίσης και την
αρχιτεκτονική και διαδικασία εκpiαίδευσης των SAN, στην ενότητα 6.4 δοκιμάζουμε τα
SANs στις βάσεις δεδομένων Physionet, UCI-epilepsy και MNIST και οpiτικοpiοιούμε
τις ενδιάμεσες αναpiαραστάσεις και αpiοτελέσματα. Στην ενότητα 6.5 συζητάμε τα ευ-
ρήματα των piειραμάτων και τους piεριορισμούς των SAN.
Τέλος στο Κεφάλαιο 7 piαρουσιάζουμε τα τελικά συμpiεράσματα και piροτείνουμε
piιθανές μελλοντικές κατευθύνσεις.
2. Νευρωνικά δίκτυα
2.1. Εισαγωγή
Η μηχανική μάθηση είναι ένα σύνολο μεθόδων Τεχνητής Νοημοσύνης (Artificial
Intelligence, AI) piου εpiιτρέpiει στους υpiολογιστές να μαθαίνουν μια διαδικασία χρησι-
μοpiοιώντας δεδομένα, αντί να piρογραμματιστούν ρητά. ΄Εχει αναδειχθεί ως ένας αpiοτε-
λεσματικός τρόpiος χρήσης και συνδυασμού βιολογικών δεικτών, αpiεικόνισης, συσσ-
ωρευμένης κλινικής έρευνας αpiό τη βιβλιογραφία και τους Ηλεκτρονικούς Φακέλους
Υγείας (Electronic Health Record, EHR) για την αύξηση της ακρίβειας λύσεων ενός
ευρύ φάσματος ιατρικών piροβλημάτων. Οι ιατρικές διαδικασίες piου χρησιμοpiοιούν
την μηχανική μάθηση εξελίσσονται αpiό τέχνη σε εpiιστήμη με γνώμονα τα δεδομένα,
piροσφέροντας διόραση αpiό τα piληθυσμιακά δεδομένα στην piροσωpiοpiοιημένη ιατρική.
Η βαθιά μάθηση, και η εφαρμογή της στα νευρωνικά δίκτυα τα Βαθιά Νευρωνικά
Δίκτυα (Deep Neural Networks, DNN), είναι ένα σύνολο μεθόδων μηχανικής μάθησης
piου αpiοτελούνται αpiό piολλαpiλά στοιβαγμένα εpiίpiεδα και χρησιμοpiοιούν δεδομένα
για να μάθουν ιεραρχικά εpiίpiεδα. Η βαθιά μάθηση piροέκυψε λόγω της αύξησης της
υpiολογιστικής ισχύος των μονάδων εpiεξεργασίας γραφικών και της διαθεσιμότητας
δεδομένων μεγάλου όγκου και έχει αpiοδειχθεί ότι είναι μια ισχυρή λύση για piροβ-
λήματα όpiως ταξινόμηση εικόνων [1], κατάτμηση εικόνας [2], εpiεξεργασία φυσικής
γλώσσας [3], αναγνώριση ομιλίας [4] και γονιδιωματική [5].
Πλεονεκτήματα των DNN έναντι των piαραδοσιακών τεχνικών μηχανικής μάθησης
piεριλαμβάνουν ότι αpiαιτούν λιγότερη εξειδικευμένη γνώση για το piρόβλημα piου
piροσpiαθούν να λύσουν και εpiίσης είναι ευκολότερο να αυξήσουν την ακρίβεια
τους είτε με την αύξηση του συνόλου δεδομένων εκpiαίδευσης ή την αύξηση της
χωρητικότητας του δικτύου. Τα ρηχά μοντέλα μηχανικής μάθησης, όpiως τα δέντρα
αpiοφάσεων και οι Μηχανές Διανυσμάτων Υpiοστήριξης (Support Vector Machines,
SVM), είναι ‘ανεpiαρκή’; το οpiοίο σημαίνει ότι αpiαιτούν μεγάλο αριθμό υpiολογισμών
κατά τη διάρκεια της εκpiαίδευσης/συμpiερασμού, μεγάλο αριθμό piαρατηρήσεων για
την εpiίτευξη γενίκευσης και σημαντική ανθρώpiινη εργασία για τον piροσδιορισμό της
piρότερης γνώσης του μοντέλου [6].
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2.2. Εpiισκόpiηση θεωρίας
Τα νευρωνικά δίκτυα είναι ένα σύνολο τεχνικών μηχανικής μάθησης εμpiνευσμένων
αpiό τον εγκέφαλο αλλά χωρίς piρωταρχικό στόχο να τον piροσομοιώνουν. Πρόκειται
για μεθόδους piροσέγγισης συναρτήσεων όpiου η είσοδος x μpiορεί να είναι κείμενο,
εικόνα, ήχος, σήμα, τρισδιάστατος όγκος, βίντεο (ή συνδυασμός αυτών) και η έξ-
οδος y είναι αpiό το ίδιο σετ με το x αλλά αυξημένου ενημερωτικού piεριεχομένου.
Με μαθηματικούς όρους, ο στόχος ενός νευρωνικού δικτύου είναι να βρει το σύνολο
piαραμέτρων θ (το οpiοίο αpiοτελείται αpiό βάρη w και piολώσεις b):
f(x; θ) = yˆ (2.1)
όpiου f είναι μια piροκαθορισμένη συνάρτηση και yˆ είναι η piρόβλεψη. Ο piεριορισμός για
το θ είναι να έχουμε ένα όσο το δυνατόν χαμηλότερη τιμή για μια συνάρτηση κόστους
J(θ) μεταξύ του y και του yˆ.
Η βασική μονάδα των νευρωνικών δικτύων είναι ο αντιλήpiτωρ piου αpiεικονίζε-
ται στην Εικ.2.1, ο οpiοίος δημοσιεύθηκε για piρώτη φορά αpiό τον Rosenblatt [7]
το 1958. Αpiοτελείται αpiό ένα σύνολο εισόδων piου συμβολίζεται με το διάνυσμα
x = [x1, . . . , xj, . . . , xn], ένα σύνολο βαρών για την κάθε είσοδο, piου συμβολίζεται
με το διάνυσμα w = [w1, . . . , wj, . . . , wn] και η piόλωση b. Η αpiόφαση του κόμβου
να piυροδοτήσει ένα σήμα α στον εpiόμενο νευρώνα ή στην έξοδο καθορίζεται αpiό τη
συνάρτηση ενεργοpiοίησης φ, το σταθμισμένο άθροισμα w και τη piόλωση b, με τον
ακόλουθο τρόpiο:
α = φ(
∑
j
wjxj + b) (2.2)
Οι τιμές του διανύσματος βαρών w και των piολώσεων b στα DNN ρυθμίζονται
εpiαναληpiτικά χρησιμοpiοιώντας αλγόριθμους βελτιστοpiοίησης piου βασίζονται στην
κλίση καθόδου και την αντίστροφη διάδοση σφάλματος (backpropagation) [8] ο
οpiοίος υpiολογίζει την κλίση της συνάρτησης κόστους σε σχέση με τις piαραμέτρους
∇θJ(θ) [9]. Η αξιολόγηση της γενίκευσης ενός νευρωνικού δικτύου αpiαιτεί τη διάσ-
piαση του αρχικού συνόλου δεδομένων D = (x,y) σε τρία μη-αλληλεpiικαλυpiτόμενα
σύνολα δεδομένων:
Dtrain = (xtrain,ytrain) (2.3)
Dvalidation = (xvalidation,yvalidation) (2.4)
Dtest = (xtest,ytest) (2.5)
Το Dtrain χρησιμοpiοιείται για την μάθηση των w και b, των οpiοίων οι τιμές κά-
νουν το δίκτυο να ελαχιστοpiοιεί την εpiιλεγμένη συνάρτηση κόστους, ενώ τοDvalidation
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Figure 2.1: Αντιλήpiτωρ. Περιέχει ένα σύνολο συνδέσεων x1,...,n ως εισόδους, τα βάρη
w1,...,n, τη piόλωση b, τη συνάρτηση ενεργοpiοίησης φ και την έξοδο α.
χρησιμοpiοιείται για την εpiιλογή των υpiερpiαραμέτρων του δικτύου. Το Dtest χρησι-
μοpiοιείται για την αξιολόγηση της γενίκευσης του δικτύου και θα piρέpiει ιδανικά να
piροέρχεται αpiό διαφορετικές μηχανές/ασθενείς/οργανισμούς ανάλογα με το ερευν-
ητικό ερώτημα.
Η αpiόδοση των DNN έχει βελτιωθεί σημαντικά με τη χρήση της ανορθωμένης
γραμμικής μονάδας (Rectified Linear Unit, ReLU) ως συνάρτηση ενεργοpiοίησης σε
σύγκριση με την σιγμοειδής και την υpiερβολική εφαpiτομένη [10]. Η συνάρτηση εν-
εργοpiοίησης του τελευταίου εpiιpiέδου εpiιλέγεται με βάση τη φύση του ερευνητικού
ερωτήματος piου piρέpiει να αpiαντηθεί (pi.χ. softmax για ταξινόμηση, σιγμοειδής για
piαλινδρόμηση).
Οι συναρτήσεις κόστους piου χρησιμοpiοιούνται στα νευρωνικά δίκτυα εξαρτώνται
εpiίσης αpiό το piρόβλημα piου piρέpiει να εpiιλυθεί. Η διασταυρωμένη εντροpiία (cross-
entropy) piοσοτικοpiοιεί τη διαφορά μεταξύ της piραγματικής και της piροβλεpiόμενης
κατανομής piιθανοτήτων και εpiιλέγεται συνήθως για piροβλήματα ανίχνευσης και ταξ-
ινόμησης. Το εμβαδόν της piεριοχής κάτω αpiό την καμpiύλη λειτουργίας δέκτη (Area
Under Curve, AUC) αντιpiροσωpiεύει την piιθανότητα ένα τυχαίο ζεύγος κανονικών
και μη κανονικών εικονοστοιχείων/σημάτων/εικόνων να ταξινομηθεί σωστά [11] και
χρησιμοpiοιείται σε piροβλήματα δυαδικής τμηματοpiοίησης. Ο συντελεστής Dice [12]
είναι ένα μέτρο ομοιότητας piου χρησιμοpiοιείται στα piροβλήματα τμηματοpiοίησης και
οι τιμές του κυμαίνονται μεταξύ μηδέν (συνολική αναντιστοιχία) και μονάδας (τέλεια
αντιστοίχιση).
2.3. Εpiισκόpiηση αρχιτεκτονικών
Τα Πλήρως Συνδεδεμένα Δίκτυα (Fully Connected Networks, FNN) είναι δίκτυα
piου αpiοτελούνται αpiό piολλαpiλούς αντιλήpiτωρες στοιβαγμένους σε piλάτος και βάθος,
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piου σημαίνει ότι κάθε αντιλήpiτωρ σε κάθε εpiίpiεδο συνδέεται με κάθε αντιλήpiτωρ στα
εpiίpiεδα αμέσως piριν και μετά. Αν και έχει αpiοδειχθεί [13] ότι τα FNN ενός εpiιpiέδου
με εpiαρκή αριθμό κρυφών μονάδων είναι καθολικοί piροσεγγιστές συναρτήσεων, δεν
είναι υpiολογιστικά αpiοδοτικά για την piροσέγγιση σύνθετων συναρτήσεων. Τα Δίκτυα
Βαθιάς Πίστης (Deep Belief Networks, DBN) [14] είναι στοιβαγμένες Περιορισμένες
Μηχανές Boltzmann (Restricted Boltzmann Machines, RBMs) όpiου κάθε εpiίpiεδο
κωδικοpiοιεί τις στατιστικές εξαρτήσεις μεταξύ των μονάδων στο piροηγούμενο εpiίpiεδο;
εκpiαιδεύονται για να μεγιστοpiοιήσουν την piιθανοφάνεια των δεδομένων εκpiαίδευσης.
Τα Συνελικτικά Νευρωνικά Δίκτυα (Convolutional Neural Networks, CNN), όpiως
φαίνεται στο Σχήμα 2.2, αpiοτελούνται αpiό ένα συνελικτικό μέρος στο οpiοίο γίνεται
ιεραρχική εξαγωγή χαρακτηριστικών (χαρακτηριστικά χαμηλού εpiιpiέδου όpiως ακμές
και γωνίες και χαρακτηριστικά υψηλού εpiιpiέδου, όpiως τμήματα αντικειμένων) και ένα
piλήρως συνδεδεμένο μέρος για ταξινόμηση ή piαλινδρόμηση, ανάλογα με τη φύση της
εξόδου y. Τα συνελικτικά εpiίpiεδα είναι piολύ καλοί βελτιστοpiοιητές χαρακτηριστικών
piου χρησιμοpiοιούν τις τοpiικές σχέσεις των δεδομένων, ενώ τα piλήρως συνδεδεμένα
εpiίpiεδα είναι καλοί ταξινομητές, εpiομένως χρησιμοpiοιούνται ως τα τελευταία εpiίpiεδα
ενός CNN. Εpiιpiλέον, τα συνελικτικά εpiίpiεδα δημιουργούν χάρτες ενεργοpiοιήσεων
χρησιμοpiοιώντας κοινόχρηστα βάρη piου έχουν σταθερό αριθμό piαραμέτρων σε αντί-
θεση με τα piλήρως συνδεδεμένα εpiίpiεδα, καθιστώντας τα έτσι piολύ ταχύτερα. Το
VGGnet [15] είναι μια αpiλή CNN αρχιτεκτονική piου χρησιμοpiοιεί μικρά συνελικτικά
φίλτρα (3 × 3) και η αpiόδοση του αυξάνεται αpiλά αυξάνοντας το βάθος του δικτύου.
Το GoogleNet [16] είναι μια άλλη CNN αρχιτεκτονική η οpiοία χρησιμοpiοιεί την μονάδα
inception. Η μονάδα inception χρησιμοpiοιεί piαράλληλα piολλαpiλά εpiίpiεδα piεριελίξεων
αpiό τα οpiοία το αpiοτέλεσμα συσσωρεύεται σειριακά, εpiιτρέpiοντας έτσι στο δίκτυο να
μαθαίνει χαρακτηριστικά piολλαpiλών εpiιpiέδων. Το ResNet [17] είναι μια CNN αρχιτεκ-
τονική η οpiοία διαμορφώνει τα εpiίpiεδα ως συναρτήσεις μάθησης υpiολειμμάτων με βάση
τις εισόδους των εpiιpiέδων, εpiιτρέpiοντας την δημιουργία piολύ piιο βαθιών δικτύων, σε
σχέση με τα piροηγουμένως αναφερθέντα.
Οι Αυτο-κωδικοpiοιητές (Autoencoders, AE) είναι νευρωνικά δίκτυα piου εκ-
piαιδεύονται με στόχο να αντιγράψουν την είσοδο στην έξοδο με τέτοιο τρόpiο ώστε
να κωδικοpiοιούν χρήσιμες ιδιότητες των δεδομένων. Συνήθως αpiοτελείται αpiό
ένα τμήμα κωδικοpiοίησης piου υpiοδειγματολειpiτεί την είσοδο μέχρι αυτό να γίνει
γραμμικό χαρακτηριστικό και ένα τμήμα αpiοκωδικοpiοίησης piου υpiερδειγματολειpiτεί
piρος τις αρχικές διαστάσεις. Μια κοινή αρχιτεκτονική AE είναι ο Στοιβαγμένος
Αυτο-κωδικοpiοιητής Αpiοθορυβοpiοίησης (Stacked Denoised Autoencoder, SDAE)
piου έχει ως στόχο την ανακατασκευή της εισόδου αpiό μια τεχνητά αλλοιωμένη έκδοση
της [18], η οpiοία εμpiοδίζει το μοντέλο να μάθει piροφανείς λύσεις. Μια άλλη αρχιτεκ-
τονική τύpiου AE είναι το u-net [2], το οpiοίο piαρουσιάζει ιδιαίτερο ενδιαφέρον για τη
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Figure 2.2: ΄Ενα συνελικτικό νευρωνικό δίκτυο piου υpiολογίζει την εμβαδόν της αρισ-
τερής καρδιακής κοιλίας (yˆ) αpiό μια εικόνα MRI (x). Η piυραμιδοειδής δομή στο piάνω
μέρος της εικόνας υpiοδηλώνει τη ροή των υpiολογισμών κατά τη διάρκεια της piρος-τα-
εμpiρός διάδοσης, ξεκινώντας αpiό την εικόνα εισόδου μέσω του συνόλου των χαρτών
ενεργοpiοιήσεων piου αpiεικονίζονται ως τρισδιάστατα ορθογώνια στην έξοδο yˆ. Το
ύψος και το piλάτος των ορθογωνίων είναι ανάλογο του ύψους και του piλάτους των
χαρτών ενεργοpiοιήσεων, ενώ το βάθος είναι ανάλογο του αριθμού των χαρτών ενερ-
γοpiοιήσεων. Τα βέλη στο κάτω μέρος υpiοδηλώνουν τη ροή της αντίστροφης διάδοσης
του σφάλματος (backpropagation) ξεκινώντας αpiό τον υpiολογισμό του σφάλματος
χρησιμοpiοιώντας τη συνάρτηση κόστους J , την piραγματική έξοδο y και την piρόβλεψη
yˆ. Αυτή η αpiώλεια διαδίδεται piρος τα piίσω μέσω των φίλτρων του δικτύου, τα οpiοία
piροσαρμόζουν τις τιμές τους. Οι διακεκομμένες γραμμές με piαύλες υpiοδηλώνουν ένα
2D συνελικτικό εpiίpiεδο με ReLU και Extrema-Pooling (το οpiοίο μειώνει το ύψος και
το piλάτος των χαρτών ενεργοpiοιήσεων), η διακεκομμένη γραμμή με τελείες δηλώνει
το piλήρως συνδεδεμένο εpiίpiεδο και τέλος οι διακεκομμένες γραμμές με piαύλες-τελείες
υpiοδηλώνουν σιγμοειδές εpiίpiεδο. Για ευκολία αpiεικόνισης εμφανίζονται μόνο μερικοί
αpiό τους χάρτες ενεργοpiοιήσεων και τα φίλτρα και δεν εμφανίζονται σε κλίμακα.
βιοϊατρική κοινότητα καθώς αρχικά εφαρμόστηκε για κατάτμηση βιοϊατρικών εικόνων.
Το u-net εισήγαγε τις συνδέσεις piαράλειψης (skip connections) piου συνδέουν τα
εpiίpiεδα του κωδικοpiοιητή με τα αντίστοιχα εpiίpiεδα του αpiοκωδικοpiοιητή.
Τα εpiαναλαμβανόμενα νευρωνικά δίκτυα (Recurrent Neural Network, RNN) είναι
δίκτυα piου αpiοτελούνται αpiό βρόχους ανατροφοδότησης και σε αντίθεση με τις piρο-
ηγούμενες καθορισμένες αρχιτεκτονικές μpiορούν να χρησιμοpiοιήσουν την εσωτερική
τους κατάσταση για να εpiεξεργαστούν την είσοδο. Τα αpiλά RNN έχουν το piρόβλημα
της εξαφάνισης των κλίσεων (vanishing gradients) και για το λόγο αυτό piροτάθηκε
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η Μακρο-Βραχυ Πρόθεσμη Μονάδα Μνήμης (Long-Short Term Memory, LSTM) ως
λύση για την αpiοθήκευση piληροφοριών για piαρατεταμένο χρόνο. Η Κεκλεισμένη
Εpiαναληpiτική Μονάδα (Gated Reccurrent Unit, GRU) piροτάθηκε αργότερα ως μια
αpiλούστερη εναλλακτική λύση έναντι του LSTM.
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3. Βαθιά μάθηση με δομημένα δε-
δομένα και σήματα
3.1. Εισαγωγή
Οι καρδιαγγειακές piαθήσεις (Cardiovascular Diseases, CVDs) είναι η κύρια αιτία
θανάτου piαγκοσμίως αντιpiροσωpiεύοντας το 30% των θανάτων το 2014 στις Ηνωμένες
Πολιτείες [1], το 45% των θανάτων στην Ευρώpiη και εκτιμάται ότι κοστίζουν 210 δισ.
Ευρώ ετησίως μόνο για την Ευρωpiαϊκή ΄Ενωση [2].
Στα εpiόμενα δύο κεφάλαια θα piαρουσιάσουμε μια συστηματική βιβλιογραφική
ανασκόpiηση, piου έγινε στο piλαίσιο της piαρούσας διδακτορικής διατριβής, των εφαρ-
μογών της βαθιάς μάθησης σε δομημένα δεδομένα, σήματα και αpiεικόνιση αpiό την
καρδιολογία, piου σχετίζονται με καρδιακές δομές και αγγεία. Η φράση αναζήτησης της
βιβλιογραφίας είναι η συνδυασμός καθενός αpiό τους όρους καρδιολογίας και βαθιάς
μάθησης piου αναφέρονται στα Ακρωνύμια, χρησιμοpiοιώντας το Google Scholar1,
το Pubmed2 και το Scopus3. ΄Εpiειτα τα αpiοτελέσματα εpiιλέγονται έτσι ώστε να
ταιριάζουν με τα κριτήρια εpiιλογής της ανασκόpiησης τα οpiοία συνοψίζονται σε δύο
κύριους άξονες: την αρχιτεκτονική του νευρωνικού δικτύου και ο τύpiος δεδομένων piου
χρησιμοpiοιήθηκε για εκpiαίδευση/εpiικύρωση/δοκιμή. Οι αξιολογήσεις αναφέρονται
για piεριοχές piου χρησιμοpiοίησαν ένα συνεκτικό σύνολο μετρήσεων με την ίδια
μη-τροpiοpiοιημένη βάση δεδομένων και το ίδιο ερευνητικό ερώτημα. Δημοσιεύσεις
piου δεν piαρέχουν piληροφορίες σχετικά με την αρχιτεκτονική του νευρωνικού δικτύου
ή δημοσιεύσεις piου αpiλά αναpiαράγουν μεθόδους piροηγούμενων δημοσιεύσεων
ή piροκαταρκτικές δημοσιεύσεις αpiοκλείονται αpiό αυτήν την ανασκόpiηση. ΄Οταν
αναφέρεται η λέξη piολλαpiλά στη στήλη ‘Αpiοτελέσματα’, αυτά αναφέρονται στο
κυρίως κείμενο όpiου είναι κατάλληλο και ειδικά για τις αρχιτεκτονικές συνελικτικών
νευρωνικών δικτύων, η χρήση του όρου εpiίpiεδο συνεpiάγεται ‘συνελικτικό εpiίpiεδο’ για
χάρη συντομίας. Οι piίνακες 3.1, 4.1 και 4.2 piαρέχουν μια εpiισκόpiηση των δημόσια
1https://scholar.google.com
2https://ncbi.nlm.nih.gov/pubmed/
3https://www.scopus.com/search/form.uri?=display=basic
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διαθέσιμων βάσεων δεδομένων καρδιολογίας piου έχουν χρησιμοpiοιηθεί για εκpiαίδευση
μοντέλων βαθιάς μάθησης.
3.2. Βαθιά μάθηση με δομημένα δεδομένα
Τα δομημένα δεδομένα piεριλαμβάνουν κυρίως EHRs και συνήθως διατηρούνται
σε σχεσιακές βάσεις δεδομένων. Μια σύνοψη των εφαρμογών βαθιάς μάθησης piου
χρησιμοpiοιούν δομημένα δεδομένα piαρουσιάζεται στον Πίνακα 3.2.
Τα RNNs έχουν χρησιμοpiοιηθεί για τη διάγνωση καρδιαγγειακών νοσημάτων με
χρήση δομημένων δεδομένων. Στο [24] οι συγγραφείς piροβλέpiουν την piίεση του αίμα-
τος (Blood Pressure, BP) κατά τη διάρκεια χειρουργικής εpiέμβασης και μετά, χρησι-
μοpiοιώντας LSTM. Πραγματοpiοίησαν piειράματα σε ένα σύνολο 12036 χειρουργικών
εpiεμβάσεων piου piεριέχουν piληροφορίες για ενδοεγχειρητικά σήματα (θερμοκρασία σώ-
ματος, αναpiνευστικός ρυθμός, καρδιακός ρυθμός, διαστολική BP (Diastolic Blood
Pressure, DBP), συστολική BP (Systolic Blood Pressure, SBP), κλάσμα εισpiνεόμε-
νου O2), εpiιτυγχάνοντας καλύτερα αpiοτελέσματα αpiό τα KNN και SVM. Οι Choi
et al. [22] εκpiαίδευσαν ένα GRU με διαχρονικά δεδομένα EHR, ανιχνεύοντας σχέσεις
μεταξύ χρονικών συμβάντων (διάγνωση ασθενειών, εντολές φαρμάκων κ.λpi.), χρησι-
μοpiοιώντας ένα piαράθυρο piαρατήρησης. Κάνουν διάγνωση καρδιακής ανεpiάρκειας
(Heart Failure, HF) με AUC 0.777 για piαράθυρο 12 μηνών και 0.883 για piαράθυρο 18
μηνών, καλύτερα αpiό τα MLP, SVM και KNN. Οι Purushotham et al. [25] σύγκριναν
τον super-learner (σύνολο ρηχών αλγορίθμων μηχανικής μάθησης) [29] με FNN, RNN
και ένα piολυτροpiικό μοντέλο βαθιάς μάθησης piου piροτάθηκε αpiό τους συγγραφείς στη
βάση δεδομένων MIMIC. Το piροτεινόμενο piλαίσιο χρησιμοpiοιεί FNN και GRU για
το χειρισμό των μη-χρονικών και χρονικών χαρακτηριστικών αντίστοιχα, μαθαίνοντας
έτσι τις κοινές λανθάνουσες αναpiαραστάσεις τους για piρόβλεψη. Τα αpiοτελέσματα
δείχνουν ότι οι μέθοδοι βαθιάς μάθησης υpiερβαίνουν κατά piολύ τον super-learner
στην piλειονότητα των piροβλημάτων piρόβλεψης της MIMIC (piρόβλεψη θνησιμότητας
εντός νοσοκομείου με AUC 0.873, piρόβλεψη βραχυpiρόθεσμης θνησιμότητας με AUC
0.871, piρόβλεψη μακροpiρόθεσμης θνησιμότητας με AUC 0.87 και piρόβλεψη κωδικού
ICD-9 με AUC 0.777). Οι Kim et al. [26] δημιούργησαν δύο μοντέλα piρόγνωσης
ιατρικού ιστορικού χρησιμοpiοιώντας δίκτυα piροσοχής και τα αξιολόγησαν σε 50000
ασθενείς με υpiέρταση. ΄Εδειξαν ότι η χρήση ενός GRU διpiλής κατεύθυνσης piαρέχει
καλύτερη διακριτική ικανότητα αpiό ένα αντίστοιχο συνελικτικό δίκτυο, το οpiοίο όμως
έχει μικρότερο χρόνο εκpiαίδευσης με ανταγωνιστική ακρίβεια.
Τα ΑΕ χρησιμοpiοιήθηκαν για τη διάγνωση καρδιαγγειακών νοσημάτων με δομη-
μένα δεδομένα. Οι Hsiao et al. [23] εκpiαίδευσαν ένα ΑΕ και ένα εpiίpiεδο softmax
για την ανάλυση κινδύνου τεσσάρων κατηγοριών καρδιαγγειακών piαθήσεων. Η εί-
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σοδος piεριελάμβανε δημογραφικά στοιχεία, κωδικούς ICD-9 αpiό αρχεία εξωτερικών
ασθενών, ρύpiους συγκέντρωσης και μετεωρολογικές piαραμέτρους αpiό piεριβαλλοντικά
αρχεία. Οι Huang et al. [28] εκpiαίδευσαν ένα SDAE χρησιμοpiοιώντας ένα σύνολο
δεδομένων EHR 3464 ασθενών για να piροβλέψουν Οξύ Στεφανιαίο Σύνδρομο (Acute
Coronary Syndrome, ACS). Το SDAE έχει δύο piεριορισμούς συστηματοpiοίησης (reg-
ularization) piου κάνουν τις ανακατασκευασμένες αναpiαραστάσεις χαρακτηριστικών να
piεριέχουν piερισσότερες piληροφορίες σχετικές με το εpiίpiεδο κινδύνου, καταγράφοντας
έτσι τα χαρακτηριστικά των ασθενών σε piαρόμοια εpiίpiεδα κινδύνου και διατηρώντας τις
διακριτικές piληροφορίες σε διαφορετικά εpiίpiεδα κινδύνου. Στη συνέχεια, τοpiοθέτησαν
ένα εpiίpiεδο softmax, το οpiοίο piροσαρμόζεται στο piρόβλημα της κλινικής piρόβλεψης
κινδύνου.
Τα DBN έχουν εpiίσης χρησιμοpiοιηθεί σε συνδυασμό με δομημένα δεδομένα εκ-
τός αpiό τα RNNs και AEs. Στο [27] οι συγγραφείς piρώτα εφήρμοσαν μια στατιστική
μελέτη ενός συνόλου δεδομένων 4244 εγγραφών για την εύρεση μεταβλητών piου σχετί-
ζονται με καρδιαγγειακές piαθήσεις (ηλικία, φύλο, χοληστερόλη, λιpiοpiρωτεΐνη υψηλής
piυκνότητας, SBP, DBP, κάpiνισμα, διαβήτης). Στη συνέχεια, ανέpiτυξαν ένα μοντέλο
DBN για την piρόβλεψη καρδιαγγειακών piαθήσεων (υpiέρταση, υpiερλιpiιδαιμία, μυοκαρ-
διακό έμφραγμα (Myocardial Infarction, MI), στηθάγχη). Σύγκριναν το μοντέλο τους
με Naive Bayes, λογιστική piαλινδρόμηση, SVM, RF και ένα βασικό DBN piετυχαίνον-
τας καλύτερα αpiοτελέσματα.
Σύμφωνα με τη βιβλιογραφία, τα RNN χρησιμοpiοιούνται ευρέως σε δομημένα δε-
δομένα καρδιολογίας εpiειδή είναι σε θέση να βρουν χρονικά χαρακτηριστικά καλύτερα
αpiό άλλες μεθόδους βαθιάς/μηχανικής μάθησης. Αpiό την άλλη piλευρά, οι εφαρμογές
σε αυτόν τον τομέα είναι σχετικά λίγες και αυτό συμβαίνει κυρίως εpiειδή υpiάρχει
μικρός αριθμός δημόσιων βάσεων δεδομένων, κάτι το οpiοίο εμpiοδίζει την piεραιτέρω
αξιολόγηση και σύγκριση διαφορετικών αρχιτεκτονικών. Εpiιpiλέον, οι δομημένες βά-
σεις δεδομένων λόγω σχεδιασμού τους piεριέχουν λιγότερες piληροφορίες για έναν μεμ-
ονωμένο ασθενή και εpiικεντρώνονται piερισσότερο σε ομάδες ασθενών, καθιστώντας
αυτές piιο κατάλληλες για εpiιδημιολογικές μελέτες piαρά για τον τομέα της καρδιολογίας.
3.3. Βαθιά μάθηση με σήματα
Τα σήματα piεριλαμβάνουν χρονοσειρές όpiως ηλεκτροκαρδιογράφημα (Electrocar-
diogram, ECG), φωνοκαρδιογράφημα (Phonocardiogram, PCG), piαλμομετρικά δε-
δομένα και δεδομένα αpiό φορητά εξαρτήματα. ΄Ενας λόγος piου η piαραδοσιακή μηχανική
μάθηση έχει δουλέψει αρκετά καλά σε αυτόν τον τομέα τα piροηγούμενα χρόνια οφείλε-
ται στη χρήση χειροpiοίητων και piροσεκτικά σχεδιασμένων χαρακτηριστικών αpiό εμ-
piειρογνώμονες, όpiως τα στατιστικά μέτρα αpiό το ECG beats και το διάστημα RR [30].
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Η βαθιά μάθηση μpiορεί να βελτιώσει τα μοντέλα όταν οι εpiισημάνσεις των ειδικών εί-
ναι χαμηλής piοιότητας ή όταν είναι δύσκολο να δημιουργηθεί ένα μοντέλο με χρήση
χειροpiοίητων χαρακτηριστικών. Μια σύνοψη των εφαρμογών βαθιάς μάθησης piου
χρησιμοpiοιούν σήματα εμφανίζεται στους piίνακες 3.3, 3.4, 3.5 και 3.6.
3.3.1. Ηλεκτροκαρδιογράφημα
Το ECG είναι η μέθοδος μέτρησης των ηλεκτρικών δυναμικών της καρδιάς για τη
διάγνωση καρδιακών piροβλημάτων [39]. Είναι μη-εpiεμβατική, εύκολη στην αpiόκτηση
και piαρέχει χρήσιμες piληροφορίες για τη διάγνωση ασθενειών. ΄Εχει χρησιμοpiοιηθεί
κυρίως για την ανίχνευση αρρυθμιών χρησιμοpiοιώντας τον μεγάλο αριθμό δημόσιων
βάσεων δεδομένων ECG όpiως φαίνεται στον Πίνακα 3.1.
Ανίχνευση αρρυθμιών με την MITDB
Τα CNN έχουν χρησιμοpiοιηθεί για την ανίχνευση αρρυθμιών με την MITDB.
Οι Zubair et al. [34] ανίχνευσαν τις κορυφές R χρησιμοpiοιώντας ένα μη-γραμμικό
μετασχηματισμό και τμηματοpiοιούν χτύpiους γύρω αpiό αυτό. Στη συνέχεια,
χρησιμοpiοίησαν τα τμήματα για να εκpiαιδεύσουν ένα 1D CNN τριών εpiιpiέδων με
μεταβλητό ρυθμό μάθησης, βασισμένο στο μέσο τετραγωνικό σφάλμα piετυχαίνοντας
καλύτερα αpiοτελέσματα αpiό τις piροηγούμενες καλύτερες μεθόδους. Οι Li et
al. [35] χρησιμοpiοίησαν Μετασχηματισμό Κυματιδίων (Wavelet Transform, WT)
για την αpiομάκρυνση του θορύβου υψηλής συχνότητας και της μετατόpiισης της
γραμμής βάσης και διορθογωνικού spline για την ανίχνευση των κορυφών R. ΄Εpiειτα,
δημιούργησαν τμήματα γύρω αpiό την κορυφή R τα οpiοία τροφοδότησαν σε ένα 1D
CNN δυο εpiιpiέδων. Στο άρθρο τους οι Kiranyaz et al. [31] εκpiαίδευσαν CNNs
piου μpiορούν να χρησιμοpiοιηθούν για την ταξινόμηση δεδομένων ECG μακράς
διάρκειας και για την piαρακολούθηση ECG σε piραγματικό χρόνο, ως μέρος συστή-
ματος έγκαιρης piροειδοpiοίησης σε φορητή συσκευή. Το CNN αpiοτελούνταν αpiό
τρία piροσαρμόσιμα 1D συνελικτικά εpiίpiεδα. Εpiιτεύχθηκε 99% και 97.6% για την
ταξινόμηση κοιλιακών και υpiερκοιλιακών εκτοpiικών piαλμών αντίστοιχα. Στο [32]
οι συγγραφείς χρησιμοpiοίησαν αφαίρεση μέσου όρου για αpiομάκρυνση της βάσης
αναφοράς, κινητό φίλτρο μέσου όρου για αpiομάκρυνση των υψηλών συχνοτήτων,
διαφορικό φίλτρο για αpiομάκρυνση της γραμμής βάσης και φίλτρο χτένας (comb)
για την αpiομάκρυνση του θορύβου γραμμής ισχύος. Ανίχνευσαν τα QRS με τον
αλγόριθμο Pan-Tompkins [40], εξήγαγαν τμήματα χρησιμοpiοιώντας δείγματα μετά την
κορυφή R τα οpiοία μετέτρεψαν σε 256× 256× 3 δυαδικές εικόνες. Οι εικόνες έpiειτα
τροφοδοτήθηκαν σε ένα εξαγωγέα χαρακτηριστικών AlexNet piροεκpiαιδευμένο στην
βάση δεδομένων ImageNet και έpiειτα στην Ανάλυση Κύριων Συνιστωσών (Principal
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Component Analysis, PCA). Πέτυχαν υψηλή ακρίβεια στην ταξινόμηση τριών τύpiων
αρρυθμιών της MITDB.
Τα ΑΕ έχουν εpiίσης χρησιμοpiοιηθεί για ανίχνευση αρρυθμιών με MITDB. Στο άρ-
θρο τους οι Luo et al. [36] χρησιμοpiοίησαν αξιολόγηση piοιότητας για την αφαίρεση των
καρδιακών piαλμών χαμηλής piοιότητας, δύο φίλτρα μέσης τιμής για την αφαίρεση του
θορύβου της γραμμής ισχύος, του θορύβου υψηλής συχνότητας και της μετατόpiισης
της γραμμής βάσης. Στη συνέχεια, χρησιμοpiοίησαν έναν διαφορικό αλγόριθμο για να
ανιχνεύσουν τις κορυφές R και τα χρονικά piαράθυρα για την κατάτμηση κάθε καρ-
διακού piαλμού. Χρησιμοpiοίησαν εpiίσης WT για τον υpiολογισμό του φάσματος κάθε
καρδιακού piαλμού και ενός SDAE για την εξαγωγή χαρακτηριστικών αpiό το φάσμα.
΄Εpiειτα, δημιούργησαν έναν ταξινομητή τεσσάρων αρρυθμιών αpiό τον κωδικοpiοιητή
του SDAE και ένα softmax, εpiιτυγχάνοντας ακρίβεια 97.5%. Στο [37] οι συγγραφείς
αpiοθορυβοpiοίησαν τα σήματα με ένα χαμηλοpiερατό, ένα ζωνοpiερατό και ένα φίλτρο
διάμεσου. Εντόpiισαν κορυφές R χρησιμοpiοιώντας τον αλγόριθμο Pan-Tomkins και
κατάτμησαν/ανακατασκεύασαν τους καρδιακούς piαλμούς. Χαρακτηριστικά εξήχθησαν
αpiό το σήμα της καρδιάς χρησιμοpiοιώντας ένα SDAE και χρησιμοpiοιήθηκε ένα FNN
για την ταξινόμηση καρδιακών piαλμών αpiό 16 τύpiους αρρυθμίας. Παρατηρήθηκε συγ-
κρίσιμη αpiόδοση σε σχέση με piροηγούμενες μεθόδους βασισμένες στην χειροκίνητη
εξαγωγή χαρακτηριστικών. Οι Yang et al. [38] κανονικοpiοίησαν το ECG και στη
συνέχεια το τροφοδότησαν σε ένα Στοιβαγμένο Αραιό AE (Stacked Sparse Autoen-
coder, SSAE). Ταξινομούν έξι τύpiους αρρυθμιών εpiιτυγχάνοντας ακρίβεια 99.5% ενώ
ταυτόχρονα αpiοδεικνύουν την ανθεκτικότητα του έναντι στο θόρυβο με χρήση τεχνητά
piροστιθέμενου θορύβου.
Τα DBN έχουν εpiίσης χρησιμοpiοιηθεί για αυτό το piρόβλημα εκτός αpiό CNN και
AE. Οι Wu et al. [33] χρησιμοpiοίησαν φίλτρα διάμεσου για την αpiομάκρυνση της
γραμμής βάσης, ένα χαμηλοpiερατό φίλτρο για την αpiομάκρυνση του θορύβου γραμμής
ισχύος και του θορύβου υψηλής συχνότητας. Εντόpiισαν κορυφές R χρησιμοpiοιών-
τας το λογισμικό ecgpuwave αpiό την Physionet και κατάτμησαν τους ECG χτύpiους.
Δύο τύpiοι RBMs, εκpiαιδεύτηκαν για την εξαγωγή χαρακτηριστικών αpiό το ECG για
ανίχνευση αρρυθμιών. Εpiιτεύχθηκε ακρίβεια 99.5% σε piέντε κατηγορίες της MITDB.
Ανίχνευση αρρυθμιών με άλλες βάσεις δεδομένων
Τα CNN χρησιμοpiοιήθηκαν για ανίχνευση αρρυθμιών χρησιμοpiοιώντας άλλες βά-
σεις δεδομένων εκτός της MITDB. Στο [41] οι συγγραφείς δημιούργησαν ένα CNN
δύο εpiιpiέδων χρησιμοpiοιώντας την DeepQ και την MITDB για να ταξινομήσουν
τέσσερις τύpiους αρρυθμιών. Τα σήματα υpiόκεινται σε έντονη piροεpiεξεργασία με φίλ-
τρα αpiομάκρυνσης (μεσαία, υψηλή, και χαμηλή διέλευση, αφαίρεση ακραίων τιμών)
και κατατμήσονται σε 0.6 δευτερόλεpiτα γύρω αpiό την κορυφή R. Στη συνέχεια, τρο-
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φοδοτούνται στο CNN μαζί με το διάστημα RR για εκpiαίδευση. Οι συγγραφείς χρησι-
μοpiοιούν εpiίσης μια ενεργή μέθοδο μάθησης για την εpiίτευξη εξατομικευμένων αpiοτε-
λεσμάτων και βελτιωμένης ακρίβειας, εpiιτυγχάνοντας υψηλή ευαισθησία και θετική
piροβλεψιμότητα και στα δύο σύνολα δεδομένων. Οι Hannun et al. [42] δημιούργη-
σαν ένα σύνολο δεδομένων με ECG αpiό φορητές συσκευές το οpiοίο piεριέχει τον
μεγαλύτερο αριθμό ασθενών (30000) σε σχέση με piροηγούμενες βάσεις δεδομένων και
το χρησιμοpiοίησαν για να εκpiαιδεύσουν ένα Residual-CNN με 34 εpiίpiεδα. Το μον-
τέλο τους ανιχνεύει ένα ευρύ φάσμα αρρυθμιών συνολικά 14 κατηγορίες, ξεpiερνών-
τας τον μέσο καρδιολόγο σε ακρίβεια. Στο άρθρο τους, οι Acharya et al. [43] εκ-
piαίδευσαν ένα CNN τεσσάρων εpiιpiέδων στην AFDB, MITDB και CREI, για την ταξ-
ινόμηση μεταξύ φυσιολογικού, AF, κολpiικού piτερυγισμού και κοιλιακής μαρμαρυγής.
Χωρίς την ανίχνευση του QRS, piέτυχαν συγκρίσιμες εpiιδόσεις με piροηγούμενες μεθό-
δους piου βασίστηκαν στην ανίχνευση κορυφών R και στην χειροκίνητη εξαγωγή
χαρακτηριστικών. Οι ίδιοι συγγραφείς εpiίσης εκpiαίδευσαν την piροηγούμενη CNN
αρχιτεκτονική για τον εντοpiισμό των αpiινιδωτικών και μη-αpiινιδωτικών κοιλιακών αρ-
ρυθμιών [44], εντοpiισμό CAD ασθενών με τις FAN και INDB [45], ταξινόμηση CHF
με τις CHFDB, NSTDB, FAN [46] και την δοκιμασία της αντοχής τους στο θόρυβο
με αpiοθορυβοpiοίηση WT [47].
Μια εφαρμογή των RNN σε αυτή την piεριοχή είναι αpiό τους Schwab et al. [50] piου
δημιούργησαν ένα ensemble αpiό RNN piου διακρίνει μεταξύ φυσιολογικών φλεβοκομ-
βικών ρυθμών, AF, άλλων τύpiων αρρυθμίας και θορυβώδους σήματος. Εισήγαγαν μια
μορφοpiοίηση του piροβλήματος κατά την οpiοία τμηματοpiοιούν το ECG σε καρδιακούς
piαλμούς για να μειώσουν τον αριθμό των χρονικών βημάτων ανά ακολουθία. Εpiέκ-
τειναν εpiίσης τα RNNs με έναν μηχανισμό piροσοχής piου τους εpiιτρέpiει να εκτιμήσουν
σε piοιους καρδιακούς piαλμούς εpiικεντρώνεται το RNN για να λάβει τις αpiοφάσεις του
και να εpiιτύχει συγκρίσιμη αpiοτελεσματικότητα με άλλες μεθόδους χρησιμοpiοιώντας
λιγότερες piαραμέτρους.
Ανίχνευση AF
Τα CNN χρησιμοpiοιήθηκαν για την ανίχνευση AF. Οι Yao et al. [51] εξήγαγαν την
ακολουθία του στιγμιαίου καρδιακού ρυθμού, η οpiοία τροφοδοτείται σε ένα CNN piολ-
λαpiλής κλίμακας piου εξάγει το αpiοτέλεσμα ανίχνευσης AF, εpiιτυγχάνοντας καλύτερα
αpiοτελέσματα αpiό τις piροηγούμενες μεθόδους όσον αφορά την ακρίβεια. Οι Xia et
al. [52] σύγκριναν δύο CNN, με τρία και δύο εpiίpiεδα, τα οpiοία τροφοδοτήθηκαν με
φάσματα σημάτων αpiό την AFDB χρησιμοpiοιώντας βραχυpiρόθεσμο μετασχηματισμό
Fourier (Short-Time Fourier Transform, STFT) και στατικό WT αντίστοιχα. Τα
piειράματά τους κατέληξαν στο συμpiέρασμα ότι η χρήση του στατικού WT εpiιτυγχάνει
μια ελαφρώς καλύτερη ακρίβεια για αυτό το piρόβλημα.
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Εκτός αpiό τα CNN έχουν χρησιμοpiοιηθεί και άλλες αρχιτεκτονικές για την
ανίχνευση AF. Οι Andersen et al. [53] μετέτρεψαν τα σήματα ECG αpiό την AFDB σε
διαστήματα RR για να τα ταξινομήσουν για ανίχνευση AF. Στη συνέχεια, κατάτμησαν
τα διαστήματα RR σε 30 δείγματα το καθένα και τα τροφοδότησαν σε ένα δίκτυο
με δύο εpiίpiεδα ακολουθούμενα αpiό ένα εpiίpiεδο συγκέντρωσης (pooling) και ένα
εpiίpiεδο LSTM με 100 νευρώνες. Η μέθοδος εpiικυρώθηκε στην MITDB και την
NSRDB εpiιτυγχάνοντας ακρίβεια piου δείχνει ότι μpiορεί να γενικεύσει. Στο [48]
οι συγγραφείς piρόσθεσαν σήματα θορύβου αpiό την NSTDB στην MITDB και
στη συνέχεια χρησιμοpiοίησαν κατωφλίωση piροσαρμοσμένης κλίμακας WT, για να
αpiομακρύνουν το μεγαλύτερο μέρος του θορύβου και ένα SDAE για να αφαιρεθεί
ο υpiολειpiόμενος θόρυβος. Τα piειράματά τους έδειξαν ότι η αύξηση του αριθμού
των δεδομένων εκpiαίδευσης σε 1000, αυξάνει δραματικά το λόγο σήματος piρος
θόρυβο μετά την αpiοθορυβοpiοίηση. Οι Taji et al. [49] εκpiαίδευσαν ένα DBN για να
ταξινομήσουν αpiοδεκτά αpiό μη-αpiοδεκτά τμήματα ECG, έτσι ώστε να μειώσουν το
piοσοστό ψευδούς συναγερμού piου piροκαλείται αpiό κακής piοιότητας ECG κατά την
ανίχνευση AF. Οκτώ διαφορετικά εpiίpiεδα piοιότητας ECG piαρέχονται, piροσθέτοντας
στο ECG θόρυβο κίνησης αpiό την NSTDB. Με SNR −20dB στο ECG, η μέθοδος
τους piέτυχε αύξηση 22% της ακρίβειας σε σύγκριση με ένα μοντέλο βάσης αναφοράς.
΄Αλλες εφαρμογές με δημόσιες βάσεις δεδομένων
Ταξινόμηση χτύpiων του ECG piραγματοpiοιήθηκε εpiίσης αpiό μια σειρά μελετών
piου χρησιμοpiοίησαν δημόσιες βάσεις δεδομένων. Στο [54] οι συγγραφείς μετεκpiαίδευ-
σαν ένα Inception-v3 piροεκpiαιδευμένο στην ImageNet, χρησιμοpiοιώντας σήματα αpiό
την LTSTDB για την ταξινόμηση συμβάντων ST. Τα δείγματα εκpiαίδευσης ήταν piάνω
αpiό 500000 τμήματα ST και μη-ST ECG σημάτων με διάρκεια δέκα δευτερολέpiτων
piου έpiειτα μετατράpiηκαν σε εικόνες. Εpiιτυγχάνουν συγκρίσιμες εpiιδόσεις με piρο-
ηγούμενες piολύpiλοκες μεθόδους βασισμένες σε χειροκίνητο ορισμό κανόνων. Οι
Rahhal et al. [55] εκpiαίδευσαν ένα SDAEs με piεριορισμό αραιότητας και ένα soft-
max για την ταξινόμηση των ECG χτύpiων. Σε κάθε εpiανάληψη, ο εμpiειρογνώμονας
εpiισημάνει τους piιο αβέβαιους χτύpiους ECG στο σετ δοκιμών, τα οpiοία στη συνέχεια
χρησιμοpiοιούνται για εκpiαίδευση, ενώ η έξοδος του δικτύου εκχωρεί τα μέτρα εμpiισ-
τοσύνης σε κάθε χτύpiο. Πειράματα piου εκτελούνται στις MITDB, INDB, SVDB δείχ-
νουν την αξιοpiιστία και την υpiολογιστική αpiοτελεσματικότητα της μεθόδου. Στο [56]
οι συγγραφείς εκpiαίδευσαν τρεις ξεχωριστές αρχιτεκτονικές για να piροσδιορίσουν τα
κύματα P-QRS-T στο ECG με την QTDB. Σύγκριναν ένα FNN δύο εpiιpiέδων, ένα
CNN δύο εpiιpiέδων και ένα CNN δύο εpiιpiέδων με dropout, με το δεύτερο να piετυχαίνει
τα καλύτερα αpiοτελέσματα.
Το ECG έχει εpiίσης χρησιμοpiοιηθεί για τον εντοpiισμό και την ταξινόμηση του
36 3.3 Βαθιά μάθηση με σήματα
T
ab
le
3.5:
Ε
φ
αρμογές
βαθιάς
μάθησης
με
χρήση
E
C
G
σε
άλλες
εφ
αρμογές
Α
ν
α
φ
ο
ρ
ά
Μ
έθ
ο
δο
ς
Ε
φ
α
ρ
μ
ο
γ
ή
/Σ
η
μ
ειώ
σ
εις
a
Α
κ
ρ
ίβ
εια
b
΄Α
λ
λ
ες
εφ
α
ρ
μ
ο
γ
ές
X
iao
2018
[54]
C
N
N
ταξινόμηση
γεγονότω
ν
S
T
αpiό
E
C
G
με
μεταφ
οράς
μάθησης
στο
In
cep
tion
-v
3
(L
T
S
T
D
B
)
0.867
b
R
ah
h
al
2016
[55]
S
D
A
E
S
D
A
E
με
piεριορισμό
αραιότητας
και
softm
ax
(M
IT
D
B
,
IN
D
B
,
S
V
D
B
)
>
99%
b
A
b
rish
am
i
2018
[56]
M
u
ltip
le
σύγκριναν
ένα
F
N
N
,
C
N
N
και
C
N
N
με
d
rop
ou
t
για
εντοpiισμό
κυμάτω
ν
E
C
G
(Q
T
D
B
)
96.2%
W
u
2016
[57]
S
A
E
εντοpiισμός
και
ταξινόμηση
M
I
με
S
A
E
και
piολυ-κλιμακω
τό
διακριτό
W
T
(P
T
B
D
B
)
∼
99%
b
R
easat
2017
[59]
In
cep
tion
ανίχνευση
M
I
με
In
cep
tion
μpiλοκ
για
κάθε
κανάλι
E
C
G
(P
T
B
D
B
)
84.54%
Z
h
on
g
2018
[60]
C
N
N
C
N
N
τριώ
ν
εpiιpiέδω
ν
για
την
ταξινόμηση
εμβρυϊκώ
ν
E
C
G
(P
H
Y
13)
77.85%
΄Α
λ
λ
ες
εφ
α
ρ
μ
ο
γ
ές
(μ
η
-δη
μ
ό
σ
ιες
β
ά
σ
εις
)
R
ip
oll
2016
[61]
R
B
M
ανίχνευση
μη-κανονικώ
ν
E
C
G
με
piροεκpiαιδευμένα
R
B
M
s
85.52%
J
in
2017
[62]
C
N
N
ανίχνευση
μη-κανονικώ
ν
E
C
G
με
lead
-C
N
N
και
κανόνα
συμpiερασμού
86.22%
L
iu
2018
[63]
M
u
ltip
le
συνέκριναν
το
In
cep
tion
και
ένα
1D
C
N
N
για
piρόω
ρη
κοιλιακή
συστολή
με
E
C
G
88.5%
H
w
an
g
2018
[58]
C
N
N
,
R
N
N
ανίχνευση
στρες
με
ένα
C
N
N
ενός
εpiιpiέδου
με
d
rop
ou
t
και
δύο
R
N
N
s
87.39%
b
aΣ
ε
piαρένθ
εσ
η
οι
βάσ
εις
δεδομένω
ν
piου
χ
ρησ
ιμοpiοιήθ
ηκαν.
bΥ
piάρχ
ει
μεγ
άλη
μεταβλητότητα
σ
την
αναφ
ορά
αpiοτελεσ
μάτω
ν.
Τ
α
αpiοτελέσ
ματα
του
[5
4
]
αναφ
έρει
A
U
C
,
το
[5
5
]
αναφ
έρει
piολλαpiλές
ακρίβειες
γ
ια
υpiερκοιλιακούς/κοιλιακούς
εκτοpiικούς
χ
τύpiους,
το
[57
]αναφ
έρειευαισ
θ
ησ
ία
καιεξειδίκευσ
η
(sp
ecifi
city
),
το
[5
8
]αναφ
έρειαpiοτελέσ
ματα
γ
ια
δύο
piεριpiτώ
σ
εις.
3.3 Βαθιά μάθηση με σήματα 37
ΜΙ. Στο άρθρο τους οι Wu et al. [57] εντόpiισαν και ταξινόμησαν MI στην PTBDB.
Χρησιμοpiοίησαν διακριτό WT piολλαpiλών κλιμάκων, για να διευκολύνουν την εξαγ-
ωγή χαρακτηριστικών για ΜΙ σε συγκεκριμένες αναλυτικότητες συχνοτήτων και ένα
εpiίpiεδο piαλινδρόμησης softmax για να δημιουργήσουν έναν ταξινομητή piολλαpiλών
κατηγοριών. Τα piειράματα εpiικύρωσης δείχνουν ότι η μέθοδος τους αpiέδωσε καλύτερα
αpiό τις piροηγούμενες μεθόδους, όσον αφορά την ευαισθησία και την εξειδίκευση. Η
PTBDB χρησιμοpiοιήθηκε εpiίσης αpiό τους Reasat et al. [59] για να εκpiαιδεύσουν
ένα μοντέλο CNN βασισμένο στο inception. Κάθε ηλεκτρόδιο του ECG τροφοδοτεί-
ται σε ένα inception μpiλοκ, ακολουθούμενο αpiό εpiίpiεδα συγκόλλησης (concatena-
tion), piαγκόσμιας μέσης συγκέντρωσης (global average pooling) και ένα softmax. Οι
συγγραφείς συνέκριναν τη μέθοδο τους με μια piροηγούμενη σύγχρονη μέθοδο piου
χρησιμοpiοιεί SWT, piετυχαίνοντας καλύτερα αpiοτελέσματα.
Συμpiλέγματα εμβρυϊκού QRS ταυτοpiοιήθηκαν με ένα CNN τριών στρωμάτων
με dropout αpiό τους Zhong et al. [60] με την PHY13. Αρχικά, τα σήματα κακής
piοιότητας αpiορρίpiτονται χρησιμοpiοιώντας την εντροpiία του δείγματος και στη
συνέχεια κανονικοpiοιημένα τμήματα διάρκειας 100ms τροφοδοτούνται στο CNN για
εκpiαίδευση. Οι συγγραφείς συνέκριναν τη μέθοδο τους με τα KNN, Naive Bayes και
SVM εpiιτυγχάνοντας καλύτερα αpiοτελέσματα.
΄Αλλες εφαρμογές με μη-δημόσιες βάσεις δεδομένων
Η ανίχνευση μη-φυσιολογικών ECG μελετήθηκε αpiό μια σειρά δημοσιεύσεων. Οι
Ripoll et al. [61] χρησιμοpiοίησαν piροεκpiαιδευμένα μοντέλα με ECG αpiό 1390 ασθενείς,
για να αξιολογήσουν εάν ένας ασθενής στο ασθενοφόρο ή στα εpiείγοντα piρέpiει να
piαραpiεμφθεί σε μια καρδιολογική υpiηρεσία. Σύγκριναν το μοντέλο τους με τα KNN,
SVM, μηχανές ακραίας μάθησης (Extreme Learning Machines, ELMs) και με ένα
σύστημα εμpiειρογνωμόνων piετυχαίνοντας καλύτερα αpiοτελέσματα στην ακρίβεια και
την εξειδίκευση. Στο [62] οι συγγραφείς εκpiαίδευσαν ένα μοντέλο το οpiοίο ταξι-
νομεί φυσιολογικούς και μη-φυσιολογικούς ασθενείς με 193690 αρχεία ECG 10 έως 20
δευτερολέpiτων. Το μοντέλο τους αpiοτελείται αpiό δύο piαράλληλα μέρη; την στατισ-
τική μάθηση και ένα κανόνα συμpiεράσματος. Κατά τη διάρκεια της μάθησης, τα ECG
υpiόκεινται σε piροεpiεξεργασία με χρήση χαμηλοpiερατών και ζωνοpiερατών φίλτρων,
στη συνέχεια τροφοδοτούνται σε δύο piαράλληλα lead-CNNs και τέλος χρησιμοpiοιείται
Bayesian σύντηξη για τον συνδυασμό των εξόδων piιθανότητας. Κατά τη διάρκεια του
συμpiερασμού, ανιχνεύονται οι θέσεις κορυφής R στο αρχείο ECG και χρησιμοpiοιούν-
ται τέσσερις κανόνες ασθένειας για την ανάλυση. Τέλος, χρησιμοpiοιούν το μέσο όρο
bias για τον piροσδιορισμό του αpiοτελέσματος.
΄Αλλες εφαρμογές piεριλαμβάνουν την ταξινόμηση της piρόωρης κοιλιακής συστολής
και την ανίχνευση του στρες. Οι Liu et al. [63] χρησιμοpiοίησαν ένα σύνολο δε-
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δομένων μονού καναλιού με 2400 φυσιολογικά και piρόωρης κοιλιακής συστολής ECG
αpiό το Νοσοκομείο Παίδων της Σαγκάης για εκpiαίδευση. Δύο διαφορετικά μοντέλα
εκpiαιδεύτηκαν χρησιμοpiοιώντας τις εικόνες των κυματομορφών. Το piρώτο ήταν ένα
CNN δύο εpiιpiέδων με dropout και το δεύτερο ένα Inception-v3 εκpiαιδευμένο στην Im-
agenet. ΄Αλλα τρία μοντέλα εκpiαιδεύτηκαν χρησιμοpiοιώντας τα 1D σήματα. Το piρώτο
μοντέλο ήταν ένα FNN με dropout, το δεύτερο ένα 1D CNN τριών εpiιpiέδων και το
τρίτο ένα 2D CNN το ίδιο με το piρώτο αλλά εκpiαιδευμένο με μια στοιβαγμένη έκδοση
του σήματος (με εpiαύξηση δεδομένων). Τα piειράματα τους έδειξαν ότι το 1D CNN με
τα τρία εpiίpiεδα είχαν καλύτερα και piιο σταθερά αpiοτελέσματα. Στο [58] οι συγγραφείς
εκpiαίδευσαν ένα δίκτυο με ένα συνελικτικό εpiίpiεδο με dropout, ακολουθούμενο αpiό
δύο RNNs για τον εντοpiισμό του άγχους χρησιμοpiοιώντας βραχυpiρόθεσμα δεδομένα
ECG. ΄Εδειξαν ότι το δίκτυό τους piέτυχε τα καλύτερα αpiοτελέσματα σε σύγκριση με
piαραδοσιακές μεθόδους μάθησης μηχανών και DNN βάσης αναφοράς.
Συνολική άpiοψη για την χρήση της βαθιάς μάθησης στο ECG
Πολλές μέθοδοι βαθιάς μάθησης έχουν χρησιμοpiοιήσει ECG για την εκpiαίδευση
μοντέλων χρησιμοpiοιώντας τον μεγάλο αριθμό διαθέσιμων βάσεων δεδομένων. Είναι
piροφανές αpiό τη βιβλιογραφία ότι οι piερισσότερες μέθοδοι βαθιάς μάθησης (κυρίως
CNN και SDAE) σε αυτή την piεριοχή αpiοτελούνται αpiό τρία μέρη: φιλτράρισμα για
αpiοθορυβοpiοίηση, ανίχνευση κορυφών R για κατάτμηση χτύpiων και ένα νευρωνικό
δίκτυο για την εξαγωγή χαρακτηριστικών. ΄Ενα άλλο δημοφιλές σύνολο μεθόδων εί-
ναι η μετατροpiή των ECG σε εικόνες, για την αξιοpiοίηση ενός ευρύ φάσματος των
αρχιτεκτονικών και των piροεκpiαιδευμένων μοντέλων piου έχουν ήδη κατασκευαστεί
για τις μορφές αpiεικόνισης. Αυτό έγινε χρησιμοpiοιώντας τεχνικές ανάλυσης φάσμα-
τος [36, 52] και μετατροpiών σε δυαδική εικόνα [54, 63, 32].
3.3.2. Φωνοκαρδιογράφημα με χρήση της Physionet 2016
Ο διαγωνισμός της Physionet/Computing στην Καρδιολογία (Cinc) 2016 (PHY16)
αφορούσε την ταξινόμηση των φυσιολογικών/piαθολογικών καρδιακών ηχογραφήσεων.
Το δεδομένα εκpiαίδευσης αpiοτελούνται αpiό piέντε βάσεις δεδομένων (Α έως Ε) piου
piεριέχουν 3126 φωνοκαρδιογραφήματα (PCGs), τα οpiοία διαρκούν αpiό 5 δευτερόλεpiτα
έως 120 δευτερόλεpiτα.
Οι piερισσότερες αpiό τις μεθόδους μετατρέpiουν τα PCG σε εικόνες χρησιμοpiοιών-
τας τεχνικές φασματογραφίας. Οι Rubin et al. [64] χρησιμοpiοίησαν ένα κρυφό ημι-
Markov μοντέλο για την κατάτμηση της έναρξης κάθε piαλμού της καρδιάς, το οpiοίο
στη συνέχεια μετατράpiηκε σε φασματογράφημα με τη χρήση μετρητών συχνότητας
Mel-Frequency Cepstral (MFCCs). Κάθε φασματογράφημα ταξινομήθηκε σε φυ-
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σιολογικό ή μη-φυσιολογικό χρησιμοpiοιώντας ένα CNN δύο εpiιpiέδων με τροpiοpiοιη-
μένη συνάρτηση αpiώλειας piου μεγιστοpiοιεί την ευαισθησία και την εξειδίκευση, μαζί
με μια piαράμετρο συστηματοpiοίησης. Η τελική ταξινόμηση του σήματος ήταν η μέση
piιθανότητα όλων των piιθανοτήτων των τμημάτων. Πέτυχαν συνολική ακρίβεια 83.99%
τοpiοθετώντας την μέθοδο όγδοη κατά τη διάρκεια του διαγωνισμού στο PHY16. Οι
Kucharski et al. [65] χρησιμοpiοίησαν ένα φασματογράφημα οκτώ δευτερολέpiτων για
τα τμήματα, piριν τροφοδοτηθούν σε ένα CNN piέντε εpiιpiέδων με dropout. Η μέθοδος
τους piέτυχε ευαισθησία 99.1% και ειδικότητα 91.6% οι οpiοίες είναι συγκρίσιμες με
αpiοτελέσματα piροηγούμενων μεθόδων. Οι Dominguez et al. [66] ταξινόμησαν τα
σήματα και τα piροεpiεξεργάστηκαν χρησιμοpiοιώντας τον νευρομορφικό ακουστικό
αισθητήρα [67] για να αpiοσυνθέσουν τις piληροφορίες ήχου σε ζώνες συχνοτήτων. Στη
συνέχεια, υpiολογίζουν τα φασματογραφήματα piου τροφοδοτούνται σε μια τροpiοpiοιη-
μένη έκδοση του δικτύου AlexNet. Το μοντέλο τους piέτυχε ακρίβεια 94.16%, η οpiοία
είναι μια σημαντική βελτίωση σε σύγκριση με το μοντέλο piου κέρδισε το PHY16.
Στο [68] οι συγγραφείς χρησιμοpiοίησαν το Adaboost το οpiοίο τροφοδοτήθηκε με
χαρακτηριστικά φασματογραφίας αpiό PCG και ένα CNN το οpiοίο εκpiαιδεύτηκε χρησι-
μοpiοιώντας καρδιακούς κύκλους αpiοσυνθεμένους σε τέσσερις ζώνες συχνοτήτων.
Τέλος, οι έξοδοι του Adaboost και του CNN συνδυάστηκαν για να piαράξουν το τελικό
αpiοτέλεσμα ταξινόμησης χρησιμοpiοιώντας έναν αpiλό κανόνα αpiόφασης. Η συνολική
ακρίβεια ήταν 89%, τοpiοθετώντας τη μέθοδο piρώτη στο διαγωνισμό του PHY16.
Τα μοντέλα piου δεν μετατρέpiουν τα PCG σε φασματογραφήματα φαίνεται να έχουν
μικρότερη αpiόδοση. Οι Ryu et al. [69] εφήρμοσαν ένα φίλτρο με piαράθυρο Hamming
Window-sinc για αpiοθορυβοpiοίηση, έpiειτα κλιμάκωσαν το σήμα και χρησιμοpiοίησαν
ένα σταθερό piαράθυρο για κατάτμηση. Εκpiαίδευσαν ένα 1D CNN τεσσάρων εpiιpiέδων
χρησιμοpiοιώντας τα τμήματα ενώ η τελική ταξινόμηση ήταν ο μέσος όρος όλων των
piιθανοτήτων των τμημάτων. Εpiιτεύχθηκε συνολική ακρίβεια 79.5% στην εpiίσημη φάση
του PHY16.
Τα φωνοκαρδιογραφήματα έχουν εpiίσης χρησιμοpiοιηθεί για piροβλήματα όpiως η
αναγνώριση ήχου καρδιάς S1 και S2 αpiό τον Chen et al. [70]. Μετασχημάτισαν τα
ηχητικά σήματα της καρδιάς σε μια ακολουθία MFCCs και έpiειτα εφάρμοσαν Κ-μέσους
για να συσσωρεύσουν τα χαρακτηριστικά MFCC σε δύο ομάδες για να βελτιώσουν την
εκpiροσώpiηση και τη διακριτική τους ικανότητα. Τα χαρακτηριστικά τροφοδοτούνται
στη συνέχεια σε ένα DBN για την εκτέλεση ταξινόμησης S1 και S2. Οι συγγραφείς
συνέκριναν τη μέθοδο τους με τα μοντέλα KNN, Gaussian mixture, λογιστική piαλιν-
δρόμηση και SVM εpiιτυγχάνοντας καλύτερα αpiοτελέσματα.
Σύμφωνα με τη βιβλιογραφία, τα CNN αpiοτελούν την piλειονότητα των αρχιτεκ-
τονικών νευρωνικών δικτύων piου χρησιμοpiοιήθηκαν για την εpiίλυση piροβλημάτων με
PCG. Εpiιpiλέον, όpiως και στο ECG, piολλές μέθοδοι βαθιάς μάθησης μετασχηματί-
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ζουν τα σήματα σε εικόνες χρησιμοpiοιώντας τεχνικές φασματογραφίας [68, 64, 65, 66,
71, 72].
3.3.3. ΄Αλλα σήματα
Παλμομετρικά δεδομένα
Τα piαλμομετρικά δεδομένα χρησιμοpiοιούνται για την εκτίμηση της SBP και της
DBP piου είναι οι αιμοδυναμικές piιέσεις piου ασκούνται στο αρτηριακό σύστημα κατά
τη διάρκεια της συστολής και της διαστολής αντίστοιχα [73].
Τα DBN έχουν χρησιμοpiοιηθεί για την εκτίμηση των SBP και DBP. Στο άρθρο
τους οι Lee et al. [74] χρησιμοpiοίησαν bootstrap-aggregation για να δημιουργήσουν
ensemble piαραμέτρους και χρησιμοpiοίησαν τον Adaboost για την εκτίμηση των SBP
και DBP. Στη συνέχεια, χρησιμοpiοίησαν bootstrap και Monte-Carlo για να piροσδιορί-
σουν τα διαστήματα εμpiιστοσύνης βασισμένα στο BP, τα οpiοία εκτιμήθηκαν χρησι-
μοpiοιώντας τον ensemble εκτιμητή piαλινδρόμησης του DBN. Αυτή η τροpiοpiοίηση
βελτίωσε σημαντικά την εκτίμηση του BP σε σχέση με το βασικό μοντέλο DBN.
Παρόμοια κατεύθυνση έχει ακολουθηθεί για το ίδιο piρόβλημα αpiό τους ίδιους συγ-
γραφείς στα [75, 76, 77].
Παλμομετρικά δεδομένα έχουν εpiίσης χρησιμοpiοιηθεί αpiό τους Pan et al. [71] για
την εκτίμηση της μεταβολής των ήχων Korotkoff. Οι χτύpiοι χρησιμοpiοιήθηκαν για
να δημιουργήσουν piαράθυρα κεντραρισμένα στις κορυφές των piαλμών, οι οpiοίες μετά
εξήχθησαν. Ανάλυση φάσματος λήφθηκε αpiό κάθε χτύpiο και όλοι οι χτύpiοι μεταξύ
των χειροκίνητα εpiισημασμένων SBPs και DBPs εpiισημάνθηκαν ως Korotkoff. Στη
συνέχεια χρησιμοpiοιήθηκε ένα CNN τριών εpiιpiέδων, για την ανάλυση της συνέpiειας
στα ηχητικά μοτίβα piου συσχετίστηκαν με τους ήχους Korotkoff. Σύμφωνα με τους
συγγραφείς, αυτή ήταν η piρώτη μελέτη piου διεξήχθη για τέτοιου είδους piρόβλημα,
αpiοδεικνύοντας ότι είναι δύσκολο να piροσδιοριστούν οι ήχοι Korotkoff στη συστολή
και διαστολή.
Δεδομένα αpiό φορητές συσκευές
Οι φορητές συσκευές, οι οpiοίες εpiιβάλλουν piεριορισμούς στο μέγεθος, την ισχύ και
την κατανάλωση μνήμης για τα μοντέλα, έχουν εpiίσης χρησιμοpiοιηθεί για τη συλλογή
δεδομένων καρδιολογίας για εκpiαίδευση μοντέλων βαθιάς μάθησης ανίχνευσης AF.
Οι Shashikumar et al. [72] piήραν ECG, φωτοpiληθυσμογραφία (PPG) και δεδομένα
αpiό εpiιταχυνσιόμετρο αpiό 98 άτομα χρησιμοpiοιώντας μια φορητή συσκευή καρpiού και
piαρήξαν την ανάλυση φάσματος χρησιμοpiοιώντας συνεχή WT. Εκpiαίδευσαν ένα CNN
piέντε εpiιpiέδων σε μια σειρά βραχέων piαραθύρων με θόρυβο κίνησης και η έξοδός τους
συνδυάστηκε με χαρακτηριστικά piου υpiολογίστηκαν βάσει της μεταβλητότητας του
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χτύpiου-piρος-χτύpiο και του δείκτη piοιότητας του σήματος. Η μέθοδος piέτυχε ακρίβεια
91.8% στην ανίχνευση AF και σε συνδυασμό με την υpiολογιστική αpiοτελεσματικότητά
της είναι piολλά υpiοσχόμενη για κλινική εφαρμογή σύμφωνα με τους συγγραφείς. Οι
Gotlibovych et al. [78] εκpiαίδευσαν ένα δίκτυο CNN ενός εpiιpiέδου ακολουθούμενο
αpiό ένα LSTM, χρησιμοpiοιώντας 180 ώρες PPG αpiό δεδομένα φορητών συσκευών
για την ανίχνευση AF. Η χρήση του εpiιpiέδου LSTM εpiιτρέpiει στο δίκτυο να μαθαίνει
συσχετίσεις μεταβλητού μήκους σε αντίθεση με το σταθερό μήκος του συνελικτικού
εpiιpiέδου. Οι Poh et al. [79] δημιούργησαν μια μεγάλη βάση δεδομένων PPG (piάνω
αpiό 180000 σήματα αpiό 3373 ασθενείς), συμpiεριλαμβανομένων των δεδομένων αpiό
την MIMIC για την ταξινόμηση τεσσάρων ρυθμών. ΄Ενα piυκνά συνδεδεμένο (densely)
CNN με έξι εpiίpiεδα χρησιμοpiοιήθηκε για ταξινόμηση, το οpiοίο τροφοδοτήθηκε με
τμήματα 17 δευτερολέpiτων piου έχουν αpiοθορυβοpiοιηθεί χρησιμοpiοιώντας ένα ζωνοpi-
ερατό φίλτρο. Τα αpiοτελέσματα ελήφθησαν χρησιμοpiοιώντας ένα ανεξάρτητο σύνολο
δεδομένων 3039 PPG piετυχαίνοντας καλύτερα αpiοτελέσματα αpiό τις piροηγούμενες
μεθόδους piου βασίστηκαν σε χειροpiοίητα χαρακτηριστικά.
Εκτός αpiό την ανίχνευση AF, δεδομένα αpiό φορητές συσκευές χρησιμοpiοιήθηκαν
και για την αναζήτηση καλύτερων piρογνωστικών καρδιοαγγειακών piαθήσεων. Στο [80]
οι συγγραφείς εκpiαίδευσαν ένα ημι-εpiιβλεpiώμενο, διpiλής κατεύθυνσης LSTM σε δε-
δομένα αpiό 14011 χρήστες της εφαρμογής Cardiogram για την ανίχνευση του διαβήτη,
της υψηλής χοληστερόλης, της υψηλής BP και της άpiνοιας. Τα αpiοτελέσματά τους
δείχνουν ότι η ανταpiόκριση της καρδιάς στη σωματική δραστηριότητα είναι ένας σημαν-
τικός βιοδείκτης για την piρόβλεψη της εμφάνισης μιας νόσου και μpiορεί να εντοpiιστεί
χρησιμοpiοιώντας βαθιά μάθηση.
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4. Βαθιά μάθηση με αpiεικονίσεις
4.1. Εισαγωγή
Οι μέθοδοι αpiεικόνισης piου έχουν βρει χρήση στην καρδιολογία piεριλαμβάνουν τη
τομογραφία μαγνητικού συντονισμού (Magnetic Resonance Imaging, MRI), την Fun-
dus, την ηλεκτρονική τομογραφία (Computerized Tomography, CT), το ηχοκαρδιο-
γράφημα, την τομογραφία οpiτικής συνοχής (Optical Coherence Tomography, OCT),
το ενδοαγγειακό υpiερηχογράφημα (Intravascular Ultrasound, IVUS) και άλλες. Η βα-
θιά μάθηση υpiήρξε ως εpiί το piλείστον εpiιτυχής σε αυτόν τον τομέα, κυρίως λόγω αρ-
χιτεκτονικών piου χρησιμοpiοιούν μεγάλο αριθμό συνελικτικών εpiιpiέδων. Μια σύνοψη
των εφαρμογών βαθιάς μάθησης piου χρησιμοpiοιούν αpiεικονίσεις piαρουσιάζονται στους
Πίνακες 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, 4.9 και 4.10.
4.2. Τομογραφία μαγνητικού συντονισμού
Η τομογραφία μαγνητικού συντονισμού (MRI) βασίζεται στην αλληλεpiίδραση
μεταξύ ενός συστήματος ατομικών piυρήνων και ενός εξωτερικού μαγνητικού piεδίου
piαρέχοντας μια εικόνα του εσωτερικού ενός φυσικού αντικειμένου [25]. Οι κύριες
χρήσεις της MRI piεριλαμβάνουν την κατάτμηση της αριστερής κοιλίας (Left Ventricle,
LV), της δεξιάς κοιλίας (Right Ventricle, RV) και ολόκληρης της καρδιάς.
4.2.1. Κατάτμηση LV
Τα CNNs χρησιμοpiοιήθηκαν για κατάτμηση LV με MRI. Οι Tan et al. [26] χρησι-
μοpiοίησαν ένα CNN για να εντοpiίσουν το ενδοκάρδιο του LV και ένα εpiιpiλέον CNN
για να piροσδιορίσουν την ακτίνα του ενδοκαρδίου, χρησιμοpiοιώντας τις STA11 και
SUN09 για εκpiαίδευση και αξιολόγηση αντίστοιχα. Χωρίς φιλτράρισμα των εικόνων
piου αpiεικονίζουν τα apical ή την χρήση piαραμορφώσιμων μοντέλων εpiιτυγχάνουν συγ-
κρίσιμες εpiιδόσεις με piροηγούμενες μεθόδους. Στο [27] οι συγγραφείς εκpiαίδευσαν
ένα CNN piέντε εpiιpiέδων χρησιμοpiοιώντας MRI αpiό την SUN09. Εκpiαίδευσαν το
μοντέλο τους χρησιμοpiοιώντας SGD και RMSprop με το piρώτο να φτάνει Dice 92%.
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Χρησιμοpiοιήθηκαν εpiίσης συνδυασμοί CNN με RNNs. Στο [28] οι συγγραφείς
δημιούργησαν ένα recurrent u-net piου μαθαίνει αναpiαραστάσεις αpiό μια στοίβα αpiό
2D και έχει την ικανότητα να αξιοpiοιεί τις χωρικές εξαρτήσεις μεταξύ των τμημάτων
μέσω εσωτερικών μονάδων μνήμης. Συνδυάζει ανίχνευση ανατομίας και κατάτμηση σε
μια ενιαία αρχιτεκτονική αpiό-άκρο-σε-άκρο, εpiιτυγχάνοντας συγκρίσιμα αpiοτελέσματα
με άλλες μεθόδους, ξεpiερνώντας τις βάσεις αναφοράς για το DBN, τα recurrent DBN
και FCN όσον αφορά το Dice.
΄Αλλες δημοσιεύσεις συνδυάζουν μεθόδους βαθιάς μάθησης με το level-set για την
κατάτμηση της LV. Οι Rupprecht et al. [29] εκpiαίδευσαν ένα CNN τεσσάρων εpiιpiέδων,
piου piροβλέpiει ένα διάνυσμα piου υpiοδεικνύει το σημείο στο εξελισσόμενο piερίγραμμα
piρος το piλησιέστερο σημείο στο όριο του αντικειμένου ενδιαφέροντος. Αυτές οι piροβ-
λέψεις σχημάτισαν ένα διανυσματικό piεδίο το οpiοίο στη συνέχεια χρησιμοpiοιήθηκε για
την εξέλιξη του piεριγράμματος, χρησιμοpiοιώντας το piλαίσιο ενεργού piεριγράμματος
Sobolev. Οι Anh et al. [30] δημιούργησαν μια μέθοδο μη-άκαμpiτης κατάτμησης βασισ-
μένη στη level-set μέθοδο ρυθμισμένη ανάλογα με την αpiόσταση, piου αρχικοpiοιήθηκε
αpiό τα αpiοτελέσματα μιας δομημένης εξαγωγής αpiό ένα DBN. Οι Avendi et al. [31]
χρησιμοpiοίησαν ένα CNN για να ανιχνεύσουν τον LV θάλαμο και στη συνέχεια χρησι-
μοpiοίησαν στοιβαγμένα AE για να συμpiεράνουν το σχήμα της LV. Στη συνέχεια το
αpiοτέλεσμα ενσωματώθηκε σε piαραμορφώσιμα μοντέλα για να βελτιωθεί η ακρίβεια
και η ευρωστία της κατάτμησης.
Μέθοδοι piου βασίζονται σε άτλαντες έχουν εpiίσης χρησιμοpiοιηθεί για την εpiίλυση
αυτού του piροβλήματος. Οι Yang et al. [32] δημιούργησαν ένα δίκτυο βαθιάς σύν-
τηξης συνδυάζοντας ένα δίκτυο εξαγωγής χαρακτηριστικών και ένα μη-τοpiικό δίκτυο
σύντηξης εpiισημάνσεων βασισμένο σε patch. Τα χαρακτηριστικά piου δημιουργούν-
ται κατά τη διάρκεια της μάθησης χρησιμοpiοιούνται piεραιτέρω για τον ορισμό ενός
μέτρου ομοιότητας για την εpiιλογή άτλα MRI. Σύγκριναν τη μέθοδος τους με την
ψηφοφορία με piλειοψηφία, τη σύντηξη ετικετών με βάση τα patch, την αντιστοίχιση
patch piολλαpiλών ατλάντων και το SVM με εpiαυξημένα χαρακτηριστικά εpiιτυγχάνον-
τας καλύτερα αpiοτελέσματα όσον αφορά την ακρίβεια. Οι Luo et al. [33] υιοθέτησαν
μια μέθοδο χαρτογράφησης άτλα LV για να εpiιτευχθεί ακριβής εντοpiισμός με χρήση
δεδομένων MRI αpiό το DS16. Στη συνέχεια, ένα CNN τριών εpiιpiέδων εκpiαιδεύτηκε
για την piρόβλεψη του όγκου LV, piετυχαίνοντας συγκρίσιμα αpiοτελέσματα με τους
νικητές του διαγωνισμού ACDC 2017 με βάση αναφοράς την μέση τετραγωνική ρίζα
της τελικής διαστολής και των τελικών συστολικών όγκων.
Μέθοδοι piαλινδρόμησης έχουν χρησιμοpiοιηθεί για τον εντοpiισμό της LV piριν την
κατάτμηση της. Οι Yang et al. [34] piρώτα εντόpiισαν το LV σε ολόκληρη την εικόνα
χρησιμοpiοιώντας CNN piαλινδρόμησης και στη συνέχεια το ταξινόμησαν μέσα στην
piεριοχή ενδιαφέροντος (Region of Interest, ROI), χρησιμοpiοιώντας μια αρχιτεκτονική
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piου βασίζεται στο u-net. Το μοντέλο τους εpiιτυγχάνει υψηλή ακρίβεια με καλές
υpiολογιστικές εpiιδόσεις κατά τη διάρκεια των συμpiερασμών.
Εpiίσης χρησιμοpiοιήθηκαν διάφορες άλλες μέθοδοι για την κατάτμηση του LV.
Οι Tan et al. [35] piαραμετροpiοίησαν όλες τις εικόνες του piροβλήματος της τμη-
ματοpiοίησης του LV με βάση τις ακτινικές αpiοστάσεις μεταξύ του κεντρικού σημείου
LV και των ενδοκαρδιακών και εpiικαρδιακών piεριγραμμάτων στις piολικές συντε-
ταγμένες. Στη συνέχεια, εκpiαίδευσαν ένα CNN piαλινδρόμησης στην STA11 για να
συμpiεραίνουν αυτές τις piαραμέτρους και δοκίμασαν τη γενικευσιμότητα της μεθόδου
στην DS16 piαρουσιάζοντας καλά αpiοτελέσματα. Στο [36] οι συγγραφείς χρησι-
μοpiοίησαν την αpiόσταση Jaccard ως τη αντικειμενική συνάρτηση βελτιστοpiοίησης,
ενσωματώνοντας μια residual στρατηγική μάθησης και εισάγοντας ένα εpiίpiεδο
κανονικοpiοίησης piαρτίδας (batch normalization) για την εκpiαίδευση ενός u-net.
Αpiοδείχθηκε ότι αυτή η διαμόρφωση είχε καλύτερα αpiοτελέσματα αpiό άλλα αpiλά
u-nets σε σχέση με το δείκτη Dice. Στο άρθρο τους οι Liao et al. [37] ανίχνευσαν
το ROI piου piεριείχε LV και έpiειτα χρησιμοpiοίησαν FCN για να ταξινομήσουν τα LV
μέσα στο ROI. Τα αpiοτελέσματα της 2D τμηματοpiοίησης ενσωματώθηκαν μεταξύ
διαφορετικών εικόνων για την εκτίμηση του όγκου. Το μοντέλο εκpiαιδεύτηκε εναλλάξ
στην κατάτμηση του LV και στην εκτίμηση του όγκου, τοpiοθετώντας το τέταρτο
στον διαγωνισμό του DS16. Οι Emad et al. [38] εντόpiισαν το LV χρησιμοpiοιώντας
ένα CNN και μια ανάλυση piυραμίδας κλιμάκων, για να λάβουν υpiόψη διαφορετικά
μεγέθη της καρδιάς με την YUDB. Πέτυχαν καλά αpiοτελέσματα, αλλά με σημαντικό
κόστος υpiολογισμού (10 δευτερόλεpiτα ανά εικόνα κατά τη διάρκεια συμpiερασμών).
4.2.2. Κατάτμηση LV/RV
Μια βάση δεδομένων piου χρησιμοpiοιήθηκε για την κατάτμηση LV/RV ήταν η
MICCAI 2017 ACDC Challenge (AC17), piου piεριέχει εικόνες MRI αpiό 150 ασ-
θενείς χωρισμένες σε piέντε ομάδες (φυσιολογικοί, piροηγούμενο MI, διαστολή της
καρδιομυοpiάθειας, υpiερτροφική καρδιομυοpiάθεια, μη-φυσιολογική RV). Οι Zotti et
al. [39] χρησιμοpiοίησαν ένα μοντέλο piου piεριλαμβάνει μια καρδιακή μονάδα piαλιν-
δρόμησης κέντρου μάζας, piου εpiιτρέpiει την καταγραφή του σχήματος εκ των piρο-
τέρων και μια συνάρτηση αpiώλειας piροσαρμοσμένη στην καρδιακή ανατομία. Τα χαρακ-
τηριστικά δημιουργούνται με μια αρχιτεκτονική μετατροpiής piολλαpiλών αναλυτικοτήτων
conv-deconv ‘piλέγματος’, η οpiοία αpiοτελεί εpiέκταση του u-net. Αυτό το μοντέλο σε
σύγκριση με το αpiλό conv-deconv και το u-net, εμφανίζει καλύτερα αpiοτελέσματα
κατά μέσο όρο 5% όσον αφορά τον δείκτη Dice. Οι Patravali et al. [40] εκpiαίδευ-
σαν ένα μοντέλο βασισμένο στο u-net, χρησιμοpiοιώντας το Dice σε συνδυασμό με το
cross-entropy ως μέτρηση για την τμηματοpiοίηση των LV/RV και του μυοκαρδίου.
Το μοντέλο σχεδιάστηκε για να δέχεται μια στοίβα εικόνων ως κανάλια εισόδου, ενώ
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η έξοδος piροβλέpiει τη μεσαία εικόνα. Με βάση τα piειράματα piου διεξήγαγαν, βγήκε
το συμpiέρασμα ότι τρεις εικόνες ήταν βέλτιστες ως είσοδος για το μοντέλο αντί για
μια ή piέντε. Οι Isensee et al. [41] χρησιμοpiοίησαν ένα σύνολο 2D και 3D u-net για
κατάτμηση των LV/RV και του μυοκαρδίου του LV σε κάθε εpiανάληψη του καρδιακού
κύκλου. Πληροφορίες εξήχθησαν αpiό την κατατμημένη χρονοσειρά με τη μορφή χαρακ-
τηριστικών, piου αντικατοpiτρίζουν τις διαγνωστικές κλινικές διαδικασίες του σκοpiού
της ταξινόμησης. Με βάση αυτά τα χαρακτηριστικά, εκpiαίδευσαν ένα ensemble percep-
trons piολλαpiλών εpiιpiέδων και έναν ταξινομητή RF για την piρόβλεψη της piαθολογικής
κατηγορίας. Το μοντέλο τους κατέλαβε την piρώτη θέση στον διαγωνισμό του ACDC.
Διάφορες άλλες βάσεις δεδομένων έχουν εpiίσης χρησιμοpiοιηθεί για την εpiίλυση
της κατάτμησης LV/RV με CNNs. Στο [43] οι συγγραφείς δημιούργησαν μια μέθοδο
ημι-εpiιβλεpiώμενης μάθησης, στην οpiοία το δίκτυο κατάτμησης για το LV/RV και
το μυοκάρδιο εκpiαιδεύτηκε αpiό τα εpiισημασμένα και μη-εpiισημασμένα δεδομένα. Η
αρχιτεκτονική του δικτύου βασίστηκε στο VGGnet16, piαρόμοια με την αρχιτεκτονική
του DeepLab [49], ενώ η τελική κατάτμηση βελτιώθηκε με τη χρήση ενός υpiό όρους
τυχαίου piεδίου (Conditional Random Field, CRF). Οι συγγραφείς καταδεικνύουν
ότι η εισαγωγή μη-εpiισημασμένων δεδομένων, βελτιώνει την αpiόδοση τμηματοpiοίησης
όταν τα δεδομένα εκpiαίδευσης είναι λίγα. Στο [48] οι συγγραφείς υιοθετούν ένα 3D
piολλαpiλών κλιμάκων CNN για τον εντοpiισμό των pixel piου ανήκουν στον RV. Το
δίκτυο έχει δύο συνελικτικές διαδρομές με τις εισόδους του κεντροθετημένες στην
ίδια θέση εικόνας, ενώ το δεύτερο τμήμα εξάγεται αpiό μια εκδοχή της εικόνας piου
έχει υpiοβληθεί σε δειγματοληψία. Τα αpiοτελέσματα piου piροέκυψαν ήταν καλύτερα
αpiό piροηγούμενες μεθόδους, piαρόλο piου τα τελευταία βασίστηκαν σε χειροpiοίητα
χαρακτηριστικά και εκpiαιδεύτηκαν σε λιγότερο μεταβλητές βάσεις δεδομένων.
Τα FCNs έχουν εpiίσης χρησιμοpiοιηθεί για κατάτμηση LV/RV. Στο άρθρο τους, οι
Tran et al. [42] εκpiαίδευσαν ένα μοντέλο FCN τεσσάρων εpiιpiέδων για την κατάτμηση
των LV/RV με τις SUN09, STA11. Σύγκριναν piροηγούμενες μεθόδους μαζί με δύο
αρχικοpiοιήσεις του μοντέλου τους: μία fine-tuned έκδοση του μοντέλου τους χρησι-
μοpiοιώντας το STA11 και μια αρχικοpiοιημένη με Xavier, με το τελευταίο να έχει τις
καλύτερες εpiιδόσεις σε σχεδόν όλα τα piροβλήματα.
Τα FCN με skip-connections και u-net έχουν εpiίσης χρησιμοpiοιηθεί για την
εpiίλυση αυτού του piροβλήματος. Οι Lieman et al. [44] δημιούργησαν μια αρχιτεκ-
τονική FCN με skip-connections με το όνομα FastVentricle βασισμένη στο ENet [45],
η οpiοία είναι ταχύτερη και λειτουργεί με λιγότερη μνήμη αpiό τις piροηγούμενες
αρχιτεκτονικές κοιλιακής κατάτμησης εpiιτυγχάνοντας υψηλή κλινική ακρίβεια.
Στο [46] οι συγγραφείς εισάγουν το ν-net το οpiοίο είναι μια piαραλλαγή u-net για
την κατάτμηση του ενδοκαρδίου και του εpiικαρδίου LV/RV με τη χρήση των DS16,
SUN09 και RV12. Αυτή η μέθοδος αpiέδωσε καλύτερα αpiό τον ειδικό καρδιολόγο σε
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αυτή τη μελέτη, ειδικά για την κατάτμηση του RV.
Ορισμένες άλλες μέθοδοι βασίστηκαν σε μοντέλα piαλινδρόμησης. Στο άρθρο τους
οι Du et al. [47] δημιούργησαν ένα piλαίσιο κατάτμησης piαλινδρόμησης για να οριο-
θετήσουν το LV/RV. Πρώτον, εξάγονται χαρακτηριστικά DAISY και στη συνέχεια
χρησιμοpiοιήθηκε μια μέθοδος αναpiαράστασης βάσει σημείων, για την αpiεικόνιση των
ορίων. Τέλος, τα χαρακτηριστικά DAISY χρησιμοpiοιήθηκαν ως είσοδος και τα σημεία
ορίων ως ετικέτες για την εκpiαίδευση του μοντέλου piαλινδρόμησης με βάση το DBN.
Η αpiόδοση του μοντέλου αξιολογείται χρησιμοpiοιώντας διαφορετικά χαρακτηριστικά
αpiό το DAISY (GIST, ιστόγραμμα piυραμίδων piροσανατολισμένων διαβαθμίσεων) και
εpiίσης συγκρίνεται με την piαλινδρόμηση διανυσμάτων υpiοστήριξης (Support Vector
Regression, SVR) και άλλες piαραδοσιακές μεθόδους (γραφήματα, ενεργά piεριγράμ-
ματα, level set), εpiιτυγχάνοντας καλύτερα αpiοτελέσματα.
4.2.3. Κατάτμηση της καρδιάς
Το MICCAI 2016 HVSMR (HVS16) χρησιμοpiοιήθηκε για την κατάτμηση της
καρδιάς η οpiοία piεριέχει εικόνες MRI αpiό 20 ασθενείς. Οι Wolterink et al. [50]
εκpiαίδευσαν ένα CNN δέκα εpiιpiέδων με αυξανόμενα εpiίpiεδα διαστολής για την
κατάτμηση του μυοκαρδίου και του αίματος στις αξονικές, σαγματοειδής και στε-
φανιαίες εικόνες. Εpiίσης, χρησιμοpiοιούν βαθιά εpiίβλεψη [51] για να εpiιλύσουν το
piρόβλημα του vanishing gradients και να βελτιώσουν την αpiοτελεσματικότητα της
εκpiαίδευσης του δικτύου τους χρησιμοpiοιώντας ένα μικρό σύνολο δεδομένων. Τα
piειράματα piου piραγματοpiοίησαν με και χωρίς διαστολές (dilations) σε αυτήν την
αρχιτεκτονική έδειξαν τη χρησιμότητα της. Στο άρθρο τους οι Li et al. [52] ξεκίνησαν
με ένα 3D FCN με εpiισήμανση των voxel και στη συνέχεια εισήγαγαν διαστελλόμενα
συνελικτικά εpiίpiεδα στο βασικό μοντέλο για να εpiεκτείνουν το δεκτικό piεδίο. ΄Εpiειτα
χρησιμοpiοιούν μονοpiάτια βαθιά εpiίβλεψης, για την εpiιταχύνουν την εκpiαίδευση και
την αξιοpiοίηση piληροφοριών piολλαpiλών κλιμάκων. Σύμφωνα με τους συγγραφείς
το μοντέλο piαρουσιάζει καλή ακρίβεια κατάτμησης, σε συνδυασμό με χαμηλό υpiολ-
ογιστικό κόστος. Οι Yu et al. [53] δημιούργησαν ένα φράκταλ δίκτυο 3D FCN για
κατάτμηση της καρδιάς και των μεγάλων αγγείων. Εφαρμόζοντας αναδρομικά έναν
κανόνα αpiλής εpiέκτασης, κατασκευάζουν το φράκταλ δίκτυο συνδυάζοντας ιεραρχικές
ενδείξεις για ακριβή κατάτμηση. Εpiιτυγχάνουν εpiίσης καλά αpiοτελέσματα με χαμηλό
υpiολογιστικό κόστος (12 δευτερόλεpiτα ανά όγκο).
Μια άλλη βάση δεδομένων piου χρησιμοpiοιήθηκε για την κατάτμηση της καρδιάς
ήταν η MM17 η οpiοία piεριέχει 120 piολυτροpiικές εικόνες αpiό καρδιακή MRI/CT.
Η μέθοδος των Payer et al. [54] βασίζεται σε δύο FCN για τον εντοpiισμό και την
κατάτμηση της καρδιάς. Αρχικά, το CNN εντοpiισμού βρίσκει το κέντρο του piλαισίου
οριοθέτησης γύρω αpiό όλες τις δομές της καρδιάς, έτσι ώστε το CNN κατάτμησης να
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μpiορεί να εpiικεντρωθεί σε αυτήν την piεριοχή. ΄Εpiειτα, το CNN κατάτμησης μετατρέpiει
τις piροβλέψεις ενδιάμεσων ετικετών σε θέσεις άλλων ετικετών. Εpiομένως το δίκτυο
μαθαίνει αpiό τις σχετικές θέσεις μεταξύ των εpiισημάνσεων και εpiικεντρώνεται στις
ανατομικά εφικτές διαμορφώσεις. Το μοντέλο συγκρίθηκε με το u-net εpiιτυγχάνοντας
καλύτερα αpiοτελέσματα, ειδικά στο σύνολο δεδομένων του MRI. Οι Mortazi et al. [55]
εκpiαίδευσαν ένα piολυεpiίpiεδο CNN με μια piροσαρμοστική στρατηγική σύντηξης, για
την κατάτμηση εpiτά piεριοχών της καρδιάς. Σχεδίασαν τρία CNN (ένα για κάθε κά-
θετο εpiίpiεδο) με την ίδια αρχιτεκτονική και τα εκpiαίδευσαν για εpiισήμανση των voxel.
Αpiό τα piειράματά τους καταλήγουν στο συμpiέρασμα ότι το μοντέλο τους οριοθετεί τις
καρδιακές δομές με υψηλή ακρίβεια και αpiοτελεσματικά. Στο [56] οι συγγραφείς χρησι-
μοpiοίησαν ένα FCN, το οpiοίο συνδύασαν με 3D τελεστές, μεταφορά μάθησης και έναν
μηχανισμό βαθιάς εpiίβλεψης για την αpiόσταξη 3D συμφραζομένων piληροφοριών και
την εpiίλυση piιθανών δυσκολιών στην εκpiαίδευση. Χρησιμοpiοιήθηκε υβριδική αpiώλεια
piου καθοδηγεί τη διαδικασία εκpiαίδευσης για την εξισορρόpiηση των κατηγοριών και
διατηρεί τις λεpiτομέρειες των ορίων. Σύμφωνα με τα piειράματά τους, η χρήση της
υβριδικής αpiώλειας εpiιτυγχάνει καλύτερα αpiοτελέσματα αpiό το Dice μέτρο.
4.2.4. ΄Αλλες εφαρμογές
Μέθοδοι βαθιάς μάθησης έχουν εpiίσης χρησιμοpiοιηθεί και για ανίχνευση άλλων
καρδιακών δομών με MRI. Οι Yang et al. [57] δημιούργησαν μια μέθοδο διάδοσης
piολλαpiλών ατλάντων, για να ενσωματώσουν την ανατομική δομή του μυοκαρδίου του
αριστερού κόλpiου και των piνευμονικών φλεβών. Αυτό ακολουθήθηκε αpiό ένα μη-
εpiιτηρούμενο εκpiαιδευμένο SSAE με ένα softmax για την κατάτμηση της κολpiικής
ίνωσης, χρησιμοpiοιώντας 20 εικόνες αpiό ασθενείς με AF. Στο άρθρο τους οι Zhang
et al. [58] piροσpiάθησαν να ανιχνεύσουν εικόνες έλλειψης apical και basal. Ελέγχουν
την piαρουσία τυpiικών basal και apical μοτίβων στις τελευταίες και piρώτες εικόνες
της βάσης δεδομένων και εκpiαιδεύουν δύο CNN για να κατασκευάσουν ένα σύνολο
διακριτικών χαρακτηριστικών. Τα piειράματά τους έδειξαν ότι το μοντέλο με τέσσερα
εpiίpiεδα, έχει καλύτερη αpiόδοση αpiό τις SAE και τις Βαθιές Μηχανές Boltzmann.
΄Αλλα ιατρικά piροβλήματα με MRI μελετήθηκαν εpiίσης, όpiως η ανίχνευση εικόνων
ακραίας συστολής και διαστολής. Οι Kong et al. [59] δημιούργησαν ένα χρονικό δίκ-
τυο piαλινδρόμησης piου είχε piροεκpiαιδευτεί στο ImageNet με την ενσωμάτωση ενός
CNN με ένα RNN, για να piροσδιορίσει τις εικόνες της τελικής διαστολής και της
τελικής συστολής αpiό τις ακολουθίες MRI. Το CNN κωδικοpiοιεί τις χωρικές piληρο-
φορίες μίας καρδιακής αλληλουχίας ενώ το RNN αpiοκωδικοpiοιεί τις χρονικές. Εpiίσης
σχεδίασαν μια συνάρτηση αpiώλειας για να piεριορίσουν τη δομή των piροβλεpiόμενων
εpiισημάνσεων. Το μοντέλο τους εpiιτυγχάνει καλύτερη μέση διαφορά εικόνων αpiό τις
piροηγούμενες μεθόδους. Στο άρθρο τους οι Yang et al. [60] χρησιμοpiοίησαν ένα CNN
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για να ανιχνεύσουν τις εικόνες της τελικής διαστολής και της τελικής συστολής αpiό
την LV, εpiιτυγχάνοντας ακρίβεια 76.5%.
Δημιουργήθηκαν εpiίσης μέθοδοι piοσοτικοpiοίησης διαφόρων καρδιαγγειακών
χαρακτηριστικών. Στο [61] οι συγγραφείς εντοpiίζουν τη θέση και το σχήμα του ΜΙ
χρησιμοpiοιώντας ένα μοντέλο piου αpiοτελείται αpiό τρία εpiίpiεδα; piρώτον, το εpiίpiεδο
εντοpiισμού καρδιάς είναι ένα Fast R-CNN το οpiοίο αpiομονώνει τις ακολουθίες ROI
συμpiεριλαμβανομένου του LV; δεύτερον, τα στατιστικά εpiίpiεδα κίνησης, τα οpiοία
κατασκευάζουν μια αρχιτεκτονική χρονοσειράς για να καταγράψουν τα χαρακτηρισ-
τικά τοpiικής κίνησης piου piαράγονται αpiό το LSTM-RNN και τα χαρακτηριστικά
κίνησης piου piαράγονται αpiό βαθιές οpiτικές ροές αpiό την ακολουθία ROI; τρίτον,
τα FNN διάκρισης, τα οpiοία χρησιμοpiοιούν το SAE για να μάθουν piεραιτέρω τα
χαρακτηριστικά αpiό το piροηγούμενο εpiίpiεδο και τέλος έναν ταξινομητή softmax. Οι
Xue et al. [62] εκpiαίδευσαν ένα δίκτυο βαθιάς μάθησης piολλαpiλών piροβλημάτων,
σε MRI αpiό 145 άτομα με 20 εικόνες ο καθένας για piλήρη piοσοτικοpiοίηση του LV.
Αpiοτελείται αpiό ένα CNN τριών εpiιpiέδων piου εξάγει τις καρδιακές αναpiαραστάσεις,
και στη συνέχεια δύο piαράλληλα LSTM-RNN για τη μοντελοpiοίηση της χρονικής
δυναμικής των καρδιακών ακολουθιών. Τέλος, τοpiοθετείται ένα Bayesian piλαίσιο
ικανό να μάθει τις σχέσεις μεταξύ των piροβλημάτων και ένας ταξινομητής softmax.
Εκτεταμένες συγκρίσεις με piροηγούμενες μεθόδους δείχνουν την αpiοτελεσματικότητα
αυτής της μεθόδου όσον αφορά το μέσο αpiόλυτο σφάλμα. Στο [63] οι συγγραφείς
δημιούργησαν μια μέθοδο μη-εpiιβλεpiώμενης μάθησης καρδιακής αpiεικόνισης χρησι-
μοpiοιώντας piολυεpiίpiεδο συνελικτικό RBM και μια άμεση εκτίμηση όγκου των δύο
κοιλοτήτων χρησιμοpiοιώντας RF. Σύγκριναν το μοντέλο τους με ένα Bayesian
μοντέλο, ένα μοντέλο βασισμένο σε χειροpiοίητα χαρακτηριστικά, τα level-set και
την piερικοpiή γραφήματος, εpiιτυγχάνοντας καλύτερα αpiοτελέσματα αpiό piλευράς
συντελεστή συσχέτισης για όγκους LV/RV και εκτίμηση σφάλματος του EF.
΄Αλλες μέθοδοι χρησιμοpiοιήθηκαν εpiίσης για την ανίχνευση υpiερτροφικής καρ-
διομυοκαρδιοpiάθειας ή για την αύξηση της αναλυτικότητας των MRI. Οι Biffi et
al. [64] εκpiαίδευσαν ένα VΑΕ για την ταυτοpiοίηση ασθενών με υpiερτροφική μυοκαρ-
διοpiάθεια χρησιμοpiοιώντας ένα ισορροpiημένο σύνολο δεδομένων 1365 ασθενών και
την AC17. Δείχνουν εpiίσης ότι το δίκτυο είναι σε θέση να αpiεικονίσει και να
piοσοτικοpiοιήσει τα piρότυpiα αναδιαμόρφωσης piου είναι σχετικά με την piαθολογία
στον αρχικό χώρο εισόδου των εικόνων, αυξάνοντας έτσι την ερμηνευσιμότητα
του μοντέλου. Στο [65] οι συγγραφείς δημιούργησαν μια μέθοδο εpiαύξησης της
αναλυτικότητας της εικόνας βασισμένη σε residual CNN η οpiοία εpiιτρέpiει τη
χρήση δεδομένων εισόδου piου αpiοκτήθηκαν αpiό διαφορετικά εpiίpiεδα piροβολής για
βελτιωμένη αpiόδοση. Σύγκριναν με άλλες μεθόδους piαρεμβολής (γραμμική, spline,
ταίριασμα patch piολλαpiλών ατλάντων, ρηχό CNN, CNN), εpiιτυγχάνοντας καλύτερα
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αpiοτελέσματα όσον αφορά το PSNR. Συγγραφείς αpiό την ίδια ομάδα piρότειναν μια
στρατηγική εκpiαίδευσης [66] piου ενσωματώνει ανατομική piροηγούμενη γνώση σε
CNNs μέσω ενός μοντέλου συστηματοpiοίησης, ενθαρρύνοντας την να ακολουθήσει
την ανατομία μέσω μη-γραμμικών piαραστάσεων του σχήματος.
4.2.5. Συμpiεράσματα της χρήσης βαθιάς μάθησης με
MRI
Υpiάρχει ένα ευρύ φάσμα αρχιτεκτονικών piου έχουν εφαρμοστεί στα MRI. Οι piερισ-
σότερες είναι CNNs ή u-net οι οpiοίες είτε χρησιμοpiοιούνται αpiοκλειστικά είτε σε συνδ-
υασμό με RNNs, AEs ή ensemble. Το piρόβλημα είναι ότι οι piερισσότερες αpiό αυτές δεν
εκpiαιδεύονται αpiό-άκρο-σε-άκρο. Βασίζονται σε piροεpiεξεργασία, χρήση χειροpiοίητων
χαρακτηριστικών, ενεργά piεριγράμματα, level-set και σε άλλες μη-διαφοροpiοιήσιμες
μεθόδους, χάνοντας έτσι μερικώς τη δυνατότητα κλιμάκωσης στην piαρουσία νέων δε-
δομένων. Κύριος στόχος αυτού του τομέα piρέpiει να είναι η δημιουργία μοντέλων
αpiό-άκρο-σε-άκρο, ακόμη και αν αυτό σημαίνει μικρότερη ακρίβεια βραχυpiρόθεσμα;
piιο αpiοδοτικές αρχιτεκτονικές θα μpiορούσαν να καλύψουν το χάσμα στο μέλλον.
΄Ενα ενδιαφέρον εύρημα σχετικά με την κατάτμηση της καρδιάς έγινε στο [67]
όpiου οι συγγραφείς διερεύνησαν την καταλληλότητα των piροηγούμενων 2D, 3D CNN
αρχιτεκτονικών και των τροpiοpiοιήσεών τους. Διαpiίστωσαν ότι η εpiεξεργασία ανά
εικόνα χρησιμοpiοιώντας δίκτυα 2D ήταν καλύτερη λόγω του μεγάλου piάχους του
τμήματος. Ωστόσο, η εpiιλογή της αρχιτεκτονικής δικτύου διαδραματίζει μικρό ρόλο.
4.3. Fundus
Η αpiεικόνιση Fundus είναι ένα κλινικό εργαλείο για την αξιολόγηση της αμφιβλη-
στροειδοpiάθειας σε ασθενείς στην οpiοία η ένταση αντιpiροσωpiεύει την piοσότητα του
ανακλώμενου φωτός συγκεκριμένης ζώνης κυμάτων [68]. Μία αpiό τις piιο ευρέως δι-
αδεδομένες βάσεις δεδομένων στο Fundus είναι η DRIVE, η οpiοία piεριέχει 40 εικόνες
και τις αντίστοιχες εpiισημάνσεις της μάσκας των αγγείων.
4.3.1. Κατάτμηση αγγείων
Τα CNN χρησιμοpiοιήθηκαν για την κατάτμηση αγγείων σε εικόνες Fundus.
Στο [69] οι συγγραφείς αρχικά χρησιμοpiοίησαν ισορροpiία ιστογράμματος και φιλ-
τράρισμα Gauss για τη μείωση του θορύβου. Στη συνέχεια χρησιμοpiοιήθηκε ένα
CNN τριών εpiιpiέδων ως εξαγωγέας χαρακτηριστικών και ένα RF ως ταξινομητής.
Σύμφωνα με τα piειράματά τους, η καλύτερη αpiόδοση εpiιτεύχθηκε αpiό ένα ensemble
νικητής-τα-piαίρνει-όλα, σε σύγκριση με ένα μέσο, σταθμισμένο και διάμεσο ensemble.
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Οι Zhou et al. [70] εφάρμοσαν piροεpiεξεργασία εικόνας για την εξάλειψη των ισχυρών
άκρων γύρω αpiό το οpiτικό piεδίο και κανονικοpiοίησαν την φωτεινότητα και την
αντίθεση μέσα σε αυτό. Στη συνέχεια, εκpiαίδευσαν ένα CNN για να piαράξουν
χαρακτηριστικά για γραμμικά μοντέλα και εφάρμοσαν φίλτρα για την ενίσχυση των
λεpiτών αγγείων, μειώνοντας τη διαφορά έντασης μεταξύ λεpiτών και ευρέων αγγείων.
Στη συνέχεια ένας piυκνός CRF piροσαρμόστηκε για να εpiιτευχθεί η τελική κατάτμηση
του αγγείου, λαμβάνοντας τα διακριτικά χαρακτηριστικά για μοναδιαία δυναμικά και
την εικόνα με τα ενισχυμένα λεpiτά αγγεία. Μεταξύ των αpiοτελεσμάτων τους, στα
οpiοία piαρουσιάζουν μεγαλύτερη ακρίβεια αpiό τις piερισσότερες μεθόδους τελευταίας
τεχνολογίας, piαρέχουν εpiίσης στοιχεία υpiέρ της χρήσης των piληροφοριών RGB του
Fundus αντί για χρήση μόνο του piράσινου καναλιού. Οι Chen et al. [71] σχεδίασαν
ένα σύνολο κανόνων για τη δημιουργία τεχνητών δειγμάτων εκpiαίδευσης με piρότερη
γνώση και χωρίς χειροκίνητη εpiισήμανση. Εκpiαίδευσαν ένα FCN με ένα skip-
connection piου εpiιτρέpiει την υψηλού εpiιpiέδου piληροφορία να καθοδηγεί την εργασία
σε χαμηλότερα εpiίpiεδα. Αξιολογούν το μοντέλο τους στις DRIVE και STARE,
εpiιτυγχάνοντας συγκρίσιμα αpiοτελέσματα με άλλες μεθόδους piου χρησιμοpiοιούν
piραγματική εpiισήμανση. Στο [72] οι συγγραφείς εκpiαίδευσαν ένα ensemble 12 CNNs
με τρία εpiίpiεδα το καθένα στη DRIVE, όpiου κατά τη διάρκεια του συμpiερασμού οι
αpiαντήσεις των CNNs υpiολογίζονται κατά μέσο όρο για να σχηματίσουν την τελική
κατάτμηση. Δείχνουν ότι το μοντέλο τους εpiιτυγχάνει υψηλότερη μέση ακρίβεια αpiό
τις piροηγούμενες μεθόδους. Οι Fu et al. [73] εκpiαιδεύουν ένα CNN στις DRIVE
και STARE δημιουργώντας ένα χάρτη piιθανοτήτων και έpiειτα χρησιμοpiοιούν έναν
piλήρως συνδεδεμένο CRF για να συνδυάσουν τους χάρτες piιθανότητας και τις αλλη-
λεpiιδράσεις μεγάλης εμβέλειας μεταξύ των εικονοστοιχείων. Στο [74] οι συγγραφείς
χρησιμοpiοίησαν ένα CNN για να μάθουν τα χαρακτηριστικά και μια αναζήτηση
piλησιέστερων γειτόνων βασισμένη στο PCA piου χρησιμοpiοιήθηκε για την εκτίμηση
της τοpiικής κατανομής δομών. Εκτός αpiό την piαρουσίαση καλών αpiοτελεσμάτων
υpiοστηρίζουν ότι είναι σημαντικό για το CNN να ενσωματώσει piληροφορίες σχετικά
με τη δομή δέντρων όσον αφορά την ακρίβεια.
Τα ΑΕ έχουν εpiίσης χρησιμοpiοιηθεί για την κατάτμηση των αγγείων. Οι Li
et al. [75] εκpiαίδευσαν ένα FNN και ένα AE αpiοθορυβοpiοίησης με τις DRIVE,
STARE και CHDB. Υpiοστηρίζουν ότι τα χαρακτηριστικά του μοντέλου τους εί-
ναι piιο ανθεκτικά στο θόρυβο και τις διαφορετικές συνθήκες αpiεικόνισης, εpiειδή
η διαδικασία μάθησης εκμεταλλεύεται τα χαρακτηριστικά των αγγείων σε όλες τις
εικόνες εκpiαίδευσης. Στο [76] οι συγγραφείς χρησιμοpiοίησαν μη-εpiιβλεpiώμενα ιεραρ-
χικά χαρακτηριστικά χρησιμοpiοιώντας ένα ensemble δύο εpiιpiέδων SDAE. Το εpiίpiεδο
εκpiαίδευσης εξασφαλίζει αpiοσύνδεση και το εpiίpiεδο του ensemble εξασφαλίζει την
αρχιτεκτονική αναθεώρηση. Δείχνουν εpiίσης ότι η εκpiαίδευση του ensemble των ΑΕ
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ενισχύει την piοικιλομορφία στο λεξικό των χαρακτηριστικών piου έχουν μαθευτεί για
την κατάτμηση των αγγείων. Ο ταξινομητής Softmax χρησιμοpiοιήθηκε στη συνέχεια
για το fine-tuning κάθε ΑΕ και διερευνήθηκαν στρατηγικές για συγχώνευση δύο
εpiιpiέδων μελών του ensemble.
΄Αλλες αρχιτεκτονικές χρησιμοpiοιήθηκαν εpiίσης για την κατάτμηση των αγγείων.
Στο άρθρο τους οι Oliveira et al. [77] εκpiαίδευσαν ένα u-net με την DRIVE, piαρουσιά-
ζοντας καλά αpiοτελέσματα και ενδείξεις των piλεονεκτημάτων της εpiαύξησης των δε-
δομένων εκpiαίδευσης με χρήση ελαστικών μετασχηματισμών. Οι Leopold et al. [78]
διερεύνησαν τη χρήση ενός CNN ως ταξινομητή piολλαpiλών καναλιών και τη χρήση φίλ-
τρων Gabor για να ενισχύσουν την ακρίβεια της μεθόδου piου piεριγράφεται στο [84].
Εφάρμοσαν το μέσο μιας σειράς φίλτρων Gabor με διάφορες συχνότητες και τιμές
σίγμα στην έξοδο του δικτύου για να καθορίσουν εάν ένα εικονοστοιχείο αντιpiροσω-
piεύει ένα αγγείο ή όχι. Εκτός αpiό τη διαpiίστωση ότι τα βέλτιστα φίλτρα διαφέρουν
μεταξύ των καναλιών, οι συγγραφείς δηλώνουν εpiίσης την ‘ανάγκη’ να εpiιβάλλουν
στα δίκτυα να ευθυγραμμίζονται με την ανθρώpiινη αντίληψη, στο piλαίσιο της χειρω-
νακτικής εpiισήμανσης, ακόμη και αν αpiαιτεί piληροφορίες υpiοδειγματοληψίας, οι οpiοίες
διαφορετικά θα μείωναν το υpiολογιστικό κόστος. Οι ίδιοι συγγραφείς [79] δημιούργη-
σαν το PixelBNN, το οpiοίο είναι ένα piλήρως residual AE. Είναι piάνω αpiό οκτώ φορές
χρονικά αpiοδοτικό αpiό τις piροηγούμενες μεθόδους κατά την διάρκεια του συμpiερασμού
με καλά αpiοτελέσματα, λαμβάνοντας υpiόψη τη σημαντική μείωση των piληροφοριών αpiό
την αλλαγή μεγέθους των εικόνων κατά την piροεpiεξεργασία. Στο άρθρο τους οι Mo
et al. [80] χρησιμοpiοίησαν βαθιά εpiίβλεψη με βοηθητικούς ταξινομητές στα ενδιάμεσα
εpiίpiεδα του δικτύου, για να βελτιώσουν τη διακριτική ικανότητα των χαρακτηριστικών
στα χαμηλότερα εpiίpiεδα του δικτύου και να καθοδηγήσουν το backpropagation να
ξεpiεράσει τα vanishing gradients. Εpiιpiλέον, μεταφορά μάθησης χρησιμοpiοιήθηκε για
να ξεpiεραστεί το ζήτημα των ανεpiαρκών δεδομένων εκpiαίδευσης.
4.3.2. Ανίχνευση μικροανευρυσμάτων και αιμορραγίας
Οι Haloi et al. [85] εκpiαίδευσαν ένα CNN τριών εpiιpiέδων με dropout και maxout
για ανίχνευση ΜΑ. Τα piειράματα στις ROC και DIA έδειξαν θετικά αpiοτελέσματα.
Στο [86] οι συγγραφείς δημιούργησαν ένα μοντέλο piου μαθαίνει έναν γενικό piερι-
γραφέα της μορφολογίας των αγγείων χρησιμοpiοιώντας την εσωτερική αναpiαράσταση
ενός variational u-net. ΄Εpiειτα, εξέτασαν τις αγγειακές ενσωματώσεις (embeddings)
σε ένα piαρόμοιο piρόβλημα ανάκτησης εικόνων σύμφωνα με το αγγειακό σύστημα και
σε ένα piρόβλημα ταξινόμησης της διαβητικής αμφιβληστροειδοpiάθειας, στο οpiοίο δείχ-
νουν piως τα embeddings των αγγείων μpiορούν να βελτιώσουν την ταξινόμηση μιας
μεθόδου η οpiοία βασίζεται στην ανίχνευση ΜΑ. Στο [87] οι συγγραφείς συνδυάζουν
ενισχυμένα χαρακτηριστικά αpiό ένα CNN με χειροpiοίητα χαρακτηριστικά. Αυτό το en-
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semble διάνυσμα χαρακτηριστικών χρησιμοpiοιήθηκε στη συνέχεια για την αναγνώριση
των υpiοψηφίων αιμορραγίας και των ΜΑ, χρησιμοpiοιώντας έναν ταξινομητή RF. Η
ανάλυσή τους με χρήση t-SNE καταδεικνύει ότι τα χαρακτηριστικά αpiό το CNN έχουν
μεγάλη λεpiτομέρεια όpiως ένδειξη του piροσανατολισμού της βλάβης ενώ τα χειροpiοίητα
χαρακτηριστικά είναι σε θέση να διακρίνουν βλάβες χαμηλής αντίθεσης όpiως αιμορ-
ραγίες. Στο [88] οι συγγραφείς εκpiαίδευσαν ένα CNN piέντε εpiιpiέδων, για ανίχνευση
αιμορραγίας χρησιμοpiοιώντας 6679 εικόνες αpiό τις βάσεις δεδομένων DS16 και Mes-
sidor. Εφάρμοσαν εpiιλεκτική δειγματοληψία σε ένα CNN, κάτι το οpiοίο αύξησε την
ταχύτητα της εκpiαίδευσης με δυναμική εpiιλογή λανθασμένα ταξινομημένων δειγμάτων
κατά τη διάρκεια της εκpiαίδευσης. Τα βάρη αpiοδίδονται στα δείγματα εκpiαίδευσης και
τα ενημερωμένα δείγματα piεριλαμβάνονται στην εpiόμενη εpiανάληψη εκpiαίδευσης.
4.3.3. ΄Αλλες εφαρμογές
Το Fundus έχει χρησιμοpiοιηθεί και για ταξινόμηση αρτηριών/φλεβών. Στο άρθρο
τους οι Girard et al. [89] εκpiαίδευσαν ένα CNN τεσσάρων εpiιpiέδων, piου ταξινομεί
τα εικονοστοιχεία των αγγείων σε αρτηρίες/φλέβες χρησιμοpiοιώντας εpiαύξηση
των δεδομένων εκpiαίδευσης με piεριστροφικό μετασχηματισμό. Στη συνέχεια
κατασκευάστηκε ένα γράφημα αpiό το αγγειακό δίκτυο του αμφιβληστροειδούς, όpiου
οι κόμβοι ορίζονται ως οι κλάδοι των αγγείων και κάθε άκρη συνδέεται με ένα κόστος
piου εκτιμά εάν οι δύο κλάδοι θα piρέpiει να έχουν την ίδια ετικέτα. Η ταξινόμηση
του CNN διαδόθηκε μέσω του ελάχιστου δένδρου του γραφήματος. Τα piειράματα
κατέδειξαν την αpiοτελεσματικότητα της μεθόδου, ιδίως στην piαρουσία εμφραγμάτων.
Οι Welikala et al. [90] εκpiαίδευσαν και αξιολόγησαν ένα CNN τριών εpiιpiέδων,
χρησιμοpiοιώντας εικονοστοιχεία της κεντρικής γραμμής piου piροέρχονται αpiό εικόνες
αμφιβληστροειδούς. Αpiό τα piειράματά τους διαpiίστωσαν ότι η εpiαύξηση των
δεδομένων εκpiαίδευσης με χρήση piεριστροφικών και κλιμακωτών μετασχηματισμών,
δεν βοήθησε στην αύξηση της ακρίβειας αpiοδίδοντάς το στην piαρεμβολή μεταξύ των
εντάσεων των εικονοστοιχείων, η οpiοία είναι piροβληματική λόγω της ευαισθησίας
του CNN στην κατανομή των εικονοστοιχείων.
Υpiάρχουν εpiίσης και άλλες εφαρμογές του Fundus όpiως η αναγνώριση διακλάδ-
ωσης/διέλευσης. Οι Pratt et al. [91] εκpiαίδευσαν ένα ResNet 18 εpiιpiέδων, για να
εντοpiίσουν μικρά patches piου piεριλαμβάνουν είτε διακλάδωση είτε διέλευση. ΄Ενα
άλλο ResNet18 εκpiαιδεύτηκε σε patches piου έχουν ταξινομηθεί ώστε να έχουν διακ-
λαδώσεις και διελεύσεις έτσι ώστε να διακρίνουν σε piοια κατηγορία ανήκει. Παρόμοια
εpiίλυση σε αυτό το piρόβλημα έχει γίνει αpiό τους ίδιους συγγραφείς [93] χρησιμοpiοιών-
τας ένα CNN.
΄Ενα σημαντικό αpiοτέλεσμα στον τομέα της Καρδιολογίας χρησιμοpiοιώντας τη Fun-
dus είναι αpiό τους Poplin et al. [92] piου χρησιμοpiοίησαν ένα Inception-v3 για να
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piροβλέψουν piαράγοντες καρδιαγγειακού κινδύνου (ηλικία, φύλο, κατάσταση καpiνίσ-
ματος, HbA1c, SBP) και μείζον καρδιακά εpiεισόδια. Τα μοντέλα τους χρησιμοpiοίησαν
ξεχωριστές piτυχές της ανατομίας για τη δημιουργία κάθε piρόβλεψης, όpiως ο οpiτικός
δίσκος ή τα αιμοφόρα αγγεία, όpiως αpiοδείχθηκε χρησιμοpiοιώντας την τεχνική soft-
attention. Τα piερισσότερα αpiοτελέσματα ήταν σημαντικά καλύτερα αpiό ότι θεωρούν-
ταν piροηγουμένως δυνατό με τη Fundus (>70% AUC).
4.3.4. Συμpiεράσματα της χρήσης βαθιάς μάθησης με
Fundus
΄Οσον αφορά τη χρήση των αρχιτεκτονικών, υpiάρχει σαφής piροτίμηση στα CNN
ειδικά στον τομέα της κατάτμησης των αγγείων, ενώ μια ενδιαφέρουσα piροσέγγιση αpiό
ορισμένες δημοσιεύσεις είναι η χρήση των CRF μετά την εpiεξεργασία για τη piεραιτέρω
βελτίωση της κατάτμησης των αγγείων. Το γεγονός ότι υpiάρχουν piολλές βάσεις
δεδομένων piου είναι διαθέσιμες και ότι η βάση δεδομένων DRIVE χρησιμοpiοιείται κατά
κύριο λόγο στην piλειοψηφία της βιβλιογραφίας, καθιστά τον τομέα αυτό ευκολότερο
στη σύγκριση και εpiικύρωση νέων αρχιτεκτονικών. Εpiιpiλέον, η μη-εpiεμβατική φύση
του Fundus και η piρόσφατη χρήση του ως εργαλείου για την εκτίμηση καρδιαγγειακού
κινδύνου, το καθιστά μια piολλά υpiοσχόμενη αpiεικονιστική αυξημένης χρησιμότητας
στον τομέα της καρδιολογίας.
4.4. Ηλεκτρονική τομογραφία
Η ηλεκτρονική τομογραφία (CT) είναι μια μη-εpiεμβατική μέθοδος για την ανίχνευση
της αpiοφρακτικής αρτηριακής νόσου. Ορισμένες αpiό τις piεριοχές στις οpiοίες εφαρ-
μόστηκε η βαθιά μάθηση στην CT, piεριλαμβάνουν την αξιολόγηση της βαθμολογίας
ασβεστίου της στεφανιαίας αρτηρίας, τον εντοpiισμό και τον κατάτμηση των καρδιακών
piεριοχών.
Η μέθοδος των Lessman et al. [95] για τη βαθμολόγηση του στεφανιαίου ασβεστίου
χρησιμοpiοιεί τρία ανεξάρτητα εκpiαιδευμένα CNNs για να εκτιμήσει ένα piλαίσιο ορι-
οθέτησης γύρω αpiό την καρδιά, στο οpiοίο τα συνδεδεμένα συστατικά (connected
components) piάνω αpiό ένα όριο μονάδας Hounsfield θεωρούνται υpiοψήφια για CACs.
Η ταξινόμηση των voxels piραγματοpiοιήθηκε τροφοδοτώντας δισδιάστατα patches αpiό
τρία ορθογώνια εpiίpiεδα ταυτόχρονα σε τρία CNNs, για να διαχωριστούν αpiό άλλες
piεριοχές υψηλής έντασης. Οι ασθενείς ταξινομήθηκαν σε μία αpiό τις piέντε piρότυpiες
κατηγορίες καρδιαγγειακού κινδύνου βάσει της βαθμολογίας Agatston. Συγγραφείς
αpiό την ίδια ομάδα δημιούργησαν μια μέθοδο [109] για την ανίχνευση ασβεστοpiοιήσεων
σε θωρακικό CT χαμηλής δόσης χρησιμοpiοιώντας ένα CNN για ανατομική θέση και ένα
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άλλο CNN για την ανίχνευση της ασβεστοpiοίησης. Στο [96] οι συγγραφείς σύγκρι-
ναν ένα u-net και DenseNet για τον υpiολογισμό της βαθμολογίας Agatston χρησι-
μοpiοιώντας piάνω αpiό 1000 εικόνες θωρακικού CT. Οι συγγραφείς εpiεξεργάστηκαν
έντονα τις εικόνες χρησιμοpiοιώντας κατωφλίωση, ανάλυση connected components και
μορφολογικές λειτουργίες για την ανίχνευση των piνευμόνων, της τραχείας και της
τροpiίδας. Τα piειράματά τους έδειξαν ότι το DenseNet είχε καλύτερη αpiόδοση όσον
αφορά την ακρίβεια. Οι Cano et al. [97] εκpiαίδευσαν ένα 3D CNN piαλινδρόμησης
piου υpiολόγισε την βαθμολογία Agatston χρησιμοpiοιώντας 5973 εικόνες CT χωρίς
ECG piερίφραξης εpiιτυγχάνοντας συσχέτιση Pearson 0.932. Στο [98] οι συγγραφείς
δημιούργησαν μια μέθοδο για την ανίχνευση και τον piοσοτικό piροσδιορισμό της CAC,
χωρίς την εξαγωγή της στεφανιαίας αρτηρίας. Η ανίχνευση του piλαισίου οριοθέτησης
γύρω αpiό την καρδιά χρησιμοpiοιεί τρία CNNs, όpiου το καθένα ανιχνεύει την καρδιά
στο αξονικό, ισχαιμικό και στεφανιαίο εpiίpiεδο. ΄Ενα άλλο ζεύγος αpiό CNNs χρησι-
μοpiοιήθηκε για την ανίχνευση CAC. Το piρώτο CNN αναγνωρίζει κύστεις τύpiου CAC,
αpiορρίpiτοντας έτσι την piλειονότητα των voxels piου δεν είναι υpiοψήφια CAC όpiως ο
piνεύμονας και ο λιpiώδης ιστός. Τα αναγνωρισμένα voxels τύpiου CAC ταξινομούν-
ται piεραιτέρω αpiό το δεύτερο CNN, το οpiοίο διακρίνει τα CAC. Αν και τα CNNs
μοιράζονται την αρχιτεκτονική, δεδομένου ότι έχουν διαφορετικό έργο, δεν μοιράζον-
ται βάρη. Εpiιτυγχάνουν μια συσχέτιση Pearson 0.95, συγκρίσιμη με piροηγούμενες
καλύτερες τεχνικές. Οι Santini et al. [99] εκpiαίδευσαν ένα CNN εpiτά εpiιpiέδων χρησι-
μοpiοιώντας patches, για την κατάτμηση και ταξινόμηση των στεφανιαίων piεριοχών
στις εικόνες CT. Εκpiαίδευσαν, εpiικύρωσαν και δοκίμασαν το δίκτυό τους σε 45, 18
και 56 CT όγκους αντιστοίχως, εpiιτυγχάνοντας μια συσχέτιση Pearson 0.983.
Το CT έχει χρησιμοpiοιηθεί εpiίσης και για την κατάτμηση διαφόρων καρδιακών piε-
ριοχών. Οι Lopez et al. [100] εκpiαίδευσαν ένα 2D CNN για την εκτίμηση του όγκου
αορτής θρόμβου αpiό piροεγχειρητικές και μετεγχειρητικές κατατμήσεις, χρησιμοpiοιών-
τας piεριστροφικές και κατοpiτρικές εpiαυξήσεις δεδομένων. Μεταγενέστερη εpiεξερ-
γασία piεριλαμβάνει Gaussian φιλτράρισμα και ομαδοpiοίηση κ-μέσων. Στο άρθρο τους,
οι Hong et al. [101] εκpiαίδευσαν ένα DBN χρησιμοpiοιώντας patches εικόνας για την
ανίχνευση, τμηματοpiοίηση και ταξινόμηση της σοβαρότητας του κοιλιακού αορτικού
ανευρύσματος σε CT εικόνες. Οι Liu et al. [94] χρησιμοpiοίησαν ένα FCN με δώδεκα
εpiίpiεδα για την κατάτμηση του αριστερού κόλpiου σε 3D όγκους CT και στη συνέχεια
βελτίωσαν τα αpiοτελέσματα τμηματοpiοίησης του FCN με ένα μοντέλο ενεργού σχή-
ματος εpiιτυγχάνοντας Dice 93%.
Το CT έχει εpiίσης χρησιμοpiοιηθεί για τον εντοpiισμό των καρδιακών piεριοχών.
Στο [102] οι συγγραφείς δημιούργησαν μια μέθοδο για την ανίχνευση ανατομικών ROI
(καρδιά, αορτική αψίδα και φθίνουσα αορτή) σε εικόνες αpiό θωρακικό CT piροκειμέ-
νου να εντοpiιστούν σε 3D. Κάθε ROI εντοpiίστηκε χρησιμοpiοιώντας έναν συνδυ-
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ασμό τριών CNNs, κάθε ένα αναλύοντας ένα ορθογώνιο εpiίpiεδο εικόνας. Ενώ ένα
CNN piροέβλεψε την piαρουσία ενός συγκεκριμένου ROI στο δεδομένο εpiίpiεδο, ο συν-
δυασμός των αpiοτελεσμάτων τους piαρείχε ένα 3D piλαίσιο οριοθέτησης γύρω του.
Στο άρθρο τους οι Moradi et al. [103] αντιμετωpiίζουν το piρόβλημα της ανίχνευσης
κατακόρυφης θέσης για μια δεδομένη καρδιακή εικόνα CT. Διαχωρίζουν την piεριοχή
του σώματος piου αpiεικονίζεται στο θωρακικό CT σε εννέα σημασιολογικές κατηγορίες,
οι οpiοίες κάθε μια αντιpiροσωpiεύουν μία piεριοχή piου είναι σχετική με τη μελέτη αντίσ-
τοιχων νόσων. Χρησιμοpiοιώντας ένα σύνολο χειροpiοίητων χαρακτηριστικών εικόνας
μαζί με τα χαρακτηριστικά piου piροέρχονται αpiό ένα piροεκpiαιδευμένο VGGnet με
piέντε εpiίpiεδα, χτίζουν ένα σχήμα ταξινόμησης για να αντιστοιχίσουν μια δεδομένη
εικόνα CT στο σχετικό εpiίpiεδο. Κάθε ομάδα χαρακτηριστικών χρησιμοpiοιήθηκε για
την εκpiαίδευση ενός ξεχωριστού ταξινομητή SVM και οι piροβλεpiόμενες ετικέτες στη
συνέχεια συνδυάζονται σε ένα γραμμικό μοντέλο, το οpiοίο εpiίσης αντλήθηκε αpiό τα
δεδομένα εκpiαίδευσης.
Η βαθιά μάθηση χρησιμοpiοιήθηκε σε συνδυασμό με το CT και για άλλες piερι-
οχές εκτός αpiό την καρδιάς. Οι Zheng et al. [104] δημιούργησαν μια μέθοδο για
3D ανίχνευση σε ογκομετρικά δεδομένα, τα οpiοία αξιολογήθηκαν piοσοτικά για την
ανίχνευση της διακλάδωσης της καρωτιδικής αρτηρίας σε CT. Χρησιμοpiοιήθηκε ένα
δίκτυο κρυφών εpiιpiέδων για τον αρχικό έλεγχο όλων των voxels για να αpiοκτηθεί
ένας μικρός αριθμός υpiοψηφίων, ακολουθούμενος αpiό μια ακριβέστερη ταξινόμηση με
ένα βαθύ δίκτυο. Τα χαρακτηριστικά αpiό το δίκτυο συνδυάζονται piεραιτέρω με τα
χαρακτηριστικά κυματιδίων Haar, για την αύξηση της ακρίβειας ανίχνευσης. Οι Mon-
toya et al. [105] εκpiαίδευσαν ένα ResNet με 30 εpiίpiεδα, για να δημιουργήσουν 3D
αγγειογραφήματα χρησιμοpiοιώντας τρεις τύpiους ιστών (αγγειακό σύστημα, οστό και
μαλακό ιστό). Δημιούργησαν τις εpiισημάνσεις χρησιμοpiοιώντας κατωφλίωση και con-
nected components σε 3D, έχοντας ένα συνδυασμένο σύνολο 13790 εικόνων.
Το CT έχει εpiίσης χρησιμοpiοιηθεί για την εpiίλυση και άλλων piροβλημάτων. Οι
Zreik et al. [106] δημιούργησαν μια μέθοδο για την ταυτοpiοίηση ασθενών με στέν-
ωση στεφανιαίας αρτηρίας αpiό το μυοκάρδιο του LV αpiό CT. Χρησιμοpiοίησαν ένα
CNN piολλαpiλών κλιμάκων για να τμηματοpiοιήσουν το μυοκάρδιο του LV και έpiειτα
το κωδικοpiοίησαν χρησιμοpiοιώντας ένα μη-εpiιβλεpiώμενο συνελικτικό ΑΕ. Η τελική
ταξινόμηση έγινε με έναν ταξινομητή SVM με βάση τα εξαγόμενα και ομαδοpiοιημένα
clustering. Παρόμοια δουλειά έχει γίνει αpiό τους ίδιους συγγραφείς [110], οι οpiοίοι
χρησιμοpiοίησαν τρία CNNs για να ανιχνεύσουν ένα piλαίσιο οριοθέτησης γύρω αpiό
την LV και εφάρμοσαν ταξινόμηση voxel LV μέσα στο κιβώτιο οριοθέτησης. Οι Com-
mandeur et al. [107] χρησιμοpiοίησαν ένα συνδυασμό δύο βαθιών δικτύων για τον
piοσοτικό piροσδιορισμό του εpiικαρδιακού και θωρακικού λιpiώδες ιστού, με CT αpiό
250 ασθενείς με 55 εικόνες ανά ασθενή κατά μέσο όρο. Το piρώτο δίκτυο είναι ένα
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CNN έξι εpiιpiέδων, piου ανιχνεύει την piεριοχή piου βρίσκεται μέσα στα όρια της καρδιάς
και διαχωρίζει τις θωρακικές και εpiικαρδιακές-piαρακαρδιακές μάσκες. Το δεύτερο δίκ-
τυο είναι ένα CNN piέντε εpiιpiέδων, piου ανιχνεύει τη γραμμή του piερικαρδίου αpiό
την αξονική τομογραφία σε κυλινδρικές συντεταγμένες. Στη συνέχεια ένα στατιστικό
μοντέλο συστηματοpiοίησης μαζί με εφαρμογή κατωφλίωσης και φιλτράρισμα διαμέσου,
piαρέχουν τις τελικές κατατμήσεις. Οι Gulsun et al. [108] δημιούργησαν μια μέθοδο για
την εξαγωγή των κεντρικών γραμμών των αγγείων στην CT. Πρώτον, οι βέλτιστες δι-
αδρομές ανιχνεύονται σε ένα υpiολογισμένο piεδίο ροής και στη συνέχεια χρησιμοpiοιείται
ένας ταξινομητής CNN για την αφαίρεση των εξωτερικών διαδρομών στις ανιχνευμένες
κεντρικές γραμμές. Η μέθοδος ενισχύθηκε χρησιμοpiοιώντας μια ανίχνευση βασισμένη
στο μοντέλο των συγκεκριμένων στεφανιαίων piεριοχών και των κύριων κλάδων για να
piεριορίσουν τον χώρο αναζήτησης.
4.5. Ηχοκαρδιογράφημα
Το ηχοκαρδιογράφημα είναι μια μέθοδος αpiεικόνισης της piεριοχής της καρδιάς
χρησιμοpiοιώντας υpiερηχητικά κύματα. Χρήσεις της βαθιάς μάθησης στο ηχοκαρδιο-
γράφημα piεριλαμβάνουν κυρίως την κατάτμηση του LV και την αξιολόγηση της piοιότη-
τας της βαθμολογίας της εικόνας, μεταξύ άλλων.
Τα DBN έχουν χρησιμοpiοιηθεί για την κατάτμηση της LV στα ηχοκαρδιογραφή-
ματα. Στο [111] οι συγγραφείς δημιούργησαν μια μέθοδο piου αpiοσυνδέει τις άκαμpiτες
και μη-άκαμpiτες ανιχνεύσεις, με ένα DBN piου μοντελοpiοιεί το LV δείχνοντας ότι είναι
piιο ισχυρό αpiό τα level-sets και τα piαραμορφώσιμα μοντέλα. Οι Nascimento et al. [112]
χρησιμοpiοιούν μάθηση του piολυειδούς piου χωρίζει τα δεδομένα σε patches όpiου το
κάθε ένα piροτείνει μια κατάτμηση της LV. Η σύντηξη των patches piραγματοpiοιήθηκε
αpiό έναν piολλαpiλό ταξινομητή DBN ο οpiοίος αpiοδίδει ένα βάρος σε κάθε patch. Με
τον τρόpiο αυτό, η μέθοδος δεν βασίζεται σε μια μόνο κατάτμηση και η διαδικασία
εκpiαίδευσης piαράγει ισχυρά μοντέλα χωρίς την ανάγκη μεγάλων βάσεων δεδομένων
εκpiαίδευσης. Στο [113] οι συγγραφείς χρησιμοpiοίησαν ένα συστηματοpiοιημένο FCN
και μεταφορά μάθησης. Συγκρίνουν τη μέθοδο τους με αpiλούστερες αρχιτεκτονικές
FCN και μια piροηγούμενη μέθοδο piαρουσιάζοντας καλύτερα αpiοτελέσματα.
Το ηχοκαρδιογράφημα έχει εpiίσης χρησιμοpiοιηθεί για την ταξινόμηση των όψεων
της αpiεικόνισης. Οι Madani et al. [114] εκpiαίδευσαν CNN έξι εpiιpiέδων για να
ταξινομήσουν 15 piροβολές (12 βίντεο και 3 ακίνητα) με διαθωρακικό υpiερηχογράφημα,
εpiιτυγχάνοντας καλύτερα αpiοτελέσματα αpiό τους ειδικούς ηχοκαρδιογραφήματος.
Στο [115] οι συγγραφείς δημιούργησαν ένα residual 3D CNN για ταξινόμηση κλάσ-
ματος εξώθησης αpiό εικόνες διαθωρακικού ηχοκαρδιογραφήματος. Χρησιμοpiοίησαν
8715 εξετάσεις κάθε μια με 30 διαδοχικές εικόνες του apical θαλάμου για να εκpiαιδεύ-
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σουν και να δοκιμάσουν τη μέθοδο τους εpiιτυγχάνοντας ικανοpiοιητικά αpiοτελέσματα.
Οι Gao et al. [116] ενσωμάτωσαν χωρική και χρονική piληροφορία αpiό τις εικόνες του
βίντεο της κινούμενης καρδιάς, με τη σύντηξη δύο CNNs με εpiτά εpiίpiεδα το καθένα. Η
μέτρηση της εpiιτάχυνσης σε κάθε σημείο υpiολογίστηκε με τη χρήση μεθόδου piυκνής
οpiτικής ροής, για την αpiεικόνιση piληροφοριών χρονικής κίνησης. Στη συνέχεια η
σύντηξη των CNN piραγματοpiοιήθηκε χρησιμοpiοιώντας γραμμικές ενσωματώσεις των
διανυσμάτων των εξόδων τους. Συγκρίσεις έγιναν με piροηγούμενες piροσεγγίσεις
βασισμένες σε χειροκίνητη δημιουργία χαρακτηριστικών, καταδεικνύοντας καλύτερα
αpiοτελέσματα.
Τέλος, η αξιολόγηση της piοιότητας των εικόνων και άλλα piροβλήματα εpiιλύθηκαν
με τη χρήση του ηχοκαρδιογραφήματος. Στο [117] οι συγγραφείς δημιούργησαν μια
μέθοδο για τη μείωση της μεταβλητότητας των δεδομένων κατα τη διάρκεια της εpiισή-
μανσης αpiό τον χειριστή, υpiολογίζοντας μια βαθμολογία piοιότητας piου ανατροφοδοτεί-
ται σε piραγματικό χρόνο. Το μοντέλο συνίσταται αpiό συνελικτικά εpiίpiεδα για την εξ-
αγωγή χαρακτηριστικών αpiό την είσοδο και εpiαναλαμβανόμενα εpiίpiεδα για χρήση των
χρονικών piληροφοριών. Η μέθοδος των Ghesu et al. [118] ανίχνευσης αντικειμένων και
κατάτμησης στο piλαίσιο της ογκομετρικής ανάλυσης εικόνων, γίνεται με την εpiίλυση
της ανατομικής εκτίμησης της θέσης και της οριοθέτησης. Για το σκοpiό αυτό εισάγουν
βαθιά μάθηση της οριοθέτησης, η οpiοία piαρέχει υψηλής αpiόδοσης χρόνο εκτέλεσης,
μαθαίνοντας ταξινομητές σε piεριοχές υψηλής piιθανότητας και σε χώρους σταδιακά αυξ-
ανόμενων διαστάσεων. Δεδομένου του εντοpiισμού των αντικειμένων, piροτείνουν ένα
συνδυασμένο μοντέλο ενεργού σχήματος βαθιάς μάθησης για την εκτίμηση του μη-
άκαμpiτου ορίου αντικειμένου. Στο άρθρο τους οι Perrin et al. [119] εκpiαίδευσαν και
αξιολόγησαν το AlexNet με 59151 εικόνες, για να ταξινομήσουν μεταξύ piέντε piαιδια-
τρικών piληθυσμών με συγγενή καρδιακή νόσο. Οι Moradi et al. [120] δημιούργησαν
μια μέθοδο piου βασίζεται σε VGGnet και doc2vec για να piαράξουν σημασιολογικούς
piεριγραφείς εικόνων, οι οpiοίοι μpiορούν να χρησιμοpiοιηθούν ως ασθενώς εpiισημασ-
μένες piεριpiτώσεις ή να διορθωθούν αpiό ιατρικούς εμpiειρογνώμονες. Το μοντέλο τους
ήταν σε θέση να αναγνωρίσει το 91% των ασθενειών και 77% των σοβαρών νόσων
αpiό εικόνες Doppler καρδιακών βαλβίδων.
4.6. Τομογραφία οpiτικής συνοχής
Η Τομογραφία Οpiτικής Συνοχής (Optical Coherence Tomography, OCT) εί-
ναι μια ενδοαγγειακή αpiεικόνιση piου piαρέχει εικόνες αρτηριών υψηλής ανάλυσης και
piοσοτικές μετρήσεις της στεφανιαίας γεωμετρίας στο κλινικό piεριβάλλον [121].
Στο άρθρο τους οι Roy et al. [122] χαρακτηρίζουν τον ιστό στο OCT, μαθαίνον-
τας την piολυκλιμακωτή κατανομή των δεδομένων με ένα AE. Ο κανόνας μάθησης του
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δικτύου εισάγει μια piαράμετρο κλίμακας piου συνδέεται με το backpropagation. Σε
σύγκριση με τρία piροεκpiαιδευμένα ΑΕ βάσης αναφοράς εpiιτυγχάνεται καλύτερη αpiό-
δοση όσον αφορά την ακρίβεια στην ανίχνευση piλακών/κανονικών εικονοστοιχείων.
Οι Yong et al. [123] δημιούργησαν ένα CNN γραμμικής piαλινδρόμησης με τέσσερα
εpiίpiεδα, για να χωρίσουν τον αυλό του αγγείου piαραμετροpiοιημένο σε όρους ακ-
τινικών αpiοστάσεων αpiό το κέντρο του καθετήρα στις piολικές συντεταγμένες. Η
υψηλή ακρίβεια αυτής της μεθόδου μαζί με την υpiολογιστική αpiοτελεσματικότητά της
(40.6ms/εικόνα), υpiοδεικνύουν τη δυνατότητα χρήσης σε piραγματικό κλινικό piεριβάλ-
λον. Στο [124] οι συγγραφείς σύγκριναν την διακριτική ικανότητα των βαθιών χαρακ-
τηριστικών piου εξάγονται αpiό τα AlexNet, GoogleNet, VGGnet16 και VGGnet19
για την ταυτοpiοίηση του ινωαθερώματος. Η εpiαύξηση δεδομένων εφαρμόστηκε σε μια
βάση δεδομένων OCT για κάθε σχήμα ταξινόμησης και εpiίσης εφαρμόστηκε γραμμικό
SVM για την ταξινόμηση των εικόνων ως κανονικών ή ινωαθερωματικών. Τα αpiοτελέσ-
ματα υpiοδεικνύουν ότι το VGGnet19 είναι καλύτερο για τον εντοpiισμό εικόνων piου
piεριέχουν ινωαθέρωμα. Οι Abdolmanafi et al. [125] ταξινομούν τον ιστό στο OCT
χρησιμοpiοιώντας ένα piροεκpiαιδευμένο AlexNet ως εξαγωγέα χαρακτηριστικών και
συγκρίνουν τις piροβλέψεις τριών ταξινομητών, CNN, RF και SVM, με το piρώτο να
εpiιτυγχάνει τα καλύτερα αpiοτελέσματα.
4.7. ΄Αλλες αpiεικονιστικές τεχνικές
Το ενδοαγγειακό υpiερηχογράφημα (Intravascular Ultrasound, IVUS) χρησιμοpiοιεί
μετασχηματιστές τοpiοθετημένους σε τροpiοpiοιημένους ενδοστεφανιαίους καθετήρες
για την piαροχή ακτινικής ανατομικής αpiεικόνισης ενδοστεφανιαίας ασβεστοpiοίησης
και σχηματισμού piλάκας [126]. Οι Lekadir et al. [127] χρησιμοpiοίησαν ένα βασισ-
μένο σε patches CNN τεσσάρων εpiιpiέδων, για τον χαρακτηρισμό της σύνθεσης της
piλάκας σε καρωτιδικές εικόνες υpiερήχων. Τα piειράματα piου έγιναν αpiό τους συγ-
γραφείς έδειξαν ότι το μοντέλο εpiιτυγχάνει καλύτερη ακρίβεια αpiό SVM μονών και
piολλαpiλών κλιμάκων. Στο [128] οι συγγραφείς αυτοματοpiοίησαν ολόκληρη τη δι-
αδικασία της ερμηνείας του piάχους του καρωτιδικού intima-media. Εκpiαίδευσαν
ένα CNN δύο εpiιpiέδων με δύο εξόδους για την εpiιλογή της εικόνας και ένα CNN
δύο εpiιpiέδων με τρεις εξόδους για τον εντοpiισμό του ROI και τις μετρήσεις piάχους
intima-media. Το μοντέλο αυτό αpiοδίδει καλύτερα αpiό piροηγούμενη μέθοδο αpiό
τους ίδιους συγγραφείς, το οpiοίο δικαιολογεί την ικανότητα του CNN να μαθαίνει την
εμφάνιση του QRS και του ROI, αντί να στηρίζεται σε εφαρμογή κατωφλίωσης με
κατώτατο piλάτος και καμpiυλότητα. Οι Tom et al. [129] δημιούργησαν μια μέθοδο βα-
σισμένη στα Δίκτυα Γεννήτριας-Διάκρισης (Generative Adversarial Networks, GANs)
για χρονικά αpiοδοτική piροσομοίωση ρεαλιστικού IVUS. Η piροσομοίωση στο piρώτο
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στάδιο αφορούσε τον piροσομοιωτή ψευδότροpiου IVUS και την χαρτογράφηση του
στίγματος της ψηφιακά καθορισμένης εικόνας. Στο δεύτερο στάδιο βελτιώθηκαν οι
αντιστοιχίσεις για τη διατήρηση των συγκεκριμένων εντάσεων στίγματος με ιστούς
χρησιμοpiοιώντας ένα GAN με τέσσερα residual εpiίpiεδα, ενώ στο τελευταίο στάδιο το
GAN piαρήξε εικόνες υψηλής αναλυτικότητας με piαθορεαλιστικά piροφίλ στίγματος.
΄Αλλες εφαρμογές καρδιολογίας με χρήση μεθόδων βαθιάς μάθησης, piεριλαμβάνουν
μαστογραφίες, ακτίνες Χ, διαδερμική διαφραγματική αγγειοpiλαστική, εικόνες βιοψίας
και αpiεικόνιση διάχυσης του μυοκαρδίου. Στο άρθρο τους οι Wang et al. [130] εφάρ-
μοσαν μια διαδικασία βασισμένη σε εικονοστοιχεία και patches για την ανίχνευση
ασβεστοpiοιητικού αρτηριακού μαστού σε μαστογραφίες, χρησιμοpiοιώντας ένα CNN
δέκα εpiιpiέδων και μορφολογικές λειτουργίες για μετα-εpiεξεργασία. Οι συγγραφείς
χρησιμοpiοίησαν 840 εικόνες και τα piειράματά τους οδήγησαν σε ένα μοντέλο piου piέ-
τυχε συντελεστή piροσδιορισμού 96.2%. Οι Liu et al. [131] εκpiαίδευσαν ένα CNN
χρησιμοpiοιώντας 1768 εικόνες ακτίνων Χ με αντίστοιχες εpiισημάνσεις διαγνώσεων.
Η μέση διαγνωστική ακρίβεια των μοντέλων έφτασε στο 0.89 όταν το βάθος του δικ-
τύου ήταν οκτώ εpiίpiεδα; μετά αpiό αυτό η αύξηση της ακρίβειας ήταν piεριορισμένη.
Στο [132] οι συγγραφείς δημιούργησαν μια μέθοδο για την αpiοθορυβοpiοίηση εικόνων
διαδερμικής αγγειοpiλαστικής στεφανιαίας. Δοκίμασαν το μέσο τετραγωνικό σφάλμα
και τη δομική ομοιότητα ως συναρτήσεις αpiωλειών σε δύο patch CNN με τέσσερα
εpiίpiεδα και τα σύγκριναν με διαφορετικούς τύpiους και εpiίpiεδα θορύβου. Οι Nirschl et
al. [133] χρησιμοpiοίησαν εικόνες ενδομυοκαρδιακής βιοψίας αpiό 209 ασθενείς για να
εκpiαιδεύσουν και να δοκιμάσουν ένα patch CNN έξι εpiιpiέδων, για τον εντοpiισμό της
καρδιακής ανεpiάρκειας. Εpiίσης εφάρμοσαν piεριστροφική εpiαύξηση δεδομένων, ενώ
υpiολογίστηκε ο μέσος όρος των εξόδων του CNN σε κάθε patch για να ληφθεί η
piιθανότητα για κάθε εικόνα. Αυτό το μοντέλο έδειξε καλύτερα αpiοτελέσματα αpiό τα
AlexNet, Inception και ResNet50. Στο [134] οι συγγραφείς εκpiαίδευσαν ένα CNN
τριών εpiιpiέδων για την piρόβλεψη της αpiοφρακτικής αιμάτωσης μυοκαρδίου του CAD
αpiό 1638 ασθενείς και το συνέκριναν με το συνολικό έλλειμμα διάχυσης. Το μοντέλο
υpiολογίζει την piιθανότητα ανά αγγείο κατά τη διάρκεια της εκpiαίδευσης, ενώ κατά
τη διάρκεια της δοκιμής χρησιμοpiοιούνται οι μέγιστες piιθανότητες ανά αρτηρία ανά
βαθμολογία ασθενούς. Τα αpiοτελέσματα δείχνουν ότι αυτή η μέθοδος υpiερέχει του
συνολικού ελλείμματος διάχυσης στο piρόβλημα της piρόβλεψης των αγγείων και των
ασθενών.
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4.8. Συμpiεράσματα της χρήσης βαθιάς μάθησης
με CT, ηχοκαρδιογράφημα, OCT και άλλων
αpiεικονιστικών τεχνικών
Δημοσιεύσεις piου χρησιμοpiοίησαν αυτούς τους τρόpiους αpiεικόνισης piαρουσίασαν
υψηλή μεταβλητότητα αpiό την piλευρά του ερευνητικού τους ερωτήματος και ήταν
κατά piλειοψηφία ασυμβίβαστα σε σχέση με τη χρήση μέτρων αξιολόγησης για τα
αpiοτελέσματα piου ανέφεραν. Αυτές οι μέθοδοι αpiεικόνισης εpiίσης δεν έχουν δια-
θέσιμες δημόσιες βάσεις δεδομένων, piεριορίζοντας έτσι τις ευκαιρίες για δημιουργία
νέων αρχιτεκτονικών αpiό ερευνητικές ομάδες piου δεν έχουν κλινικούς συνεργάτες.
Αpiό την άλλη piλευρά, υpiάρχει σχετικά υψηλή ομοιομορφία όσον αφορά τη χρήση
αρχιτεκτονικών με το piιο διαδεδομένο το CNN, ειδικά τις piροεκpiαιδευμένες αρχιτεκ-
τονικές του διαγωνισμού ImageNet (AlexNet, VGGnet, GoogleNet, ResNet).
4.9. Συζήτηση και μελλοντικές κατευθύνσεις
Είναι piροφανές αpiό τη βιβλιογραφία ότι οι μέθοδοι βαθιάς μάθησης θα αντικαταστή-
σουν τα συστήματα piου βασίζονται σε χειροpiοίητους κανόνες και την piαραδοσιακή
μηχανική μάθηση. Στο [155] οι συγγραφείς υpiοστηρίζουν ότι η βαθιά μάθηση είναι
καλύτερη στην αpiεικόνιση piολύpiλοκων μοτίβων κρυμμένων σε ιατρικά δεδομένα υψη-
λής διαστάσεων. Οι Krittanawong et al. [150] υpiοστηρίζουν ότι η αυξανόμενη διαθεσ-
ιμότητα αυτοματοpiοιημένων εργαλείων AI piραγματικού χρόνου στα EHRs, θα μειώσει
την ανάγκη για συστήματα βαθμολόγησης όpiως το σκορ Framingham. Στο [139] οι
συγγραφείς υpiοστηρίζουν ότι οι piρογνωστικές αναλύσεις του AI και η εξατομικευμένη
κλινική υpiοστήριξη για την αναγνώριση του ιατρικού κινδύνου, είναι ανώτερες αpiό τις
ανθρώpiινες γνωσιακές ικανότητες. Εpiιpiλέον, το AI μpiορεί να διευκολύνει την εpiικοιν-
ωνία μεταξύ ιατρών και ασθενών, μειώνοντας τους χρόνους εpiεξεργασίας και αυξάνον-
τας έτσι την piοιότητα της piερίθαλψης των ασθενών. Οι Loh et al. [149] υpiοστηρί-
ζουν ότι οι τεχνολογίες βαθιάς μάθησης και κινητής τηλεφωνίας θα εpiιταχύνουν τον
piολλαpiλασιασμό των υpiηρεσιών υγειονομικής piερίθαλψης σε εκείνους piου βρίσκονται
σε φτωχές piεριοχές, γεγονός piου με τη σειρά του οδηγεί σε piεραιτέρω μείωση των
piοσοστών ασθενειών. Οι Mayer et al. [135] δηλώνουν ότι τα big data υpiόσχονται να
αλλάξουν την καρδιολογία μέσω της αύξησης των δεδομένων piου συλλέγονται, αλλά
ο αντίκτυpiος τους υpiερβαίνει τη βελτίωση των υpiαρχουσών μεθόδων όpiως η αλλαγή
του τρόpiου με τον οpiοίο δημιουργούνται νέες ιδέες.
Η βαθιά μάθηση αpiαιτεί δεδομένα εκpiαίδευσης μεγάλου όγκου για την εpiίτευξη
αpiοτελεσμάτων υψηλής piοιότητας [157]. Αυτό είναι ιδιαίτερα δύσκολο με τα ιατρικά
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δεδομένα, λόγω του ότι η διαδικασία εpiισήμανσης των ιατρικών δεδομένων είναι δα-
piανηρή; αpiαιτεί χειρωνακτική εργασία αpiό ιατρικούς εμpiειρογνώμονες. Εpiιpiλέον,
τα piερισσότερα ιατρικά δεδομένα ανήκουν στις κανονικές piεριpiτώσεις αντί στις μη-
κανονικές, καθιστώντας τα εξαιρετικά μη-ισορροpiημένα. ΄Αλλες piροκλήσεις της εφαρ-
μογής της βαθιάς μάθησης στην ιατρική piου έχει εντοpiίσει η βιβλιογραφία είναι τα
ζητήματα τυpiοpiοίησης/διαθεσιμότητας/διαστάσεων/όγκου/piοιότητας, δυσκολία στην
αpiόκτηση των αντίστοιχων εpiισημάνσεων και θόρυβος στις εpiισημάνσεις [140, 137,
138, 144]. Πιο συγκεκριμένα, στο [143] οι συγγραφείς σημειώνουν ότι οι εφαρμογές
βαθιάς μάθησης στην ασθένεια μικρών αγγείων, έχουν αναpiτυχθεί χρησιμοpiοιώντας
μόνο λίγα αντιpiροσωpiευτικά σύνολα δεδομένων και piρέpiει να αξιολογηθούν σε μεγάλα
σύνολα δεδομένων piολλαpiλών κέντρων. Οι Kikuchi et al. [154] αναφέρουν ότι σε
σύγκριση με τα CT και MRI, οι αpiεικονιστικές της piυρηνικής καρδιολογίας έχουν piε-
ριορισμένο αριθμό εικόνων ανά ασθενή και αpiεικονίζεται μόνο συγκεκριμένος αριθμός
οργάνων. Ο Liebeskind [158] αναφέρει ότι οι μέθοδοι μηχανικής μάθησης δοκιμάζον-
ται σε εpiίλεκτα και ομοιογενή κλινικά δεδομένα, αλλά η γενικευσιμότητα θα piροέκυpiτε
χρησιμοpiοιώντας ετερογενή και piολύpiλοκα δεδομένα. Το ισχαιμικό αγγειακό εγκεφα-
λικό εpiεισόδιο αναφέρεται ως piαράδειγμα μιας ετερογενούς και σύνθετης ασθένειας,
όpiου η αpiόφραξη της μεσαίας εγκεφαλικής αρτηρίας μpiορεί να οδηγήσει σε αpiοκλί-
νουσες μορφές αpiεικόνισης. Στο [151] οι συγγραφείς καταλήγουν στο συμpiέρασμα
ότι αpiαιτούνται piρόσθετα δεδομένα piου εpiικυρώνουν αυτές τις εφαρμογές σε μη-
ελεγχόμενες κλινικές ρυθμίσεις piολλαpiλών κέντρων, piριν αpiό την κλινική εφαρμογή
τους. Πρέpiει εpiίσης να διερευνηθεί ο αντίκτυpiος αυτών των εργαλείων στην λήψη
αpiοφάσεων, χρήση piόρων, και κόστος. Εpiιpiλέον, η piαρούσα βιβλιογραφία έδειξε ότι
υpiάρχει μια άνιση κατανομή των διαθέσιμων στο κοινό βάσεων δεδομένων ανάμεσα
στις διάφορες αpiεικονιστικές τεχνικές στην καρδιολογία (pi.χ. δεν υpiάρχει διαθέσιμη
δημόσια βάση δεδομένων για τα OCT σε αντίθεση με τα MRI).
Η piροηγούμενη βιβλιογραφία αναφέρει ότι τα piροβλήματα piου σχετίζονται με τα δε-
δομένα μpiορούν να λυθούν με τεχνικές εpiαύξησης δεδομένων, την ανοικτή συνεργασία
μεταξύ των ερευνητικών οργανισμών και την αύξηση της χρηματοδότησης. Οι Hengling
et al. [142] υpiοστηρίζουν ότι θα χρειαστούν σημαντικές εpiενδύσεις για τη δημιουργία
εpiισημασμένων βάσεων δεδομένων υψηλής piοιότητας, οι οpiοίες είναι αpiαραίτητες για
την εpiιτυχία των εpiιβλεpiώμενων μεθόδων βαθιάς μάθησης. Στο [136] οι συγγραφείς
υpiοστηρίζουν ότι η εpiιτυχία αυτού του τομέα εξαρτάται αpiό τις τεχνολογικές εξελίξ-
εις στην piληροφορική και την αρχιτεκτονική των υpiολογιστών, καθώς και τη συνερ-
γασία και την ανοικτή ανταλλαγή δεδομένων μεταξύ των γιατρών και άλλων ενδιαφερ-
ομένων. Οι Lee et al. [148] καταλήγουν στο συμpiέρασμα ότι αpiαιτείται διεθνής συνερ-
γασία για την κατασκευή ενός υψηλής piοιότητας piολυτροpiικού συνόλου δεδομένων
για αpiεικόνιση εγκεφαλικών εpiεισοδίων. Μια άλλη λύση για την καλύτερη αξιοpiοίηση
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των δεδομένων μεγάλου όγκου στην καρδιολογία είναι η εφαρμογή μη-εpiιβλεpiώμενων
μεθόδων μάθησης, οι οpiοίες δεν αpiαιτούν εpiισημάνσεις. Η piαρούσα βιβλιογραφική
αναφορά έδειξε ότι η μη-εpiιβλεpiώμενη μάθηση δεν χρησιμοpiοιείται ευρέως, καθώς η
piλειονότητα των μεθόδων σε όλες τις αpiεικονιστικές τεχνικές είναι εpiιβλεpiώμενες.
΄Οσον αφορά το piρόβλημα της έλλειψης ερμηνευσιμότητας όpiως υpiοδεικνύεται αpiό
τον Hinton [159], είναι γενικά ανέφικτο να ερμηνευτούν τα μη-γραμμικά χαρακτηριστικά
των βαθιών δικτύων, εpiειδή το νόημά τους εξαρτάται αpiό piολύpiλοκες αλληλεpiιδρά-
σεις με μη-ερμηνεύσιμα χαρακτηριστικά αpiό άλλα εpiίpiεδα. Εpiιpiλέον, αυτά τα μον-
τέλα είναι στοχαστικά, piου σημαίνει ότι κάθε φορά piου ένα δίκτυο εκpiαιδεύεται με
τα ίδια δεδομένα αλλά με διαφορετικά αρχικά βάρη, μαθαίνει διαφορετικά χαρακτηρισ-
τικά. Πιο συγκεκριμένα σε μια εκτενή ανασκόpiηση [134] του αν εpiιλύεται το piρόβλημα
της τμηματοpiοίησης LV/RV, οι συγγραφείς δηλώνουν ότι αν και η piτυχή ταξινόμησης
του piροβλήματος εpiιτυγχάνει σχεδόν τέλεια αpiοτελέσματα, η χρήση ενός ‘διαγνω-
στικού μαύρου κουτιού’ δεν μpiορεί να ενσωματωθεί στην κλινική piρακτική. Οι Miotto
et al. [138] αναφέρουν την ερμηνευσιμότητα ως μία αpiό τις κύριες piροκλήσεις piου
αντιμετωpiίζει η κλινική εφαρμογή της βαθιάς μάθησης στην υγειονομική piερίθαλψη.
Στο [148] οι συγγραφείς σημειώνουν ότι η ιδιότητα του μαύρου κουτιού piου έχουν
μερικές ΑΙ μέθοδοι, όpiως η βαθιά μάθηση, είναι αντίθετη με την έννοια της τεκμηρι-
ωμένης ιατρικής και εγείρει νομικά και ηθικά ζητήματα στη χρήση τους στην κλινική
piρακτική. Αυτή η έλλειψη ερμηνευσιμότητας είναι ο κύριος λόγος για τον οpiοίο οι ια-
τρικοί εμpiειρογνώμονες αντιστέκονται στη χρήση αυτών των μοντέλων και υpiάρχουν
εpiίσης νομικοί piεριορισμοί όσον αφορά την ιατρική χρήση των μη-ερμηνευόμενων
εφαρμογών [144]. Αpiό την άλλη piλευρά, κάθε μοντέλο μpiορεί να τοpiοθετηθεί σε
έναν άξονα [160] ‘ανθρώpiου-μηχανής’, συμpiεριλαμβανομένων στατιστικών piου οι ια-
τρικοί εμpiειρογνώμονες βασίζονται στην καθημερινή λήψη κλινικών αpiοφάσεων. Για
piαράδειγμα, οι ανθρώpiινες αpiοφάσεις όpiως η εpiιλογή των μεταβλητών piου piρέpiει να
συμpiεριληφθούν στο μοντέλο, η σχέση εξαρτημένων και ανεξάρτητων μεταβλητών και
μεταβλητών μετασχηματισμών, μετακινούν τον αλγόριθμο piρος τον ανθρώpiινο άξονα
αpiοφάσεων, καθιστώντας τον piιο ερμηνεύσιμο αλλά ταυτόχρονα piερισσότερο piιο εpiιρ-
ρεpiή σε σφάλματα.
΄Οσον αφορά την εpiίλυση του piροβλήματος ερμηνευσιμότητας, όταν νέες μέθοδοι
είναι αpiαραίτητες οι ερευνητές είναι piροτιμητέο να δημιουργούν αpiλούστερες μεθόδους
βαθιάς μάθησης (αpiό-άκρο-σε-άκρο και μη-ensembles) για να αυξήσουν την piιθανότητα
κλινικής εφαρμογής τους, ακόμα κι αν αυτό σημαίνει μειωμένη αναφερόμενη ακρίβεια.
Υpiάρχουν εpiίσης εpiιχειρήματα κατά της δημιουργίας νέων μεθόδων, εpiικεντρώνοντας
στην εpiικύρωση των ήδη υφιστάμενων. Στο [161] οι συγγραφείς καταλήγουν στο
συμpiέρασμα ότι υpiάρχει piληθώρα μοντέλων piου piροβλέpiουν piεριστατικά CVD στο
γενικό piληθυσμό. Η χρησιμότητα των piερισσότερων μοντέλων είναι ασαφής λόγω
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σφαλμάτων στη μεθοδολογία και έλλειψης εξωτερικών μελετών εpiικύρωσης. Αντί να
αναpiτυχθούν νέα μοντέλα piρόβλεψης κινδύνου CVD, η μελλοντική έρευνα piρέpiει να
εpiικεντρωθεί στην εpiικύρωση και σύγκριση υφιστάμενων μοντέλων και να διερευνήσει
εάν μpiορούν να βελτιωθούν piεραιτέρω.
Μια δημοφιλής μέθοδος piου χρησιμοpiοιείται για ερμηνεύσιμα μοντέλα είναι τα δίκ-
τυα piροσοχής [162]. Τα δίκτυα piροσοχής είχαν ως αρχική έμpiνευση την ικανότητα
εστίασης της ανθρώpiινης όρασης σε ένα συγκεκριμένο σημείο με υψηλή ανάλυση και
την αντίληψη του piεριβάλλοντος με χαμηλή ανάλυση. ΄Εχουν χρησιμοpiοιηθεί αpiό αρ-
κετές δημοσιεύσεις στην καρδιολογία στην piρόβλεψη του ιατρικού ιστορικού [163], ταξ-
ινόμηση χτύpiων ECG [164] και την piρόβλεψη CVD με χρήση Fundus [92]. ΄Ενα άλλο
αpiλούστερο εργαλείο για την ερμηνεία είναι οι χάρτες αξιοpiιστίας (saliency maps) [165]
piου χρησιμοpiοιούν την κλίση της εξόδου σε σχέση με την είσοδο, η οpiοία δείχνει δι-
αισθητικά τις piεριοχές piου συνεισφέρουν piερισσότερο στην έξοδο.
Εκτός αpiό την εpiίλυση των piροβλημάτων των δεδομένων και της ερμηνείας, οι
ερευνητές στην καρδιολογία θα μpiορούσαν να χρησιμοpiοιήσουν τις ήδη καθιερωμένες
αρχιτεκτονικές βαθιάς μάθησης piου δεν έχουν εφαρμοστεί ευρέως στην καρδιολογία,
όpiως τα δίκτυα καψουλών (Capsule Networks, CapsNets). Τα CapsNet [166] είναι
βαθιά νευρωνικά δίκτυα piου χρειάζονται λιγότερα δεδομένα εκpiαίδευσης αpiό τα CNN
και τα εpiίpiεδά τους αpiοτυpiώνουν τον ‘piροσανατολισμό’ των χαρακτηριστικών, κα-
θιστώντας έτσι τις εσωτερικές τους λειτουργίες piιο ερμηνεύσιμες και piιο κοντά στον
ανθρώpiινο τρόpiο αντίληψης. Εντούτοις, ένα σημαντικό μειονέκτημα piου έχουν, το
οpiοίο τους piεριορίζει αpiό την εpiίτευξη ευρύτερης χρήσης, είναι το υψηλό υpiολογιστικό
κόστος σε σύγκριση με τα CNN λόγω του αλγορίθμου ‘δρομολόγησης με συμφωνία’.
Μεταξύ των piρόσφατων χρήσεών τους στην ιατρική piεριλαμβάνονται η ταξινόμηση
όγκων στον εγκέφαλο [167] και η ταξινόμηση του καρκίνου του μαστού [168]. Τα
CapsNet δεν έχουν χρησιμοpiοιηθεί ακόμη σε καρδιολογικά δεδομένα.
Μια άλλη λιγότερο χρησιμοpiοιούμενη αρχιτεκτονική βαθιάς μάθησης στην καρδι-
ολογία είναι τα GANs [169], τα οpiοία αpiοτελούνται αpiό ένα δίκτυο γεννήτρια piου
δημιουργεί ψεύτικες εικόνες αpiό θόρυβο και ένα δίκτυο διάκρισης piου είναι υpiεύθυνο
για τη διαφοροpiοίηση μεταξύ piλαστών εικόνων αpiό τη γεννήτρια και piραγματικών
εικόνων. Και τα δύο δίκτυα piροσpiαθούν να βελτιστοpiοιήσουν μια αpiώλεια σε ένα
piαιχνίδι με μηδενικό άθροισμα, με αpiοτέλεσμα μια γεννήτρια piου piαράγει ρεαλιστικές
εικόνες. Τα GAN έχουν χρησιμοpiοιηθεί μόνο για την piροσομοίωση piαθο-ρεαλιστικών
εικόνων IVUS [129] και ο τομέας της καρδιολογίας έχει piολλά να κερδίσει αpiό τη χρήση
αυτού του είδους των μοντέλων, ειδικά λόγω της έλλειψης εpiισημασμένων δεδομένων
υψηλής piοιότητας.
Οι ερευνητές θα μpiορούσαν εpiίσης να χρησιμοpiοιήσουν CRF, τα οpiοία είναι
γραφικά μοντέλα piου συλλαμβάνουν piληροφορίες αpiό γειτονικές piεριοχές και είναι
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σε θέση να ενσωματώσουν στατιστικά στοιχεία υψηλότερης τάξης, τα οpiοία οι
piαραδοσιακές μέθοδοι βαθιάς μάθησης δεν είναι σε θέση να κάνουν. Εκpiαιδευμένα
CRFs αpiό κοινού με CNNs έχουν χρησιμοpiοιηθεί σε εκτίμηση του βάθους στην
ενδοσκόpiηση [170] και την κατάτμηση του ήpiατος στην CT [171]. Υpiάρχουν εpiίσης
εφαρμογές καρδιολογίας piου χρησιμοpiοίησαν CRF με βαθιά μάθηση για βελτίωση
της τμηματοpiοίησης στα Fundus [70] και σε LV/RV [43]. Η piολυτροpiική βαθιά
μάθηση [172] μpiορεί εpiίσης να χρησιμοpiοιηθεί για τη βελτίωση των διαγνωστικών
αpiοτελεσμάτων, pi.χ. τη δυνατότητα συνδυασμού δεδομένων fMRI και ECG. Ειδικές
βάσεις δεδομένων piρέpiει να δημιουργηθούν για να αυξηθεί η έρευνα στον τομέα
αυτό, καθώς σύμφωνα με την τρέχουσα ανασκόpiηση υpiάρχουν μόνο τρεις βάσεις δε-
δομένων καρδιολογίας με piολυτροpiικά δεδομένα. Εκτός αpiό τις piροηγούμενες βάσεις
δεδομένων, η MIMIC-III έχει εpiίσης χρησιμοpiοιηθεί για piολυτροpiική βαθιά μάθηση
αpiό [173] για την piρόβλεψη ενδονοσοκομειακής, βραχυpiρόθεσμης/μακροpiρόθεσμης
θνησιμότητας και piρόβλεψης του κώδικα ICD-9.
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5. Εpiίpiεδα Signal2Image σε βα-
θιά νευρωνικά δίκτυα για ταξ-
ινόμηση EEG
5.1. Εισαγωγή
Η βαθιά μάθηση έχει φέρει εpiανάσταση στην όραση υpiολογιστών, χρησιμοpiοιών-
τας την αυξημένη διαθεσιμότητα βάσεων δεδομένων μεγάλου όγκου και τη δύναμη των
piαράλληλων υpiολογιστικών μονάδων, όpiως είναι οι μονάδες εpiεξεργασίας γραφικών. Η
συντριpiτική piλειοψηφία της έρευνας στην βαθιά μάθηση γίνεται με τη χρήση εικόνων
ως δεδομένων εκpiαίδευσης, ωστόσο ο βιοϊατρικός τομέας είναι piλούσιος σε σήματα
φυσιολογίας piου χρησιμοpiοιούνται για piροβλήματα διάγνωσης και piρόβλεψης. Εί-
ναι ακόμα ανοιχτό ερευνητικό ερώτημα, η καλύτερη αξιοpiοίηση σημάτων για την εκ-
piαίδευση βαθιών νευρωνικών δικτύων.
Οι piερισσότερες μέθοδοι για την εpiίλυση βιοϊατρικών piροβλημάτων μέχρι piρόσ-
φατα, piεριελάμβαναν χειροpiοίητη δημιουργία χαρακτηριστικών και piροσpiάθεια μίμησης
ανθρώpiινων εμpiειρογνωμόνων, τα οpiοία αpiοδεικνύονται όλο και piερισσότερο ανεpiαρκή
και εpiιρρεpiή σε σφάλματα. Η βαθιά μάθηση αναδεικνύεται ως μια ισχυρή λύση για ένα
ευρύ φάσμα piροβλημάτων στη βιοϊατρική, piου εpiιτυγχάνει καλύτερα αpiοτελέσματα σε
σύγκριση με την piαραδοσιακή μηχανική μάθηση. Το κύριο piλεονέκτημα των μεθόδων
piου χρησιμοpiοιούν τη βαθιά μάθηση είναι ότι μαθαίνουν ιεραρχικά χαρακτηριστικά αpiό
δεδομένα εκpiαίδευσης με αυτόματο τρόpiο, κάτι το οpiοίο τα καθιστά piιο κλιμακωτά και
γενικεύσιμα αpiό piαραδοσιακές μεθόδους. Αυτό εpiιτυγχάνεται με τη χρήση δικτύων
piολλαpiλών εpiιpiέδων piου αpiοτελούνται αpiό εκατομμύρια piαραμέτρους [1], εκpiαιδευμένα
με backpropagation [2] σε μεγάλο όγκο δεδομένων. Παρόλο piου η βαθιά μάθηση
χρησιμοpiοιείται κυρίως σε βιοϊατρικές εικόνες υpiάρχει εpiίσης ένα ευρύ φάσμα φυ-
σιολογικών σημάτων, όpiως το EEG, τα οpiοία χρησιμοpiοιούνται για piροβλήματα διάγν-
ωσης και piρόβλεψης. Το EEG είναι μια μέτρηση του ηλεκτρικού piεδίου piου piαράγεται
αpiό τον εγκέφαλο και χρησιμοpiοιείται για την ταξινόμηση σταδίων του ύpiνου [3], τις
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διεpiαφές υpiολογιστή-εγκεφάλου [4], την συναισθηματική piαρακολούθηση [5] και την
ταξινόμηση της εpiιληψίας [6].
Οι Yannick et al. [7] εξέτασαν δημοσιεύσεις βαθιάς μάθησης με χρήση του EEG
και εντόpiισαν μια γενική αύξηση της ακρίβειας όταν χρησιμοpiοιείται βαθιά μάθηση και
συγκεκριμένα όταν χρησιμοpiοιούνται CNN αντί piαραδοσιακών μεθόδων μηχανικής
μάθησης. Ωστόσο δεν αναφέρουν συγκεκριμένα χαρακτηριστικά των αρχιτεκτονικών
CNN piου ευθύνονται για την αύξηση της αpiόδοσης. Είναι ακόμα ανοιχτό ερευνητικό
ερώτημα, το piως μpiορεί να χρησιμοpiοιηθεί το EEG για την εκpiαίδευση μοντέλων
βαθιάς μάθησης.
Μια κοινή piροσέγγιση piου χρησιμοpiοίησαν piροηγούμενες μελέτες για την
ταξινόμηση των σημάτων EEG ήταν η εξαγωγή χαρακτηριστικών αpiό το piεδίο
συχνοτήτων και χρόνου–συχνοτήτων, piου χρησιμοpiοιούν τη θεωρία piίσω αpiό τις
συχνότητες των ζωνών EEG [8]: δέλτα (0.5–4 Hz), θήτα (4–8 Hz), άλφα (8–13 Hz),
βήτα (13–20 Hz) και γάμμα (20–64 Hz). Οι Truong et al. [9] χρησιμοpiοίησαν STFT
σε piαράθυρο ολίσθησης 30 δευτερολέpiτων, για να εκpiαιδεύσουν ένα CNN τριών
εpiιpiέδων σε αναpiαραστάσεις piεδίου χρόνου-συχνοτήτων, για piρόβλεψη εpiιληpiτικών
κρίσεων και αξιολόγησαν τη μέθοδο τους σε τρεις βάσεις δεδομένων EEG. Οι Khan
et al. [10] μετασχημάτισαν τα EEG στο piεδίο χρόνου-συχνοτήτων χρησιμοpiοιώντας
κυματίδια piολλαpiλών κλιμάκων και έpiειτα εκpiαίδευσαν ένα CNN έξι εpiιpiέδων, για
την piρόβλεψη της εστιακής έναρξης piαρουσιάζοντας υpiοσχόμενα αpiοτελέσματα.
Η εξαγωγή χαρακτηριστικών αpiό το piεδίο χρόνου-συχνοτήτων έχει εpiίσης χρησι-
μοpiοιηθεί και σε άλλες δημοσιεύσεις piου σχετίζονται με το EEG, εκτός αpiό την piρόγν-
ωση εpiιληpiτικών κρίσεων. Οι Zhang et al. [11] εκpiαίδευσαν ένα ensemble CNN piου
piεριείχε δύο έως δέκα εpiίpiεδα, χρησιμοpiοιώντας χαρακτηριστικά STFT piου εξήχθη-
σαν αpiό τις EEG συχνότητες για ταξινόμηση ψυχικού φόρτου εργασίας. Οι Giri et
al. [12] εξήγαγαν στατιστικά και μέτρα piληροφορίας αpiό το piεδίο συχνοτήτων για την
εκpiαίδευση ενός 1D CNN με δύο εpiίpiεδα, για τον εντοpiισμό ισχαιμικού εγκεφαλικού
εpiεισοδίου.
Σε αυτό το κεφάλαιο και στο piλαίσιο της διδακτορικής διατριβής ορίζουμε τα
εpiίpiεδα νευρωνικών δικτύων Signal2Image (S2I) ως κάθε δομικό στοιχείο piου τοpiο-
θετείται μετά την είσοδο μη-εpiεξεργασμένου σήματος και piριν αpiό ένα ‘μοντέλο βάσης’
piου είναι συνήθως μια καθιερωμένη αρχιτεκτονική για piροβλήματα εικόνων. Μία
σημαντική ιδιότητα ενός S2I είναι αν αpiοτελείται αpiό piαραμέτρους piου μpiορούν να
εκpiαιδευτούν όpiως συνελικτικά και γραμμικά εpiίpiεδα ή είναι μη-εκpiαιδεύσιμα όpiως
οι piαραδοσιακές μέθοδοι χρόνου-συχνοτήτων. Χρησιμοpiοιώντας αυτόν τον ορισμό
μpiορούμε εpiίσης να καταλήξουμε στο συμpiέρασμα ότι οι piερισσότερες piροηγούμενες
μέθοδοι για την ταξινόμηση EEG χρησιμοpiοιούν μη-εκpiαιδεύσιμα S2I και ότι καμία
piροηγούμενη μελέτη δεν έχει συγκρίνει εκpiαίδευσιμα με μη-εκpiαιδεύσιμα S2I.
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Συγκρίνουμε τα εκpiαιδεύσιμα και μη-εκpiαιδεύσιμα S2Is σε συνδυασμό με τις γν-
ωστές αρχιτεκτονικές νευρωνικών δικτύων ‘μοντέλων βάσης’, μαζί με τις 1D και τις
σε βάθος piαραλλαγές των τελευταίων. Μια εpiισκόpiηση υψηλού εpiιpiέδου αυτών των
συνδυασμένων μεθόδων piαρουσιάζεται στην Εικ. 5.1. Αν και εpiιλέγουμε το σύνολο δε-
δομένων αναγνώρισης εpiιληpiτικών ελλείψεων EEG αpiό το Πανεpiιστήμιο της Καλιφόρ-
νιας, Irvine (University of California, UCI) [13] για ταξινόμηση EEG, οι συνέpiειες
αυτής της μελέτης θα μpiορούσαν να γενικευτούν σε οpiοιοδήpiοτε είδος piροβλήματος
ταξινόμησης σημάτων. Εδώ εpiίσης αναφερόμαστε στο CNN ως ένα νευρωνικό δίκ-
τυο piου αpiοτελείται αpiό εναλλασσόμενα συνελικτικά εpiίpiεδα ακολουθούμενα αpiό ένα
ReLU και ένα εpiίpiεδο μέγιστης συγκέντρωσης και ένα piλήρως συνδεδεμένο εpiίpiεδο
στο τέλος, ενώ ο όρος ‘εpiίpiεδο’ υpiοδηλώνει τον αριθμό των συνελικτικών εpiιpiέδων.
5.2. Δεδομένα
Η βάση δεδομένων αναγνώρισης εpiιληpiτικών κρίσεων UCI EEG [13] αpiοτελείται
αpiό 500 σήματα το καθένα με 4097 δείγματα (23.5 δευτερόλεpiτα). Αpiοτελείται αpiό
piέντε κατηγορίες με 100 σήματα για κάθε κλάση (σε piαρένθεση τα συντομευμένα
ονόματα των εpiισημάνσεων piου χρησιμοpiοιούνται στα Σχήματα 5.1 και 5.2):
1. υγιής ασθενής ενώ έχει τα μάτια του ανοιχτά (Open),
2. υγιής ασθενής, έχοντας τα μάτια κλειστά (Closed),
3. ασθενής με όγκο με σήμα piου λαμβάνεται αpiό υγιή piεριοχή (Healthy),
4. ασθενής με όγκο με σήμα piου λαμβάνεται αpiό την piεριοχή του όγκου (Tumor),
5. ασθενής ενώ έχει εpiιληpiτική δραστηριότητα (Epilepsy)
Για τους σκοpiούς αυτού του κεφαλαίου χρησιμοpiοιούμε μια piαραλλαγή της βάσης
δεδομένων1 στην οpiοία τα σήματα EEG χωρίζονται σε τμήματα με 178 δείγματα το
καθένα, καταλήγοντας σε ένα ισορροpiημένο σύνολο δεδομένων piου αpiοτελείται αpiό
11500 σήματα EEG.
5.3. Μέθοδοι
5.3.1. Ορισμοί
Ορίζουμε το σύνολο δεδομένων D = {xi, yi}i=1...N όpiου xi ∈ Zn και
yi ∈ {1, 2, 3, 4, 5} υpiοδηλώνει το ith σήμα εισόδου με διαστάσεις n = 178 και
1https://archive.ics.uci.edu/ml/datasets/Epileptic+Seizure+Recognition
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xi m bd yˆi
Open 0.1%
Closed 0.2%
Healthy 0.9%
Tumor 34.7%
Epilepsy 64.1%
Figure 5.1: Αρχιτεκτονική Signal2Image. xi είναι η είσοδος, m είναι το Signal2Image,
bd είναι η 1D ή 2D αρχιτεκτονική του ‘μοντέλου βάσης’ για d = 1, 2 αντίστοιχα και
yˆi είναι η piροβλεpiόμενη έξοδος. Τα ονόματα των εpiισημάνσεων αpiεικονίζονται δεξιά
μαζί με τις piροβλέψεις για το αpiεικονιζόμενο σήμα. Η εικόνα μεταξύ του m και
του bd αpiεικονίζει την έξοδο του CNN Signal2Image ενός εpiιpiέδου, ενώ το ‘σήμα
ως εικόνα’ και φασματογράφημα έχουν ενδιάμεσες εικόνες όpiως αpiεικονίζονται στην
δεύτερη και τρίτη σειρά του σχήματος 5.2. Τα βέλη αpiεικονίζουν την ροή της piρος-τα-
εμpiρός διάδοσης. Για την 1D αρχιτεκτονική το m piαραλείpiεται και δεν δημιουργείται
ενδιάμεση εικόνα.
την ith εpiισήμανση με piέντε piιθανές κατηγορίες αντίστοιχα. N = 11500 είναι ο
αριθμός των piαρατηρήσεων.
Εpiίσης, ορίζουμε το σύνολο των S2Is ως M και το μέλος αυτού του συνόλου ως
m το οpiοίο piεριλαμβάνει τα ακόλουθα:
• ’σήμα ως εικόνα’ (μη-εκpiαιδεύσιμο)
• φασματογράφημα (μη-εκpiαιδεύσιμο)
• CNN ενός και δύο εpiιpiέδων (εκpiαιδεύσιμο)
Καθορίζουμε στη συνέχεια το σύνολο των ‘μοντέλων βάσης’ ως B και το μέλος
αυτού του συνόλου ως bd όpiου d = [1, 2] υpiοδηλώνει τη διαστασιμότητα των
εpiιpiέδων συνέλιξης (convolutional), μέγιστης συγκέντρωσης (max-pooling) και
κανονικοpiοίησης piαρτίδας (batch-norm). Το B piεριλαμβάνει τα piαρακάτω bd μαζί με
τις piαραλλαγές σε βάθος και τις ισοδύναμες 1D αρχιτεκτονικές για d = 1 (για μια
piλήρη λίστα ανατρέξτε στις δύο piρώτες σειρές του Πίνακα. 5.1):
• LeNet [14]
• AlexNet [1]
• VGGnet [15]
• ResNet [16]
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• DenseNet [17]
Τέλος ορίσαμε τους συνδυασμούς των m και bd ως μέλη c του συνόλου συνδυασ-
μένων μοντέλων C. Χρησιμοpiοιώντας τους piροηγούμενους ορισμούς, ο στόχος αυτού
του κεφαλαίου είναι η αξιολόγηση του συνόλου των μοντέλων C, όpiου C είναι το συν-
δυασμένο σύνολο των M και B δλδ. C = M × B σε σχέση με την χρονική αpiόδοση
και την ακρίβεια εκpiαιδευμένα στο D.
5.3.2. Signal2Image
Σε αυτή την ενότητα piεριγράφονται τα εσωτερικά στοιχεία κάθε μονάδας S2I. Για το
S2I ‘σήμα ως εικόνα’ κανονικοpiοιήσαμε το piλάτος xi στο εύρος [1, 178]. Τα αpiοτελέσ-
ματα αντιστράφηκαν κατά μήκος του άξονα y, στρογγυλοpiοιημένα στον piλησιέστερο
ακέραιο και στη συνέχεια χρησιμοpiοιήθηκαν ως y-δείκτες για τα εικονοστοιχεία με
piλάτος 255 σε μια εικόνα 178× 178 αρχικοpiοιημένη με μηδενικά.
Για το S2I φασματογράφου, το οpiοίο χρησιμοpiοιείται για την αpiεικόνιση της
μεταβολής της συχνότητας ενός μη-στάσιμου σήματος με την piάροδο του χρόνου [18],
χρησιμοpiοιήθηκε piαράθυρο Tukey με piαράμετρο σχήματος 0.25, μήκος τμήματος 8
δειγμάτων, αλληλεpiικάλυψη μεταξύ τμημάτων 4 δειγμάτων και ταχύ Μετασχηματισμό
Fourier των 64 δειγμάτων για την μετατροpiή του xi στο piεδίο χρόνου-συχνοτήτων.
Το piροκύpiτων φασματογράφημα, το οpiοίο αντιpiροσωpiεύει το μέγεθος της φασματικής
piυκνότητας ισχύος (V 2/Hz) του xi, στη συνέχεια υpiερδειγματολήφθηκε σε 178×178
με χρήση διγραμμικής piαρεμβολής μεταξύ των εικονοστοιχείων.
Για τα S2I CNN με ένα και δύο εpiίpiεδα, το xi μετατρέpiεται σε εικόνα χρησι-
μοpiοιώντας εκpiαιδεύσιμες piαραμέτρους, αντί χρήσης κάpiοιας στατικής διαδικασίας.
Το S2I ενός εpiιpiέδου αpiοτελείται αpiό ένα 1D συνελικτικό εpiίpiεδο (μεγέθη piυρήνα
3 με 8 κανάλια). Το S2I δύο εpiιpiέδων αpiοτελείται αpiό δύο 1D συνελικτικά εpiίpiεδα
(μεγέθη piυρήνα 3 με 8 και 16 κανάλια) με το piρώτο εpiίpiεδο να ακολουθείται αpiό μια
συνάρτηση ενεργοpiοίησης ReLU και ένα εpiίpiεδο 1D max-pooling (μέγεθος piυρήνα
2). Οι χάρτες ενεργοpiοιήσεων του τελευταίου συνελικτικού εpiιpiέδου και για τα δύο
S2I συμpiτύσσονται σειριακά κατά μήκος του y-άξονα και στη συνέχεια μετατρέpiονται
σε μέγεθος 178× 178 χρησιμοpiοιώντας τη διγραμμική piαρεμβολή.
Περιορίζουμε την έξοδο για όλα τα m σε μια εικόνα μεγέθους 178 × 178 για να
εpiιτρέψουμε οpiτική σύγκριση. Τρία piανομοιότυpiα κανάλια στοιβάζονται εpiίσης για
όλες τις εξόδους των m για να ικανοpiοιήσουν τις αpiαιτήσεις μεγέθους εισόδου των
bd. Οι αρχιτεκτονικές όλων των bd piαραμένουν οι ίδιες, εκτός του αριθμού των εξόδων
του τελευταίου γραμμικού εpiιpiέδου piου έχει οριστεί σε piέντε για να αντιστοιχεί στον
αριθμό των κατηγοριών του D. ΄Ενα piαράδειγμα των αντίστοιχων εξόδων κάpiοιων αpiό
τα m (το CNN ενός/δύο εpiιpiέδων piαρήγαγαν piαρόμοιες αpiεικονίσεις) αpiεικονίζονται
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(a) Open (b) Closed (c) Healthy (d) Tumor (e) Epilepsy
Figure 5.2: Σήματα και έξοδοι των Signal2Image για κάθε κλάση. Οι x, y-άξονες
της piρώτης σειράς είναι µV και χρονικά δείγματα αντίστοιχα. Οι x, y-άξονες των υpi-
όλοιpiων εικόνων αpiεικονίζουν χωρική piληροφορία, εpiειδή δεν ενημερώνουμε το ‘μον-
τέλο βάσης’ με την έννοια του χρόνου κατά τον x-άξονα ή την έννοια της συχνότητας
κατά τον y-άξονα. Υψηλότερη ένταση των εικονοστοιχείων υpiοδηλώνει υψηλότερο
piλάτος.
στη δεύτερη, τρίτη και τέταρτη σειρά του σχήματος 5.2.
5.4. Ρύθμιση piειραμάτων
Τα συνελικτικά εpiίpiεδα αρχικοpiοιήθηκαν με χρήση ομοιόμορφου θορύβου τύpiου
Kaiming [19]. Οι τιμές λαμβάνονται αpiό την ομοιόμορφη κατανομή U(−c, c), όpiου c
είναι:
c =
√
6
(1 + a2)k
(5.1)
,a σε αυτήν τη μελέτη τίθεται μηδέν και k είναι το μέγεθος της εισόδου του εpiιpiέδου.
Τα γραμμικά εpiίpiεδα τουm αρχικοpiοιήθηκαν χρησιμοpiοιώντας U(− 1√
k
, 1√
k
). Τα συνε-
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λικτικά και γραμμικά εpiίpiεδα όλων των bd αρχικοpiοιήθηκαν σύμφωνα με την αρχική
τους εφαρμογή.
Χρησιμοpiοιήθηκε ο Adam [20] ως βελτιστοpiοιητής με ρυθμό μάθησης lr = 0.001,
betas b1 = 0.9, b2 = 0.999, epsilon  = 10
−8 χωρίς αpiώλεια βαρών και τη διασ-
ταυρούμενη εντροpiία ως συνάρτηση αpiώλειας. Το μέγεθος piαρτίδας ήταν 20 και δεν
χρησιμοpiοιήθηκε εpiιpiλέον regularization εκτός αpiό το piροϋpiάρχον όpiως το dropout,
το οpiοίο έχουν κάpiοια αpiό τα ‘μοντέλα βάσης’ (AlexNet, VGGnet και DenseNet).
Αpiό τα 11500 σήματα piου χρησιμοpiοιήθηκαν 76% και 12% αpiό τα δεδομένα
(8740, 1380, 1380 σήματα) ως δεδομένα εκpiαίδευσης, εpiικύρωσης και δοκιμής αντίσ-
τοιχα. Δεν piραγματοpiοιήθηκε αφαίρεση θορύβου ή άλλη piροεpiεξεργασία. ΄Ολα τα
δίκτυα εκpiαιδεύτηκαν για 100 εpiοχές και η εpiιλογή των μοντέλων έγινε σύμφωνα
με την καλύτερη ακρίβεια εpiικύρωσης αpiό όλες τις εpiοχές. Χρησιμοpiοιήθηκε το
PyTorch [21] για την υλοpiοίηση των αρχιτεκτονικών νευρωνικών δικτύων και η
εκpiαίδευση/piροεpiεξεργασία piραγματοpiοιήθηκε με τη χρήση της NVIDIA Titan X
Pascal GPU 12GB RAM και 12 Core Intel i7-8700 CPU @ 3.20GHz σε λειτουργικό
σύστημα Linux.
5.5. Αpiοτελέσματα
΄Οpiως φαίνεται στον Πίνακα. 5.1 το CNN ενός εpiιpiέδου DenseNet201 piέτυχε την
καλύτερη ακρίβεια 85.3%, με διάρκεια εκpiαίδευσης 70 δευτερόλεpiτα/εpiοχή κατά μέσο
όρο. Συνολικά, το CNN S2I ενός εpiιpiέδου piέτυχε την καλύτερη ακρίβεια για έν-
τεκα αpiό τα δεκαpiέντε ‘μοντέλα βάσης’. Το CNN S2I δύο εpiιpiέδων piαρουσίασε
χειρότερα αpiοτελέσματα ακόμη και σε σύγκριση με τις 1D piαραλλαγές, υpiοδεικνύον-
τας ότι η αύξηση του βάθους S2I δεν είναι ευεργετική. Το ‘σήμα ως εικόνα’ και το
φασματογράφημα S2Is piαρουσίασαν piολύ χειρότερα αpiοτελέσματα αpiό τις 1D piαραλ-
λαγές και το CNN S2Is. Τα αpiοτελέσματα S2I του φασματογράφου είναι αντίθετα με
την piροσδοκία ότι η ερμηνεύσιμη αναpiαράσταση του piεδίου χρόνου-συχνοτήτων θα
βοηθούσε στην εύρεση καλών χαρακτηριστικών για ταξινόμηση. Υpiοθέτουμε ότι το
φασματογράφημα S2I piαρεμpiοδίστηκε αpiό την έλλειψη μη-εκpiαιδεύσιμων piαραμέτρων.
΄Ενα άλλο αpiοτέλεσμα αυτών των piειραμάτων είναι ότι η αύξηση του βάθους των ‘μον-
τέλων βάσης’ δεν αύξησε την ακρίβεια, κάτι το οpiοίο είναι σύμφωνο με piροηγούμενα
αpiοτελέσματα [22].
5.6. Συμpiεράσματα
Σε αυτό το κεφάλαιο δείξαμε εμpiειρικά αpiοτελέσματα ότι οι piαραλλαγές 1D ‘μον-
τέλου βάσης’ και τα εκpiαιδεύσιμα S2Is (ειδικά το CNN ενός εpiιpiέδου) έχουν καλύτερη
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αpiόδοση αpiό τα μη-εκpiαιδεύσιμα S2I. Ωστόσο, piρέpiει να καταβληθεί piερισσότερη
piροσpiάθεια για την piλήρη αντικατάσταση των μη-εκpiαιδεύσιμων S2I, όχι μόνο αpiό
την piλευρά εpiίτευξης υψηλότερων αpiοτελεσμάτων ακρίβειας, αλλά και για την αύξηση
της ερμηνευσιμότητας του μοντέλου. ΄Ενα άλλο σημείο αναφοράς είναι ότι τα συνδυασ-
μένα μοντέλα εκpiαιδεύτηκαν αpiό την αρχή, με βάση την υpiόθεση ότι τα piρορυθμισμένα
χαρακτηριστικά χαμηλού εpiιpiέδου των ‘μοντέλων βάσης’ μpiορεί να μην είναι κατάλληλα
για εικόνες piου μοιάζουν με φασματογράφημα όpiως εκείνες piου δημιουργούνται αpiό τα
S2Is. Μια μελλοντική εργασία θα μpiορούσε να piεριλαμβάνει τη δοκιμή αυτής της υpi-
όθεσης με την αρχικοpiοίηση ενός ‘μοντέλου βάσης’ με τη χρήση μεθόδων μεταφοράς
μάθησης ή άλλων μεθόδων αρχικοpiοίησης. Εpiιpiλέον, μpiορούν να χρησιμοpiοιηθούν
και άλλα εκpiαιδεύσιμα S2Is και 1D ‘μοντέλου βάσης’ για άλλα σήματα φυσιολογίας
εκτός αpiό το EEG, όpiως το ECG, το ηλεκτρομυογράφημα και η γαλβανική αpiόκριση
δέρματος.
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6. Δίκτυα αραιής ενεργοpiοίησης
6.1. Εισαγωγή
Τα DNN [1] χρησιμοpiοιούν piολλαpiλά στοιβαγμένα εpiίpiεδα με βάρη και συναρτή-
σεις ενεργοpiοίησης, piου μετασχηματίζουν την είσοδο σε ενδιάμεσες αναpiαραστάσεις
κατά τη διάρκεια της piρος-τα-εμpiρός διάδοσης. Χρησιμοpiοιώντας backpropagation [2]
η κλίση του κάθε βάρους σε σχέση με το σφάλμα της εξόδου υpiολογίζεται και
μεταβιβάζεται σε μια συνάρτηση βελτιστοpiοίησης όpiως η Στοχαστική Κάθοδος
Κλίσεων ή Adam [3] η οpiοία ενημερώνει τις τιμές των βαρών κάνοντας την έξοδο του
δικτύου να συγκλίνει στην εpiιθυμητή έξοδο. Τα DNN χρησιμοpiοιώντας μεγάλο όγκο
δεδομένων και ισχυρές μονάδες piαράλληλης εpiεξεργασίας έχουν εpiιτύχει υψηλού
εpiιpiέδου αpiοτελέσματα σε piροβλήματα όpiως η αναγνώριση εικόνας [4] και ομιλίας [5].
Ωστόσο, αυτές οι καινοτομίες έχουν συμβεί σε βάρος της αύξησης του μήκους
piεριγραφής των αναpiαραστάσεων, οι οpiοίες στα DNN είναι ανάλογες με τον αριθμό
των:
1. βαρών του μοντέλου και
2. μη-μηδενικών ενεργοpiοιήσεων.
Η χρήση μεγάλου αριθμού βαρών ως εpiιλογή σχεδιασμού σε αρχιτεκτονικές
όpiως το Inception [6], VGGnet [7] και ResNet [8] (συνήθως με την αύξηση του
βάθους), ακολουθήθηκε αpiό έρευνα piου εpiέδειξε τον piλεονασμό των βαρών των
DNNs. Αpiοδείχθηκε ότι τα DNN piροσαρμόζονται εύκολα σε τυχαίες εpiισημάνσεις
δεδομένων [9] και ότι σε κάθε αρχικοpiοιημένο DNN υpiάρχει ένα υpiοδίκτυο piου μpiορεί
να εpiιλύσει το δεδομένο piρόβλημα, με την ίδια ακρίβεια με το αρχικά εκpiαιδευμένο [10].
Εpiιpiλέον τα DNN με μεγάλο αριθμό βαρών έχουν υψηλότερες αpiαιτήσεις αpiο-
θήκευσης και είναι piιο αργά κατά τη διάρκεια των συμpiερασμών. Προηγούμενη έρευνα
piου έγινε piάνω σε αυτό το piρόβλημα, εpiικεντρώθηκε στο κλάδεμα βαρών αpiό εκ-
piαιδευμένα DNNs [11] και κλάδεμα βαρών κατά τη διάρκεια της εκpiαίδευσης [12]. Το
κλάδεμα ελαχιστοpiοιεί την χωρητικότητα του μοντέλου για χρήση σε piεριβάλλοντα
με χαμηλές υpiολογιστικές δυνατότητες ή χαμηλές αpiαιτήσεις χρόνου συμpiερασμών
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και εpiίσης βοηθά στην μείωση της piροσαρμογής των νευρώνων η οpiοία εpiίσης έχει
αντιμετωpiιστεί αpiό το Dropout [13]. Ωστόσο οι στρατηγικές κλαδέματος λαμβάνουν
υpiόψη μόνο τον αριθμό των βαρών του μοντέλου.
Το άλλο στοιχείο piου εpiηρεάζει το μήκος piεριγραφής των αναpiαραστάσεων των
DNN, είναι ο αριθμός των μη-μηδενικών ενεργοpiοιήσεων στις ενδιάμεσες αναpiαραστά-
σεις piου σχετίζονται με την έννοια της αραιότητας. Στα νευρωνικά δίκτυα η αραιότητα
μpiορεί να εφαρμοστεί είτε στις συνδέσεις μεταξύ νευρώνων είτε στους χάρτες εν-
εργοpiοίησης [14]. Παρόλο piου η αραιότητα στους χάρτες ενεργοpiοίησης συνήθως
εpiιβάλλεται στη συνάρτηση αpiώλειας με την piροσθήκη ενός όρου κανονικοpiοίησης L1,2
ή αpiόκλισης Kullback-Leibler [15], θα μpiορούσαμε εpiίσης να εpiιτύχουμε αραιότητα
στους χάρτες ενεργοpiοίησης με τη χρήση μιας κατάλληλης συνάρτησης ενεργοpiοίησης.
Αρχικά, χρησιμοpiοιήθηκαν φραγμένες συναρτήσεις όpiως η σιγμοειδής και η υpi-
ερβολική εφαpiτομένη (tanh), αλλά εκτός αpiό την piαραγωγή piυκνών χαρτών ενερ-
γοpiοίησης piαρουσιάζουν εpiίσης το piρόβλημα του vanishing gradients [16]. Το ReLU
piροτάθηκε αργότερα [17, 18] ως μια συνάρτηση ενεργοpiοίησης piου λύνει το piρόβλημα
της διαφυγής των κλίσεων και αυξάνει την αραιότητα των χαρτών ενεργοpiοίησης. Αν
και το ReLU δημιουργεί μηδενικά (σε αντίθεση με τους piροκατόχους του σιγμοειδής
και tanh), ο χάρτης ενεργοpiοίησής του αpiοτελείται αpiό αραιά χωρισμένες αλλά piυκνές
piεριοχές (Εικ. 6.1(b)) αντί για αραιές αιχμές. Το ίδιο ισχύει για άλλες γενικεύσεις
του ReLU, όpiως το Παραμετρικό ReLU [19] και το Maxout [20]. Πρόσφατα, στο k-
Sparse Autoencoders [21] χρησιμοpiοιήθηκε μια συνάρτηση ενεργοpiοίησης piου εφαρ-
μόζει κατωφλίωση μέχρι να piαραμείνουν οι k μεγαλύτερες ενεργοpiοιήσεις, ωστόσο
αυτή η μη-γραμμικότητα καλύpiτει μια piεριορισμένη piεριοχή του χάρτη ενεργοpiοίησης
δημιουργώντας αραιά αpiοσυνδεδεμένες piυκνές piεριοχές (Εικ. 6.1(c)), piαρόμοιες με την
piερίpiτωση ReLU.
Εpiιpiλέον συναρτήσεις ενεργοpiοίησης piου piαράγουν συνεχείς χάρτες ενερ-
γοpiοίησης (όpiως το ReLU) είναι λιγότερο βιολογικά εύλογες, εpiειδή οι βιολογικοί
νευρώνες σpiάνια βρίσκονται στο μέγιστο εpiίpiεδο κορεσμού τους [22] και εpiίσης
χρησιμοpiοιούν αιχμές για να εpiικοινωνούν αντί για συνεχείς τιμές [23]. Προηγούμενη
βιβλιογραφία έχει εpiίσης καταδείξει την αυξημένη βιολογική ευλογοφάνεια της
αραιότητας στα τεχνητά νευρωνικά δίκτυα [24]. Η αραιότητα εpiιpiέδου αιχμών στους
χάρτες ενεργοpiοίησης έχει ερευνηθεί διεξοδικά στα βιολογικώς piιο αpiοδεκτά μοντέλα
piου εpiικοινωνούν με βάση το ρυθμό (rate-based) [25], αλλά δεν έχει διερευνηθεί
διεξοδικά ως εpiιλογή σχεδιασμού για συναρτήσεις ενεργοpiοίησης σε συνδυασμό με
συνελικτικά φίλτρα.
Ο αυξημένος αριθμός βαρών και των μη-μηδενικών ενεργοpiοιήσεων καθιστούν τα
DNNs piολύpiλοκα και έτσι είναι δυσκολότερο να χρησιμοpiοιηθούν σε piροβλήματα
piου αpiαιτούν την αντιστοίχηση αιτιότητας της εξόδου με ένα συγκεκριμένο σύνολο
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νευρώνων. Η piλειοψηφία των τομέων piου κάνουν χρήση της μηχανικής μάθησης
συμpiεριλαμβανομένων τομέων όpiως η υγειονομική piερίθαλψη [26] αpiαιτούν τα μοντέλα
να είναι ερμηνεύσιμα και εξηγήσιμα piριν θεωρηθούν ως piιθανή λύση. Αν και αυτές οι
ιδιότητες μpiορούν να αυξηθούν χρησιμοpiοιώντας ανάλυση ευαισθησίας [27], μεθόδους
αpiοσυνέλιξης [28], Layerwise-Relevance Propagation [29] και Local-Interpretable
Model agnostic Explanations [30] θα ήταν piροτιμότερο να έχουμε αυτο-ερμηνεύσιμα
μοντέλα.
Εpiιpiλέον λαμβάνοντας υpiόψη ότι τα DNNs μαθαίνουν να αναpiαριστούν δεδομένα
χρησιμοpiοιώντας το συνδυαστικό σύνολο των βαρών και των μη-μηδενικών ενερ-
γοpiοιήσεων κατά τη διάρκεια της piρος-τα-εμpiρός διάδοσης, piροκύpiτει ένα ενδιαφέρον
ερώτημα:
Ποιες είναι οι εpiιpiτώσεις του συμβιβασμού μεγαλύτερου σφάλματος ανακατασκευής
των αναpiαραστάσεων και του λόγου συμpiίεσης των αναpiαραστάσεων σε σχέση με
στα αρχικά δεδομένα;
Προηγούμενη εργασία αpiό τους Blier et al. [31] έδειξε την ικανότητα των DNN να
συμpiιέζουν χωρίς αpiώλειες τα δεδομένα εισόδου και τα βάρη, αλλά χωρίς να piαίρνουν
υpiόψη τον αριθμό των μη-μηδενικών ενεργοpiοιήσεων. Σε αυτό το έργο, χαλαρώνουμε
την αpiαίτηση της μη-αpiώλειας και εpiίσης θεωρούμε τα νευρωνικά δίκτυα καθαρά ως
piροσεγγιστές συναρτήσεων, αντί για piιθανοτικά μοντέλα. Οι συνεισφορές του piαρόν-
τος είναι οι ακόλουθες piροτάσεις:
• Το μέτρο ϕ piου αξιολογεί μη-εpiιβλεpiώμενα μοντέλα με βάση το piόσο συμpiιεσ-
μένες είναι οι αναpiαραστάσεις σε σχέση με τα αρχικά δεδομένα και κατα piόσο
ακριβή είναι στις ανακατασκευές τους.
• Δίκτυα Αραιής Ενεργοpiοίησης (SANs) (Εικ. 6.2), στα οpiοία εpiιβάλλεται
αραιότητα αιχμών στον χάρτη ενεργοpiοίησης μέσω μιας συνάρτησης αραιής
ενεργοpiοίησης (Εικ. 6.1(d) και (e)).
6.2. Μέτρο ϕ
΄Εστω M ένα μοντέλο με q piυρήνες κάθε ένας αpiό τους οpiοίους με m(i) δείγματα
και έστω L η συνάρτηση αpiώλειας ανακατασκευής:
M : x 7−→ xˆ (6.1)
, όpiου x ∈ Rn είναι το διάνυσμα εισόδου και xˆ είναι η ανακατασκευή του x. Για
τον ορισμό του μέτρου ϕ χρησιμοpiοιούμε ένα νευρωνικό δίκτυο το οpiοίο piεριέχει
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συνελικτικά φίλτρα, piαρ’όλ’αυτά ο συγκεκριμένος ορισμός μpiορεί να γενικευτεί και σε
άλλες αρχιτεκτονικές. Το μέτρο ϕ αξιολογεί ένα μοντέλο με βάση δύο έννοιες: την
‘φλυαρία’ (verbosity) και την ακρίβειά του.
Η ‘φλυαρία’ στα νευρωνικά δίκτυα μpiορεί να γίνει αντιληpiτή ως αντιστρόφως
ανάλογη με το λόγο συμpiίεσης των αναpiαραστάσεων. Πρώτον, υpiολογίζουμε τον
αριθμό των βαρών W ενός μοντέλου M ως εξής:
W =
q∑
i=1
m(i) (6.2)
Εpiίσης υpiολογίζουμε τον αριθμό των μη-μηδενικών ενεργοpiοιήσεων A ενός μον-
τέλου M για είσοδο x ως:
Ax =
q∑
i=1
∥∥∥α(i)∥∥∥
0
(6.3)
, όpiου ‖·‖0 δηλώνει την ψευδο-νόρμα `0 και α(i) τον χάρτη ενεργοpiοίησης του ith
piυρήνα. Στη συνέχεια, χρησιμοpiοιώντας τις Εξισώσεις 6.2 και 6.3 ορίζουμε τη σχέση
συμpiίεσης CR του x σε σχέση με M ως:
CR =
n
W + (dim(x) + 1)Ax
(6.4)
, όpiου dim ορίζει την διαστασιμότητα. Ο λόγος piου piολλαpiλασιάζουμε τη διασ-
τασιμότητα του x με τον αριθμό των ενεργοpiοιήσεων Ax, είναι ότι piρέpiει να εξ-
ετάσουμε τη χωρική θέση κάθε μη-μηδενικής ενεργοpiοίησης εκτός αpiό το piλάτος
του για την ανακατασκευή x. Εpiιpiλέον, χρησιμοpiοιώντας αυτόν τον ορισμό του
CR δημιουργείται ένας εpiιθυμητός συμβιβασμός μεταξύ της χρήσης ενός μεγαλύτερου
piυρήνα με λιγότερες εμφανίσεις και ενός μικρότερου piυρήνα με piερισσότερες εμφανί-
σεις, βάσει του οpiοίου αpiοφασίζεται το μέγεθος του piυρήνα piου ελαχιστοpiοιεί το
CR.
΄Οσον αφορά την ακρίβεια ορίζουμε την κανονικοpiοιημένη αpiώλεια ανακατασκευής
ως εξής:
L˜(xˆ,x) = L(xˆ,x)L(0,x) (6.5)
Τέλος, χρησιμοpiοιώντας τις Εξισώσεις 6.4 και6.5 ορίζουμε το μέτρο ϕ1 του x σε
σχέση με M ως εξής:
ϕ = ‖(CR−1, L˜(xˆ,x))‖2 (6.6)
, όpiου ‖·‖2 ορίζει την ευκλείδια αpiόσταση.
1Η χρήση του συμβόλου ϕ piροέρχεται αpiό τον piρώτο χαρακτήρα του σύνθετου ελληνικού ουσι-
αστικού ‘φλύθος’ = φλύ + θος. Αpiοτελείται αpiό το piρώτο μέρος της λέξης φλύ-αρος και το δεύτερο
μέρος της λέξης λά-θος. Το φλύθος ορίζεται κυριολεκτικά ως:Παροχή ανακριβών piληροφοριών χρησι-
μοpiοιώντας piολλές λέξεις. Η κατάσταση του να είναι κανείς λάθος και φλύαρος ταυτόχρονα.
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΄Οσον αφορά την εpiιλογή υpiερpiαραμέτρων, ορίζουμε εpiίσης το μέτρο ϕ ενός
συνόλου δεδομένων ή μια μίνι-piαρτίδας σε σχέση με το M ως:
ϕ¯ =
1
l
l∑
j=1
ϕ(j) (6.7)
, όpiου l είναι ο αριθμός piαρατηρήσεων της βάσης δεδομένων ή το μέγεθος της piαρτίδας.
Το ϕ¯ είναι μη διαφοροpiοιήσιμο λόγω της piαρουσίας της ψευδο-νόρμας `0 στην
Εξ. 6.3. ΄Ενας τρόpiος για να ξεpiεραστεί αυτό το piρόβλημα, είναι η χρήση του L ως
τη διαφοροpiοιήσιμη συνάρτηση βελτιστοpiοίησης κατά τη διάρκεια της εκpiαίδευσης και
η χρήση του ϕ¯ ως το μέτρο για την εpiιλογή μοντέλου κατά την εpiικύρωση, κατά την
διάρκεια της οpiοίας piαίρνονται οι αpiοφάσεις για τις εpiιλογές των τιμών των υpiερ-
piαραμέτρων (όpiως το μέγεθος του piυρήνα).
6.3. Δίκτυα αραιής ενεργοpiοίησης
6.3.1. Συναρτήσεις αραιής ενεργοpiοίησης
Σε αυτή την υpiοενότητα ορίζουμε piέντε συναρτήσεις ενεργοpiοίησης φ και την
αντίστοιχη piαράμετρο αραιότητας piυκνότητας d(i) για τα οpiοία έχουμε:
φ : s 7−→ α (6.8)
Εpiιλέγουμε τιμές για το d(i) για κάθε συνάρτηση αραιής ενεργοpiοίησης έτσι ώστε
να έχουμε piερίpiου τον ίδιο αριθμό ενεργοpiοιήσεων για να έχουμε δίκαιη σύγκριση
μεταξύ των συναρτήσεων αραιής ενεργοpiοίησης (εκτός αpiό την Identity, η οpiοία δεν
έχει piαράμετρο αραιότητας).
Ταυτότητα
φ = 1. Η συνάρτηση ενεργοpiοίησης ταυτότητας (Identity) χρησιμεύει ως βάση
αναφοράς και διατηρεί ακέραια την είσοδό του, όpiως φαίνεται στην Εικ. 6.1(a). Για
αυτήν την piερίpiτωση, δεν εφαρμόζεται piαράμετρος αραιότητας d(i).
ReLU
φ = ReLU(s). Η συνάρτηση ενεργοpiοίησης ReLU piαράγει αραιά συνδεδεμένες
αλλά piυκνές piεριοχές, όpiως φαίνεται στην Εικ. 6.1(b). Για αυτήν την piερίpiτωση, δεν
εφαρμόζεται piαράμετρος αραιότητας d(i).
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κ-μέγιστα αpiολύτων
Η συνάρτηση κ-μεγίστων αpiολύτων (top-k absolutes) (piου ορίζεται στον αλγόρι-
θμο 1) διατηρεί τους δείκτες των k ενεργοpiοιήσεων με τη μεγαλύτερη αpiόλυτη τιμή
και μηδενίζει τις υpiόλοιpiες, όpiου 1 ≤ k < n ∈ N. Ορίσαμε d(i) = k, όpiου
k = bn/mcdim(x). Η συνάρτηση ενεργοpiοίησης αpiόλυτων κ-μεγίστων είναι piιο αραιή
αpiό το ReLU αλλά κάpiοια ακρότατα ενεργοpiοιούνται piολλαpiλά σε σχέση με άλλα
ακρότατα piου δεν ενεργοpiοιούνται καθόλου, όpiως φαίνεται στην Εικ. 6.1(c).
Algorithm 1 top-k absolutes
Input: s, k
Output: α
1: αi ← 0, i = 1 . . . card(s)
2: p← topk(|s|, k)
3: for i = 0 to card(s) do
4: αi(pi) = si(pi)
5: end for
6: return α
Δείκτες Συγκέντρωσης Ακρότατων
Η συνάρτηση ενεργοpiοίησης των δεικτών συγκέντρωσης ακρότατων (Extrema-
Pool indices) (piου ορίζεται στον Αλγόριθμο 2) διατηρεί μόνο τον δείκτη της ενερ-
γοpiοίησης με το μέγιστο αpiόλυτο piλάτος αpiό κάθε piεριοχή piου piεριγράφεται αpiό ένα
piλέγμα με την ίδια αναλυτικότητα όpiως το μέγεθος piυρήνα m(i) και μηδενίζει τις υpi-
όλοιpiες. Αpiοτελείται αpiό ένα στρώμα μέγιστης συγκέντρωσης ακολουθούμενο αpiό
ένα στρώμα μέγιστης αpiοσυγκέντρωσης με τις ίδιες piαραμέτρους, ενώ η piαράμετρος
αραιότητας d(i) σε αυτή την piερίpiτωση ορίζεται ως d(i) = m(i) < n ∈ N. Αυτή η
συνάρτηση ενεργοpiοίησης δημιουργεί piιο αραιούς χάρτες ενεργοpiοίησης αpiό τα αpiό-
λυτα κ-μέγιστα, piαρ’όλ’αυτά σε piεριpiτώσεις piου το piλέγμα της συγκέντρωσης είναι
κοντά σε ακρότατο υpiάρχει το ενδεχόμενο να ενεργοpiοιηθεί διpiλά (όpiως φαίνεται στην
Εικ. 6.1(d)).
Algorithm 2 Δείκτες συγκέντρωσης ακρότατων
Input: s, m
Output: α
1: p← maxpool(|s|,m)
2: α← maxunpool(s(p), p,m)
3: return α
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Ακρότατα
Η συνάρτηση ενεργοpiοίησης ακρότατων (Extrema) (piου ορίζεται στον Αλγόρι-
θμο 3) ανιχνεύει τα υpiοψήφια ακρότατα χρησιμοpiοιώντας τη μηδενική διέλευση της
piρώτης piαραγώγου και στη συνέχεια τις ταξινομεί σε φθίνουσα σειρά και σταδιακά
εξαλείφει εκείνες τα ακρότατα piου έχουν μικρότερο piλάτος αpiό ένα γειτονικό ακρό-
τατο σύμφωνα με μια piροκαθορισμένη αpiόσταση med. Η εpiιβολή ελάχιστης αpiόσ-
τασης ακρότατων στον αλγόριθμο ανίχνευσης ακρότατων καθιστά την α piιο αραιή
αpiό τις piροηγούμενες piεριpiτώσεις και λύνει το piρόβλημα της διpiλής ενεργοpiοίησης
ακρότατων piου εμφανίζουν οι δείκτες συγκέντρωσης ακρότατων (όpiως φαίνεται στην
Εικ. 6.1(e)). Η piαράμετρος αραιότητας σε αυτή την piερίpiτωση ορίζεται d(i) = med,
όpiου 1 ≤ med < n ∈ N είναι η ελάχιστη αpiόσταση ακρότατων. Ορίσαμε med = m(i)
για τη δίκαιη σύγκριση μεταξύ των συναρτήσεων αραιής ενεργοpiοίησης. Ειδικά για την
συνάρτηση ενεργοpiοίησης ακρότατων εισάγουμε μια piαράμετρο ‘συνοριακής ανοχής’
για να εpiιτρέψουμε μια piιο έγκαιρη ενεργοpiοίηση του νευρώνα.
Algorithm 3 Ανίχνευση ακρότατων με ελάχιστη αpiόσταση med
Input: s, med
Output: α
1: peaks←
(
ds
dt
+ ≥ 0
)
∧
(
ds
dt
−
< 0
)
2: valleys←
(
ds
dt
+
< 0
)
∧
(
ds
dt
− ≥ 0
)
# + and - denote one sample padding to the right and left respectively
3: z = peaks ∨ valleys
4: pi ← z > 0
5: pii ← sort(z)
6: pisorted ← pi(pii)
7: qi ← 0, i = 1 . . . card(s)
8: for i = 0 to card(s) do
9: if ¬qi then
10: pir ← pi ≥ pii −med
11: pil ← pi ≤ pii +med
12: pim ← pir ∧ pil
13: q ← q ∨ pim
14: qi ← 0
15: end if
16: end for
17: αind ← pisorted(¬q)
18: αi ← 0, i = 1 . . . card(s)
19: α(αi)← s(αind)
20: return α
6.3 Δίκτυα αραιής ενεργοpiοίησης 127
6.3.2. Αρχιτεκτονική και εκpiαίδευση των SANs
΄Εστω x ∈ Rn είναι ένα δεδομένο εισόδου, ωστόσο τα piαρακάτω μpiορεί να γενικευ-
τούν σε εισόδους piαρτίδων με διαφορετικά μήκη. ΄Εστω w(i) ∈ Rm(i) ο piίνακας βάρους
του ith piυρήνα ο οpiοίος αρχικοpiοιείται χρησιμοpiοιώντας μια κανονική κατανομή με
μέση τιμή µ και τυpiική αpiόκλιση σ:
w(i) ∼ N (µ, σ) (6.9)
, όpiου 0 ≤ i < q ∈ N είναι ο αριθμός των piυρήνων.
Αρχικά υpiολογίζουμε τους piίνακες ομοιότητας2 Το s(i) για καθένα αpiό τους piί-
νακες βάρους w(i) είναι:
s(i) = x ∗w(i) (6.10)
, όpiου ∗ είναι η συνέλιξη3 Για την διατήρηση του αρχικού μεγέθους του διανύσματος
εισόδου συμpiληρώνουμε με μηδενικά. Δεν χρειαζόμαστε όρο μεροληψίας εpiειδή θα
εφαρμοζόταν συνολικά στο s(i) κάτι το οpiοίο είναι σχεδόν ισοδύναμο με την μάθηση
της γραμμής βάσης x.
΄Εpiειτα, piερνάμε την s(i) και μια piαράμετρο αραιότητας d(i) στην συνάρτηση αραιής
ενεργοpiοίησης φ με αpiοτέλεσμα τον χάρτη ενεργοpiοίησης α(i):
α(i) = φ(s(i), d(i)) (6.11)
, όpiου α(i) είναι ένας αραιός piίνακας, του οpiοίου τα μη-μηδενικά στοιχεία υpiοδηλώνουν
τις χωρικές θέσεις των στιγμιότυpiων του ith piυρήνα. Η ακριβής μορφή του φ και του
d(i) εξαρτώνται αpiό την εpiιλογή της συνάρτησης αραιής ενεργοpiοίησης, οι οpiοίες
piαρουσιάζονται στην ενότητα 6.3.1.
Συνελλίσουμε κάθε α(i) με το αντίστοιχοw(i), έχοντας ως αpiοτέλεσμα ένα σύνολο
ατομικών ανακατασκευών r(i) της εισόδου:
r(i) = α(i) ∗w(i) (6.12)
, piου αpiοτελείται αpiό αραιά εpiαναλαμβανόμενα piρότυpiα w(i) με μεταβλητό piλάτος.
Τέλος, μpiορούμε να ανακατασκευάσουμε την είσοδο ως το άθροισμα των μεμονωμένων
ανακατασκευών r(i) ως εξής:
xˆ =
q∑
i=1
r(i) (6.13)
2Η piροηγούμενη βιβλιογραφία αναφέρεται σε αυτό ως ‘κρυφή μεταβλητή’, εδώ όμως χρησιμοpiοιούμε
μια piιο άμεση ονομασία piου ταιριάζει στο piλαίσιο του piαρόντος κειμένου.
3Χρησιμοpiοιούμε την συνέλιξη αντί της αλληλοσυσχέτισης μόνο για λόγους συμβατότητας με την
piροηγούμενη βιβλιογραφία και τα υpiολογιστικά piλαίσια. Η χρήση αλληλοσυσχέτισης θα piαρήγαγε
τα ίδια αpiοτελέσματα και εpiιpiλέον δεν θα αpiαιτούσε την piεριστροφή των piυρήνων κατά τη διάρκεια
της οpiτικοpiοίησης.
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Figure 6.2: Διαγράμματα της piρος-τα-εμpiρός διάδοσης 1D και 2D SAN με δύο piυρήνες
για piαραδείγματα αpiό την βάση δεδομένων εpiιληψίας UCI και MNIST αντίστοιχα. Οι
εικόνες αpiεικονίζουν τις ενδιάμεσες αναpiαραστάσεις; το x δηλώνει το σήμα εισόδου
(μpiλε γραμμή), τοw(i) τους piυρήνες (κόκκινη γραμμή), το s(i) τους piίνακες ομοιότητας
(piράσινη γραμμή), το α(i) τους χάρτες ενεργοpiοίησης (κυανές γραμμές με μpiλε δείκ-
τες), το r(i) την μερική ανακατασκευή αpiό κάθε w(i) και το xˆ την ανακατασκευασμένη
είσοδο (κόκκινη γραμμή). Για λόγους σύγκρισης, η διαφανής piράσινη γραμμή στο α(i)
δηλώνει το αντίστοιχο s(i) και η διαφανή μpiλε γραμμή στο xˆ δηλώνει την είσοδο x. Ο
εκθέτης i = 0, 1 αντιστοιχεί στον piρώτο και στον δεύτερο piυρήνα και στις ενδιάμεσες
αναpiαραστάσεις. Οι κύκλοι δηλώνουν συναρτήσεις. Το L δηλώνει τη συνάρτηση
αpiώλειας, το φ τη συνάρτηση αραιής ενεργοpiοίησης, το ∗ τη συνάρτηση συνέλιξης
και το + τον τελεστή piρόσθεσης. ΄Ολες οι συναρτήσεις εκτελούνται ξεχωριστά για
κάθε w(i), ωστόσο για οpiτική διαύγεια αpiεικονίζουμε μόνο μία συνάρτηση για κάθε
βήμα. Αpiοχρώσεις του κόκκινου και του μpiλε αpiεικονίζουν θετικές και αρνητικές
τιμές αντίστοιχα. Η Peak συνάρτηση ενεργοpiοίησης χρησιμοpiοιήθηκε και για τα δύο
δίκτυα.
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Το μέσο αpiόλυτο σφάλμα (Mean Absolute Error, MAE) της εισόδου x και η
piρόβλεψη xˆ υpiολογίζεται ως εξής:
L (x, xˆ) = 1
n
n∑
t=1
|xˆt − xt| (6.14)
, όpiου ο δείκτης t δηλώνει το tth δείγμα. Η εpiιλογή της ΜΑΕ βασίζεται στην ανάγκη να
αντιμετωpiιστούν οι αpiομακρυσμένες τιμές των δεδομένων με το ίδιο βάρος με τις κανον-
ικές τιμές. Ωστόσο τα SAN δεν piεριορίζονται στη χρήση του MAE αλλά μpiορούν να
χρησιμοpiοιήσουν και άλλες συναρτήσεις αpiώλειας, όpiως το μέσο τετραγωνικό σφάλμα.
Χρησιμοpiοιώντας backpropagation υpiολογίζονται οι κλίσεις του σφάλματος
αpiώλειας L σε σχέση με το w(i):
∇L =
(
∂L
∂w(1)
, . . . ,
∂L
∂w(q)
)
(6.15)
Τέλος, το w(i) ενημερώνεται χρησιμοpiοιώντας τον ακόλουθο κανόνα μάθησης:
∆w(i) = −λ ∂L
∂w(i)
(6.16)
, όpiου λ είναι ο ρυθμός μάθησης.
Μετά την εκpiαίδευση, θεωρούμε τα α(i) (τα οpiοία υpiολογίζονται κατά τη διάρκεια
της piρος-τα-εμpiρός διάδοσης αpiό την Εξ. 6.11) και τα w(i) (τα οpiοία υpiολογίζονται με
τη χρήση του backpropagation αpiό την Εξ. 6.16) ως τη συμpiιεσμένη αναpiαράσταση
x, η οpiοία μpiορεί να ανακατασκευαστεί αpiό τις Εξισώσεις 6.12 και 6.13:
xˆ =
q∑
i=1
(
α(i) ∗w(i)) (6.17)
΄Οσον αφορά το μέτρο ϕ και piαίρνοντας υpiόψη την Εξ. 6.17 στόχος μας είναι να
υpiολογίσουμε μια όσο το δυνατόν ακριβή αναpiαράσταση του x μέσω των α(i) και w(i)
με τον μικρότερο αριθμό μη-μηδενικών ενεργοpiοιήσεων και βαρών.
Η γενική διαδικασία εκpiαίδευσης των SAN για piολλαpiλές εpiοχές χρησιμοpiοιώντας
piαρτίδες (αντί για ένα piαράδειγμα όpiως piαρουσιάστηκε piροηγουμένως) piαρουσιάζεται
στον Αλγόριθμο 4.
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Algorithm 4 Εκpiαίδευση δικτύων αραιής ενεργοpiοίησης
Input: x
Output: α, w
Hyperparameters: m, µ, σ, q, φ, d, λ, epochs, batches
1: for i = 1 to q do
2: w(i) ∼ N (µ, σ)
3: end for
4: for e = 1 to epochs do
5: for b = 1 to batches do
6: x(b) ∼ x
7: for i = 1 to q do
8: s(i) ← x(b) ∗w(i)
9: α(i) ← φ(s(i), d(i))
10: r(i) ← α(i) ∗w(i)
11: end for
12: xˆ(b) ←
q∑
i=1
r(i)
13: L ← 1
n
n∑
t=1
|xˆ(b)t − x(b)t |
14: ∇L = ( ∂L
∂w(1)
, . . . ∂L
∂w(q)
)
15: ∆w(i) = −λ ∂L
∂w(i)
16: end for
17: end for
18: return α, w
6.4. Πειράματα
Για όλα τα piειράματα τα βάρη των piυρήνων SAN αρχικοpiοιούνται χρησιμοpiοιώντας
την κανονική κατανομή N (µ, σ) με µ = 0 και σ = 0.1. Χρησιμοpiοιήσαμε τον Adam [3]
ως βελτιστοpiοιητή με ρυθμό μάθησης λ = 0.01, b1 = 0.9, b2 = 0.999, epsilon  = 10−8
χωρίς σταδιακή αpiομείωση βαρών. Για την υλοpiοίηση και την εκpiαίδευση των SANs
χρησιμοpiοιήσαμε το Pytorch [32], με NVIDIA Titan X Pascal GPU 12GB RAM και
12 Core Intel i7-8700 CPU @ 3.20GHz σε λειτουργικό σύστημα Linux.
6.4 Πειράματα 131
6.4.1. Σύγκριση του μέτρου ϕ για συναρτήσεις αραιής
ενεργοpiοίησης και διάφορα μεγέθη piυρήνα στην
Physionet
Εδώ μελετάμε την εpiίδραση στο ϕ¯, της εpiιλογής του μεγέθους piυρήνα m και των
συναρτήσεων αραιής ενεργοpiοίησης piου ορίστηκαν στην ενότητα 6.3.1.
Βάσεις δεδομένων
Χρησιμοpiοιούμε ένα σήμα αpiό καθεμία αpiό τις 15 βάσεις δεδομένων της Physionet
piου αναφέρονται στην piρώτη στήλη του Πίνακα 6.1. Κάθε σήμα αpiοτελείται αpiό
12000 δείγματα τα οpiοία με τη σειρά τους κατανέμονται σε 12 σήματα με 1000 δείγμα
το καθένα, για τη δημιουργία των σημάτων εκpiαίδευσης (6), εpiικύρωσης (2 σήματα)
και δοκιμής (4 σήματα). Η μόνη piροεpiεξεργασία piου γίνεται είναι η αφαίρεση του
μέσου όρου και διαίρεση με την τυpiική αpiόκλιση στα σήματα των 1000 δειγμάτων.
Ρύθμιση piειράματος
Εκpiαιδεύουμε τέσσερα SAN (ένα για κάθε συνάρτηση αραιής ενεργοpiοίησης) για
καθεμία αpiό τις 15 βάσεις δεδομένων της Physionet για 30 εpiοχές με μέγεθος piαρτίδας
2 και μέγεθος piυρήνων piου κυμαίνονται στην piεριοχή [1, 250]. Κατά τη διάρκεια της
εpiικύρωσης εpiιλέξαμε τα μοντέλα με μέγεθος piυρήνα piου piέτυχαν το καλύτερο ϕ¯ αpiό
όλες τις εpiοχές. Κατά τη διάρκεια των δοκιμών τροφοδοτούμε τα δεδομένα δοκιμής
στο εpiιλεγμένο μοντέλο και υpiολογίζουμε τα CR−1, L˜ και ϕ¯ για αυτό το σύνολο
υpiερpiαραμέτρων όpiως φαίνεται στον Πίνακα 6.1. Για τη συνάρτηση ενεργοpiοίησης
ακρότατων θέτουμε ‘συνοριακή ανοχή’ τριών δειγμάτων.
Αpiοτελέσματα
Η ύpiαρξη των τριών ξεχωριστών ομάδων piου αpiεικονίζονται στην Εικ. 6.3 και
Εικ. 6.4(a) μεταξύ της Identity, του ReLU και των υpiολοίpiων είναι το αpiοτέλεσμα
της εpiίδρασης της αραιότητας των συναρτήσεων ενεργοpiοίησης στις αναpiαραστάσεις.
΄Οσο αραιότερη η συνάρτηση ενεργοpiοίησης είναι τόσο piερισσότερο συμpiιέζεται η ανα-
piαράσταση, μερικές φορές σε βάρος του σφάλματος ανακατασκευής. Ωστόσο, με οpi-
τική εpiιθεώρηση της Εικ.6.5 μpiορούμε να εpiιβεβαιώσουμε ότι τα βάρη των SANs με
αραιότερους χάρτες ενεργοpiοίησης (Extrema-Pool indices και Extrema) αντιστοιχούν
σε εpiαναλαμβανόμενα μοτίβα των βάσεων δεδομένων, εpiιτυγχάνοντας έτσι υψηλή ερμη-
νευσιμότητα. Αυτά τα αpiοτελέσματα δείχνουν ότι το σφάλμα ανακατασκευής αpiό μόνο
του δεν είναι εpiαρκές μέτρο για την αpiοσύνθεση δεδομένων σε ερμηνεύσιμα στοιχεία.
Προσpiαθώντας να εpiιτύχουμε αpiοκλειστικά μικρότερο σφάλμα ανακατασκευής (όpiως
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στην piερίpiτωση της Identity) έχουμε ως αpiοτέλεσμα θορυβώδεις piυρήνες, ενώ το συν-
δυασμένο μέτρο του σφάλματος ανακατασκευής και του λόγου συμpiίεσης (μικρότερο
ϕ¯) έχει ως αpiοτέλεσμα ερμηνεύσιμους piυρήνες. Συγκρίνοντας τις διαφορές στο ϕ¯
μεταξύ του Identity, του ReLU και των υpiόλοιpiων συναρτήσεων αραιής ενεργοpiοίησης
στην Εικ. 6.4(c) piαρατηρούμε ότι οι τελευταίες piαράγουν μια piεριοχή ελαχίστων στην
οpiοία έχουμε ως αpiοτέλεσμα ερμηνεύσιμους piυρήνες.
6.4.2. Αξιολόγηση της ανακατασκευής των SANs με
χρήση εpiιβλεpiώμενου CNN για αναγνώριση εpiιλ-
ηψίας στην UCI
Εδώ μελετάμε την piοιότητα των ανακατασκευών των SAN εκpiαιδεύοντας ένα εpi-
ιτηρούμενο 1D Συνελικτικό Νευρωνικό Δίκτυο (CNN) στις εξόδους του κάθε SAN.
Εpiίσης, μελετάμε την εpiίδραση piου έχει το m στο ϕ¯ και την ακρίβεια του ταξινομητή
για τις piέντε συναρτήσεις αραιής ενεργοpiοίησης.
Βάση δεδομένων
Χρησιμοpiοιούμε τη βάση δεδομένων αναγνώρισης εpiιληψίας αpiό την UCI piου
αpiοτελείται αpiό 500 σήματα των 4097 δειγμάτων (23.5 δευτερόλεpiτα) το καθένα. Η
βάση δεδομένων αpiαριθμείται σε piέντε κατηγορίες με 100 σήματα για κάθε κατηγορία.
Για τους σκοpiούς αυτής της εργασίας χρησιμοpiοιούμε μια piαραλλαγή της βάσης δε-
δομένων4 στην οpiοία τα EEG σήματα χωρίζονται σε τμήματα των 178 δειγμάτων το
καθένα, με αpiοτέλεσμα μια ισορροpiημένη βάση δεδομένων piου αpiοτελείται αpiό 11500
σήματα EEG συνολικά.
Ρύθμιση piειράματος
Αρχικά, συγχωνεύουμε τις κατηγορίες όγκων (2 και 3) και των ματιών (4 και
5) με αpiοτέλεσμα μια τροpiοpiοιημένη βάση δεδομένων τριών κατηγοριών (όγκος, μά-
τια, εpiιληψία). Στη συνέχεια διαιρούμε τα 11500 σήματα σε 76%, 12% και 12%
(8740, 1380, 1380) ως δεδομένα εκpiαίδευσης, εpiικύρωσης και δοκιμής αντίστοιχα και
κανονικοpiοιούμε στο εύρος [0, 1] χρησιμοpiοιώντας το ολικό μέγιστο και ελάχιστο. Για
τα SAN χρησιμοpiοιήσαμε δύο piυρήνες q = 2 με μεταβλητό μήκος εύρους [15, 22] και
εκpiαιδεύσαμε για 5 εpiοχές με μέγεθος piαρτίδας 32. Μετά την εκpiαίδευση, εpiιλέγουμε
το μοντέλο piου εμφάνισε το χαμηλότερο ϕ¯ αpiό όλες τις εpiοχές.
Κατά τη διάρκεια της εpiιβλεpiώμενης μάθησης, τα βάρη των piυρήνων piαγώνουν και
ένα CNN στοιβάζεται piάνω αpiό τις ανακατασκευές των SAN. Ο εξαγωγέας χαρακ-
4https://archive.ics.uci.edu/ml/datasets/Epileptic+Seizure+Recognition
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Figure 6.3: Αντίστροφος λόγος συμpiίεσης (CR−1) έναντι κανονικοpiοιημένης αpiώλειας
ανακατασκευής (L˜) για 15 βάσεις δεδομένων της Physionet και για διάφορα μεγέθη
piυρήνα. Οι piέντε μικρές γραφικές piαραστάσεις με το κίτρινο φόντο στα δεξιά της κάθε
εικόνας, αpiεικονίζουν τον αντίστοιχο piυρήνα για το μέγεθος του piυρήνα piου piέτυχε
το καλύτερο ϕ.
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τηριστικών του CNN αpiοτελείται αpiό δύο συνελικτικά εpiίpiεδα με φίλτρα 3 και 16 και
μέγεθος piυρήνα 5, το καθένα αpiό τα οpiοία ακολουθείται αpiό ένα ReLU και Extrema-
Pool με μέγεθος συγκέντρωσης 2. Ο ταξινομητής αpiοτελείται αpiό τρία piλήρως συνδ-
εδεμένα εpiίpiεδα με μονάδες 656, 120 και 84. Τα piρώτα δύο αpiό τα piλήρως συνδεδεμένα
εpiίpiεδα ακολουθούνται αpiό ένα ReLU ενώ το τελευταίο piερνάει αpiό ένα log-softmax
το οpiοίο piαράγει τις piροβλέψεις. Το CNN εκpiαιδεύεται για 5 piρόσθετες εpiοχές με το
ίδιο μέγεθος piαρτίδας και τη διαδικασία εpiιλογής μοντέλου όpiως και με τα SAN και
την αρνητική λογαριθμική piιθανοφάνεια ως συνάρτηση αpiώλειας. Για τη συνάρτηση
ενεργοpiοίησης ακρότατων θέτουμε ‘συνοριακή ανοχή’ δύο δειγμάτων.
Αpiοτελέσματα
΄Οpiως φαίνεται στον Πίνακα. 6.2, αν και χρησιμοpiοιούμε ένα σημαντικά μειωμένο
μέγεθος αναpiαράστασης, η ακρίβεια δεν piέφτει ανάλογα κάτι το οpiοίο δείχνει ότι
τα SANs εpiιλέγουν τα piιο σημαντικά χαρακτηριστικά για να αναpiαραστήσουν τα δε-
δομένα. Για piαράδειγμα, για m = 15 για την Peak συνάρτηση ενεργοpiοίησης, υpiάρχει
μια piτώση ακρίβειας 1.44% (το CNN βάση αναφοράς με τα αρχικά δεδομένα piέτυχε
82.14%) piαρόλο piου χρησιμοpiοιήθηκε μια μειωμένη αναpiαράσταση με μόλις 34% μέγε-
θος σε σχέση με τα αρχικά δεδομένα.
6.4.3. Αξιολόγηση της ανακατασκευής των SANs με
χρήση εpiιβλεpiώμενου FNN στην MNIST και
FMNIST
Βάση δεδομένων
Για την ίδια εργασία με την piροηγούμενη, αλλά για 2D, χρησιμοpiοιούμε την
MNIST [33] η οpiοία αpiοτελείται αpiό μια βάση δεδομένων εκpiαίδευσης 60000 χειρό-
γραφων ψηφίων στην κλίμακα του γκρι και μια βάση δεδομένων δοκιμής με 10000
εικόνες καθεμία με μέγεθος 28 × 28. Η ίδια διαδικασία ακολουθείται και για την
FMNIST [34].
Ρύθμιση piειράματος
Τα μοντέλα αpiοτελούνται αpiό δύο piυρήνες q = 2 με μεταβλητό μήκος στο εύρος
[1, 6]. Χρησιμοpiοιούμε 10000 εικόνες αpiό τη βάση δεδομένων εκpiαίδευσης για εpiικύρ-
ωση και εκpiαιδεύουμε με τα υpiόλοιpiα 50000 για 5 εpiοχές και μέγεθος piαρτίδας 64.
Δεν εφαρμόζουμε piροεpiεξεργασία στις εικόνες.
Κατά τη διάρκεια της εpiιβλεpiώμενης μάθησης, τα βάρη των piυρήνων piαγώνουν
και ένα μονοστρωματικό piλήρως συνδεδεμένο δίκτυο (FNN) στοιβάζεται piάνω αpiό τις
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τελικές ανακατασκευές των SAN. Το FNN εκpiαιδεύεται για 5 piρόσθετες εpiοχές με
την ίδια διαδικασία εpiιλογής μοντέλου και μέγεθος piαρτίδας όpiως και με τα SANs και
την αρνητική λογαριθμική piιθανοφάνεια ως συνάρτηση αpiώλειας. Για τη συνάρτηση
ενεργοpiοίησης ακρότατων θέτουμε ‘συνοριακή ανοχή’ δύο δειγμάτων.
Αpiοτελέσματα
΄Οpiως φαίνεται στον Πίνακα 6.3, η ακρίβεια piου εpiιτυγχάνεται με τις ανακατασκευές
ορισμένων SANs είναι συγκρίσιμη με εκείνες ενός FNN piου έχει εκpiαιδευτεί στα αρχικά
δεδομένα (92.17%), αν και έχουν συμpiιεστεί σε μεγάλο βαθμό. Είναι ενδιαφέρον να
τονιστεί ότι σε μερικές piεριpiτώσεις οι ανακατασκευές των SANs, όpiως των Extrema-
Pool indices, piέτυχαν καλύτερη ακρίβεια αpiό τα αρχικά δεδομένα. Αυτό υpiοδηλώνει
τη συντριpiτική piαρουσία piεριττής piληροφορίας piου βρίσκεται στις αρχικές εικόνες
των αρχικών δεδομένων και την δυνατότητα των SANs να εξάγουν τα piιο σημαντικά
χαρακτηριστικά αpiό τα δεδομένα.
6.5. Συζήτηση
Τα SANs σε συνδυασμό με το μέτρο ϕ συμpiιέζουν την piεριγραφή των δεδομένων σε
w(i) και α(i) κατά piαρόμοιο τρόpiο με ένα piλαίσιο γλώσσας ελάχιστης piεριγραφής (Min-
imum Description Language). Τα piειράματα piου έγιναν στην ενότητα 6.4 δείχνουν
ότι η χρήση της ταυτότητας, του ReLU και (σε μικρότερο βαθμό) των Μέγιστων-
Ενεργοpiοιήσεων piαράγουν θορυβώδη χαρακτηριστικά, ενώ αpiό την άλλη piλευρά οι
δείκτες συγκέντρωσης ακρότατων και τα ακρότατα piαράγουν σταθερά χαρακτηρισ-
τικά και μpiορούν να piροσαρμοστούν χρησιμοpiοιώντας piαραμέτρους (μήκος piυρήνα,
και med) των οpiοίων οι τιμές μpiορούν να καθοριστούν με αpiλή εpiισκόpiηση των δε-
δομένων.
Αpiό την piλευρά της μάθησης αραιών λεξιλογίων (Sparse Dictionary Learning), οι
piυρήνες των SANs θα μpiορούσαν να θεωρηθούν ως άτομα ενός λεξικού piου ειδικεύεται
στην ερμηνευτική αντιστοίχιση μοτίβων (e.g. για είσοδο ECG οι piυρήνες των SAN είναι
ECG beats) και ο χάρτης αραιής ενεργοpiοίησης ως η αναpiαράσταση. Το γεγονός
ότι τα SANs είναι ευρύ με λιγότερα και μεγαλύτερα μεγέθη piυρήνα αντί για βαθιά με
μικρότερα και piερισσότερα μεγέθη piυρήνα, τα καθιστούν piιο ερμηνεύσιμα αpiό τα DNN
και σε ορισμένες piεριpiτώσεις χωρίς να θυσιάζουν σημαντική ακρίβεια.
΄Ενα piλεονέκτημα των SANs σε σχέση με τους Αραιούς Αυτοκωδικοpiοιητές
(Sparse Autoencoders) [35] είναι ότι ο piεριορισμός της εγγύτητας των ενερ-
γοpiοιήσεων μpiορεί να εφαρμοστεί ατομικά για κάθε διάνυσμα εισόδου σε αντίθεση
με τον υpiολογισμό της piρος-τα-εμpiρός διάδοσης όλων των διανυσμάτων εισόδου.
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Εpiιpiλέον, τα SANs δημιουργούν ακριβή μηδενικά αντί για piερίpiου-μηδενικά, κάτι το
οpiοίο μειώνει την piροσαρμογή μεταξύ των ενεργοpiοιήσεων των νευρώνων.
Το ϕ θα μpiορούσε να θεωρηθεί ως μια εναλλακτική τυpiοpiοίηση του ξυραφιού του
Occam [36], όpiως η θεωρία του Solomonov για την εpiαγωγική εξαγωγή [37], αλλά
με μια αιτιοκρατική ερμηνεία αντί για piιθανοτική. Το κόστος της piεριγραφής των δε-
δομένων μpiορεί να θεωρηθεί ότι είναι ανάλογο του αριθμού των βαρών και του αριθμού
των μη-μηδενικών ενεργοpiοιήσεων, ενώ η piοιότητα της piεριγραφής είναι ανάλογη με
την αpiώλεια ανακατασκευής. Το μέτρο ϕ σχετίζεται εpiίσης με τη θεωρία του rate-
distortion [38], όpiου η μέγιστη piαραμόρφωση ορίζεται σύμφωνα με την ανθρώpiινη
αντίληψη, η οpiοία όμως αναpiόφευκτα εισάγει piροκατάληψη. Υpiάρχει εpiίσης σχέση με
τον τομέα της συμpiιεσμένης ανίχνευσης (Compressed Sensing) [39], στην οpiοία εκ-
μεταλλευόμαστε την αραιότητα των δεδομένων, εpiιτρέpiοντάς μας να τα ανακατασκευά-
σουμε με λιγότερα δείγματα αpiό αυτό piου αpiαιτείται αpiό το θεώρημα Nyquist-Shannon
και τον τομέα της εξαγωγής σταθερών χαρακτηριστικών (Robust Feature Extrac-
tion) [40] όpiου τα χαρακτηριστικά χρησιμοpiοιούνται για αντιpiροσώpiευση των αρχικών
δεδομένων. Οι Olshausen et al. [41] piαρουσίασαν μια συνάρτηση βελτιστοpiοίησης piου
εξετάζει υpiοκειμενικά μέτρα της αραιότητας των χαρτών ενεργοpiοίησης, ωστόσο σε
αυτό το έργο χρησιμοpiοιούμε το άμεσο μέτρο του λόγου συμpiίεσης. Προηγούμενες
εργασίες όpiως [42] χρησιμοpiοίησαν ένα σταθμισμένο συνδυασμό του αριθμού των
νευρώνων, της διαφοράς μεταξύ των διαστημάτων root-mean-squared και ενός συντε-
λεστή συσχέτισης για τη συνάρτηση βελτιστοpiοίησης ενός FNN ως μέτρο αλλά χωρίς
να ληφθεί υpiόψη ο αριθμός των μη-μηδενικών ενεργοpiοιήσεων.
΄Ενας piεριορισμός των SAN είναι η χρήση μεταβλητών piυρήνων μόνο στο piλάτος,
το οpiοίο δεν εpiαρκεί για piιο piερίpiλοκα δεδομένα και εpiίσης δεν αξιοpiοιείται piλήρως
η συμpiιεστότητα των δεδομένων. Μια piιθανή λύση θα ήταν να χρησιμοpiοιηθεί ένας
δειγματολήpiτης piλέγματος [43] για τον piυρήνα, ο οpiοίος θα του εpiέτρεpiε να μάθει piιο
γενικές μεταβολές (όpiως κλίμακα) αpiό την αpiλή μεταβλητότητα piλάτους. Ωστόσο,
οι piρόσθετες ιδιότητες του piυρήνα θα piρέpiει να εpiιλέγονται piαίρνοντας υpiόψη τις
εpiιpiτώσεις στο μέτρο ϕ; το μοντέλο θα piρέpiει να συμpiιεστεί piερισσότερο με μειωμένη
αpiώλεια ανακατασκευής.
142 6.5 Βιβλιογραφία
Βιβλιογραφία
[1] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning. nature,
521(7553):436, 2015.
[2] David E Rumelhart, Geoffrey E Hinton, and Ronald J Williams. Learning
representations by back-propagating errors. nature, 323(6088):533, 1986.
[3] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimiza-
tion. arXiv preprint arXiv:1412.6980, 2014.
[4] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification
with deep convolutional neural networks. In Advances in neural information
processing systems, pages 1097–1105, 2012.
[5] Alex Graves, Abdel-rahman Mohamed, and Geoffrey Hinton. Speech recogni-
tion with deep recurrent neural networks. In 2013 IEEE international confer-
ence on acoustics, speech and signal processing, pages 6645–6649. IEEE, 2013.
[6] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon Shlens, and Zbigniew
Wojna. Rethinking the inception architecture for computer vision. In Proceed-
ings of the IEEE conference on computer vision and pattern recognition, pages
2818–2826, 2016.
[7] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for
large-scale image recognition. arXiv preprint arXiv:1409.1556, 2014.
[8] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learn-
ing for image recognition. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 770–778, 2016.
[9] Chiyuan Zhang, Samy Bengio, Moritz Hardt, Benjamin Recht, and Oriol
Vinyals. Understanding deep learning requires rethinking generalization. arXiv
preprint arXiv:1611.03530, 2016.
[10] Jonathan Frankle and Michael Carbin. The lottery ticket hypothesis: Finding
sparse, trainable neural networks. In International Conference on Learning
Representations, 2019.
[11] Alireza Aghasi, Afshin Abdi, Nam Nguyen, and Justin Romberg. Net-trim:
Convex pruning of deep neural networks with performance guarantee. In Ad-
vances in Neural Information Processing Systems, pages 3177–3186, 2017.
6.5 Βιβλιογραφία 143
[12] Ji Lin, Yongming Rao, Jiwen Lu, and Jie Zhou. Runtime neural pruning. In
Advances in Neural Information Processing Systems, pages 2181–2191, 2017.
[13] Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Rus-
lan Salakhutdinov. Dropout: a simple way to prevent neural networks from
overfitting. The journal of machine learning research, 15(1):1929–1958, 2014.
[14] Simon B Laughlin and Terrence J Sejnowski. Communication in neuronal net-
works. Science, 301(5641):1870–1874, 2003.
[15] Diederik P Kingma and Max Welling. Auto-encoding variational bayes. arXiv
preprint arXiv:1312.6114, 2013.
[16] Yoshua Bengio, Patrice Simard, Paolo Frasconi, et al. Learning long-term de-
pendencies with gradient descent is difficult. IEEE transactions on neural net-
works, 5(2):157–166, 1994.
[17] Xavier Glorot, Antoine Bordes, and Yoshua Bengio. Deep sparse rectifier neural
networks. In Proceedings of the fourteenth international conference on artificial
intelligence and statistics, pages 315–323, 2011.
[18] Vinod Nair and Geoffrey E Hinton. Rectified linear units improve restricted
boltzmann machines. In Proceedings of the 27th international conference on
machine learning (ICML-10), pages 807–814, 2010.
[19] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Delving deep into
rectifiers: Surpassing human-level performance on imagenet classification. In
Proceedings of the IEEE international conference on computer vision, pages
1026–1034, 2015.
[20] Ian Goodfellow, David Warde-Farley, Mehdi Mirza, Aaron Courville, and
Yoshua Bengio. Maxout networks. In Proceedings of the 30th International
Conference on Machine Learning, volume 28, pages 1319–1327, 17–19 Jun 2013.
[21] Alireza Makhzani and Brendan Frey. K-sparse autoencoders. arXiv preprint
arXiv:1312.5663, 2013.
[22] Paul Bush and Terrence Sejnowski. Inhibition synchronizes sparsely connected
cortical neurons within and between columns in realistic network models. Jour-
nal of computational neuroscience, 3(2):91–110, 1996.
[23] Yoshua Bengio, Dong-Hyun Lee, Jorg Bornschein, Thomas Mesnard, and
Zhouhan Lin. Towards biologically plausible deep learning. arXiv preprint
arXiv:1502.04156, 2015.
144 6.5 Βιβλιογραφία
[24] Martin Rehn and Friedrich T Sommer. A network that uses few active neurones
to code visual input predicts the diverse shapes of cortical receptive fields.
Journal of computational neuroscience, 22(2):135–146, 2007.
[25] Thomas Heiberg, Birgit Kriener, Tom Tetzlaff, Gaute T Einevoll, and Hans E
Plesser. Firing-rate models for neurons with a broad repertoire of spiking be-
haviors. Journal of computational neuroscience, 45(2):103–132, 2018.
[26] Paschalis Bizopoulos and Dimitrios Koutsouris. Deep learning in cardiology.
IEEE reviews in biomedical engineering, 12:168–193, 2019.
[27] Karen Simonyan, Andrea Vedaldi, and Andrew Zisserman. Deep inside convo-
lutional networks: Visualising image classification models and saliency maps.
arXiv preprint arXiv:1312.6034, 2013.
[28] Matthew D Zeiler and Rob Fergus. Visualizing and understanding convolutional
networks. In European conference on computer vision, pages 818–833. Springer,
2014.
[29] Sebastian Bach, Alexander Binder, Gre´goire Montavon, Frederick Klauschen,
Klaus-Robert Mu¨ller, and Wojciech Samek. On pixel-wise explanations for
non-linear classifier decisions by layer-wise relevance propagation. PloS one,
10(7):e0130140, 2015.
[30] Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. Why should i trust
you?: Explaining the predictions of any classifier. In Proceedings of the 22nd
ACM SIGKDD international conference on knowledge discovery and data min-
ing, pages 1135–1144. ACM, 2016.
[31] Le´onard Blier and Yann Ollivier. The description length of deep learning mod-
els. In Advances in Neural Information Processing Systems, pages 2216–2226,
2018.
[32] Adam Paszke, Sam Gross, Soumith Chintala, Gregory Chanan, Edward Yang,
Zachary DeVito, Zeming Lin, Alban Desmaison, Luca Antiga, and Adam Lerer.
Automatic differentiation in pytorch. 2017.
[33] Yann LeCun, Le´on Bottou, Yoshua Bengio, Patrick Haffner, et al. Gradient-
based learning applied to document recognition. Proceedings of the IEEE,
86(11):2278–2324, 1998.
[34] Han Xiao, Kashif Rasul, and Roland Vollgraf. Fashion-mnist: a novel im-
age dataset for benchmarking machine learning algorithms. arXiv preprint
arXiv:1708.07747, 2017.
6.5 Βιβλιογραφία 145
[35] Andrew Ng et al. Sparse autoencoder. CS294A Lecture notes, 72(2011):1–19,
2011.
[36] Andrei N Soklakov. Occam’s razor as a formal basis for a physical theory.
Foundations of Physics Letters, 15(2):107–135, 2002.
[37] Ray J Solomonoff. A formal theory of inductive inference. part i. Information
and control, 7(1):1–22, 1964.
[38] T Burger. Rate distortion theory, 1971.
[39] David L Donoho et al. Compressed sensing. IEEE Transactions on information
theory, 52(4):1289–1306, 2006.
[40] Yelin Kim, Honglak Lee, and Emily Mower Provost. Deep learning for robust
feature generation in audiovisual emotion recognition. In 2013 IEEE interna-
tional conference on acoustics, speech and signal processing, pages 3687–3691.
IEEE, 2013.
[41] Bruno A Olshausen and David J Field. Emergence of simple-cell receptive field
properties by learning a sparse code for natural images. Nature, 381(6583):607,
1996.
[42] Bo Zhang, Jiasheng Zhao, Xiao Chen, and Jianhuang Wu. Ecg data compression
using a neural network model based on multi-objective optimization. PloS one,
12(10):e0182500, 2017.
[43] Max Jaderberg, Karen Simonyan, Andrew Zisserman, et al. Spatial transformer
networks. In Advances in neural information processing systems, pages 2017–
2025, 2015.

7. Εpiίλογος
Με κάθε τεχνολογική piρόοδο η ιατρική, η οpiοία μέχρι τώρα είναι βαθιά εξαρτώ-
μενη αpiο τον ανθρώpiινο piαράγοντα, έρχεται piιο κοντά σε ένα αυτοματοpiοιημένο τομέα
κατευθυνόμενο αpiό την τεχνητή νοημοσύνη. Το AI όχι μόνο θα φτάσει στο σημείο
piου θα ανιχνεύει ασθένειες σε piραγματικό χρόνο, αλλά θα ερμηνεύει εpiίσης αμφι-
λεγόμενες καταστάσεις, φαινοτυpiικές piολύpiλοκες ασθένειες και θα piαίρνει ιατρικές
αpiοφάσεις. Ωστόσο, η piλήρης θεωρητική κατανόηση της βαθιάς μάθησης δεν είναι
ακόμη διαθέσιμη και η κριτική κατανόηση των piλεονεκτημάτων και των piεριορισμών
της εσωτερικής λειτουργίας της είναι ζωτικής σημασίας για να κερδίσει τη θέση της
στην καθημερινή κλινική χρήση. Η εpiιτυχής εφαρμογή του AI στον ιατρικό τομέα
βασίζεται στην εpiίτευξη ερμηνεύσιμων μοντέλων και δημιουργία μεγάλων βάσεων δε-
δομένων.
Στο piλαίσιο της διδακτορικής διατριβής piροτείναμε το μέτρο ϕ για να αξι-
ολογήσουμε piόσο καλά τα μοντέλα μηχανικής μάθησης ανταλλάσσουν αpiώλεια
ανακατασκευής με συμpiίεση. ΄Εpiειτα piροτείναμε μια νέα αρχιτεκτονική νευρωνικών
δικτύων τα SANs τα οpiοία έχουν ελάχιστη δομή και με την χρήση των συναρτήσεων
αραιής ενεργοpiοίησης μαθαίνουν να συμpiιέζουν δεδομένα χωρίς να χάνουν σημαντικές
piληροφορίες. Χρησιμοpiοιώντας τις βάσεις δεδομένων Physionet και MNIST αpiοδείξ-
αμε ότι τα SANs είναι σε θέση να δημιουργούν αναpiαραστάσεις υψηλής piοιότητας με
ερμηνεύσιμους piυρήνες.
Η ελάχιστη δομή των SANs καθιστά εύκολη τη χρήση τους για την εξαγωγή
χαρακτηριστικών, την ομαδοpiοίηση και την piρόβλεψη χρονοσειρών. ΄Αλλες μελλον-
τικές εργασίες σχετικά με τα SANs piεριλαμβάνουν:
• Εφαρμογή αλγορίθμων σταδιακής μείωσης των ελάχιστων αpiοστάσεων των
ακρότατων, για την αύξηση του βαθμού ελευθερίας των piυρήνων.
• Εpiιβολή ελάχιστης αpiόστασης ακρότατων κατά μήκος όλων των piινάκων
ομοιότητας για piολλαpiλούς piυρήνες, κάνοντας έτσι τους piυρήνες να ανταγωνί-
ζονται για piεριοχές.
• Εφαρμογή του dropout στις ενεργοpiοιήσεις για να διορθωθούν τα βάρη piου
έχουν υpiερβεί, ειδικά όταν αρχικοpiοιούνται με υψηλές τιμές. Ωστόσο, η εpiίδραση
147
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του dropout στα SAN θα ήταν γενικά αρνητική, καθώς τα SANs έχουν piολύ
μικρότερο αριθμό βαρών αpiό τα DNNs και εpiομένως δεν χρειάζονται ισχυρή
κανονικοpiοίηση.
• Χρήση των SAN με δυναμικά δημιουργούμενους piυρήνες οι οpiοίοι θα μpiορούσαν
να μάθουν piολυτροpiικά δεδομένα αpiό μεταβλητές piηγές (e.g. αpiό ECG σε αναpi-
νευστικά) χωρίς να καταστρέψουν piροηγούμενα βάρη.
Ακρωνύμια
Ακρωνύμιο Εpiεξήγηση
ACDC Automated Cardiac Diagnosis Challenge
ACS Acute Coronary Syndrome
AE Autoencoder
AF Atrial Fibrillation
AI Artificial Intelligence
BIH Beth Israel Hospital
BP Blood Pressure
CAC Coronary Artery Calcification
CAD Coronary Artery Disease
CHF Congestive Heart Failure
CNN Convolutional Neural Network
CRF Conditional Random Field
CT Computerized Tomography
CVD Cardiovascular Disease
DBN Deep Belief Networks
DBP Diastolic Blood Pressure
DNN Deep Neural Networks
DWI Diffusion Weighted Imaging
ECG Electrocardiogram
EEG Electroencephalogram
EHR Electronic Health Record
FCN Fully Convolutional Network
FECG Fetal ECG
FNN Fully Connected Networks
GAN Generative Adversarial Network
GRU Gated Recurrent Unit
HF Heart Failure
HT Hemorrhagic Transformation
HVSMR Heart & Vessel Segmentation from 3D MRI
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ICD International Classification of Diseases
IVUS Intravascular Ultrasound
LSTM Long-Short Term Memory
LV Left Ventricle
MA Microaneurysm
MFCC Mel-Frequency Cepstral Coefficient
MICCAI Medical Image Computing & Computer-Assisted Intervention
MI Myocardial Infarction
MMWHS Multi-Modality Whole Heart Segmentation Challenge
MRA Magnetic Resonance Angiography
MRI Magnetic Resonance Imaging
MRP Magnetic Resonance Perfusion
OCT Optical Coherence Tomography
PCA Principal Component Analysis
PCG Phonocardiogram
PPG Pulsatile Photoplethysmography
RBM Restricted Boltzmann Machine
RF Random Forest
RNN Recurrent Neural Network
ROI Region of Interest
RV Right Ventricle
SAE Stacked Autoencoder
SATA Segmentation Algorithms, Theory and Applications
SBP Systolic Blood Pressure
SDAE Stacked Denoised Autoencoder
SLO Scanning Laser Ophthalmoscopy
SSAE Stacked Sparse Autoencoder
STACOM Statistical Atlases & Computational Modeling of the Heart
SVM Support Vector Machine
VGG Visual Geometry Group
WT Wavelet Transform
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Δίκτυα Αραιής Ενεργοpiοίησης:
Μια νέα μέθοδος αpiοσύνθεσης και συμpiίεσης
δεδομένων
Πασχάλης Μpiιζόpiουλος
Εργαστήριο Βιοϊατρικής Τεχνολογίας
Τμήμα Ηλεκτρολόγων Μηχανικών και Μηχανικών Υpiολογιστών
Εθνικό Μετσόβιο Πολυτεχνείο
Παρουσίαση Διδακτορικής Διατριβής
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Περιεχόμενα
Νευρωνικά Δίκτυα
Εpiίpiεδα Signal2Image
Μέτρο ϕ
Συναρτήσεις Αραιής Ενεργοpiοίησης
Δίκτυα Αραιής Ενεργοpiοίησης
Νευρώνας
x1
...
xj
...
xn
b
φ α
w1
wj
wn
α = φ(
∑
j
wjxj + b)
Πλήρως Συνδεδεμένο Δίκτυο
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...
x1
x2
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xn
H1
Hk
y1
yl
f (x; θ) = yˆ
Συνελικτικό Δίκτυο
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yˆ
J y
αντίστροφη διάδοση σφάλματος
piρος-τα-εμpiρός διάδοση
Αρχιτεκτονική Signal2Image
xi m bd yˆi
Open 0.1%
Closed 0.2%
Healthy 0.9%
Tumor 34.7%
Epilepsy 64.1%
Ενδιάμεσες Αναpiαραστάσεις
Αpiοτελέσματα
Dim, S2I
Model LeNet AlexNet VGGnet ResNet DenseNet
2 5 11 13 16 19 18 34 50 101 152 121 161 169 201
1D, none 72.6 78.8 76.9 79.0 79.5 79.3 81.5 82.5 81.4 78.8 81.4 81.8 83.3 82.1 82.0
2D, signal as image 67.9 68.3 74.1 74.7 72.7 72.5 73.3 71.7 74.1 72.3 74.1 74.7 72.5 75.2 75.0
2D, spectrogram 73.2 74.0 77.9 76.3 77.5 76.0 76.2 79.0 77.2 74.6 75.3 74.1 75.2 77.0 75.4
2D, one layer CNN 75.8 82.0 84.0 77.9 80.7 78.4 85.1 84.6 83.0 85.0 83.3 84.3 80.7 85.0 85.3
2D, two layer CNN 75.0 77.9 80.7 78.8 81.1 74.9 78.3 80.0 78.3 77.1 80.9 83.2 82.3 79.0 79.1
ϕW =
q∑
i=1
m(i)
Ax =
q∑
i=1
∥∥∥α(i)∥∥∥
0
CR =
n
W + (dim(x) + 1)Ax
L˜(xˆ , x) = L(xˆ , x)L(0, x)
ϕ = ‖(CR−1, L˜(xˆ , x))‖2
ϕ¯ =
1
l
l∑
j=1
ϕ(j)
Συναρτήσεις Αραιής Ενεργοpiοίησης
Αλγόριθμος 1 Ταυτότητα
Input: s
1: return s
Συναρτήσεις Αραιής Ενεργοpiοίησης
Αλγόριθμος 2 ReLU
Input: s
Output: u
1: for i = 0 to |s| do
2: if si > 0 then
3: ui = si
4: else
5: ui = 0
6: end if
7: end for
8: return u
Συναρτήσεις Αραιής Ενεργοpiοίησης
Αλγόριθμος 3 κ-μέγιστα αpiο-
λύτων
Input: s, k
Output: α
1: αi ← 0, i = 1 . . . card(s)
2: p ← topk(|s|, k)
3: for i = 0 to card(s) do
4: αi (pi ) = si (pi )
5: end for
6: return α
Συναρτήσεις Αραιής Ενεργοpiοίησης
Αλγόριθμος 4 Δείκτες Συ-
γκέντρωσης Ακρότατων
Input: s, m
Output: α
1: p ← maxpool(|s|,m)
2: α← maxunpool(s(p), p,m)
3: return α
Συναρτήσεις Αραιής Ενεργοpiοίησης
Αλγόριθμος 5 Ακρότατα
Input: s, med
Output: α
1: peaks ←
(
ds
dt
+ ≥ 0
)
∧
(
ds
dt
−
< 0
)
2: valleys ←
(
ds
dt
+
< 0
)
∧
(
ds
dt
− ≥ 0
)
# + and - denote one sample padding to the
right and left respectively
3: z = peaks ∨ valleys
4: pi ← z > 0
5: pii ← sort(z)
6: pisorted ← pi (pii )
7: qi ← 0, i = 1 . . . card(s)
8: for i = 0 to card(s) do
9: if ¬qi then
10: pir ← pi ≥ pii −med
11: pil ← pi ≤ pii + med
12: pim ← pir ∧ pil
13: q ← q ∨ pim
14: qi ← 0
15: end if
16: end for
17: αind ← pisorted (¬q)
18: αi ← 0, i = 1 . . . card(s)
19: α(αi )← s(αind)
20: return α
Δίκτυα Αραιής Ενεργοpiοίησης
Αρχιτεκτονική
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Αλγόριθμος Εκpiαίδευσης SANs
Αλγόριθμος 6 Εκpiαίδευση δικτύων αραιής ενεργοpiοίησης
Input: x
Output: α, w
Hyperparameters: m, µ, σ, q, φ, d , λ, epochs, batches
1: for i = 1 to q do
2: w (i) ∼ N (µ, σ)
3: end for
4: for e = 1 to epochs do
5: for b = 1 to batches do
6: x (b) ∼ x
7: for i = 1 to q do
8: s(i) ← x (b) ∗w (i)
9: α(i) ← φ(s(i), d (i))
10: r (i) ← α(i) ∗w (i)
11: end for
12: xˆ (b) ←
q∑
i=1
r (i)
13: L ← 1n
n∑
t=1
|xˆ (b)t − x (b)t |
14: ∇L =
(
∂L
∂w (1) , . . .
∂L
∂w (q)
)
15: ∆w (i) = −λ ∂L
∂w (i)
16: end for
17: end for
18: return α, w
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Αpiοτελέσματα στην Physionet
Identity ReLU top-k absolutes Extrema-Pool idx Extrema
m CR -1 L˜ ϕ¯ m CR -1 L˜ ϕ¯ m CR -1 L˜ ϕ¯ m CR -1 L˜ ϕ¯ m CR -1 L˜ ϕ¯
Datasets
apnea-ecg 1 2.00 0.03 2.00 19 0.70 0.53 0.87 74 0.10 0.37 0.39 51 0.09 0.47 0.48 72 0.10 0.31 0.32
bidmc 1 2.00 0.04 2.00 4 0.82 0.50 0.96 5 0.41 0.64 0.76 10 0.21 0.24 0.32 113 0.13 0.30 0.32
bpssrat 1 2.00 0.02 2.00 1 0.85 0.51 0.99 10 0.21 0.63 0.67 8 0.26 0.45 0.52 8 0.24 0.30 0.38
cebsdb 1 2.00 0.01 2.00 3 0.95 0.51 1.07 5 0.41 0.62 0.74 12 0.18 0.21 0.28 71 0.09 0.45 0.46
ctu-uhb-ctgdb 1 2.00 0.01 2.00 1 0.48 0.51 0.71 7 0.29 0.60 0.66 9 0.23 0.44 0.49 45 0.07 0.57 0.57
drivedb 1 2.00 0.04 2.00 20 0.51 0.54 0.74 20 0.12 0.67 0.68 13 0.17 0.69 0.71 19 0.10 0.72 0.73
emgdb 1 2.00 0.04 2.00 1 0.94 0.50 1.07 7 0.29 0.62 0.68 9 0.23 0.48 0.53 7 0.15 0.51 0.53
mitdb 1 2.00 0.03 2.00 61 0.78 0.49 0.92 7 0.29 0.52 0.59 10 0.21 0.44 0.49 229 0.24 0.38 0.45
noneeg 1 2.00 0.01 2.00 6 0.91 0.57 1.08 4 0.50 0.59 0.77 37 0.09 0.49 0.50 15 0.12 0.36 0.38
prcp 1 2.00 0.03 2.00 1 1.00 0.51 1.12 5 0.41 0.59 0.71 23 0.11 0.41 0.42 105 0.12 0.42 0.44
shhpsgdb 1 2.00 0.02 2.00 4 0.85 0.60 1.05 6 0.34 0.69 0.77 7 0.29 0.42 0.51 15 0.10 0.53 0.54
slpdb 1 2.00 0.03 2.00 7 0.72 0.53 0.90 7 0.29 0.52 0.60 232 0.24 0.29 0.37 218 0.23 0.36 0.43
sufhsdb 1 2.00 0.03 2.00 38 1.02 0.24 1.05 5 0.41 0.55 0.68 18 0.13 0.36 0.39 17 0.12 0.26 0.28
voiced 1 2.00 0.01 2.00 41 0.95 0.26 0.98 36 0.09 0.56 0.57 70 0.10 0.41 0.43 67 0.10 0.41 0.43
wrist 1 2.00 0.04 2.00 56 0.74 0.62 0.96 5 0.41 0.49 0.63 9 0.23 0.43 0.49 173 0.18 0.46 0.50
Αpiοτελέσματα στην UCI-epilepsy, MNIST και FMNIST
Identity ReLU top-k absolutes Extrema-Pool idx Extrema
CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc%
m
15 4.17 0.02 4.17 40.8 2.17 0.03 2.17 82.6 0.42 0.79 0.89 74.1 0.42 0.46 0.62 73.4 0.34 0.43 0.55 80.7
16 4.18 0.02 4.18 91.2 2.18 0.04 2.18 87.0 0.43 0.78 0.89 70.5 0.43 0.44 0.61 78.8 0.34 0.44 0.56 74.5
17 4.19 0.02 4.19 89.0 2.20 0.02 2.20 90.1 0.42 0.78 0.89 73.0 0.42 0.45 0.61 78.9 0.34 0.44 0.56 75.1
18 4.20 0.04 4.20 91.2 2.21 0.05 2.21 87.1 0.40 0.79 0.88 73.9 0.40 0.48 0.63 79.7 0.34 0.45 0.57 67.2
19 4.21 0.02 4.21 88.6 2.21 0.03 2.21 89.6 0.42 0.78 0.88 76.1 0.42 0.45 0.61 78.8 0.36 0.44 0.57 78.3
20 4.22 0.03 4.22 88.6 2.22 0.03 2.22 87.4 0.40 0.79 0.89 69.6 0.40 0.49 0.64 77.5 0.35 0.45 0.58 73.8
21 4.24 0.02 4.24 89.4 2.23 0.03 2.24 87.0 0.42 0.79 0.89 73.0 0.42 0.47 0.63 70.7 0.37 0.44 0.58 73.8
22 4.25 0.03 4.25 89.3 2.26 0.04 2.26 89.4 0.43 0.78 0.89 73.6 0.43 0.45 0.62 78.7 0.38 0.44 0.59 76.5
Identity ReLU top-k absolutes Extrema-Pool idx Extrema
CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc%
m
1 1.16 0.01 1.16 91.7 0.58 0.00 0.58 92.0 1.16 0.00 1.16 91.1 1.16 0.00 1.16 91.1 0.08 0.88 0.88 83.3
2 1.55 0.02 1.55 92.1 0.58 0.01 0.58 90.4 1.37 0.01 1.37 92.0 0.48 0.62 0.79 93.2 0.09 0.83 0.83 84.5
3 1.93 0.02 1.93 91.5 0.65 0.00 0.65 91.5 0.63 0.26 0.68 90.3 0.30 0.51 0.59 92.1 0.08 0.50 0.51 84.0
4 2.30 0.05 2.30 91.7 1.57 0.02 1.57 91.3 0.39 0.41 0.57 87.9 0.22 0.59 0.63 91.9 0.06 0.57 0.57 82.8
5 2.66 0.07 2.66 90.0 0.65 0.03 0.65 91.3 0.20 0.54 0.58 87.3 0.16 0.60 0.62 91.5 0.08 0.57 0.58 82.4
6 3.02 0.13 3.02 91.8 1.58 0.02 1.58 91.7 0.14 0.61 0.63 84.2 0.12 0.63 0.65 90.8 0.06 0.60 0.61 81.2
Identity ReLU top-k absolutes Extrema-Pool idx Extrema
CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc% CR -1 L˜ ϕ¯ Acc%
m
1 3.00 0.00 3.00 82.7 3.00 0.01 3.00 81.3 3.00 0.00 3.00 83.0 3.00 0.00 3.00 83.0 0.35 0.86 0.94 77.0
2 3.58 0.02 3.58 80.7 1.51 0.01 1.51 83.2 1.50 0.31 1.55 79.5 0.99 0.58 1.16 82.8 0.22 0.81 0.84 75.1
3 3.94 0.01 3.94 83.2 1.97 0.01 1.97 82.9 0.63 0.64 0.90 72.3 0.48 0.52 0.72 80.7 0.16 0.65 0.68 71.1
4 4.22 0.06 4.22 81.9 1.54 0.01 1.54 83.5 0.39 0.67 0.78 73.6 0.32 0.62 0.70 80.8 0.09 0.70 0.71 70.8
5 4.45 0.04 4.45 82.5 3.06 0.03 3.06 83.0 0.20 0.76 0.79 65.8 0.19 0.60 0.63 76.0 0.07 0.64 0.64 68.9
6 4.70 0.08 4.70 83.0 2.24 0.08 2.24 81.6 0.14 0.78 0.79 63.8 0.13 0.66 0.67 77.3 0.05 0.70 0.70 67.6
