Complex order control for improved loop-shaping in precision positioning by Saikumar, Niranjan et al.
Complex order control for improved loop-shaping in precision
positioning
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Abstract— This paper presents a complex order filter devel-
oped and subsequently integrated into a PID-based controller
design. The nonlinear filter is designed with reset elements to
have describing function based frequency response similar to
that of a linear (practically non-implementable) complex order
filter. This allows for a design which has a negative gain slope
and a corresponding positive phase slope as desired from a loop-
shaping controller-design perspective. This approach enables
improvement in precision tracking without compromising the
bandwidth or stability requirements. The proposed designs are
tested on a planar precision positioning stage and performance
compared with PID and other state-of-the-art reset based
controllers to showcase the advantages of this filter.
I. INTRODUCTION
In view of the increasing demands on speed and accuracy
from the precision industry, linear controllers are proving to
be incapable of meeting the requirements considering their
inherent limitations namely - Bode’s gain-phase relationship
and waterbed effect [1]–[3]. The unique relationship between
gain and phase of linear systems creates a trade-off between
tracking and steady-state precision on one side, and band-
width and stability margins on the other. In fact, from the
perspective of loop-shaping which is the industry standard
technique for controller design in the frequency domain,
this need to move away from the gain-phase relationship
was recognized in complex order derivatives (a sub-set of
non-integer order calculus) used in control as in the third
generation CRONE technique [4], [5].
However, such a derivative - which can potentially pro-
vide negative gain slope with a corresponding positive,
increasing phase - is still linear and unfortunately practically
unimplementable; and existing methods of approximation
in a frequency range of interest result in unstable poles,
non-minimum phase zeros or poor approximation of gain
behaviour among other issues [6], [7]. The impossible nature
of achieving complex order behaviour in linear systems,
and the desire and necessity to overcome these limitations
have led towards a growing interest in nonlinear control
methods with the caveat that these be industry compatible
in design and implementation. One such interesting concept
is reset control, which is often referenced using the Clegg
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integrator [8], [9]. In this regard, this paper presents the
approximation of complex order control, hereafter referred
to as CLOC, utilizing the nonlinearity of reset elements to
obtain an equivalence in the frequency domain behaviour as
analysed using describing function.
The concept of reset control was introduced through the
Clegg integrator which has its state reset to zero when its
input has a zero crossing [8]. Describing function analysis
shows similar magnitude behaviour, but with reduced phase
lag of 38.1◦ compared to its linear counterpart. This has
been extended in literature to include first-order reset element
(FORE) [10], second-order reset element (SORE) [11] and
even fractional-order (intended for all non-integer real num-
bers) reset elements (FrORE) [12] including generalization
[13] to take advantage of this phase behaviour. However,
most works in literature limit the potential of reset by
utilizing it mainly as part of the integrator and/or using the
reduced phase lag property. Recently, a novel reset filter
termed ‘Constant-gain Lead-phase’ (CgLp) was designed
combining FORE or SORE with its corresponding linear
lead filter [13]–[15]. The describing function of CgLp yields
a constant unity gain with a corresponding phase lead in
the designed frequency range of interest enabling significant
improvement in open-loop shape. Although the analysis and
designs are based on describing function without considering
higher order harmonics, significant improvements in tracking
and steady-state precision are reported.
In continuation with this trend, it is logical that the next
step is in the direction of obtaining complex order derivative
behaviour such that phase lead with positive slope can be
achieved with a negative gain slope in the desired frequency
range. This will further enable improvements in open-loop
shape without compromising stability margins. Hence, this
paper presents the describing function based approximation
of complex order filter using reset elements and the sub-
sequent integration into PID-framework to obtain CLOC.
The designs and expected improvement in performance are
validated on a precision planar positioning stage since higher-
order harmonics are neglected during design. As such, the
necessary preliminaries are provided in Section II, followed
by the design of complex order filters in Section III. The
integration of complex order filters to obtain CLOC for the
precision positioning stage is explained in Section IV, and
the tracking and steady-state precision results obtained are
compared with PID and CgLp based PID controllers and
analysed in Section V followed by conclusions in Section
VI.
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Fig. 1. Frequency behaviour of complex order derivatives with order having
negative real part and positive imaginary part
II. PRELIMINARIES
A. Complex order derivative and control
Complex order derivatives can be defined in several ways
and are denoted by the operator Dα+ jβ [16]–[18]. Since our
main concern and aim is for approximation of the behaviour
in frequency domain, the focus is on the complex power of
Laplace variable s as:
L
[
Dα+ jβ f (t)
]
= sα+ jβL [ f (t)] (1)
When α < 0,β > 0, the gain has a negative slope with a
corresponding positive phase slope with examples shown in
Fig. 1. As noted earlier, this behaviour is highly desirable to
improve the open-loop shape. The CRONE approximation of
this behaviour proposed in [7] often leads to unstable poles
or non-minimum phase zeros in the controller and thus in
open-loop which are unacceptable from the point of view
of industrial implementation. While CRONE logarithmic
phase method [6] allows only real and stable poles along
with minimum phase zeros, the approximation is good only
with respect to phase and a positive gain slope is seen
resulting in no improvement compared to a linear lead filter.
The disadvantages of proposed solutions in literature in
approximating sα+ jβ necessitate the work in this paper where
nonlinear reset elements explained in the next subsection are
used for this purpose.
B. Reset control definition
Reset controller is a type of impulsive system with a linear
configuration at its base and an additional reset mechanism
which is provoked when the resetting condition is satisfied.
This reset action introduces nonlinearity and also the much-
coveted phase advantage [19]. Such a reset controller (in-
cluding resetting and non-resetting parts) combined with a
plant in series to obtain open-loop can be represented as
x˙ = Ax+Be, x,e, t /∈M
x(t+) = ARx, x,e, t ∈M (2)
y =Cx+De
where e is the input error signal, y is plant output, x =
[xTR ,x
T
p ]
T is the state vector with xR and xp denoting reset
controller and plant states respectively, xR(t) = [xTr x
T
nr]
T
where xr ∈ Rnr×1 and xnr ∈ Rnnr×1 are states of the reset
element (Cr) and non-resetting linear controller (Cnr) respec-
tively. The continuous flow dynamics of the linear base are
represented by the first and third equations with the second
equation denoting the jump (reset) action which introduces
the nonlinearity.
The jump (reset) mechanism is controlled by resetting
matrix AR. AR = [Aρ nr×nr 0;0 Innr ]. Note that Aρ is a diagonal
matrix and need not be a zero matrix resulting in generaliza-
tion of reset controllers in terms of control over after-reset
value. Hence, Aρ = diag(γ1,γ2, ...γnr). In general −1≤ γi≤ 1.
Various reset conditions have been studied in literature with
the most popular one being zero crossing of error input, i.e.,
e(t) = 0 owing to advantages in analysis and tuning, and
hence this reset condition is also used in this paper.
C. Describing Function (DF)
The main advantages of reset controller over other non-
linear options are that they are inherently integrable into
the PID-framework and that their behaviour in frequency
domain can be approximated using describing function en-
abling design using loop-shaping. DF is a quasi-linearisation
technique with sinusoidal inputs considered in this case. The
analytical equations to obtain DF for reset based systems
with reset condition e(t) = 0 is provided in [20] as
G( jω) =CT ( jωI−A)−1(I+ jΘD(ω))B+D (3)
where
ΘD(ω)
∆
=−2ω
2
pi
∆(ω)(ΓR(ω)−Λ−1(ω)) (4)
Λ(ω) ∆= ω2+A2
∆(ω) ∆= I+ e
pi
ω A
∆R(ω)
∆
= I+ARe
pi
ω A
ΓR(ω) = ∆−1R (ω)AR∆(ω)Λ
−1(ω)
Recently, the idea of higher-order sinusoidal input describ-
ing functions (HOSIDFs) for nonlinear systems introduced
by [21] was extended to reset systems by [22] to obtain
analytical equations for HOSIDFs as
G( jω,n) =

−2ω2C
jpi (A− jωnI)−1∆(ω)
[
ΓR(ω)−Λ−1(ω)
]
B,
for odd n≥ 2
0, for even n≥ 2
(5)
where n denotes the order of the harmonics. These equations
are used to obtain the frequency behaviour of the much used
Clegg integrator including the higher-order harmonics up-to
the 11th order in Fig. 2. While it is seen that the magnitude
of the higher-order harmonics is quite less compared to the
first harmonic providing impetus to the idea of using DF for
design and analysis of reset systems, these harmonics are
not completely negligible as is done currently in literature
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Fig. 2. Frequency behaviour of Clegg integrator showing higher order
harmonics up-to 11th order. The even harmonics are zero and hence not
shown.
and need to be taken into consideration during performance
analysis.
Stability conditions for reset systems have been studied in
literature extensively. We refer the readers to the works of
[23] for Hβ conditions and the work of [24] using piece-wise
Lyapunov equations in this regard. Since this is not the focus
of the paper, this is not elaborated upon further for reasons
of brevity.
D. Constant-gain Lead-phase (CgLp)
Recently, ‘Constant-gain Lead-phase’ (CgLp) filter was
presented to obtain constant unity gain with phase lead in
the required frequency range, thereby enabling the use of
reset for broadband phase compensation. CgLp integrated
into PID-framework results in better open-loop shape; and
significant improvements in tracking and steady-state preci-
sion are reported in [13], [14]. CgLp is designed by using
a reset first (or second)-order lag filter R in series with
a corresponding linear first (or second)-order lead filter L
where the two filters are designed to have the same cut-off
frequency as given below.
R(s) =
1



:
Aρ
(s/ωrα)2+(2sβr/ωrα)+1
or
1

:Aρs/ωrα +1
(6)
and
L(s) =
(s/ωr)2+(2sβr/ωr)+1
(s/ω f )2+(2s/ω f )+1
or
s/ωr +1
s/ω f +1
(7)
where the arrow indicates the resetting action. Although both
filters are to be designed to have same cut-off frequency, it
can be seen that a different term ωrα is used for filter R.
This is to account for the shift in the corner frequency of
reset elements as noted in detail in [13]. An LPF at ω f is
primarily used to make filter L proper.
A fundamental property of reset filters based on describing
function is that the gain behaviour is not significantly af-
fected while significant phase lag reduction is seen compared
to the linear counterparts. As a result in CgLp, the gain
behaviour of R and L cancel each-other resulting in unity
0
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Fig. 3. Phase lead achieved with constant gain with CgLp based on
describing function analysis
gain, while the reduced phase lag of R combined with the
phase lead of L results in phase lead as shown in Fig. 3.
III. COMPLEX ORDER CONTROLLER
While CgLp filters integrated into PID result in perfor-
mance improvement, CLOC, where the derivative action can
be replaced by a complex order filter having a negative
gain slope and a positive increasing phase should result in
even further improved open-loop shape and performance.
The design of a nonlinear filter whose describing function
behaviour imitates the frequency response of a complex order
derivative in a given frequency range is explained in this
section.
Conceptually, the design of complex order filters follows
from the design of CgLp. In CgLp, the reset lag and linear
lead filters are placed at the same frequency to obtain
cancellation in gain. This is true even in the case of second
order filters. However, if the relative location of the poles
and zeros are varied on the frequency axis, and with a
corresponding introduction of reset for the poles, negative
gain slope along with phase lead can be achieved according
to describing function.
A. Reset for complex order behaviour
A real non-integer order derivative sα can be approximated
in the required frequency range [ωl ,ωh] of interest, with N
stable real poles and N real minimum phase zeros as
sα ≈C
N
∏
m=1
1+ sωz,m
1+ sωp,m
(8)
ωz,m = ωl
(
ωh
ωl
) 2m−1−α
2N
,ωp,m = ωl
(
ωh
ωl
) 2m−1+α
2N
(9)
The poles and zeros are placed in pairs such that with
an appropriate value of N, the asymptotic behaviour is
smoothed out to obtain 20α dB/decade gain slope and an
almost constant αpi2 rad/s phase in the range [ωl ,ωh]. This
approximation works well for real non-integer orders and a
negative value of α results in a negative gain slope, but also
a negative phase. In order to obtain the required complex
order filter behaviour with order α+ jβ , reset mechanism is
introduced into this approximation as follows.
For a given complex order α+ jβ to be approximated in
frequency range [ωl ,ωh]:
1) Obtain the values of ωp,m and ωz,m using Eqns. 9.
2) The transfer function of Eqn. 8 which is used to
approximate sα is split into resetting and non-resetting
parts as:
Cr =
N
∏
m=1
1
1+ sωp,m
(10)
Cnr =
N
∏
m=1
1+ sωz,m
1+ sω˜p,m
(11)
where ω˜p,m poles are used to make the non-resetting
part proper. These values can be chosen to be well
above ωh to ensure effectively zero influence.
3) Choose an appropriate resetting matrix Aρ for Cr to
ensure that the combined frequency response of Cr and
Cnr obtained through describing function approximates
both required negative gain slope and positive phase
slope.
This results in
sα+ jβ ≈C



*
Aρ
N
∏
m=1
1
1+ sωp,m
 N∏
m=1
1+ sωz,m
1+ sω˜p,m
(12)
Similar to the case of CgLp, the introduction of reset only
for the poles of the approximated transfer function does not
significantly change the gain behaviour. However, it has a
significant influence on the phase lag of each pole, which is
certainly less than that of its linear counterpart. While in the
case of CgLp, a single lead filter introduces phase lead and
combined with the reduced phase lag of the reset lag filter,
produces an overall phase lead; in the case of the presented
approximation, each of the zeros of Cnr provides phase lead
which when combined with the reduced phase lag of each of
the reset poles results not only in phase lead but also positive
slope for phase. This is shown using an example in Fig. 4.
B. Tuning of Aρ
While the general principle behind approximating fre-
quency behaviour of a complex order derivative is explained
in the previous subsection, the calculation of Aρ matrix to
achieve the required phase slope is not straight-forward. The
complexity arises from the resetting of multiple poles. Since
reset filters are nonlinear, the effect of introducing reset to
two filters cannot be estimated in a linear fashion. This can
be easily seen in the case of FORE which has a phase lag of
38.1◦, while a SORE has a phase lag of 51.8◦. This problem
is further exacerbated when the diagonal elements of Aρ , i.e.,
γi, which correspond to the reset factor of each individual
pole are not equal.
As such, we use a numerical approach to obtain the values
of γi in the Aρ matrix to achieve the required phase slope as
follows.
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Fig. 4. Positive increasing phase achieved with negative gain slope based on
describing function analysis. N = 2 is used in this case with a heuristically
chosen α and Aρ matrix.
1) For every combination of γi ∈ −1 : δ : 1, obtain de-
scribing function of Cr.
2) Cnr remains unchanged and the frequency response
of this linear filter is combined with the describing
function of Cr to obtain the describing function based
frequency response of the reset based approximation.
3) Choose the combination of diag(γ1,γ2...γN) that best
approximates both gain slope and phase slope.
The reason for comparing both obtained gain and phase
slope against required values is because the resetting action
results in a small change in the pole location according
to describing function as explained in [13]. Although this
change is not significant in most cases especially when values
of γi are not close to -1, the use of multiple reset filters
could potentially modify the gain slope sufficiently to cause
errors. To further accurately obtain the values of Aρ which
best approximates the required behaviour, linear interpolation
between best combinations could be used.
IV. EXPERIMENTAL SETUP
The planar precision positioning stage named ‘Spyder’
shown in Fig. 5 is used for validation of the designed con-
trollers and performance analysis. Since we are dealing with
the design of SISO controllers, only one of the actuators (1A)
is used to control the position of mass ‘3’ rigidly attached
to the same actuator. All the controllers are implemented
using FPGA on a NI CompactRIO system to achieve real-
time control with a sampling frequency of 10 kHz. LM388
linear power amplifiers are used as the drive with a Mercury
M2000 linear encoder providing position sensing with a
resolution of 100 nm. The frequency response function (frf)
of the plant is obtained (shown in Fig. 6) to be in line with
the industry technique of using the frf directly to shape the
open-loop. The plant’s frequency behaviour is similar to that
of a collocated double mass-spring-damper with additional
dynamics at frequencies much higher that of the first eigen-
mode. This can be simplified to a second-order plant as given
in Eqn. 13 for use in stability analysis. Furthermore, this
estimated transfer function is also used to create a simple
Fig. 5. Planar precision positioning ‘Spyder’ stage with voice coil actuators
denoted as 1A, 1B and 1C controlling the three masses (indicated as 3) and
constrained by leaf flexures. The central mass (indicated by 2) is connected
to these 3 masses through leaf flexures and linear encoders (indicated by
4) placed under masses ‘3’ provide position feedback with resolution of
100 nm.
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Fig. 6. Frequency response data of plant as seen from actuator ’1A’ to
position of mass ’3’ attached to same actuator.
feed-forward by inverting the transfer function and making
it strictly proper. All feedback controllers are designed to
ensure a cross-over frequency of 150 Hz and a phase margin
of 30◦.
G(s) =
1.429×108
175.9s2+7738s+1.361×106 (13)
In keeping with the idea of improving the open-loop shape
with nonlinear filters, five different controllers are designed
with progressive improvement seen in the open-loop fre-
quency response. As benchmark, a linear PID controller is
designed with transfer function provided as:
PID = Kp
(
s+ωi
s
)(
1+ sωd
1+ sωt
)(
1
1+ sω f
)
(14)
where ωi is the frequency at which integrator action termi-
nates, ωd and ωt are the starting and taming frequencies of
differentiator (lead filter), and ω f is corner frequency of low
pass filter used to attenuate noise at high frequencies with
ωi < ωd < ωt < ω f . In general ωd and ωt are chosen as
ωd = ωc/a and ωt = aωc where a > 1 to ensure that the
peak of phase lead achieved with the differentiator action
coincides with the chosen open-loop cross-over frequency
ωc. Kp is adjusted to ensure the said cross-over frequency of
ωc.
Since CgLp with constant gain and phase lead provides
an improvement in open-loop shape, two CgLp based con-
trollers (one using FORE and another with SORE) are
designed as an intermediate step between PID and complex
order controller. Since FORE based CgLp is not capable of
providing the required phase lead, a linear lead filter is also
used to make up for the remaining phase and this controller
is referred to as CgLp-PID. However, SORE based CgLp
is capable of providing more phase lead than required and
hence is tuned to ensure that required PM is achieved and
the lead filter is completely unused resulting in a = 1 in the
calculation of ωd and ωt . This controller is referred to as
CgLp-PI since the linear derivative filter is not used.
Finally, two different complex order derivatives are ap-
proximated with N = 3 and combined with PI controllers to
obtain CLOC-1 and CLOC-2. The complex order derivative
in CLOC-1 is designed to approximate a complex order
derivative with order −0.5+0.9475 j resulting in a gain slope
of −10 dB/decade and phase slope of 125◦/decade. This
derivative is approximated over two decades centred around
ωc. Similarly, complex order derivative of CLOC-2 has order
−0.5+1.1370 j which is approximated over one and a half
decades to obtain a gain slope of −10 dB/decade and a
phase slope of 150◦/decade. These values are heuristically
chosen and the obtained CLOC controllers are combined
with the plant to check for stability before implementation.
The complete details of all the controllers are provided in
Table. I. The open-loop frequency response obtained using
frf of the plant and the describing function behaviour of the
controllers is shown in Fig. 7. Assuming DF based analysis is
accurate, PID has the worst open-loop shape while the shapes
of both CLOC-1 and CLOC-2 are close to each other and
should provide the best performance in tracking and steady-
state precision.
V. RESULTS AND DISCUSSION
The performance of all controllers is tested on the stage in
both tracking and steady-state precision. The step responses
of the controllers are also obtained and plotted in Fig. 8.
In the case of steady-state precision measurements, it was
noticed that the precision of all 5 controllers was within the
resolution of the sensor. Hence, to obtain an idea of noise
attenuation, additional white noise of amplitude 2 µm was
introduced into the sensor signal and the corresponding effect
on precision was recorded; with the results tabulated in Table.
II.
In the case of reference tracking, 3 different fourth-order
pre-filtered trajectories designed as explained in [25] are used
PID ωd = 16.43 Hz, ωt = 1369.3 Hz
CgLp-PID ωr = 50 Hz, ωrα = 35.7 Hz
ωd = 68.4 Hz, ωt = 328.8 Hz
CgLp-PI ωr = 78.9 Hz, ωrα = 68.6138 Hz
CLOC-1 ωp,m = [16.5,76.6,355.5] Hz
ωz,m = [35.55,165.0,766.0] Hz
Aρ = diag(0.21,−0.22,0.1)
CLOC-2 ωp,m = [27.0,85.4,270.0] Hz
ωz,m = [48.0,151.8,480.3] Hz
Aρ = diag(0.29,−0.26,0.3)
TABLE I
RELEVANT PARAMETERS OF ALL DESIGNED CONTROLLERS. ωi = 15 HZ
IS USED IN ALL CASES. Kp IS APPROPRIATELY ADJUSTED TO ENSURE
CROSS-OVER OCCURS AT 150 HZ. ALL VALUES ARE GIVEN IN HZ AND
ARE CONVERTED TO RAD/S IN THE EQUATIONS FOR CALCULATION AND
IMPLEMENTATION.
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Fig. 7. Open-loop frequency response with all 5 designed controllers
plotted using frf of plant and describing function for controllers. This
shows the expected improvement in tracking and steady-state precision with
improved loop shape.
for testing. All three cases result in a scanning motion of
100µm range as is typical in several precision positioning
stages, with the difference in the references being the rate
of change of reference. While reference-1 achieves one scan
from position 0 to position 100µm in 397 ms, reference-
2 and reference-3 achieve the same in 235 ms and 93 ms
respectively, providing us with a good idea of performance
improvements over varying speeds of operation. The RMS
error and maximum error are calculated for all cases for all
controllers and have been provided in Table. II.
The step responses in Fig. 8 shows that while all 5
controllers are designed to have the same PM according to
describing function analysis, different levels of overshoot
is seen with reset based CgLp-PID, CgLp-PI and CLOC
controllers showing lower overshoot. It is also interesting
that in the case of CgLp-PID where the phase lead required
from the controller is not completely provided by the reset
filter, but additional phase is added using a linear lead, the
overshoot is slightly higher than that seen with CgLp-PI and
CLOC controllers where the complete phase lead is provided
by the reset filters.
An analysis of the tracking (RMS error) and steady-state
(Max. error) precision results of Table. II shows that the
Fig. 8. Step response of all 5 controllers obtained for a step reference
change of 3µm
performance of all nonlinear controllers is better than or
equal to that of PID. Excluding CLOC-1, the improvement in
performance is progressive for tracking results as expected.
However, CLOC-1 does not follow this pattern and improve-
ment is also not seen in the case of steady-state precision.
The describing function based open-loop shape of Fig. 7
indicates towards a progressive improvement from PID to
CLOC. Further, the open-loop of CLOC-1 and CLOC-2
is similar and the disparity in the performance cannot be
explained.
For better understanding, it is necessary to also study
the higher order harmonics using the HOSIDF tool. Since
the magnitude of the harmonics decreases with order as
seen in Fig. 2, we can study the third harmonic in open-
loop. However, the open-loop of all controllers differ in
both first and third harmonic with the former improving
performance and the latter deteriorating performance. Hence,
the third harmonic is normalized with respect to the first
harmonic and plotted in Fig. 9. From this, it can be seen that
the normalized third harmonic of CLOC-1 is significantly
higher compared to the CgLp based controllers explaining
the performance deterioration, while this is not the case for
CLOC-2. Additionally, at higher frequencies, the magnitude
is lower in the case of CgLp-PID compared to all the other
nonlinear controllers, explaining the improvement seen in
steady-state precision with the former and not with the latter.
VI. CONCLUSION
The paper presents a practically implementable and ap-
plicable approximation of complex order derivative for the
design of complex order controllers (CLOC) to provide
improved loop-shaping. Reset control is used to introduce
nonlinearity essential for the realization of this behaviour
and the approximation based on describing function analysis.
A numerical method to obtain the approximation in the
required frequency range is presented. Different nonlinear
controllers including two separate CLOC controllers which
progressively show improvement in open-loop shape com-
pared to the benchmark PID are designed for a precision
planar positioning stage. While improvements in tracking and
Controller eRMS max(|e|) eRMS max(|e|) eRMS max(|e|) max(|e|)
(100 nm)
Reference 1 Reference 2 Reference 3 Steady-state
PID 154.97 500 191.18 700 429.37 1100 1400
CgLp-PID (GFORE) 144.23 500 188.83 600 344.29 1100 800
CgLp-PI (GSORE) 133.53 500 170.42 600 297.05 900 1400
CLOC-PI 1 133.02 500 168.23 600 314.30 1000 1400
CLOC-PI 2 125.03 500 149.11 500 266.68 1000 1300
TABLE II
PERFORMANCE INDICES OF ALL DESIGNED CONTROLLERS.
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Fig. 9. Open-loop third harmonic obtained using HOSIDF and normalized
with respect to the first harmonic. This plot gives an idea of the relative
performance deterioration to be expected from the higher-order harmonics.
steady-state precision are seen, the results do not completely
correlate with the open-loop shape. This disparity can be
explained through the analysis of the third harmonic.
For future work, while the complex order derivatives are
currently designed using a numerical approach, an analytical
approach will aid speed up the design process especially if
the value of N used in approximation increases. Further, in
terms of performance analysis, while the third harmonic plot
provides an idea of comparative performance deterioration,
this cannot be quantified. Hence, a relation between the open-
loop of all harmonics and expected error in closed-loop needs
to be developed to allow for better tuning of these controllers
allowing for the stringent demands of the precision industry
to be met.
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