) be an open bounded domain with Lipschitz boundary ∂Ω. We assume that ∂Ω = Γ D ∪ Γ N with Γ D ∩ Γ N = ∅ and that Γ d = ∅ while Γ N might be empty. We consider the Stokes problem:
Problem P Ω :
describing the motion of a steady, viscous, incompressible fluid confined in the region Ω. Here, T(u, p) = 2ν∇ s u−pI is the Cauchy stress tensor being ∇ s u = 1 2 (∇u + (∇u) T ), ν > 0 is the fluid viscosity, u its velocity and p its pressure and n is the unit normal vector to ∂Ω directed outwards the domain Ω.
d are assigned functions. If ∂Ω ≡ Γ D (i.e., Γ N = ∅), the compatibility condition ∂Ω φ D · n = 0 must hold, and a further condition on p, e.g., Ω p = 0 must be enforced to guarantee the well-posedness of problem (1) .
The weak form of problem (1) is: 
and
For simplicity of exposition, in the rest of the paper we will often use the strong form of the Stokes problem, but it must be understood that the analysis is carried out in the weak setting.
We consider an overlapping decomposition of the domain Ω in two subdomains Ω 1 and Ω 2 : Ω = Ω 1 ∪ Ω 2 . We denote the overlapping region by Ω 12 = Ω 1 ∩Ω 2 and let Γ i = ∂Ω i \ ∂Ω. Moreover, let Γ In case Γ i N = ∅ for some i, we would supplement (4) with the condition Ωi p i = 0 to ensure the well-posedness of the corresponding local problem.
Problem P Γ,f :
in Ω i , i = 1, 2,
(5) Condition (5) 5 on Γ 1 should be understood as follows. The normal vector n on Γ 1 is directed outward of Ω 1 and the normal component of the tensor T(u 2 , p 2 ) is computed upon restricting it to Ω 12 . On the other hand, on Γ 2 the normal vector n is directed outward of Ω 2 and the normal component of the tensor T(u 1 , p 1 ) is taken upon restricting it to Ω 12 .
Moreover, we consider the problem: Problem P Γ,tf :
in Ω i , i = 1, 2, Let us introduce the following spaces
and the following manifolds
(8) Finally, we set
To prove that the Stokes problem (1) is equivalent to either (4), or (5), or (6), we will denote w = u 1|Ω12 − u 2|Ω12 and q = p 1|Ω12 − p 2|Ω12 the difference in Ω 12 between the local solutions that satisfies the Stokes equations:
in Ω 12 div w = 0
in Ω 12 .
The boundary conditions fulfilled by w and q as well as the spaces to which these functions belong will be specified case by case.
Assumption 2.1 We suppose that one of the following assumptions is verified: Γ N = ∅; Γ N = ∅ and Γ N ∩ ∂Ω 12 = ∅; Γ N ∩ ∂Ω 12 = ∅ with Γ N = ∅ connected.
Proposition 2.1 (Equivalence between P Ω and P Γ,t ) The Stokes problems P Ω and P Γ,t are equivalent if the boundary conditions satisfy Assumption 2.1. Equivalence holds in the sense that if (u, p) and (u i , p i ) (i = 1, 2) are the unique solutions of P Ω and P Γ,t , respectively, there exist two uniquely determined constants C 1 , C 2 ∈ R, possibly null, such that, for i = 1, 2, u |Ωi = u i and p |Ωi = p i + C i .
Proof. We distinguish the different cases.
1. Assume first that Γ N ∩ ∂Ω 12 = ∅. Then, problem (1) is well-posed in (u, p) ∈ V φD × Q and the restrictions of its solution to Ω i satisfy (4) by construction.
Viceversa, for i = 1, 2, let (u i , p i ) ∈ V i,φD × Q i (i = 1, 2) be the solutions of the well-posed local problems
By construction, the functions w and q satisfy problem (10) with boundary conditions T(w, q) · n = 0 on ∂Ω 12 ∩ Γ N w = 0 on ∂Ω 12 \ Γ N .
This problem is well-posed and admits the unique solution w = 0 and q = 0, hence u 1 = u 2 and p 1 = p 2 in Ω 12 . Thus, we can set
in Ω 2 \ Ω 12 .
By construction, functions u and p belong to V φD × Q and they satisfy problem (1) . Notice that in this case C 1 = C 2 = 0.
2. Let now Γ N ∩ ∂Ω 12 = ∅ and assume that Γ N is connected. In this case, either Γ 1 N = ∅ or Γ 2 N = ∅. We consider the latter case; the former can be treated analogously.
If (u, p) ∈ V φD × Q is the solution of P Ω , if we set
,φD × Q 2,0 be the solutions of P Γ,t . The functions (w, q) satisfy (10) with w = 0 on ∂Ω 12 . Then, w = 0 and q = const in Ω 12 . The function q is uniquely determined by Ω12 q = Ω12 (p 1 − p 2 ) which implies
If we take u as in (11) and
then (u, p) satisfy P Ω and the thesis follows with C 1 = 0 and C 2 = q.
3. Let (u, p) ∈ V φD × Q 0 be the solution of P Ω . Then, for i = 1, 2, the functions
belong to V i,φD × Q i,0 and they satisfy P Γ,t . Thus,
Then, the functions w and q satisfy (10) with boundary condition w = 0 on ∂Ω 12 . Then, w = 0 in Ω 12 and q = const in Ω 12 . The constant q is uniquely determined by
If we define the constants
Thus, we can easily verify that the functions u and p defined respectively as in (11) and as
are solutions of P Ω with Ω p = 0.
, problems P Ω and P Γ,t are not equivalent.
In fact, if (u i , p i ) are the solutions of P Γt , the functions w and q satisfy (10) with boundary condition w = 0 on ∂Ω 12 . Then, w = 0 and q = const in Ω 12 with q uniquely given by
Then, proceeding similarly to the third case of the proof of Proposition 2.1, there exist two unique constants C 1 , C 2 with q = C 2 − C 1 so that we can define u and p as in (11) and (13), respectively. The Neumann boundary conditions in P Γ,t imply
and, by definition of u and p, we have
Thus, (u, p) satisfy problem P Ω if and only if C 1 = C 2 = 0, but we cannot guarantee that this condition is fulfilled.
Proposition 2.2 (Equivalence between P Ω and P Γ,f ) If ∂Ω 12 ∩ Γ D = ∅, the Stokes problems P Ω and P Γ,f are equivalent in the sense that there exist unique constants
and (u i , p i ) (i = 1, 2) being, respectively, the unique solutions of P Ω and P Γ,f .
Proof. The proof goes along the same arguments used for Proposition 2.1 so that we only define the constants in the cases Γ N = ∅ or Γ N = ∅.
In the first case it is straightforward to see that equivalence holds with C 1 = C 2 = 0. On the other hand, if Γ N = ∅, the functions w and q satisfy the problem (10) with boundary conditions
This problem is well-posed and its solution is w = 0 and q = 0. Thus, u 1 = u 2 and p 1 = p 2 in Ω 12 and we can define velocity u and a pressurep analogously to (11) and (12). However, the functionp would belong to Q but not to Q 0 , so that we define
and p =p + C 1 to recover the null average.
Remark 2.2 Problems P Γ and P Γ,f are not equivalent if
In fact, in this case problem (10) in Ω 12 would be supplemented with the boundary condition T(w, q) · n = 0 on ∂Ω 12 which has infinite non-trivial solutions that may differ one from another not only by a constant.
Proposition 2.3 (Equivalence between P Ω and P Γ,tf ) The Stokes problems P Ω and P Γ,tf are equivalent if either
Equivalence holds in the sense that if (u, p) and (u i , p i ) (i = 1, 2) are the unique solutions of P Ω and P Γ,t , respectively, there exist two uniquely determined constants C 1 , C 2 ∈ R, possibly null, such that, for i = 1, 2, u |Ωi = u i and p |Ωi = p i + C i .
Proof. The proof follows similar steps to those of the previous propositions. Let us only point out that equivalence holds with
are the solutions of P Γ,tf . Viceversa, if (u 1 , p 1 ) ∈ V 1,φD × Q 1,0 and (u 2 , p 2 ) ∈ V 2,φD × Q 2 are the solutions of P Γ,tf , then we need to set
Remark 2.3 Problems P Γ and P Γ,tf are not equivalent if
are the solutions of P Γ,tf , then (w, q) satisfy problem (10) in Ω 12 with boundary condition T(w, q) · n = 0 on Γ 2 and w = 0 on ∂Ω 12 \ Γ 2 . The solution of this problem in Ω 12 is identically null. However, since Ω12 q = Ω12 (p 1 − p 2 ) with p 1 ∈ Q 1,0 and p 2 uniquely determined by the Neumann boundary condition on Γ 2 N , we cannot guarantee that q = 0.
Notice that a result similar to Proposition 2.3 could be obtained by switching the role of the interface conditions (6) 5 and (6) 6 , i.e., considering Problem P Γ,f t :
FORMULATION OF THE ICDD METHOD FOR THE STOKES PROBLEM
For the sake of simplicity we will consider homogeneous boundary conditions, i.e., we will set φ D = 0 on Γ D and φ N = 0 on Γ N . Moreover, since we will be interested in computing a finite dimensional approximation of the solution of the Stokes problem, we introduce the ICDD method directly at the discrete level.
hp-FEM discretization
We introduce two regular computational grids T 1 and T 2 in Ω 1 and Ω 2 made by either simplices or quadrilaterals/hexahedra. We assume that they coincide in Ω 12 and that both interfaces Γ 1 and Γ 2 do not cross any element of Ω 1 or Ω 2 . We discretize both primal and dual problems in each subdomain by hp finite element methods (hp-FEM). Because of the difficulty to compute integrals exactly for large p, typically when quadrilaterals are used, LegendreGauss-Lobatto quadrature formulas are employed to approximate the bilinear forms a |Ωi and b |Ωi (see (2) - (3) given an integer p ≥ 1, let P p be the space of polynomials whose global degree is less than or equal to p in the variables x 1 , . . . , x d and Q p be the space of polynomials that are of degree less than or equal to p with respect to each variable x 1 , . . . , x d . The space P p is associated to simplicial partitions, while Q p to quadrilateral ones. We introduce the finite dimensional space on Ω i defined by
in the simplicial case, and by
for quadrilaterals. Then, the finite dimensional spaces for velocity and pressure are, respectively,
for suitable polynomial degrees p and r.
ICDD method with Dirichlet controls
Assume, for simplicity, that ∂Ω 12 ∩Γ N = ∅ and Γ D = ∅. (We will discuss this issue more in details in section 5.) We define the space of discrete Dirichlet controls as
and let
where a i and b i denote the restriction of the bilinear forms (2) and (3) to Ω i . In fact, (u i,h , p i,h ) depends on both λ i,h and f , however we do not explicitly express such dependence for the sake of notation.
The unknown controls on the interface are obtained by solving a minimization problem defined through a suitable cost functional depending on the difference between u 1,h and u 2,h on the interfaces Γ 1 and Γ 2 measured in a suitable norm. More precisely, inspired by (4) 5 , we look for
To the minimization problem (17) we can associate the following optimality system: find
and, for all (
Algebraic formulation of ICDD with Dirichlet controls
To the Stokes problem in subdomain Ω i (i = 1, 2) we can associate the matrix
where A i corresponds to the finite dimensional approximation of the bilinear form a |Ωi (see (2)), while B i corresponds to the discretization of b |Ωi (see (3)). When stabilization is used, the matrices S i take the form
whereÃ i ,B i andC i are assembled locally, element by element, and they take into account the integration of the differential Stokes operator. In the following we will denote by the index I i the degrees of freedom for the velocity and the pressure belonging to Ω i \ Γ i , while the index Γ i will refer to the degrees of freedom on the interface Γ i . For the sake of exposition, we will reorder the nodes in Ω i putting those associated to Ω i \ Γ i first followed by those on the interfaces. Correspondingly, with obvious choice of notation, we can rewrite the Stokes matrix S i as
Moreover, we will indicate by M Γi the mass matrix on the interface Γ i . Finally, in the rest of the section, we will denote by F i the right-hand side for the state problems in Ω i , while U i and W i will be the vectors of unknown velocity and pressure in Ω i for the state and the adjoint problems, respectively. λ Γi is the vector of the unknown Dirichlet controls on Γ i :
where G i is the set of the N Γi indices corresponding to the velocity degrees of freedom on the interface Γ i and x j is a node on Γ i ((λ Γi ) j is the nodal value of the discrete control function λ i,h at the node x j ).
We consider now the optimality system associated to the functional J t with Dirichlet controls that we introduced in section 5 5.1 5.1.1. If R ij denotes the algebraic restriction operator of the velocity unknowns in Ω j to the interface Γ i (i, j = 1, 2), the algebraic counterpart of (58)- (60) reads:
where
T and the matrix S t is defined as
For the numerical solution of the linear systems (21), we compute the Schur complement system with respect to the control variables (λ Γ1 , λ Γ2 ) and solve them through an iterative method like, e.g., BiCGstab ([? ]).
The Schur complement system reads
I Γi is the identity matrix on the interface Γ i .
ICDD method with Neumann and mixed controls
Let Λ N i,h denote the space of discrete Neumann controls on Γ i . We require that
For i = 1, 2, given the control functions λ i,h ∈ Λ N i,h and the discrete state problems:
, and then we define the discrete normal stresŝ
This definition makes sense in classic way on each
We are interested in evaluating the discrete normal stress associated to (u i,h , p i,h ) also on the interface Γ j (j = 3−i), which is internal to Ω i .
To this aim we restrict (u i,h , p i,h ) to Ω 12 and then we extend it to Ω j so that such extension (ũ i,h ,p i,h ) belongs to V j,h × Q j,h . Then we definê
Following (5) 5 , the discrete Neumann controls λ i,h on the interface Γ i are obtained as solution of the following minimization problem
(24) In practice, the discrete normal stresses on the interfaces Γ i are obtained as residuals of the first equation in (23) 
Similarly, for any ℓ ∈ G u j and ϕ j,ℓ ∈ B u j we define the vectors
It holds
To the minimization of problem (24) we can associate the following optimality system: find
where j = 3 − i and
is the weak discrete normal stress on Γ j associated to the dual state solution (w i,h , q i,h ).
An alternative strategy consists in choosing mixed controls, e.g., a discrete Dirichlet control λ 1,h ∈ Λ D 1,h on Γ 1 and a Neumann control λ 2,h ∈ Λ N 2,h on Γ 2 and to minimize the difference between both interface velocities and interface normal stresses.
Following (6) 5 and (6) 6 , the corresponding minimization problems would read:
Alternatively, following (14) 5 and (14) 6 , we could consider a discrete Neumann control on Γ 1 and a discrete Dirichlet control on Γ 2 and the corresponding minimization problem:
To the minimization problem (30) we associate the following optimality system: find
Similarly, to the minimization problem (31) we associate the optimality system: find
3.5. Algebraic formulation of ICDD with Neumann and mixed controls
Using the previous notations, the discrete values of the Neumann controls are given by
Denoting by T ji the finite dimensional counterpart of the operator that associates to the velocity and pressure in Ω i the corresponding normal stress tensor on the interface Γ j (j = 1, 2) (as in (25)), after discretization the optimality system (27)- (29) for the functional J f with Neumann controls yields the following matrix:
The corresponding Schur complement system becomes
Finally, the matrix associated to the optimality system (32)-(36) for the functional J tf with mixed controls is:
Its corresponding Schur complement system becomes
NUMERICAL RESULTS

Test cases with respect to an analytic solution
We consider the domain Ω = (0, 1) × (0, 2) with Ω 1 = (0, 1) × (1 − δ/2, 2) and Ω 2 = (0, 1) × (0, 1 + δ/2), δ > 0 being a suitable parameter characterizing the width of the overlapping region. The viscosity ν is set to 1, while the force f and the boundary conditions are chosen such that the Stokes problem admits the solution u = (exp(y), − exp(x))
T and p = exp(x) sin(y). Concerning the boundary conditions, we impose Neumann conditions on the boundary 1 × (0, 2) while Dirichlet boundary conditions are imposed on the remaining boundaries. We compute the solution of the optimality system using the BiCGStab method on the Schur complement (22) setting the tolerance to 10 −9 . First, we consider the case of an overlap with fixed width δ = 0.2. We use both Taylor-Hood elements with three computational meshes characterized by h = 2 −2 , 2 −3 , 2 −4 , and stabilized hp-FEM Q p − Q p [? ] . In the latter case, we consider 4 × 5 quad elements in each subdomain Ω i , 4 × 1 elements in Ω 12 and each quad element has sides of length h = 2 −2 . In tables I and II we report the number of iterations required to converge, the computed infimum of the cost functional J t and the errors
, where u i,h ∈ V i,h and p i,h ∈ Q i,h are the discrete solutions approximating the solutions of (58)-(60). We can see that the number of iterations is independent of both the grid size h and the polynomial degree p.
Next, we study the case where the width of the overlap tends to zero on a fixed computational mesh. When using the Taylor-Hood elements, we set h = 0.04 and δ = 5h, . . . , h; the subdomains are defined as follows: for δ = 5h, Ω 1 = (0, 1)×(0.92, 2) and Ω 2 = (0, 1)×(0, 1.12); for δ = 4h, Ω 1 = (0, 1) × (0.92, 2) and Ω 2 = (0, 1) × (0, 1.08); for δ = 3h, Ω 1 = (0, 1) × (0.96, 2) and Ω 2 = (0, 1) × (0, 1.08); for δ = 2h, Ω 1 = (0, 1) × (0.96, 2) and
and Ω 2 = (0, 1) × (0, 1). For stabilized Q p − Q p , we take p = 4 and we partition each subdomain in 4 × 5 quad elements; Ω i \Ω 12 is partitioned into 4×4 equal quad elements of size h x · h y , h x = 0.25 and h y = (1 − δ/2)/4; Ω 12 is partitioned in 1×5 quads of size h x ·δ; the value of δ ranges from 0.2 to 0.01. Results reported in tables III and IV show that the required number of iterations increases when δ decreases. Finally, we carry out a convergence test with TaylorHood elements setting δ = h and letting h → 0. Also in this case we can see that the number of iterations required to converge grows when h decreases. Results are reported in table V.
These numerical results show that the ICDD method is not very effective especially when considering small overlapping regions. This behavior may due to the fact that the functional J t involves no information on the pressure fields in the overlap, since it imposes only the continuity of velocities on the interfaces.
The number of iterations is independent of the mesh size h and of the polynomial degree p. However, a dependence on the size of the overlap can be estimated as
for a suitable positive constant C > 0.
We consider now the case of Neumann and mixed controls.
First, we consider the case of an overlap with fixed width δ = 0.2. The setting and the discretization are the same used before. In tables VI and VII we report the number of iterations and the computed errors for the case of the functional J f using Taylor-Hood and stabilized Q p − Q p , respectively, while in tables VIII and IX we report the results obtained for the functional J tf . Then, we consider the case where the width of the overlap tends to zero on a fixed computational mesh. Results are shown in tables X and XII for the Taylor-Hood elements with h = 0.04 and in tables XI and XIII for the stabilized Q p − Q p with p = 4. Both functionals J f and J tf are used.
Finally, we study the behavior of the ICDD method with functionals J f and J tf using Taylor-Hood elements setting δ = h and letting h → 0. Results are reported in tables XIV and XV.
Differently from the case of Dirichlet controls with functional J t , we can see that both functionals J f and J tf require a much lower number of iterations to converge. This shows that controlling the pressure and not only the velocity on the interfaces is crucial for the Stokes problem. Moreover, we can see that the best convergence results are obtained with mixed controls and functional J tf : as a matter of fact, in this case the number of iterations is independent from the mesh size h, from the degree p of polynomial used, and from the measure δ of the overlap.
Neumann controls with functional J f also provide a number of iterations independent of the mesh size h and of the polynomial degree p. However, a dependence on the size of the overlap can be noticed as
A test case without analytic solution
We consider the computational domain Ω = (0, 1) × (0, 2) with Ω 1 = (0, 1) × (1 − δ/2, 2) and Ω 2 = (0, 1) × (0, 1 + δ/2), as represented schematically in Figure 2 . The force is set to f = 0 and the viscosity is ν = 2.e − 3. We impose homogeneous Neumann boundary conditions on the edges l 4 and l 7 . On the remaining boundaries, apart from the edge l 6 , we impose homogeneous Dirichlet boundary conditions unless on {0}×(1.1, 2) where we set a parabolic profile with maximum equal to 1.
On the edge l 6 we may impose either homogeneous Neumann or Dirichlet boundary conditions to compare the behavior of the different methods that we have studied. In particular, we want to show that the functional J t with Dirichlet controls will not provide a correct solution when l 6 is set as a Dirichlet boundary, since this case violates the Assumption 2.1.
For this problem, besides the errors e u 12,0 and e p 12,0 on the overlap, we also compute
, where (U i,h , P i,h ) is the restriction to the subdomain Ω i of the solution computed on the same mesh but considering the domain as a whole without any splitting and solving (1) .
First, we impose homogeneous Dirichlet boundary con- As expected, the minimization of the functional J t does not allow to recover the correct solution, whereas both J f and J tf converge to the monodomain solution. In Figure 3 we show the monodomain solution, while in Figures 4 and 5 we show, respectively, the solutions obtained through minimization of the functional J t and J t f . We can see that the functional J t has no control on the pressure, which therefore does not match on the overlap. Now, we impose homogeneous Neumann boundary conditions on l 6 . In this case, according to the theory, all functionals allow to correctly compute the monodomain solution and their behaviors are similar to those observed in the previous tests with analytic solution. The functional J tf associated to mixed controls is the one that converges in the lowest number of iterations with a slight dependence on δ. Results are reported in table XVIII for Taylor-Hood elements and in table XIX for stabilized Q p − Q p elements with p = 6.
In Figure 6 we show the monodomain solution, while in Figures 7 and 8 we show, respectively, the solutions obtained through minimization of the functional J t and J tf . We can see that, although the functional J t has no control on the pressure, the Neumann boundary condition on the edge l 6 allows the pressure to match almost perfectly in the overlapping region. Notice that the difference shown in Fig.  7 is of the same order of the errors reported in tables XVIII and XIX. We also consider a test case in which the interface is a piecewise linear curve (identified by element edges), as shown in Fig. 9 . We compute the solution by imposing a Neumann boundary condition on the boundary l 6 considering stabilized Q p − Q p elements with p = 6 and δ → 0. The iterations numbers shown in table XX behave similarly to those presented in the third block of table XIX: the algorithm is not strongly influenced by the shape of the interface. Finally, we want to assess the robustness of the method with respect to the viscosity coefficient ν. Thus, we compute the solution of the problem with Neumann boundary condition on l 6 using the ICDD method associated to the functional J tf , which is the one that provided the best results in the previous tests. We consider a discretization by Taylor-Hood elements on a mesh with fixed h = 0.04 and δ → 0 and we set the viscosity ν = 10 −2 , 10 −4 , 10 −6 . Numerical results are reported in tables XXI, XXII and they show that the method is robust with respect to variations of the parameter ν.
ANALYSIS OF THE ICDD METHOD FOR THE STOKES PROBLEM
In this section we analyze the ICDD method that we have presented in the previous sections with the aim of guar- anteeing the well-posedness of the minimization problem.
We begin with the analysis in the continuous case and for Dirichlet controls.
Analysis of the optimal control problem with Dirichlet controls
For i = 1, 2, we introduce the following spaces:
We will denote by
the spaces of admissible Dirichlet controls. Moreover, we will denote For i = 1, 2, we consider two unknown control functions λ i ∈ Λ D i and the state problems
with suitable homogeneous boundary conditions on where, for simplicity of notation, we adopt the same notation as in the discrete case. come possiamo togliere la ripetizione su "notation"? This yields an optimal control problem where both the control functions and the observations are of boundary (interface) type.
Thanks to the linearity of the problem, we have u 
2 ). Then, we can equivalently express the cost functional as
In this section we will denote |||λ||| D = u 
with suitable homogeneous boundary conditions on ∂Ω 12 ∩ ∂Ω. Notice that since u λi i belongs to H 1 (Ω i ), condition (52) 3 has to be interpreted in the sense of traces of zeroth order of H 1 functions on Γ 1 ∪ Γ 2 . Following the same arguments used in the proof of Proposition 2.1, problem (52) is well-posed and its solution is w = 0 and q = const. Thus, u 
in Ω 12 with C 1 , C 2 ∈ R, q = C 2 − C 1 , and we can define
By construction, the pair (u, p) satisfies a Stokes problem in Ω with null force and homogeneous boundary conditions with Γ N = ∅. This problem is well-posed and, in particular, u = 0 a.e. in Ω. This implies that u = 0 on Γ 1 ∪ Γ 2 and, 
If Assumption 2.1 holds, problem (55) has a unique solution satisfying
Proof. For any λ ∈ Λ D , let us define
so that
The bilinear form π : 
Remark 5.1 Notice that, although the definition of the functional J t involves only the difference between the traces of the velocity on Γ 1 ∪Γ 2 , the requirement that ∂Ω 12 ∩Γ N = ∅ guarantees that the local pressures p 1 and p 2 will match in the overlapping region, i.e., p 1 = p 2 a.e. in Ω 12 .
5.1.1. The optimality system for Dirichlet controls After Theorem 5.1, we assume that Assumption 2.1 is satisfied. More in particular, we consider the case ∂Ω 12 ∩ Γ N = ∅ and Γ D = ∅ so that the constants C 1 and C 2 of Lemma 5.1 are both null. In the other cases, we would require that p i , q i ∈ Q i,0 , and the non-null constants C 1 , C 2 are those identified in the proof of Proposition 2.1.
The Euler-Lagrange equation (56) becomes:
Solving equation (57) is equivalent to solving the following optimality system:
Proposition 5.1 The optimality system (58)-(60) has a unique solution whose control component λ ∈ Λ D is the solution of the Euler-Lagrange equation (57).
Proof. Let λ be the solution of (50). Theorem 5.1 guarantees that such solution exists and is unique. Then, it is also a solution of (58)-(60). Indeed, the solution satisfies (57) which implies that u λ1,f 1 = u λ2,f 2 on Γ 1 ∪ Γ 2 . As a consequence the solutions (w i , q i ) of (59) are identically null and (60) is satisfied.
We prove now that this solution is unique. Consider first the case f = 0. We define the operator χ : (58) and (59), respectively, with f = 0. The operator χ is linear and continuous, and ker(χ) = {0}. Indeed, thanks to (59), w
in Ω 12 . By construction (w,q) ∈ V 12 × L 2 (Ω 12 ) and they satisfy the problem
whose solution is identically null. Thus, w 
which satisfy the Stokes problem
whose unique solution is w = 0 and q = 0. Thus, we can conclude that w
The thesis follows from the same arguments used before.
Since the space Λ The minimum of the cost functional J t is zero thanks to Proposition 2.1.
The real value inf λh∈Λ D h J t (λ h ) attained at convergence, and reported in the second column of the Tables I and II, is  about ǫ 2 , ǫ = 10 −9 being the tolerance in the stopping criterium of Bi-CGStab iterations. We notice that by reducing the tolerance ǫ, inf λ h ∈Λ D h J t (λ h ) reduces too. The errors between the discrete states (u i,h , p i,h ) and the exact ones (u i , p i ) vanish for h → 0 and increasing p, according with the theoretical convergence rate of hp−finite element approximation.
Analysis of the optimal control problem with Neumann controls
Tutta questa sezione è nuova, anche se è in nero For i = 1, 2, let
denote the spaces of admissible Neumann controls and we set
For i = 1, 2, we consider two unknown control functions λ i ∈ Λ N i and the state problems
with suitable homogeneous boundary conditions on ∂Ω i \ Γ i . The unknown controls on the interface are obtained by solving the minimization problem
Denoting by −∆ Γi the Laplace Beltrami operator on Γ i , for any ψ, φ ∈ H −1/2 (Γ i ) we define the following inner product (see, e.g., [2] ): can be defined through a Neumann to Dirichlet map defined from H −1/2 (Γ i ) to H 1/2 (Γ i ) (see, e.g., [1] ). Precisely, for any φ ∈ H −1/2 (Γ i ) we solve the problem
and we set (−∆ Γi ) −1/2 φ = u| Γi . From now on, let (·, ·) −1/2 and · −1/2 replace (·, ·) H −1/2 (Γ1∪Γ2) and · H −1/2 (Γ1∪Γ2) , respectively.
(65), (64) is an optimal control problem where both the control functions and the observations are of boundary (interface) type.
As for Dirichlet case, thanks to the linearity of the problem, we can equivalently express the cost functional as
2 ) · n −1/2 +(T(u Proof. We proceed as for Dirichlet controls: |||λ||| N is always a semi-norm on Λ N , we only have to prove that, if |||λ||| N = 0, then λ = 0. Obviously, |||λ||| N = 0 implies that T(u (53), (54), that satisfies a Stokes problem in Ω with null force and homogeneous boundary conditions. This problem is well-posed and, in particular, u = 0 and p = 0 a.e. in Ω. This implies that T(u, p)·n = 0 on Γ 1 ∪ Γ 2 and, for i = 1, 2, λ i = 0 in Λ N i . We cannot guarantee that Λ N is complete with respect to the norm |||λ||| N , but we can construct its completion, saŷ Λ N , with respect to such norm. For the sake of notation, in the following we will still denote the completion of Λ N by the same symbol. Proof. The proof follows the same guidelines of the proof of Theorem5.1.
In view of (66), the Euler-Lagrange equation (70) becomes:
for all µ ∈ Λ N and j = 3 − i. Solving equation (71) is equivalent to solving the following optimality system: find λ = (λ 1 , λ 2 ) ∈ Λ N and, for i = 1, 2, (u i , p i ) ∈ V i,0 × Q i , (w i , q i ) ∈ V i,0 × Q i such that
and, for all (µ 1 , µ 2 ) ∈ Λ N ,
for j = 3 − i.
Proposition 5.2 The optimality system (72)-(74) has a unique solution whose control component λ ∈ Λ N is the solution of the Euler-Lagrange equation (71).
Proof. Let λ be the solution of (65). Theorem 5.2 guarantees that such solution exists and is unique. Then, it is also a solution of (72) )·n on Γ 1 ∪ Γ 2 . As a consequence the solutions (w i , q i ) of (73) are identically null and (74) is satisfied.
To prove that this solution is unique, we proceed as in the proof of Proposition 5.1, by exploiting linearity, continuity and coercivity of the Laplace-Beltrami operator (see (67)).
In view of Proposition 2.2, the infimum ofJ f is zero. The cost functionJ f differs from J f defined in (24) for the choice of the norm. As a matter of fact, at the continuous level we cannot guarantee that the fluxes T(u 
has a unique solution (thanks to Lemma 5.2 and Theorem 5.2) and it can be computed by solving the optimality system (72)-(74) (by Proposition 5.2). Following the same guidelines of Lemma 5.2 and Theorem 5.2 we can prove that also the minimization problem (24) has a unique solution.
At the discrete level the solutions computed by solving (24) and (75) 
