EMBO reports VOL 13 | NO 4 | 2012 313 review review Transcription is a complex process that integrates the state of the cell and its environment to generate adequate responses for cell fitness and survival. Recent microscopy experiments have been able to monitor transcription from single genes in individual cells. These observations have revealed two striking features: transcriptional activity can vary markedly from one cell to another, and is subject to large changes over time, sometimes within minutes. How the chromatin structure, transcription machinery assembly and signalling networks generate such patterns is still unclear. In this review, we present the techniques used to investigate transcription from single genes, introduce quantitative modelling tools, and discuss transcription mechanisms and their implications for gene expression regulation.
Introduction
Cellular phenotypes result from the expression of many genes, organized in networks. Correct gene expression is required to ensure that cells survive in their environment and make the correct decisions [1] . The process of expressing a gene begins with transcription, which implies that any fluctuation at the level of mRNA synthesis has the potential to propagate to the downstream protein pool. Transcriptional control is therefore a crucial cellular mechanism to avoid over-or underexpression of genes. Despite continued progress that has identified many of the actors of transcription and their whereabouts in the genome-components of the transcription machinery, transcription factors and chromatin remodellers-it is still often not possible to tell in which order, how often and how regularly the various events leading to transcription occur. The molecular interactions at the promoter are still too fast to allow for intermediates to be 'caught' by using biochemical methods.
In this context, recent progress to image transcription in live cells has provided invaluable new insights [2] into the behaviour and function of specific actors over timescales ranging from seconds to days. Imaging the process in live cells and in real time has proven to be a powerful tool for the quantitative testing of the various models of gene expression regulation [3] . It has also brought a surprise: what we thought was a tightly regulated, deterministic process is actually very heterogeneous within a cell population and highly variable over time. Single-cell experiments have allowed the quantification of these two variables and have uncovered new modes of regulation: transcription can occur through isolated pulses [4] , with the corollary that cells can deal with signals in a digital rather than analogue way.
Here, we review recent progress made in characterizing transcription dynamics using single-cell experiments. We present the evidence for transcriptional 'bursting' and the theoretical tools by which it is quantified, and discuss the biological mechanisms that could generate such signatures. Finally, we examine how, when and why cells have adopted digital modes of gene expression.
Monitoring transcription from single genes
Various techniques have been developed to image transcription at the single-cell level. The first demonstration of single-molecule mRNA detection in cells occurred more than a decade ago by using mRNA fluorescence in situ hybridization (mRNA FISH; [5] ). By using multiple fluorescent DNA probes binding to a given mRNA in conjunction with highly sensitive and spatially precise microscopy, it is possible to detect single molecules of mRNA. This powerful technique can interrogate any gene of interest without the need for a reporter system, and has now been applied in a variety of systems [6] [7] [8] [9] [10] . Although it is limited to fixed cells, various mathematical models have been used to infer dynamics from the distribution of mRNA expression over a cell population. In living cells, the most widely used system to directly observe single mRNA molecules is the MS2 system [11] . This system exploits the high affinity of MCP for a short RNA sequence contained in the bacteriophage genome. It requires that the gene of interest is modified to contain multiple copies of the sequence (MBS) and that cells express MCP fused to a fluorescent protein such as GFP. As the RNA is expressed, the newly formed MBS hairpin is bound tightly by the fluorescent MCP-GFP fusion. This process has been used extensively to study transcription in various systems [12] [13] [14] [15] [16] [17] . Originally used in higher eukaryotes in the context of gene arrays, where many (100-1,000) copies of the reporter are inserted at a given locus, the method has recently been extended to a single-gene copy [9] , and even as an endo genous gene in a knock-in mouse [12] , proving its broad potential and limited disruptiveness. The binding of the fluorescent protein to the nascent chain occurs much faster than the timescales of seconds involved in typical transcription dynamics [13] . The principle of a review Transcription goes digital high-affinity fluorescent tag binding to a specific mRNA sequence has been used in various proposed reporter systems [18] , but apart from MS2, single-molecule resolution has only been demonstrated in the case of PP7, an homologous system [13] . Apart from directly imaging mRNA, other techniques use mathematical modelling based on the fluorescent [19] [20] [21] [22] [23] or luminescent [24, 25] signal from a protein reporter to infer the dynamics of the mRNA intermediate. The reporters can be destabilized so that the fluorescence or luminescence readout at a given time only comes from recently synthesized proteins. The mathematical methods used to reconstruct the transcriptional activity based on the time variation of the protein fluorescence range from the simple-when looking at transient induction [19, 21] or rare transcriptional events [20, 22, 23] -to the complex, in the case of steady-state bursting [24, 25] . Proteinbased techniques present the advantage of signal amplificationone mRNA usually gives rise to many proteins, making detection easier-but are limited in resolution, as they cannot resolve events faster than the timespan between transcription and translation of the mRNA (typically minutes) and the lifetimes of the proteins.
Transcription occurs continuously or in bursts
The variety of systems studied-from bacteria to human cells-has revealed an impressive spectrum of transcription dynamics, from continuous to pulsing, from synchronized to uncorrelated. The main surprise of the past years has been the discovery that transcription can be highly discontinuous, occurring through bursts of activity (gene 'on'), in which many mRNAs are transcribed in a short time, interspersed with periods of inactivity (gene 'off'). Originally suggested as an explanation for the observed variations in protein levels over a cell population [26] , the first direct observation of transcriptional bursting was made in bacteria with a reporter gene [17] . It seems to constitute a ubiquitous mode of transcription, as it has also been observed in slime mould [16] , fly [27] , rat [24] , mouse [24, 25] and human [28] cells, in both endogenous genes and artificial constructs (Table 1) . mRNA FISH experiments in fixed metazoan tissue have also suggested the existence of transcription pulses [27, 29] . Bursting is not restricted to Pol II in eukaryotes: Pol I transcription of ribosomal genes also occurs through bursts [30, 31] . The duration of the bursts and the interval separating the bursts vary from a few minutes to many hours. Work in bacteria has shown that the 'burstiness' of a gene could be predicted based only on the mean expression level, suggesting that bursting is a gene-independent process [8] . In this study, higher expression led to higher 'burstiness'. The observation of a global bursting mechanism is universal: in yeast, noise scales with the expression level in a gene-independent fashion [32] ; in mice, many observed genes display the same features of bursting despite important variation in their kinetics [25] . Transcription bursts can be observed in response to a given signal, but also occur in the absence of any signal [24, 25] . Whereas well-timed bursts can be observed following transcription induction [19, 20, 33] , steady-state bursts are usually random in their timing [16, 17, 24, 25] .
Despite the observation of transcription bursts in many systems, it is not the sole expression mode. Genes in bacteria [22, 23, 34] , yeast [10, 13] and human [9] cells can exhibit a constitutive transcription signature in which transcription events occur randomly over time, with a constant probability. Constitutive gene expression is prevalent among housekeeping genes [35] and consistent with a model in which the gene is continuously 'on'. Single events of transcription factor binding to the promoter initiate transcription of a single message, suggesting a 'hit-and-run' model [13] . Transcriptional initiations involve only the gene locus as distinct genes, and even two copies of the same gene initiate transcription independently [36] .
Two burst types: spontaneous compared with transmitted
Considerable theoretical effort has been devoted to developing quantitative models of transcription [37] [38] [39] . Conceptually, two non-mutually exclusive classes of mechanism can give rise to discontinuous transcription (Fig 1A) . The first consists of pulses that merely propagate changes in upstream signalling (extrinsic bursting): for example, transiently high concentrations of activator induce a burst of transcription before the gene shuts off such as in regulatory networks consisting of multiple feedback loops [21, 40] . The second class of mechanism, termed intrinsic or spontaneous bursting, relates to genes that spontaneously switch between their 'off' and 'on' state. Once the gene is 'on', multiple transcripts are generated before turning off. Stochasticity in transitions between the two states is the sole driving force of the 'bursty' behaviour, so bursts can occur intrinsically, in the absence of any genetic regulation or external signalling. The contributions of extrinsic and intrinsic factors to the observed bursts are difficult to deconvolve experimentally [41] , but have crucial implications for the regulation of gene expression. A spontaneously bursting gene generates a more variable expression profile across a cell population than a gene that faithfully transmits the fluctuations in its environment: the concentration of a given hormone, for example. Note that from a mathematical point of view, bursting is also observed if the gene displays memory-that is, if a short interval between initiation events tends to be followed by another short interval [42] .
Extrinsic bursting has been demonstrated in various systems [19] [20] [21] 33, 43] . Depending on the architecture of the genetic network driving the observed gene, the timing of the pulses can vary from completely stochastic [21] to very precise [19] . As all direct targets of the same regulator are sensitive to its concentration, their expression is correlated at the single-cell level.
Spontaneous bursting is difficult to determine unambiguously [41] , but its existence has been clearly established when two alleles of a given gene in the same cell were observed to burst independently [24] . Although it is unclear whether all bursting housekeeping genes fall into the intrinsic category, it is a common assumption in the field. Despite this caveat, the accumulated biological evidence for intrinsic bursting suggests a broad, gene-independent mechanism, occurring in both eukaryotes and prokaryotes.
A quantitative model of stochastic bursting
A theoretical model, termed the 'random telegraph', has been successful at providing a unified description of stochastic bursting, regardless of its origin [44] . In this model, a gene randomly switches between periods in which it is permissive for transcription ('on') and periods of inactivity ('off'). When the gene is 'on', transcription events fire randomly over time. This model is attractive because it captures a vast range of transcriptional dynamics within a single mathematical framework: 'bursty' transcription corresponds to infrequent transitions to the permissive state, but the permissive gene initiates transcription at a high frequency; on the other hand, constitutive expression can also be described within the same scheme-gene continuously 'on', that is, very infrequent transitions to 'off'. Another appealing aspect of the model is its generality: there is no assumption made as to what event drives the transitions between inactive and active states; therefore the model can describe both spontaneous bursting and stochastic bursting in response to a noisy upstream signal-for example, random fluctuations in the concentration of a transcription factor generate intermittent bursts of activity. Importantly, analytical solutions to the model exist and can be used to determine the various kinetic rates from the distribution of the mRNA copy number across a cell population [6, 10] : 'bursty' genes tend to produce broader profiles of expression across a cell population than constitutively expressed ones. Note that caution must be applied to distinguish bursting from other sources of variability in such analyses; different sources of variability such as partitioning of mRNA during cell division can give rise to similar copy number distributions [45] . Despite this caveat, it is possible to use the model as a common metric for all genes studied. As the model explicitly assumes that single random events drive the transitions from the two states, it follows that both the duration of the bursts and the time between bursts should be exponentially distributed. This assumption of the model holds well in the case of genes shutting off: all burst durations observed so far are exponentially distributed [16, 17, 24, 25, 46] . This observation indicates that the time a burst lasts is determined by a single, rate-limiting event. In the case of the duration of the 'off' state, recent experiments in mammalian cells have suggested that each burst is followed by a refractory period lasting up to 3 h, during which a new burst cannot take place [24, 25] . This result implies that multiple sequential steps with similar rates are required to switch a gene 'on', a situation that is not yet well-described by the model. Steps to 'off ' , number of rate-limiting kinetic steps driving the gene shut-off transition based on the distribution of on times; 2 steps to 'on' , number of rate-limiting kinetic steps driving burst generation based on the distribution of off times. Act5, actin 5; ampl. mod., evidence of burst amplitude modulation; Ctgf, connective tissue growth factor; CUP1, copper resistance-associated metallothionein; Dest. Luc, destabilized luciferase; dscA, discoidin I, A chain; duration mod., evidence of burst duration modulation; ecmA, extracellular matrix protein ST430; freq. mod., evidence of burst frequency modulation; Hmga2, high mobility group AT-hook 2; hPRL, human prolactin receptor; NA, data not available; Plac/ara, inducible bacterial promoter based on the Lac promoter; Prl2C2, prolactin family 2, subfamily c, member 2; PsigB, alternative sigma factor (σ B ) promoter; Scd, stearoyl-CoA desaturase; Sh3kbp1, SH3-domain kinase binding protein 1.
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The origin of bursting remains mysterious
Despite its success in establishing a universal description of transcription dynamics, the random telegraph model remains essentially phenomenological as it does not explain what biological steps underlie its kinetic parameters. Bursting has been observed ubiquitously, suggesting a common underlying mechanism. However, such a mechanism has so far been elusive. The timescales involved in bursting vary by two orders of magnitude over the range of systems studied: from a few minutes in bacteria [17] and lower eukaryotes [16] to a few hours in higher eukaryotes [24, 25] . Refractory periods have not been observed in prokaryotic cells, and they are not always present in eukaryotic bursts [16] . The refractory period might involve slow transcriptional processes, as shorter bursts (minutes) did not feature such periods, in both a prokaryotic [17] and a eukaryotic context [16] . This wide variety of dynamic behaviours might indicate that there are multiple biological mechanisms leading to transcription bursts.
To function, the transcriptional machinery requires the formation of a complex of dozens of proteins at a gene's promoter [47, 48] . Because the assembly of such a large multi-subunit complex is an energetically demanding process, it would seem natural that, once formed, it would be sufficiently stable to allow the synthesis of multiple mRNAs. This picture, inherited from biochemical studies, would explain bursting through the rare but stable formation of transcriptional complexes that allow efficient 're-initiation'. However, the stability of complexes at the promoter has recently been challenged by various imaging studies showing that residence times rarely last more than minutes or even seconds [49] . Clearly, more effort is needed to reconcile conflicting results obtained from imaging and biochemistry, but the transient nature of interactions at the promoter hints at other potential mechanisms for bursting.
Ever since the demonstration that chromatin disruption increases the variability of expression of a 'bursty' reporter gene in yeast [50] , chromatin has been suggested as a determinant of transcriptional bursting. Genome-wide mapping of nucleosome occupancy has shown that promoters are usually depleted of nucleosomes upstream from the transcription start site (TSS; [51] ). Commonly, highly active genes correlate with lower nucleosome occupancy, consistent with more frequent transcription factor binding and pre-initiation complex formation. Recent bioinformatics studies have refined this picture and have shown that genes can be divided into two groups based on the nucleosome occupancy levels at their promoters [52] [53] [54] : open promoters have a well-defined nucleosome-depleted region proximal to the TSS, due to the presence of DNA sequences that destabilize nucleosome binding. On the other end, covered promoters feature high nucleosome occupancy immediately upstream from the TSS, with the corollary that transcription factors have to compete with nucleosome binding at the promoter. The open promoters are typically found upstream from essential genes and correlate with lower expression variability. Interestingly, the covered promoters are enriched in non-essential genes and genes activated in response to signalling. Covered promoters correlate with higher histone turnover, higher TATA box frequency and higher expression variability. Single-mRNA counting analyses of transcriptional noise in yeast confirm the qualitative difference in expression noise between gene types: housekeeping genes display a robust, constitutive expression, whereas cell-cycle-regulated and stress-response genes display a much higher variability, consistent with bursting [35] . Furthermore, genes that have more variable transcript copy numbers based on observations from single-mRNA counting experiments display a Transcription goes digital more pronounced nucleosome-depleted region upstream from the TSS (Fig 2) . The competition between nucleosomes and transcriptionfactor-binding sites, and its effect on transcriptional dynamics, has been investigated recently in yeast [55] . Two cell-cycle-regulated genes that contain a well-defined nucleosome-depleted region in their promoter reliably produce a pulse of expression every cell cycle. In constructs where the promoter of each gene was modified so that a nucleosome occluded the binding site of the gene activator, the pulses still occurred at the right time in the cell cycle and had similar amplitude, but did not occur during every cell cycle. The all-or-nothing control of nucleosome occupancy on transcription is consistent with previous results showing that nucleosome occupancy affects the induction threshold of a gene, rather than its expression level [56] . A recent genome-wide analysis has further refined the distinction between the open and covered classes and also supports a model in which changes in the chromatin structure at the promoter drive the on-off transitions [57] . In such a model, slow (minutes or longer) changes in nucleosome occupancy or histone marks generate a permissive or repressive state for transcription. When the gene promoter is open, transcription factors and components of the transcription machinery turn over fast-seconds or less [58] -at the gene locus, enabling multiple rounds of initiation, potentially through a hit-and-run model in which each complex formation leads to the synthesis of a single mRNA (Fig 1B) or some variation such as the transcriptional ratchet [59] . This model is consistent with biochemical observations of cyclic changes in the promoter state over a few hours after transcription induction [60] : transcription factors, histones, chromatin remodellers and components of the transcription machinery display well-timed oscillations in their promoter-bound fraction when averaged over a cell population. The decoupling of these two timescales has been shown in copper response genes in yeast [33] : whereas the promoter-bound fraction of a transcriptional activator was found by using biochemical methods to cycle at a slow rate (30-40 min period), the activator was measured to turnover within 2 min at the gene locus in single cells. This apparent paradox can be explained if we assume that the promoter slowly switches between the open and covered states. Remarkably, the cycles of activator occupancy negatively correlated with cycles of histone occupancy at the promoter. As an additional line of evidence for the role of chromatin in bursting, the transcriptional pulsing frequency was shown to be inherited through mitosis in Dictyostelium discoideum in a mechanism dependent on H3K4 methylation [61] . Despite the attractiveness of the role of chromatin in shaping transcription bursts, there have to be other mechanisms: first, although bacteria lack higher-order chromatin, they nevertheless display transcription bursts [17] ; second, marked changes in chromatin state or in chromosomal locus can have moderate effects on the bursting signature [25] . Other potential sources of bursting include local DNA topology effects, or DNA conformational changes at the gene that induce episodes of highly efficient transcription. Such local conformation changes could involve gene loops, in which terminating polymerases can immediately reengage in transcription [62] . Such loops have been implicated in various systems, including yeast, human and virus genes, by using chromosome conformation capture. The formation of efficient entry compartments in which Pol II is efficiently recycled after terminating transcription has also been observed in the absence of DNA looping in the fly heat-shock genes [63] . Finally, genes have been proposed to be actively expressed within transcription factories, where many associate locally to form a locus enriched in transcription machinery components [64] . All these models have a common point: they assume the formation of a local compartment in which transcription components are transiently highly concentrated, thereby increasing initiation frequency. This is the main difference from the chromatin model, in which the increase in transcription initiation occurs by a modulation of the access of factors to the promoter, not the local concentration of the factors. As these effects are not mutually exclusive, they could synergize.
Transcription control beyond initiation
Although initiation has long been thought to be the main regulatory step of transcription, recent data suggest that post-initiation steps can also have marked effects on transcription efficiency. High-throughput techniques have demonstrated that a considerable fraction of genes (30%) feature an enrichment of Pol II in a paused state, immediately downstream from the promoter [65, 66] . Imaging studies have suggested that the inefficiency of the progress of Pol II through promoter escape and pausing release could result in as little as 1% productive Pol II promoter-binding events [14] . Although pausing appears to be widespread, its biological role is still unclear. Paused genes are enriched for signal response genes and developmentally regulated genes [66] , and feature low levels of nucleosome occupancy Housekeeping genes all fall in the constitutive class. All but one cell-cycle-regulated and signal response genes fall in the 'bursty' class. Data adapted from Lionnet et al [35] . (B) Promoters of 'bursty' genes have a covered architecture (blue), whereas constitutively expressed genes display a pronounced nucleosome-depleted region (red). Data from Lee et al [91] , solid line for each class is the average of the genes from panel A, shaded area indicates mean ± s.e.m. TSS, transcription start site.
review Transcription goes digital downstream from the TSS, in spite of sequences that would normally favour a covered architecture [67] . These findings suggest that promoter proximal pausing could maintain an open chromatin structure around the promoter. After the release of the paused polymerase upon signalling, multiple rounds of transcription would be facilitated by the permissive chromatin structure. According to this model, pausing could thus lead to transcriptional bursting. Another dynamic consequence of pausing is that it maintains the promoter in a state in which it is ready to start productive transcription. Paused genes might therefore respond faster to signalling. Studies of transcriptional activation during development have supported the idea that some genes are paused before their activation: the paused state is released only in specific tissues upon signalling, and the paused genes display a synchronous response at the tissue scale [68] . By contrast, nonpaused genes show a more variable activation profile. Despite recent progress, the effect of pausing on rapid induction is still unclear [69] , and pausing might be involved in other regulatory mechanisms, such as the maintenance of local chromatin profiles [70] , or allowing promoter-bound Pol II to coordinate gene expression through the recruitment of other factors [69] .
Other regulatory checkpoints exist beyond initiation and release from pausing. Although such measurements have long been out of reach, there is now some evidence that elongation rates can be modulated within individual cells, for example, during the cell cycle in yeast [13] . In addition, whereas elongation rates have long been thought to lie in the 0.5-4 kb/min range [71] , a recent finding suggests that Pol II could transcribe a gene under the control of the HIV LTR promoter at over an order of magnitude faster [72] . Notably, inherent variability in the rates of successive elongating polymerases could result in 'traffic jams' along genes when a leading slow polymerase blocks faster ones. Such situations could generate bursting without the need to invoke modulations in the initiation frequency; interactions between elongating polymerase complexes also have the potential to attenuate 'bursty' initiation profiles [73] . Elongation rate might therefore be an underappreciated regulatory lever, as it can shape the transcription profile. Elongation has also been suggested to affect Pol II processivity [74] and mRNA processing steps such as alternative splicing [75] . Finally, single-cell studies of transcription suggest a rate-limiting step of approximately 1 min at the end of elongation [10, 76] , which would explain the accumulation of Pol II observed at the 3' end of genes in genome-wide assays [65, 77] . In spite of these results, the mechanism of termination regulation remains unclear.
Digital responses in single cells
Live-cell studies are not restricted to studying the kinetic details of initiation, elongation and termination at a single locus; they also have the unique ability to interrogate the timing and robustness of transcription at the level of a cell population or tissue. Such measurements not only yield additional information about transcription mechanisms, but also provide insight into gene expression coordination strategies.
In contrast to ensemble experiments that usually display a graded response to increasing signal levels, microscope snapshots have uncovered digital rules at the single-cell level: in many situations, cells within a population are either highly active or silent. Raising the signal level leads to a gradual increase in the probability for a cell to be 'on', meaning that the smooth response observed at the cell population level results from statistical averaging. Two mechanisms can account for the enrichment in active cells with increased signal: first, all cells might express intermittently, with increasing signal leading to increased burst duration or frequency; alternatively, the signal level could determine the fraction of cells that become active, while the rest of the population remains silent.
Cells have the ability to modulate the characteristics of their transcription bursts to adjust their response to signalling: bacteria have been shown to increase the frequency [21] or the total number of transcription pulses [19] in response to increased signalling. In other words, bacteria behave like digital devices that react to increased stimulus by increasing the number of bursts in a quantized way, rather than increasing the number of transcripts per burst, for example. The two bursting models are compatible with such a signature. In the first one where pulses merely follow upstream signalling changes, the burst modulation would have to be encoded dynamically at a higher level. Indeed, a yeast transcription factor localizes to the nucleus during short, frequencymodulated bursts in response to calcium [78] . Furthermore, during the stress response in bacteria, frequency-modulated bursts of expression are generated by the amplification of stochastic fluctuations through an ultrasensitive phosphoswitch [21] . On the other hand, frequency modulation is not incompatible with spontaneous bursting: one could imagine that a higher concentration of a transcription factor might affect the tendency of a gene to fire bursts. However, there has not yet been any demonstration of such a mechanism. In addition to burst number and frequency modulation, cells can change the shape of transcription bursts: modulation of the burst duration has been invoked to explain the noise signatures of various genes in bacteria [8] .
In addition to dynamic pulse regulation, digital responses also involve all-or-nothing cellular states: developmental genes in the slime mould [16, 46] and p53 induction in human cells [79] display an all-or-nothing response in which the fraction of pulsing cells increases with increasing signalling (or developmental time), while the pulsing features remain essentially unchanged. Once again, this bimodal response could be merely the propagation of an upstream all-or-nothing signalling cascade, as observed for example with NF-κB nuclear localization [43] . Slow changes in the chromatin coverage and/or marks at the promoter could also account for such responses. Another potential mechanism that could generate all-or-nothing behaviours is the formation of long-lived promoter states through specific contacts between the promoter and distal control sequences [80] . For example, each olfactory sensory neuron in the mouse expresses a single odorant receptor, randomly chosen among around 1,200 genes [81] . The probability of expressing a given gene is modulated by the binding of distal sequences in an all-or-nothing fashion [82] . Single-cell studies of the regulation by distant elements of the β-globin locus have similarly shown that contacts are rare but stable, resulting in a few 'jackpot cells' within the tissue that express a high level of the target gene [83] . The all-or-nothing control of expression through enhancers might provide a means to switch expression programmes on and off during development: whereas chromatin marks at gene promoters show little change in various differentiated cells, the chromatin signature at enhancers undergoes marked changes [84] . As such, the nature of the enhancer marks before differentiation can predict the subsequent fate of the associated gene, suggesting that chromatin modifications modulate enhancer contact frequency, rather than vice versa [85] . 
Choosing a gene expression strategy
The ongoing progress in resolution of imaging studies is revealing a wealth of transcription regulation modes at the single-molecule level: some genes are constitutively 'on', while others only transcribe through short bursts. Cells modulate the shape and frequency of the bursts to respond to environmental changes. Why some genes have adopted one mode of expression rather than another is still unclear. However, some broad principles seem to emerge: in yeast, signal response genes are mostly 'bursty', whereas housekeeping genes tend to have a more constitutive expression, consistent with their promoter chromatin architecture (Fig 2) . Digital pulses have certain advantages over analogue expression during signal response. First, the cell can assess the efficiency of the response between each pulse and make a decision to generate another pulse if necessary. The cell can tune the duration of the response to the actual needs of the cell. Second, pulses of signalling allow one factor to maintain a constant ratio between the expression levels of multiple target genes over the whole range of responses [78] . Finally, bursting generates expression variability within an isogenic cell population, which increases the chances of survival upon abrupt environmental changes. Importantly, cellular responses have the potential to incorporate both digital and analogue regulatory levers to fine-tune their response [43] . At the other end of the dynamic spectrum, constitutive stochastic expression can provide a 'low-cost' solution to robustly expressing a housekeeping gene: the gene is constantly open for business, and generates mRNAs every time a transcription factor binds to the promoter [13] . Provided the lifetime of the mRNA and/or the downstream protein is long enough, the randomness of mRNA synthesis gets averaged out over time, yielding a robust expression [34, 38] . As a consequence, uncorrelated transcription of functionally related genes can still yield robust downstream expression profiles, allowing the cell to reliably build multiprotein complexes [36] . The lifetime of the gene expression products-mRNA and associated protein-can therefore act as a buffer for the fluctuations in their synthesis [86] . This simple result also bears consequences for pulsed transcription: bursts will result in temporal phenotype variations only if the lifetime of the gene expression products is similar or shorter than the typical period of a burst.
Open questions
Techniques that monitor transcription by single genes in live cells are instrumental in our understanding of the dynamics of gene expression. It is now clear that gene networks, architecture, transcription factor mobility, genome structure and molecular details of interactions at the promoter convolve to create precise temporal profiles of gene expression [39] . However, many questions remain unanswered (see Sidebar A). The molecular details of spontaneous bursting are unknown. How it can occur both in the repressive chromatin environment found in eukaryotes and also in the more broadly expressed prokaryotic genome is unclear. In parallel with improvements in our ability to resolve transcription events in single cells by microscopy, progress in mapping chromatin and factor binding over entire genomes is helping to refine our understanding of the landscape of gene expression regulation: transcription factors bind broadly across the genome [87] ; chromatin structure is more nuanced than traditionally thought [88, 89] ; transcription can occur in both directions from the promoter [65, 90] ; enhancer regions are widespread across the genome [84] . An integrated model that can predict how all these elements direct the transcriptional output of a gene in response to a given signal is the ultimate goal.
Sidebar A | In need of answers (i) What is (are) the biological origin(s) of transcriptional bursting? (ii) How can short (minutes or less) interactions of the transcription machinery components at the gene locus generate sustained (hours plus) expression profiles? (iii) Does the gene locus undergo conformation changes? How do they influence transcription kinetics and efficiency? (iv) Is bursting regulation different in prokaryotes compared with eukaryotes? Do lower eukaryotes having a compact genome (such as yeast) display a bursting regulation distinct from higher eukaryotes? (v) What impact do the promoter sequence and chromatin structure have on transcriptional noise?
