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Introduction
The Internet of Things (IoT) [1] is an emerging technology that provides seamless and 
ubiquitous connectivity to smart devices over the Internet. IoT is composed of smart 
devices that are diverse, such as Radio Frequency Identification (RFID) tags, sensors, 
and smartphones. Smartphone allows interaction with the surroundings and can sup-
port collaboration with other entities to provide numerous services such as health analy-
sis, fitness tracking, and physical activity recognition [2–5]. Physical activity recognition 
is the mechanism of recognizing the daily life activities of an individual. Evidence shows 
that there exists a positive correlation between competence in fundamental physical 
activities and health among people [3, 6, 7]. Physical inactivity causes the same num-
ber of deaths each year as smoking [8]. Another study suggests that physical activities 
are fundamentally and definitively connected with self-reported mental health [9]. There 
exist numerous studies for physical activity recognition. Some researchers used on-body 
sensors [10] and some use non-obtrusive sensors [11] for physical activity recognition. 
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Smart homes and smartphones are the best examples of a non-obtrusive environment. 
Smart homes are embedded with a variety of sensors installed at a different location 
of the home. The primary purpose of the smart home is to provide unobtrusive assis-
tance to the smart home resident [12]. However, this technology is not currently useful 
because smart home provides limited services as most of the activities cannot be per-
formed within the physical confinement of a smart home (i.e. running and cycling).
Other options for activity recognition such as on-body sensors [13] are difficult to 
wear and carry, therefore, this approach is impractical due to its obtrusive nature. For 
physical activity recognition, recent work [12, 14, 15] indicates that smartphone sensors 
can be adopted as a more convenient medium for activity recognition. Smartphones are 
embedded with built-in motion sensors such as accelerometer, gyroscope, magnetom-
eter, light sensors, and proximity sensors. The smartphone sensors have enabled many 
context-aware applications in different areas such as healthcare [16] and assisted living. 
Ambient intelligence in coordination with multiagent systems can also be used in health-
care, transport, and many other highly assisted technologies. In healthcare, detecting the 
physical activities of the patient is an important task because daily routine activities are 
directly linked with the health of an individual [17–19].
In [20], the authors identify the following challenges of healthcare coordination and 
communication of a healthcare provider team: (1) The healthcare provider team must 
be diverse that include members who have varying expertise and backgrounds. (2) The 
healthcare provider team members focus on different aspects of a patient’s healthcare, 
i.e., a physical therapist should see the mobility weekly and a psychiatric should examine 
the mental health conditions. (3) Every team member might be involved in other health-
care teams to compose a dynamic team to operate over a long time period. (4) Except for 
the family, team members might not be aware of all other team members.
Collaborative multiagent frameworks using ambient intelligence have gained signifi-
cant interest in both academia and Industry [21, 22] as they enable the environment to 
be smart, flexible, adaptive, context-aware, and intelligent [11]. In a collaborative multia-
gent framework, an agent is an entity that communicates with other entities to assist 
users in terms of information sharing. In the healthcare domain, an agent shares instruc-
tions to help a patient in performing daily routine [23]. In our scenario, doctors, guard-
ians, and gym trainers represent the agents that can communicate with each other via 
a web service to provide a shared healthcare plan to the individuals. The medical and 
healthcare communities have highlighted the issues regarding the importance of team-
work and the need for an enhancement of team interaction to improve the quality of 
healthcare through designing and monitoring healthcare plans [24].
Problem statement
To the best of our knowledge, all the collaborative systems proposed earlier for health-
care and fitness purposes are either environment-specific or user-specific, such as for 
an office environment and children with special conditions [21, 22]. The authors in [22], 
propose a framework acting as a personal cognitive assistant to accomplish high-level 
goals such as handling routine tasks in a specific office environment. The authors in 
[25], propose an approach based on a personal assistant to recommend potential actions 
(i.e. read) at a specific time to increase the productivity of the user. The healthcare 
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framework proposed in [21] is environment specific and only helps out the children 
with a special condition. It is therefore important to develop a generalized healthcare 
framework to support users in diverse environmental settings through assessing their 
daily life activities. Healthcare and fitness assessment frameworks are supposed to be 
working unobtrusively and robustly. To make a generic framework, the smartphone may 
represent an optimal choice, because, it is easy to carry, and almost every person holds 
the smartphone most of the time while performing daily routine activities. Moreover, it 
provides accurate sensor readings as stated in [15]. There exist several smartphone appli-
cations for activity recognition such as Google-Fit [26]. The Google-Fit is not efficient, 
because, it provides different probabilities that specific activities are being performed 
with confidence ranging between 0 and 100 each time (i.e., 70% running, 40% walking, 
10% still). Moreover, Google-Fit does not support agent-based collaboration [26]. To 
facilitate users with an accurate healthcare plan, recommendation, or prescription by a 
doctor, there shouldn’t be any confusion in activity recognition. In light of this, there is a 
need for a collaborative, smartphone-based, and generic framework that should be intel-
ligent, autonomous, and working as a team to support independent living.
Contributions
In this paper, we make the following contributions: 
1. Propose a novel collaborative framework CSHCP for cognitive healthcare and fitness 
assessment using ambient intelligence and machine learning.
2. CSHCP recognizes and monitors physical activities like sitting, standing, walking, 
running, upstairs and downstairs with significant accuracy.
3. Android-based ambient application where different agents are intelligently deployed 
for sharing healthcare-related information.
4. Proof-of-concept of activity recognition assessment along with benchmark results.
The remainder of the paper is structured as follows: “Literature review” section presents 
a detailed analysis of the related work based on the healthcare systems, multiagent sys-
tems, and physical activity recognition. “Collaborative shared healthcare plan frame-
work” section presents the proposed framework. “Evaluation and analysis of results” 
section shows the experimentation containing datasets, observations, results, and com-
parative analysis with state-of-the-art work. “Conclusion and future work” section pro-
vides a summarized overview of the paper and leads towards future recommendations.
Literature review
Modern e-Healthcare systems focus on providing remote monitoring, robust collabora-
tion, accurate healthcare plans to the citizens [27]. Different healthcare providers can 
help people to accomplish their daily tasks if they are aware of their daily routine activi-
ties and can collaborate with them. A collaborative shared healthcare framework has 
to be intelligent, autonomous, and diverse in assisting and handling these issues. The 
framework could empower these agents and human interaction by providing methods to 
minimize human cognitive load.
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Authors in [21] designed a framework to assist patients and their caretakers. A health-
care plan is shared among all healthcare providers and in response, a revised healthcare 
plan is given by a team which consists of doctors, pediatrician, parents and physical ther-
apist where they focused to facilitate children with complex neurodegenerative condi-
tions. The authors proposed a framework that consists of agents working as a team. The 
limitations of this study is the fixed environment, the very specific nature of users with 
complex conditions and lack of activities recognition. In [20] and [28], after conduct-
ing comprehensive findings on care coordination and health information, the authors 
proposed the design of a system called “GoalKeeper” to support the creation, monitor-
ing, and revision of team-based healthcare plans. Firstly, the team members define the 
shared healthcare plan for children and a description of the design for parents. Secondly, 
they allow every member to choose the detailed level of healthcare plan required i.e., 
every member has only the right context to support decision making. In the third phase, 
the status of the completion of actions and the progress towards goals is updated to 
avoid deadlock in information sharing. In the end, the relevant information is served to 
each member intelligently. RADAR [22], Electrical Elves [29] and CALO [25] focus on 
multiagent collaboration and highlight the issues in planning the teams. These systems 
assist agents to enable the participants to accomplish their daily life tasks in a better way 
either in the office or home environment. The prior work such as the Coordinators sys-
tem [30] also highlights the collaboration element among personal assistant agents.
Authors in [31] describe an engagement framework for the patient, family, and health-
care professionals that work at various levels across the healthcare system to improve 
patient’s health. The phase occurrence of patient engagement throughout the healthcare 
system is also examined i.e., indirect care, organizational design, and policy-making. 
This framework gives an advantage to the development of interventions that support 
patient engagement. In [32], authors describe an ontology-based context model and 
context management middleware for emergency services, assistance services for patient 
daily activities, services for life quality improvement. Authors in [33] proposed a col-
laborative system to gain the telemedicine experience of home care for chronic patients. 
They conduct a clinical experiment for one year on 157 patients to find out its impact 
on health. The healthcare team can be called through the call center without requiring 
frequent visits. An Electronic Chronic Patient Record (ECPR) that was available on the 
web-based patient management module is shared by the healthcare team. The results 
suggest that the system supports the following: (1) Keeping automatically records of all 
the interactions with the patients. (2) Providing ubiquitous access to the healthcare team 
about up-to-date patient information. (3) Decreasing the workload of the professionals 
by maintaining a queue of patients that have to assist with closer follow-up. The limita-
tion of this study was a bias introduced by the case manager, such as information about 
the patient cannot be organized blindly and there should be sustainability in a closer 
relationship between the patient and the healthcare team.
Google-Fit is an application developed by Google [26], capable of tracking physical 
activity with over ten million downloads since its release. This activity traction pro-
cess runs in a background that continuously tracks daily life physical activities: walk-
ing, running, still, on a bicycle, and cycling. This application is quite popular among 
fitness enthusiasts. A user can form their plans i.e., setting a step counter, duration 
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of performing an activity, and countdown. The user can also provide basic informa-
tion (gender, height, and weight) to estimate the calories burned while performing 
an activity. The smartphone must be placed on the user while performing an activity 
either in the pocket or in the bag. Some limitations that are addressed in this study 
are the following: (1) Accuracy of recognizing an activity is not efficient. (2) Running 
in the background continuously that reduces battery life.
Recently many researchers have worked on smartphone sensors because it is easy 
to carry, gives more reliable and accurate readings and results. Android smartphone 
has an open-source operating system that benefits researchers and all end-users with 
its rich functionalities [14, 34, 15]. Physical activity recognition and activity assess-
ment using smartphone sensors have enabled us to built context-aware ambient intel-
ligent applications. These applications can be used in different areas like healthcare, 
industrial zone, and security. Android smartphone has built-in sensors which are 
precise, reliable, and more accurate than the other methods used in the past such as 
on-body sensors. Authors in [15] provided a survey on online Physical activity rec-
ognition using smartphone sensors. They showed that Physical activity recognition 
done by using mobile phone sensors give more accurate and better results. For physi-
cal activity recognition, many researchers used accelerometer only [35, 36]. Authors 
in [14] proposed an approach for elderly people to monitor their physical activity 
in a non-controlled environment. The study also suggested that the combination of 
gyroscope, magnetometer, and barometer improves the activity recognition accuracy 
as suggested by other authors [4, 34, 37, 38]. Researchers in [34] used the acceler-
ometer as a leading role with a gyroscope and magnetometer. They showed that for 
some activities, a combination of more than one sensor results in better accuracy. 
Some researchers used on-body sensors to recognize user activity. In [39] the authors 
used 4 tri-axial accelerometer that was placed on the hip, wrist, ankle, arm, and thigh. 
They collected data from users and the recognition of 20 activities analyzed. They 
show analyses of different posture likes sitting, standing, walking, and stairs climb-
ing and cycling. Another work [38] presents a hierarchical physical activity recogni-
tion approach utilizing three smartphone sensors by recording their raw readings. 
This approach specifically focused on activities that are difficult to recognize and 
share a lot of confusing patterns such as walking, running and jogging. It first bound 
the highly indistinguishable activities into clusters and then recognize all inter-class 
activities on a fine-grained level.
Authors in [40] proposed unsupervised clustering approach for recognition of 
activities using undirected graph approach. They claimed that their approach is more 
general from supervised methods as it distinguished activities without huge training 
data. The [41] proposed a new ensemble Extreme Learning Machine (ELM) approach 
for physical activity recognition using smartphone sensors. They compare their 
results on experimental data provided by [42] to evaluate the performance.
Although the above studies [14, 34, 39–41] provide systems to recognize physical 
activities, they lack in providing multiagent collaboration for monitoring and suggesting 
a shared healthcare plan, which is the primary focus of this work. In addition to that, the 
activity recognition accuracy of these studies is not promising. An efficient healthcare 
plan cannot be suggested if the activity recognition process is not appealing.
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Collaborative shared healthcare plan framework (CSHCP)
In this section, we present the proposed framework named collaborative shared health-
care plan (CSHCP) which is specifically designed to recognize and monitor daily life 
activities using Machine Learning (ML) model [43], analyze location traces, mobile 
usage analysis and providing an optimal healthcare plan. Figure  1 illustrates our pro-
posed framework.
Application agent
We develop an Android-based framework that is responsible for recognizing and 
monitoring daily life activities. We fix the minimum operating system requirement to 
4.0 Android version, which is the least operating system that Android users use nowa-
days. The majority of the Android users are using an operating system greater than 4.0 
Android versions. An Android operating system allows applications to access data from 
smartphone sensors, while the iOS allow some third-party applications to access data 
from limited sensors keeping in view the strict policy against data theft. Below are the 
characteristics of the application.
• It consists of a user-friendly graphical user interface. It is designed systematically and 
contains a sign-up user interface, sign-in user interface, automatic activity recognition 
user interface (Google-Fit API), online recognition user interface (ML Model deployed 
over Web Service). Furthermore, it analyze location traces and mobile usage.
• A service collects data from three sensors continuously while running in the back-
ground all the time. An agent  3.1 is made to ensure that service is running in the 
background all the time.
Fig. 1 Illustration of collaborative shared healthcare plan framework. Data collected using smartphone 
sensors of the patient is fed into the ML Model. The ML model provides activity recognition data and 
exploratory analysis of daily life routine tasks to the care providers such as Doctor, Guardian, and Close 
Community Circles
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• We select accelerometer, gyroscope, and magnetometer to collect the data while 
activity is being performed.
• It collects data at a constant frequency of 40 samples per second.
• Initially data is stored in smart phone’s memory.
• Data for the predictive model is sent to the server.
• All the processing is being done remotely using a web service.
The application agent collects data and passes it to the ML Model that is a web service, 
which returns a response to the doctor and healthcare provider, as illustrated in Fig. 1. 
According to this response, the doctor issues a healthcare plan accordingly. Suppose a 
person login in this app starts walking and our ML Model generates a report regarding 
walking pattern is deviating from its original. The doctor provides a healthcare plan to 
the patient and healthcare providers.
This app consists of multiple agents that are briefly described below.
• Hardware permission agent This agent is responsible for acquiring hardware permis-
sions intelligently like accessing write, read, sensor accessing, WIFI, Mobile data, and 
Location permissions, etc. Suppose if there is no WIFI access then it will for Mobile 
data permissions and if both are on then it will turn off mobile data for saving data 
and battery.
• Service agent This agent is responsible for managing android background services. 
It keeps them running in the background, restarting services after they are killed or 
mobile phone shutdown, schedules services to perform data collection operations.
• Mobile usage agent This agent collects and monitors information regarding mobile 
usage. How many times the user uses the smartphone. The time interval in which 
mobile is mostly used and storing data for comparing mobile usage patterns.
• Location agent This agent is responsible for intelligently using the location sensor, 
locating an individual, storing information regarding visited places, and predicting 
places to visit in the future by past traces. If a user is at the same place then this sen-
sor is not invoked for 1 minute after 1 minute, it will locate the location and write it 
into a text file.
• Automatic activity recognition agent (Google-Fit) This agent is responsible for rec-
ognizing activity using the Google-Fit API. We use this data to discover the pattern 
of daily life activities. This agent recognizes activities such as still, walking, traveling, 
cycling, running and tilting activity which is not enough for assessing the health and 
daily activities pattern. Therefore, we make a novel activity recognition technique 
using the machine learning algorithm. We named this Online Activity Recognition 
which is discussed below.
• Online activity recognition agent Online activity recognition agents can recognize 
activities with better accuracy. Activities include sitting, standing, running (normal), 
walking, upstairs, downstairs, and cycling. In this agent, three sensors accelerom-
eter, gyroscope, and magnetometer were used. Some activities are classified more 
accurately when the accelerometer is used alone and some activities were classified 
more accurately when used in combination with other sensors like gyroscope and 
magnetometer. We use machine learning classifiers to classify daily life activities and 
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exploratory data analysis techniques to identify the deviation from a normal life rou-
tine since physical activities directly affect daily routine life. Various studies such as 
[3, 6, 7] show that health is directly proportional to the physical activities performed.
We use both of the above techniques to make the activity recognition process efficient.
Data collection
Large data collection is important in the case of accurately train machine learning clas-
sifiers to predict current activities in real-time. We collect data from smartphones: Oppo 
F3 and Oppo F1S. Ten participants were asked to perform 7 activities. We asked par-
ticipants to perform selected activities while keeping the smartphone. During activities, 
the smartphone was placed in the left pocket of trouser/pant, and in some activities, it 
was placed in the right pocket of the trouser/pant. Each agent collects data at a different 
frequency and writes it into a file. All the data is comma-separated and time-stamped.
Below we described all the data collection activities in detail.
• Automatic activity recognition (Google-Fit) Data is collected from this module and 
saved in a text file. Data is collected directly using Google-Fit API. We store the data 
along with confidence in a percentage ranging between 0 and 100, smartphone id, 
date, and time-stamp. The more the percentage, the more the accurate recognition 
rate of the activity being performed. A total dataset of 70,000 instances is collected 
after removing noise for each participant. This percentage lie between 0 and 100. 
Later this data is sent to the doctor and guardian after processing using web service.
• Location data Location data is collected intelligently using the location sensor, locat-
ing the individual, storing information regarding visited places and predicting places 
to visit in the future by past traces. If a user is at the same location then this sensor 
will be invoked after 1 min. After 1 min, it will record the location and write it into a 
text file along with accuracy and time-stamp. A total dataset of 2000 instances is col-
lected as input for the ML model.
• Mobile Usage data Mobile usage data is collected with binary states when it is locked 
and when it is unlocked along with a time-stamp. A total dataset of 3000 instances is 
collected after removing noise for each participant.
• Online activity recognition (ML Model) Data is collected from three sensors Accel-
erometer, Gyroscope, and Magnetometer. A total dataset of 40,000 instances is col-
lected after removing noise for each participant. A machine learning model is built to 
classify activities performed by individuals.
Below we explain the activity representation in terms of Android sensor data readings.
Activity representation
In this work, We select 7 activities: standing, sitting, running, walking, upstairs, cycling 
and downstairs. Below are the representation of activities.
• Sitting shows a unique behavior. The range of Ax falls between (−1 ≤ Ax ≤ −3) , 
Ay lies between (−1 ≤ Ay ≤ −4) and Az lies between (−7 ≤ Az ≤ −9) as 
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shown in Fig.  2. Similarly, we observe that gyroscope’s readings Gx falls between 
(−0.01 ≤ Gx ≤ −0.05) , Gy lies between (−0.0 ≤ Gy ≤ 0.02) and Gz lies between 
(−0.0 ≤ Gz ≤ 0.08) as shown in Fig.  3 and magnetometer readings Mx falls 
between (−11 ≤ Mx ≤ −13) , My lies between (28 ≤ My ≤ 30) and Mz lies between 
(33 ≤ Mz ≤ 35) as shown in Fig. 4.
• Standing shows a unique behavior. Figure  2 shows that the range of Ax falls 
between (0 ≤ Ax ≤ 1) , Ay lies between (8 ≤ Ay ≤ 11) and Az lies between 
(0.1 ≤ Az ≤ 2) . Similarly we observe that gyroscope’s readings Gx falls between 
(−0.001 ≤ Gx ≤ 0.15) , Gy lies between (−0.001 ≤ Gy ≤ 0.01) and Gz lies between 
(−0.01 ≤ Gz ≤ 0.19) as shown in Fig.  3 and magnetometer readings Mx falls 
between (−4 ≤ Mx ≤ −9) , My lies between (−35 ≤ My ≤ −42) and Mz lies between 
(25 ≤ Mz ≤ 34) as shown in Fig. 4.
• Walking Data is collected at a constant frequency of 1 sample per second. Figure 2, 
3 and 4 shows that while sitting and standing it is fine to get data at frequency. This 
activity is performed by healthy individual as well as with cognitive impairment 
therefore data collection from impaired individual is less than healthy individuals. 
This activity shows similar behavior with the jogging. By analyzing accelerometer’s 
detected readings, we notice that the range of Ax falls between (−3 ≤ Ax ≤ 12) , Ay 
lies between (−22 ≤ Ay ≤ −1) and Az lies between (−25 ≤ Az ≤ 10) as shown in 
Fig. 2. Similarly we notice that gyroscope’s readings Gx falls between (−0.2 ≤ Gx ≤ 5) , 
Gy lies between (−5 ≤ Gy ≤ 8) and Gz lies between (−2 ≤ Gz ≤ 2) as shown in Fig. 3 
Fig. 2 Distinctive pattern analysis of accelerometer sensor
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Fig. 3 Distinctive pattern analysis of gyroscope sensor
Fig. 4 Distinctive pattern analysis of magnetometer sensors
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and magnetometer’s reading Mx falls between (−33 ≤ Mx ≤ −20) , My lies between 
(21 ≤ My ≤ 40) and Mz lies between (−35 ≤ Mz ≤ 11) as shown in Fig. 4.
• Running Similar is the case in running each individual has to run for a long time so 
the healthy individuals performed this activity long time rather the others performed 
short time. This activity shows similar behavior to the fast walking. Figure 2 depicts 
that the range of Ax falls between (−7 ≤ Ax ≤ 6) , Ay lies between (−2 ≤ Ay ≤ 4) 
and Az lies between (−15 ≤ Az ≤ 7) . Similarly we notice that gyroscope’s read-
ings Gx falls between (−3 ≤ Gx ≤ 2) , Gy lies between (−2 ≤ Gy ≤ 2) and Gz lies 
between (−2 ≤ Gz ≤ 2) as shown in Fig.  3 and magnetometer readings Mx falls 
between (30 ≤ Mx ≤ −41) , My lies between (20 ≤ My ≤ 33) and Mz lies between 
(−36 ≤ Mz ≤ 20) as shown in Fig. 4.
• Upstairs This activity is performed by 1 healthy and 1 cognitive impaired individual. 
Stairs of a home were used, with a little turn in shape of stairs. This activity shows 
a unique behavior. Figures  2, 3 and  4, shows that the range of Ax falls between 
(0 ≤ Ax ≤ 8) , Ay lies between (6 ≤ Ay ≤ 15) and Az lies between (−0.3 ≤ Az ≤ 6) . 
Similarly, gyroscope’s readings Gx falls between (−2 ≤ Gx ≤ 2) , Gy lies between 
(−1 ≤ Gy ≤ 1) and Gz lies between (−0.3 ≤ Gz ≤ 1) as shown in Fig.  3 and 
magnetometer readings Mx falls between (−54 ≤ Mx ≤ 30) , My lies between 
(−60 ≤ My ≤ −20) and Mz lies between (−50 ≤ Mz ≤ 10) as shown in Fig. 4.
• Downstairs This activity shows a unique behavior. By analyzing accelerom-
eter’s detected readings in Fig.  2, it is seen that the range of Ax falls between 
(−1 ≤ Ax ≤ −5) , Ay lies between (7 ≤ Ay ≤ 15) and Az lies between 
(−0.3 ≤ Az ≤ 5) . Similarly we notice that gyroscope’s readings Gx falls between 
(−1 ≤ Gx ≤ 1) , Gy lies between (−0.9 ≤ Gy ≤ 1) and Gz lies between (−1 ≤ Gz ≤ 2) 
as shown in Fig. 3 and magnetometer readings Mx falls between (−39 ≤ Mx ≤ 20) , 
My lies between (−60 ≤ My ≤ −20) and Mz lies between (−45 ≤ Mz ≤ 32) as 
shown in Fig. 4.
• Cycling shows a unique behavior as shown in Figs.  2, 3 and  4. We see that the 
range of Ax falls between (6 ≤ Ax ≤ 7) , Ay lies between (2 ≤ Ay ≤ 3) and Az lies 
between (−8 ≤ Az ≤ −7) . Similarly we notice that gyroscope’s readings Gx falls 
between (−0.04 ≤ Gx ≤ 0.03) , Gy lies between (−0.04 ≤ Gy ≤ 0.02) and Gz lies 
between (−0.02 ≤ Gz ≤ 0.03) as shown in Fig.  3 and magnetometer readings Mx 
falls between (−28 ≤ Mx ≤ −26) , My lies between −37 ≤ My ≤ −33) and Mz lies 
between (6 ≤ Mz ≤ 8) as shown in Fig. 4.
Preprocessing data
For the purpose of data collection task, smartphone is kept in the participant’s left 
pocket in most cases. Before starting an activity, the smartphone is placed in the par-
ticipant’s pocket, which causes some noise. The removal of smartphone from the par-
ticipant’s pocket and closure of the application also produces some noise. This normally 
takes almost 2–3 sec, which translates to 120–200 samples, from the start and the end. 
This noise generated at the start and end of each activity needs to be minimized or 
removed from each activity in order to obtain better results.
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k‑Nearest neighbour classifier
Multiple machine learning classifiers can be used for this work (i.e., Support Vec-
tor Machine, Decision Trees, Naive Bayes, and k-nearest neighbour). The kNN [44] is 
a lightweight algorithm that works best in uncertain conditions. The kNN is an algo-
rithm used for both regression and classification. In kNN, the unlabeled activities are 
assigned labels voted by nearest neighbors using a distance function. Distance function 
and number of nearest neighbour are two primary hyperparamteres of k-NN. We test dif-
ferent distance functions and nearest-neighbor value and extracted best results with ED 
as being distance function and K = 3 being the number of nearest neighbors. ED can be 
calculated using following Equations 1 and 2:
Where yi is the nearest neighbour. and δ(y, y(yi)= 1 if y = y(yi ) otherwise δ(y, y(yi)= 0 . 
Labeled is assigned to the test instance based on ED between them.
Evaluation and analysis of results
This section presents the experiments, evaluation measures, and results. To ensure 
the reliability of the ML model, we select various performance measures. Performance 
measures are an essential part to assess the reliability of the ML model. We select below 
shown performance measures.
Equations 3, 4, 5, 6 present the performance measures to evaluate the efficiency of a ML 
model [38]. Assume two activities (i.e., sitting and standing) to be predicted by the ML 
model can be evaluated using the below terms.
• True Positive (TP) sitting instance correctly classified as Sitting instance.
• True Negative (TN) standing instance correctly classified as standing instance.
• False Positive (FP) standing instance incorrectly classified as a sitting instance.
(1)d(x, y) =
√
√
√
√
n
∑
i=1
(Ii(x)− Ii(y))2
(2)y(x) =arg max
yǫY
δ
∑
i=1
(y, y(yi))
(3)Accuracy =
TP + TN
TP + TN + FP + FN
(4)Recall =
TP
TP + FN
(5)Precision =
TP
TP + FP
(6)F − Score =2×
Precision× Recall
Precision+ Recall
.
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• False Negative (FN) sitting instance incorrectly classified as standing instance.
Automatic activity recognition (Google‑Fit) results
The Google-Fit is an API that keeps track of fitness and health statistics. It is an open-
source project provided by the Google team and it gives an estimate of the activities 
being performed as a percentage. The more the percentage the more the chances are that 
a particular activity is being performed. Figure 5 plots the activities pattern performed 
by a participant by analyzing a chunk of the dataset in terms of activities concerning a 
percentage. This shows that a participant performed these activities in a particular time 
frame.
Online activity recognition results using kNN algorithm
The proposed framework achieves promising results using the kNN algorithm with Ten-
Fold cross-validation and k = 3 nearest neighbors. Table 1 demonstrates that the average 
Precision, Recall, F-score, and Accuracy of all 7 activities is 97.9%, 97.8%, 98%, and 97.8% 
respectively. While the ’Running’ is associated with less accuracy than other activities 
because it can be easily confused with similar activities.
Fig. 5 One day activity pattern of an individual
Table 1 Evaluation measures of  ML model on  7 daily life activities using Ten-fold 
cross validation
The F-score is in range of [0–1] with 1 being the highest. The other measures are in percentages(%)
Activities Precision Recall F‑score Accuracy
Walking 98.4 99.5 0.98 99.5
Running 97.2 89.6 0.93 89.6
Upstairs 88.7 93.6 0.91 93.6
Downstairs 88.6 94.3 0.91 94.3
Standing 98.7 99.1 0.98 99.1
Sitting 100.0 99.3 0.99 99.3
Bicycle 99.9 100.0 1.00 100.0
Average 97.9 97.8 0.98 97.8
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Table  2 demonstrates the results using instances of accelerometer alone and its 
combination with gyroscope and magnetometer. It is important to note that using the 
only accelerometer does not perform well and obtain an F-score of 0.854. The disad-
vantage of using the only accelerometer is that some activities are being performed 
when leg rotates such as upstairs, running, and downstairs. We address this draw-
back by using the accelerometer in combination with the gyroscope. It is noted that 
using the accelerometer in combination with the gyroscope performs well and obtains 
an F-score of 0.928. The recognition accuracy of activities such as upstairs, running, 
and downstairs that was lower when it is recognized using the only accelerometer, 
improves significantly using the accelerometer in combination with the gyroscope. 
The accelerometer reading with the magnetometer performs well as compared to the 
previous two cases and obtain an accuracy of 0.970. Finally, we analyze that using the 
accelerometer with the gyroscope and magnetometer provides a promising improve-
ment in results as compared to all previous cases by obtaining an F-score of 0.978. 
The recognition accuracy of all activities improves significantly.
Figure 6 depicts the results of all the combinations of sensors. We found that results 
using the reading of accelerometer, gyroscope, and magnetometer are better than all 
other combinations.
Table 2 F-score of  physical activity recognition performance of  different combination 
of sensors
Activities Accelerometer Accelerometer+Gyroscope Accelerometer+Gyrosco
pe+Magnetometer
Accelerometer+Magnetometer
Upstairs 0.525 0.757 0.918 0.894
Standing 0.899 0.909 0.987 0.989
Sitting 0.982 0.994 0.995 0.996
Running 0.629 0.839 0.929 0.901
Downstairs 0.478 0.646 0.918 0.898
Walking 0.900 0.960 0.989 0.981
Cycling 0.999 1.000 1.000 1.000
Average 0.854 0.928 0.978 0.970
Fig. 6 Result comparison of different combination of sensors
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The confusion matrix in Table 3 shows the correctly classified activities with respect 
to misclassified activities. Only 6% of ’Upstairs’ instances are misclassified as ’Down-
stairs’ and 2% vice versa. The ’Running’ activity is misclassified 5% as ’Walking’, while the 
’Standing’, ’Sitting’, ’Walking’ and ’Bicycle’ are accurately classified 100%.
Deviation analysis
Figure 7 illustrate, how physical activity recognition helps generate a shared healthcare 
plan. Both subfigures in Fig. 7 shows the performance graph and deviation analysis of 
two full working days: Starting from Sunday night and ending on Tuesday night on date 
11/27/2017 and 11/28/2017. The red box on the left side in Fig. 7a shows the sleep time 
of the participant that starts around 12:30 A.M. and ends at 12:00 P.M. The dark blue 
spikes on the left side of the red box show the continuous usage of smartphones for 
around 30 min. But the next day the participant will face difficulty to sleep as shown in 
Fig.  7b. The participant used the smartphone continuously for around 3.5 h and slept 
only 4 h and went somewhere around 1:35 P.M. as shown in light blue spikes. This pat-
tern is followed in the past day but on that day the participant slept around 9–10 h. The 
participant might have struggled to sleep at night for 3 h on Tuesday. The black box is 
shown in the center of Figs. 7a, b depicts almost all activities between the time interval 
of 3–6. It is the most productive time of the day. On the first day as shown in Fig. 7a par-
ticipant walked or was on foot for around 30 min in the evening between the time inter-
val of 4:00–5:00 P.M. but next day at the same time interval the participant was using the 
smartphone. It clearly shows that the participant’s routine is disturbed and he is lacking 
behind performing daily routine life tasks. The red box is shown on the right side of the 
Fig. 7a depicts that on the first day the participant was again walking in the night but in 
the Fig. 7b the participant was resting as shown by the orange spikes.
This is how a healthcare provider can provide suggestions and healthcare plan to the 
participants by visualizing their performance deviation graphs.
We can analyze the participant’s routine in combination with the location. Figure  8 
depicts the location analysis with respect to activities and time performed on the whole 
day. As previously explained, in Fig. 7a that participant was trying to sleep. In Fig. 8, one 
can see that user was at home as shown in left red box between the interval of 12 A.M. 
to 12 P.M. Later in Fig. 7a the participant used the vehicle and went to the university also 
can be seen in Fig. 8 between the interval 12 P.M. to 3 P.M. Later in Fig. 7a, one can see 
Table 3 Confusion matrix of  ML model on  7 daily life activities using Ten-fold 
cross validation
The predicted activities are represented by columns while the actual activities are represented by rows
Activities Upstairs Standing Sitting Running Downstairs Walking Bicycle
Upstairs 0.94 0.00 0.00 0.01 0.05 0.00 0.00
Standing 0.00 0.99 0.00 0.00 0.00 0.00 0.00
Sitting 0.00 0.00 0.99 0.00 0.00 0.00 0.00
Running 0.02 0.00 0.00 0.90 0.02 0.05 0.00
Downstairs 0.02 0.02 0.00 0.01 0.94 0.00 0.00
Walking 0.00 0.00 0.00 0.00 0.00 1.00 0.00
Bicycle 0.00 0.00 0.00 0.00 0.00 0.00 1.00
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Fig. 7 Deviation analysis of a participant’s routine life
Fig. 8 Performance deviation with respect to location analysis
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some blue spikes which show that the participant used the vehicle again and went to the 
“263, g11” which is a public park. Grey spikes show that the participant was walking. 
In the next step, the participant was still between the time 5 P.M. to 8 P.M. as shown 
in Figs. 7a and 8 which represents the home of the participant. Later between the time 
interval of 9 P.M. to 10.30 P.M. the participant was walking as can be seen in green lines 
in Fig. 7a which is labeled as service road east in Fig. 8. This strong co-relation shows 
that activities performed in a day can be co-related with health status.
Location agent results
We select a chunk of time series from the location dataset to analyze the pattern of vis-
ited places of the participant as shown in Fig. 9. This is the real-life scenario of one of 
our participants who executes its daily life routine. Figure 9 demonstrates that the par-
ticipant spent 65% of their time at a location (Street 14, E-11, Islamabad) which is the 
house of the participant and 20% on another location that is the friend’s home of the 
participant. This analysis is important to identify when participants might be diverting 
from the daily routine to uncertain conditions. It is shown that the participant went to 
some other places but not frequently. Also, through this analysis, the healthcare provid-
ers could assess how the participant’s daily routine changes and could accordingly sug-
gest new guidelines to the participant.
Mobile usage analysis results
Mobile usage analysis can be key to analyze the condition of a user. Figure 10 illustrates 
the smartphone usage frequency patterns according to the ON/OFF states concerning 
the date. It can be seen that on 11/26/2017, the user used the smartphone at night for a 
little time interval while on the next day 11/27/2017, the user used smartphone exten-
sively and similarly on 11/28/2017 user used the smartphone for a very long time inter-
val which depicts that user’s routine is disturbed and the user had a hard time in sleeping 
at night.
Fig. 9 Location traces of an individual. The X-axis represents the location name and Y-axis represents the 
percentage
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Comparative study
We compare the results of the framework with existing research work to evaluate the 
effectiveness of our proposed CSHCP framework. Table 4 shows that CSHCP provides 
a more accurate and reliable performance than existing work. We achieve 14%, 8%, 
13%, and 9% higher Precision, Recall, F-score, and Accuracy respectively than [40] who 
claimed generalization of their approach using supervised methods as it distinguished 
different physical activities without requiring a large number of labeled data. Authors 
Fig. 10 Mobile states concerning the date. Red dots show mobile Off state and Blue dots show On state
Table 4 Recognition comparison of proposed framework CSHCP with the existing studies 
on 7 daily life activities
The F-score is in range of [0–1] with 1 being the highest. The other measures are in percentages(%)
Approach Dataset Activities Splitting Precision Recall F‑score Accuracy
CSHCP Self Collected Walking, Run-
ning, Upstairs, 
Downstairs, 
Standing, Sit-
ting, Bicycle
Ten-Fold 97.9 97.8 0.98 97.8
 Lu et al. [40] Kwapisz et al. 
[46]
Wei et al. [47]
Walking, Run-
ning, Fast 
Walking
NA 83.0 89.0 0.85 88.0
 Chen et al. [41] Anguita et al. 
[42]
Chen et al. [41]
Sitting, Standing, 
Laying, Walk-
ing, Upstairs, 
Downstairs
Train = 70%
Test = 30%
NA NA NA 97.3, 98.8
CSHCP Anguita et al. 
[42]
Sitting, Standing, 
Laying, Walk-
ing, Upstairs, 
Downstairs
Train = 70%
Test = 30%
96.8 97.9 0.98 98.0
 Nakano et al. 
[45]
Anguita et al. 
[42]
Sitting, Standing, 
Laying, Walk-
ing, Upstairs, 
Downstairs
Train = 70%
Test = 30%
NA NA NA 90.5
 Álvarez et al. 
[14]
Anguita et al. 
[42]
Shoaib et al. [37]
Walking, Upstairs, 
Downstairs, Sit-
ting, Standing, 
Lying
Train = 70%
Test = 30%
NA NA NA 95.0
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in [41] proposed an ensemble approach with similar accuracy to our approach but they 
did not ensure the reliability by measuring other metrics as one cannot rely on Accu-
racy only if activities are imbalanced. Furthermore, the complexity of their ensemble 
approach is very high. Authors in [45] used dynamic features with CNN classification 
and have 7% less accurate results than our approach. This approach is associated with 
huge time complexity. Furthermore, we evaluate CSHCP on publicly available dataset 
[42] used by existing studies [14, 41, 45]. In particular, we achieve 8% and 3% higher 
accuracy than [45] and [14]. Most of the research work did not take activities imbalance 
into account. They only show accuracies while activity instances are imbalanced. It is 
natural that activities that are difficult to perform contain fewer instances. In this par-
ticular case, we rely on the F-score.
Conclusion and future work
We have presented a collaborative shared healthcare plan framework for daily life activ-
ity recognition, monitoring, location analysis, mobile usage analysis, providing a shared 
healthcare plan, and supporting improved coordination and communication among all 
key stakeholders. Our paper envisions the importance of such a collaborative framework 
which provides a noticeable improvement in a challenging environment. We provide a 
systematic and functional framework that is capable of providing a shared healthcare 
plan to the patient by doctors, their guardian, as well as their close circle community 
members using a collaborative framework. Beyond the potential for improving the qual-
ity of healthcare for people, the development of such frameworks would advance the 
current state-of-the-art in planning and information sharing. One important limitation 
of this work is that the proposed approach is not tested in a real environment where the 
test subject would be real individuals with health conditions. Therefore, as future work, 
we would like to perform a health assessment of a specific health condition, namely indi-
viduals with some level of Dementia using our proposed work to detect different stages 
of Dementia individuals.
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