Managing semantic heterogeneity is a complex task. One solution involves matching like terms to each other. We view Match as an operator that takes two graph-like structures (e.g., concept hierarchies or ontologies) and returns a mapping between the nodes of the graphs that correspond semantically to each other. State of the art matching systems (e.g., COMA, Cupid) perform well for many real world applications. However, matching systems may produce mappings that may not be intuitively obvious to human users. Moreover, there are cases where matching systems do not produce a useful mapping. In order for users to trust the mappings (and thus use them), they need to understand them. Also, if a system does not provide a mapping or provides a partial mapping, users need to understand answers so that they can understand either why a mapping was not produced or why only a partial answer was produced. In this paper we describe how matching systems can explain their answers using the Inference Web (IW) infrastructure. There, S-Match, a semantic matching system, produces proofs for mappings it has discovered. Using the IW browser, users may visualize different explanations including provenance information, the derivation path of the mappings, etc.
Introduction
The progress of information and communication technologies, and in particular of the Web, has made a huge amount of disparate information available. The number of different information resources is growing significantly, and therefore the problem of managing semantic heterogeneity is increasing, see for instance (Wache et al. 2001; Bernstein et al. 2002; Giunchiglia and Zaihrayeu 2002; Bergamaschi, Castano and Vincini 1999; Goh 1997) . Many solutions to this problem include identifying terms in one information source that "match" terms in another information source. The applications can be viewed to refer to graph-like structures containing terms and their inter-relationships. These might be database schemas, concept hierarchies, or ontologies. The Match operator then takes two graph-like structures and produces a mapping between the nodes of the graphs that correspond semantically to each other.
We classify previous approaches to matching under the heading of syntactic matching since they do not analyze term meaning, and thus semantics, directly. In these approaches semantic correspondences are determined using (i) syntactic similarity measures and (ii) syntax driven techniques, see, for instance Madhavan, Bernstein, and Rahm 2001; Do and Rahm 2002; Doan et al. 2002; Xu and Embley 2003, etc.) . The first key distinction of the semantic matching approach is that we calculate mappings between schema/ontology elements (e.g., nodes of graphs) by computing semantic relations (for example, equivalent or subsuming elements), instead of computing coefficients rating match quality in the [0,1] range. The second key distinction is that we determine semantic relations by analyzing meaning (concepts, but not labels as in syntactic matching) which is codified in the elements and the structure of schemas/ontologies.
State of the art matching systems can perform well producing mappings in many application domains, such as schema/ontology integration; schema/ontology, web services coordination on the Semantic Web; semantic query processing; catalog matching; data warehouses; etc. However, there are cases where matching systems produce mappings that are may not be understandable to users and thus may need explanations before they can be used.
In this paper we discuss semantic matching, as first introduced in (Giunchiglia and Shvaiko 2003) , and implemented within the S-Match system (Giunchiglia, Shvaiko, and Yatskevich 2004 ). An example is introduced to illustrate the semantic matching approach. Then we describe the Inference Web (IW) infrastructure (McGuinness and Pinheiro da Silva 2003a) for explanations in distributed, heterogeneous environments and its Proof Markup Language (PML) (Pinheiro da Silva et al., 2004) . Using the matching example, we describe how the Inference Web explanations increase user understanding of semantic matching mappings, thereby increasing trust. For example, proofs in PML format allow software agents to make informed decisions about mappings. By browsing the proofs and asking follow-up questions, human users can also make informed decisions about mappings. Users can ask for provenance information related to proof elements (the origin of the terms in the proofs, the authors of the concept hierarchies and ontologies, etc.). Finally, we discuss related work, future work, and summarize contributions.
Semantic Matching Semantic Matching via an Example
We introduce our semantic matching approach using two concept hierarchies that are shown in Figure 1 and exemplify a simple catalog matching problem. Suppose an agent wants to exchange/search for documents with another agent. The documents of both agents are stored in catalogs according to concept hierarchies A1 and A2 respectively.
Following the semantic matching approach, possible semantic relations that may hold between nodes of the two schemas/ontologies are: equality (=); more general ( ); less general ( ); mismatch (⊥); overlapping ( ). The relations are ordered according to decreasing binding strength, e.g., from the strongest (=) to the weakest ( ), with more general and less general relations having equal binding power. The semantics of the above relations are the obvious set-theoretic semantics.
The semantic relations are calculated by mapping meaning which is codified in the elements and the structure of the given schemas/ontologies in two steps:
1. by computing the meaning of labels at nodes; 2. by computing the meaning of the positions that the labels at nodes have in a graph.
Step 1. We think of labels at nodes as concise descriptions of documents that are stored under the nodes. We compute the meaning of a label at a node by taking as input a label, analyzing its real world semantics, and returning as output a concept denoted by the label, C L . For example, when we write C Pictures we mean the concept describing "all the documents which are (about) pictures". Notice that by writing C Pictures we move from the meaningless label Pictures to the concept (label with semantics C Pictures , which the given label denotes. Meanings of labels are defined via their senses (namely, possible meanings of a word or an expression) in WordNet system (Miller 1995) .
Step 2. At this step we analyze the meaning of the positions that the labels at nodes have in a graph. By doing this we extend concepts denoted by labels computed in step 1 to concepts at nodes, C N . An extension of concepts denoted by labels is needed to capture the knowledge residing in a structure of a graph in order to define a context in which the given concept denoted by a label occurs. For example, when we write C Pictures we mean the concept describing ″all the documents which are (about) pictures and are also about Europe″. Speaking more formally, we define it as an intersection of concepts denoted by labels located above the given node, including the node itself: ,...,N1; j=1,...,N2; where ID ij is a unique identifier of the given mapping element; n1 i is the i-th node of the first graph, N1 is the number of nodes in the first graph; n2 j is the j-th node of the second graph, N2 is the number of nodes in the second graph; and R specifies a semantic relation which may hold between the concepts at nodes n1 i and n2 j . Semantic matching can then be defined as the following problem: given two graphs G1, G2 compute the
..,N2 and R′ the strongest semantic relation holding between the concepts of nodes n1 i , n2 j . The strongest semantic relation always exists since, when holding together, more general and less general are equivalent to equality. We define a mapping as a set of mapping elements. (Giunchiglia, Shvaiko, and Yatskevich 2004) Let us consider the mapping element existing between the node with label Europe in A1 and the node with label Pictures in A2. In A1, the node with label Europe is below the node with label Images and, therefore, its concept stands for the set of all documents which are (about) images and which are about Europe. Building a similar argument for the node with label Pictures in A2, and assuming that Images and Pictures are synonyms, we can therefore conclude that the concepts at the two nodes have the same extension, namely <ID 22 ,C Europe , C Pictures , = > Considering also the mapping of the node with label Europe in A1 to the nodes with labels Europe and Italy in A2 we have the following mapping elements:
Semantic relations in the above mapping elements are computed in terms of bindings between WordNet senses using the semantic matching algorithm.
Semantic Matching as a Validity Problem
The key idea behind the semantic matching algorithm is to translate the matching problem, into a propositional formula and then to check it for its validity.
A translation encodes concepts at labels/nodes using a logical propositional language where atomic formulas are atomic concepts, written as single words, and complex formulas are obtained by combining atomic concepts using the connectives of set theory. The semantics of this language are the obvious set-theoretic semantics. The semantic relations are also translated into propositional connectives, namely: equality into equivalence, more general and less general into implication, and mismatch into negation of the conjunction. We have to prove that the following formula:
is valid; where C1 i is the concept of node i in graph 1, C2 j is the concept of node j in graph 2, rel is the semantic relation (suitably translated into a propositional connective) that we want to prove holding between C1 i and, C2 j , assuming, as background theory (context), all we have been able to infer about the relations holding among the concepts of the labels of the two graphs. Context is the conjunction of all the relations (suitably translated) between concepts of labels mentioned in C1 i and C2 j . For example, let us consider a propositional formula being built for the problem of matching the node with label Europe in A1 and the node with label Pictures in A2. As from above, the propositional formula to test, for instance, if C1 Europe is equal to C2 Pictures is as follows:
is valid (a formula is valid iff its negation is unsatisfiable), we prove that its negation is unsatisfiabile. In order to do this we use a propositional satisfiability engine (SAT). Thus, SAT run on the following formula
A quick analysis shows that SAT will return FALSE. Therefore, = relation holds between the nodes under consideration. The relation found is the strongest and therefore we don't need to test C1 Europe and C2 Pictures for any other semantic relations.
Let us suppose that agent A2 wants to find ″pictures of Europe″ in the documents of agent A1. As from the above example, the S-Match algorithm will propose as the result to this query a set of documents stored under the node with label Europe in A1.
Inference Web
Inference Web aims to enable applications to generate portable and distributed explanations for any of their answers. Let us then suppose that agent A2 (which can be a human or software agent) in the example above does not trust the result because, for instance, of unfamiliarity with the S-Match system. Therefore, for A2 to trust the SMatch system, it may need to have an explanation in order to understand how information deductions were performed, how information about schemas was manipulated, what information was relied upon, and if it comes from a trusted source. In this paper we concentrate on generating explanations for the JSAT library of satisfiability algorithms (Le Berre 2001), as the inference engine used in the S-Match. Future work may include a justification of the translation of a matching problem into propositional calculus. Figure 2 presents an abstract and partial view of the Inference Web framework as used by the S-Match system. Inference Web data includes PML proofs produced by JSAT and published anywhere on the Web. Inference Web data also has IWBase's meta-data. IWBase (McGuinness and Pinheiro da Silva 2003b) is a distributed repository of meta-information about proof elements such as sources (e.g., publications, ontologies, etc.), agents, inference engines and their rules. In the Inference Web, proof and explanation documents are formatted in PML and composed of PML node sets. Each node set represents a step in a proof whose conclusion is justified by any of a set of inference steps associated with a node set. Also, node sets are subclasses of the W3C's OWL class (McGuinness and van Harmelen 2003) and they are the building blocks of OWL documents describing proofs and explanations for application answers published in the Web.
One Inference Web tool -the IW Browser -is used in the following section to present proofs and explanations. Exploiting PML properties, meaningful fragments of SMatch proofs can be loaded on demand. Users can browse an entire proof or they can limit view and refer only to specific, relevant parts of proofs since each node set has its own URI that can be used as an entry point for proofs, proof fragments.
Producing Explanations
Different users may need different explanations. For example, let us assume that agents are familiar with each other, and that they consider their information sources as reliable and trustable. We focus on explaining semantic heterogeneity discovery and providing explanations of the S-Match system by a detailed tracing of information manipulations it performs in order to produce/derive mappings. We describe three perspectives on explanations a default explanation, a source-oriented explanation, and a process-oriented explanation.
A Default Explanation
Let us recall the scenario when agent A2 was interested in knowing why S-Match suggested a set of documents stored under the node with label Europe in A1 as the result to its query (find ″European pictures″). A default explanation in the IW is short and if possible presented in the English format as in Figure 3 . From the explanation in Figure 3 , users may learn that Images in A1 and Pictures in A2 are equivalent words, e.g., they can be interchanged, in a context of the query. Also, users may learn that Europe in A1 denotes the same concept as Europe (European) 
Provenance-Oriented Explanation
Let us then suppose that an agent still does not trust the answer and may need to see the sources of metadata information behind the mapping, e.g., referring to which applications, publications, other sources S-Match used to determine that Images is equivalent to Pictures. Figure 4 presents the source metadata for the answer in Figure 3 . In this case, both (all) the ground sentences used by SMatch for this answer were obtained from WordNet. Using WorldNet, S-Match learned that the first sense of the word "pictures" is a synonym to the second sense of the word "images". Therefore, S-Match can conclude that these two words are equivalent words in the context of the answer. Provenance-oriented explanations are possible due to the IW infrastructure for storing and retrieving provenance information of proof-related elements (Pinheiro da Silva et al. 2003) 
A Process-Oriented Explanation
A more complex explanation may be required if users do not trust inference engine(s) embedded in a matching system. As the Web starts to rely on more information manipulation (instead of simply information retrieval), explanations of embedded manipulation/inference engines become more important. In the current version of SMatch, a propositional satisfiability engine, SAT, is used.
SAT engines and S-Match
At present, there is no SAT engine which always performs better than the others, and moreover at the moment we have no characterization of a class of SAT tasks generated by our matching problems, which allows us to choose the "best" engine (even if we have some preliminary evidence that most of our matching problems map into the "easy" part of the "easy-hard-easy" SAT phase transition). In the current version of S-Match we exploit JSAT, and in particular the Davis-Putnam-Longemann-Loveland (DPLL) procedure (Davis and Putnam 1960; Davis, Longemann and Loveland 1962) . Next, we will show how we can explain the main rules of a basic DPLL procedure in terms of IW proofs and explanations.
Proofs and Explanations of the DPLL Rules
The task of a SAT engine is to build an assignment µ∈{ ,⊥} to atoms of a propositional formula ϕ such that it evaluates ϕ to true. Then, ϕ is satisfiable iff µ ϕ for some µ. If µ does not exist, ϕ is said to be unsatisfiable. A literal is a propositional atom, or its negation. A clause is a disjunction of one or more literals. ϕ is said to be in conjunctive normal form (CNF) iff it is a conjunction of disjunctions of literals.
The basic DPLL procedure recursively implements the three rules: unit resolution, pure literal and split (Davis and Putnam 1960; Davis, Longemann and Loveland 1962) .
Let l be a literal, ϕ -a propositional formula in CNF. A clause is called a unit clause iff it has exactly one unassigned literal. Unit resolution rule is an application of resolution, where one clause is a unit clause.
l is called a pure literal in ϕ iff it occurs in ϕ only positively or negatively. The pure literal rule is to remove all clauses in which pure literals occur.
The split rule is to perform branching first on truth values of literals then on their false values, iff the above two rules (deterministic choices) cannot be applied.
Usually performance of SAT engines is not a concern for producing proofs. Thus, we modified a basic (unoptimized) version of the DPLL procedure implemented within JSAT in order to enable it to generate proofs. Next, we discuss proofs of the three rules presented above and their IW explanations in more detail. Unit resolution rule Let us consider the propositional formula standing for the problem of testing if the concept at node 2 in A1 is less general then the concept at node 2 in A2. To simplify the presentation we use in the following a label as a placeholder of a concept the given label denotes. DPLL procedure as implemented in JSAT handles only CNF formulas. Thus, the propositional formula and its equivalent in CNF is input into the DPLL procedure:
An intuitive reading of the SAT problem is ″is there any situation such that the concept Images of Europe is less general then the concept European Pictures assuming that Images and Pictures denote the same concept? ″.
The IW proof defending the negative answer is shown in Figure 5 . 
Pure Literal and Split Rules
Consider the propositional formula representing the question: is the concept at node 3 in A1 less general then the concept at node 3 in A2?:
An intuitive reading of the SAT problem is "is there any situation such that the concept Images of Computers and Internet is less general then the concept Cyberspace and Virtual Reality of Europe assuming that Internet and Cyberspace denote the same concept?" The IW proof defending the positive answer and explaining the pure literal and split rules can be found on the IW web-site 1 .
Discussion
There exists a line of semi-automated schema/ontology matching systems, see for instance (Madhavan, Bernstein, and Rahm 2001; Do and Rahm 2002; Doan et al. 2002; Xu and Embley 2003, etc.) . Good surveys, through 2001, are provided in Wache et al. 2001) . To the best of our knowledge, none of these other matching systems provide explanations of how they manipulate information and what deductions/manipulations are performed. As the use of matching systems for managing semantic heterogeneity grows, it becomes very important to produce explanations of them in order to make the Web more transparent and trustable.
The DPLL procedure discussed in the paper constitutes the core fundamentals of the state of the art SAT engines such as Chaff (Moskewicz et al. 2001) , GRASP (MarquesSilva and Sakallah 1999), etc. Thus, when we identify precisely a class of SAT tasks generated by matching problems, we will be able to choose the "best" SAT engine, but explanations produced in the paper will remain valid.
Recently there has been some work on verifying SAT solvers, in particular on checking the correctness of unsatisfiability proofs by representing the proof as a chronologically ordered set of conflict clauses (Goldberg and Novikov 2003) and using independent resolutionbased checking procedures . The major drawback from the IW perspective is that the above mentioned approaches do not provide proofs as independent (portable) objects, which can be checked by a trusted theorem prover. Another problem is that typical traces of DPLL processing are not logical proofs (e.g., they cannot be translated into natural deduction proofs). One approach describes "equivalent" inferences (McGuinness and Borgida 1995; Borgida et al, 1999) for use in explaining answers as a correct although potentially alternative deductive path. A direct solution to the above problem is provided in (Barrett and Berezin 2003) . They introduce a proof-producing infrastructure based on natural deduction for SAT engines (e.g., Chaff, GRASP). The key distinctions of S-Match proofs are:
• They are produced by a modified version of JSAT in SMatch that implements the Barrett and Berinzin approach for generating proofs; • They are formatted in PML and consequently they are designed for use in a distributed Web environment; • Their sentence propositions are mapped into meaningful terms rather than numbers in sentences using the DIMACS format; • They are supported by the Inference Web tools for explanation and interactive proof presentation.
Conclusions
In this paper we presented an approach for explaining answers for the semantic heterogeneity problem. By extending S-Match to use the Inference Web infrastructure, we demonstrated our approach for explaining matching systems.
In particular, we presented DPLL-based IW explanations of the SAT engine used in the S-Match system. The explanations can be presented in different styles allowing users to understand the mappings and consequently to make informed decisions about them. We use the same types of explanations to help users understand negative or partial answers from the S-Match system. In fact, a proof for a negative answer is an explanation of why the system cannot produce a mapping. The paper also demonstrates that S-Match users can leverage the Inference Web tools, for example, for sharing, combining, browsing proofs, and supporting proof metainformation including knowledge provenance information.
As future work we will extend the S-Match explanations to other SAT engines and also to other non-SAT DPLLbased inference engines, e.g., DLP, FaCT (Horrocks and Patel-Schneider 1998) .
