In studies using ecological momentary assessment (EMA), or other intensive longitudinal data collection methods, interest frequently centers on changes in the variances, both within-subjects and between-subjects. For this, Hedeker et al. (Biometrics 2008; 64: 627-634) developed an extended two-level mixed-effects model that treats observations as being nested within subjects and allows covariates to influence both the within-subjects and between-subjects variance, beyond their influence on means. However, in EMA studies, subjects often provide many responses within and across days. To account for the possible systematic day-to-day variation, we developed a more flexible three-level mixed-effects location scale model that treats observations within days within subjects, and allows covariates to influence the variance at the subject, day, and observation level (over and above their usual effects on means) using a log-linear representation throughout. We provide details of a maximum likelihood solution and demonstrate how SAS PROC NLMIXED can be used to achieve maximum likelihood estimates in an alternative parameterization of our proposed three-level model. The accuracy of this approach using NLMIXED was verified by a series of simulation studies. Data from an adolescent mood study using EMA were analyzed to demonstrate this approach. The analyses clearly show the benefit of the proposed three-level model over the existing two-level approach. The proposed model has useful applications in many studies with three-level structures where interest centers on the joint modeling of the mean and variance structure.
Introduction
For longitudinal data, mixed-effects regression models usually include random subject effects to account for the similarity among repeated measures for a given subject. The variance of the random subject effects, which represents between-subjects (BS) variation and the error variance, which represents within-subjects (WS) variation, are usually considered to be homogeneous across subject groups or levels of covariates. However, in reality, the homogeneous variance assumption, both within-subjects and between-subjects, can be violated, and the random subject effects can further be correlated with the error terms. Nonhomogeneous variance is often referred to as heteroscedasticity. By allowing for heteroscedasticity of within-subjects and between-subjects variation, the standard errors of the fixedeffects parameter estimates may be reduced, sometimes dramatically, and the precision of the estimation therefore increased.
Modern data collection procedures, such as ecological momentary assessments (EMA) [1, 2] , experience sampling [3] , and diary methods [4] , have been developed to record the momentary events and experiences of subjects in daily life. These procedures yield relatively large BS and WS data, which allows the possibility to assess intraindividual variability and changes in the variances. The data from such designs are sometimes referred to as intensive longitudinal data [5] .
Motivating adolescent mood study example
The data that motivated the development of the three-level mixed-effects LS model are from a study of mood among adolescents. Subjects were either 9th or 10th graders at baseline, 55.1% female, and self-reported on a screening questionnaire, 6-8 weeks prior to baseline, that they had smoked at least one cigarette in their life. The majority (57.6%) had smoked at least one cigarette in the past month at baseline. The study used a multimethod approach to assess adolescents at multiple time points in terms of self-report questionnaires, in-depth interviews, and week-long EMA sampling via hand-held palmtop computers. Here, we focus on the data from the baseline EMA collection. Adolescents carried hand-held computers for a seven-consecutive-day data collection period and were trained to respond to random prompts from the computers and also to self-initiate event recordings of smoking episodes. In this article, we focus on the responses from random prompts, which were date-stamped and time-stamped, and were initiated by the device approximately four times per day (range [1] [2] [3] [4] [5] [6] [7] [8] . Questions asked about location, activity, companionship, mood, and other behaviors. A total of 14,105 random prompts were obtained on 3642 days from 461 subjects with an approximate average of 30 prompts per subject (range = 7 to 71). Copyright © 2012 John Wiley & Sons, Ltd.
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For the analyses reported, a three-level structure of random prompts (level 1) within measured days (level 2) within subjects (level 3) was considered. Some information from the self-initiated smoking events was used as covariates.
We considered two continuous outcomes: measures of the subject's negative affect (NA) and positive affect (PA) before the prompt signal. Both NA and PA consisted of the average of several mood items, each rated from 1 to 10 (with '10' representing very high levels of the attribute). NA consisted of five items to assess preprompt negative mood: I felt sad, I felt stressed, I felt angry, I felt frustrated, and I felt irritable; and PA consisted of five items assessing positive mood just before the prompt: I felt happy, I felt relaxed, I felt cheerful, I felt confident, and I felt accepted by others. Higher NA score reflects relatively poorer moods; whereas higher PA scores indicate relatively better mood. In this study, interest focuses on the degree to which covariates explain between-subject (BS), within-subject between-day (WS-BD), and within-subject within-day (WS-WD) variation in NA and PA, over and above their influence on the mean response. In particular, the effect of a subject's smoking level on both the mean response and variance heterogeneity were examined.
Three-level mixed-effects location scale model
To describe the model, the three-level data structure is defined as follows: Assume that there are k D 1; : : : ; n ij level 1 units that are nested within j D 1; : : : ; n i level 2 units that are in turn nested within i D 1; : : : ; n level 3 units. The three-level mixed-effects model with random intercepts at both levels 2 and 3 can be written as
In the adolescent mood study that was used as an example for motivation and illustration, occasions (level 1) were nested within days (level 2) and nested within subjects (level 3). The outcome y ij k is the mood affect measurement, either negative affect or positive affect, of subject i on day j and on occasion k. The covariate vector x ij k (first element is one) includes levels 1, 2, and 3 explanatory variables, andǐ s the corresponding vector of regression coefficients. The random subject effect i indicates the mood affect influence of subject i, while the random day effect ij represents the influence on mood of subject i on day j . These random effects are referred to as random location effects in the context of LS models. The population distributions of i and ij are assumed to be normal distributions with N.0; 2 / and N 0; 2 , respectively. The errors " ij k are also assumed to be normal with N.0; 2 e / and independent of the random effects at both level 2 and 3. In the adolescent mood example, 2 e is the WS-WD variance, 2 represents the WS-BS variance and 2 is the BS variance. Because the level 3 subscript i is present for both n i and n ij , not all level 2 units are assumed to have the same number of level 1 units nested within, and not all level 3 units are assumed to have the same number of level 2 units nested within. In other words, there is no assumption of equal sample size at any level.
By allowing for heteroscedasticity of random effect (levels 2 and 3) variances and error variances at each level, we can further allow covariates to influence these variances. As such, we can utilize a log-linear representation, as has been described in the context of heteroscedastic regression models [13, 14] , namely,
The variances are subscripted by i, j , and k to indicate that their values change depending on the values of the covariates i ; u ij , and $ ij k (and their coefficients), which include a (first) column of ones. The number of parameters associated with these variances does not vary with i or j or k. Thus, the variance of level 3 random effect 2 i equals exp ( 0 ) when the level 3 covariates i equal 0, and is increased or decreased as a function of these covariates and their coefficients . We chose a log function here to ensure that the variance would be positive. The variances of level 2 random effects and the error variance are modeled in the same way, except that both levels 2 and 3 covariates (u ij ) may influence The error variance 2 " ij k can be further modeled to vary across individuals, above and beyond the contribution of covariates, namely,
where the random level 3 scale effects ! i have a normal distribution with zero mean and variance 2 ! . Thus, the variance 2 " ij k is a random variable that has a log-normal distribution. The choice of the skewed and non-negative log-normal distribution for 2 " ij k has been used in many diverse research areas for representing variances [15] [16] [17] [18] [19] . In this model, the random location effects i and ij indicate how level 3 units differ in terms of mean levels, while the random scale effects ! i indicate how level 3 units differ in variation, beyond the effect of covariates. Thus, the model with both types of random effects (random location and random scale) is referred to as a mixed-effects LS model. The level 3 random location effects i and random scale effects ! i are further correlated with covariance parameter ! , and each is independent of level 2 random location effects ij . This covariance parameter indicates the degree to which level 3 random location and scale effects are associated. In the adolescent mood study, it shows how a subject's mood affect mean is associated with their mood variation. Jointly, ij ; i , and ! i are assumed to have a multivariate normal distribution with zero mean and variance-covariance matrix as described in (4) . 
For estimation purposes, the random effects are usually expressed in standardized form (i.e., as multivariate standard normal) using the Cholesky factorization, namely
The model (1) can be rewritten as
, where e ij k has a standard normal distribution, and " ij k is the standard deviation of " ij k given ! i and is expressed as
The random effects Â 1i ; Â 2i , and Â ij are pairwise independent, and each follows a univariate normal distribution with zero mean and unit variance, and each is independent of e ij k . Given ! i the error " ij k has a normal distribution with zero mean and variance
The marginal distribution of " ij k , however, is no longer normal and instead it has a complex form involving the product of a log-normal random variable " ij k with a standard normal random variable e ij k . As such, the marginal distribution of y ij k is also not normal and its marginal mean and variance are, respectively, x
Maximum marginal likelihood estimation
Parameters are estimated using a maximum marginal likelihood (MML) estimation method. The details about the estimation are described in Appendix A. Fisher's method of scoring can be used to provide the solution to the likelihood equations. For this, provisional estimates for the vector of parameters D ˇ; ;˛; ; ! ;
!
T on iteration t are improved by
Copyright © 2012 John Wiley & Sons, Ltd.
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where the information matrix, or minus the expectation of the matrix of second derivatives, is
The right-hand side is often referred to as the BHHH method because of Berndt et al. [20] . At convergence, the large-sample variance-covariance matrix of the parameter estimates is then obtained as the inverse of the information matrix in (8) . In the MML solution, numerical integration is performed on the transformed Â space, specifically Gauss-Hermite quadrature can be used to approximate the integrals by summations on Qquadrature points for each dimension of the integration. Further details on the quadrature approach are described in [21] and [22] .
Computer implementation
The MML solution presented in Appendix A can be programmed using, say, FORTRAN (Intel Compliers) or C++. Alternatively, the SAS program PROC NLMIXED can also be used for MML estimation. In general, three-level models cannot be fit in PROC NLMIXED, which allows only a single level of random effects. However, the general statement in PROC NLMIXED allows one to write a multivariate conditional likelihood and hence can fit a three-level model. For this, the log-likelihood needs to be derived in a closed form and the dataset needs to be reshaped into a two-level form. In this regard, Gueorguieva [23] reformulated a three-level correlated probit model (level 1 repeated measures nested within level 2 fetus, which in turn are nested within level 3 litters) to a two-level form, and fit the reformulated two-level model in PROC NLMIXED. Her approach, however, only allows for two level 1 observations nested within each level 2 fetus. Alternatively, the SAS program developed here allows for unlimited level 1 observations nested within level 2 units, in turn nested within level 3 units. The details of this approach are described in Appendix B. A SAS syntax example for the proposed threelevel mixed-effects LS model, and the first 13 observations from a hypothetical dataset used to illustrate the construction of the conditional log-likelihood, is provided in Appendix C. The starting values for parametersˇ0; 0 ;˛0, and 0 were obtained from a three-level random intercept model without any covariates at the mean level, and the random scale variance and covariance terms ( 2 ! and ! ) were estimated from a two-level mixed-effects LS model without any covariates. All the remaining parameters were set to 0s. More details are provided in Appendix C.
Simulation study
A series of simulations using 1000 data sets, each with 11,200 observations (4 level 1 observations within each of the 7 level 2 units within each of the 400 level 3 units), were generated under the proposed threelevel mixed-effects LS model with three covariates (either continuous or dichotomous), one at each level, to assess the accuracy and reliability of the proposed three-level model using PROC NLMIXED. We also compared its performance to a simpler three-level random intercept model. These covariates were specified to have effects on the variances and the mean. Therefore, the fixed-effects covariate vector x ij k and the covariate vector $ ij k in error variance include covariates from levels 1, 2, and 3 (i.e., X1, X2, and X3, respectively); the covariate vector u ij in level 2 random effect variance includes level 2 (X2) and level 3 (X3) covariates; and the covariate vector i in level 3 random effect variance includes the level 3 covariate X3. Three levels (small, medium, large) of random scale variance 2 ! along with two opposite covariances . ! / were further evaluated. Standardized biases (SBs), root mean square errors (RMSEs), 95% CI coverage probabilities, and average lengths of 95% CIs over the 1000 unique datasets were assessed to evaluate model performance as described by Demirtas [24] .
We present in Table I 86% when the size of the random scale effect is large. In general, as is well known, using the Wald test for a variance parameter is not ideal. Except for somewhat minor underestimation of the random scale variance parameter, the inferences and conclusions for all other parameters are fairly good using PROC NLMIXED.
The results from the traditional three-level random intercept model, which ignores the random scale effects and covariate effects on variances, indicate good recovery of the mean effects (ˇ). However, this model yields badly biased estimates of the variance parameters. As is demonstrated in Table I , when the level 2 covariate X2 and the level 3 covariate X3 are ignored in modeling the variance 2 ij , the standardized bias of Ǫ 0 can be as large as 77, and the coverage probability for this parameter drops to around 80%. Also, ignoring the random scale effect and the covariate effects (X1, X2, and X3) on the error variance ( 2 " ij k ) modeling, the standardized bias of O 0 can be as high as 800 and the 95% coverage probabilities in all scenarios drop to 0%. The huge positive standardized biases indicate that the estimate of 0 on average falls about five standard deviations for small random scale ( , above the true parameter. Additionally, the bias, standardized bias, and RMSE tend to increase when the random scale variance increases. Our simulations only consider one covariate at each level, thus if the number of covariates at each level increases, the estimated intercepts of level 3, 2 random effects variances and error variance ( O 0 ; Ǫ 0 , and O 0 ) could be even more biased (if these covariates are ignored in the variance modeling).
Application to adolescent mood data
Data from the EMA Adolescent Mood Study are used to illustrate the application of the proposed threelevel mixed-effects LS model. Here, we focus on the degree to which covariates might explain variation at the subject-level, day-level, and prompt-level in NA and PA, over and above their influence on the mean response. Subject-level (level 3) covariates include Smoker (defined as the presence of at least one smoking event during the EMA baseline data collection period, 1 D yes or 0 D no), PropSmk (a proportion that indicates the level of smoking and is defined as the number of smoking events over the total number of random prompts and smoking events), Male (1 D male or 0 D female), Grade10 (1 D 10th or 0 D 9th grade), NovSeekC (a measure of novelty seeking), and NegMoodRegC (a measure of negative mood regulation). Among these covariates, NovSeekC and NegMoodRegC are grand mean centered. Day-level (level 2) covariates include WeekEnd (0 D weekday indicating Monday to Friday or 1 D weekend indicating Saturday and Sunday). For prompt-level (level 1) covariates, we considered whether the subject was alone or accompanied by others (0 D not alone or 1 D alone) at the time of the random prompt. For this variable, we created both BS and WS-WD versions, AloneBS and AloneWS, as described by Neuhaus and Kalbfeisch [25] , namely the decomposition
: equals the proportion of random prompts in which a subject was alone, and AloneWS D X ij k N X i:: is the prompt-specific deviation from the proportion. Note that AloneBS is a subject-level covariate and AloneWS is a prompt-level covariate.
Results are given in Table II for NA and Table III for PA. For comparison purposes, estimates of a two-level mixed-effects LS model and a three-level random intercept model are also listed. The first column lists the estimates ( Ǒ ) and standard errors for the random-intercept model; the second to fourth columns, respectively, list the estimates ( Ǒ ; O ; O ) and standard errors for the two-level LS model; and the fifth to eight columns, respectively, list the estimates ( Ǒ ; O ; Ǫ; O ) and standard errors for the proposed three-level LS model. The variance estimates ( O ; Ǫ; O ) are on the natural log scale and correspond to the regression parameter estimates for the BS, WS-BD, and WS-WD variances, respectively.
As can be seen from Tables II and III , for both NA and PA, the random scale effects (scale variance and location scale covariance) in the two-level and three-level LS models are highly significant (p < 0:001). Both AIC and BIC favor the three-level LS model relative to the two-level LS model, which in turn is favored relative to the three-level random intercept model. This provides clear evidence that the error variance varies across individuals, above and beyond the contribution of the many covariates, and that the three-level LS model outperforms the two-level LS model and both are better than the random intercept model. Also, in terms of the LS covariance, for NA the positive covariance estimate shows that subjects with higher NA mean (poorer mood) fluctuate more in NA, while for PA the negative covariance estimate indicates that subjects with higher PA mean (better mood) vary less across prompts in their PA responses. Table II . Mixed-effects models of negative affect, n= 461 and P ij n ij =3462 and Table III .
Mixed-effects models of Positive Affect, n= 461 and P ij n ij =3462 and 
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In comparing the mean effects among the three models, some differences emerge between the randomintercept and the two mixed-effects LS models. In general, the former model yields a few more significant results than the latter. Specifically, for NA in Table II , the significance level of AloneBS in the random-intercept model (p-value < 0.01) is diminished in the two mixed-effects LS models as noted by the increasing p-values (< 0.05). Similarly, in Table III , the gender effect (Male) that significantly increases the PA mean in the random-intercept model is no longer significant (p-values > 0.05) in the two LS models. However, the differences between the two-level and three-level mixed-effects LS models are not obvious in the sense that the mean estimates from the two LS models are similar in magnitude and significance levels, and the standard errors of the parameter estimates are close. Thus, it would appear that if the main interest centers on changes in the mean, the two-level model works fairly well compared with the three-level model, and both are superior to the over-simplified random intercept model. In comparing the two-level and three-level LS models, it is observed that most of the differences in variance modeling come from the parameter estimates associated with the error variance (i.e., WS variance in the two-level model and WS-WD variance in the three-level model). These differences arise from the separation of WS-BD and WS-WD variation in the three-level LS model, which are simply treated as error variance (i.e., WS variance) in the two-level model. As can be seen from Table II , for the NA outcome, the variables Smoker, PropSmk, and NegMoodRegC that significantly affect WS variance in the two-level model, have greater influence (i.e., smaller p-values) on persons' between-day variation (i.e., WS-BD variance), and less influence (i.e., larger p-values) on persons' within-day variation (i.e., WS-WD variance) in the three-level model. The variable Male, which has a significant negative effect on WS variance in the two-level model, only shows a significant negative effect on within-day variation but not on between-day variation in the three-level model. The nonsignificant variable AloneBS on WS variance in the two-level model becomes significant in terms of within-day but not between-day variance in the three-level model. The variable NovSeekC, which significantly increases WS variance in the two-level model, has the same significance level on both within-day and between-day variations in the three-level model.
Turning to the PA outcome, although currently smoking (Smoker) and the level of smoking (PropSmk) do not significantly affect WS mood variation in the two-level model, they significantly (p-values < 0.01) affect between-day variation, but not within-day variation in the three-level model. The variables NovSeekC and NegMoodRegC that either significantly increase or decrease the WS variance in the two-level model have equal influence (similar significance level) on both between-day and within-day variance in the three-level model. The variables Male and Grade 10 that have significant negative effect on WS variation in the two-level model only show significant negative effect on within-day variation but not on between-day variation. The nonsignificant variable AloneBS on the WS variance in the two-level model becomes significant on within-day variation but not on between-day variation in the three-level model; conversely, the significant WeekEnd indicator on WS variance in the two-level model is no longer significant in the three-level model for both between-day and within-day variations. Thus, a three-level LS model provides a fuller examination of WS variation; we can more precisely assess where the within-subject variation occurs: either between-days, within-days, or both.
For a regular mixed-effects three-level model, we have several different kinds of ICCs that are of potential interest as described by Snijders and Bosker [26] . For the proposed three-level mixed-effects LS model, ICC estimates can also be obtained. The ICC at level 3 represents the proportion of total unexplained variation that is at the subject level and is also the correlation for two observations from the same individual on different days and is denoted as
Var.y ij k /Var.y ij 0 k 0 /. The ICC at levels 2 and 3 represents the proportion of total unexplained variation that is at both subject-level and day-level, and is also the correlation for two observations from the same individual on the same day. This ICC is denoted as
Var.y ij k /Var y ij k 0 . Note that the ICC at either the subject-level or both subject-level and day-level can vary as a function of subject-level, day-level, and occasion-level covariates. Because the model allows the three variance components to vary as a function of covariates, here for simplicity, we report averaged variances at each level. Using these averaged variances, the ICC at the subject level (level 3) is estimated to be 0.337 for NA and 0.324 for PA, while the ICC at the day and subject level (levels 2 and 3) is estimated to be 0.443 for NA and 0.412 for PA. Therefore, of the total (unexplained) variance for NA, 33.7% is at the subject level, while 44.3% is at the day and subject level. Obviously, in terms of NA, there is more difference between subjects than within subjects (and across days), although the latter is not negligible. Similar conclusions apply to the ICCs for PA.
To summarize our findings, in terms of mean response, it is noted that several variables significantly increase (Smoker, AloneBS, AloneWS), and decrease (NegMoodRegC, Male, WeekEnd) the mean level of NA. Thus, being a smoker and a loner (i.e., higher on AloneBS) and being alone (i.e., higher on AloneWS) increase NA. Conversely, being a male and having better negative mood regulation (i.e., higher on NegMoodRegC) decrease NA. NA is also higher on weekdays and lower at weekends. Turning to PA, we found similar effects to those for NA (but in the opposite direction). Namely, the variables (NegMoodRegC, WeekEnd) significantly increase, whereas the variables (AloneBS, AloneWS) significantly decrease this mean. Thus, being a loner and being alone lower PA. Conversely, having better negative mood regulation increases PA. Also, PA is increased for weekends and decreased on weekdays. Turning to the covariate effects on the variances, in terms of BS variation, males and those with better negative mood regulation have less subject to subject NA variation and behave more homogeneously. Also, novelty seekers and 10th graders exhibit less PA variation, while loners have more PA variation. In terms of within-subjects day-to-day variation, all of the results observed for NA are also seen for PA. Namely, smokers and novelty seekers are more varied and less homogeneous from day to day, whereas negative mood regulators (i.e., higher on NegMoodRegC) and smokers with higher smoking levels (i.e., higher on PropSmk) vary less and behave more homogeneously in both NA and PA from day to day. As to WS-WD variation, several variables significantly increase this variance (Smoker, NovSeekC, AloneBS), whereas others significantly diminish this variance (PropSmk, NegMoodRegC, Male) for NA. Thus, for NA the WS-WD data are more varied from smokers, novelty seekers, and loners, and less varied from males, negative mood regulators, and smokers with higher smoking levels. Similarly, results were observed for PA, namely, the variables NovSeekC and AloneBS significantly increase this variance, while NegMoodRegC and Male significantly decrease this variance. In addition, 10th graders decrease WS-WD PA variance.
Discussion
In this article we have extended an existing two-level mixed-effects LS model proposed by Hedeker et al. [12] to three levels by adding an intermediate day level into the two-level structure (occasions nested within subjects) to account for within-subjects day-to-day mood variation in EMA data. The proposed three-level mixed-effects LS model therefore is based on a conventional three-level random intercept model, but allows covariates to influence the variances at the subject, day, and occasion levels. This model can examine the degree to which subjects are heterogeneous in terms of their mood variation by further including a subject-level random scale effect on the WS-WD variance. Our examples with NA and PA clearly show that subjects experience systematic mood variation from day to day and within days. In this article we also detailed how maximum likelihood estimation can be carried out using existing software (SAS PROC NLMIXED).
The methods developed in this article can easily generalize to a variety of EMA studies in smoking and cancer-relevant research areas, such as studying relapse among adolescent smokers [27] , examining the urge to smoke [28] in the former, and the assessment of pain and symptoms, and diet and exercise in the latter. Because EMA studies typically involve many measurements obtained from subjects both within and across days, the three-level mixed-effects LS model would seem to be a useful tool for analysis of EMA data. Additionally, although the proposed model was developed for the analysis of an EMA dataset, the model can also be applied to other types of studies with three-level structures when the study interest involves covariate effects on the variances and the overall mean.
In this article, single random effects at each of the subject-level and day-levels were considered, but this could be generalized, for example, to allow random intercepts and trends. Specifically, we can generalize Equation (1) to allow covariates to influence multiple BS variance parameters (i.e., intercept and slope variances), multiple WS-BD variance parameters (i.e., intercept and slope variances), and the WS-WD variance, using a log-linear representation.
Modern data collection procedures, such as EMA, usually provide a fair amount of data, and so give rise to the opportunity for modeling of variances as a function of covariates. One might wonder about how many subjects and observations within subject data are necessary for estimation and variance modeling purposes. For random coefficient models, Longford [29] noted the difficulty with providing general guidelines about the degree of complexity, for the variation part of a model that a given dataset could support. This would also seem to be true here. Simulations with small sample sizes (e.g., 20 subjects with 5 observations each), gives the general impression that the main concern is that the algorithm does not often converge, but instead has estimation difficulties of one sort or another, in small sample situations. The current work focuses on continuous outcomes. Further work could extend our three-level model to other types of outcomes such as binary or ordinal. For such outcomes, two-level mixed LS models for ordinal data are described by Hedeker et al. [11, 30] , while Gibbons and Hedeker [21] and Raman and Hedeker [22] describe (random intercept) three-level mixed models for dichotomous and ordinal outcomes, respectively. Therefore, a future aim is to extend these approaches to develop a three-level mixed LS model for such categorical outcomes.
Our work here only considers a frequentist approach. Alternatively one could use a Bayesian approach, via MCMC, for estimation of the hierarchical variance components. A recent article describing a two-level model using a Bayesian approach is by Myles et al. [31] .
Finally, it should be mentioned that affect levels, and variability in affect levels, could be influenced by other variables than those presented in the example of this paper. We included variables that were deemed to be 'good candidates', but we have not been exhaustive in our selection of covariates. Essentially, we feel that our example provides a reasonable approach for illustrating our statistical model, but certainly more work can be conducted to provide a more comprehensive modeling of mood variation. Also, there are other methodological approaches for modeling variance, for example work on linear oscillators [32, 33] , typology clustering [34] , and generalized mixed models [35] . Future work could compare the relative merits of these approaches.
Appendix A: Maximum marginal likelihood estimation
Let y i be a vector of the responses from level 3 unit ion n i level 2 units with n ij level 1 units on each level 2 unit. The marginal density of y i in the population can be expressed as the following integral of the conditional likelihood, L. /, weighted by the density g . /
where g Â i Á represents the distribution of the random effects Â i D Â i1 ; : : : ; Â i n i ; Â i T for unit i in the population. Here Â i1 ; : : : ; Â i n i T are the level 2 random effects with an n i -dimensional standard multivariate normal distribution and Â i D .Â i1 ; Â i2 / are the level 3 random effects with a standard bivariate normal distribution. Jointly, Â i has a n i C 2 dimensional standard multivariate normal distribution. The subscript i only means that the dimension of Â changes with level 3 unit i. Assuming independence of the response vector y i1 ; : : : ; y i n i for unit i, conditional on the level 3 random effects Â i , the marginal density becomes
where Â ij is a univariate standard normal random variable and represents the level 2 random effects for j D 1; : : :; n i . Further assuming independence of responses from n ij observations for level 3 unit i on level 2 unit j conditional on its level 2 and 3 random effects Â ij and Â i , the conditional likelihood of
f y ij kˇÂij ; Â i . Thus, with the independence assumption, the integration dimensionality is significantly reduced from original n i +2 to 3. The marginal density of y i can then be expressed as
For parameter estimation, we differentiate the marginal log-likelihood for the patterns from the n level 3 units, log L . / D P n i D1 log h.y i /, where D ˇ; ;˛; ; ! ;
!
T is the parameter vector to be estimated. Let Á be a parameter vector or scalar ofˇT; T ;˛T; T ; ! , and 2 ! , then we obtain 
In (A5), e ij , e i , and´i j k are defined as
respectively. Furthermore, the first derivative of´i j k with respective toˇ, ,˛, , ! , and 2 ! are respectively,
Appendix B: Computer implementation
Let m ij k D ij C " ij k , the three-level mixed-effects LS model in Section 3 and Equation (1) can be rewritten as a two-level form as follows:
where m ij k is viewed as the new error term in the two-level form and m ij kˇ!i N 0;
The column vector y ij containing n ij responses .y ij1 ; : : : ; y ij n ij / T from unit i on level 2 unit j is expressed as
where J ij is a n ij n ij square matrix with all elements being ones and D ij is an n ij n ij diagonal matrix with the kth diagonal element being
: : : ; n ij . Following this, y ij given i and ! i is also normal with N x ijˇC 1 ij i ;
We assume that the n i responses .y i1 ; : : : ; y i n i / T from unit i are independent given level 3 random effects (! i and i ). By factoring the multivariate likelihood f y ijˇ i ; ! i D f y ij1 ; : : : ; y ij n ijˇ i ; ! i into product of univariate conditional densities, the resulting likelihood for the ith unit is
f y ij k j y ij1 ; : : : ;
The overall conditional log-likelihoodover i, j , and k is
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By the property of multivariate normal distribution of y ijˇ i ; ! i , each individual element y ij k in response vector y ij given i ; ! i , y ij.k 1/ ; : : : ; y ij1 , also has a univariate normal distribution. Hence, the log-likelihood l l ij1 D log f y ij1ˇ i ; ! i is an N. ij1 ,
Á ; and the log-likelihood l l ij k D log f y ij k ˇy ij1 ; : : : ; y ij .k 1/ ; i ; ! i is a N. ij k , 2 ij k / random variable when k = 3,. . . , n ij . When k* > 3, thelog-likelihood, mean, and variance in general are as follows:
where
To reduce computational time, the current mean and variance can be computed from the components that have been computed in the previous parts. The means and variances of the first and second log-likelihood (l l ij1 and l l ij 2 / are computed the same way as mentioned before, namely,
The mean and variance of the third log-likelihood (ll ij 3 / are given by
The mean and variance of the fourth log-likelihood (l l ij 4 ) are as follows:
where (or varu), with˛0 (or alpha0) indicating the reference WS-BD variance (i.e., the WS-BD variance when the covariates x2 and x3 all equal 0), and˛1 (or alpha1) and˛2 (or alpha2) characterizing how this variance vary with day-level covariate x2 and subject-level covariate x3 correspondingly. For the model of the within-subjects within-day (WS-WD) variance for the first (second/third/fourth) response, vare1(vare2/vare3/vare4) is modeled in terms of a reference variance 0 (or tau0), with coefficients 1 (or tau1), 2 (or tau2), and 3 (or tau3) specified for the WS-WD variance that influences x1_1(x1_2/x1_3/x1_4), x2, and x3, respectively. Here, vare1 to vare4 represent the WS-WD variances for the first to fourth responses, namely,
. Users must provide starting values for all parameters on the PARMS statement. To do so, it is beneficial to run the model in stages using estimates from a prior stage as starting values and setting the additional parameters to zero or some small value. For example, one can start by estimating a randomintercepts model with fixed effects (ˇ), BS variance 0 (or lbd0), WS-BD variance˛0 (or alpha0) and WS-WD variance 0 (or tau0) on log-scale. Estimates of these parameters can then be specified as starting values in a random scale model with the additional parameters 2 ! (or varw) and ! (or covgw) being estimated. Finally, the full model with all other parameters 1 (or lbd1),˛1 (or alpha1), 2 (or alpha2), 1 (or tau1), 2 (or tau2), and 3 (or tau3) can be estimated. In practice, this approach works well with PROC NLMIXED, which sometimes has difficulties in converging to a solution for complex models. Also, for complex models, it is sometimes the case that the default convergence criterion is not strict enough. In the above syntax, the convergence criteria is specified as GCONV=1e-13 on the PROC NLMIXED statement.
Finally, with minor modification, the proposed SAS program can also fit a three-level LS model that has no random scale effect in the error variance, but still allows covariates to influence the variance of random intercept at each of the three levels, using a log-linear representation. This can be done Copyright Table A1 . First 13 observations of illustrated dataset, one that is simulated from 100 subjects. easily by removing covgw = 0 from PARMS statement, deleting the BOUNDS statement, dropping the variable w from vare1-vare4, and also modifying the random statement as: RANDOM gamma w NORMAL(0,varg)
