In this paper we study the ability of the Cokriging method to represent functions with multiple local minima and sharp discontinuities for use in the multidimensional design of a low-boom supersonic business jet wing-body-canard configuration. Cokriging approximation models are an extension of the original Kriging method which incorporate secondary information such as the values of the gradients of the function being approximated. Provided that gradient information is available through inexpensive algorithms such as the adjoint method, this approach greatly improves on the accuracy and efficiency of the original Kriging method for high-dimensional design problems. In order to construct Cokriging approximation models, an automated Euler and Navier-Stokes based method, QSP107, has been developed to provide accurate performance and boom data with very rapid turnaround. The resulting approximations are used with a simple gradient-based optimizer to improve a multi-objective cost function with large variations in the design space. Results of sample two-dimensional test problems, together with a 15-dimensional test case are presented and discussed. The Cokriging method is a viable alternative to quadratic response surface methods for preliminary design using a moderate number of design variables, particularly when the cost function being optimized is very nonlinear. 
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Introduction
T HE optimization of aerospace systems is an iterative process that requires computational models embodied in complex and expensive analysis software. This paradigm is well exemplified by the field of Multidisciplinary Design Optimization (MDO) which attempts to exploit the synergism of mutually interacting disciplines in order to improve the performance of a given design, while increasing the level of confidence that the designer places on the outcome of the design itself. MDO methods, particularly those based on high-fidelity analyses, greatly increase the computational burden and complexity of the design process. [1] [2] [3] [4] For this reason, high-fidelity analysis software typically used in single discipline designs may not be suitable for direct use in MDO.
2, 5 Faced with these problems, the alternative of using approximation models of the actual analysis software has received increased attention in recent years. A second advantage of using approximation models during the optimization process is that, since their evaluation is inexpensive, they can be used with optimization algorithms which do not rely on the computation of sensitivity derivatives.
One of the most common methods for building an approximate model is the Response Surface Method (RSM) in which a polynomial function of varying order (usually a quadratic function) is fitted to a number of sample data points using least squares regression. This method has achieved popularity since it provides an explicit functional representation of the sampled data, and is both computationally inexpensive to run and easy to use. However, response surface models have several key limitations: their accuracy is only guaranteed within a small trust region, and, by design, they are unable to predict multiple extrema. In addition, these methods were originally developed to model data resulting from physical experiments which had a random error distribution. Since the nature of computer experiments is such that random errors are not present (a bias is much more common), the use of these methods for modeling deterministic data has resulted in serious debate within the statistical community. 6 In order to overcome these problems, Sacks, et al. 7 proposed an interpolation modeling technique, known as the Kriging method, developed in the fields of spatial statistics and geostatistics, in order to approximate the results of deterministic computer analyses. The Kriging method is different from the RSM since the interpolation of the sampled data is carried out using a maximum likelihood estimation procedure, 8 which allows for the capturing of multiple local extrema. The Kriging method, however, is more expensive to evaluate than a traditional quadratic response surface, although the cost of evaluation is still orders of magnitude smaller than the costly CFD simulations that it is attempting to approximate. In addition, it does not provide an explicit equation for the approximation. Finally, but most importantly, just as any approximation model, the accuracy of a Kriging model depends greatly on the number of sample data points used and their locations in multidimensional space. In order to fully exploit the advantages of Kriging models, a large number of sample data points must be distributed within the design space. This sampling process can be very costly and even impractical in high-dimensional design optimization using high-fidelity methods.
The Cokriging method is an extension of the Kriging method that incorporates gradient information in addition to primary function values when generating approximation models. Provided that gradient information is available through inexpensive algorithms such as the adjoint approach, the Cokriging method can use this relatively cheap gradient information in lieu of the computationally expensive functional evaluations (CFD analyses in our case). This was the objective that we were trying to accomplish when the Cokriging method was first used in aerospace applications. Using this approach one can approximate the original function with a much smaller number of samples, without significantly sacrificing the accuracy of the approximation. The gradient information at each sample point provides a wealth of information, since it is calculated with respect to all the design variables in the problem. This information can be directly built into the Cokriging formulation as we had described in 9 in what we called the Direct Cokriging method. Alternatively, the gradient information can be included in an augmented Kriging model by adding new points to the sample database that are obtained using a linear Taylor series expansion about the points at which the gradients were computed. This procedure was also followed by Liu and Batill 10 who called it Database Augmentation. In their work, an assessment of the distances used to add new sample points was made, together with a study of three methods to obtain the values of the Kriging approximation parameters by minimizing different norms of the approximation error. In our previous work, we had only found small differences between the Direct Cokriging and Database Augmentation approaches for the chosen sample functions. Our intent is to use these approximations models for highly nonlinear cost functions which may even include discontinuities. Since the quality of the approximation is to a certain extent dependent on both the number of sample data points and their locations, both alternatives must be considered as potential candidates.
In this paper, our intention is to further explore the suitability of Cokriging models for multidimensional design cases where the cost functions being approximated can have both multiple local minima and discontinuities. For this purpose, we have chosen the aerodynamic shape design of a low-boom supersonic business jet. The purpose of this multi-objective design optimization problem is to reduce the sonic boom signature at the ground by modifying the aircraft configuration parameters while preserving or improving aerodynamic performance. In order to make sure that a number of local minima are present in the design, we have setup a very large design space which allows for significant variations in the configuration.All designs and approximations are based on the solution of the Euler equations of the fluid on meshes that are properly resolved (3 × 10 6 nodes and above) for the computation of near-field pressures that can be used to compute ground boom distributions. A nonlinear integrated boom analysis tool, QSP107, which incorporates an automated mesh generation routine, a threedimensional Euler flow solver, and a boom propagation procedure that is based on geometric acoustics and nonlinear wave propagation has been developed and is used for sonic boom prediction. Section 2 presents an overview of the derivation of the Kriging and Cokriging methods (in both of their forms). Section 3 describes the 15-dimensional test case that we use in this work, together with two different 2-dimensional simplifications that will be used to visually examine the nature of the functions being approximated and the suitability of Kriging and Cokriging methods for these types of functions. Section 4 describes the fast turnaround non-linear analysis environment that we have developed to provide sample data points and gradients for the approximations. Finally, Section 5 presents the results of our 2-and 15-dimensional test cases with several comparisons between Kriging and Cokriging approximations.
Overview of Kriging Method

Original Kriging Method
The Kriging technique uses a two component model that can be expressed mathematically as
where f (x) represents a global model and Z(x) is the realization of a stationary Gaussian random function that creates a localized deviation from the global model. 11 If f (x) is taken to be an underlying constant, 8 β , Equation (1) becomes
which is used in this paper. The estimated model of Equation (2) is given aŝ
where y is the column vector of response data and f is a column vector of length n s which is filled with ones. R in Equation (3) is the correlation matrix which can be obtained by computing R(x i , x j ), the correlation function between any two sampled data points. This correlation function is specified by the user. In this work, the authors use a Gaussian exponential correlation function of the form provided by Giunta, et al.
The correlation vector between x and the sampled data points is expressed as
The value forβ is estimated using the generalized least squares method aŝ
Since R is a function of the unknown variable θ,β is also a function of θ. Once θ is obtained, Equation (3) is completely defined. The value of θ is obtained by maximizing the following function over the interval
Direct Cokriging Method
In order to construct a Kriging approximation the only data required are the function values at a number of pre-specified sample locations. For many computational methods, secondary information such as gradient values may be available as a result of the analysis procedure. Alternatively, the gradient vector can be computed with very little additional cost, as is the case in the adjoint method.
3 Gradient information is usually well cross-correlated with the function values and thus contains useful additional information. The Cokriging method can approximate the unknown primary function of interest more effectively by using these secondary function values.
12 This section briefly describes the theory behind Cokriging approximations.
For the original Kriging method, the covariance matrix of Z(x) is defined as
where R is the correlation matrix and R x i , x j is the correlation function given by Equation (4) . Since the correlation matrix R c and the correlation vector r c for the Cokriging method are evaluated using not only function values at the sample points, but also with their gradient, the covariance can be modified as follows
Cov
Accordingly, the Cokriging model can be obtained by modifying Equation (3) to yield
andβ
where
and f c contains n s ones and n s × k zeros. The reader is referred to Refs 7, 11, 12 for more details on the development of the Kriging and Cokriging techniques.
Indirect Cokriging
Another way to include gradient information in the Kriging method is to create additional function values using the gradients available and a first order Taylor series expansion in a close neighborhood of the sample point. In this approach, the original Kriging formulation can be used with an increased number of sample data values. These additional function values play a similar role to the gradients since they tend to have strong correlations with the original sample points given the close distances to each other. The authors have given this approach the name Indirect Cokriging only to distinguish it from the Cokriging (Direct Cokriging) method which uses the gradient information directly. Both of these approaches are used in the results presented in this paper. Liu et al. 10 refer to the Indirect Cokriging method by the name of Database Augmentation: although different error estimation criteria may be used, both approaches are similar in nature.
Test Problem : Low-Boom Supersonic Business Jet (SBJ) Design
The design problem in question involves the ground boom and drag minimization of a supersonic business jet wing-body-canard configuration at a specified lift coefficient, C L = 0.8885, which corresponds to a cruise weight of 100, 000 lbs at a cruise flight altitude of 50, 000 ft. The aircraft geometry and flow conditions were parameterized with a total of 70 potential design variables. Three different test problems will be presented in the Results section. These problems include two two-dimensional test cases used for validation and demonstration and one 15-dimensional case used to establish the feasibility of the method in higher dimensional spaces.
2-Dimensional Validation Case
For the initial validation test case, two geometric design variables were chosen so that the actual objective function and its Cokriging approximation could be graphically compared and validated. In this case, we selected as design variables the streamwise position of the wing along the surface of the fuselage measured from its nose, and the radius of the fuselage station located halfway between the nose and the tail. This choice of design variables was found to produce a smoothly varying objective function (C D ) with multiple local extrema. This design space was used as a realistic test function for the visualization of Cokriging models.
2-Dimensional Design Problem
In order to address the ability of Cokriging approximations to effectively deal with objective functions with discontinuities, a 2-dimensional SBJ design problem was set up in which both the coefficient of drag, C D , and the ground boom overpressure were minimized using successive Cokriging models and a trust region methodology. The ground boom overpressure was evaluated by simply measuring the strength of the first pressure discontinuity in the signature. More elaborate measures of overpressure (dBA, impulse, etc.) could be easily incorporated. The chosen design variables represent the following geometric parameters:
x 1 = fuselage radius at 10% of fuselage length x 2 = fuselage radius at 20% of fuselage length Variations in these design variables were used to compute aerodynamic coefficients and ground boom pressure distribution at 5 sample design points chosen by incrementing and decrementing each variable from the baseline value using a straightforward design of experiments approach. Two additional flow solutions were calculated at each sample points to collect finite-difference gradient information along each design variable. The step size was chosen to be 0.1% of the value of the corresponding design variable. In a realistic design environment the gradient information would be obtained using our adjoint approach. Using 5 sample values and 10 gradient components (two at each sample point), indirect Cokriging models for both C D and ground boom overpressure were generated and used in design optimization. The approximation and optimization procedure was repeated three times for the boom optimization case to graphically demonstrate the feasibility of using Cokriging models for sonic boom minimization.
15-Dimensional Design Problem
The design problem was extended to a 15 design variable problem to test the procedure in a more realistic design environment. The list of geometric influences of the design variables is given below and in Figure 9 :
x 1 = canard wing sweep angle at c/4 line x 2 = canard position along fuselage x 3 = canard linear twist angle x 4 = wing sweep angle at c/4 line x 5 = wing aspect ratio x 6 = wing taper ratio x 7 = wing dihedral angle x 8 = wing root thickness-to-chord(TOC) ratio x 9 = wing tip thickness-to-chord(TOC) ratio x 10 = wing tip linear twist angle x 11 = fuselage radius at 3% of fuselage length x 12 = fuselage radius at 10% of fuselage length x 13 = fuselage radius at 20% of fuselage length x 14 = fuselage radius at 30% of fuselage length x 15 = fuselage radius at 50% of fuselage length
The airfoil sections for the canard and main wing were chosen to be simple biconvex airfoils of varying thickness. The free-stream flow conditions were fixed at M ∞ = 2.0 and the coefficient of lift, based on a wing planform area of 1, 650 ft 2 , a gross weight of 100, 000 lbs and a cruise altitude of 50, 000 ft, was fixed at C L = 0.08885. Once each CFD calculation had converged a minimum of 4 orders of magnitude in the average density residual, a near-field pressure distribution was extracted at a distance of 1.2 times the fuselage length below of the body on the symmetry plane. The pressure signature was then provided to the boom propagation code to estimate ground sonic boom characteristics. As in the previous test case, the initial pressure rise at the ground was used as the measure of overpressure. The C D and boom overpressure Cokriging models were incorporated into a nonlinear optimization process using MATLAB's fmincon to perform design optimizations. All design variables were allowed to span a large design space. These large variations, when not properly constrained, can lead to unrealistic designs. As will be shown in the Results section, this is indeed the case in this test case. However, our intention was for this test case to serve as a demonstration of the capabilities of both our automated CFD system and the Cokriging approximations and not as an actual usable design.
Design Tools
In order to develop Kriging and Cokriging approximation models, a large number of CFD computations for different geometries must be carried out automatically. For this purpose, we have developed a nonlinear integrated boom analysis tool, QSP107, that can provide both ground boom and aerodynamic performance information for a small set of configuration variables that are provided in an input file.
QSP107
A nonlinear integrated boom analysis tool has been developed for sonic boom prediction based on fully nonlinear CFD analyses. This tool couples the multiblock Euler and Navier-Stokes flow solver FLO107-MB 13 to an H-mesh generator adapted from the HFLO4 code of Jameson and Baker, 14 and to the PC Boom software for far-field propagation developed by Wyle Associates. 20 A flowchart of the automated analysis process can be seen in Figure 8 .
The procedure starts with a geometry generation module that automatically creates the necessary surface meshes to describe the configuration in question. This geometry module is simply based on a parametric aircraft description with 67 design variables of which a subset (either two or fifteen as discussed earlier) are chosen for our optimization experiments. The Htype mesh, which is generated automatically from the parametric geometry definition, can handle arbitrary wing-fuselage-canard configurations. The grid is then adjusted to have higher resolution in the areas where shock waves and expansions are present below the aircraft, and its grid lines are slanted at the Mach angle to maximize the resolution of the pressure signature at distances of the order of one body length. The user may specify the location of an arbitrary cylindrical surface where the near-field signature is extracted from the multiblock flow solution and provided as an input to a modified version of PC Boom which propagates a full three-dimensional signature along all rays that reach the ground. This allows for the calculation of arbitrary cost functions (not only ground-track initial overpressure) that may involve weighted integration of the complete sonic boom footprint. In this work, however, only the ground track overpressure has been considered. The flow solver combines advanced multigrid procedures and a preconditioned explicit multistage time stepping algorithm which allows full parallelization.
Because of the advanced solution algorithms and parallelization, the integrated tool provides fully nonlinear simulations with very rapid turnaround time. Using typical meshes with over 3 × 10 6 mesh points we can obtain a complete flow solution and ground signature prediction in under 5 minutes, using 16 processors of a Beowulf cluster made up of 1.2Ghz AMD Athlon processors. In this work, we have used QSP107 repeatedly to generate Kriging and Cokriging approximation models which required 496 of these solutions for each approximation step.
Optimization Algorithm
Given that both Kriging and Cokriging approximation models can handle cost functions with multiple local minima and discontinuities, the logical choice of optimization algorithm would be one that can perform global searches in a robust fashion. It is our intention to use this kind of methods in the near future, but for the time being we have chosen to use a constrained gradient-based optimizer to perform all computations. The medium-scale optimization algorithm we have used is the fmincon algorithm in the optimization toolbox of MATLAB.
21 fmincon uses a Sequential Quadratic Programming algorithm. In this method, a Quadratic Programming (QP) subproblem is solved at each major iteration. An estimate of the Hessian of the augmented Lagrangian is updated at each iteration using the BFGS formula. Line searches are used, and the QP subproblem is solved using an active set solution strategy.
In order to avoid getting trapped in a local minimum, for each Cokriging approximation, a number of optimizations are performed starting from randomly chosen initial conditions within the design space, including the baseline point. Although this is no guarantee of having arrived at the global optimum, the minimum of all these optimizations is considered to be the global optimum for the current approximation model. This procedure is repeated as the trust region size is decreased and the Cokriging approximations are refined.
Results
Graphical Validation of Cokriging Method
Two-dimensional Cokriging models were created for the C D of the supersonic business jet test problem using sample data obtained from CFD analyses in order to validate and investigate their ability to approximate the results of the original CFD code. The two design parameters of the wing-body configuration chosen as design variables were the wing streamwise location along fuselage and the radius of the fuselage at its mid-point. 400 CFD calculations were performed by varying the design variables to obtain a graphical representation of the actual CFD analyses. The results are shown in Figure 1 (a) . The design variables were chosen so as to generate a realistic test function having multiple local extrema to check the ability of Cokriging models to simulate this feature. One important point to note from the Figure is that the actual drag coefficient varies smoothly with respect to the geometric design variables. The selection of Gaussian exponential correlation function for the Kriging method was based on the assumption that the response function to be modeled was very smooth in nature. Thus, Figure 1 (a) provides the validation of the assumption and the rationale for using the Gaussian correlation function in this problem.
A total of 9 sample points were used to generate the original Kriging model, and the 9 sample points together with gradient information at these points were used for the Cokriging models. From the comparisons in Figure 1 , it is clear that Cokriging models performed much better than the Kriging model in predicting the objective function for both its general shape and magnitude. The discrepancies of the original Kriging model were caused by under-sampling.
Very little difference was found between the direct and indirect Cokriging methods at least in this test case and therefore, we feel comfortable that we can use either of the two Cokriging approaches with similar accuracy. The indirect Cokriging method has the advantage of having a simpler formulation, but there is a chance for numerical errors to be introduced while estimating the additional function values from the gradients. The direct method can be more accurate because it uses gradient information directly, but the formulation becomes more complex as the dimensionality of the problem increases.
In order to investigate the applicability of the Cokriging models in 2-dimensional design spaces, C D optimizations were performed using each of the approximation models generated above. Figure 2 (a) shows the C D optimization results using the database constructed from 400 CFD calculations over the design space. The optimization was repeated five different times by changing the starting points. Four of them converged to one local minimum point and one converged to a different one. The optimizations were again repeated using different approximation models generated from Kriging and Cokriging methods, and the results are compared in the subsequent figures. As shown, the predicted optimum design point and optimum value of C D for these cases were nearly identical. The predicted C D from the CFD database was 0.0059708 whereas those for the Cokriging models with 5 and 9 sample points (and gradients) were 0.0059759 and 0.0059758 respectively with almost the same optimum design point locations. The relative error for the optimized C D value is within 0.086%. As we can observe from Figure 2 (b) , the ability of the original Kriging method to simulate the unknown function was clearly limited without an extensive set of sampled data. The optimum point and the predicted C D value were far off from the actual ones.
Two-Dimensional Optimization Problem C D Optimization using Cokriging Model
The procedure used in the validation test case was repeated for this two-dimensional design problem with a different set of design variables. This time, the design variables and their range of variation were specifically selected to present a challenging boom minimization case. The two design variables selected represent the radii of two fuselage sections located at 10% and 20% of the length of the fuselage. A total of 121 CFD calculations were carried out and the results of the C D variation over the design space are shown in Figure 3 (a). Even for this relatively simple function, the original Kriging model with 5 samples performed poorly in approximating the CFD calculations, whereas the two Cokriging approaches augmented by gradient information at the sample points were more successful in approximating the function. As in the test case, the C D optimizations using Cokriging models were much more accurate than that using the original Kriging model in terms of both the ability to find the local minimum and to estimate the actual function values. Figure 4 shows the graphical representation of the optimization results.
Ground Boom Optimization using Cokriging Model
The general shape of the ground boom overpressure across the design space computed using the same 121 CFD calculations is shown in Figure 5 (a) . Unlike the C D objective function case, the values of the initial shock jump at the ground varies almost linearly with each design variable until sharp discontinuities are found for lower values of both design variables. This kind of functional variation is considered to be quite difficult to capture with a small number of sample data points. Subsequent Figures show the approximations of the exact boom overpressure values using both Kriging and Cokriging models with 5 sample data points.
Similarly to the previous test case, the accuracy of the Kriging model was greatly improved by the addition of gradient information.
Even though Cokriging models had some difficulty to capture the exact variation of the overpressures over the entire design space, three successive design iterations using a trust region methodology produced quite satisfactory results. Figure 6 (a) shows the history of sample points computed for all three design iterations as well as the evolution of the optimum design point superimposed on the exact CFD contour plot (for reference purposes only). Figures 6 (b),(c),(d) represent Cokriging models and the location of the sample points for each design iteration as well as the true and estimated optima for the Cokriging models. After three design iterations the actual location and the function value of the local minimum was achieved fairly accurately. Figure 7 shows the result of a test case in which the effect of accumulating sample points was examined. As can be seen in Figure 7 (a), accumulating the 1 st and 2 nd sample sets greatly improved the ability of the Cokriging model to capture the general features of the target function over the complete design space. However, combining the 2 nd and 3 rd sets did not help the accuracy of the Cokriging model much. This is a consequence of the fact that a sharp discontinuity existed around the region of interest and the Cokriging model could not find accurate correlation parameters between all sample points. By retaining the sample points from the 1 st set, global information is used to model the discontinuity more accurately. These results are also repeated for the case of accumulating all three sample sets, which are shown in Figure 7 (d).
15-Dimensional Design Case
The last test case corresponds to the demonstration of the Cokriging method in a high-dimensional problem. In all the results that follow, the 15-dimensional parameterization of Section 3.3 will be used. The objective is to minimize a weighted combination of the drag coefficient, C D , and the ground boom overpressure, ∆p,
by varying the values of 15 configuration design variables. The only constraints imposed on the problem are upper and lower bounds on the design variables. At each design iteration, Cokriging approximations of the C D and ∆p are constructed by running QSP107 at 31 sample points distributed in a star design. The star design consists of a central point and variations ±∆x i along each of the design variables. In the first iteration of the procedure, the ∆x i values were chosen so that they had relatively high magnitude and the sampling spanned a large design space. For example, for the sweep angle of the wing, ∆x i = ±10
• . In subsequent iterations, ∆x i were monotonically decreased according to the bounds of the corresponding trust region.
Additional CFD computations using QSP107 were carried out to obtain the necessary finite-difference gradient information. This requirement resulted in a total of 496 CFD and boom propagation solutions. It must be mentioned that this approach was simply followed to accomplish our goals in a straightforward fashion. The proper way of obtaining gradient information would be by using the adjoint solver for QSP107. This would have resulted, instead, in an additional 31 CFD solutions, for a total of 62 solutions. This is quite a small number compared with the 496 actually used. As the number of design variables increases, the trade-off is even more compelling. Figure 9 details the geometric meaning of all 15 design variables. Table 1 summarizes the results of all optimizations that were carried out. Although the primary results are those of the last row (C D + Boom Optimization), we also conducted optimizations based on the C D and boom overpressure alone for comparison purposes. The baseline design drag coefficient was found to be C D = 0.0088 and the overpressure, ∆p = 0.77569 psf.
CD + Boom Optimization
In the last row of Table 1 we can see the results of three major iterations of the design procedure. At each iteration, a Cokriging approximation was constructed and a search for the global optimum was conducted by multiple runs of the fmincon algorithm. Once the global optimum had been found, a single CFD computation was carried out to identify the error in between the approximated and actual results. At that point, the trust region size was adjusted, and the procedure was repeated for a new Cokriging approximation centered about the location of the optimum of the previous iteration. The values for the weights were selected to be α = 50, and β = 1.
In three design iterations, the C D has decreased by 37.43%, while the boom has been attenuated by 18.57%. Since the design is not properly constrained, these numbers do not carry much meaning other than the fact that the optimization is lowering the value of the composite objective function. What is more relevant is the fact that the Cokriging approximation, at each design iteration is able to approximate both the C D and ∆p with relative errors that are always less than 5%. As the size of the trust region decreases, so do the errors, although not monotonically. Figure 10 shows several views of the initial and optimized configurations. The main cause of the reduction of both the drag and the overpressures can be seen to be the increase in wing sweep to a rather large amount. This increase in sweep has the effect of spreading the lift over a longer distance which has beneficial effects for both sonic boom and performance. In addition, al-though not clearly visible from the Figure, the fuselage area distribution has been tailored at all 5 design locations, the sweep of the canard has increased slightly. It must be noted that, although the wing sweep and location are rather extreme, they are not against the bounds of the design space. Finally, notice that the front portion of the fuselage has changed in shape significantly: the included angle at the nose decreases to weaken the leading shock, while a bump is formed right behind that causes a smooth recompression, followed by an expansion to weaken the overall effect on the overpressure. Figure 11 shows both the near-field and ground pressure signatures for the original and optimized designs. It is found that the modifications to the fuselage shape, together with the location of the canard and the wing position and sweep cooperate to decrease the intensity of the initial shock and to prevent the coalescence of the wing leading edge shock.
C D Optimization and ∆p Optimization
The procedure followed for this C D optimization is identical to that described previously, but the weight on ∆p is β = 0. The results in the Table show the evolution of the design to the minimum at the third design iteration.
The results for the boom optimization are fairly similar. The ground overpressure decreases monotonically this time from an initial value of 0.77569 psf to 0.63858 psf. The geometries corresponding to both optimized results are relatively similar, with the wing sweep being again the dominant configuration variable.
It must be noted that in all three optimizations, the main stumbling block in the development of accurate Cokriging approximations is still the calculation of θ. This is particularly the case in the Indirect Cokriging method because, as the sample points get closer to each other, the correlation matrix may become illconditioned. Further research is needed to devise more robust methods for the computation of this parameter.
Conclusions
This paper explores the use of Cokriging approximate models for cost functions with multiple local minima and discontinuities in multi-dimensional space. If gradient information is available inexpensively, the Cokriging method is found to be superior to the original Kriging method for representation of complicated cost functions. Cokriging models depend heavily on the choice of the parameter θ, which normally results from an unconstrained optimization problem. More appropriate alternatives to the choice of θ need to be investigated. Results are presented for sample twodimensional test cases in order to visually validate the approximation functions. It is shown that reuse of information in the Cokriging approximation may both be beneficial and detrimental. Finally, design optimization based on a 15-dimensional academic test case is performed in order to minimize a weighted combination of the C D and the ground boom overpressures. 
