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Abstract 
Industry is inundated with grouping problems concerned with formation of groups or clusters of system 
entities for the purpose of improving the overall system efficiency and effectiveness. Various extant 
grouping problems include cell formation problem, vehicle routing problem, bin packing problem, truck 
loading, home healthcare scheduling, and task assignment problem. Given the widespread grouping 
problems in industry, it is important to develop a tool for solving such problems from a common view 
point. This paper seeks to identify common grouping problems, identify their common grouping 
structures, present an outline of group genetic algorithm (GGA), and map the problems to the GGA 
approach. The practicality of the GGA tool in is highly promising in Industrial Engineering applications. 
 
Keywords 
Grouping problems, grouping genetic algorithms, genetic algorithms, metaheuristics, Industrial 
engineering 
 
 
1. Introduction 
 
Manufacturing and service industries are inundated 
with problems that require formation of groups or 
clusters of system entities with the aim of achieving 
a certain goal, typically to optimize the system 
efficiency and effectiveness [1]. For instance, in 
logistics and transport management, it is often 
desired to minimize transportation costs, 
number of vehicles used, and customer waiting 
times [2]. This can be achieved by optimizing the 
assignment of groups of customers to be visited by 
each vehicle or driver. As such, it is important how 
the grouping of customers is done, considering the 
size, type and capacity of the available vehicles. In 
the same vein, it may be desirable in container 
loading to stack the freight in an optimal way so as 
to minimize loading costs. Similarly, when 
assigning tasks to workers, it is crucial how groups 
of tasks may be formed and assigned to workers in 
an optimal manner. Furthermore, manufacturers 
always seek to find the best way to group parts with 
similar characteristics so that similar parts can be 
produced using specific processes in specific 
departments. Such problems are a common 
occurrence in industry, from manufacturing to 
service industry. For the purpose of this study, 
these problems are called grouping problems. 
Noteworthy, these problems are inherently difficult 
to solve because of their combinatorial nature [1] 
[2] [5]. However, they have similar grouping 
structures and characteristics upon which their 
solution approaches can be developed [5]. 
A study of grouping problems in the literature 
revealed interesting characteristics outlined as 
follows: 
(i) they have a grouping structure that can be 
utilized in solution development; 
(ii) they are highly combinatorial in nature, 
which makes them hard to solve; 
(iii) they are highly constrained, which makes 
them complex; 
Due to their complex nature, expert systems, 
heuristic and metaheuristic approaches have been 
used to solve various grouping problems. 
 
Genetic algorithm (GA) is a potential approach for 
this purpose [3] [4]. GA is a meta-heuristic method 
based on the mechanics of copying strings 
according to their objective function values and 
swapping partial strings to generate successive 
solution spaces that improve over time. Its 
distinctive feature is the use of probabilistic genetic 
operators as tools to guide a search toward regions 
of the search space with likely improvement. Group 
Genetic Algorithm (GGA) is a modification of the 
conventional genetic algorithms originally 
developed by Falkenauer [3] for addressing 
grouping problems. Remarkable improvements and 
applications of the GGA are found in [6], [8], [19] 
[20], [21] and [27].  
 
Given the widespread occurrences of grouping 
problems in industry, and the complex nature of the 
problem, it is essential to design a robust versatile 
tool that can solve the problems across disciplines, 
with little or no fine tuning. 
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In the next section, we identify typical grouping 
problems in industry. Section 3 presents a 
description of the group genetic algorithm. We map 
the grouping problems in Section 4, showing how 
the problems lend themselves to the algorithm. 
Section 5 presents concluding remarks and further 
research prospects. 
 
 
2. Identifying Typical Grouping Problems 
 
In this section we provide a taxonomic 
identification of common grouping problems in 
Industrial Engineering. Table 1 lists the grouping 
problems identified. 
 
Table 1. Identified grouping problems in industry 
 
No. Grouping Problems Selected References 
1 Manufacturing systems [3] [4] [5] [6] [7] [9] 
[10] [11] [12] [13] 
3 Logistics operations [14] [15]] [16] [17] 
[18] [19] [20] [21] 
2 Healthcare operations [8] [9] [10] [24] [28] 
[29] 
4 Group Technology [3] [4] [9] 
 
2.1 Cell Formation in Manufacturing Systems 
 
In a manufacturing system, the formation of 
machine cells is a major concern aimed at 
improving productivity [5] [6] [8]. This is achieved 
by grouping together machines that can operate on 
a product family that cause little or no inter-cell 
movement of the products.  
 
Figure 1, for example, illustrates a manufacturing 
system comprising 3 cells: cell 1, 2, and 3, each 
consisting of groups of machines (m1,m5,m6), 
(m2,m3), and (m4,m7), respectively. Considering 
the process flows and the parts to be manufactured 
various manufacturing system configurations can 
be generated and evaluated using suitable 
metaheuristics such as GGA [8]. 
 
 
 
Figure 1. A typical manufacturing cell layout and 
its representation 
2.2 Assembly Line Balancing 
 
Line balancing is concerned with assignment of 
individual work elements or tasks to workstations 
with the objective of minimizing unit assembly cost 
[10] [12] [13]. Figure 2 provides a typical line 
balancing problem in which 7 tasks are to be 
allocated to 3 workstations. Groups of tasks (1,2), 
(3,4,5) and (6,7) are allocated to stations 1, 3, and 3 
respectively. Howbeit, this candidate solution has 
to be evaluated to check if it provides the optimal 
cost. Further possible solutions may be generated 
and evaluated iteratively using suitable 
metaheuristic methods. 
 
  
Figure 2. A typical line balancing problem 
 
2.3 Logistics Operations 
 
In logistics management, the vehicle routing 
problem (VRP) is a major challenge to decision 
makers. Optimizing the routing of vehicles is 
crucial for providing cost-effective services to 
customers [17] [18]. VRP is a hard combinatorial 
problem aimed at assigning groups of customers to 
a set of vehicles, such that the total costs incurred in 
visiting all the customers is minimized, subject to 
pertinent vehicle capacity, customer demand and 
time window constraints [19] [20]. 
 
 
Figure 3.  A typical vehicle routing schedule in 
logistics operations 
 
Figure 3 shows a group representation of a typical 
VRP schedule comprising 6 customers that are 
assigned to 3 vehicles. Customer groups (1, 2), (3, 
4, 5) and 6 are assigned to vehicles v1, v2, and v3, 
[ 1  5  6 | 2  3 | 4  7 ] 
cell 1      cell 2       cell 3 
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respectively. The sequence of customers in each 
group signifies the order of customer visit or the 
route direction. 
 
2.4 Home Healthcare Worker Scheduling  
 
Typically, the home healthcare worker scheduling 
problem is described thus (see Figure 4) [21]: 
Consider a homecare center with m care givers to 
visit n clients, where each care giver k (k = 
1,2,…,m) is supposed to serve patient j (j = 1,2…,n) 
within a given time window defined by earliest start 
and latest start times, ej and lj, respectively. The aim 
is to minimize costs of visiting clients [22]. If a care 
giver arrives at the client earlier than ej or later than 
lj, a penalty cost is incurred. Let aj denote the time 
when a care giver reaches patient j, and pe and pl 
denote the respective unit penalty costs incurred 
when the care giver arrives too early or too late. 
Then, max[0,ej – aj] and max[0,aj - lj] have to be 
minimized, to maximize patient satisfaction. 
Furthermore, schedule quality should be maximized 
by constructing fair schedules within the limits of 
worker preferences [22]. 
 
 
Figure 4.  Homecare worker schedule example  
 
2.5 Bin Packing Problems  
 
The bin packing problem is a common hard 
problem in Industrial engineering where objects of 
different volumes must be packed into a finite 
number of bins or containers in a way that 
minimizes wasted space or number of bins used 
[23] [24]. For instance, in Figure 5,  three bins, b1, 
b2, and b3 are packed with groups of objects (1,5), 
(3,4,2), and (6,7), respectively. 
 
 
Figure 5. A typical bin-packing problem and its 
representation 
There are many variations of the bin packing 
problem, such as 2-dimensional packing, linear 
packing, packing by weight, and packing by cost, 
with many applications, such as filling up 
containers, loading trucks with weight capacity 
constraints, metal cutting, and other related 
problems [25]. 
 
2.6 Task Assignment 
 
The task assignment problem consists in assigning 
a set of tasks [27] [28], T = {1,...,n} to an available 
set of workers W = {1,...,w}, where each task i is 
defined by duration pi and time window [ei,li]; ei 
and li represent the respective earliest start and 
latest start times of the task [27]. Each worker has a 
scheduled working time of day. Oftentimes, it is 
required to limit the variation of individual 
workloads within acceptable limits [28]. Time 
window constraints should be satisfied. Figure 6 
gives an example of an assignment of groups of 6 
tasks to 3 workers. 
 
Assignee Tasks assigned 
w1 1, 2 
w2 3, 4, 5 
w3 6, 7  
 
Figure 6. Example of task assignment and it’s 
representation 
 
2.7 Other Problems 
 
Apart from the problems outlined in the previous 
section, other grouping problems exist in the 
industrial engineering field, such as districting 
problem and cutting stock problem, and other group 
technology applications [26]. 
 
The next section presents the general approach of 
the GGA approach. 
 
 
3. Grouping Genetic Algorithm Approach 
 
GGA is an improvement from genetic algorithm, 
aimed at taking advantage of the group structure of 
grouping problems. GGA’s main elements are 
chromosome representation, population generation, 
fitness function evaluation, and the genetic 
operators (selection, crossover, mutation, inversion, 
and diversification).  Figure 7 shows the basic 
logical flow of the GGA algorithm, together with 
its constituent operators. 
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Figure 7. An outline of group genetic algorithm 
 
3.1 GGA Coding 
GGA approach begins by exploiting the group 
structure of a grouping problem, and developing a 
genetic code that represents a candidate solution 
(chromosome). The code comprises group of genes 
(digits) that show how items are grouped to form a 
candidate solution. Thus, in the population 
initialization phase, a number of chromosomes are 
randomly created and evaluated for goodness using 
a fitness function. The chromosomes are then fed 
into an iterative loop of genetic operators: selection, 
crossover, mutation, and inversion. 
 
3.2 Selection 
Selection involves mapping a cost function g(s) of a 
chromosome s to a fitness function f(s) for 
evaluation. The fitness function for each 
chromosome determines the chromosome with the 
maximum fitness value. The goal of optimization is 
to maximize f(s), obtained thus (Goldberg (1989); 
 
max max( ) if ( )
( )
0 if otherwise
f g s g s f
f s
 
 

 (3) 
 
where, g(s) is the cost function of the chromosome; 
and fmax is the largest cost function in the current 
population. By remainder stochastic sampling 
without replacement (Goldberg, 1989), each 
chromosome s is selected and stored in the mating 
pool according to its expected count es, 
 
 
1
1
s
s popsize
ss
f
e
popsize f



  (4) 
 
where, fs is the fitness function value of the s
th
 
chromosome. Each chromosome receives copies 
equal to the integer part of es, that is, [es]. The 
fractional part of es, fract(es), is treated as success 
probability of obtaining additional copies of the 
same chromosome into the mating pool or temporal 
population, called temppop. Chromosomes with 
higher fitness will have es, and higher chances of 
surviving into the next generation. 
 
3.3 Crossover 
Crossover is an evolutionary mechanism by which 
selected chromosomes mate to produce a pool of 
new offspring, called selection pool. Groups of 
genes are exchanged with probability pc until the 
desired pool size poolsize = popsize×pc, is 
obtained. Figure 8 illustrates crossover operation. 
 
Chromosomes:  New offspring: 
[ 1 2 | 3 4 5 | 6 ]  [ 1 2 | 3 1 | 5 6 ] 
 
 
[ 2 4 | 3 1 | 5 6 ]  [ 2 4 | 3 4 5 | 6 ] 
 
Figure 8. Crossover operation example 
 
After crossover, some genes in the offspring may 
be redundant, while some may be missing. A repair 
mechanism is applied: identify and eliminate 
duplicated genes to the left of crossover point, and 
add missing genes. The group coding scheme takes 
advantage of the group structure. Figure 9 shows an 
example of repair mechanism [1 2 | 3 1 | 5 6]. 
 
Before repair : [ 1 2 | 3 1 | 5 6 ] 
Eliminate 1 : 
   [    2 | 3 1 | 5 6 ] 
Introduce 4 :   
After repair : [ 2 4 | 3 1 | 5 6 ] 
 
Figure 9. An example of the chromosome repair 
mechanism 
 
3.4 Mutation 
To intensify local search and to maintain population 
diversity, two types of mutation operators are 
applied to every new chromosome: swap mutation 
and shift mutation. Swap mutation exchanges genes 
between two randomly chosen groups in a 
chromosome. Figure 10 illustrates swap mutation; 
genes 2 and 3 are randomly chosen from trips 1 and 
2, and swapped. 
 
Chromosome  : [2 4 | 3 1 | 5 6 ] 
Select groups  : 2 and 3 
Select and swap genes: : 3 and 5 
Mutated chromosome: : [ 2 4 | 5 1 | 3 6 ] 
 
Figure 10. An example of swap mutation  
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The shift mutation operator randomly selects a 
frontier between two adjacent groups and shifts it 
by one step either to the right or to the left, as 
illustrated in Figure 11. 
 
offspring  : [ 2 4 | 3 1 | 5 6 ] 
select frontier, rand (1,2) : 2 
select direction   : right 
mutated offspring : [ 2 4 | 3 1 5 | 6 ] 
 
Figure 11. Shift mutation example 
 
3.5 Inversion 
To prevent premature convergence, inversion 
rearranges, in reverse order, the groups of chosen 
chromosome, prior to crossover operation [2]. 
Figure 12 illustrates the inversion operation. 
 
Before inversion  : [ 2 4 | 3 1 | 5 6 ] 
After inversion  : [ 6 5 | 1 3 | 4 2 ] 
 
Figure 12. Inversion example 
 
 
4. Mapping Grouping Problems to 
Grouping Genetic Algorithm 
 
Grouping problems in industrial engineering can 
generally be represented by a common group 
structure that conveniently lends itself to the GGA 
approach [17].  Various examples have been given 
in Section 2. Based on this notion, we illustrate how 
the general group structure can be mapped or coded 
into the GGA approach:  Consider a problem with 6 
elements to be assigned to 3 assignees.  
 
Figure 13 shows a coding scheme for grouping 
problems, comprising code 1 and code 2. We let 
code 1 represent a typical set of groups of elements, 
that is, (1,2), (3,4,5), and (6). The groups are 
separated by the symbol “|”. These groups are 
assigned to the respective assignees A1, A2, and A3. 
Furthermore, we let code 2 represent the respective 
positions of the delimiters or frontiers of the groups 
[20] [21] [27]. 
 
 
Figure 13. Mapping group problems using a group 
coding scheme 
 
Clearly, it stands out that many, if not all, grouping 
problems can be represented in this form, with little 
or no adjustment. In grouping problems, the aim is 
to determine the membership of each element 
possible groups or sets such that the overall 
assignment maximizes the objective of that 
particular system. Hence the most important step is 
how to map or code a grouping problem based on 
the proposed group coding scheme. Having coded 
the problem, the general flow of the GGA approach 
is basically the same. The enhanced algorithm was 
originally developed by Mutingi and Mbohwa [2] 
and applied in a number of problem instances [2] 
[20] [21] [22] [27]. 
 
 
5. Concluding Remarks 
 
Grouping problems are a common occurrence in 
industry. As such, it is needful to find a common 
view of the problems so that a useful tool can be 
designed to provide a solution approach to a wide 
range of problems across disciples. In this study we 
identified and presented a number of grouping 
problems, from various disciplines. We identified 
the common group structure of the problems and 
visualized how they can be mapped into a common 
code. The proposed common coding scheme is 
useful when solving such problems using the GGA 
approach. The GGA meta-heuristic has unique 
enhanced features, including the group 
chromosome scheme, group crossover, group 
mutation, and chromosome repair mechanism. The 
group operators enable the algorithm to reveal the 
group structure inherent in a problem set. 
 
To the practicing manager, the grouping approach 
described in this study is handy as it offers a 
structured way of solving problems. The approach 
provides a simplified way of mapping specific 
problems into a common structure that can be 
solved by the GGA. Furthermore, the approach is 
widely applicable to a number of problem 
situations. Therefore, developing the GGA 
approach into a decision support tool can be an 
added advantage to the decision maker in the field 
of Industrial engineering. 
 
The grouping problems identified in this study are 
not meant to be exhaustive. Further applications of 
the grouping approach can be identified across 
disciplines. We intend to explore more application 
areas, and to further improve the quality of the 
approach.  
 
  
[1 2 | 3 4 5| 6] 
A1        A2     A3 
[2 5 6] 
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