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Diskussionspapier 49 / 2003
Zusammenfassung
F ur die K aufer von Sammelbildern stellt sich h aug die Frage, wie viele K aufe sie t ati-
gen m ussen, um eine bestimmte Anzahl von Bildern, die zu Gruppen in T uten verpackt
sind, zu erhalten. Zur L osung dieser und  ahnlicher Fragen untersuchen wir Verallgemeine-
rungen des Belegungsproblems (Occupancy Problem) und des Couponsammlerproblems
(Coupon Collector's Problem). W ahrend in den Grundmodellen jeweils nur ein Element
(eine Sammelkarte) gezogen wird, ber ucksichtigt das Komiteeproblem (Committee Pro-
blem) die gleichzeitige Auswahl mehrerer unterschiedlicher Elemente. In diesem Sinne
verallgemeinern wir auch das Couponsammlerproblem. Unter Verwendung von Ans atzen
der Stichprobentheorie und der Kombinatorik erweitern wir schlielich die Modelle, um
f ur die einzelnen Bilder individuelle Auftrittswahrscheinlichkeiten erlauben zu k onnen.
Schl usselworte: Urnenmodelle, Occupancy Problem, Coupon Collector's Problem, Com-
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21 Einleitung
Der weltweit operierende Panini-Konzern1 gibt zu bestimmten Themen T uten mit Sam-
melbildern (im Folgenden auch als "Karten\ oder "Sticker\ bezeichnet) heraus.
Im Rahmen der aktuellen Bundesliga-Saison 2003/2004 beispielsweise enthalten die ver-
kauften T uten jeweils 7 unterschiedliche Bilder aus einer Gesamtanzahl von 498 Bildern.
Die n amliche Situation nden junge und alte Zauberlehrlinge vor, die ihrer Begeisterung
f ur Harry Potter mit der Sammlung solcher Bildchen freien Lauf lassen. Im Bundesgebiet
soll es etwa 55.000 Einzelh andler geben, die die bunten T uten meist in direkter Kassenn ahe
anbieten. Die Sticker werden millionenfach produziert und laut Panini zu einer "optima-
len\ Mischung zusammengestellt. Unter den Sammlern haben sich teilweise Tauschb orsen
gebildet, das Internet gibt dar uber reichhaltig Auskunft.
Wir wollen hier in einer Fortf uhrung der Arbeit von R assler (2003) und unter Nutzung
der von Grottke (2003) in einem anderen Zusammenhang diskutierten Methoden den
folgenden Fragen nachgehen, die im Laufe der Zeit von einigen Bildersammlern an uns
gestellt wurden:
1. Wie gro ist die Wahrscheinlichkeit daf ur, nach einer festgesetzten Anzahl an K aufen
eine beliebige Anzahl an unterschiedlichen Bildern zu besitzen? Wie viele unter-
schiedliche Bilder kann ein Sammler im Durchschnitt erwarten?
2. Wie gro ist die Wahrscheinlichkeit, nach zus atzlichen K aufen weitere der bislang
fehlenden Bilder zu erhalten? Wie viele dieser fehlenden Karten wird man erwar-
tungsgem a besitzen?
3. In Umkehrung der ersten Frage wollten Sammler wissen, mit welcher Wahrschein-
lichkeit sie nach einer beliebigen Anzahl an Kaufakten eine festgesetzte bzw. ange-
peilte Zahl an unterschiedlichen Bildern gesammelt haben werden? Wie viele T uten
sind im Durchschnitt zu kaufen, um das gesteckte Ziel zu erreichen? Und welche
Anzahl an K aufen wird mit einer Wahrscheinlichkeit von mindestens 95% nicht
 uberschritten?
4. Ein Sammler, der bereits etliche verschiedene Karten vorliegen hat, m ochte durch
weitere K aufe eine festgelegte Zahl an zus atzlichen Karten erwerben. Wie gro ist die
Wahrscheinlichkeit daf ur, dass ihm dies in einer bestimmten Anzahl an Kaufakten
gelingt? Mit welcher Zahl an zus atzlich zu kaufenden P ackchen muss man rechnen?
Zur Beantwortung dieser Fragen nehmen wir grunds atzlich an, dass die Bilder zufallsartig
auf die T uten verteilt werden und jeder K aufer nur aus selbst gekauften T uten sammelt.
1Siehe dazu die Website http://www.panini.de.
3In Wirklichkeit werden die Bilder nat urlich getauscht, genauso denkbar ist es auch, dass
einzelne Bilder vom Verk aufer vorenthalten werden. Den ersten Fall wollen wir hier nicht
modellieren, den zweiten Fall werden wir in abgeschw achter Form besprechen.
Im folgenden Abschnitt gehen wir zun achst von Sammelbildern aus, die einzeln verpackt
sind und eine identische Auswahlwahrscheinlichkeit besitzen. Im dritten Abschnitt wird
zwar weiterhin angenommen, dass alle Karten mit gleicher Wahrscheinlichkeit produziert
werden, allerdings sind sie nunmehr als Gruppen in T uten verpackt. Eine weitere Ann ahe-
rung an die Realit at erfolgt im vierten Abschnitt, in welchem der Fall unterschiedlicher
Auswahlwahrscheinlichkeiten f ur die Bilder untersucht wird. Der f unfte Abschnitt fasst
schlielich die Ergebnisse noch einmal zusammen.
2 Einzeln verpackte Bilder mit gleichen Auswahlwahr-
scheinlichkeiten
Es sei zun achst angenommen, dass es insgesamt N Bilder gibt, die gleichwahrscheinlich
produziert werden; zudem soll sich in jeder T ute lediglich ein einziger Sticker benden.
2.1 Untersuchung des Resultats einer xen Anzahl an K aufen
Die erste Fragestellung, mit welcher Wahrscheinlichkeit ein Sammler nach dem Kauf von
x P ackchen eine bestimmte Anzahl unterschiedlicher Bilder (z. B. 100) besitzt, f uhrt zum
so genannten Belegungsproblem (Occupancy Problem). Dessen Name r uhrt von der Be-
trachtung des Sachverhalts im Rahmen eines Urnenmodells her: Auf N Urnen werden x
B alle nacheinander zuf allig verteilt, wobei die Aufnahmef ahigkeit einer jeden Urne unbe-
grenzt ist. Die uns interessierende Wahrscheinlichkeit entspricht dann genau derjenigen
daf ur, dass 100 Urnen mit mindestens einem Ball belegt sind.
Die Zufallsvariable Ux bezeichne die Anzahl dieser unterschiedlichen "Treer\ nach x
Versuchen. Bezogen auf unsere Sammelbilder ist dies also die Zahl der mindestens einmal
erworbenen Sticker. Die Wahrscheinlichkeit daf ur, dass diese genau den Wert ux annimmt,
ist gleichbedeutend mit dem Eintreen von exakt N   ux der folgenden Ereignisse:
Bl := "Bild l ist in keinem der gekauften P ackchen enthalten\; l = 1;2;:::;N (1)
Das Ereignis U100 = 70 bedeutet beispielsweise, dass bei 100 K aufen 70 unterschiedliche
Sticker gesammelt werden konnten, was impliziert, dass die restlichen N   70 Bilder in
keinem der 100 gekauften P ackchen enthalten waren.
4Gem a Feller (1977), S. 106, l asst sich die Wahrscheinlichkeit f ur den Eintritt von genau




















Hierbei summiert Sk+j jeweils f ur alle m oglichen Kombinationen von k+j aus N Ereignis-
sen die Wahrscheinlichkeiten, dass zumindest diese k+j Ereignisse gemeinsam auftreten;
S0 wird auf 1 gesetzt. Es gilt also:
















P(Bi1 \ Bi2 \ Bi3); ::::
F ur die gesuchten Wahrscheinlichkeiten folgt aus Gleichung (2):










Die Wahrscheinlichkeit P(U100 = 70) ist damit gleichbedeutend mit der Wahrscheinlich-
keit P[N 70;N], n amlich genau N   70 der N Bilder nicht in den 100 K aufen zu erhalten.
Die Wahrscheinlichkeit f ur den Eintritt von mindestens N ux+j bestimmten Ereignissen
(also daf ur, dass nach x K aufen mindestens N ux+j bestimmte Felder im Sammelalbum
leer bleiben) betr agt
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weil sich in jeder der x T uten einer von ux   j Stickern benden darf, w ahrend insge-














Aus den Gleichungen (3) und (4) folgt dann:

















5Aufgrund des wechselnden Vorzeichens und der relativen Gr oe des ersten Binomialkoef-
zienten einerseits und der Summe andererseits kann es bei der Berechnung der Wahr-
scheinlichkeiten mithilfe von Formel (5) zu numerischen Problemen kommen. Finkelstein
et al. (1998) schlagen deshalb die Implementierung der rekursiven Gleichung
P(Ux = ux) =
N   ux + 1
N
 P(Ux 1 = ux   1) +
ux
N
 P(Ux 1 = ux) (6)
mit den Startwerten
P(U1 = 1) = 1; P(U1 = u1) = 0 f ur u1 = 0;2;3;:::;N:
vor. Diese Formulierung ist darauf zur uckzuf uhren, dass nach x K aufen exakt ux verschie-
dene Karten gerade dann gefunden wurden, wenn entweder die ersten x 1 T uten ux  1
unterschiedliche Bilder enthielten und das ux te Bild mit der letzten T ute erworben wur-
de oder aber bereits die x   1 zun achst erworbenen P ackchen dem Sammler ux Karten
eingebracht hatten und der letzte Kauf ohne Erfolg blieb.
Trotz der mit ihr verbundenen numerischen Schwierigkeiten ist die Kenntnis der geschlos-
senen Wahrscheinlichkeitsmassenfunktion (5) eine groe Hilfe f ur die Herleitung des Er-
wartungswertes von Ux. Sie geh ort n amlich zur Klasse der faktoriellen Reihenverteilungen
(s. Johnson und Kotz (1977), S. 87 f.), diskreten Verteilungen, welche die allgemeine Form































Aufgrund der Entsprechungen f(y) = yx, y = ux, und  = N lautet der Erwartungswert
von Ux















6Beispiel 2.1 F ur unsere 498 Fuball-Sammelkarten l asst sich mittels Gleichung (6) die
Wahrscheinlichkeitsverteilung f ur die Anzahl der nach dem Erwerb von 700 einzeln ver-
packten Bildern im Sammelheft gef ullten L ucken berechnen. Da U700 mit fast hundertpro-
zentiger Sicherheit einen Wert zwischen 350 und 405 annimmt, ist in Abbildung 1 dieser
Ausschnitt dargestellt. Die gr ote Wahrscheinlichkeitsmasse von 5.63 Prozent ruht auf
dem Wert 376, und der Erwartungswert der Verteilung betr agt









Somit kann ein Sammler erwarten, dass er nach dem Kauf von 700 einzelnen Karten im
Schnitt ca. 376 unterschiedliche Bilder sein Eigen nennt.






































Abbildung 1: Wahrscheinlichkeitsverteilung von U700 bei einzeln verpackten Karten
Ist ein Sammler bereits mit partiellem Erfolg seiner Leidenschaft nachgegangen, so in-
teressiert ihn weniger die Ausgangslage als vielmehr die folgende (zweite) Fragestellung:
"Jetzt, nachdem ich x0 T uten gekauft habe, besitze ich schon c verschiedene Karten. Wel-
che Chance habe ich, nach insgesamt x > x0 K aufen genau ux  c L ucken im Album
gef ullt zu haben?\
Die bedingte Wahrscheinlichkeitsverteilung P(Ux = ux j Ux0 = c), auf die sich unser
Sammler bezieht, kann ebenfalls gem a der oben beschriebenen Vorgehensweise hergeleitet
werden. Da nunmehr nur noch N c der Ereignisse Bl aus (1) betrachtet werden - n amlich
7diejenigen, welche die bisher noch nicht erhaltenen Bilder betreen - ist Gleichung (3)
folgendermaen anzupassen:










Da die Wahrscheinlichkeit daf ur, N  ux +j bestimmte Karten in den x x0 zus atzlichen









unterschiedliche M oglichkeiten gibt, diese N  ux+j Karten aus
den N c noch ausstehenden zu w ahlen, lautet die bedingte Wahrscheinlichkeitsverteilung


















Vergleicht man dieses Ergebnis mit Gleichung (5), so zeigt sich, dass die bedingte Wahr-
scheinlichkeit P(Ux = ux j Ux0 = c) identisch ist mit derjenigen daf ur, beim Kauf von
x x0 einzeln verpackten Karten exakt ux c von N  c bestimmten Bildern zu erlangen,
wobei insgesamt N Bilder produziert werden.
Rekursiv l asst sich die Wahrscheinlichkeitsverteilung wiederum mittels der Formel (6)
berechnen; allerdings sind als Startwerte nunmehr
P(Ux0 = c) = 1; P(Ux0 = ux0) = 0 8 ux0 6= c (12)
zu verwenden.
Eine wesentliche Rolle spielt die geschlossene bedingte Wahrscheinlichkeitsmassenfunktion
f ur der Ermittlung des bedingten Erwartungswertes E(Ux j Ux0 = c). Die Gleichung (11)
kann auch als Wahrscheinlichkeit P(Ux   c = ux   c j Ux0 = c) interpretiert werden. Bei
dieser handelt es sich um eine faktorielle Reihenverteilung, wie sich durch die Setzung
f(y) = (y + c)x x0, y = ux   c,  = N   c in Gleichung (7) zeigen l asst. Somit gilt






























8Ist N  c klein genug, kann aber auch die geschlossene Form (11) handlich dargestellt und
zur Ermittlung der Wahrscheinlichkeiten verwendet werden, wie das folgende Beispiel
zeigt.
Beispiel 2.2 Einem eifrigen Sammler fehlen nach x0 Kaufakten nur noch 3 von insgesamt
498 Bildern. F ur die Wahrscheinlichkeitsverteilung von Ux folgt aus Gleichung (11)

















































Plant unser Sammler, weitere 700 einzeln verpackte Karten zu erwerben, so betr agt die be-
dingte Wahrscheinlichkeitsverteilung f ur die Gesamtzahl der am Ende mindestens einmal
vorhandenen Sticker
P(Ux0+700 = 495 j Ux0 = 495) = 0:0146; P(Ux0+700 = 496 j Ux0 = 495) = 0:1357;
P(Ux0+700 = 497 j Ux0 = 495) = 0:4195; P(Ux0+700 = 498 j Ux0 = 495) = 0:4302:
Nur mit etwa 43% Wahrscheinlichkeit wird sich somit der Traum von einem komplett
gef ullten Album erf ullen lassen. Im Durchschnitt kann der Sammler damit rechnen, nach
weiteren 700 K aufen letztlich
E(Ux0+700 j Ux0 = 495) =
498 X
ux0+700=495
ux0+700P(Ux0+700 = ux0+700 j Ux0 = 495)
= 497:2654 bzw.







der Bilder sein Eigen zu nennen.
2.2 Untersuchung der n otigen Anzahl an K aufen
Dreht man die Fragestellung um (wie bei Frage Nr. drei geschehen) und untersucht nicht
die Wahrscheinlichkeit f ur den Eintritt von Ereignissen nach einer vorgegebenen An-
zahl von Kaufakten, sondern die Wahrscheinlichkeitsverteilung der Anzahl der K aufe, die
9n otig sind, um ein bestimmtes Ergebnis zu erzielen, so bendet man sich im Bereich der
so genannten Couponsammlerprobleme (Coupon Collector's Problems). In der englisch-
sprachigen Literatur werden diese auch als Sequential Occupancy Problems (sequentielle
Belegungsprobleme) oder Dixie Cup Problems (sinngem a Eiscremebecher-Probleme2)
bezeichnet.
Die Zufallsvariable X(m) z ahle die Anzahl der T utenk aufe, die bis zum erstmaligen Vor-
liegen von m unterschiedlichen Karten vonn oten sind. Die Wahrscheinlichkeitsverteilung
von X(m) ist naturgem a eng mit derjenigen von Ux verbunden; es gelten z. B. die Zu-
sammenh ange3
P(X(m)  x) = P(Ux  m) (13)
und
P(X(m) = x) = P(Ux  m)   P(Ux 1  m): (14)
Da genau dann exakt x K aufe erforderlich sind, wenn in den ersten x 1 K aufen insgesamt
m 1 Bilder erworben wurden und das m-te Bild sich gerade in der x-ten T ute bendet,
folgt zudem unter R uckgri auf Gleichung (5)
P(X(m) = x) =
N   (m   1)
N
















(m   1   j)
x 1:
Aus numerischen Gr unden kann eine Implementierung dieser Wahrscheinlichkeiten in Ver-
bindung mit der rekursiven Formel (6) vorteilhaft sein.
Beispiel 2.3 F ur unser konkretes Beispiel der 498 einzeln verpackten Fuballbilder wurde
die Wahrscheinlichkeitsvereilung der Anzahl der zur F ullung eines neuen Albums erfor-
derlichen T utenk aufe unter Verwendung der rekursiven Berechnungsweise ermittelt. Der
Bereich zwischen 2000 und 6000 K aufen, der  uber 99.7 % der Wahrscheinlichkeitsmasse
auf sich vereint, ist in Abbildung 2 dargestellt. Die gr ote Wahrscheinlichkeit (in H ohe
von 0.0744 %) wird von dem Wert 3090 erreicht. Da die Verteilung oensichtlich rechts-
schief ist, ist der Erwartungswert von X(498) h oher als dieser Wert. Basierend auf der
2Die englische Bezeichnung leitet sich von der Dixie Cup Company ab, die zwischen 1930 und 1954
die Deckelunterseiten der von ihr gefertigten Eiscremebecher mit Sammelbildern bedruckte.
3Vgl. mit den Formeln (13), (15) und (18) die Formulierungen in Abh angigkeit von der Anzahl der
noch leeren Urnen bei Johnson und Kotz (1977), S. 155 f.
10f ur 1  x  7500 berechneten Wahrscheinlichkeitsverteilung ergibt sich ein Erwartungs-
wert von 3379.18. Sehr viele Sammler, die versuchen, alle Bilder zu erwerben, werden
im Durchschnitt also ca. 3379.18 P ackchen erwerben m ussen, um ihr Ziel zu erreichen,
und dabei durchschnittlich jeweils etwa 2881 Karten nutzlos gekauft haben. Noch dra-
matischer ist die Anzahl der K aufe, die ein Sammler mit 95-prozentiger Sicherheit nicht
 uberschreiten: Diese liegt bei 4567,  uber neunmal so hoch wie die Anzahl der zu best ucken-
den Felder. Da das 99%-Quantil der Verteilung 5378 betr agt, kann das Risiko, das Heft
nicht vollst andig zu f ullen, durch den Erwerb von 5378 P ackchen auf unter ein Prozent
gedr uckt werden.
















































Abbildung 2: Wahrscheinlichkeitsverteilung von X(498) bei einzeln verpackten Karten
Einfacher als  uber die gesamten Wahrscheinlichkeitsverteilung - wie im Beispiel 2.3 -
kann man den Erwartungswert von X(m) berechnen, indem man X(m) als Summe der
Zufallsvariablen Xi (i = 1;2;:::;m) begreift. Hierbei steht Xi f ur die Anzahl der K aufe,
die n otig sind, um das i-te neue Bild zu erhalten.
Es ist klar, dass X1 = 1 gilt, da beim allerersten Kaufakt jedes Bild noch neu ist. Bei der
zweiten Kaufphase betr agt die Wahrscheinlichkeit daf ur, das bereits in Kaufphase 1 er-
haltene Bild erneut zu kaufen, 1
N, und die Wahrscheinlichkeit, ein neues Bild zu erhalten,
ist N 1
N . Analog ist die Wahrscheinlichkeit, in der i-ten Kaufphase eines der bereits vor-
handenen i 1 Bilder erneut zu kaufen, genau i 1
N . Allgemein betr agt f ur jeden der K aufe
11in der i-ten Kaufphase die "Erfolgwahrscheinlichkeit\ daf ur, ein neues Bild zu ergattern,
N i+1
N .
Da die Zufallvariable Xi die Anzahl der Versuche (T utenk aufe) z ahlt, die bei konstanter
Erfolgswahrscheinlichkeit erforderlich sind, um endlich einen Erfolg zu landen, folgt Xi
einer so genannten geometrischen Verteilung4 mit Erfolgswahrscheinlichkeit pi = N i+1
N :
P(Xi = xi) = pi(1   pi)
xi 1 =






f ur xi = 1;2;::::






N   i + 1
:
Als Summe der Zufallsvariablen Xi (i = 1;2;:::;N) ergibt sich f ur X(N) unter Nutzung


























= N(lnN + C) + 0:5: (16)
Mit C ist hierbei die Eulersche Konstante C = 0:577215665::: bezeichnet. F ur sehr groe






 N lnN (17)


















(N   i + 1)
 1 (18)
und kann f ur m < N unter Verwendung der selben N aherung wie in Gleichung (16) durch















4F ur weitere Einzelheiten und Beweise zur geometrischen Verteilung siehe beispielsweise Casella und
Berger (1990), S. 98 f. Es ist zu beachten, dass manche Autoren mit Xi nur die Misserfolge z ahlen. Dann
hat die Wahrscheinlichkeitsverteilung von Xi die Form P(Xi = xi) = pi(1   pi)xi f ur xi = 0;1;:::, und
ihr Erwartungswert ist E(Xi) = (1   pi)=pi.
5So z. B. von Lu und Skiena (1999). Vgl. dazu auch Motwani und Raghavan (1995), S. 58.
12Beispiel 2.4 Der Erwartungswert der in Abbildung 2 ausschnittsweise dargestellten Ver-













W urde Panini die 498 Bilder einzeln verpackt verkaufen, m usste man also im Durchschnitt
3380.832 K aufe t atigen, um alle 498 Bilder zu erhalten. Genau diesen Wert liefert auch
Gleichung (16), w ahrend sich gem a Gleichung (17) ein approximativer Erwartungswert
von 3092.88 ergibt.
Eine besondere Eigenschaft zeichnet die geometrische Verteilung aus: Sie hat "kein Ged acht-
nis\. Dies bedeutet, dass die Wahrscheinlichkeit, in der i-ten Kaufphase nach bereits x0
i
get atigten erfolglosen K aufen xi   x0
i weitere erfolglose K aufe zu tun, gerade der Wahr-
scheinlichkeit f ur xi   x0
i erfolglose K aufe entspricht, d. h.
P(Xi = xijXi > x
0
i) = P(Xi = xi   x
0
i):
Tats achlich stimmt diese Eigenschaft mit der Situation des Bildersammelns  uberein. Vie-
le Fehlk aufe (also der Erwerb bereits vorhandener Karten) erh ohen im Rahmen einer
Kaufphase beim n achsten Kauf nicht die Chance auf ein "gutes\ P ackchen mit einem der
gesuchten Bilder.
Dies bedeutet, dass sich f ur einen Sammler, der zum Zeitpunkt x0 bereits c verschiedene
Sticker besitzt, die Anzahl der K aufe bis zum Erwerb des m-ten Bildes als Summe der
Zufallsvariablen Xc+1;Xc+2;:::;Xm ergibt - unabh angig davon, ob die c-te Karte im x0-
ten oder schon in einem fr uheren P ackchen enthalten gewesen war. Somit betr agt der
Erwartungswert der n otigen Kaufakte bis zum F ullen der m-ten L ucke im Album















2(N c)(N m) f ur c < m < N,
x0 + N ln(N   c) + NC + N
2(N c) f ur c < m = N.
(20)
Die bedingte Wahrscheinlichkeitsmassenfunktion von X(m) ergibt sich unter Kombination
und Anpassung der Gleichungen (11) und (15) als
P(X(m) = xjUx0 = c) =
N   m + 1
N
 P(Ux 1 = m   1 j Ux0 = c) (21)
=














m   c   1
j

(m   j   1)
x x0 1:
13Rekursiv kann diese Formel unter R uckgri auf die Gleichung (6) und die Startwerte (12)
berechnet werden. Damit w are auch die vierte Fragestellung beantwortet.
Beispiel 2.5 Unser Sammler aus Beispiel 2.2 m ochte wissen, wie gro die Wahrschein-
lichkeit daf ur ist, nach insgesamt x > x0 K aufen die drei noch ausstehenden Bilder er-
worben zu haben. Aus Gleichung (21) folgt f ur seine konkrete Situation die Wahrschein-
lichkeitsmassenfunktion
P(X(498) = x j Ux0 = 495) =
1
498






















womit sich z. B. die Wahrscheinlichkeit P(X(498) = x0 + 700 j Ux0 = 495) = 0:00084 =
0:084% errechnen l asst. Im Schnitt ist zu erwarten, dass die Gesamtzahl der Kaufakte
E(X(498) j Ux0 = 495) = x





betr agt. Der Sammler muss sich also auf ca. 918 zus atzliche K aufe einstellen.
3 Zu Gruppen verpackte Bilder mit gleichen Aus-
wahlwahrscheinlichkeiten
Die Situation, der sich ein Sammelbild-K aufer gegen ubersieht, wenn in einer T ute meh-
rere unterschiedliche Karten verpackt sind, wird in diesem und dem n achsten Abschnitt
untersucht. Hierbei werden sich Konzepte der Stichprobentheorie als hilfreich erweisen.
Wir gehen zun achst davon aus, dass alle Bilder in der gleichen St uckzahl produziert wer-
den und somit mit derselben Auswahlwahrscheinlichkeit in eine bestimmte T ute gepackt
werden. Ist bei einem W urfel die Wahrscheinlichkeit, eine bestimmte Augenzahl zu wer-
fen, f ur alle Zahlen gleich, so spricht der Statistiker von einem fairen W urfel. Analog dazu
k onnen wir eine f ur alle Karten gleiche Auswahlwahrscheinlichkeit als "faire\ T utenf ullung
bezeichnen.
3.1 Einschluss- und Ausschlusswahrscheinlichkeiten bei gleichen
Auswahlwahrscheinlichkeiten
Beim Bef ullen eines P ackchen werden die n Einheiten der Stichprobe aus einer Grundge-
samtheit E = fe1;e2;:::;eNg aller N unterschiedlichen Bilder ohne Zur ucklegen gezogen,
14weil in keiner T ute eine Sammelkarte doppelt enthalten ist. In der Stichprobentheorie
spricht man vom Ziehen einer Stichprobe mittels eines sukzessiven Auswahlverfahrens
ohne Zur ucklegen, vgl. H ajek (1981), S. 93 . Da jedes Bild die gleiche Auswahlwahr-
scheinlichkeit besitzt und die Reihenfolge, in der die Bilder in die T uten gepackt werden,
deshalb zun achst nicht interessiert, wird eine so genannte ungeordnete Stichproben ohne








unterschiedliche Exemplare. Bezeichnet S die Menge der m oglichen Stichproben, so gilt
f ur ungeordnete Stichproben des Umfanges n: S = fs1;s2;:::;s(
N
n)g.
Tritt bei sukzessiver Auswahl ohne Zur ucklegen jedes Element mit der gleichen Wahr-
scheinlichkeit auf, haben auch die verschiedenen ungeordneten Stichproben eine identische





 8 s 2 S:





benden, weil ein Element vorgegeben ist und die restlichen n 1 Elemente wiederum aus
N  1 Elementen zuf allig gezogen werden. Die Wahrscheinlichkeit fig(n), eine bestimmte
Einheit ei  i f ur i = 1;2;:::;N in einer ungeordneten Stichprobe vom Umfang n zu










; i = 1;2;:::;N ;
vgl. auch H ajek (1981), S. 51.
Beispiel 3.1 Wenn wir bei den mit sieben unterschiedlichen Karten gef ullten T uten von
einem gleichwahrscheinlichen Best uckungsalgorithmus ausgehen, betr agt die Wahrschein-




= 0:0140562 f ur jedes Bild i = 1;2;:::;498:
Im Gegensatz zur Einschlusswahrscheinlichkeit fig(n) gebe die Auschlusswahrscheinlich-
keit fig(n) die Wahrscheinlichkeit daf ur an, dass die Einheit i nicht in einer ungeordneten













= 1   fig(n); i = 1;2;;N :
15Allgemein sei mit A(n) die Wahrscheinlichkeit daf ur bezeichnet, dass sich die in der Men-
ge A  E angegebenen Elemente nicht in einer Stichprobe vom Umfang n benden. Da
alle Einheiten die gleichen Auswahlwahrscheinlichkeiten besitzen, h angt A(n) lediglich
von der Anzahl der Elemente in A ab, also der M achtigkeit jAj. Egal, welche r Elemen-
te nicht in der Stichprobe auftauchen sollen, die Wahrscheinlichkeit, dass dies tats achlich
eintrit, ist jeweils gleich gro. Wir verwenden deshalb den Ausdruck [r](n) f ur die Wahr-
scheinlichkeit daf ur, dass r bestimmte Elemente nicht gezogen werden. F ur eine Menge
der M achtigkeit jAj = r gilt bei identischen Auswahlwahrscheinlichkeiten:







(N   n)(N   n   1)(N   n   r + 1)
N(N   1)(N   r + 1)
:
Beispiel 3.2 Die Wahrscheinlichkeit, dass eine beliebige mit sieben Sammelkarten gef ull-
te T ute keines der Bilder mit den Nummern 1, 11 und 111 enth alt, liegt bei







491  490  489
498  497  496
= 0:9583387;
also bei ca. 95.83%. Demgegen uber betr agt z. B. die Wahrscheinlichkeit daf ur, beim Kauf











w ahrend eine bestimmte Karte sich mit Wahrscheinlichkeit
[1](7) = 1   fig(7) = 1   0:0140562 = 0:9859438:
nicht in einer zuf allig ausgew ahlten T ute bendet.
3.2 Untersuchung des Resultats einer xen Anzahl an K aufen
F ur den Fall gleicher Auswahlwahrscheinlichkeiten wurde die Fragestellung, wie gro die
Wahrscheinlichkeit daf ur ist, nach dem Kauf von x T uten (welche jeweils n unterschied-
liche Bilder enthalten) exakt ux unterschiedliche Karten erworben zu haben, in der Li-
teratur bereits diskutiert. W ahrend Mantel und Pasternack (1968) auf die von ihnen als
Committee Problem (Komiteeproblem) bezeichnete Aufgabe die Methode der Induktion
anwenden, l ost Sprott (1969) sie  uber die von uns in Abschnitt 2.1 verwendete Formel (2)
f ur die Wahrscheinlichkeit des Auftritts von k aus N Ereignissen.
16Da wiederum die Ereignisse Bl aus (1) zugrunde liegen und der Erwerb von ux verschiede-
nen Bildern das Eintreen von exakt N  ux dieser N Ereignisse impliziert, ist Gleichung
(3) auch hier g ultig.
Die Wahrscheinlichkeit daf ur, dass mindestens N  ux+j bestimmte Karten in keiner der
x gekauften T uten enthalten sind, betr agt nunmehr allerdings

























T uten die Anforderung, die N   ux + j festgelegten Karten nicht zu
umfassen, erf ullen.




Arten aus allen N Bildern gew ahlt werden.













und f ur die Wahrscheinlichkeitsverteilung von Ux folgt:



















Oensichtlich ist dies eine Verallgemeinerung der Gleichung (5), welche f ur den Sonderfall
n = 1 - also f ur nur mit einer Karte best uckte T uten - gilt. Auch bei ihr handelt es sich
um eine faktorielle Reihenverteilung, was man erkennt wenn man, f(y) =
 y
n
x, y = ux
und  = N setzt. Demnach ist ihr Erwartungswert



















Zur Berechnung von Gleichung (23) kann wiederum ein rekursiver Algorithmus imple-
mentiert werden. Ausgehend von den Startwerten
P(U1 = n) = 1; P(U1 = u1) = 0 8 u1 = 0;1;:::;n   1;n + 1;:::;N (24)
lautet die Berechnungsvorschrift










  P(Ux 1 = ux   ux): (25)
17Beispiel 3.3 Es ist nun interessant zu untersuchen, inwiefern der gemeinsame Verkauf
von sieben unterschiedlichen Karten die Situation des Sammlers in Beispiel 2.1 ver andert.
Abbildung 3 zeigt die Wahrscheinlichkeitsverteilung von U100, also die Anzahl der minde-
stens einmal vorliegenden unterschiedlichen Karten nach dem Erwerb von 100 T uten mit
insgesamt 7  100 Bildern; sie beschr ankt sich hierbei wie Abbildung 1 auf den Ausschnitt
von 350 bis 405, in dem sich fast die gesamte Wahrscheinlichkeitsmasse bendet. Eine
genauere Betrachtung ergibt, dass die Wahrscheinlichkeitsverteilung f ur die 100 7er-P ack-
chen leicht nach rechts verschoben ist: Der Modus der Verteilung (derjenige Wert von u100,
welcher mit der gr oten Wahrscheinlichkeit auftritt) liegt bei 377; die maximale Wahr-
scheinlichkeit betr agt hierbei 5.65 Prozent. Im Durchschnitt kann der Sammler erwarten,
nach den 100 T utenk aufen









unterschiedliche Karten zu besitzen. Die Erkl arung f ur diese geringf ugige Verbesserung der
Erfolgsaussichten ist darin begr undet, dass der Sammler mit jedem P ackchen auf jeden
Fall sieben verschiedene Bilder erwirbt. Dies reduziert - wenn auch nur in begrenztem
Mae - das Risiko von Mehrfachk aufen einer Karte.











































Abbildung 3: Wahrscheinlichkeitsverteilung von U100 bei zu 7er-Gruppen verpackten
gleichwahrscheinlichen Karten
18Wie schon beim Belegungsproblem ist auch beim Komiteeproblem die bedingten Wahr-
scheinlichkeit P(Ux = ux j Ux0 = c) identisch mit derjenigen daf ur, dass in x x0 Versuchen
genau ux   c der N   c noch interessierenden Elemente erfasst werden:



















Der bedingte Erwartungswert von Ux kann analog dem Vorgehen zur Ermittlung des Er-
wartungswertes der bedingten Wahrscheinlichkeitsmassenfunktion (11) ermittelt werden
und lautet







Die Verbindung zwischen den genannten Ergebnissen und den stichprobentheoretischen
Ausf uhrungen im letzten Unterabschnitt wird deutlich, wenn man zur Kenntnis nimmt,









Somit lautet die Wahrscheinlichkeitsverteilung von Ux














Da die Ausschlusswahrscheinlichkeit [0] als Wahrscheinlichkeit daf ur, dass n beliebige
Elemente in der Stichprobe landen, Eins betr agt, k onnen auch die Gleichsetzungen f(y) =
 
[ y](n)
x, y = ux und  = N gew ahlt werden, um oenzulegen, dass es sich bei (27) um
die Wahrscheinlichkeitsmassenfunktion einer faktoriellen Reihenverteilung (7) handelt.
Der Erwartungswert betr agt demnach







Ebenso k onnen die Ausschlusswahrscheinlichkeiten in der Formulierung der bedingten
Wahrscheinlichkeitsverteilung von Ux gegeben Ux0 = c,





















19Beispiel 3.4 F ur den eiigen Sammler, der in x0 Kaufakten bereits 495 der 498 in
7er-T uten verpackten Bilder erwerben konnte, ergibt sich aus Gleichung (29):















= 3  0:9720572
x x0
  3  0:9583387
x x0
;












= 3  0:9859438
x x0
  6  0:9720572
x x0
+ 3  0:9583387
x x0
;
















= 1   3  0:9859438
x x0





In Analogie zu dem Sammler aus Beispiel 2.2, der weitere 700 einzeln verpackte Bilder
erwerben wollte, plant unser Sammler nun, x   x0 = 100 zus atzliche 7er-P ackchen zu
kaufen. Hieraus folgt die bedingte Wahrscheinlichkeitsverteilung
P(Ux0+100 = 495 j Ux0 = 495) = 0:0142; P(Ux0+100 = 496 j Ux0 = 495) = 0:1337;
P(Ux0+100 = 497 j Ux0 = 495) = 0:4183; P(Ux0+100 = 498 j Ux0 = 495) = 0:4338:




ux0+100P(Ux0+100 = ux0+100 j Ux0 = 495) = 497:2717 bzw.
E(Ux0+100) = 498   3  0:9859438
100 = 497:2717
Felder in seinem Sammelalbum gef ullt zu haben. Dieser Erwartungswert ist geringf ugig
h oher als der entsprechende in Beispiel 2.2. Auch hier zeigt sich der leichte Vorteil, den der
gemeinsame Verkauf mehrerer unterschiedlicher Bilder in einer T ute f ur einen Sammler
bedeutet.
3.3 Untersuchung der n otigen Anzahl an K aufen
Anstelle der Wahrscheinlichkeit daf ur, nach x T utenk aufen exakt ux unterschiedliche Kar-
ten erworben zu haben, soll nun wiederum die Wahrscheinlichkeitsverteilung von X(m)
untersucht werden, der Anzahl der Kaufakte die vonn oten sind, um m verschiedene Karten
gesammelt zu haben.
Aufbauend auf der f ur einzeln verpackte Bilder g ultigen Gleichung (15) kann man die
Wahrscheinlichkeit f ur den Erhalt der m-ten Karte in der x-ten T ute berechnen als die
20Wahrscheinlichkeit, nach dem x 1-ten Kauf weniger als m verschiedene Bilder zu besitzen
und im x-ten P ackchen zumindest die zur Ziellerreichung n otigen Karten vorzunden:

























































In Verbindung mit den Startwerten (24) und der Gleichung (25) ist mithilfe der ersten
beiden Zeilen dieser Wahrscheinlichkeitsmassenfunktion eine rekursive Implementierung
m oglich. Zur Bestimmung des Erwartungswertes von X(m) muss jedoch ein anderer An-
satz gew ahlt werden.
Der Spezialfall m = N, also die Betrachtung der n otigen K aufe zur Komplettierung eines
Satzes aus N Karten, wurde bereits von P olya (1930) analysiert. Wir verallgemeinern hier
seine Vorgehensweise, um generell den Erwartungswert von X(m) herzuleiten.
Der Ansatz basiert auf dem Zusammenhang (14). Wir ben otigen also die Wahrscheinlich-
keiten daf ur, nach x 1 bzw. x K aufen mindestens m unterschiedliche Bilder zu besitzen.
Da die zugrunde gelegten Ereignisse auch hier diejenigen aus (1) sind, brauchen wir die
Wahrscheinlichkeit f ur das Eintreen von h ochstens N   ux dieser Ereignisse.
Somit stellt sich allgemein die Frage, wie man die Wahrscheinlichkeit f ur das Eintreen
von h ochstens k von N Ereignissen, bezeichnet mit P[k;N], berechnen kann. Leichter f allt
hier zun achst die Herleitung der Wahrscheinlichkeit f ur das Eintreen von mindestens k





























































21Dieses Ergebnis, nicht aber der Rechenweg, ndet sich bei Johnson und Kotz (1977), S. 31.
 Uber die Wahrscheinlichkeit des Gegenereignisses folgt f ur P[k;N]:










Da der Fall Ux  ux bedeutet, dass h ochstens N ux von N Ereignissen eintreten, und die
Wahrscheinlichkeitssummen gem a Gleichung (26)  uber die Ausschlusswahrscheinlichkei-
ten ausgedr uckt werden k onnen, erhalten wir die Wahrscheinlichkeit
































Aus den Gleichungen (14) und (31) ergibt sich somit eine alternative Formulierung der
Wahrscheinlichkeitsmassenfunktion von X(m),





















Noch wertvoller ist Gleichung (31) jedoch f ur die Berechnung des Erwartungswerts von




x(P(Ux  m)   P(Ux 1  m)) =  
1 X
x=0






































Das zweite Gleichheitszeichen gilt hierbei wegen limx!1 x(P(Ux  m)   1) = 0.

























22Weiterhin wendet P olya auf die rechte Summe in diesem Ausdruck die von uns in Glei-
chung (16) verwendete Approximation an. Zudem erkennt er, dass das N-fache des Aus-
drucks in der runden Klammer den harmonischen Mittelwert der ganzen Zahlen zwischen
N   n + 1 und N darstellt; diesen ersetzt er durch ihr arithmetisches Mittel. Dieses
Vorgehen liefert die N aherung
E(X(N)) 









Stange (1970), S. 59, zeigt, dass die relative Abweichung des arithmetische Mittels  x
vom harmonischen Mittel weniger als ein Prozent betr agt, wenn jeder Einzelwert in dem
Intervall  x  0:1   x liegt. Dies ist in unserem Anwendungsfall allgemein dann gegeben,
wenn ein P ackchen weniger als 2
11N+1 Bilder umfasst. Bei 498 Sammelkarten d urften sich
in einer T ute also 91 Karten benden. Als Alternative liee sich f ur die runde Klammer in




















Beispiel 3.5 F ur unsere 498 verschiedenen Fuballbilder, die in 7er T uten abgepackt
sind, ist in Abbildung 4 die Wahrscheinlichkeitsverteilung der Anzahl der zur F ullung
eines neuen Albums notwendigen K aufe dargestellt.











































Abbildung 4: Wahrscheinlichkeitsverteilung von X(498) bei zu 7er-Gruppen verpackten
gleichwahrscheinlichen Karten
23Hierbei zeigen wir den Ausschnitt von 286 ( 2000=7) bis 857 ( 6000=7), welcher demje-
nigen von Abbildung 2 entspricht. Das Maximum der Wahrscheinlichkeitsmassenfunktion
liegt bei 438 K aufen, mit einer Wahrscheinlichkeit von 0.524%. Aufgrund der Rechts-
schiefe der Verteilung ist der Erwartungswert auch hier gr oer als der Modus. Gem a der
N aherung in Gleichung (33) ergibt sich ein Erwartungswert von 480.0587. P olyas wei-
tere Approximation (34) liefert den Wert 480.0665, w ahrend die von uns vorgeschlagene
N aherung (35) den Erwartungswert mit 480.059 berechnet.
Das 95%-Quantil der Verteilung betr agt 648. Ein Sammler, der sein anf anglich leeres
Album f ullen m ochte, muss also mit einer Sicherheit von 95% nicht mehr als 648 T uten
kaufen. Bei einem Einzelpreis von 50 Cent pro T ute ist dies dennoch ein teures Vergn ugen.
Das 99%-Quantil der Verteilung liegt sogar bei 763 T utenk aufen.
Wenn durch den Erwerb von x0 P ackchen bereits c der N Bilder gesammelt wurden, dann
liegen nach insgesamt x > x0 Kaufakten genau dann mindestens ux verschiedene Karten
vor, wenn in den zus atzlich erstandenen x x0 T uten h ochstens N ux der noch fehlenden
N   c Bilder nicht enthalten sind:

































Somit ergibt sich f ur die bedingte Wahrscheinlichkeitsmassenfunktion der bis zum Vorlie-
gen von m unterschiedlichen Stickern n otigen T utenk aufe der Ausdruck
P(X(m) = x j Ux0 = c)























Die analoge Anwendung des Ansatzes aus Gleichung (32) auf die Wahrscheinlichkeiten
24(36) f uhrt uns schlielich zu dem bedingten Erwartungswert
E(X(m) j Ux0 = c) =
1 X
x=x0+1

























Der sich f ur den Spezialfall m = N ergebende bedingte Erwartungswert














kann nach demselben Muster wie der unbedingte Erwartungswert angen ahert werden:












Wiederum bietet es sich an, die zweite Summe gem a Gleichung (16) zu approximieren.
Verwendet man zudem statt des harmonischen Mittels, welches der Kehrwert der runden
Klammer repr asentiert, das arithmetische, so erh alt man
E(X(N) j Ux0 = c)  x
0 +









w ahrend der R uckgri zu der in Gleichung (35) verwendeten N aherung zu folgendem
Ausdruck f uhrt:



















Beispiel 3.6 Die Zufallsvariable X(498) ist f ur den Sammler, welchem nach x0 T utenk aufen
noch drei der Bilder fehlen, gem a der bedingten Wahrscheinlichkeitsfunktion



















= 3  0:9859438




25verteilt. Somit wird er z. B. mit einer Wahrscheinlichkeit von ca. 0.593% sein Album mit
exakt dem hundertsten zus atzlichen Kaufakt komplettieren k onnen.
Im Schnitt muss er damit rechnen, dass ihm dies erst nach insgesamt












T utenk aufen gelingen wird.  Uber die N aherung (38) erh alt man den Wert x0 + 129:6407,
die Approximation in Anlehnung an P olya (39) ergibt x0 + 130:2907, und der Vorschlag
(40) liefert x0 + 130:2887 als Ergebnis.
4 Zu Gruppen verpackte Bilder mit unterschiedli-
chen Auswahlwahrscheinlichkeiten
Voraussetzung f ur s amtliche Ergebnisse des letzten Kapitels war, dass die Bilder mit
gleichen Wahrscheinlichkeiten in die T uten kommen. Dieser Abschnitt soll nun kl aren,
wie sich die Situation ver andert, wenn die Sticker mit ungleichen Wahrscheinlichkeiten
eingepackt werden.
4.1 Einschluss- und Ausschlusswahrscheinlichkeiten bei unter-
schiedlichen Auswahlwahrscheinlichkeiten
Die bislang zugrunde gelegte gleiche Auswahlwahrscheinlichkeit f ur alle N Elemente der
Grundgesamtheit E = fe1;e2;:::;eNg bedeutete, dass bei der Auswahl der ersten Einheit
einer Stichprobe jedes dieser Elemente e1;e2;:::;eN die gleiche Chance 1
N hatte, gezogen
zu werden.
Nunmehr sei angenommen, dass die Auswahlwahrscheinlichkeit f ur jedes der Elemente
unterschiedlich sein kann. zi bezeichne die Wahrscheinlichkeit, die i-te Einheit (ei) im
ersten Zug in eine Stichprobe aufzunehmen. Selbstverst andlich muss
PN
i=1 zi = 1 und
zi > 0 f ur i = 1;2:::;N gelten; dies heit bezogen auf unseren Anwendungsfall nichts
weiter, als dass jedes der 498 Bilder eine positive Chance hat, in eine T ute zu kommen.
Wie bereits oben bemerkt, haben wir es mit einer Stichprobe ohne Zur ucklegen zu tun, da
kein Bild doppelt in einem P ackchen auftreten kann. F ur eine solche Stichprobe und unter-
schiedliche Auswahlwahrscheinlichkeiten k onnen sich die Wahrscheinlichkeiten, mit denen
zwei mit identischen Karten gef ullte T uten auftreten, alleine aufgrund der Best uckungs-
reihenfolge unterscheiden, wie das folgende Beispiel zeigt.
26Beispiel 4.1 Betrachten wir eine kleine Serie, die nur N = 4 Sammelbilder umfasst.
Ferner nehmen wir an, dass deren Auswahlwahrscheinlichkeiten unterschiedlich sind und
z1 = 0:1;z2 = 0:2;z3 = 0:3 und z4 = 0:4 betragen.6 Werden die T uten mit zwei unter-
schiedlichen Karten best uckt (also jeweils Stichproben von Umfang n=2 ohne Zur ucklegen
gezogen), so gibt es zwei M oglichkeiten, ein P ackchen zu produzieren, welches die Bil-
der Nr. 1 und Nr. 4 umfasst: Entweder wird zun achst das erste Bild in die T ute gef ullt
(und dann Nr. 4), was mit der Wahrscheinlichkeit 0:1 0:4
0:9 = 0:0444 passieren wird. Oder
aber die vierte Karte wird zun achst eingepackt (und dann Nr. 1); die Wahrscheinlichkeit
hierf ur liegt bei 0:4  0:1
0:6 = 0:0667. Oensichtlich hat die zweite Alternative wesentlich
gr oere Chancen realisiert zu werden, da es wahrscheinlicher ist, dass das Bild mit der
h oheren Auswahlwahrscheinlichkeit als erstes in der T ute landet.
Da die Reihenfolge, in der die Elemente gezogen, einen Unterschied macht, m ussen wir


















p(s); i = 1;2;:::;N; (41)
die Einschlusswahrscheinlichkeit, mit der sich die i-te Einheit in einer Stichprobe vom
Umfang n bendet, wobei  uber alle Stichproben summiert wird, die die i-te Einheit ent-
halten.
Im Weiteren seien die Wahrscheinlichkeiten p(s) > 0 f ur alle Stichproben s 2 S vom
Umfang n. Ebenso soll zi;fig > 0 f ur i = 1;2;:::;N und alle Stichprobenumf ange
n = 1;2;:::;N gelten.
Es wird also beim ersten Zug die i-te Einheit mit einer Auswahlwahrscheinlichkeit von
zi entnommen. Die Einschlusswahrscheinlichkeit, mit der sich die i-te Einheit in einer
Stichprobe vom Umfang n = 1 bendet, ist dann i(1) = zi. Beim zweiten Zug wird
eine der verbleibenden Einheiten mit einer relativen Auswahlwahrscheinlichkeit gezogen,
d. h. die j-te Einheit wird mit einer Wahrscheinlichkeit von zj=(1 zi) entnommen. Beim
6Die Auswahlwahrscheinlichkeiten werden nach dem oft zitierten Beispiel von Yates und Grundy
gew ahlt, siehe dazu Cochran (1977), S. 259.
27n achsten, dem dritten Zug wird dann die k-te Einheit mit einer Wahrscheinlichkeit von
zk=(1   zi   zj) ausgew ahlt. Weitere Z uge werden analog durchgef uhrt.
Die Einschlusswahrscheinlichkeit fig(2), die i-te Einheit in einer Stichprobe vom Umfang
n = 2 zu nden, berechnet sich aus der Wahrscheinlichkeit zi, diese i-te Einheit im ersten
Zug zu ziehen und aus der bedingten Wahrscheinlichkeit fig(2), die i-te Einheit erst im
zweiten Zug zu ziehen. Um die nachfolgenden Formulierungen zu verallgemeinern, werden
alle Einheiten i, die in einem k-ten Zug gezogen werden k onnen, mit ik bezeichnet. Die
Wahrscheinlichkeit zik hingegen gibt immer die Auswahlwahrscheinlichkeit an, die Einheit















; i = 1;2;:::;N;
die Wahrscheinlichkeit, dass die i-te Einheit beim zweiten Zug in die Stichprobe kommt.
Somit ergibt sich die Einschlusswahrscheinlichkeit







; i = 1;2;:::;N:












1   zi1   zi2

; i = 1;2;:::;N;
ist die Wahrscheinlichkeit, dass die i-te Einheit im dritten Zug in die Stichprobe kommt.
F ur die Einschlusswahrscheinlichkeit gilt dann
























= fig(2) + fig(3); i = 1;2;:::;N:
Oensichtlich l asst sich die Einschlusswahrscheinlichkeit fig(n), mit der sich die i-te
Einheit in einer Stichprobe des Umfangs n bendet, allgemein rekursiv formulieren. Es
ist
fig(n) = fig(n   1) + fig(n) (42)



























f ur n = 2;3;:::;N . Weiteres ist ausf uhrlich in R assler (1996) erl autert.
Die Einschlusswahrscheinlichkeiten lassen sich auch hier  uber ihre Gegenwahrscheinlich-
keiten, die Ausschlusswahrscheinlichkeiten fig(n); berechnen:
fig(n) = 1   fig(n):
A(n) (die Wahrscheinlichkeit daf ur, dass sich die in der Menge A angegebenen Elemente
nicht in einer Stichprobe vom Umfang n benden) ergibt sich dabei allgemein als die
Summe der Wahrscheinlichkeiten aller m oglichen Stichproben s = (i1;i2;:::;in), in denen










































Wie wir in den Abschnitten 4.2 und 4.3 sehen werden, spielen die Ausschlusswahrschein-
lichkeiten A(n) auch eine groe Rolle bei der Formulierung der Wahrscheinlichkeitsmas-
senfunktionen der verallgemeinerten Komitee- und Couponsammlerprobleme und der mit
diesen verbundenen Erwartungswerte.





= 12 unterschiedliche Stichproben. Die Wahrscheinlichkeit f ur eine bestimmte
Stichprobe s = (i1;i2) betr agt
p(s) = p(i1;i2) = zi1
zi2
1   zi1
f ur i1;i2 = 1;2;3;4;i1 6= i2 :
Die Tabelle 1 zeigt die Verteilung dieses Stichprobenmusters.
29Tabelle 1: Stichprobenmuster f ur N = 4 und n = 2
s p(s) s p(s)
(1,2) 0.0222 (3,1) 0.0429
(1,3) 0.0333 (3,2) 0.0857
(1,4) 0.0444 (3,4) 0.1714
(2,1) 0.0250 (4,1) 0.0667
(2,3) 0.0750 (4,2) 0.1333
(2,4) 0.1000 (4,3) 0.2000
Die Einschlusswahrscheinlichkeiten fig(2) kann man nun direkt  uber den Zusammenhang
(41) oder mithilfe der rekursiven Gleichungen (42) und (43) berechnen. So gilt z. B.:
f1g(2) = 0:0222 + 0:0333 + 0:0444 + 0:0250 + 0:0429 + 0:0667 = 0:2345 bzw.










Es ist aber auch m oglich, gem a Gleichung (44) die Wahrscheinlichkeiten daf ur zu ermit-





 (0:3 + 0:4) +
0:3
0:7
 (0:2 + 0:4) +
0:4
0:6







 (0:3 + 0:4) +
0:3
0:7
 (0:1 + 0:4) +
0:4
0:6







 (0:2 + 0:4) +
0:2
0:8
 (0:1 + 0:4) +
0:4
0:6







 (0:2 + 0:3) +
0:2
0:8
 (0:1 + 0:3) +
0:3
0:7
 (0:1 + 0:2)

= 0:284127:
Oensichtlich ist tats achlich f1g(2) = 1   f1g(2).
Gleichung (44) erlaubt zudem die Berechnung der Wahrscheinlichkeit daf ur, dass keines
aus einer Menge von Elementen in einer Stichprobe enthalten ist. So erh alt man f ur s amt-











































 0:1 = 0:0472222:
Da jede Stichprobe aus zwei ohne Zur ucklegen gezogenen Einheiten besteht, sind in die-
sem Beispiel die Ausschlusswahrscheinlichkeiten f ur s amtliche Mengen A  E mit einer
M achtigkeit jAj  3 gleich Null: Bei einer Bilderserie mit vier Bildern ist es nicht m oglich,
dass eine 2er-T ute drei oder vier unterschiedliche Bilder der Serie nicht enth alt.
Die Berechnung der Ausschlusswahrscheinlichkeit A(n) nach Gleichung (44) erfordert
die Addition von insgesamt
(N jAj)!
(N jAj n)! Termen. Bei einer Grundgesamtheit aus N = 498
Karten mit verschiedenen Auswahlwahrscheinlichkeiten und einem Stichprobenumfang
von n = 7 m ussen zur Bestimmung einer Ausschlusswahrscheinlichkeit also bis zu etwa
7:0779  1018 Summanden evaluiert werden.
Allerdings ist es m oglich, die Berechnungen zu vereinfachen, wenn mehrere Elemente
der Grundgesamtheit identische Auswahlwahrscheinlichkeiten aufweisen. Insbesondere gilt
dies nat urlich f ur den Spezialfall, dass nur zwei unterschiedliche Auswahlwahrscheinlich-
keiten auftreten. Diesen wollen wir im Folgenden n aher untersuchen.
Wir nehmen hierzu an, dass NI Elemente der Grundgesamtheit (bezeichnet als Elemente
des Typs I) die Auswahlwahrscheinlichkeit zI besitzen, w ahrend die restlichen NII :=
N  NI Elemente (des Typs II) jeweils mit der Wahrscheinlichkeit zII beim ersten Zug in
die Stichprobe aufgenommen werden. Nat urlich gilt die Restriktion NI zI +NII zII = 1.
Von zentraler Bedeutung f ur die Bestimmung der Ausfallwahrscheinlichkeiten, sind die
Wahrscheinlichkeiten daf ur, dass eine Stichprobe des Umfangs n vI bestimmte Elemente
des Typs I und n   vI bestimmte Elemente des Typs II enth alt:












1   (j   1)zI   (i   j + 1)zII
:
Die Variablen 1  t1 < t2 < ::: < tvI  n,  uber deren m ogliche Wertekombinationen
summiert wird, geben hierbei die Position des ersten, zweiten, :::, vI-ten Elements des
Typs I in der Stichprobe an. Ohne die Multiplikationen mit den beiden Fakult aten w urde
der Ausdruck die Wahrscheinlichkeit daf ur repr asentieren, dass in der Stichprobe vI be-
stimmte Elemente des Typs I und n vI bestimmte Elemente des Typs II vorhanden sind
und die Elemente eines Typs untereinander in einer vorgegebenen Reihenfolge auftreten.
Die Fakult aten ber ucksichtigen somit die Permutationen innerhalb einer Typklasse.
31Mithilfe von [vI](n), l asst sich die Wahrscheinlichkeit des Ereignisses berechnen, dass sich
in einer Stichprobe vI beliebige Elemente des Typs I und n   vI beliebige Elemente des
Typs II benden, wobei rI bestimmte Elemente des Typs I und rII bestimmte Elemente










Als Wahrscheinlichkeit daf ur, dass rI bestimmte Elemente des Typs I und rII bestimmte






Die Wahrscheinlichkeiten [vI;rI;rII](n) kann man zudem nutzen, um die Wahrscheinlich-
keitsverteilung der Anzahl der Elemente des Typs I in einer Stichprobe anzugeben, welche
wir als Zufallsvariable VI bezeichnen:
P(VI = vI) = [vI;0;0](n):
Beispiel 4.3 Unterstellen wir, dass drei der 498 Sammelkarten jeweils halb so oft wie
die anderen in den P ackchen vertreten sind, d. h. zI = 0:5zII. Es gilt also:
3zI + 495zII = 496:5zII
! = 1 , zII =
1
496:5
= 0:002014099; zI = 0:001007049:
Somit lauten die Wahrscheinlichkeiten f ur das Vornden von sieben bestimmten Bildern




(1   zII)(1   2zII)(1   3zII)(1   4zII)(1   5zII)(1   6zII)
= 7:070423  10
 16;
f ur das Ziehen von einer bestimmten Karte des Typs I und sechs bestimmten Bildern des




























(1   zII)(1   2zII)(1   3zII)(1   4zII)(1   5zII)(1   6zII)
= 3:524466  10
 16;
f ur das Vorliegen von zwei bestimmten Stickern des Typs I und f unf bestimmten Karten
des Typs II in einer T ute
[2](7) =
2!  5!  z2
Iz5
II
(1   zI)(1   2zI)(1   2zI   zII)  :::  (1   2zI   4zII)
+:::
+
2!  5!  z2
Iz5
II
(1   zI)(1   zI   zII)(1   zI   2zII)  :::  (1   zI   5zII)
+
2!  5!  z2
Iz5
II
(1   zII)(1   zI   zII)(1   2zI   zII)  :::  (1   2zI   4zII)
+:::
+
2!  5!  z2
Iz5
II
(1   zII)(1   zI   zII)(1   zI   2zII)  :::  (1   zI   5zII)
+:::
+
2!  5!  z2
Iz5
II
(1   zII)(1   2zII)  :::  (1   5zII)(1   zI   5zII)
= 1:756878  10
 16
und schlielich f ur das Ziehen aller drei Typ I - Bilder und vier bestimmter Karten des
Typs II
[3](7) =
3!  4!  z3
Iz4
II
(1   zI)  :::  (1   3zI)(1   3zI   zII)  :::  (1   3zI   3zII)
+:::
+
3!  4!  z3
Iz4
II
(1   zI)(1   2zI)(1   2zI   zII)  :::  (1   2zI   4zII)
+
3!  4!  z3
Iz4
II
(1   zI)(1   zI   zII)  :::  (1   3zI   zII)  :::  (1   3zI   3zII)
+:::
+
3!  4!  z3
Iz4
II
(1   zI)(1   zI   zII)(1   2zI   zII)  :::  (1   2zI   4zII)
+:::
33+
3!  4!  z3
Iz4
II
(1   zII)  :::  (1   4zII)(1   zI   4zII)(1   2zI   4zII)
= 8:75771  10
 17:
Diese Zwischenergebnisse werden nun bei der Berechnung der Ausschlusswahrscheinlich-
keiten immer wieder verwendet. Die Ausschlusswahrscheinlichkeit f ur alle drei Karten des
Typs I ergibt sich z. B. als









w ahrend die Ausschlusswahrscheinlichkeit f ur zwei bestimmte Karten dieses Typs

















und f ur eine bestimmte Karte dieses Typs


























betr agt. Des Weiteren errechnen sich die Ausschlusswarscheinlichkeiten f ur zwei bestimm-
te Karten des Typs I und eine bestimmte Karte des Typs II zu

















f ur je eine bestimmte Karte eines jeden Typs zu


























und f ur eine bestimmte Karte des Typs II zu



































344.2 Untersuchung des Resultats einer xen Anzahl an K aufen
Stellt man sich die Frage, wie die Anzahl Ux der bei x Stichprobenz ugen des Umfangs
n insgesamt erhaltenen unterschiedlichen Elemente verteilt ist, wenn die Auswahlwahr-
scheinlichkeit nicht f ur alle Elemente der Grundgesamtheit identisch ist, so hat man es
oensichtlich mit einer Verallgemeinerung des Komiteeproblems zu tun.7 Zu seiner L osung
ben otigt man als Ersatz f ur die Formulierung (22) bzw. (26) die Wahrscheinlichkeitssum-
me SN ux+j, welche f ur alle Kombinationen von N   ux + j der N Ereignisse Bl aus (1)
die Wahrscheinlichkeiten f ur (zumindest) deren gemeinsames Eintreten aufaddiert.
Da das Auftreten von N  ux+j dieser Ereignisse bedeutet, dass (mindestens) N  ux+j
Elemente in keiner der x Stichproben enthalten sind, ergibt sich die gesuchte Wahrschein-
lichkeitssumme durch Addition der mit x potenzierten Ausschlusswahrscheinlichkeiten f ur







Das Einsetzen dieses Ausdrucks in Gleichung (3) f uhrt zu der Wahrscheinlichkeitsfunktion













Diese scheint nicht die Struktur einer faktoriellen Reihenverteilung aufzuweisen, l asst sich
jedoch leicht zu





























y = ux und  = N zeigen, dass dies tats achlich eine faktorielle Reihenverteilung ist, da
f() = 1 gilt. Der Erwartungswert errechnet sich demnach gem a Gleichung (8) als



















7F ur weitere Ans atze der Generalisierung des Komiteeproblems im Rahmen eines anderen Anwen-
dungsgebietes siehe Grottke (2003).
35Interessanterweise beeinussen also auch in diesem verallgemeinerten Modell lediglich die
Ausschlusswahrscheinlichkeiten erster Ordnung die erwartete Anzahl der nach x Stichpro-
ben gesammelten unterschiedlichen Elemente. Falls die Ausschlusswahrscheinlichkeiten
f ur alle Elemente identisch sind, vereinfacht sich der Erwartungswert zu der Formulierung
(28).
Beispiel 4.4 F ur die in Beispiel 4.1 eingef uhrte Miniserie wurden in Beispiel 4.2 f ur
s amtliche Teilmengen A  E die Ausschlusswahrscheinlichkeiten bestimmt. Unter Nutzung
von Gleichung (47) erh alt man aus ihnen die Wahrscheinlichkeiten f ur das Vorliegen von
zwei, drei oder vier verschiedenen Bildern nach dem Erwerb von x 2er-T uten:





































































































































Bezogen auf den Kauf dreier Zweierp ackchen ergibt sich also die Wahrscheinlichkeitsver-
teilung
P(U3 = 2) = 0:0700; P(U3 = 2) = 0:5659; P(U3 = 4) = 0:3640:




u3  P(U3 = u3) = 3:294022 bzw.





36verschiedene Bilder der Miniserie vorliegen haben.
F ur groe Werte von N und ux l asst sich Gleichung (47) schwer handhaben. Erstens







verschiedene Ausschlusswahrscheinlichkeiten evaluiert wer-
den. Zur Ermittlung der gesamten Wahrscheinlichkeitsverteilung werden die Ausschluss-
wahrscheinlichkeiten f ur alle 2N Mengen in der Potenzmenge PE von E ben otigt. Zweitens
ist insbesondere f ur hohe Werte von ux aus numerischen Gr unden wiederum eine rekursive
Berechnung der Wahrscheinlichkeit vorzuziehen. Eine solche m usste jedoch  uber jeden der
Z uge x0  x hinweg f ur alle 2N Mengen in PE die Wahrscheinlichkeit ermitteln, dass diese
Kombination von Elementen bereits gezogen wurde.
Die Komplexit at verringert sich, wenn die Auswahlwahrscheinlichkeit f ur mehrere Ele-
mente der Grundgesamtheit identisch ist. F ur den bereits in Abschnitt 4.1 angesproche-
nen Fall zweier unterschiedlicher Auswahlwahrscheinlichkeiten betr agt die Wahrschein-













Somit folgt f ur die Wahrscheinlichkeitsmassenfunktion von Ux der Ausdruck






















aus welchem sich der Erwartungswert dieser Gr oe ableiten l asst:
E(Ux) = N   NI 
 
[1;0](n)




Selbst f ur die Ermittlung der gesamten Wahrscheinlichkeitsverteilung von Ux  uber (49)
sind somit nur (NI + 1)  (NII + 1) verschiedene Ausschlusswahrscheinlichkeiten zu be-
rechnen. Und auch eine rekursive Implementierung der Wahrscheinlichkeiten P(Ux = ux)
muss f ur jeden der x0  x Stichprobenz uge nur (NI +1)(NII +1) Vorgeschichten unter-
scheiden. Bezeichnen wir mit den Zufallsvariablen UI;x und UII;x die Anzahl der Elemente
des Typs I bzw. II, die in insgesamt x Stichproben mindestens einmal enthalten waren, so
l asst sich die Wahrscheinlichkeitsmassenfunktion von Ux auf die gemeinsame Verteilung
dieser beiden Gr oen zur uckf uhren:
P(Ux = ux) =
minfux;NIg X
uI;x=maxf0;NII uxg
P(UI;x = uI;x;UII;x = ux   uI;x):
37Zum Zeitpunkt x liegen aber genau dann uI;x Elemente des Typs I und uII;x des Typs
II vor, wenn nach dem vorhergegangen T utenkauf genauso viele oder bis zu n weniger
Elemente gesammelt worden waren und die ggf. fehlenden Elemente gerade im x-ten Zug
erworben wurden. Die Wahrscheinlichkeit daf ur, exakt uI;x "neue\ Elemente des Typs
I in der x-ten Stichprobe vorzunden, h angt wiederum einerseits von der Anzahl der
bereits "alten\ Elemente dieses Typs und andererseits von der Gesamtzahl der in der
Stichprobe enthaltenen (alten oder neuen) Elemente des Typs I, bezeichnet als VI;x, ab.
Dies gilt analog f ur die Elemente des Typs II. Die Formel zur rekursiven Berechnung der
gemeinsamen Wahrscheinlichkeiten von UI;x und UII;x sieht deshalb folgendermaen aus:









P(UI;x = uI;x j VI;x = vI;x;UI;x 1 = uI;x   uI;x)
P(UII;x = ux   uI;x j VII;x = n   vI;x;UII;x 1 = uII;x   ux + uI;x)




















NII   uII;x + ux   uI;x
ux   uI;x

uII;x   ux + uI;x





[vI;x;0;0]  P(UI;x 1 = uI;x   uI;x;UII;x 1 = uII;x   uII;x): (50)
Da vor dem ersten Stichprobenzug noch keinerlei Elemente vorliegen, lauten die Startwerte
P(UI;0 = 0;UII;0 = 0) = 1; P(UI;0 = uI;0;UII;0 = uII;0) = 0 8 uI;0;uII;0 6= 0:
Beispiel 4.5 An Beispiel 4.3 ankn upfend gehen wir davon aus, dass drei der 498 Bilder
eine Auswahlwahrscheinlichkeit besitzen, die halb so gro ist wie f ur alle anderen Bil-
der. F ur einen Sammler, der unter diesen Umst anden 100 P ackchen erwirbt, folgt die
Anzahl der nachher insgesamt vorliegenden unterschiedlichen Bilder der in Abbildung 5
dargestellten Verteilung. Gegen uber Beispiel 3.3, in dem alle Karten gleichwahrscheinlich
waren, hat sich der Modus der Verteilung nicht ver andert, er liegt weiterhin bei 377 Bil-
dern; und auch die Wahrscheinlichkeit f ur diesen Wert betr agt nach wie vor 5.65%. Der
leicht gesunkene Erwartungswert in H ohe von
E(Ux) = 498   3  0:9929292
100   495  0:9859014
100 = 376:8627
38zeigt jedoch an, dass schon bei dieser vergleichsweise geringen Anzahl an K aufen - die mit
fast hundertprozentiger Sicherheit nicht zur Komplettierung des Albums ausreicht - die
Verknappung dreier Bilder schwach negative Auswirkungen auf den Sammler hat.








































Abbildung 5: Wahrscheinlichkeitsverteilung von U100 bei zu 7er-Gruppen verpackten
Karten mit zwei unterschiedlichen Auswahlwahrscheinlichkeiten
Wurden bereits x0 Stichproben gezogen, so h angt die Wahrscheinlichkeit daf ur, nach insge-
samt x > x0 Stichprobenz ugen ux Elemente gesammelt zu haben, nicht nur davon ab, wie
viele Elemente der Grundgesamtheit zum Zeitpunkt x0 vorlagen. Aufgrund deren unter-
schiedlicher Auswahlwahrscheinlichkeiten ist von Bedeutung, welche der Elemente schon
mindestens einmal auftraten; die Menge dieser Elemente sei mit Ux0 bezeichnet.
Gegeben Ux0 sind nur noch N   jUx0j der urspr unglichen N Ereignisse Bl aus (1) von
Interesse. Die bedingte Wahrscheinlichkeitsmassenfunktion von Ux lautet deshalb















































y = ux   jUx0j und  = N   jUx0j zeigen. Der bedingte Erwartungswert f ur die nach
insgesamt x K aufen erworbenen Karten betr agt somit



















Beispiel 4.6 Von unserer Miniserie aus Beispiel 4.1 wird zun achst eine T ute mit zwei
Bildern ge onet. Beinhaltet sie die Karten 3 und 4, so kann man gem a Gleichung (51)
und in Verbindung mit den in Beispiel 4.2 berechneten Ausschlusswahrscheinlichkeiten
erwarten, dass nach dem Erwerb zweier zus atzlicher P ackchen insgesamt










verschiedene Bilder vorliegen werden. Falls dagegen die erste T ute die beiden relativ knap-
pen Karten 1 und 2 enth alt, dann betr agt der bedingte Erwartungswert aller nach zwei
weiteren T utenk aufen gesammelten Bilder










Treten in der Grundgesamtheit bezogen auf ihre Auswahlwahrscheinlihckeiten nur zwei
Typen von Karten auf, so verringert sich wiederum die Anzahl der zu ber ucksichtigenden
Ausschlusswahrscheinlichkeiten. Gegeben, dass die ersten x0 Stichproben cI Karten vom
Typ I und cII Karten vom Typ II erbrachten, gilt dann f ur die bedingte Wahrscheinlich-
keitsmassenfunktion von Ux:

























40Mittels Gleichung (50) und den Startwerten
P(UI;x0 = cI;UII;x0 = cII) = 1;
P(UI;x0 = uI;x0;UII;x0 = uII;x0) = 0 8 uI;x0 6= cI; uII;x0 6= cII (53)
l asst sich diese Funktion auch rekursiv berechnen. Wie leicht gezeigt werden kann, ist der
bedingte Erwartungswert von Ux
E(Ux j UI;x0 = cI;UII;x0 = cII)









Beispiel 4.7 Nehmen wir an, dass ein Sammler unter den in Beispiel 4.3 beschriebenen
Umst anden durch x0 T utenk aufe eines der seltenen und 494 der h augeren Bilder erhalten
hat. Gem a Gleichung (54) wir er dann nach dem Erwerb von 100 zus atzlichen T uten
erwartungsgem a  uber
E(Ux0+100 j UI;x0 = 1;UII;x0 = 494) = 498   2  0:9929292
100   1  0:9859014
100
= 496:7746
verschiedene Karten verf ugen. Demgegen uber konnte er bei einer "fairen\ T utenf ullung
damit rechnen, dass der Kauf von 100 weiteren P ackchen zu durchschnittlich 497.2717
Bildern f uhren w urde.
Falls nach x0 Stichprobenz ugen bereits s amtliche Karten eines Typs - z. B. des zweiten -
vorliegen, dann vereinfachen sich die bedingten Wahrscheinlichkeiten noch weiter zu






























was zu dem bedingten Erwartungswert











41Beispiel 4.8 Hat unser eiiger Sammler nach x0 T utenk aufen zwar alle 495 Bilder des
Typs II erworben, aber noch keine einzige der selteneren Typ I - Karten, dann ergibt sich
f ur ihn aus Gleichung (55)
















= 3  0:9859436
x x0
  3  0:978979
x x0
;













= 3  0:9929505
x x0
  6  0:9859436
x x0
+ 3  0:978979
x x0
;

















= 1   3  0:9929505
x x0





Bei 100 zus atzlichen K aufen lauten die resultierenden bedingten Wahrscheinlichkeiten fol-
gendermaen:
P(Ux0+100 = 495 j UI;x0 = 0;UII;x0 = 495) = 0:1195;
P(Ux0+100 = 496 j UI;x0 = 0;UII;x0 = 495) = 0:3699;
P(Ux0+100 = 497 j UI;x0 = 0;UII;x0 = 495) = 0:3805;
P(Ux0+100 = 498 j UI;x0 = 0;UII;x0 = 495) = 0:1301:
Betrug bei einer "fairen\ T utenf ullung die Wahrscheinlichkeit, drei im Album verbliebene
L ucken durch den Erwerb von 100 weiteren P ackchen zu f ullen, immerhin gut 43%, so liegt
sie nunmehr bei nur noch ca. 13%. Und die erwartete Anzahl der am Ende vorliegenden
Bilder ist nicht nur geringer als im Falle der gleichwahrscheinlichen Karten (497.2717),





ux0+100P(Ux0+100 = ux0+100 j UI;x0 = 0;UII;x0 = 495)
= 496:5213 bzw.
E(Ux0+100) = 498   3  0:9929505
100 = 496:5213:
Die liegt nat urlich daran, dass hier alle der noch fehlenden Bilder von der raren Sorte
sind.
424.3 Untersuchung der n otigen Anzahl an K aufen
Stellt man die Frage nach der Wahrscheinlichkeitsverteilung der Anzahl der K aufe, die
n otig sind, um m Karten zu sammeln, und l asst dabei neben aus mehreren Bildern be-
stehenden P ackchen auch noch unterschiedliche Auswahlwahrscheinlichkeiten f ur die ein-
zelnen Karten zu, so hat man es mit einer weiteren Verallgemeinerung des klassischen
Couponsammlerproblems zu tun. Ungleiche Auswahlwahrscheinlichkeiten wurden zwar
bereits durch von Schelling (1934, 1954) analysiert, allerdings nur f ur Stichproben vom
Umfang n = 1. Unsere Untersuchungen stellen somit auch eine Erweiterung seines Ansat-
zes dar.
Die Wahrscheinlichkeit f ur das Auftreten von mindestens ux verschiedenen Bildern in x
T uten - also den Eintritt von h ochstens N   ux der Ereignisse Bl aus (1) - erh alt man
 uber Gleichung (46) unter Verwendung der f ur diesen allgemeinen Fall g ultigen Wahr-
scheinlichkeitssummen (30):














Aufgrund des Zusammenhangs (14) ergibt sich somit die Wahrscheinlichkeitsmassenfunk-
tion













x 1 (1   A(n)): (57)




x(P(Ux  m)   P(Ux 1  m)) =  
1 X
x=0
















Falls die Elemente der Grundgesamtheit unterschiedliche Auswahlwahrscheinlichkeiten
aufweisen, der Umfang der Stichproben aber Eins betr agt, dann errechnen sich s amtli-
che Ausschlusswahrscheinlichkeiten A(1)  uber die Auswahlwahrscheinlichkeiten der in A
43enthaltenen Elemente:




F ur diesen Spezialfall folgt aus unseren Gleichungen (57) und (58) also







































was den bereits bei von Schelling (1934, 1954) vorliegenden Ergebnissen entspricht.
Beispiel 4.9 Von den vier Bildern der in Beispiel 4.1 eingef uhrten Mini-Serie sollen
zumindest drei verschiedene erworben werden. Unter Verwendung der in Beispiel 4.2 be-
rechneten Ausschlusswahrscheinlichkeiten erh alt man aus Gleichung (57) die Wahrschein-
lichkeitsmassenfunktion

































So betr agt z. B. die Wahrscheinlichkeit daf ur, bereits in zwei Stichproben vom Umfang
zwei mindestens drei unterschiedliche Elemente vorzunden, 76.139%, w ahrend mit ei-
ner Wahrscheinlichkeit von 16.860% drei 2er-P ackchen zur Sammlung dreier Elemente







































  2  (1 + 1 + 1 + 1) + 3  1
= 2:3437832
Stichproben, um das angepeilte Ziel zu erreichen.
44Die Berechnungen vereinfachen sich wiederum, wenn nur wenige verschiedene Auswahl-
wahrscheinlichkeiten vertreten sind. Im Falle zweier im Hinblick auf ihre Auswahlwahr-
scheinlichkeiten unterschiedliche Typen von Sammelkarten ist die Wahrscheinlichkeits-
summe f ur das gleichzeitige Auftreten von mindestens N  ux+j der Ereignisse Bl durch
(48) gegeben. Ersetzt man in Gleichung (56) die allgemeine Formulierung durch diesen
Ausdruck, so ergibt sich die Wahrscheinlichkeit, dass Ux Werte gr oer als oder gleich ux
annimmt, als






















Hieraus folgt die Wahrscheinlichkeit daf ur, dass zur Sammlung von m Karten x K aufe
vonn oten sind,


















































Der x-te Kaufakt erreicht gerade dann das Ziel, m verschiedene Karten zu sammeln, wenn
die ersten x 1 T uten weniger als m unterschiedliche Bilder lieferten und das x-te P ackchen
mindestens die noch ben otigten Karten enth alt. Hierbei h angt die Wahrscheinlichkeit
daf ur, uI;x Karten des Typs I zum ersten Mal zu erhalten, zum einen von der Anzahl
der schon gesammelten Karten dieses Typs und zum anderen von der Anzahl der Typ I -
Karten in der x-ten T ute ab.  Ahnliches gilt f ur die Karten des zweiten Typs.
45Somit ist es m oglich, unter R uckgri auf Gleichung (50) und die dort angegebenen Start-














P(UI;x = uI;x j VI;x = vI;x;UI;x 1 = uI;x 1)
P(UII;x = ux   uI;x j VII;x = n   vI;x;UII;x 1 = ux 1   uI;x 1)

































[vI;x;0;0]  P(UI;x 1 = uI;x 1;UII;x 1 = uII;x 1): (61)
Beispiel 4.10 F ur die Bilderserie aus Beispiel 4.3, welche drei Bilder beinhaltet, die bei
erstmaligem Ziehen halb so oft in die T ute verpackt werden wie die  ubrigen 495 Kar-
ten, wurde mithilfe der Gleichungen (50) und (61) die Wahrscheinlichkeitsverteilung von
X(498) bestimmt. Diese ist in Abbildung 6 dargestellt. Oensichtlich verlagert die Ver-
knappung der drei Karten die Wahrscheinlichkeitsmasse nach rechts: Tendenziell sind
mehr Kaufakte n otig, um das Album zu f ullen, als dies bei der "fairen\ T utenf ullung in
Beispiel 3.5 der Fall war. Tats achlich errechnet sich der Erwartungswert der Verteilung
zu 495.027.
Sehr viele Sammler, die jeweils f ur sich ihre Sammlung komplettiert haben, werden dazu
durchschnittlich 247.51 e f ur 495.027 P ackchen ausgegeben und am Ende im Schnitt
2967.189 doppelte Bilder vorliegen haben. Das 95%-Quantil der Verteilung liegt bei 688,
was bedeutet, dass ca. 95% der letztlich erfolgreichen Sammler nicht mehr als 688 T uten
erwerben mussten, um ihr Ziel zu erreichen.













































Abbildung 6: Wahrscheinlichkeitsverteilung von X(498) bei zu 7er-Gruppen verpackten
Karten mit zwei unterschiedlichen Auswahlwahrscheinlichkeiten
Nat urlich beeinusst das Ausma der Verknappung der selteneren Bilder die Wahrschein-
lichkeitsverteilung von X(N). Betrachten wir allgemein NI Karten, deren Auswahlwahr-
scheinlichkeit zI das g-fache (g < 1) der Auswahlwahrscheinlichkeit der restlichen NII =
N   NI Karten zII betr agt, so muss gelten:
NI  zI + NII  zII
! = 1 , zII = (N   (1   g)NI)
 1; zI = g  (N   (1   g)NI)
 1:
Wie sich bei NI = 3 selteneren von insgesamt 498 Karten der Erwartungswert sowie das
95%- und das 99%-Quantil der Verteilung der zur F ullung eines leeren Sammelalbums
n otigen T utenk aufe in Abh angigkeit von g 1 (dem Inversen der Gewichtung g) ver andern,
zeigt Abbildung 7.
Wie zu erwarten war, steigen alle Gr oen, wenn g 1 w achst: Je rarer die drei Karten sind,
desto mehr verlagert sich die Wahrscheinlichkeitsmasse nach rechts; der Erwartungswert
und die Werte der 95% und 99%-Quantile nehmen zu.













































































Abbildung 7: Erwartungswert, 95%- und 99%-Quantil der Wahrscheinlichkeitsverteilung
von X(498) bei einem Stichprobenumfang von sieben, in Abh angigkeit vom Inversen der
Gewichtung g der Auswahlwahrscheinlichkeit der drei selteneren Bilder
Die Grak macht aber auch deutlich, dass der Einuss einer Ver anderung von g 1 um
eine Einheit zun achst geringer ist als bei einem h oheren g 1. In dem von uns vorste-
hend betrachteten Fall dreier Karten mit halber Auswahlwahrscheinlichkeit zI = 0:5zII,
d. h. g 1 = 2 sind der Erwartungswert sowie das 95%- und das 99%-Quantil demnach
gegen uber der Ausgangslage gleichwahrscheinlicher Karten (g 1 = 1) weniger stark gestie-
gen als dies z. B. ausgehend von deutlich knapperen Bildern zI = 0:1zII (mit g 1 = 10)
bei einer Erh ohung von g 1 auf 11 der Fall gewesen w are. Oensichtlich werden gewisse
Ungleichheiten bei der Best uckung zun achst noch dadurch abgefedert, dass zur F ullung
eines kompletten Albums ohnehin deutlich mehr als 498 Bilder (bzw. 72 T uten) erworben
werden m ussen. Die vielen K aufe bieten dann aber die Gelegenheit, auch auf die etwas
selteneren Bilder zu stoen. Eine leichte Verknappung hat deshalb kaum Auswirkungen.
Erst wenn g 1 schon deutlich gr oer ist und die raren Bilder bereits einen deutlichen Eng-
pass darstellen, schl agt die weitere Reduzierung von deren Auswahlwahrscheinlichkeit voll
durch. Dies erkennt man an den ann ahernd linearen Abschnitten in den Entwicklungen
der drei Gr oen. F ur den Erwartungswert setzt dieser Bereich ab ca. g 1 = 10 ein, beim
95%- und 99%-Quantil ist dies bereits bei etwa g 1 = 3:5 bzw. g 1 = 3 der Fall. Die
vollen Auswirkungen der Ver anderung von g 1 kommen in Randbereichen der Verteilung
von X(498) also schon fr uher zum Tragen.
48Bemerkenswert ist bei den Quantilen nicht nur der schnellere  Ubergang zu einer fast
linearen Form. Auch sind die Steigungen der Kurven deutlich h oher. So betr agt f ur das
99%-Quantil die Steigung in diesem ann ahernd linearen Bereich ca. 400.7; eine Erh ohung
von g 1 um Eins l asst das 99%-Quantil also um etwa 400:7 Karten ansteigen. Demge-
gen uber betragen die Steigungen f ur das 95%-Quantil 287 und f ur den Erwartungswert
127. Der Einuss der Auswahlwahrscheinlichkeiten der selteneren Karten ist demnach
f ur diejenigen Gr oen der Verteilung, die sich auf die Randbereiche beziehen, wesentlich
st arker.
Hat ein Sammler in x0 T utenk aufen bereits die durch die Menge Ux0 gegebenen Karten
erworben, dann k onnen nur noch diejenigen N  jUx0j Ereignisse Bl aus (1) eintreten, die
sich auf die bislang noch nicht vorliegenden Bilder E nUx0 beziehen. Die Wahrscheinlichkeit
daf ur, dass nach insgesamt x Kaufakten h ochstens N ux dieser Ereignisse tats achlich ein-
getroen sind und somit mindestens ux verschiedene Karten gesammelt werden konnten,
betr agt















Als Dierenz der Wahrscheinlichkeiten P(Ux  m j Ux0) und P(Ux 1  m j Ux0) ergibt
sich dann folgende bedingte Wahrscheinlichkeitsmassenfunktion f ur die Anzahl der bis
zum Erwerb von m verschiedenen Bildern n otigen Stichprobenz uge:














Der bedingte Erwartungswert von X(m) liegt bei















Beispiel 4.11 Befanden sich im ersten erworbenen 2er-P ackchen die beiden h augsten
Karten der in Beispiel 4.1 eingef uhrten Miniserie (die Nummern 3 und 4), so kann man
gem a Gleichung (63) und den in Beispiel 4.2 bestimmten Ausschlusswahrscheinlichkeiten
49erwarten, dass insgesamt



















T utenk aufe n otig sein werden, um die Serie zu komplettieren. Sollten stattdessen nach
dem einen Kaufakt bereits die Bilder mit den Nummern 1 und 2 vorliegen, dann betr agt
die durchschnittliche Anzahl aller ben otigten P ackchen lediglich



















Dieses Ergebnis korrespondiert mit der aus Beispiel 4.6 bekannten Tatsache, dass im zwei-
ten Fall die erwartete Anzahl der nach insgesamt drei K aufen vorliegenden Sammelkarten
h oher ist als im ersten Fall.
Nat urlich werden auch zur Berechnung der bedingten Gr oen weniger unterschiedliche
Ausschlusswahrscheinlichkeiten ben otigt, wenn mehrere Elemente der Grundgesamtheit
identische Auswahlwahrscheinlichkeiten besitzen. Liegen zwei Typen von Elementen vor,
von denen in x Kaufakten schon cI bzw. cII St uck gesammelt wurden, so kann Gleichung
(62) als






















ausgedr uckt werden. Unter Verwendung der Ausschlusswahrscheinlichkeiten [rI;rII](n)
stellt sich die bedingte Wahrscheinlichkeitsmassenfunktion von X(m) dann als

























50dar, und der bedingte Erwartungswert von X(m) lautet
























Ausgehend von den Startwerten (53) k onnen die Wahrscheinlichkeiten (64) auch mithilfe
der Gleichungen (50) und (61) rekursiv berechnet werden.
Beispiel 4.12 F ur unseren Sammler aus Beispiel 4.7, der nach dem Erwerb von x0 T uten
eine der selteneren und 494 der h augeren Karten vorliegen hatte, betr agt die beding-
te Wahrscheinlichkeitsmassenfunktion der Anzahl der insgesamt zur Komplettierung der
Sammlung n otigen K aufe






























































x x0 1  0:0140986 + 2  0:9929292
x x0 1  0:0070708
  2  0:9789162




Somit liegt z. B. die Wahrscheinlichkeit daf ur, das Album mit dem hundertsten zus atzli-
chen Kauf vollst andig zu f ullen, bei 0.357%.
Gem a Gleichung (65) werden viele Personen, die sich in der gleichen Lage wie der eifrige
Sammler benden, durchschnittlich nach dem  Onen von insgesamt






































































51P ackchen alle noch fehlenden Bilder vorgefunden zu haben.
Dieser Erwartungswert ist deutlich h oher als derjenige, der sich in Beispiel 3.6 f ur eine
Situation ergeben hatte, in der zwar auch noch drei L ucken zu f ullen, alle Karten der
Serie aber gleichwahrscheinlich waren.
Die Ausdr ucke f ur die bedingten Gr oen vereinfachen sich wiederum weiter, wenn nach x0
Stichproben alle Elemente eines Typs mindestens einmal aufgetreten sind. Trit dies z. B.
auf die Karten des Typs II zu, so betr agt die bedingte Wahrscheinlichkeit f ur mindestens
ux unterschiedliche Bilder nach dem x-ten Kauf

















N   cI   NII

















Hieraus folgt f ur X(m) die bedingte Wahrscheinlichkeitsfunktion
P(X(m) = x j UI;x0 = cI;UII;x0 = NII)
=

N   cI   NII

















und der bedingte Erwartungswert




N   cI   NII

















Beispiel 4.13 Wie in Beispiel 4.8 habe unser Sammler zum Zeitpunkt x0 bereits alle der
h augeren Bilder gesammelt, bislang aber noch keine der Karten des Typs I vorliegen. Er
52kann dann damit rechnen, nach insgesamt



































K aufen seine Sammlung komplettiert zu haben. Diese Zahl ist nochmals gr oer als diejeni-
ge in Beispiel 4.12, da der Sammler sich nach den ersten x0 Kaufakten in einer ung unsti-
geren Ausgangslage bendet.
5 Zusammenfassung
Ausgehend von den klassischen Belegungs- und Couponsammlerproblemen, welche sich
mit Stichproben vom Umfang n = 1 befassen, untersuchten wir Verallgemeinerungen f ur
das gleichzeitige Ziehen mehrerer gleichwahrscheinlicher Elemente ohne Zur ucklegen, al-
so f ur aus mehreren Sammelkarten "fair\ best uckte P ackchen. Bezogen auf die Anzahl
der nach x P ackchenk aufen vorliegenden Bilder Ux f uhrte uns dies zum Komiteeproblem,
dessen zentrale Ergebnisse wir unter Verwendung von Ausschlusswahrscheinlichkeiten for-
mulierten. Bei der analogen Generalisierung des Couponsammlerproblems bauten wir auf
dem Vorgehen von P olya (1930) auf, der einen Spezialfall betrachtet hatte. Jeweils be-
trachteten wir auch die bedingten Ergebnisse, die unter Zugrundelegung des bisherigen
partiellen Sammelerfolgs gelten.
Konkretisiert an den N = 498 Panini-Sammelbildern und den je T ute sieben unterschied-
lichen Karten konnten wir die in der Einleitung gestellten Fragen wie folgt beantworten:
1. Ein Sammler, der 100 P ackchen erwirbt, kann mit ca. 377 unterschiedlichen Karten
rechnen. Die Wahrscheinlichkeit daf ur, exakt 377 verschiedene Bilder vorliegen zu
haben, betr agt etwa 5.65%.
2. Fehlen dem Sammler noch drei beliebige Karten, dann werden ihm 100 weitere
K aufe durchschnittlich 2.2717 neue Bilder liefern. Mit einer Wahrscheinlichkeit von
immerhin 43.38% schat er es, das Album zu komplettieren.
3. Die erwartete Anzahl an K aufen, die zum Erwerb der ganzen Serie vonn oten ist,
betr agt gut 480. Bei einer groen Anzahl an Sammlern werden aber knapp 5% von
ihnen erst mit mehr als 648 P ackchen ihr Ziel erreichen.
534. Sammler, die jeweils noch drei L ucken in ihrem Album haben, werden im Durch-
schnitt jeweils noch etwas mehr als 130 K aufe brauchen, um diese zu f ullen. Die
Wahrscheinlichkeit, dass ein Sammler die Serie mit genau der hundertsten zus atzli-
chen T ute komplettiert, liegt bei 0.593%.
Unter der Annahme von unterschiedlichen Produktionswahrscheinlichkeiten f ur die ein-
zelnen Bilder werden die Berechnungen wesentlich komplexer. Dennoch ist es m oglich,
sowohl das Komiteeproblem als auch das bereits f ur beliebige Stichprobenumf ange erwei-
terte Couponsammlerproblem zu verallgemeinern. Hierbei erweisen sich die Ausschluss-
wahrscheinlichkeiten als zentrale Bausteine.
Unter der Annahme, dass drei Bilder mit - gegen uber den anderen 495 Karten - halb so
groer Wahrscheinlichkeit produziert werden, ergibt sich nun:
1. Zwar betr agt die Wahrscheinlichkeit, durch 100 T utenk aufe 377 verschiedene Bilder
zu ergattern, nach wie vor ca. 5.65%. Durchschnittlich erzielen Sammler bei diesem
Vorgehen nunmehr aber nur noch 376.8627 Karten.
2. Falls es sich bei den letzten drei noch ausstehenden Bilder gerade um die selteneren
handelt, erbringt der zus atzliche Erwerb von 100 P ackchen im Mittel lediglich 1.5213
von diesen. Die Wahrscheinlichkeit, dass diese Kaufaktion alle L ucken f ullt, liegt bei
nur 13%.
3. Um ein jungfr auliches Sammelalbum komplett zu best ucken, m ussen erwartungs-
gem a ca. 495 T uten erworben werden. Knapp 5% aller Sammler, die bis zum Ende
durchhalten, werden allerdings  uber 688 P ackchen gekauft haben.
4. Fehlen dem Sammler noch zwei der selteneren und eine der h augeren Karten, so
ben otigt er erwartungsgem a noch knapp 223.6766 weitere T uten, bis er erstmals alle
Bilder vorliegen hat. Sollte es sich bei den drei noch ausstehenden Karten dagegen
um die drei knapperen handeln, dann liegt die durchschnittliche Zahl an zus atzlich
zu erwerbenden P ackchen bei 258.9263.
Mit diesen Analysen hoen wir, der Sammelbegeisterung keinen Abbruch getan zu haben;
wir w unschen den Sammlern weiterhin viel Gl uck.
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