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Available online 23 December 2015AbstractIn the past few years the online scheduling problem has been studied extensively under clairvoyant settings and a relatively less
amount of evolution is observed under non-clairvoyant setting. A non-clairvoyant scheduling problem has its practical significance.
We study online non-clairvoyant scheduling problem of minimizing total weighted flow plus energy. Usually weights in weighted
flow study are assumed to be system generated and they are allocated to the jobs at their release time. In this paper, weights are not
provided by the system, rather they are generated using the release time by the scheduler. The scheduler maintains a balance of the
machine's state to obtain an efficient schedule of jobs and avoid energy wastage. This paper provides potential analysis of a
weighted generalization of the power management algorithm which is coupled with Weighted Round Robin. We adopt the
traditional model of power function P¼ sa, where s, P and a> 1 are speed of processor, power and a constant, respectively. We
introduced Release Round Robin (R3) scheduling algorithm with competitive ratio O (3a/t) when using a processor with the
maximum speed (3 þ t) times higher than the maximum speed of the Optimal offline adversary, where 0< t (3a1).
© 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of University of Kerbala. This is an open access article
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Efficient energy management has become a key
issue in the modern design techniques of processors. A
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the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/IBM. They produce associated software as well, such
as Intel's SpeedStep and AMD's PowerNow that facil-
itate an operating system to scale the processor's speed
for better energy efficiency. Scheduling algorithms of
such types comprise of two components: first, a job
selection policy that determines which job to execute;
and second, a speed scaling policy to compute a speed
at which a processor needs to execute. For solving such
problems an operating system has dual conflicting
objectives, to optimize some scheduling Quality of
Service (QoS) objective as well as some Power Man-
agement (PM) objective, such as total weighted flow
and total energy used, respectively [1].n behalf of University of Kerbala. This is an open access article under
4.0/).
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Google is not speed, but power, low power, because
data centers can consume as much energy as a city [2].
Collectively considering the QoS, speed scaling and
energy usage efficiency makes job scheduling very
complicated [3]. Yao et al. [4] initiated the theoretical
study of speed scaling. In their model the processor
speed s can vary in range [0,∞). The power con-
sumption function is P¼ sa, where a> 1 (commonly
believed that the value of a¼ 2 or 3 for CMOS- based
chips [5], [6]). In unbounded speed and bounded speed
model: the speed ranges are [0,∞) and [0,T], respec-
tively [1].
A scheduler manages jobs in some order to optimize
a certain QoS metric, such as throughput, makespan,
slowdown, flow time or weighted flow time. Most
scheduling algorithms (clairvoyant) assume that the
sizes of jobs are known at the release time, which is not
always true. In the UNIX operating system when a job
arrives, there is no information about the job's pro-
cessing time requirement. Schedulers dealing with
such jobs are non-clairvoyant schedulers [7].
In offline algorithms complete job sequence is
known in advance, which is impossible in most of the
practical problems. Unlike offline, online algorithms
can get the information about the jobs on release time
only. In this paper, the analysis of online non-
clairvoyant algorithm is presented using competitive
analysis, i.e. the worst case comparison of an online
algorithm and optimal offline algorithm. For mini-
mizing a cost function such as weighted flow time plus
energy, an online algorithm is c-competitive, if for any
input the cost incurred is never more than c times the
cost of the optimal offline algorithm. Borodin and El-
Yaniv's book [8] is a good reference to study compet-
itive analysis. The idea to augment the resources of the
non-clairvoyant scheduler by increasing its speed was
introduced by Kalayanasundaram and Pruhs [9]. Ac-
cording to them, if a non-clairvoyant scheduler is
allowed (1þ t) times faster processor, then it can
attain a response time within a (1þ 1/t) factor
achievable by the best possible clairvoyant algorithm.
In this paper, the intention is to study non-
clairvoyant speed scaling against an offline adversary.
The objective considered is minimizing a combination
of weighted flow time and energy consumption. This
objective has a natural interpretation as weighted flow
time plus energy can be measured in monetary terms
[10]. Assume that user is willing to pay one unit of
energy to reduce a certain units (say r units) of
weighted flow time. Energy is of more concern if there
is a large value of r. The problem is reduced to thetraditional weighted flow time scheduling if r¼ 0. In
this paper, an online non-clairvoyant scheduling algo-
rithm Release Round Robin (R3) is introduced, in
which the weight of jobs are not provided by the sys-
tem at their release time, rather, they are generated
using the release time by the scheduler. At any time the
weight of a job is its executed time, i.e. current time
minus release time of a job. The resource augmentation
is used along with the speed bounded model.
1.1. Organization of paper
In Section 2, we have given some previous sched-
uling algorithms and their results. Section 3 describes
some definitions necessary for discussion. In Section 4
we present the online non-clairvoyant algorithm
Release Round Robin (R3) and we compare R3 against
an optimal offline algorithm Opt using amortized
analysis (potential function). Section 5 provides final
conclusion and future scope of our study.
2. Previous work
We start with literature about scheduling algo-
rithms. Chan et al. [11] provided three results associ-
ated to online non-clairvoyant speed scaling algorithm
LAPS, for the objective to minimize total flow time
plus energy and showed that for every power function
of the form P(s)¼ sa, LAPS is O(1)-competitive; more
specifically, the competitive ratio is 8 for a¼ 2, 13 for
a¼ 3, and (2a2/lna) for a> 3. As per Kalyana-
sundaram et al. [12] and Becchetti et al. [13] ran-
domized version of Multi Level Feedback Queue
algorithm is O(logn) competitive. Motwani et al. [14]
first analyzed non-clairvoyant scheduling for the
objective of mean response time and showed that it is
U(n)-competitive and any randomized algorithm is
U(logn)-competitive. Kalyanasundaram et al. [9]
introduced the idea of resource augmentation in
which a non-clairvoyant processor speed is (1þ t)
times the offline adversary. They proved that the
competitive ratio of their algorithm is (1þ 1/t). The
non-clairvoyant algorithm Shortest Elapsed Time First
(SETF) is (1þ t)-speed and O(1)-competitive [9] as
well as scalable. The Equipartition and Processor
Scheduling (Round Robin) shares the processor
equally among all jobs is (2þ t)-speed and O(1)-
competitive [15]. Muthukrishnan et al. [16] studied
uniprocessor online job scheduling algorithm with a
slowdown or stretch as their objective and showed that
SRPT is (2)-competitive but in clairvoyant settings.
Berman et al. [17] improved the Kalyanasundaram's
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gorithm using v-speed processor, where v 2. Yao
et al. [4] considered the problem of jobs with deadlines
and the objective to minimize energy usage. But most
processors do not have natural deadlines associated
with them [18], for example in Linux and Microsoft
Windows. Bansal et al. [5] showed that the algorithm
Optimal Available (OA) is O(1)-competitive, using the
potential analysis and the competitive ratio is mtg,
where g ¼ max
(
2; 2ða1Þ
aða1Þ11=ða1Þ
)
and
mt ¼ maxfð1þ 1=tÞ; ð1þ tÞag for any t> 0. Yun
et al. [19] proposed that it is NP-hard to calculate a
minimum energy schedule for jobs with fixed priority.
Kwon et al. [20] gave a polynomial time scheduling for
a processor with discrete speeds. Chen et al. [21] gave
PTAS for some special case of Kwon's algorithm.
Bansal et al. [1] assumed that allowable speeds are a
countable collection of disjoint subintervals in range
[0,∞) and they have taken the power function P that
are non-negative, continuous and differentiable. They
have used SRPT for job selection and power function
one plus the number of unfinished jobs, their algorithm
is (3þ t)-competitive for total flow plus energy. They
considered Highest Density First (HDF) for job se-
lection and power equal to the fractional weight of
unfinished jobs and gave a (2þ t)-competitive algo-
rithm for fractional weighted flow plus energy. Bec-
chetti et al. [22] showed the modification in Bansal's
algorithm [23] and gave Oða2=log2aÞ -competitive
algorithm with resource augmentation for weighted
flow plus energy. The result in a bounded speed model
[3] was improved [24] and new competitive ratio
calculated was Oða=logaÞ. In multi processor systems
a new concept of sleep management, quality of service
and energy consumption are used in some papers [25],
[26]. The non-clairvoyant speed scaling scheduling
algorithm given by Gupta et al. [27] is (1þ t)-speed
O(1/t5)-competitive. Chan et al. [28] gave Scheduling
with Arrival Time Alignment (SATA) algorithm, which
is using sleep management and (1þ t)-speed O(1/t2)-
competitive for the objective of minimizing flow time
plus energy. Admonds et al. [29] gave the first analysis
of a scalable algorithm, i.e. (1þ t)-speed O(1)-
competitive, for all lk-norms of flow time in both set-
tings for fixed k and 0< t 1. Zhu et al. [30] studied
non-clairvoyant scheduling to minimize weighted flow
time on two different multi-processor models, in the
first model, processors are all identical and jobs can
possibly be speeded up by running on several pro-
cessors in parallel; and in the second model, theyconsidered processors with different functionalities and
only processors of the same functionality can work on
the same job in parallel to achieve some degree of
speed up. They showed two non-clairvoyant algorithms
that are O(1)-competitive for a weighted flow time. Im
et al. [31] obtained a non-clairvoyant scalable algo-
rithm on unrelated machines for minimizing the total
weighted flow time. They presented a scalable online
algorithm that is (1þ ε) -speed Oð1þ 1=ε2Þ -compet-
itive for any constant ε > 0, for the total weighted flow-
time objective. Im et al. [32] gave the first analysis of
Round Robin for the l2-norm of flow time and showed
that it is O(1)-speed O(1)-competitive for multiple
machines. Azar et al. [33] presented a ð3þ 1=ða 1ÞÞ
-competitive algorithm for the integral objective and a
ð2þ 1=ða 1ÞÞ-competitive deterministic algorithm
for the fractional objective. Bell et al. [34] proposed an
energy efficient multiprocessor deadline scheduling
algorithm for the general settings with O(logaP)-
competitive ratio, where P is maximum to minimum
job size ratio.
3. Definitions and notations
We study an online job scheduling in a uniprocessor
environment. The jobs arrive over time and we do not
know about job until it arrives. For any job j, r(j) and
p(j) are used to denote release time (arrival time) and
processing requirement (size) respectively. We
consider a non-clairvoyant model, in which release
time is known at job arrival only and its size is known
only when job j completes. The weight e(j) of job j at
any time t is calculated by the scheduler as current time
minus release time. The speed of processor, used by
offline adversary, can range from zero to T i.e. [0, T].
Preemption is allowed with no penalty. We use the
traditional power function P¼ sa, where a> 1, a fixed
constant and s speed of a processor. Per unit time, a
processor processes s units of work, if processor's
speed is s. Consider that there is some schedule S of
any job set I. p(j,t) represents the remaining work of j
at time t. At any given time t, a job j is active if r(j) t
and p(j,t)> 0. The flow time F(j) of a job j is the time
elapsed since j arrived and until job j is completed. The
weight of a job j at any time t is ej(t) or e(j), where
e(j)¼ (1þ ter(j)). Let na(t) or na, ea(t) or ea and sa(t)
be the number of active jobs, weight of active jobs and
speed of the processor for R3 at time t respectively. Let
sa and so be the speed of the processor for R
3 and Opt,
respectively. Let ea and eo be the total weight (executed
time) of active jobs in R3 and Opt, respectively. The
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P
j2I
eðjÞFðjÞ or equivalentlyZ ∞
0
eðtÞ dt, where e(t) denotes the total weight of all
active jobs na at time t. Our objective is to minimize
total weighted flow plus energy, denoted by G¼ Fþ E.
The total energy usage E for the scheduling isZ ∞
0
sðtÞadt, where s(t) signifies speed of processor at
time t.
Let Opt be an optimal offline algorithm such that
for any job set/sequence I, weighted flow plus energy
FOpt(I)þ EOpt(I) of Opt is minimized among all
schedules of I. An algorithm ALG is said to be c-
competitive for any c 1, if for all jobs sequence I the
following inequality (as shown in equation (1)) is
satisfied-
FALGðIÞ þ EALGðIÞ  c$

FOptðIÞ þ EOptðIÞ

4. Minimizing weighted flow plus energy
In this section, a non-clairvoyant online algorithm
Release Round Robin (R3) is presented, where the
weights of jobs are generated using release time of
jobs by the scheduler. This scheduling is O(a3a)-
competitive for weighted flow plus energy when
using a processor with the maximum speed (3þ t)T,
where t¼ 3/a. The objective is to minimize total
weighted flow plus energy (Fþ E). The weights are
created using release time and their values do not
change linearly with time, rather, the weights of all
jobs are re-evaluated/recalculated only when a job
arrives or finishes. The creation and revaluation of
weights are at the discrete time. At any time t, when a
new job arrives, its weight assigned is 1 and the
weights of all other jobs (ci, ei(t)) are recalculated/
re-evaluated (ci, ei(t)¼ (1þ t ri)). At any time t,
when a job completes, the weight of all other jobs
(ci, ei(t)) are recalculated/re-evaluated (ci,
ei(t)¼ (1þ t ri)). The intension of creating a weight
is that the process which is executed for longer
duration may be big in size and they need more share
of the processor's speed to get completely executed in
less time and improve the flow time. In clairvoyant
setting the sizes of jobs are known and speed is
decreasing with decrements in size, unlike clair-
voyant, in non-clairvoyant the size is not known until
completion of job and job starts with less speed and
keeps on increasing with its execution to create the
effect which is the reverse of clairvoyant.4.1. Algorithm R3
At any time t, the processor speed is set to
saðtÞ ¼ ð3þ tÞ$minððeaðtÞÞ1=a; TÞ, i.e.
saðtÞ ¼ ð3þ tÞ$minð½
Pna
i¼1ð1þ t  riÞ1=a; TÞ, where
eaðtÞ ¼
Pna
i¼1ð1þ t  riÞ is total weight (executed time
of all jobs). The processor executes all active jobs such
that every active job i shares processor's speed equal to
sðtÞ$

eðiÞ
eaðtÞ

, i.e. sðtÞ$
2
664 ð1þtriÞPna
i¼1ð1þtriÞ
3
775. An assumption is
made that the weight of jobs and speed of a processor
will be changed (re-evaluated) when there is a change
in count of active jobs na, means either on arrival or on
completion of a job. The comparison of R3 is accom-
plished against an optimal offline algorithm Opt, which
uses maximum processor speed T.
Theorem 1. When 0< t 3a1 and a> 1, using a
uniprocessor with maximum speed (3 þ t)T, R3is c-
competitive for weighted flow plus energy, where
c ¼ 6$ð1þ 3=tÞ$ð1þ ð3þ tÞaÞ ¼ Oð3a=tÞ. When
t¼ 3/a, the competitive ratio becomes
6$ð1þ aÞ$ð1þ 3a$ð1þ 1=aÞaÞ ¼ Oða3aÞ.
The remaining of this section is dedicated to prove
Theorem 1. Let Ga(t) and Go(t) be the weighted flow
time plus energy acquired till time t by the R3 and Opt,
respectively. We will drop the parameter t as it is clear
that t is current time only. To confirm that R3 is c-
competitive, it will be adequate to provide a potential
function F(t) such that the following three conditions
hold [11].
Boundary Condition: F¼ 0 at the beginning before
any job is released and at the end after all jobs are
completed.
Job Arrival and Completion Condition: When a job
arrives or completes, the value of F does not increase.
Running Condition: At any other time
dGaðtÞ
dt þ g$dFdt  c$dGoðtÞdt , where g > 0.
4.2. Potential function F(t)
At any time t and for any job j, let pa(j,t) and po(j,t)
be pending work of j in R3 and Opt, respectively. Any
active job j is lagging if pa(j,t)po(j,t)> 0. Let L¼
{j1,j2,.........,jl} be a set of lagging jobs in R
3 and they
are arranged in ascending sequence of latest time when
the job gets converted into lagging job. (cji 2L)d
xi¼ pa(ji,t)po(ji,t)> 0. Our potential function F(t) for
weighted flow plus energy is as follows:
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Xl
i¼1
ci$xi ð1Þ
where xi ¼maxf0; ðpaðji; tÞ  poðji; tÞÞg ð2Þ
& ci¼
8>><
>>:
ðeiÞ11=a ;if eiTa; whereei¼
Xi
k¼1
ð1þ trkÞ
1
ð1dÞ$
ei
T

;otherwise; whered¼ 1
2a
ð3Þ
Note: ci is called the coefficient of ji and monotonically
increases with i.
There is no active job before the release of any job
and after the completion of all jobs, therefore the value
of F¼ 0 in both cases, hence the boundary condition
holds. On arrival of any job ji at some time t in I, xi
tends to zero as [pa(ji,t)po(ji,t)¼ 0], ji is added at the
end of I and its executed time is zero; therefore, co-
efficient of all other jobs do not change and F does not
change. When a job ji leaves I on completion, xi will be
zero and coefficient of any other lagging job will either
remains the same or decreases, therefore F does not
increases, hence the arrival or completion condition
holds. It is left to check the running condition at time t
without a job arrival or completion, means F does not
have discrete changes. Let el ¼
Pl
i¼1eðjiÞ
¼Pli¼1ð1þ t  riÞ be the weight of jobs in L. Since
number of lagging job l na, therefore el ea. As per
the previous discussion, dGadt ¼ ea þ saa and
dGo
dt ¼ eo þ sao . Bounding the rate of change of F by
observing how F changes first due to Opt only
(Lemma 2) and then due to R3 (Lemma 3). Notation
opted for rate of change of F due to Opt and R3 are
dFo/dt and dFa/dt, respectively. Total rate of change of
F due to Opt and R3 is dF/dt¼ dFo/dtþ dFa/dt.
Lemma 1. .(Young's Inequality [35]) For some positive
real numbers a, b, x and y, if 1/aþ 1/b¼ 1 holds, then
x$y 1
a
$xa þ 1
b
$yb ð4Þ
Lemma 2. (a) If el  Ta holds, then dFodt  s
a
o
a
þ elða=a1Þ;
(b) If el> T
a holds, then dFodt  ð1=1 dÞ$el, where
d¼ 1/2a.
Proof: To compute the upper bound of dFo/dt, observe
the worst case in which Opt is processing the job jl with
the biggest coefficient cl. At this time, the rate of changein Ref. xi will be so (only due to Opt), therefore
dFo
dt  so$cl.
(a) When el Ta, cl ¼ e11=al , and thus
dFo
dt  so$e11=al . Young's Inequality (Lemma
1) is applied, where a¼a, b¼ a/(a1), x¼ so,
y ¼ e11=al . By using equation (4) we have
dFo
dt
 s
a
o
a
þ elða=a 1Þ ð5Þ
(b) When el > T
a, cl ¼ 1ð1dÞ$

el
T

¼ 1ð11=2aÞ$

el
T

Since
so T, dFodt  so$cl  T$cl  elð11=2aÞ
¼ ð1=1 dÞ$el
0
dFo
dt
 ð1=1 dÞ$el ð6Þ
Lemma 3. (a) If el Ta holds, then
dFa
dt  
e
21=a
l
ð21=aÞ$
sa
ea
; (b) If el > T
a holds, then
dFa
dt   ð3þtÞð21=aÞ$

e2l
ea

.
Proof: To compute the upper bound of dFa/dt, observe
that every ji2L is processed at the rate of sa$

eðjiÞ
ea

(only due to R3), and therefore xi is changing at the rate
of sa$

eðjiÞ
ea

. To make the discussion easy, let
zi ¼
Pi
k¼1eðjkÞ, therefore z0¼ 0, zl¼ el and for any
1 i l, zi zi1¼ e(ji).
(a) For every ji2L, ci ¼ z11=ai . If el Ta, then by
using equation (1)
dFa
dt
¼
Xl
i¼1
ci$xi
dFa
dt
¼
Xl
i¼1
z
11=a
i $

 sa$eðjiÞ
ea

dFa
dt
¼ sa
ea
Xl
i¼1
z
11=a
i $eðjiÞ
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dt
¼ sa
ea
Xl
i¼1
z
11=a
i $ðzi  zi1Þ
(Since x
11=a is monotonically increasing)
 sa
ea
Xl
i¼1
Zzi
zi1
x11=a dx sa
ea
Zzl
0
x11=a dx
¼ sa
ea
$
z
21=a
l
ð2 1=aÞ
¼  e
21=a
l
ð2 1=aÞ$
sa
ea
0
dFa
dt
 e
21=a
l
ð2 1=aÞ$
sa
ea
ð7Þ
(b) If el> T
a, in this situation ea el> Ta and
zl¼ el> Ta, therefore
sa ¼ ð3þ tÞmin

ðeaðtÞÞ1=a;T

¼ ð3þ tÞ$T ð8ÞLet g be a biggest integer so that zg Ta, then by using
equation (1)
dFa
dt
¼
Xl
i¼1
ci$xi ¼
Xl
i¼1
ci$

 sa$eðjiÞ
ea

¼
Xl
i¼1
ci$eðjiÞ$

sa
ea

¼
Xl
i¼1
ci$eðjiÞ$
ð3þ tÞ$T
ea

ðby using equitation ð8ÞÞ
The set of l lagging jobs is divided into two sets. First
set of g jobs are following zg Ta and the rest of (l g)
jobs in second set are following z> Ta, then
¼
 Xg
i¼1
eðjiÞ$z11=ai þ
Xl
i¼gþ1
1
ð1 1=2aÞ$
eðjiÞ
T
$zi
!
$
ð3þ tÞ$T
ea

¼
 Xg
i¼1
z
11=a
i $ðzi  zi1Þ
þ 1ð1 1=2aÞ$T$
Xl
i¼gþ1
zi$ðzi  zi1Þ
!
$
ð3þ tÞ$T
ea

0
B@Z
zg
0
x11=a dxþ 1ð1 1=2aÞ$T$
Zzl
zg
x dx
1
CA
$
ð3þ tÞ$T
ea

¼
 
z21=ag
ð2 1=aÞ þ
1
ð1 1=2aÞ$T$

z2l  z2g
2
!
$
ð3þ tÞ$T
ea

¼ 1ð2 1=aÞ$
 
z2g
z
1=a
g
þ z
2
l  z2g
T
!
$
ð3þ tÞ$T
ea

(since z1=ag  T)
 1ð2 1=aÞ$

z2g
T
þ z
2
l  z2g
T

$
ð3þ tÞ$T
ea

¼ ð3þ tÞð2 1=aÞ$

z2l
ea

¼ ð3þ tÞð2 1=aÞ$

e2l
ea

0
dFa
dt
 ð3þ tÞð2 1=aÞ$

e2l
ea

ð9Þ
Lemma 4. By assuming g ¼

2a1
a

$ð1þ ð3þ tÞaÞ at
any time when F does not have discrete changes
dGa
dt þ g$dFdt  c$dGodt , where
c ¼ 6$

1þ 3
t

$ð1þ ð3þ tÞaÞ.
Proof: We have divided the analysis into three possi-
bilities depending on whether ea> T
a and el > T
a. The
possibilities are further divided on the basis of whether
el > ð1 sÞ$ea, where s ¼ t=2ð3þtÞ and 0 < s< 1.
g¼

2a 1
a

$ð1þ ð3þ tÞaÞ ð10Þ
c¼ 6$

1þ 3
t

$ð1þ ð3þ tÞaÞ ð11Þ
s¼ t=2ð3þ tÞ ð12Þ
Case 1: el ea Ta, where
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
ðeaðtÞÞ1=a;T

¼ ð3þ tÞ$ðeaðtÞÞ1=a ð13Þ
ðaÞ If el> ð1 sÞ$ea ð14Þ
Then by using previous Lemma 2 and Lemma 3,
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To calculate the value of (g/a) for equation (20) we are
using equation (10) as follows:g
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By using the result of equation (21) into (20), we have
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3, i.e. dFa/dt 0 (as the value of it is negative). In view
of this fact that any non-lagging active job in R3 must
also be active in Opt, therefore
eo  ðea  elÞ  ½ea  ð1 sÞ$ea  s$ea ð23Þ
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¼ ð3þ tÞ $T ð24ÞAs el Ta and the minimum value of eowill be the total
weight of non-lagging jobs in R3 (in view of this fact
that any non-lagging active job in R3 must also be active
in Opt), we can have
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ðaÞ If el> ð1 sÞ$ea ð14Þ
Then by using previous Lemma 2 and Lemma 3,
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
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By using the result of equation (19) as shown above, in
the equation (26), we have
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Then in this case, we are adopting the result of Lemma
3, i.e. dFa/dt 0 (as the value of it is negative). We be
acquainted with ea> T
a and ea el. In view of this fact
that any non-lagging active job in R3 must also be active
in Opt, therefore
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Then in this case, we are adopting the result of Lemma
3, i.e. dFa/dt 0 (as the value of it is negative). In view
of this fact that any non-lagging active job in R3 must
also be active in Opt, therefore
eo  ðea  elÞ  ½ea  ð1 sÞ$ea  s$ea ð23Þ
Then by using Lemma 2 we have
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
dGa
dt
þ g$dF
dt

 c$dGo
dt
By observing the analytical proofs of all three cases
(possibilities), we conclude that the running condition is
satisfied. Combining job arrival and completion con-
dition with boundary condition and Lemma 4, we can
say that Theorem 1 follows.
5. Conclusion and future scope
In this paper, we present a non-clairvoyant online
scheduling algorithm Release Round Robin (R3),
which is motivated by the advantages of WRR. The
algorithm has only one restriction that the speed must
be re-evaluated at a discrete level of time (when any
job arrives or completes). In this paper, release time is
used for the first time to create the weight of jobs in
non-clairvoyant online scheduling algorithm. The
objective of the algorithm is to minimize weighted flow
plus energy, which is O(3a/t)-competitive when using
a processor at maximum speed (3þ t)T, where
0< t (3a1) and T is a maximum speed of the
Optimal offline algorithm Opt. Even though the
weights are not provided, but they are generated, the
competitive ratio of R3 is equal to WRR under similar
conditions.
As a future work we have an open problem to
reduce the competitive ratio, which can be achieved by
a non-clairvoyant algorithm reasonable than achieved
in this paper, in case when the cube-root rule holds. It
is still pending to judge the working of R3 in the multi-
processor environment. The extension of this work is
to test the algorithm by conducting the experiment in
real environment.
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