This paper investigates the integration of surrogate modeling into the design and optimization process of standard and unconventional aircraft. To this end, an open-source design tool called SUAVE, which was developed to allow multifidelity design and optimization of non-conventional aircraft configurations was used. This work identifies some particular design variable choices that allow for smoother, more robust surrogate modeling (as opposed to variables that make the problem highly multimodal). This methodology was applied to two different aircraft cases, consisting of a regional jet aircraft as well as a diesel-electric general aviation aircraft.
I. Introduction
Aircraft conceptual design is an inherently iterative process due to the fact that many of the methods employed do not have an analytical solution. Furthermore, many disciplines are uniquely coupled. Additional design requirements increase the computational cost of evaluating these aircraft, especially in the case of unusual aircraft configurations. Traditional tube-and-wing designs rely heavily on the use of correlations for aerodynamics, subsystem weights, etc., while more unusual designs with less data available require the use of Computational Fluid Dynamics (CFD) as well as Finite Element Analysis (FEA) in order to properly estimate aircraft performance. 1 In the context of an optimization problem, these methods will be called hundreds or even thousands of times. Therefore, determining ways to reduce the computational cost by utilizing surrogate models can prove to be crucial in efficiently evaluating these aircraft.
SUAVE, a multidisciplinary, multifidelity, open source design tool is used throughout this paper to evaluate all aircraft designs.
2 SUAVE's methodology in analyzing a particular design concept, as well as a sample of some of its ability to evaluate unconventional configurations can be seen in Reference 3. Reference 4 illustrates the usage of this tool in an optimization context. This work investigates the integration of surrogate modeling into the optimization process, comparing the use of surrogate models to "query," the design space, and iteratively optimizing the surrogate model, vs. optimizing using the design code directly. It then identifies "problem variables," i.e. choices in design variable that may cause the surrogate models to break down because the design space becomes highly multimodal, with explanations as to the cause.
II. Surrogates
Surrogate modeling is used here for a number of reasons. Firstly, evaluating a particular aircraft design may be computationally expensive (due to the use of high-fidelity analysis such as CFD and FEA). Higher fidelity analysis is usually required in order to properly analyze unconventional aircraft configurations.
However, sampling the design space, and evaluating a model of the problem may significantly reduce the number of complete evaluations required. In the context of this paper, aircraft designs are evaluated based on the methodology seen in Reference 5. The generalized problem to be solved in this paper is minf (x) (1)
Gaussian Process Regression (GPR) was used to create surrogate models of the objective (f) and constraints (g) of a design optimization problem. To be more specific, scikit-learn's GaussianP rocessRegressor() function was used for all objective and constraint surrogates.
6 Two different surrogate-based optimization methods were used in this paper. The first is a greedy algorithm, where the design space is interrogated using a Latin Hypercube Sampling (LHS) scheme, surrogate models of the objective and constraints are created on this dataset, then optimized to determine the optimum for this low fidelity problem. SUAVE is then queried at the surrogate optimum, and a new surrogate created using the new data point. This process terminates when the current and previous optima are sufficiently "close" to each other.
The second surrogate-based optimization methodology used in this paper is Trust Region Model Management (TRMM).
7 TRMM separates the design space between low and high fidelity evaluations, using corrections to ensure that the objective, constraints, as well as their gradients match at the point of interest. It then optimizes on the corrected low fidelity problem within a constrained portion of the design space (the trust region), then samples the high fidelity model at the corrected low fidelity optimum. Based on the improvement in the evaluation, as well as the matching between the corrected low fidelity and the high fidelity model, the trust region may be expanded or contracted, until convergence is reached. In this case, as the optimization proceeds, more knowledge of the design space is accumulated by the surrogate, which should, in theory, create a "nicer" fit, provided that the distance between these evaluations is appropriately spaced. As with any regression algorithm, there is the ever-present danger of either becoming over or under fit, which could result in significant error for a given step. One "nice" characteristic of Trust Region Model Management is that it is known to converge to either a stationary point or local optimum from a given initial guess.
8
In the context of this paper, the low fidelity model consists of the surrogate fits for the objective and constraints, which are then corrected with a linear model at the point of interest. Two different methodologies were used to further correct this model. The first simply finite differences the surrogate models of the objective and constraints. The second method creates a database of the gradients as well, which is used to correct the finite differencing of the objective and constraints and ensure that the surrogates more closely match the higher fidelity analysis (the actual values determined by SUAVE's mission solver).
These results are compared with direct optimization using pyOpt's SNOPT package, in terms of number aircraft design evaluations, objective value, as well as constraint violation. 9, 10 Because the greedy algorithms require some sampling of the design space, the mean, median, and standard deviation of the number of aircraft designs, objective, as well as constraint violation are considered by running 50 optimization cases using 2, 5, and 10 initial Latin Hypercube samples for each set of design variables.
III. Cases

A. Regional Jet
The first aircraft evaluated under these different sets of optimization formulations is a regional transport aircraft similar to what can be seen in previous SUAVE publications. 2, 4 The baseline aircraft has a range of 1,300 nautical miles, and carries 114 passengers. Its cruising velocity is 450 knots. A total list of the design variables can be seen in Table 1 . In addition, several constraints were kept constant within this design and can be seen in equations 3 -6 below
landing field length(LF L) ≤ 1800m (6) in addition to a constraint that the aircraft sizing loop converges. Optimization results for several different sets of design variables can be seen below. The first is aircraft wing loading and thrust loading; all other design variables are kept at the initial value.
Wing Loading vs. Thrust Loading
A plot of wing loading (in m 2 kg ) vs thrust loading (in kg kg ) can be seen in Figure 1 . The line denotes the takeoff margin (i.e. the distance in km that the aircraft meets the field constraint). Negative values mean the constraint has not been met. For example, a value of -2, means that the aircraft takeoff field length at the design mission is 2,000 meters longer than the specified requirement. Other design variables are kept at the initial value shown in Table 1 Table 2 . Additionally, some statistical results for the greedy algorithm can be seen below. Note that, when referring to the AC eval (that is, the number of SUAVE function evaluation), it includes the initial sample points along with the optimization iterations. Table 3 illustrates that, in this case, using the greedy algorithm (where the design space is seeded, and optimized in surrogate function space, evaluating the model at the surrogate optimum, then optimizing on the newly created surrogate until convergence is reached) tends to be faster than either the direct optimization cases as well as TRMM. In addition, it results in a lower objective value, while satisfying the constraints. There is one exception for the 2 initial sample point case, as for one of the optimization cases (out of 50), it gets stuck in a local optimum. With results for some of the more fundamental design variables compiled, the optimization problem was then extended to allow for different choices of aspect ratio and taper as well. Figure 2 shows a reduction in fuel burn at higher aspect ratios and lower taper ratios. When including the takeoff field length margin constraint, one can see a minimum near an aspect ratio of 8.5 and taper ratio of .1 (the lower bound). Table 4 shows some deterministic optimizations results using SNOPT as well as the different Trust Region Model Management formulations. Table 4 possesses some interesting characteristics. First, for the direct SNOPT calculation, starting from the default initial guess (see Table 1 ) causes the optimizer to become "stuck" in a local optimum that is actually worse than optimizing just wing loading and thrust loading, prematurely exiting. Secondly, the TRMM method, when using finite differencing alone for the gradients took a large number of iterations to solve; this is because the optimization proceeded for a significant number of iterations while possessing a small trust region size before terminating. Both TRMM formulations proved less prone to becoming stuck inside a local optimum than using SNOPT by itself for this set of design variables. Table 5 shows some statistical results for the greedy optimization run for this four variable problem. In this instance, it appears that increasing the size of the problem increases the total number of vehicle evaluations, as one might expect. Additionally, the presence of some outliers significantly skews the mean; the median objective value is very close to that of the TRMM methods. On the other hand, even with the presence of some outliers, the mean of these formulations is both faster than and converges to a lower optimum than directly optimizing this problem using SNOPT. One can see in this case that the fuel burn behavior is roughly quadratic for this set of design variables.
The takeoff constraint, however has sharp gradient changes which can impede optimization convergence. Results for the three deterministic methods can be seen in Table 6 . Tables 4 and 6 shows an increase in the number of optimization evaluations in this case, especially when directly optimizing the function. The TRMM methods are, again, much faster here, while also resulting in lower fuel burn. This is again, because SNOPT struggled with the sharp changes in the gradient as seen in Figure 3 , while the TRMM methods tended to smooth them out. When adding sweep as a design variable, the greedy approach begins to become much less attractive as can be seen in Table 7 . Figure 2 ), the field constraint experiences a sharp variation in the gradient, which results in difficulty creating a smooth parametric fit for the functional behavior. This is likely due to a difference in vehicle weight, which in turn is probably a direct result of the fuselage weight correlation; the fuselage weight contains an "if" statement which is dependent on the wing weight. Wing weight increases with increasing sweep, which can result in a strong change in function behavior.
11 The other reason is that, at very high sweep angles (combined with low wing loadings), the mission solver and sizing loop sometimes did not converge, which caused the iterative optimization process to break down. Optimizing this case under a constant sweep angle (i.e. adding t c to the problem from Table 5 ) results in behavior that is more akin to the result in Tables 3 and 5 , where Greedy Optimization outperformed both SNOPT as well as the TRMM cases. This suggests, when the designer has a high degree of confidence in the smoothness and convergability of the resulting function behavior, running this greedy surrogate-based optimization approach is the most effective method.
B. Hybrid-Electric General Aviation Aircraft
In addition to this relatively conventional design, a diesel-electric aircraft was investigated, using models from Reference 12. The architecture is that of a serial hybrid, where a diesel engine is run as a generator to keep a battery charged, which in turn powers a motor. Therefore, both the battery and motor need to be able to meet the full power requirements of the mission. Results from Reference 12 suggested that modeling a hybrid-electric aircraft with traditional optimization frameworks leads to numerical difficulties in solving consistency constraints. Therefore, the application of surrogate-based optimization to these design problems was investigated. On the other hand, the low specific power of the diesel engine combined with the low specific energy of lithium ion batteries may result in large infeasible regions of the design space, a characteristic which surrogate-based optimization is known to sometimes struggle with. 13 The aircraft design range is 300 nautical miles, with a 4 passenger capacity, and cruise speed of 300 knots. The design variables can be seen in Table 8 .
Here, "ic power fraction" refers to the fraction of total mission power that the diesel generator is capable of outputting at sealevel. Constraints for this aircraft can be seen in equations 7 and 8, in addition to the sizing loop constraint. throttle ≤ 1
T OF L ≤ 1200m (8)
Wing Loading vs. Thrust Loading
A plot of wing loading vs. thrust loading for the hybrid-electric aircraft can be seen below. In this case, large portions of the design space are blank, indicating aircraft where the sizing loop did not converge. Lack of convergence can be attributed primarily to two factors. The first is the battery, which possesses a low specific energy, which may not be able to handle the requirements of the mission. The second is the diesel engine, which possesses a low specific power, which, again, may not be able to handle the climb and cruise segments. This divergence can cause serious problems in the optimization process, regardless of the chosen methodology. These infeasible regions can potentially ruin the designer's ability to build well-behaved surrogates. Additionally, the large range factor, as well as the fact that the solver has to converge more parameters means that the vehicle evaluations have a tendency to produce more numerical noise, which can produce inconsistent gradient behavior as well. This becomes more readily apparent as the size of the problem increases. Optimization results for this problem can be seen in Table 9 . Here, one can see that the aircraft design converge to roughly the same results for all three methods. The surrogate-based methods take a significantly fewer number of iterations to converge than directly optimizing. Furthermore, the significant amount of noise in the derivatives causes issues when building surrogate regressions, which in turn results in problems in evaluating the constraints for the TRMM (Surrogate derivative) case. Statistical optimization results can be seen in Table 10 .
In this case, the greedy method in all three cases converges to the same answer (in the median case), again, at a faster rate than either TRMM or SNOPT. However, this particular case seems prone to outliers, becoming stuck in regions where the subproblem could not converge. A carpet plot of GTOW vs. taper and aspect ratio at the initial wing loading and thrust loading can be seen in Figure 5 . In this case, functional behavior is much smoother and less prone to sizing loop divergence at the initial wing loading and thrust loading. This also means that the they have less of an impact on the performance. Table 11 shows some optimization results for this aircraft. Here, the TRMM algorithms take longer than simply optimizing the problem using SNOPT.This is due to the numerical noise associated with solving the sizing subproblem, 5 which causes the trust region sizes to shrink to a small area, slowing convergence. Furthermore, using another set of surrogates to correct the finite differencing of the objective and constraint surrogates causes additional problems here, where the trust region rapidly shrank (due to mismatch between the low and high fidelity model) until the method exited. Results for the greedy algorithm can be seen in Table 12 . Interestingly, the median results for all sets of initial seed points of is the exact same and converges to higher values than either SNOPT or the TRMM method (for the median cases). As before, there is a tendency for the algorithm to break down, converging to a nonsense result due to sizing loop divergence. This causes difficulty when constructing the objective and constraint surrogates, leading to the aforementioned optimization results. Here, one can see sharp discontinuities in function behavior, which happens when the battery shifts from becoming energy limited to power limited (or vice versa). This causes serious problems for every optimizer formulation. Said optimization results can be seen in Table 13 below In this case, the only methodology that converges to a feasible result is when one directly optimizes the problem using SNOPT. However, this takes an exceedingly long time to converge. On the other hand, this problem does result in a much lighter aircraft than optimizing using the other sets of design variables). Both TRMM methods proved unreliable, and are not recommended for similar aircraft cases. Similarly, the greedy method proved unreliable and computationally expensive, as shown in Table 14 . This is because of the aforementioned discontinuities in function behavior; although a soft max was used, the surrogate behavior proved extremely problematic. Additionally, including the ic power fraction caused a much larger portion of the design space to become unsolvable for the sizing loop, which, when used in combination with wing loading and thrust loading, further destroyed the ability of the surrogate to accurately model function behavior. This may be possibly mitigated by increasing the sample size when seeding the design space.
IV. Summary
Results here show that, for smooth problems, the greedy approach, statistically speaking, converges to the best result in the fewest number of iterations. Furthermore, this tendency does not appear to be seriously dependent on the size of the problem. The TRMM methods also converge much more quickly than running optimization on the problem directly, for the most part. For smooth formulations, running a regression on the gradient to further correct the problem behavior also proved effective. However, for nonsmooth functions, the surrogate-based methods tended to break down, especially as the size of the problem increased. This proved especially true for the hybrid case, where selecting options which modify the battery size resulted in discontinuities which were intractable for the surrogate-based approaches. Additionally, directly optimizing this particular problem drastically increased the total number of optimizer iterations over changing the airframe by itself. As a result, further study is recommended to determine alternative formulations which can make this problem more tractable, as well as corrections to the trust region model.
