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OBSTRUCTIONS FOR GLUING BISET FUNCTORS
OLCAY COS¸KUN AND ERGU¨N YALC¸IN
Abstract. We develop an obstruction theory for the existence and uniqueness of a
solution to the gluing problem for a destriction functor and apply it to some well-known
biset functors. The obstruction groups for this theory are reduced cohomology groups
of a category DG, whose objects are the sections (U, V ) of G with V 6= 1, and whose
morphisms are defined as a generalization of morphisms in the orbit category. Using this
obstruction theory, we calculate the obstruction group for the Dade group of a p-group
when p is odd.
1. Introduction and definitions
Let K and H be finite groups. A (K,H)-biset is a finite set X together with a left
K-action and a right H-action such that k(xh) = (kx)h for every k ∈ K, h ∈ H , and
x ∈ X . A (K,H)-biset X can also be considered as a left K × H-set with the action
given by (k, h)x = kxh−1. We define the Burnside group of (K,H)-bisets B(K,H) as the
Burnside group B(K ×H) of left K ×H-sets. Given a commutative ring R with unity,
an R-biset category RB is the category whose objects are all finite groups, and in which
the morphisms from the finite group H to the finite group K is given by the Burnside
algebra R ⊗Z B(K,H) of (K,H)-bisets. The composition in the biset category is given
by the composition product of bisets (see Section 2 for details).
An R-linear functor F : RB → R-mod is called a biset functor over R. One often
considers biset functors defined over a fixed finite group G. The R-biset category RBG of
a finite group G is defined as the full subcategory of the biset category RB whose objects
are subquotients of G, i.e., quotient groups U/V where V E U ≤ G. An R-linear functor
F : RBG → R-mod is called a biset functor for G over R. The Burnside ring functor B
and the representation ring functor RK defined on finite groups, and the Dade group D
Ω
defined on p-groups are important examples of biset functors.
Every (K,H)-biset can be expressed as a composition of five types of bisets, called
induction, inflation, isogation, deflation, and restriction bisets. Descriptions of these bisets
can be found in [3, 2.3.9]. For V E U ≤ G, the composition of deflation and restriction
maps ResGU and Def
U
U/V is often denoted by Defres
G
U/V or Des
G
U/V , and it is called the
destriction biset. Similar to biset functors, one can also define a notion of destriction
functor which uses only the destriction maps and isogations induced by conjugations (see
Section 2.2 for details). Every biset functor is also a destriction functor via a restriction
induced by a functor from the destriction category to the biset category.
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Let G be a finite group. For every K E H ≤ G, the normalizer of the section (H,K)
is defined as the subgroup NG(H,K) = NG(H) ∩NG(K).
Definition 1.1. Let F be a biset functor or a destriction functor defined over G. A gluing
data for F (G) is a sequence (fH)1<H≤G of elements fH ∈ F (NG(H)/H) satisfying the
following compatibility conditions:
(i) (Conjugation invariance) For any g ∈ G and H ≤ G, we have
gfH = fgH .
(ii) (Destriction invariance) For any K E H ≤ G, we have
Defres
NG(K)/K
NG(H,K)/H
fK = Res
NG(H)/H
NG(H,K)/H
fH .
The gluing problem for the biset functor F at G is the problem of finding an element
f ∈ F (G) such that for any non-trivial subgroup H of G, we have DefresGNG(H)/Hf = fH .
If such an element exists, we call it a solution to the given gluing data.
The gluing problem was first introduced for endo-permutation modules by Bouc and
The´venaz [6]. When a solution to a gluing problem exists we would like to also know if
it is unique. Following Bouc and The´venaz [6], we denote the set of all gluing data for
F (G) as the inverse limit
lim
←−
1<H≤G
F (NG(H)/H).
Later we show that the gluing data is indeed an inverse limit over a category. The complete
solution to the gluing problem is an exact sequence
0 // Ker(rG) // F (G)
rG
// lim
←−
1<H≤G
F (NG(H)/H) // Obs(F (G)) // 0
where rG denotes the map which takes f ∈ F (G) to the tuple (Defres
G
NG(H)/H
f)1<H≤G
and Obs(F (G)) denotes the group of obstructions for the gluing data to have a solution.
Bouc and The´venaz [6, Theorem 1.1] calculated the obstruction group for the torsion
part of the Dade group Dt(G) when G is a noncyclic p-group with p odd. They found
that
Obs(Dt(G)) ∼= H
0(A≥2(G);F2)
G
where A≥2(G) is the poset of elementary abelian subgroups of G with rank ≥ 2. Later
Bouc [2, Theorem 2.15] showed that the obstruction group Obs(D(G)) for the Dade group
D(G) of a p-group G, with p odd, imbeds into the cohomology group
H1(A≥2(G);Z)
(G) ∼= H1(A≥2(G)/G;Z).
Cos¸kun [8] extended these calculations to the biset functor for the dual of the rational
representation ring R∗Q and to the biset functor of Borel-Smith functions Cb. In all these
calculations the results are expressed as revised versions of cohomology groups for some
topological space. Our aim in this paper is to give a common framework for all these
obstruction group calculations by expressing the obstruction group for a biset functor F
as the 0-th reduced cohomology group of a category DG that we introduce below. Using
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this theory we also obtain new results for the obstruction groups of certain biset functors
such as the functor for the Dade group of a p-group.
If U, V are subgroups of G such that V E U , then the pair (U, V ) is called a section
of the group G. The set of sections of G is a G-poset under the conjugation action
(U, V ) → (gU, gV ) of G, where gU denotes the subgroup gUg−1. The order relation is
given by the inclusion of sections, that is, (U, V )  (M,L) if and only if L ≤ V ≤ U ≤M .
We call a set of sections of G a collection if it is closed under conjugation.
Definition 1.2. Let C be a collection of sections of a finite group G. The orbit cate-
gory of sections DCG is the category whose objects are sections (U, V ) in C, and whose
morphisms are given by
HomDC
G
((U, V ), (M,L)) = {Mg | g ∈ G, g(U, V )  (M,L)}.
IfNh : (M,L)→ (N,R) is a morphism inDCG, then the composition is given by Nh◦Mg =
Nhg. We denote the orbit category of sections over all sections of G simply by DG.
We show that the category algebra for the category DCG is isomorphic to a subalgebra
of the alchemic algebra over the collection C (see Section 2.1). This subalgebra is called
destriction algebra and the isomorphism is proved in Proposition 2.6. This allows us to
consider a biset functor or a destriction functor F as an RDCG-module and study the gluing
problem for F using homological algebra over RDCG-modules.
Given a collection of sections C of G, closed under taking subsections, let T C denote the
RDG-module whose values on sections (U, V ) with (U, V ) 6∈ C are equal to R, and equal
to zero on other sections. Let R denote the constant functor of DG and J
C denote the
RDG-module such that 0 → J
C → R → T C → 0 is an exact sequence. For a destriction
functor or a biset functor F , this gives a long exact sequence
0 // HomRDG(T
C, F ) // F (G)
rG
// lim
←−
(U,V )∈DC
G
F (U/V ) // Ext1RDG(T
C, F ) // 0
which can be regarded as a general version of a gluing problem for a collection C closed
under taking subsections. The obstruction group for this gluing problem over C is given
by ObsC(F ) ∼= Ext1RDG(T
C, F ).
We show that the gluing problem for F stated in Definition 1.1 is a special case of this
more general gluing problem over the category DCG.
Theorem 1.3. Let F be a destriction functor or a biset functor defined over a finite group
G. Let D∗G denote the orbit category of sections over the collection of all sections (U, V )
of G with V 6= 1, and T denote the constant functor on the set of all sections U/V with
V = 1. Then there is an isomorphism
lim
←−
1<H≤G
F (NG(H)/H) ∼= lim←−
(U,V )∈D∗
G
F (U/V ),
which gives isomorphisms
Obs(F (G)) ∼= Ext1RDG(T, F ) and Ker(F (G))
∼= HomRDG(T, F ).
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This theorem is proved in Section 3 as Propositions 3.3 and 3.4. In Section 4, we
discuss the gluing problem for an arbitrary collection C (not necessarily closed under
taking subsections). We define the reduced cohomology H˜∗(DCG;F ) of the category D
C
G
and show that if the collection C is closed under taking subsections, then
ObsC(F (G)) ∼= Ext1DG(T
C, F ) ∼= H˜0(DCG;F ).
To calculate these reduced cohomology groups, we apply a theorem of Jackowski and
Slominska [12] on isotropy presheaves to the category DCG and prove that under certain
conditions the collection C can be replaced by a smaller collection C′ with isomorphic
reduced cohomology group. When G is a p-group, we show that the collection of sections
(U, V ) of G with V 6= 1 can be reduced to the collections of all sections of the form
(CG(E), E) where E is a nontrivial elementary abelian subgroup of G.
This reduction allows us to relate the obstruction groups Obs(F (G)) to the cohomology
groups of the Quillen category Ap(G), which is the category whose objects are nontrivial
elementary abelian subgroups of G and morphisms are given by maps induced by conju-
gation. Given a destriction or biset functor F , there is an associated RAp(G)-module F
defined by F (E) = F (CG(E)/E) for every E ∈ Ap(G). We prove the following theorem.
Theorem 1.4. Let G be a p-group, and Ap(G) denote the Quillen category of G over all
nontrivial elementary abelian p-subgroups of G. Then, for a destriction functor or a biset
functor F , there is an isomorphism
H˜∗(D∗G;F )
∼= H˜∗(Ap(G);F ).
In particular, Obs(F (G)) ∼= H˜0(Ap(G);F ).
As a consequence of Theorem 1.4 and by a theorem of Oliver [13, Theorem 1], we also
obtain that
ExtnRDG(T, F )
∼= H˜n−1(D∗G;F ) = 0
for n ≥ rk(G)+1 where rk(G) denotes the maximal rank of elementary abelian subgroups
in G (see Proposition 5.4).
In Section 6 we consider rhetorical p-biset functors and give an explicit formula for the
obstruction groups Obs(F (G)) for these functors (see Theorem 6.8). In Section 7, we apply
this formula to gluing problems for various rhetorical p-biset functors. For the torsion
part of Dade group Dt defined on p-groups with p odd, we recover the earlier obstruction
group computations done by Bouc and The´venaz [6]. We also recover the obstruction
group calculations done by Cos¸kun [8] for the dual of the rational representation ring
functor R∗Q and for the Borel-Smith functor Cb (Propositions 7.2 and 7.6). We also
calculate the obstruction group Obs(Dt(G)) for a 2-group G (see Proposition 7.3).
In Section 7 we consider the obstruction group for Dade group D defined over p-groups
with p odd. We first prove a vanishing result H1(D∗G;B
∗) = 0 for the dual of the Burnside
ring functor B∗ using a base change spectral sequence for ext-groups (see Lemma 7.5).
As a consequence of this vanishing result we prove the following theorem.
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Theorem 1.5. Let G be a p-group with p is odd. Let D denote the p-biset functor for the
Dade group. Then there is a short exact sequence of abelian groups
0→ Obs(D(G))→ H1(A≥2(G)/G;Z)→ H
1(A≥2(G)/G;Z/2)
where the second map is induced by the mod 2 reduction map Z→ Z/2.
This theorem is proved as Theorem 7.8 in Section 7. One of the key ingredients is the
computation of H1(D∗G;F ) for a rhetorical p-biset functor satisfying certain properties
(see Proposition 7.7).
The paper is organized as follows: We introduce the destriction algebra and the orbit
category of sections in Section 2. The obstruction groups for the gluing problem are
defined in Section 3. Theorem 1.3 is also proved in this section. In Section 4 we define the
reduced cohomology groups for the category DCG, and apply a theorem of Jackowski and
Slominska to these reduced cohomology groups. In Section 5 we show that the reduced
cohomology groups of DCG can be calculated as the cohomology groups of the Quillen
category Ap(G) when G is a p-group (Theorem 1.4). In Section 6 we prove Theorem 6.8
which gives an explicit description of the obstruction group Obs(F (G)) for a rhetorical
p-biset functor F . Finally in Section 7 we apply Theorem 6.8 to calculate the obstruction
groups for some rhetorical p-biset functors related to endo-permutation modules. Theorem
1.5 is proved in this final section.
Acknowledgement: The second author is supported by a Tu¨bitak 1001 project (grant
no: 116F194).
2. Destriction algebra and the orbit category of sections
In this section, we introduce basic definitions about biset functors and destriction al-
gebra. Then we define the orbit category of sections DCG over a collection of sections C
and prove that the module category over the orbit category of sections is equivalent to
the module category over the destriction algebra.
2.1. Biset functors. Let K and H be finite groups. A (K,H)-biset is a finite set X
together with a left K-action and a right H-action such that k(xh) = (kx)h for every
k ∈ K, h ∈ H , and x ∈ X . A (K,H)-biset X can be considered as a left K × H-set
with the action given by (k, h)x = kxh−1. We define the Burnside group of (K,H)-bisets
B(K,H) as the Burnside group B(K×H) of left K×H-sets. Given another finite group
L, we define a composition product
– ×H – : B(K,H)×B(H,L)→ B(K,L)
as the linear extension of the correspondence (X, Y ) 7→ X ×H Y where X ×H Y =
(X×Y )/H is the set of H-orbits of the set X×Y under the action h ·(x, y) := (xh−1, hy).
Let R be a commutative ring. An R-biset category RB is the category whose objects are
all finite groups, and in which the morphisms from the finite group H to the finite group
K are given by the Burnside algebra R ⊗Z B(K,H) of (K,H)-bisets. The composition
in the biset category is given by the above composition product. For any finite group H ,
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the identity morphism of H in RB is equal to R ⊗ idH where idH = HHH is the identity
biset at H .
If U, V are subgroups of a finite group G such that V E U , then the quotient group
U/V is called a subquotient of G, and the pair (U, V ) is called a section of the group G.
Definition 2.1. The R-biset category RBG of a finite group G is the full subcategory of
the biset category B whose objects are subquotients of G up to isomorphism. An R-linear
functor F : RBG → R-mod is called a biset functor for G (over R).
Let X be a finite set of finite groups closed under taking subquotients up to isomor-
phism. By this we mean that if G ∈ X , then a subquotient U/V of G is isomorphic to a
group in X . The alchemic algebra for X over R is the R-algebra
RΓX =
⊕
K,H∈X
RB(K,H)
with multiplication given by biset composition products. A biset functor F defined on X
over R is defined to be an RΓX -module (see [1] for details). It is shown in [1, pg. 3816]
that this definition of a biset functor as an RΓX -module coincides with the definition
given in Definition 2.1.
To define a biset functor for a finite group G, we take X as a finite set of finite groups
where for every section (U, V ) of G, the quotient group U/V is isomorphic to a group
in X , and every group in X is isomorphic to a subquotient of G. For different choices
of such sets X the notion of a biset functor for G are equivalent since in this case, the
corresponding categories of bisets are equivalent.
By [3, Lemma 2.3.26], any transitive (K,H)-biset is a composition of five elementary
bisets. To introduce our notation, letH ≤ G and NEG be subgroups of G and φ : G′ → G
be an isomorphism. Then the set G can be regarded as a (G,H)-biset, as an (H,G)-biset
or as a (G,G′)-biset via the usual actions. These bisets are called the induction biset
IndGH , the restriction biset Res
G
H and the isogation biset Iso
φ
G,G′, respectively. In addition,
the set G/N can be regarded as a (G,G/N)-biset or as a (G/N,G)-biset. They are called
the inflation biset InfGG/N and deflation biset Def
G
G/N . With this notation, for a subgroup
J ≤ K ×H , we have(K ×H
J
)
= IndKP Inf
P
P/AIso
λ
P/A,Q/BDef
Q
Q/BRes
H
Q
where P (resp. Q) is the projection of J to G (resp. H), and A (resp. B) is the projection
of P ∩ (G× 1) (resp. Q ∩ (1×H)) to G (resp. H). The isomorphism λ : Q/B → P/A is
the one induced by J .
In particular, the alchemic algebra for X over R is generated by its elementary bisets.
An R-free basis for RΓX can be found in [15, Lemma 2.2].
2.2. Destriction algebra. Let G be a fixed finite group, and let X s denote a set of
finite groups indexed by sections (U, V ) of G, where the group in X s corresponding to the
section (U, V ) is the quotient group U/V . For a section (M,L) of G, if (U, V ) is another
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section of G with L ≤ V ≤ U ≤M , then there is a (U/V,M/L)-biset given by
IsoλU/V,(U/L)/(V/L) ◦Def
U/L
(U/L)/(V/L) ◦ Res
M/L
U/L
where λ is the canonical isomorphism. With an abuse of notation, we denote this composi-
tion by Des
M/L
U/V , and call it the destriction (U/V,M/L)-biset. We can define a subalgebra
of alchemic algebra using destriction bisets.
Definition 2.2. The destriction algebra ∇ := ∇G(R) is defined as the subalgebra of
the alchemic algebra RΓX
s
generated by the bisets of the form cggS,S = Iso
g
gS,S and Des
T
S
where g ∈ G and S  T are sections of G.
We can describe ∇G(R) as an algebra with generators satisfying certain relations.
Proposition 2.3. The destriction algebra ∇G(R) is the algebra generated by the symbols
of the form
(G1) cggK,K for each g ∈ G and K  G, called a conjugation and
(G2) DesHK for each pair K  H of sections of G, called a destriction
subject to the following relations
(R1) chH,H = Des
H
H for any H  G and h ∈ U if H = (U, V ),
(R2) cg
gg′H,g
′
H
cg
′
g′H,H
= cgg
′
gg′H,H
and DesKLDes
H
K = Des
H
L for any g, g
′ ∈ G and L  K 
H  G,
(R3) DesHKc
g
H,Hg = c
g
K,KgDes
Hg
Kg for any g ∈ G and K  H  G, and
(R4) 1 =
∑
HG cH where cH = c
1
H,H is the conjugation associated to the identity ele-
ment 1 of G.
Moreover, an R-free basis for ∇G(R) is given by
{cgK,KgDes
H
Kg |H,K  G, g ∈ U\G where H = (U, V )}.
Proof. This follows from [15, Lemma 2.2]. 
A destriction functor is defined as a module over the destriction algebra. As in the case
of biset functors, we can regard destriction functors also as functors from a small category
to the category of R-modules. We define this small category in the next section.
2.3. Orbit category of sections. Let G be a finite group. We call a set of sections of
G a collection of sections of G if it is closed under conjugation.
Definition 2.4. Let C be a collection of sections of a finite group G. The orbit category
of sections DCG over the collection C is defined as the category whose objects are sections
(U, V ) of G which lie in C, and whose morphisms from (U, V ) to (M,L) are given by right
cosets Mg such that g(U, V )  (M,L). If Nh : (M,L) → (N,R) is a morphism in DCG,
then the composition is given by Nh ◦Mg = Nhg.
When C is the collection of all sections of G, we denote the category of sections with
DG. Note that the category D
C
G is an EI-category (all endomorphisms are isomorphisms)
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and we have the isomorphism EndDG
(
(U, V )
)
∼= NG(U, V )/U of groups where NG(U, V ) =
NG(U) ∩NG(V ).
Remark 2.5. Recall that the orbit category OCG of a finite group G, over a collection C of
subgroups of G, is the category whose objects are the subgroups of G and the morphisms
from subgroups H to K are the set of G-maps G/H → G/K with a composition given
by the composition of functions. We can identify the set of morphisms from H to K
with right cosets Kg with g ∈ G satisfying gHg−1 ≤ K. Note that given a collection
of subgroups C, if we define a collection of sections C′ as a collection formed by sections
S = (U, V ) with V = 1 and U ∈ C, then the category of sections DC
′
G is isomorphic to
the orbit category OCG. We can say that the notion of orbit category of sections is a
generalization of the orbit category of a group.
The category DG is closely connected to the destriction algebra ∇G that was introduced
in Section 2.2
Proposition 2.6. Let C be a collection of sections closed under taking subsections. Let
D
C
G denote the opposite category of the category D
C
G, and let 1
C
∇ denote the sum
∑
H∈C cH
in the destriction algebra ∇G(R). Set ∇
C
G(R) = 1
C
∇∇G(R)1
C
∇. Then the map
jG : RDCG →∇
C
G(R)
which takes a morphism Mg from S = (U, V ) to T = (M,L) in DCG to the basis element
cg
−1
S,gSDes
T
gS in ∇
C
G(R), is an isomorphism of R-algebras.
Proof. The map jG is well-defined since given x ∈ M , we have
c
(xg)−1
S,xgS Des
T
xgS = c
g−1
S,gSc
x−1
gS,xgSDes
T
xgS = c
g−1
S,gSDes
Tx
gS c
x−1
Tx,T = c
g−1
S,gSDes
T
gS
by the composition product formula for bisets. Also, by the transitivity of destriction
and conjugation, the map preserves the product. Therefore jG is an algebra map which
is clearly surjective. To prove that it is also injective, let cg
−1
S,gSDes
T
gS = c
h−1
S,hSDes
T
hS for
Mg,Mh ∈ HomDG(T, S). This equality holds if there exists x ∈ M such that
xgS = hS
and
cg
−1
S,gS = c
h−1
S,hSc
x
xgS,gS.
In particular we have gh−1x ∈ gU ≤ M . Since x ∈ M , we get gh−1 ∈ M , that is,
Mg =Mh, as required. 
2.4. Modules over destriction algebra. Given a biset functor or a destriction functor
F , there is an associated functor
F : D
C
G → R-mod,
defined by restriction to destriction algebra and composing with the isomorphism jG.
Contravariant functors DCG → R-mod are called (right) RD
C
G-modules, so from now on we
will refer to F as an RDCG-module. Conversely every RD
C
G module can be considered as a
∇CG(R)-module (destriction functor) via the isomorphism jG.
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Note that under these identifications, the category algebra of the orbit category OCG over
a collection C of subgroups of G is identified by the algebra ρG := e
C
S∇e
C
S where e
C
S is the
idempotent
∑
H∈C cH of ∇ := ∇G(R). The algebra ρG is called the restriction algebra for
G over R. The representation theory of ρG is well-known. Moreover representation theory
of ∇ is very similar to that of the restriction algebra. Simple and projective modules can
be described using the following constructions. Alternatively, one can use the general
results about the representations of EI-categories to construct these modules.
There is a subalgebra Ω of ∇, called the conjugation subalgebra of ∇, generated by
all conjugations in ∇. It is also the quotient of ∇ by the ideal generated by all proper
destriction maps, that is by all DesHK with H 6= K. This means that there are several
functors between the categories of modules of these algebras, namely there are induction,
coinduction and inflation from Ω-mod to ∇-mod and deflation, codeflation and restriction
from ∇-mod to Ω-mod. Two of these functors are easy to identify. Namely, the restriction
functor Res∇Ω from ∇-modules to Ω-modules is the usual restriction of the ∇-action. The
inflation functor Inf∇Ω is the restriction functor along the canonical epimorphism ∇ → Ω
of algebras.
First we describe Ω-modules. Given a subquotient H of G, we write c[H] for the sum
of all idempotents cK over all subquotients G-conjugate to H . Then Ω[H] = c[H]Ωc[H] is a
two-sided ideal of Ω and
Ω =
⊕
HGG
Ω[H].
In particular, any Ω-module F can be decomposed as F = ⊕HGGF[H] where F[H] = c[H]F .
Given a subquotient H = (U, V ) of G, the algebra Ω[H] is Morita equivalent to the
group algebra ΩH = R[NG(U, V )/U ] of NG(U, V )/U . Notice that the group algebra ΩH is
also a (non-unital) subalgebra of the algebra Ω[H] and hence there is an obvious restriction
functor Res
Ω[H]
ΩH
: Ω[H]-mod → ΩH -mod and its left adjoint Ind
Ω[H]
ΩH
. The algebras Ω[H] and
ΩH are Morita equivalent via these restriction and induction maps.
Now it is straightforward to see that the algebra Ω is Morita equivalent to the product
algebra
∏
HGG
ΩH . Hence the representations of Ω are just tuples of group representa-
tions for the various groups appearing in the product. In particular, simple Ω-modules
are atomic functors SΩH,I where H  G and I is a simple ΩH -module. Similarly, if PI is a
projective cover of I as an ΩH -module, then the atomic functor P
Ω
H,I is a projective cover
of SΩH,I . We also have
SΩH,I = Ind
Ω
ΩH
I and PΩH,I = Ind
Ω
ΩH
PI .
With this notation we have the following description of simple and projective indecom-
posable ∇-modules.
Proposition 2.7. Let H  G be a subquotient of G, let I be a simple ΩH-module and PI
be its projective cover. The following statements hold.
(1) The ∇-module S∇H,I = Inf
∇
ΩS
Ω
H,I is simple. Moreover any simple ∇-module is of
this form for some pair (H, I) with H  G and I a simple ΩH-module.
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(2) The ∇-module P∇H,I = Ind
∇
ΩP
Ω
H,I is projective indecomposable with simple head
S∇H,I.
Proof. It is clear that the ∇-module S∇H,I is simple. To see that any simple ∇-module
is of this form, note that for any ∇-module F , and any subquotients K,L of G with
F (K) 6= 0 6= F (L) such that |K| ≥ |L| and K 6=G L, the R-module F (L) generates a
proper non-zero ∇-submodule of F . Thus a simple ∇-module must be atomic. Moreover
if S is a simple ∇-module with S(H) 6= 0, then clearly S(H) is simple.
To prove the second part, write
P∇H,I = Ind
∇
ΩP
Ω
H,I = Ind
∇
Ω Ind
Ω
ΩH
PI = Ind
∇
ΩH
PI = ∇⊗ΩH PI .
By general properties of tensor product, the ∇-module P∇H,I is projective and it is inde-
composable since we have the following isomorphisms of rings.
End∇(P
∇
H,I) = Hom∇(∇⊗ΩH PI ,∇⊗ΩH PI)
∼= HomΩH (PI ,∇⊗ΩH PI)
∼= HomΩH (PI , PI).
Here the last isomorphism holds since there is an isomorphism ∇ ⊗ΩH PI
∼= PI as ΩH-
modules. Therefore since PI is indecomposable, the ring End∇(P
∇
H,I) is local, and hence
P∇H,I is indecomposable. 
Corollary 2.8. Let H  G and I be a simple ΩH-module. Then for any subquotient
K  G, there is an isomorphism
P∇H,I(K) = RHom∇(H,K)⊗ΩH PI
of ΩK-modules.
This gives a characterization for projective indecomposable RDCG-modules via the iso-
morphism between RD
C
G and∇
C
G(R). Alternatively we can define projective RD
C
G-modules
as direct summands of free RDCG-modules. Free RD
C
G-modules are defined as follows:
Definition 2.9. For any section (U, V ) of G, let P(U,V ) denote the RD
C
G-module with
values
P(U,V )(−) := RHomDG(−, (U, V ))
where destriction and conjugation maps are defined by composition.
By Yoneda lemma these modules satisfy the property that if (U, V ) ∈ C, then for every
RDCG-module F ,
HomRDC
G
(P(U,V ), F ) ∼= F
(
(U, V )
)
.
This gives, in particular, that P(U,V ) is a projective RD
C
G-module. Note that this definition
more generally works for any EI-category. We will be using these definitions in the next
section when we are writing projective resolutions for RDCG-modules.
Remark 2.10. To simplify the notation we will write F (U/V ) for F
(
(U, V )
)
when F is
an RDG-module. Note that when F is a destriction functor or a biset functor considered
as an RDG-module, we already have F
(
(U, V )
)
= F (U/V ).
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3. Obstruction groups for the gluing problem
In this section we introduce an obstruction theory for the gluing problem stated in
Definition 1.1. Let G be a finite group, and let DG denote the orbit category of sections
in G. Let R denote the RDG-module with values isomorphic to R at every section (U, V ),
where all the destriction and conjugation maps are the identity maps. This module is
usually called the constant functor.
Lemma 3.1. The constant functor R is isomorphic to P(G,1). In particular, R is a
projective RDG-module, and there is an isomorphism
HomRDG(R,F )
∼= F (G/1)
for every RDG-module F .
Proof. For every (U, V ) ∈ DG, there is a unique morphism in HomDG((U, V ), (G, 1)) and
they are mapped to each other under morphisms (U, V )→ (M,L) in DG. This gives the
isomorphism R ∼= P(G,1). The second part follows from the properties of modules P(U,V )
that were explained in Section 2.4. 
Let C be a collection of sections of G. Throughout this section we assume that C is a
collection closed under taking subsections, i.e., if (M,L) ∈ C and (U, V )  (M,L), then
(U, V ) ∈ C. Let JC denote the subfunctor of R which has the value R on the sections
(U, V ) in C, and is equal to zero on the other sections. Let T C denote the quotient module
R/JC. Note that for any RDG-module F , we have
HomRDG(J
C, F ) ∼= lim←−
(U,V )∈DC
G
F (U/V ).
The short exact sequence 0 → JC → R → T C → 0 gives a 4-term exact sequence which
takes the following form when we apply the isomorphisms that we obtained above:
0 // HomRDG(T
C, F ) // F (G)
rG
// lim←−
(U,V )∈DC
G
F (U/V ) // Ext1RDG(T
C, F ) // 0.
The map rG induced by the inclusion J
C → R coincides with the detection map defined
by
rG(f) = (Defres
G
U/V f)(U,V )∈DCG .
This 4-term exact sequence can be considered as the solution for the gluing problem for
a collection C. The obstruction group is given by
ObsC(F (G)) ∼= Ext1RDG(T
C, F )
and the uniqueness is determined by the group HomRDG(T
C, F ).
Remark 3.2. Gluing problems for more general collections of sections are considered in
[6, Section 4]. One of these collections is the collection C of all sections (U, V ) where the
quotient group U/V is an elementary abelian p-group. In the case where G is a p-group
with p odd, it is shown in [6, Corollary 4.3] that the detection map rG for this collection
is an isomorphism for the biset functor Dt of the torsion part of the Dade group. Another
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collection of sections considered in [6] is the collection of the sections (NG(Q), Q) where
Q is a p-centric subgroup of G. Note that in this case, the family of sections is not closed
under taking subsections. We discuss the gluing problem for such collections in the next
section.
We now focus on the case where C is the collection of all sections (U, V ) of G such that
V 6= 1. In this case we denote the RDG-modules T
C and JC simply by T and J .
Proposition 3.3. Let F be a destriction functor for G over R. The map
φ : HomRDG(J, F ) → lim←−
1<H≤G
F (NG(H)/H)
defined by φ(f) = (f(1NG(H)/H))1<H≤G is an isomorphism of abelian groups.
Proof. It is clear that the map φ is additive. To prove that it is well-defined, we need to
show that φ(f) is a gluing data for every f ∈ HomRDG(J, F ). The conjugation invariance
of φ(f) is trivial and we leave the justification to the reader. To prove the destriction
invariance, note that for every K E H ≤ G we have
Des
NG(H)/H
NG(H,K)/H
1NG(H)/H = 1NG(H,K)/H = Des
NG(K)/K
NG(H,K)/H
1NG(K)/K
hence the destriction invariance follows from the fact that f is an RDG-module homo-
morphism.
Now let
ψ : lim
←−
1<H≤G
F (NG(H)/H)→ HomRDG(J, F )
be the map in the reverse direction defined by ψ
(
(fH)1<H≤G
)
= (1K/L 7→ Res
NG(L)/L
K/L fL).
This map is additive since the restriction map is additive. Moreover it is clear that φ and
ψ are inverse to each other. Therefore it remains to check that the map ψ is well-defined.
Let f = (fH)1<H≤G be a gluing data. We have to prove that ψf = ψ(f) is a morphism
of RDG-modules. By the conjugation invariance of the gluing data f , it is clear that
ψf commutes with conjugations. To prove that it also commutes with destrictions, let
U/V  M/L. Then we have
ψf(Des
M/L
U/V 1M/L) = ψf (1U/V ) = Res
NG(V )/V
U/V fV .
We also have
Des
M/L
U/V ψf (1M/L) = Des
M/L
U/V Res
NG(L)/L
M/L fL = Des
NG(L)/L
U/V fL.
Thus, it is sufficient to show that
Res
NG(V )/V
U/V fV = Des
NG(L)/L
U/V fL. (1)
This follows from the destriction invariance of the gluing data. Indeed, since L E V , the
destriction invariance gives
Des
NG(L)/L
NG(V,L)/V
fL = Res
NG(V )/V
NG(V,L)/V
fV .
Moreover, since L E U , we have U ≤ NG(V ) ∩NG(L) = NG(V, L). Thus the equality (1)
holds, as required. 
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As a consequence of the above result we obtain the following.
Proposition 3.4. Let F be a destriction functor or a biset functor for G. Let DG denote
the orbit category of sections over the collection of all sections in G, and let T denote the
restriction of the constant functor to the set of all sections U/V with V = 1. Then, as
R-modules, we have the following isomorphisms
Obs(F (G)) ∼= Ext1RDG(T, F ) and Ker(rG)
∼= HomRDG(T, F ).
Proof. Consider the diagram
0 // HomRDG(T, F )
//

✤
✤
✤
✤
HomRDG(R,F )
ι∗
//
∼=

HomRDG(J, F )
φ ∼=

// Ext1RDG(T, F )
//

✤
✤
✤
0
0 // ker(rG) // F (G)
rG
// lim←−
1<H≤G
F (NG(H)/H) // Obs(F (G)) // 0
where the vertical maps in the middle are isomorphisms defined in Lemma 3.1 and Propo-
sition 3.3. The map ι∗ is the map induced by the inclusion ι : J → R. The square in
the middle is a commuting diagram, so it induces two maps, one on each end, which are
isomorphisms by 5-lemma. 
Note that Propositions 3.3 and 3.4 together complete the proof of Theorem 1.3. We
now give two examples to illustrate how obstruction groups Obs(F (G)) can be calculated
using specific projective resolutions.
Example 3.5. Let G = Cpn denote the cyclic group of order p
n, and let Z denote the
cyclic subgroup of order p in G. There is a projective resolution of the form
0→ P(G,Z) → P(G,1) → T → 0.
In particular J is isomorphic to the projective module P(G,Z). In this case, for a biset
functor F , we have ExtiRDG(T, F ) = 0 for i ≥ 2, and in low dimensions we have a short
exact sequence of the form
0→ HomRDG(T, F )→ F (G)
ϕ
−→F (G/Z)→ Obs(F (G))→ 0,
where ϕ is the deflation map DefGG/Z . Since Def
G
G/ZInf
G
G/Z = idF (G/Z), we obtain that
Obs(F (G)) = 0 when G is a cyclic group.
The kernel group ker rG is not zero in general. If F = B
∗ is the dual group of the
Burnside group functor, then the map ϕ takes f to f ′ where f ′(H/Z) = f(H) for every
Z ≤ H ≤ G. The kernel of ϕ is isomorphic to Z generated by eG1 , the function with values
eG1 (H) = 0 for H 6= 1, and e
G
1 (1) = 1. 
Example 3.6. Let G = D8 be the Dihedral group of order 8. Let E1, E2 denote the
elementary abelian subgroups of rank 2, and Z denote the center, and Q1, Q2 denote two
representatives of conjugacy classes of non-central subgroups of order 2. A projective
resolution for T can be given as
0→ P(E1,E1) ⊕ P(E2,E2) → P(E1,Q1) ⊕ P(E2,Q2) ⊕ P(G,Z) → P(G,1) → T → 0
14 O. COS¸KUN AND E. YALC¸IN
and the cochain complex HomRDG(P∗, F ) is of the form
0→ F (G)→ F (G/Z)⊕ F (E1/Q1)⊕ F (E2/Q2)→ F (E1/E1)⊕ F (E2/E2)→ 0.
From this we obtain that ExtiRDG(T, F ) = 0 for i ≥ 3. Later we see that when G is a
p-group, ExtiRDG(T, F ) = 0 for i ≥ rk(G) + 1 where rk(G) denotes the maximal rank of
elementary abelian subgroups in G (see Proposition 5.4). 
4. Reduction to smaller collections
Let G be a finite group and C be a collection of sections of G. For an RDG-module
F , the ext-group ExtnRDG(T
C, F ) is computed by applying HomRDG(−, F ) to a projective
resolution P∗ → T
C. The constant functor R ∼= P(G,1) is a projective RDG-module,
so we can assume that the first step of a projective resolution for T C is the sequence
0 → JC → R → T C → 0. If we take a projective resolution P∗ → J
C for JC as an
RDG-module, then by adding the constant functor R, we obtain a projective resolution
for T C of the form
· · · // P2 // P1 // P0 // R // T
C // 0. (2)
Note that the module JC can be considered as the constant functor R over the category
DCG. If C is a collection closed under taking subsections, the projective resolution of J
C
as an RDCG-module also gives a projective resolution as an RDG-module. We use this to
prove the following.
Lemma 4.1. Let C be a collection of sections of G closed under taking subsections. Then,
for every RDG-module F we have isomorphisms
ExtnRDG(T
C, F ) ∼= Extn−1RDG(J
C, F ) ∼= Hn−1(DCG;F )
for every n ≥ 2.
Proof. The first isomorphism follows from the fact that R is a projective RDG-module.
Since we assumed that the collection C is closed under taking subsections, the resolu-
tion P∗ of J
C as an RDG-module can be chosen so that all projective modules in the
resolution are of the form P(U,V ) with (U, V ) ∈ C, in particular, P∗ → J
C is also a pro-
jective resolution of JC as an RDCG-module. Also note that there is an isomorphism
HomRDG(P∗, F )
∼= HomRDC
G
(P∗, F ). Applying HomRDG(−, F ) to the resolution (2), we
get the second isomorphism. 
At low dimensions we have the 4-term exact sequence as before:
0 // HomRDG(T
C, F ) // F (G)
rG
// lim←−
(U,V )∈DC
G
F (U/V ) // Ext1RDG(T
C, F ) // 0.
Note that the inverse limit term is isomorphic to HomRDG(J
C;F ) ∼= H0(DG;F ). To
extend this short exact sequence to an arbitrary collection C of subsections, we define the
reduced cohomology of DCG as follows.
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Definition 4.2. Let C be an arbitrary collection of sections of G. For an RDG-module F ,
the reduced cohomology H˜n(DCG;F ) of the category D
C
G is defined as the usual cohomology
group Hn(DCG;F ) for n ≥ 1 and, at dimensions n = 0 and n = −1, it is defined in a way
that the following sequence is exact
0 // H˜−1(DCG;F ) // F (G)
rG
// lim
←−
(U,V )∈DC
G
F (U/V ) // H˜0(DCG;F ) // 0
where rG is the map that takes f ∈ F (G) to the tuple (Defres
G
U/V f)U/V ∈C.
Alternatively, we can define the reduced cohomology as a cohomology group of a cochain
complex. Given a collection of sections C of a finite group G, let C′ denote the set of all
sections (M,L) satisfying the property that (U, V ) ∈ C for some (U, V )  (M,L). Note
that when C is nonempty (which we always assume), C′ includes the section (G, 1). Let
JC
′
denote the constant functor for the category DC
′
G . Then J
C is a submodule of JC
′
as
an RDC
′
G -module.
If P∗ → J
C is a projective resolution of JC as an RDCG-module, then adding the inclusion
map JC → JC
′
to it we get a projective resolution for JC
′
/JC as an RDC
′
G -module. Applying
HomRDC′
G
(−, F ) to it we get a cochain complex
0 // HomRDC′
G
(JC
′
, F ) // HomRDC′
G
(P0, F ) // HomRDC′
G
(P1, F ) // · · ·
Since (G, 1) is in C′, the constant functor JC
′
is a projective RDC
′
G -module and
HomRDC′
G
(JC
′
, F ) ∼= F (G/1).
From this it is easy to see that the cohomology of this cochain complex is isomorphic to
the reduced cohomology of the category DCG.
Remark 4.3. For a collection C that is closed under taking subsections, the reduced
cohomology H˜n(DCG;F ) is isomorphic to the ext-group Ext
n+1
DG
(T C, F ) for n ≥ −1. For
an arbitrary collection it is no longer isomorphic to the ext-groups of T C, instead it is
isomorphic to the ext-group
Extn+1
DC
′
G
(JC
′
/JC, F ).
For an arbitrary collection C we have the following version of our main result in the
previous section.
Proposition 4.4. Let C be an arbitrary collection of sections of G, and F be a destriction
functor or a biset functor for G over R. Then the obstruction group ObsC(F ) for the
gluing problem over C is isomorphic to the reduced cohomology group H˜0(DCG;F ) and the
uniqueness is determined by H˜−1(DCG;F ).
In the rest of the section we show that under certain conditions the collection C can
be replaced by a smaller collection of sections without changing its reduced cohomology.
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To do this we use a theorem by Jackowski and Slominska [12] on cohomology of cate-
gories associated to an isotropy presheaf. We first introduce necessary definitions to state
Jackowski and Slominska’s theorem.
Let G be a finite group andW be a G-poset. Let S(G) denote the G-poset of subgroups
of G with the G-action given by conjugation. A G-poset map d : W → S(G) is called an
isotropy presheaf on W if it satisfies d(w) ≤ Gw := {g ∈ G | gw = w} for every w ∈ W .
Given an isotropy presheaf d on W , let Wd denote the category whose objects are the
same as objects in W , where the morphisms w1 → w2 are given by right cosets d(w2)g
over all g ∈ G such that gw1 ≤ w2. Note that if we take W = S(G) and d as the identity
map, the category Wd is the orbit category of G, so this definition is quite natural, and
the category Wd can be thought of a generalization of the orbit category.
Lemma 4.5. Let Sect(G, C) denote the G-poset of all sections in a collection C, where
the G-action is given by conjugation. Let d : Sect(G, C) → S(G) be the G-map defined
by d
(
(U, V )
)
= U ∈ S(G). Then d defines an isotropy presheaf on Sect(G, C) and the
category Sect(G, C)d is isomorphic to the category of sections D
C
G.
Proof. For a section (U, V ) ∈ C, the isotropy subgroup of the G-action on (U, V ) is
NG(U, V ) = NG(U) ∩ NG(V ) which includes U as a subgroup. Hence d : Sect(G, C) →
S(G) defined by d
(
(U, V )
)
= U is an isotropy presheaf. It follows from the definitions
that the category Sect(G, C)d is isomorphic to the category D
C
G. 
We now recall a result on isotropy presheaves.
Proposition 4.6 (Jackowski-Slominska [12]). Let W ′ ⊆ W be a subposet of W , and
i : W ′ → W denote the inclusion map. Suppose that d′ and d are isotropy presheaves
defined on W ′ and W such that d′ = d ◦ i. If for every w ∈ W the topological realization
of the poset w\i = {w′ ∈ W ′ |w ≤ w′} is R-acyclic, then for every RWd-module F , there
is an isomorphism
H∗(Wd;F ) ∼= H
∗(W ′d′ ;F ◦ i∗)
where i∗ : W
′
d′ → Wd is the functor induced by i.
Proof. For every w ∈ W , there is an equivalence of comma categories w\i ≃ w\i∗ (see
[12, Theorem 3.4]). To see this, note that the comma category w\i∗ is a category whose
objects are pairs
(w′, w
[g]
−→w′)
where [g] denotes the coset d′(w′)g such that gw ≤ w′. The equivalence is given by
functors φ : w\i→ w\i∗ and ψ : w\i∗ → w\i, defined by
φ(w′) = (w′, w
[1]
−→w′) and ψ(w′, w
[g]
−→w′) = g−1w′.
We leave it to the reader to check that ψ ◦ φ = id and φ ◦ ψ ≃η id via some natural
isomorphism η. From this we obtain that the comma category w\i∗ is R-acyclic. Now
the isomorphism of cohomology groups follows from [12, Proposition 5.4]. 
As a consequence of Lemma 4.5 and Proposition 4.6 we obtain the following.
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Proposition 4.7. Let G be a finite group, and let C′ and C be two families of sections
of G such that C′ ⊆ C. Let i : Sect(G, C′) → Sect(G, C) denote the inclusion of posets
map, and i∗ : D
C′
G → D
C
G be the induced map. Suppose that for every w ∈ C the poset
w\i = {w′ ∈ C′ |w ≤ w′} has a contractible realization. Then, for every RDCG-module F ,
there is an isomorphism
H˜∗(DCG;F )
∼= H˜∗(DC
′
G ;F ◦ i∗).
In particular, for a biset functor F for G, we have ObsC(F (G)) ∼= ObsC
′
(F (G)).
Proof. Let W = Sect(G, C) and W ′ = Sect(G, C′), and let d denote the isotropy presheaf
defined on W by d(U, V ) = U and let d′ = d ◦ i. By Lemma 4.5 and Proposition 4.6, we
have an isomorphism H∗(DCG;F )
∼= H∗(DC
′
G ;F ◦id). The result for the reduced cohomology
follows from this by applying the 5-lemma on the long exact sequence for the cohomology
of a pair of categories. 
Now we give two applications of Proposition 4.7. Let G be a finite group and p be a
fixed prime. Let DpG denote the category of sections over the collection of sections (P,Q)
in G such that P is a p-group and Q 6= 1, and let DeG denote the full subcategory of D
p
G
whose objects are sections of the form (U,E) where U is a p-subgroup of G and E is a
nontrivial elementary abelian p-subgroup of G such that U ≤ CG(E).
Proposition 4.8. For every RDpG-module F , there is an isomorphism
H˜∗(DpG;F )
∼= H˜∗(DeG;F ◦ i∗).
Proof. Let W p and W e denote the posets corresponding to the collections Cp and Ce for
the categories DpG and D
e
G, and let i : W
e → W p denote the inclusion map. The result
will follow from Proposition 4.7 once we show that for every w ∈ W p, the poset w\i is
contractible. Let w = (P,Q), then w\i is the poset of sections of the form (U,E) such
that 1 6= E ≤ Q ≤ P ≤ U ≤ CG(E). Since P ≤ CG(E), the subgroup E is central in
P and it lies in Q. Let Z denote the subgroup Ω1Z(P ) ∩ Q, where Ω1Z(P ) denotes the
subgroup consisting of elements of order p in the center Z(P ) of P . Note that Z 6= 1
because Q is normal in P . In particular, w\i is not empty. For every (U,E) in w\i, we
have
E ≤ Z ≤ Q ≤ P ≤ U
hence (P, Z) lies in w\i, and (U,E)  (P, Z) for every (U,E) in w\i. By [14, 1.5], this
means that the poset w\i is canonically contractible to the element (P, Z). 
Let G be a finite group and F be a biset functor defined on subquotients of G. Let D∗G
denote the orbit category of sections over all sections (U, V ) of G with V 6= 1. A series of
subgroups 1 ≤ L0 E L1 E · · · E Ln ≤ G is called a subnormal series in G if Li−1 E Li for
every i ∈ {1, . . . , n}. The normalizer of a subnormal series 1 ≤ L0 E L1 E · · · E Ln ≤ G
is defined as the intersection of normalizers NG(Li) over all i. For finite groups we have
the following reduction result.
Proposition 4.9. Let G be a finite group, and DsG denote the full subcategory of D
∗
G
whose objects are sections of the form (N,L) where N is the normalizer of a subnormal
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series 1 < L0 E L1 E · · · E Ln = L in G. Then for any RDG-module F , there is an
isomorphism
H˜∗(D∗G;F )
∼= H˜∗(DsG;F ◦ i∗).
Proof. Let W ∗ denote the poset of all sections (U, V ) of G with V 6= 1, and let W s denote
the poset of subquotients of the form N/L where N is the normalizer of a subnormal
series 1 < L0 E L1 E · · · E Ln = L. Let i : W
s → W ∗ denote the inclusion map. By
Proposition 4.7, we only need to show that for every w = (U, V ) ∈ W ∗, the subposet
w\i is contractible. If (N,L) belongs to w\i then N normalizes a subnormal series 1 <
L0 E · · · E Ln = L and L ≤ V ≤ U ≤ N ≤ NG(L). This gives in particular that
L E V . Let N ′ = N ∩ NG(V ). Then (N
′, V ) lies in W s, because N ′ is the normalizer of
the subnormal series 1 < L0 E · · · E Ln E Ln+1 = V . We have a zig-zag of inclusions
(N,L)  (N ′, V )  (NG(V ), V ) in w\i, so the poset w\i is contractible, in two steps, to
the section (NG(V ), V ) in w\i. 
In the next section we give a refinement of Proposition 4.8 for p-groups, and use it to
calculate the obstruction groups for some well-known biset functors defined on p-groups.
We believe that Proposition 4.9 is also a very useful reduction for gluing problems involving
finite groups, but we will not pursue this direction here.
5. Higher limits over the Quillen category
Let G be a finite group, and let D∗G denote the category of sections over the collection
C∗ of sections (U, V ) in G such that V 6= 1. If G is a p-group, then the collection Cp is
equal to C∗, hence in this case Proposition 4.7 gives an isomorphism
H˜∗(D∗G;F )
∼= H˜∗(DeG;F ◦ i∗)
for every RDG-module F . It turns out that we can refine this isomorphism further to a
smaller collection when G is a p-group. Let DcG denote the full subcategory of DG over
the collection
Cc = {CG(E)/E |E 6= 1 is an elementary abelian p-subgroup in G}.
We have the following.
Proposition 5.1. Let G be a finite p-group. Then for any RD∗G-module F , there is an
isomorphism
H˜∗(D∗G;F )
∼= H˜∗(DcG;F ◦ j∗)
where j∗ : D
c
G → D
∗
G is the map induced by the inclusion map.
Proof. It is enough to show that for an RDeG-module F , there is an isomorphism
H˜∗(DeG;F )
∼= H˜∗(DcG;F ◦ k∗)
where k∗ : D
c
G → D
e
G is the map induced by the inclusion map. LetW
c andW e denote the
posets corresponding to the collections for the categories Cc and Ce, and let k : W c →W e
denote the inclusion map. Let w = (U, V ), then w\k is the poset of sections of the form
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(CG(E), E) such that E ≤ V ≤ U ≤ CG(E). Note that V is also an elementary abelian
p-group and U ≤ CG(V ). This gives
E ≤ V ≤ U ≤ CG(V ) ≤ CG(E)
hence (CG(V ), V )  (CG(E), E) for every (CG(E), E) in w\k. This means that the poset
w\j is canonically contractible to the element (CG(V ), V ). Hence the result follows by
Proposition 4.7. 
Remark 5.2. Note that when G is not a p-group the above argument fails because in that
case the pair (CG(V ), V ) may not lie in the collection C
p since CG(V ) is not necessarily a
p-group.
Let G be a finite group, and C be a collection of elementary abelian p-subgroups in G
(collection means it is closed under conjugation). The Quillen category ACp(G) is defined
as the category of elementary abelian subgroups in C with morphisms E1 → E2 given
by conjugation maps in G. If C is the collection of all nontrivial elementary abelian p-
subgroups in G, then we denote the Quillen category with Ap(G), or simply by Ap if G is
clear from the context. If we also add the trivial subgroup to the collection of subgroups,
we denote the Quillen category with A′p.
For an RDG-module F , we can define a covariant RA
′
p-module F by taking F (E) =
F (CG(E)/E) for every E ∈ A
′
p. For an A
′
p-module M , we define the reduced co-
homology H˜ i(Ap;M) as the cohomology of the cochain complex obtained by applying
HomRA′p(−,M) to the resolution
· · · → P2 → P1 → P0 → R→ 0
where P∗ is the projective resolution for the constant functor J for Ap and R is the
constant functor for the category A′p. Note that R is a projective A
′
p-module because it
is isomorphic to the projective module P1 defined by P1(−) = RHomA′p(1,−).
Now we are ready to prove Theorem 1.4 stated in the introduction.
Proposition 5.3. Let G be a finite p-group. Then, the opposite category D
c
G is isomorphic
to the category Ap via the functor which takes E ∈ Ap to (CG(E), E) ∈ D
c
G. As a
consequence, for any RDG-module F , there is an isomorphism
H˜∗(D∗G;F )
∼= H˜∗(Ap;F ).
In particular, Obs(F (G)) ∼= H˜0(Ap;F ).
Proof. The morphism set HomAp(E1, E2) is equal to the set of cosets gCG(E1) such that
gE1g
−1 ≤ E2. We can identify this set with the set of morphisms
HomDG((CG(E2), E2), (CG(E1), E1)) = {Cg(E1)x |
x(CG(E2), E2)  (CG(E1), E1)}
via the bijection which takes gCG(E1) to CG(E1)g
−1. The second statement follows from
Proposition 5.1. 
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The higher limits over the Quillen category can be calculated using a cochain complex
defined by Oliver [13, Theorem 1]. This cochain complex is defined using Steinberg
modules and it vanishes at dimensions bigger than the rank of the group G. For an
elementary abelian p-subgroup E of G, the Steinberg module StE is the NG(E)/E-module
defined as the reduced homology of the poset of proper subgroups of E. As a direct
consequences of Theorem 5.3, Oliver’s theorem [13, Theorem 1] gives us the following.
Proposition 5.4. Let G be a finite p-group, R be a p-local commutative ring, and F
be an RDG-module. For each k ≥ 0, let Ek denote a set of representatives of conjugacy
classes of elementary abelian p-subgroups in G with rk(E) = k (for k = 0, E0 consists
of the trivial group). Then for an i ≥ −1, the reduced cohomology group H˜ i(DG;F ) is
isomorphic to the i-th cohomology of a cochain complex (C∗St(F ), δ), where
C iSt(F )
∼=
∏
E∈Ei+1
HomNG(E)/CG(E)(StE , F (CG(E)/E)).
In particular, H˜ i(DG;F ) = 0 for i ≥ rk(G).
The boundary maps δ can be described as follows: For each E ∈ Ap, there is a map
RE : StE →
⊕
[E:A]=p
StA
defined by truncating chains of subgroups or using the boundary maps for cohomology of
posets (see [13, page 1390]). Then the map
δi−1 : C i−1St (F )→ C
i
St(F )
is defined as the map which takes c ∈ C i−1St (F ) to an element whose coordinate for E ∈ Ei+1
is equal to the composite
StE
RE
//
⊕
[E:A]=p
StA
⊕c(A)
//
⊕
[E:A]=p
F (CG(A)/A)
⊕Defres
// F (CG(E)/E) .
The following example shows how we can calculate the cohomology of DG using the
cochain complex in the theorem.
Example 5.5. Let G = D8 be the Dihedral group of order 8 as in Example 3.6. In this
case
HomNG(E)/CG(E)(StE , F (CG(E)/E))
∼= F (CG(E)/E)
for every elementary abelian subgroup E ≤ G. So the cochain complex given in Proposi-
tion 5.4 is of the form
0→ F (G)→ F (G/Z)⊕ F (E1/Q1)⊕ F (E2/Q2)→ F (E1/E1)⊕ F (E2/E2)→ 0.
This is the same as the cochain complex in Example 3.6 obtained from the projective res-
olution. The category A′p is also an EI-category so we can write a projective resolution of
A′p-modules which would give this cochain complex when we apply HomRA′p(P∗, F ) to this
resolution. For each E, let PE be the projective module where PE(−) = RHomA′p(E,−).
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Let T denote the RA′p-module which has value R at the trivial subgroup and zero every-
where else. Then there is a projective resolution for T of the form
0→ PE1 ⊕ PE2 → PQ1 ⊕ PQ2 ⊕ PZ → P1 → T → 0.

When R is not p-local there is a spectral sequence from which one can still calculate
cohomology groups H˜∗(DG;F ) (see [13, Proposition 6]). Higher limits over Ap(G) can
also be calculated using a theorem of Grodal [10, Thm 6.1]. As before we assume that
R is a p-local commutative ring, and C is a collection of elementary abelian p-subgroups
closed under taking overgroups. Associated to an RACp(G)-module M , there is a G-local
coefficient system F on |C| defined by F(E0 ≤ · · · ≤ En) = M(En). Grodal’s theorem
[10, Thm 6.1] states that for every i ≥ 0, there is an isomorphism
H i(ACp(G);M)
∼= H iG(|C|;F),
where the second cohomology group is the equivariant cohomology of the simplicial com-
plex |C| with G-local coefficient system F . This isomorphism can easily be extended
to reduced cohomology groups by an easy diagram chasing argument. We obtain the
following.
Proposition 5.6. Let G be a finite p-group, and R be a p-local commutative ring. Let C
denote the collection of sections (U, V ) of G with V 6= 1. For every RDG-module F , there
is an isomorphism
H˜∗(DCG;F )
∼= H˜∗G(|C|;F).
We obtain the same conclusion as in Proposition 5.4 that the reduced cohomology
groups H˜ i(DG;F ) are zero for all i ≥ rk(G). We also obtain the following.
Proposition 5.7. Let G be a finite p-group and R be a p-local commutative ring. Let R
denote the constant RDG-module. Then H˜
n(D∗G;R) = 0 for all n.
Proof. Let E denote the collection of all nontrivial elementary abelian p-subgroups in G.
By Proposition 5.6, we have
H˜∗(D∗G;R)
∼= H˜∗G(|E|;R)
∼= H˜∗(|E|/G;R).
The topological realization of E is equivariantly contractible when G is a p-group, hence
the orbit space |E|/G is contractible. Thus H˜∗(D∗G;R) = 0. 
6. Gluing rhetorical p-biset functors
Let R be a commutative ring. A biset functor F over R is called a p-biset functor
if it is defined over the collection of all p-groups. The main aim of this section is the
calculation of obstruction groups for a certain type of p-biset functors, called rhetorical
p-biset functors. We give the definition for rhetorical biset functors below in Definition
6.4. Some well-known p-biset functors, such as the rational representation ring functor
RQ (and its dual R
∗
Q) and the functor Dt for the torsion part of Dade group, defined over
p-groups when p is an odd prime, are rhetorical biset functors.
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Let F be a biset functor defined on subquotients of a finite group G. For a normal
subgroup N E G, let eGN denote the (G,G)-biset Inf
G
G/NDef
G
G/N . The biset e
G
N is an
idempotent of RB(G,G) since the composition DefGG/N Inf
G
G/N is the identity (G/N,G/N)-
biset. This gives a direct sum decomposition
F (G) ∼= eGNF (G)⊕ (1− e
G
N)F (G).
If there is another normal subgroup M E G, we have eGNe
G
M = e
G
NM . For each normal
subgroup N E G, we define fGN as the idempotent
fGN =
∑
N≤MEG
µEG(N,M)e
G
M
where µEG denotes the Mo¨bius function for the poset of normal subgroups of G. The
elements fGN , for N E G, are orthogonal idempotents of RB(G,G), and
∑
NEG f
G
N = idG.
This gives a decomposition for F (G) in the form
F (G) ∼=
⊕
NEG
fGNF (G).
Definition 6.1. The summand fG1 F (G) corresponding to N = 1 in this decomposition
is called the submodule of faithful elements of F (G), and it is denoted by ∂F (G). Note
that
∂F (G) =
⋂
1<NEG
kerDefGG/N
(see [3, 6.3] for more details).
From this definition, we immediately see that ker rFG ⊆ ∂F (G) where r
F
G is the detection
map in the gluing problem for F . We conclude the following.
Lemma 6.2. Let F be a biset functor defined on a finite group G. If ∂F (G) = 0, then
HomRDG(T, F ) = ker r
F
G = 0.
There are many examples of biset functors where ∂F (G) is not zero. If F = B∗ is the
biset functor of the dual of the Burnside ring, then by [8, Theorem 3.1] for any p-group
G, we have ker rB
∗
G = HomZDG(T,B
∗) ∼= Z, so ∂B∗(G) is not zero. If F = R∗Q is the biset
functor of the dual of the rational representation ring, then HomZDG(T,R
∗
Q) = 0 if G is a
p-group of rank at least 2, and it is equal to Z otherwise (see [8, Sec. 4] for details).
A special case is where G = E is an elementary abelian p-group. In this case we have
HomRDE(T, F ) = ker r
F
E = ∂F (E)
hence the uniqueness of the solution of the gluing problem is equivalent to the existence
of faithful elements in F (E). Moreover, in this case there exists a solution for the gluing
problem for any biset functor.
Proposition 6.3 (Bouc-Thevenaz [6]). If F is a biset functor defined on an elementary
abelian p-group E, then Obs(F (E)) = 0, i.e., there is a solution for the gluing problem
for F . The solution is unique if and only if ∂F (E) = 0.
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Proof. The proof is the same as proof of [6, Lemma 2.2] given for the functor Dt. 
An important class of p-biset functors are rhetorical p-biset functors. They are defined
as follows.
Definition 6.4. Let RQ(H,K) denote the representation ring of QH-QK-bimodules, and
LinQ : R⊗Z B(H,K)→ R⊗Z RQ(H,K)
denote the linearization map which takes an (H,K)-biset X to the rational permutation
bimodule QX . A QG-Morita functor [11] or a rhetorical biset functor [1] is a biset functor
F such that F (u) = 0 for every u ∈ ker LinQ.
For rhetorical biset functors we have the following theorem.
Proposition 6.5 (Hambleton-Taylor-Williams [11]). Let G be a p-group and F be a
rhetorical biset functor defined on the subquotients of G. Assume G has a normal subgroup
K ∼= Cp × Cp. Let C0, C1, . . . , Cp be the distinct cyclic subgroups of K. Let Z(G) denote
the center of G.
(i) If K is central, then the following sequence is split exact
0 // F (G)
α
// F (G/C0)⊕ F (G/C1)⊕ · · · ⊕ F (G/Cp)
β
// ⊕pF (G/K)) // 0 .
(ii) If K is not central, we may assume that K ∩ Z(G) = C0. Let G0 denote the
centralizer of K in G. Then the following sequence is split exact
0 // F (G)
α
// F (G/C0)⊕ F (G0/C1)
β
// F (G0/K) // 0 .
The maps α and β are defined in a suitable way using deflations and restriction maps
(see [11, 1.A.16, 5.A.1, and 5.A.3]). The map α is given by
∏
iDef
G
G/Ci
in (i) and by
DefGG/C0 × Defres
G
G0/C1 in (ii). In (i), we define β : ⊕iF (G/Ci) → ⊕pF (G/K) as follows:
for 1 ≤ i ≤ p, β|F (G/Ci) is just the deflation map on each coordinate, and for i = 0, we
define β|F (G/C0) as the negative of the composite
F (G/C0)→ F (G/K)→ ⊕pF (G/K),
where the first map is the deflation map and the second map is the diagonal. In (ii),
we take β : F (G/C0) ⊕ F (G0/C1) → F (G0/K) as the sum of two maps: F (G0/C1) →
F (G0/K) is the deflation map and the map F (G/C0)→ F (G0/K) is the negative of the
map Defres
G/C0
G0/K
.
Bouc [4, Theorem 3.1] shows that when F is a rhetorical biset functor, the group F (G)
can be expressed as a direct sum ⊕S∈G∂F (NG(S)/S) where G is a family of subgroups,
called a genetic basis. A p-biset functor F is called a rational p-biset functor if there exists
a genetic basis G giving a direct sum decomposition for F (G) (see [3, Definition 10.1.3]).
Hence every rhetorical p-biset functor is rational. The converse is not true in general, but
when p is odd, the converse also holds for every p-biset functor (see [1, Theorem 1.3]).
The most well-known examples of rhetorical biset functors are the rational represen-
tation ring RQ and its dual R
∗
Q. Subfunctors and quotient functors of rhetorical p-biset
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functors are also rhetorical [1, Lemma 3.2]. Using some exact sequences of p-biset func-
tors, one can show that the functor of Borel Smith functions Cb, the functor of unit group
of the Burnside ring B×, and the torsion part of the Dade group DΩt are also rhetori-
cal p-biset functors (see [7], [1, Section 3]). Therefore results on obstruction groups of
rhetorical biset functors will apply to these p-biset functors. We now prove some general
observations for obstruction groups of rhetorical biset functors.
Proposition 6.6. If F is a rhetorical p-biset functor, then Obs(F (G)) = 0 = ker rFG for
every p-group G with rk(Z(G)) ≥ 2.
Proof. Let G be a p-group with rk(Z(G)) ≥ 2 and F be a rhetorical p-biset functor.
Consider the cochain complex C∗St(F ) introduced in Proposition 5.4. The first three
terms of the sequence are given as follows:
0 // F (G)
δ−1
//
⊕
C∈E1
F (CG(C)/C)
δ0
//
⊕
E∈E2
HomAutG(E)(StE, F (CG(E)/E))
// · · ·
where AutG(E) = NG(E)/CG(E). We have ker r
F
G
∼= H˜−1(Ap;F ) = ker δ
−1 and
Obs(F (G)) = H˜0(Ap;F ) = ker δ
0/im δ−1.
This conclusion holds for a p-local commutative ring R by Proposition 5.4. To see that it
also holds for an arbitrary commutative ring R, consider the spectral sequence
Ei,j1
∼=
⊕
E∈Ei+1
Hj(AutG(E); HomR(StE, F (CG(E)/E)))⇒ H˜
i+j(Ap;F ).
Note that the sequence C∗St(F ) is the horizontal line E
∗,0
1 on this spectral sequence. The
vertical line at i = −1 has all zero entries above zero, so the calculation of the reduced
0-th cohomology group H˜0(Ap;F ) is not affected by the possibly nonzero terms at other
places. In fact when G is a p-group, we have NG(C)/CG(C) = 1, hence in this case we
also have E0,j = 0 for all j > 0. Therefore even for the calculation of the first cohomology
group H˜1(Ap;F ), we can use the cochain complex C
∗
St(F ) when G is a p-group and R is
an arbitrary commutative ring.
Let K be a central subgroup isomorphic to Cp × Cp. The short exact sequence given
in part (i) of Proposition 6.5, is a subcomplex of this cochain complex. The quotient
complex is of the form
0 // 0 //
⊕
C∈E ′1
F (CG(C)/C)
δ¯0
//
⊕
E∈E ′2
HomAutG(E)(StE , F (CG(E)/E))
// · · ·
where E ′1 = E1\{C0, . . . , Cp} and E
′
2 = E2\{K}. Note that this quotient complex has the
same cohomology groups as the cochain complex C∗St(F ). From this one sees easily that
ker rFG = 0 and Obs(F (G)) = H˜
0(Ap;F ) = ker δ¯
0.
For each C ∈ E ′1, the quotient group CK/C is a central subgroup of CG(C)/C and it
is isomorphic to Cp × Cp. Hence for every C ∈ E
′
1, there is a short exact sequence of the
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form
0 // F (CG(C)/C)
α
//
p⊕
i=0
F (CG(C)/CiC)
β
// ⊕pF (CG(C)/CK) // 0.
The i-th component of α coincides with the summand of δ¯0 corresponding to the index pair
(C,E) where E = CCi ∈ E
′
2. If C and C
′ are two different conjugacy class representatives
in E ′1 such that CCi = C
′Cj , then i = j, and C and C
′ are two subgroups of E = CCi which
are not conjugate to each other. Thus we must have AutG(E) = NG(E)/CG(E) = 1, and
under δ¯0 the elements in F (CG(C)/C) and F (CG(C
′)/C ′) are mapped to two different
summands in
HomAutG(E)(StE, F (CG(E)/E))
∼= St∗E ⊗ F (CG(E)/E)
∼= ⊕pF (CG(E)/E).
We conclude that Obs(F (G)) = ker δ¯0 = 0. 
Now we consider the case where Z(G) is cyclic. In this case G has a normal subgroup
isomorphic to Cp × Cp or G is a Roquette group, i.e., G is a cyclic group Cpn, for n ≥ 0,
or generalized quaternion group Q2n , for n ≥ 3, or dihedral group D2n , for n ≥ 4,
or a semi-dihedral group SD2n , for n ≥ 4 (see [3, Section 9.3]). If G is a Roquette
group, then it is easy to write explicit projective resolutions and calculate Obs(F (G)).
If G has a normal subgroup K ∼= Cp × Cp, then Z = K ∩ Z(G) is a central subgroup
of order p. If A1, A2, . . . , Ap denote subgroups of K which are not central in G, then
H = CG(K) = CG(Ai) is a subgroup of G with index p, for all i. Note that if g ∈ G\H ,
then g permutes the subgroups {A1, . . . , Ap}.
Let A≥2(G) denote the poset of elementary abelian subgroups of G of rank greater
than or equal to 2. This poset is non-empty if and only if rk(G) ≥ 2. If rk(Z(G)) ≥ 2,
then A≥2(G) is contractible to a central subgroup K ∼= Cp×Cp by canonical contractions
K ≤ KE ≥ E.
If rk(Z(G)) = 1, i.e., Z(G) is cyclic, then there is a connected component B(G) in
A≥2(G) such that any connected component of A≥2(G) different from B(G) consists of a
single subgroup of rank 2. To see this observe that if rk(G) = 2, then A≥2(G) is just a set
of points. In that case, we choose one of the rank 2 elementary abelian subgroups as the
component B(G). If G has a normal subgroup we always choose the normal subgroup as
the component B(G). If rk(G) ≥ 3 and E ∈ A≥2(G) is not a maximal rank 2 subgroup,
then there is E ′ ≥ E such that rk(E ′) ≥ 3. Then since G cannot be a Roquette group
then G has a normal subgroup K such that H = CG(K) is of index p in G. If E
′′ = E ′∩H ,
then E ′′ is an elementary abelian subgroup which centralizes K and has rk(E ′′) ≥ 2. This
shows that both E and K are in the same connected component of A≥2(G).
We summarize what we know about the poset A≥2(G) in the following lemma (see [6,
Lemma 3.1]).
Lemma 6.7. Let G be a p-group with rk(G) ≥ 2 and assume that Z(G) is cyclic.
(a) G has a unique central subgroup Z of order p. Moreover Z is contained in every
maximal elementary abelian subgroup of G.
(b) There is a connected component B(G) in A≥2(G) such that any connected component
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of A≥2(G) different from B(G) consists of a single subgroup of rank 2 (an isolated vertex).
(c) If E is a subgroup in A≥2(G)−B(G) and if S is a subgroup of E such that E = Z×S,
then NG(S)/S is cyclic or generalized quaternion.
(d) If E is a subgroup in A≥2(G)−B(G), then all the subgroups S of E of order p distinct
from Z are conjugate in G.
The properties of the poset A≥2(G) can be used to prove the following.
Theorem 6.8. Let F be a rhetorical p-biset functor. Then for every p-group G with
rk(G) ≥ 2, we have ker rG = 0 and
Obs(F (G)) ∼=
⊕
S∈S
∂F (CG(S)/S)
where the sum is taken over the conjugacy class representatives of cyclic subgroups S such
that E = S×Z belongs to A≥2(G)−B(G). In particular, if for every cyclic or quaternion
group H, ∂F (H) is isomorphic to a fixed abelian group A, then
Obs(F (G)) ∼= H˜0(A≥2(G)/G;A).
Proof. If rk(Z(G)) ≥ 2, then A≥2(G) is contractible by a G-equivariant homotopy, thus
A≥2(G)/G is contractible. Hence in this case the result follows from Lemma 6.6. So we
can assume that Z(G) is cyclic. The statement is easy to verify for Roquette groups, so
lets assume that G has a normal subgroup K ∼= Cp×Cp. Let Z be the central subgroup of
K and A1, . . . , Ap denote the non-central subgroups of K of order p. Note that A1, . . . , Ap
are all conjugate to each other. Let H = CG(K).
Consider the cochain complex C∗St(F ). The short exact sequence given in part (ii) of
Proposition 6.5, is a subcomplex of this cochain complex. The quotient complex is of the
form
0 // 0 //
⊕
C∈E ′1
F (CG(C)/C)
δ¯0
//
⊕
E∈E ′2
HomAutG(E)(StE , F (CG(E)/E))
// · · ·
where E ′1 = E1\{Z,A1} and E
′
2 = E2\{K}. Note that this quotient complex has the same
cohomology groups as the cochain complex C∗St(F ). From this we obtain that ker rG = 0
and Obs(F (G)) = H˜0(Ap;F ) = ker δ¯
0.
Suppose that C ∈ E ′1 such that E := CZ is not maximal. Note that this means E
belongs to the big component B(G) of A≥2(G).
Case 1: Assume that C ≤ H = CG(K). Then K centralizes C, and KC/C is a normal
subgroup in CG(C)/C and it is isomorphic to Cp × Cp. If KC/C is central in CG(C)/C,
then we have a short exact sequence of the form
0 // F (CG(C)/C)
α
// F (CG(C)/CZ)⊕
p⊕
i=1
F (CG(C)/CAi)
β
// ⊕pF (CG(C)/CK) // 0.
If KC/C is not central in CG(C)/C, then we have a short exact sequence of the form
0 // F (CG(C)/C)
α
// F (CG(C)/CZ)⊕ F (CG(CA1)/CA1)
β
// F (CG(CK)/CK) // 0.
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Note that both of these sequences are subcomplexes of the quotient complex of C∗St(F ).
So we can take further quotients and assume that the sum in the first term is over the set
E ′′1 which is the set of conjugacy class representatives of all cyclic subgroups C of G such
that C 6≤ H .
Case 2: Assume C is such that CZ is not maximal, but C 6≤ H . Since there is a rank
3 subgroup E ′ ≥ E, we have rk(CG(C)/C) ≥ 2. Let CG(C) := CG(C)/C. By induction
we can assume that ker rF
CG(C)
= 0. Hence the coboundary map δ−1 for the group CG(C)
is an injective map
ϕC : F (CG(C))→
⊕
D∈T1
F (CCG(C)(D)/D)
where T1 denotes the set of CG(C)-conjugacy class representatives of subgroups of CG(C)
such that D = D/C ∼= Cp. Since C does not belong to H , the subgroup D cannot be
a cyclic group of order p2, hence we have D ∼= Cp × Cp. Let B = H ∩ D, then we
have D = BC ∼= B × C. Note that NG(D) ≤ NG(B) = CG(B). This implies that
CCG(C)(D)/D
∼= CG(D)/D. Hence we obtain that the map
ϕC : F (CG(C)/C)→
⊕
D∈T1
F (CG(D)/D)
is injective. Let E ′′1 denote the set of G-conjugacy class representatives of cyclic subgroups
C of G considered in this case. Then if we take the direct sum of the maps ϕC over all
elements in E ′′1 , we get a map from ⊕C∈E ′′1 F (CG(C)/C) to the group⊕
C∈E ′′1
⊕
D∈T1
F (CG(D)/D) =
⊕
D∈E ′′2
HomAutG(D)(StD, F (CG(D)/D))
where E ′′2 is the set of G-conjugacy classes of rank 2 elementary abelian subgroups of G
such that D = (D∩H)C with CZ not maximal and D 6≤ H . Note that this map appears
in the quotient complex of C∗St(F ). Hence by an argument similar to the argument above,
we can delete summands of the form F (CG(C)/C) where E = CZ belongs to the big
component, but C 6≤ H .
The remaining cyclic subgroups C satisfy the conditions (c) and (d) of Lemma 6.7. In
particular, E = CZ is a maximal rank 2 subgroup and in E all subgroups of order p
distinct from Z are conjugate. For each such C, we have a map
F (CG(C)/C)→ F (CG(C)/CZ).
By condition (c), the quotient group L = CG(C)/C is cyclic or isomorphic to a generalized
quaternion group, and the kernel of this map is ∂F (L) hence we obtain the isomorphism
for Obs(F (G)) given in the statement of the theorem. If ∂F (L) is equal to a fixed abelian
group A, then we obtain
Obs(F (G)) ∼= H˜0(A≥2(G)/G;A).

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In the next section we discuss how this result applies to some p-biset functors related
to endo-permutation modules, and to the dual of the rational representation ring functor.
7. Gluing endo-permutation modules
Let G be a p-group, and k be a field of characteristic p. A kG-module M is called
an endo-permutation module if Homk(M,M) ∼= M ⊗M
∗ is a permutation kG-module.
An endo-permutation module is called capped if M ⊗M∗ has the trivial module k as a
summand. Under a suitably defined equivalence relation on endo-permutation modules,
the set of equivalence classes [M ] of capped endo-permutation modules forms an abelian
group called the Dade group of G, denoted by D(G). The addition in D(G) is defined by
[M1] + [M2] = [M1 ⊗M2] (see [3, Definition 12.2.8], [9]).
Given a nonempty G-set X , the kernel of the augmentation map kX → k is a capped
endo-permuation module if |XG| 6= 1. In this case, the equivalence class of this endo-
permutation module is called a relative syzygy and it is denoted by ΩX . The subgroup of
D(G) generated by relative syzygies ΩX over all finite nonempty G-sets X with X
G = ∅
is denoted by DΩ(G) (see [3, Definition 12.6.3]). The assignment G → D(G) together
with suitably defined restriction, induction, isogation, deflation, and inflation maps is
not a biset functor because of some Galois twists that occur, however the Dade group of
relative syzygies DΩ(G) is a p-biset functor (see [3, Theorem 12.6.8]). It is also known
that when p is odd DΩ = D, hence in this case also D is a p-biset functor (see [3, Theorem
12.9.10]).
The torsion part of the Dade group DΩ is a subfunctor of DΩ, denoted by DΩt . Some
exact sequences relating the Dade group DΩ and DΩt to some other p-biset functors has
been given in [7]. Let B∗ denote the dual of the Burnside ring functor, R∗Q denote the
dual of the rational representation ring functor, and Cb denote the functor for the group
of Borel-Smith functions. Then by Theorem 1.2 and 1.3 in [7], there is a commuting
diagram of p-biset functors of the form
0 // Cb // R
∗
Q
//

DΩt
//

0
0 // Cb // B
∗ //

DΩ //

0
DΩ/DΩt D
Ω/DΩt
Note that if p is odd, we replace DΩ with D in the diagram, and the exactness of the
sequences still holds.
From this diagram it is clear that the functors Cb and D
Ω
t are both rhetorical p-biset
functors since they are subfunctors and quotient functors of the dual of the rational
representation ring functor R∗Q which is rhetorical. Hence if F is equal to D
Ω
t , Cb, or R
∗
Q,
then Obs(F (G)) = 0 for every p-group G with rk(Z(G)) ≥ 2. Cos¸kun uses this calculation
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to give another proof for the rank calculation for the group of endo-trivial modules T (G)
(see [8, Theorem 6.1]).
Now let’s assume that p is odd. Then the torsion part of the Dade group Dt is equal
to DΩt , hence it is a rhetorical p-biset functor. It is also known that ∂Dt(G)
∼= Z/2 for
every nontrivial cyclic group G. So as a corollary of Theorem 6.8, we recover the following
theorem due to Bouc and The´venaz [6, Theorem 1.1].
Proposition 7.1 (Bouc-The´venaz). If p is an odd prime number and G is a p-group
which is not cyclic, then there is an exact sequence of abelian groups
0 // Dt(G)
rG
// lim←−
1<H≤G
Dt(NG(H)/H) // H˜
0(A≥2(G);F2)
G // 0.
Proof. By Theorem 6.8, the map rG is injective and the obstruction group is isomorphic
to the reduced cohomology group H˜0(A≥2(G)/G;F2). Note that when p is odd, there is
always a normal subgroup K ∼= Cp × Cp, hence the obstruction group is isomorphic to
H˜0(A≥2(G);F2)
G. 
For the dual of the rational representation ring R∗Q we have a similar calculation. For
this calculation we do not assume that p is an odd prime. If H is a nontrivial cyclic group
or a quaternion group, then ∂R∗Q(H)
∼= Z. Hence as a direct consequence of Theorem 6.8,
we obtain the following.
Proposition 7.2 (Cos¸kun [8]). If G is p-group with rk(G) ≥ 2, then
Obs(R∗Q(G))
∼= H˜0(A≥2(G)/G;Z).
This is slightly different than the isomorphism given in [8, Theorem 4.4]. There the ob-
struction group Obs(R∗Q) is given as isomorphic to H˜
0(A≥2(G); pZ)
G which is isomorphic
to H˜0(A≥2(G)/G;Z) in all cases except when G is a rank 2 Roquette group, i.e. when G
is dihedral or semi-dihedral group. In this case we believe the isomorphism in Proposition
7.2 gives the right answer. Note that since the rational representation ring functor RQ
also has the property ∂RQ(H) ∼= Z for all H that is cyclic or isomorphic to a generalized
quaternion group, we also have
Obs(RQ(G)) ∼= H˜
0(A≥2(G)/G;Z)
for every p-group G with rk(G) ≥ 2.
Using Theorem 6.8 we can also calculate the obstruction group Obs(DΩt (G)) when G
is a 2-group.
Proposition 7.3. Let G be a 2-group with rk(G) ≥ 2. Let S denote the set of conjugacy
class representatives of cyclic subgroups S such that S × Z belongs to A≥2(G) − B(G).
Then ker rG = 0 and
Obs(DΩt (G))
∼=
⊕
S∈S
Z/nSZ
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where
nS =


1 if CG(S)/S ∼= C2
2 if CG(S)/S ∼= C2n , n ≥ 2
4 if CG(S)/S ∼= Q2n , n ≥ 3.
Proof. This follows from Theorem 6.8 and from the computations of the Dade groups
of abelian groups and generalized quaternion groups (see [3, Corollary 12.10.3] and [9,
Proposition 12.2]). 
Note that the calculation given above is consistent with the earlier calculations done by
Cos¸kun [8, Theorem 5.1] for the Borel-Smith functor Cb. To see the connection between
these two calculations, consider the long exact cohomology sequence for the coefficient
sequence 0→ Cb → R
∗
Q → D
Ω
t → 0 given as follows:
· · · // H˜−1(D∗G;D
Ω
t )
// Obs(Cb(G)) // Obs(R
∗
Q(G))
// Obs(DΩt (G))
// H1(D∗G;Cb) // · · ·
By Proposition 7.3 we have H˜−1(D∗G;D
Ω
t ) = ker rG = 0, and
Obs(DΩt (G))
∼=
⊕
S∈S
Z/nSZ
where nS is defined as above. By Proposition 7.2, we have
Obs(R∗Q(G))
∼= H˜0(A≥2(G)/G;Z) ∼=
⊕
S∈S
Z.
Hence we recover the obstruction group calculation Obs(Cb(G)) = H˜
0
b (A≥2(G), pZ)
G given
in [8, Theorem 5.1].
Remark 7.4. The above discussion on the obstruction group for Cb(G) gives, in par-
ticular, that the map Obs(R∗Q(G)) → Obs(D
Ω
t (G)), induced by the map R
∗
Q → D
Ω
t , is
surjective.
The rest of the section is devoted to the calculation of the obstruction group for the
Dade group functor D when p is an odd prime. In this case D = DΩ, so we can use the
short exact sequence 0 → Cb → B
∗ → DΩ → 0 to calculate the obstruction group. The
associated long exact sequence gives a sequence of the following form
· · · → Obs(B∗(G))→ Obs(D(G))
δ
−→H1(D∗G;Cb)→ H
1(D∗G;B
∗)→ · · · . (3)
We claim that the connecting homomorphism δ is an isomorphism. To prove this we first
need a lemma.
Let∇ denote the destriction algebra and let c+1 be the sum of the idempotents cH/H in∇
as H runs over all subgroups of G. Let Π = c+1∇c
+
1 be the truncation of ∇ by c
+
1 . Clearly
Π can be identified with the subalgebra of ∇ generated by conjugations cgg(H/H),H/H for
all g ∈ G and H ≤ G. Moreover, it is easy to see that the algebra Π is Morita equivalent
to the product
∏
H≤GG
Z[NG(H)/H ] of group algebras.
Lemma 7.5. Let B∗ denote the p-biset functor of super class functions and let Z be the
Π-module
∏
H≤G Z with the trivial Π-action. Then
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(1) B∗ ∼= Coind∇ΠZ as ∇-modules.
(2) Ext1∇(J,B
∗) = 0.
Proof. By definition,
Coind∇ΠZ = HomΠ(∇, Z) = HomΠ(c
+
1∇, Z)
where we regard ∇ as a (Π,∇)-bimodule via left and right multiplication. Thus given a
subgroup K ≤ G, we have(
Coind∇ΠZ
)
(K) = HomΠ(c
+
1∇cK , Z).
Now clearly, for any subgroup H ≤ K, there is a unique element in c+1∇cK of the form
DesKH/H . Hence any f ∈ HomΠ(c
+
1∇cK , Z) is uniquely determined by its evaluations
f(DesKH/H) as H runs over conjugacy classes of subgroups of K. In particular, we obtain
a group homomorphism
Coind∇ΠZ(K)→ B
∗(K), f 7→ (f(H/H))H≤K
for any subgroup K of G. It is straightforward to check that this is a functorial isomor-
phism. Hence the first part holds.
To prove the second part, note that since there is the inclusion of rings Π ⊆ ∇, we have
the base change spectral sequence for ext-groups (see [16, Exercise 5.6.3])
Ep,q2 = Ext
p
∇(J,Ext
q
Π(∇, Z))⇒ Ext
p+q
Π (J, Z).
The exact sequence in low degrees becomes
0 // Ext1∇(J,HomΠ(∇, Z)) // Ext
1
Π(J, Z)
// Hom∇(J,Ext
1
Π(∇, Z)) //
// Ext2∇(J,HomΠ(∇, Z)) // Ext
2
Π(J, Z).
By the first part, B∗ = HomΠ(∇, Z), hence it is sufficient to show that Ext
1
Π(J, Z) van-
ishes. But we have
Ext1Π(J, Z) = Ext
1
Π(c
+
1 J, Z) =
⊕
1<H≤GG
Ext1Π(c
+
H/HJ, c
+
H/HZ)
where c+H/H =
∑
K=GH
cK/K . Finally, using the above Morita equivalence and the Morita
invariance of the ext-groups, we get for any subgroup H of G that
Ext1Π(c
+
H/HJ, c
+
H/HZ)
∼= Ext1RNG(H)/H(Z,Z) = H
1(NG(H)/H ;Z)
which is zero since NG(H)/H is a finite group. Thus Ext
1
∇(J,B
∗) = 0, as required. 
Using this lemma we prove the following.
Proposition 7.6. Let D denote the functor for the Dade group, and Cb denote the functor
for the group of Borel-Smith functions. Then
Obs(D(G)) ∼= H1(D∗G;Cb).
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Proof. By [8, Theorem 3.1], we have Obs(B∗(G)) = 0. By the long exact sequence given
in Equation (3), it is enough to show that H1(D∗G;B
∗) = 0. By Lemma 4.1, we have
H1(D∗G;B
∗) ∼= Ext1RDG(J,B
∗)
hence the result follows from the Lemma 7.5. 
In Bouc [2, Theorem 2.15], it is shown that the obstruction group Obs(D(G)) for a
p-group G, with p is odd, imbeds into the cohomology group
H1(A≥2(G);Z)
(G) ∼= H1(A≥2(G)/G;Z).
In general Obs(D(G)) is not isomorphic to H1(A≥2(G)/G;Z) (see [2, Section 6]). In
Theorem 1.5 we give an explicit description of the obstruction group Obs(D(G)) as a
subgroup of H1(A≥2(G)/G;Z). Before giving the proof of Theorem 1.5, we prove a useful
technical result.
Proposition 7.7. Let F be a rhetorical p-biset functor such that ∂F (H) is equal to a fixed
abelian group A for every group H isomorphic to a nontrivial cyclic group or a generalized
quaternion group. Then there is an isomorphism
H1(D∗G;F )
∼= H1(A≥2(G)/G;A).
Proof. First lets assume that rk(Z(G)) ≥ 2. Let K ∼= Cp × Cp be a central subgroup in
G. Then the argument in the proof of Proposition 6.6 gives us that the complex C∗St(F )
can be reduced to a complex of the form
0
δ¯0
//
⊕
E∈E ′′2
HomAutG(E)(StE , F (CG(E)/E))
δ¯1
//
⊕
E∈E ′′3
HomAutG(E)(StE, F (CG(E)/E))
// · · ·
where E ′′2 is the G-conjugacy classes of rank 2 elementary abelian subgroups E such that
E ∩K = 1, and E ′′3 is the G-conjugacy classes of rank 3 elementary abelian subgroups E
such that K 6≤ E. For each E ∈ E ′′2 , we have a short exact sequence of the form
0 // F (CG(E)/E)
α
//
p⊕
i=0
F (CG(E)/CiE)
β
// ⊕pF (CG(E)/EK) // 0. (4)
Note that for each E, the rank 3 elementary abelian subgroup CiE does not include K
as a subgroup. This gives that the map δ¯1 is injective, hence H1(D∗G;F ) = 0. Since K
is central, A≥2(G) is canonically contractible by equivariant homotopies K ≤ KE ≥ E.
This gives that H1(A≥2(G)/G;A) = 0, hence the isomorphism holds in this case.
Now we assume that Z(G) is cyclic. We can also assume that G has a normal subgroup
K ∼= Cp×Cp because otherwise G is a Roquette group and by direct computation we can
see that for Roquette groups both cohomology groups are trivial. As before let Z denote
the central subgroup of K and A1, . . . , Ap denote the non-central subgroups of K of order
p. By the argument we used in the proof of Proposition 6.8 we can reduce the complex
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C∗St(F ) to a complex of the form
0
δ¯−1
//
⊕
C∈E ′′1
F (CG(C)/C)
δ¯0
//
⊕
E∈E ′′2
HomAutG(E)(StE , F (CG(E)/E))
δ¯1
//
⊕
E∈E ′′3
HomAutG(E)(StE , F (CG(E)/E))
// · · ·
by taking out the short exact sequences of the form given in Case 1 considered in the
proof of Theorem 6.8. Assume also that the short exact sequences of the form given in
Equation 4 are also taken out for every E ∈ E ′2 and E ∈ E
′
3 satisfying E ≤ H = CG(K).
Finally we can also assume that short exact sequences of the form
F (CG(C)/C)→ F (CG(C)/CZ)
are taken out for all C such that CZ is a maximal rank 2 elementary abelian subgroup
such that CZ 6∈ B(G). Note that these maps are surjective maps with kernel giving the
isomorphism H˜0(D∗G;F )
∼= H˜0(A≥2(G);A).
What is left in E ′′1 is G-conjugacy classes of subgroups C such that E = CZ belongs
to the big component B(G), but C 6≤ H . These are the subgroups considered in Case 2
in the proof of Theorem 6.8. Note that the only subgroups left in E ′′2 are the ones that
belong to the big component B(G) and satisfy E 6≤ H . Recall that for each C ∈ E ′′1 there
is a chain complex of the form
0 // F (CG(C)) //
⊕
D∈T1
F (CCG(C)(D)/D)
//
⊕
E∈T2
HomAut
CG(C)
(E)(StE , F (CCG(C)(E)/E))
// · · ·
which is the chain complex C∗St(F ) for the group CG(C) = CG(C)/C. By taking the direct
sum of these chain complexes over all C ∈ E ′2, we obtain the chain complex given above
in low dimensions with the same maps as δ¯0 and δ¯1. From this we can conclude that
H1(D∗G;F )
∼=
⊕
C∈E ′′1
H˜0(D∗
CG(C)
;F ) ∼=
⊕
C∈E ′′1
H˜0(A≥2
(
CG(C)
)
/CG(C);A).
Note that the group CG(C) has Z = CZ/C as a central subgroup, and the poset
A≥2(CG(C)) is equivariantly homotopy equivalent to the poset of elementary abelian
subgroups E of CG(C) such that Z < E. Let XC denote the poset of elementary abelian
subgroups E ∈ A≥2(G) such that E > CZ. We have
H˜0(A≥2
(
CG(C)
)
/CG(C);A) ∼= H˜
0(XC/CG(C);A).
Also note that there is a 1-1 correspondence between G-conjugacy classes of C 6≤ H and
G-conjugacy classes of subgroups E = CZ with E 6≤ H . This is because if C,C ′ ≤ CZ
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then C and C ′ are G-conjugate (note that if K = 〈a, z〉, then [c, a] = z, so aca−1 = z−1c.)
We conclude that
H1(D∗G;F )
∼=
⊕
E∈Em
H˜0(XC/CG(C);A)
where Em is the set of G-conjugacy class representatives of elementary abelian subgroups
of the form CZ such that C 6≤ H and CZ belongs to the big component of A≥2(G). In
fact, if it does not belong to the big component, then CZ is maximal hence we would
have XC = ∅, so we can actually drop this assumption for the above sum and take Em
as the set of G-conjugacy class representatives of rank 2 elementary abelian subgroups E
such that Z ≤ E and E 6≤ H .
Let X = A≥2(G) and Y ⊆ X denote the subposet consisting of all E ∈ X such that
either E ≤ H or rk(EZ) ≥ 3. It is easy to see that X − Y is a discrete set of rank 2
elementary abelian subgroups E such that Z ≤ E and E 6≤ H . Note that the poset Y is
equivariantly contractible to the point {K}, so we can now apply an equivariant version
of [5, Lemma 6.2] to obtain that
H1(X/G;A) ∼=
⊕
E∈Em
H˜0(XC/CG(C);A).
Together with the earlier isomorphism that we have, we conclude that H1(DG;F ) is
isomorphic to H1(X/G;A). 
Now we are ready to prove Theorem 1.5 stated in the introduction.
Theorem 7.8. Let G be a p-group with p odd. Let D denote the p-biset functor of Dade
group. Then there is a short exact sequence of abelian groups
0→ Obs(D(G))→ H1(A≥2(G)/G;Z)→ H
1(A≥2(G)/G;Z/2)
where the second map is induced by the mod 2 reduction map Z→ Z/2.
Proof. By Proposition 7.6, Obs(D(G)) ∼= H1(D∗G;Cb). Consider the long exact cohomol-
ogy sequence associated to the short exact sequence 0 → Cb → R
∗
Q → D
Ω
t → 0. Note
that since p is odd we have DΩt = Dt. This gives an exact sequence of the form
· · · → Obs(R∗Q(G))
pi∗
−→Obs(Dt(G))→ H
1(D∗G;Cb)→ H
1(D∗G;R
∗
Q)→ H
1(D∗G;Dt)→ · · ·
We have shown earlier that the map pi∗ is surjective (see Remark 7.4). Hence we obtain
a short exact sequence of abelian groups of the form
0→ Obs(D(G))→ H1(D∗G;R
∗
Q)→ H
1(D∗G;Dt).
Note that ∂R∗Q(H)
∼= Z and ∂Dt(H) ∼= Z/2 for every H which is cyclic or isomorphic to
a generalized quaternion group. Hence the proof follows from Proposition 7.7. 
We also conclude the following.
Proposition 7.9. Let G be a p-group with p odd. If Df denotes the quotient functor
D/Dt, then
Obs(Df(G)) ∼= H
1(A≥2(G)/G;Z).
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Proof. The exact sequence 0→ R∗Q → B
∗ → D/Dt → 0 gives a long exact sequence
· · · → Obs(B∗(G))→ Obs(Df(G))
δ
−→H1(D∗G;R
∗
Q)→ H
1(D∗G;B
∗)→ · · · .
By [8, Theorem 3.1], we have Obs(B∗(G)) = 0, and by Lemma 4.1 and 7.5, we have
H1(D∗G;B
∗) ∼= Ext1RDG(J,B
∗) = 0
hence we obtain Obs(Df(G)) ∼= H
1(D∗G;R
∗
Q). Now the result follows from Proposition
7.7 and from the fact that ∂R∗Q(H)
∼= Z for every H that is cyclic or isomorphic to a
generalized quaternion group. 
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