A visualization methodology for the analysis of dynamic synchronization in electroencephalographic signals is presented here. The proposed method is based on a seeded region-growing segmentation of the time-frequency space in terms of spatial connectivity patterns, a process that can be fully automated by cleverly choosing the seeds. A Bayesian regularization technique is applied to further improve the results. Finally, preliminary results from the analysis of a high electrode-density dataset with 120 channels are shown.
Introduction
Brain electroencephalography (EEG) consists of voltage measurements obtained from one or more electrodes placed on the scalp, or directly inside the cortex. These measurements represent the average electrical activity of the underlying neural networks. During the execution of relatively complex tasks, such as adding two numbers or making a decision, specialized and possibly distant areas of the brain interact together forming neural assemblies [1] . One of the most plausible mechanisms for this integration is the dynamical formation of reciprocal links between networks of neurons, which may be observed as phase synchronization between the EEG signals of the corresponding electrodes over different frequency bands [2] . In particular, it has been observed that the phase difference between the corresponding signals approaches zero during episodes of high synchronization [3] [4] . These observations are further supported by analytic models of the EEG signals [5] [6] , where the phase difference between two reciprocally coupled areas is always zero (in-phase) or π (anti-phase), regardless of the inter-areal distance.
Phase synchronization is typically measured between pairs of narrow-band signals, which can be obtained from a time-frequency decomposition of the raw EEG signals. The data obtained from this type of analysis is multi-dimensional and usually large in size, particularly in the case of high electrode-density EEG (64 or more electrodes); for example, synchrony data from a typical high density EEG recording with 128 channels (128 2 electrode-pairs) and 1024 samples (per channel), analyzed over 10 frequency bands, would yield around 167 million synchrony values. This represents a serious visualization problem which most authors avoid by averaging across a large time window [7] [8], and/or by limiting the analysis to specific frequency bands or electrode pairs [9] [4]; however, our experience is that psychophysiologically relevant synchrony patterns which are spatially complex may arise at different frequency bands from 1 to 50 Hz, and have a duration between 100 ms and over 1 second. Recent efforts have been made to obtain better visual representations of EEG synchrony dynamics, including time-frequency-topography (TFT) displays [6] , and electrode-grouping techniques [10] . In a TFT display, one divides the time-frequency (TF) space in cells and plots a head diagram at each cell showing the spatial distribution of a given EEG measure for the corresponding TF window. Since only one spatial dimension can be represented in a TFT map, one can only display, for example, the average degree of synchronization between one electrode and the others.
Under the hypothesis that a particular spatial pattern of synchronizationdesynchronization that occurs in a particular TF window corresponds to a specific neural process, we have recently developed a novel visualization method for EEG synchrony dynamics based on the segmentation of the time-frequency plane in regions where the spatial synchronization pattern is relatively constant [11] . In this paper, we present a fully-automated version of our methodology, and evaluate its performance with high electrode-density data from a real EEG experiment.
This paper is organized as follows: in Section 2, we explain the methodology used for the estimation of significant changes in EEG phase-synchronization. Section 3 presents the segmentation technique used to find and classify synchronization patterns. Finally, our results and conclusions are presented, respectively, in Sections 4 and 5.
Estimation of Significant Changes in EEG Synchrony
In many psychophysiological EEG experiments, a stimulus is presented to one or more subjects, who are instructed to respond by performing a specific task. Neuroscientists are often interested in how some EEG measure, such as power or synchronization, changes with respect to a certain value, called the baseline, which is obtained during a neutral state (e.g., before a stimulus is presented, or before treatment). It is also common to have the subjects perform several trials of the experiment, in order to increase the statistical robustness of the results.
The raw EEG signals can be seen as a set of time-series V e,j (t), where t denotes (discrete) time, e indicates the electrode position, and j is the trial number. Throughout this paper we will use N t to denote the number of samples in each EEG signal, N e for the number of electrodes, and N r for the number of trials. Also, T s will represent the time (in samples) at which the stimulus is presented, and f s will be the EEG sample rate. For each electrode e we also know their projection (x e , y e ) to a 2D unit sphere representing the head surface.
Time-Frequency Decomposition
One common way to extract phase information from the EEG signals is by running them through a bank of narrow bandpass filters tuned at the frequencies of interest. In particular, we have obtained good results with a bank of sinusoidal quadrature filters (SQF's) [12] , whose frequency response is given by:
where f k is the tuning frequency for the k-th filter, h is the bandwidth, and 
Estimation and Classification of Phase Synchrony
EEG synchronization is typically measured as some form of correlation between pairs of electrode signals. Among the most popular measures used in the literature are the statistical coherence [13] , and measures based on the circular variance of the phase difference [9] [14] . In particular, we use a measure based on the average phase difference, which favors in-phase synchronization (see [6] for a thorough comparison of these measures). Specifically, we compute the interelectrode synchronization μ t,f,e1,e2 for each time t, frequency f , and electrode pair (e 1 , e 2 ) as
where wrap[x] wraps its argument to the interval [−π, π). This measure is called the mean phase difference (MPD).
Classification of Significant Activity
The MPD measure yields values between zero (no synchronization) and 1 (perfect synchronization); however, the actual differences between values at episodes of high synchrony and episodes of low synchrony are often very subtle, and thus require a statistical analysis to determine the true significance of the observations. One way to do this, is to compute the distribution of the measure under the neutral condition, which we call the null distribution, and use it to obtain a significance index for each value the measure takes. We are interested in detecting significant changes in phase-synchronization with respect to the baseline, which in our case is obtained as the average synchronization during the pre-stimulus segment; therefore, we first subtract the baseline from the data as follows:
Positive Y -values indicate an increase in synchronization, whereas negative values represent a decrease, with respect to the pre-stimulus average. To test for significance, one can estimate, for each frequency and electrode pair, the null distribution p Y of Y -values in the pre-stimulus. To do this, we approximate p Y directly from the data using kernel density estimation [15] , where the distribution can be estimated as the normalized sum of kernel functions k h centered at each data point:
where Z is a normalization constant chosen so that p Y integrates to 1, and h is a parameter which specifies the width of the kernel functions, and determines the smoothness of p Y . In particular, we use a Gaussian kernel with a width given by Silverman's rule of thumb: h = 1.06σT
, where σ is the standard deviation of the sample data. The significance index S t,f,e1,e2 is then estimated as
where P Y is the cumulative null distribution of the Y -values, i.e.,
Deviations from the baseline are considered significant when the magnitude of the significance value exceeds a given threshold α (we use α = 0.99 in all our tests). One can thus compute a discrete class label field c, given by
which indicates if phase synchronization is significantly higher (c = 1), lower (c = −1), or equal (c = 0) than the pre-stimulus average.
Classification and Segmentation of Synchrony Patterns
We define a synchronization pattern (SP) as an N e × N e matrix with values in {−1, 0, 1} which indicate, for each electrode pair, if synchronization between both electrodes deviates significantly from the baseline. The label field c can thus be seen as a 2D image in time-frequency (TF) space where each pixel c t,f specifies the SP observed at time t and frequency f . To perform a segmentation of this image in regions where the SP is relatively constant, we propose a fast seeded region-growing algorithm coupled with a slower Bayesian regularization technique. We also include an automated seed selection algorithm that favors regions with high degree of homogeneity. For the rest of this section, we conveniently reorganize the label field c as a vector-valued image c t,f ∈ {−1, 0, 1}
Ns , where N s is the number of electrode pairs. For a symmetric synchrony measure (such as the MPD), where μ t,f,e1,e2 = μ t,f,e2,e1 , one can reduce the number of non-redundant electrode pairs to N s = N e (N e − 1)/2 by considering only those pairs where e 1 < e 2 .
Seeded Region-Growing Algorithm
For the region-growing algorithm, a representative synchrony pattern (RSP) is computed for each region. The algorithm takes a pixel from the border of some region, and compares its neighbors to the region's RSP (according to a suitable distance function). Any neighbors that are sufficiently similar to the RSP are included in the region, and the RSP is recomputed. This process is iterated until no region can be further expanded.
An adequate distance function for our data is given by
where p, q ∈ {−1, 0, 1} Ns are two SP's, δ is the Kronecker delta function, and w s is the weight assigned to the s-th electrode pair. In particular, we use the reciprocal of the inter-electrode distance as weight. We also define the average neighbor distance (AVD)d(t, f ), aŝ
where N (t, f ) is the set of points neighboring (t, f ), which, in our case, contains only the nearest neighbors of (t, f ). The AVD roughly measures the local homogeneity of the SP's observed around some point (t, f ). The region-growing algorithm computes a region label field l t,f , which indicates the region to which each point (t, f ) belongs. The value -1 represents an unlabeled pixel; therefore, we first initialize l t,f = −1 for all t, f . The algorithm then finds a suitable seed (i.e., a pixel within an homogeneous region) and grows it as described above. Seed selection is performed by choosing the pixel with the lowest AVD (highest local homogeneity) among a set of candidates, which consist of all unlabeled pixels whose neighbors are also unlabeled.
Specifically, to find and grow a new seed into a region, the algorithm performs the following steps:
1. Let S be the set of all unlabeled points (t, f ) ∈ L whose neighbors are also unlabeled, and let (t * , f * ) = arg min (t,f )∈S d (t, f ) be the new seed.
2. Assign a new label k (i.e., such that, at this point, l t,f = k for all t, f ) to the new seed. Let l t * ,f * = k. 3. Initialize the RSP r k of region k with the SP corresponding to the seed point.
In other words, let r k = C t * ,f * . 4. Initialize a priority queue Q and insert the seed (t * , f * ) in Q with a priority given by −d(t * , f * ). 5. While Q is not empty, do the following:
(a) Pull the highest-priority point (t, f ) from Q. 
for s = 1, . . . , N s .
Bayesian Regularization
Some of the regions obtained by region-growing may show holes (i.e., unlabeled points inside the region) or rough edges. This can be corrected by performing a regularization stage after all seeds have been grown. A technique that produces very good results is the Bayesian classification with a prior Markov random field (MRF) model [16] for the label field l. Under this model, the probability of observing l given the data c is
where Z is a constant that does not depend on l, and U (l) is the energy function, which in our case is given by (11) where λ t and λ f are the time and frequency granularity parameters, respectively, V is the Ising potential function, which is given by
where (t, f ) and (t , f ) are two adjacent sites, and Λ is a pseudo-likelihood function defined as
is the probability of observing class q for the electrode pair s over region k. Given an approximate initial segmentation (which can be obtained from the region-growing algorithm), one can estimate these probabilities simply by counting, for each region k and electrode pair s, the number of occurrences of class q.
Regularization of the label field l is achieved by minimizing U (l). We do this by computing the Maximizer of Posterior Marginals (MPM) estimator using the Gibbs sampling algorithm [16] with the segmentation obtained from the regiongrowing stage as starting point.
Visualization
The results of our methodology are displayed using two graphics: one showing the regions in the TF plane obtained from the segmentation, and the other showing the RSP's corresponding to those regions. The RSP's are plotted using multitopographic displays [6] , which consist of a large head diagram where, at each electrode site, a smaller head diagram is displayed with the spatial distribution of the synchronization between the corresponding electrode and every other site (i.e., the columns of the RSP in its matrix form). However, in the case of high density EEG, plotting a head diagram for each electrode would lead to illegible results. One solution consists in grouping the electrodes in fewer cortical areas, which can be obtained, for example, from a Voronoi partition whose centers are the 19 standard sites of to the 10-20 placement system (see below). A representative pattern is thus computed for each area as the average or item-by-item mode of the data vectors corresponding to the electrodes within the area.
Results
For illustrative purposes, we have applied the methodology described above to EEG data from a Go/NoGo task [17] designed to study the inhibition of the motor response. During this task, uppercase letters are shown on a screen, one at a time. The subject is instructed to respond by pressing a button only if an X that has been preceded by an O appears. This is the Go condition. Any letter different than X which has been preceded by an O accounts for the NoGo condition, as it originates the inhibition of the motor response. EEG was sampled with 120 electrodes each 5 ms. Ten subjects participated in the experiment, resulting in N r = 400 trials for the Go condition and N r = 356 for NoGo. The duration of each trial is 2560 ms with the stimulus onset at 1000 ms. Therefore, the parameters for this experiment are N t = 512, T s = 200, f s = 200 Hz, and N e = 120.
All our tests were made in a 2.4 GHz Intel dual core workstation. The class label field c corresponding to each condition was pre-computed and stored on disk, a process which took various hours due to the amount of data being processed. Figure 2 presents a TFT synchrony increase histogram H t,f,e = Ne e =1 δ(c t,f,e,e − 1). The segmentation and regularization algorithms were applied to the c fields using different homogeneously-spaced subsets of the 120 electrodes in order to evaluate the performance of our method with respect to the electrode density. The subsets were obtained using the following procedure: We obtained five different electrode montages of sizes 19, 38, 67, 96, and 120, all of which are shown in Figure 1 . We then proceeded to perform the segmentation and regularization for both conditions, using only the electrode data from each subset. The segmentation parameters are = 0.3, λ t = 2, and λ f = 0.7. The number of seeds/regions was 12, one of them used for labeling the prestimulus segment. For the regularization stage, good results were obtained with 500 Gibbs sampler iterations (every pixel (t, f ) is visited once in each iteration). Results for the Go condition (post-stimulus only), using 19 and 120 electrodes, are shown in Figures 2b and 2c , respectively. All RSP's were computed using the 120 electrodes. Note that the regions obtained from the 120-electrode segmentation coincide, to great extent, with homogeneous regions in the TFT map.
One can observe that relatively similar results are obtained with different electrode subsets, particularly in the case of larger regions. Some smaller regions, however, differ considerably between the 19-electrode and the 120-electrode segmentation: in some cases, for example, two regions with similar RSP's in the 19-electrode segmentation are combined into a single region when using 120 electrodes. Similar observations can be made from the results corresponding to the NoGo condition.
Segmentation times for all cases are presented in Table 1 . Note that the segmentation time increases more or less quadratically with the number of electrodes, whereas the regularization time barely increases. In fact, the regularization time does not depend on the number of electrodes, except during the initialization, when the log-likelihoods are pre-computed. One could therefore obtain a very quick, rough segmentation for preview purposes and parameter adjusting by using fewer electrodes and possibly no regularization; once the optimal parameters are found, one can use the full electrode set and Bayesian regularization to obtain a high-quality segmentation.
Conclusions
In this paper, we discuss an efficient visualization system for the exploratory analysis of EEG synchronization patterns, and evaluate its performance with high electrode-density EEG data. This visualization is performed by segmenting the time-frequency space in regions with relatively homogeneous synchrony patterns, using a seeded region-growing algorithm with automatic seed selection. Bayesian regularization is also applied to improve the quality of the results. The rationale of this methodology is that a constant SP, which is observed over a relatively large time-frequency window, may be associated to a task-related neural process. Preliminary results with high electrode-density data show that segmentation time increases linearly with the number of lead pairs under analysis, whereas regularization time is nearly independent of the electrode density (it is mostly dependent on the number of regions). Very good results with 120 channels can be obtained in only a few minutes with a current off-the-shelf computer, whereas rough results for preview purposes are obtained in only a few seconds by limiting the analysis to fewer electrodes and reducing the number of iterations in the regularization stage.
