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Abstract
We theoretically analyse D.C. resistivity(ρ) in the Kondo-lattice model using the pow-
erful memory function approach. The complete temperature evolution of ρ is investi-
gated using the Wo¨lfle-Go¨tze expansion of the memory function. The resistivity in this
model originates due to spin-flip magnetic scattering of conduction s-electron off the quasi-
localized d or f electron spins. We find the famous resistivity upturn at lower temperature
regime (kBT << µd), where µd is the effective chemical potential of d-electrons. In the
high temperature regime (µd << kBT ) we discover that ρ ∝ T
3
2 . The worked out theory is
quantitatively compared with experimental data and reasonably good agreement is found.
1 Introduction
In heavy fermion materials such as CeCu2Si2, CeCu2Ge2, URu2Si2, UPd2Al3 etc. [1, 2] and
also in nano-scale granular aluminum [3] at sufficiently high temperatures (T > TK), where TK
is the Kondo temperature) it becomes possible to divide the electronic system into two com-
ponents: (1) mobile or conduction s-electrons, and (2) localized d or f moments. The localized
moments leads to the typical curie susceptibility (χ ∝ 1
T
) and the itinerant s-electrons provide
the electrical conduction. As temperature is lowered the conduction electron spins start to quan-
tum mechanically hybridize with the localized d or f -moments. At sufficiently low temperature
TK , conduction electrons and localized f moments form what is known as Kondo singlets. The
process of hybridization is gradual one starting from higher temperature where f -moments are
free, to very low temperature (T << TK) where f -moments form spin singlets with conduc-
tion s electrons. In this very low temperature regime emerges ”hybridized electrons”. These
”hybridized electrons” are very heavy (their mass is many order of magnitude larger than free
electron electron mass). Thus these systems are called heavy Fermion systems. It turns out
that the Fermi volume contains both the conduction s-electrons and the ”localized” f or d elec-
trons in the T < TK , and the superconducting transition happens in these ”heavy electrons”[4].
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However, in the high temperature regime Fermi volume contains only the conduction electrons
(not the localized f or d-moments)[1, 2].
The current investigation is devoted to a different problem of electrical conduction in such
systems. In the current investigation which is valid for T > TK we study the scattering of con-
duction s-electrons via the quasi-localized f -moments. Our aim is to calculate the temperature
dependence of the electrical resistivity originating from magnetic scattering.
Resistivity from magnetic scattering is a well know phenomenon. The Kondo effect of
resistivity minimum in materials containing magnetic impurities such as AuFe is well studied[5,
6, 7]. It occurs due to spin flip scattering of conduction electrons via spin flips of localized
magnetic impurity spin. J. Kondo explained it using second order perturbation theory [5, 6, 7].
In other words it takes into account the spin flip of the impurity and scattering electron as an
intermediate state:∑
k′
J(k ↓, ↑→ k′′ ↑, ↓).J(k′′ ↑, ↓→ k′ ↓, ↑)(1− fk′′)
ǫk − ǫk′ , (1)
where the factor 1 − fk′′ represents the probability that the state |k′′〉 is empty. The above
term represents the scattering of an electron with wavevector k and spin state | ↓〉 and the
impurity in spin state | ↑〉 into an intermediate state having electron with wavevector k′′ but
flipped spins for both the impurity and the electron. Then from this intermediate state electron
scatters to a final state with wavevector k′ with one more flips of electron and impurity spins,
such that the spin states returns back to its original form. As is well known the resistivity due
to above Kondo term scales as log(T ) [5, 6, 7, 8]. However, this calculation does not capture
full temperature evolution of resistivity. Our calculation using memory function formalism
incorporates the above Kondo term and we analytically obtain the full temperature dependence
of the resistivity including the high temperature behaviour(ρ ∝ T 32 ). In our calculation the
coupling of s-electrons with quasi-localized d or f -moments is taken to be the Kondo Coupling.
We treat d or f electrons as quasi-localized instead of perfectly localized ones as considered in the
standard Kondo problem. Perfect localization of f or d electrons occurs in the integer valence
compounds (at half filling)[1]. Due to integer valence and strong onsite Coulomb repulsion
(Hubbard U) double occupancy at a given site is prohibited. In our calculation we consider
systems away from integer valence and d or f electrons are treated as quasi-localized, and they
form a small Fermi surface ( refer to section 2 and appendix A). The coupling Hamiltonian is
the Kondo lattice Hamiltonian also known in the literature as s-d Hamiltonian:
Hsd =
J
N
∑
k′k
{
a
†
k′↑ak↓S
−(k′ − k) + a†k′↓ak↑S+(k′ − k) + (a†k′↑ak↑ − a†k′↓ak↓)Sz(k′ − k)
}
(2)
Here a†k′↑ak↓ are the operators of s-electrons and S
−(k′−k) is the spin lowering operator of d-or
f electrons (S−(q) =
∑
k a
∗
k+q↓ak↑) .
Another novelty of our calculation over the published calculations of electrical resistivity
[9, 10, 11, 12, 13, 14, 15, 16] is that it is manifestly beyond the Relaxation Time Approximation
(RTA) which is taken into account in the memory function formalism [19, 20] (our main tool
in the current investigation) and full temperature evolution of the resistivity can be calculated
whereas in the refs [9, 10, 11, 12, 13, 14, 15, 16] resistivity is calculated either using the vari-
ational solution of the Block-Boltzmann equation or the iterative approximate method[17, 19].
The problem with the Bloch-Boltzmann approach is that the full temperature evolution of re-
sistivity is difficult to obtain analytically (only in low and hight temperature limits (say, with
respect to the Debye temperature), the collision integral can be analytically simplified). Within
the memory function formalism, we could analyse the full temperature evolution of resistivity
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rigorously and point out two regimes of interest: In the low temperature regime (kBT << µd),
we find an upturn in the resistivity and in the high temperature regime (kBT >> µd), we find
that ρ ∝ T 32 . We compare our theory with the experimental data of ref. [3] and find good
agreement.
2 Computational procedure using MF formalism
In Kubo’s linear response theory, the dynamical conductivity is given by
σµν(ω) = V
∫ ∞
0
dteiωt
∫ β
0
dλ〈Jµ(−i~λ)Jν(t)〉. (3)
This is called the Kubo formula [18, 19, 20]. By using the Mori-Zwanzig projection operator
technique the above Kubo formula can be rewritten in the following form[19, 20]
σµν(z) = i
ω2p
4π
1
z +Mµν(z)
. (4)
Here Mµν(z) is called the memory function and z is the complex frequency (z = ω + iδ). Thus
the problem of computation of the dynamical conductivity boils down to the computation of the
memory function Mµν(z). Within the Go¨tze-Wo¨lfle approach the memory function is computed
using the equation of motion method and a perturbative expansion of the memory function. All
the technical details are given in refs.[19, 20] here we outline the approach. It turns out that
M(z) ≃ 1
z
(
ne2
m
)[〈〈J˙1; J˙1〉〉z − 〈〈J˙1; J˙1〉〉0] (5)
where
J˙1 = − i
~
[J1, H ] (6)
The total Hamiltonian is H = H0 +Hsd and H0 is the free electron unperturbed part and Hsd
is defined in eqn (2). The double brackets are defined as
〈〈Oˆ1; Oˆ2〉〉 = iV
~
∫ ∞
0
dteizt〈[Oˆ1(t), Oˆ2(0)]〉 (7)
Here < ... > means canonical ensemble average. The operator Oˆ(t) is in the Heisenberg
representation Oˆ(t) = eiHtOˆ(0)e−iHt. The current density operator is J1 = 1V
∑
kσ evka
†
kσakσ
where vk =
1
~
∂ǫk
∂k
and V is the volume of the sample. With this information equation (6) takes
the form:
J˙1 = −i e
~V
∑
l,σ
∑
k′k
[
v1(l)a
†
lσalσ,
J
N
∑
k,k′
{
a
†
k′↑ak↓S
−(k′ − k) + a†k′↓ak↑S+(k′ − k) +
(a†k′↑ak↑ − a†k′↓ak↓)Sz(k′ − k)
}]
(8)
The current operator commutes with the unperturbed Hamiltonian, hence we are left with
terms containing Hsd which is treated as a perturbation. Using Leibniz’s bracket rule [ab, c] =
a{b, c} − {a, c}b, the above expression reduces to
J˙1 = − i
~
eJ
NV
∑
k′k
(
v1(k
′)− v1(k)
)(
a
†
k′↑ak↓S
−(k′ − k) + a†k′↓ak↑S+(k′ − k)
)
. (9)
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Define the correlator φ(z) = 〈〈J˙1; J˙1〉〉:
φ(z) =
−e2J2
N2~2V 2
∑
k′k
∑
pp′
(
v1(k
′)− v1(k)
)(
v1(p)− v1(p′)
)
〈〈a†k′↑ak↓S−(k′ − k) +
a
†
k′↓ak↑S
+(k′ − k) ; a†p↑ap′↓S−(p− p′) + a†p↓ap′↑S+(p− p′)〉〉. (10)
Then the memory function (5) can be written as M(z) ≃ 1
z
(ne
2
m
)(φ(z)−φ(0)). This is called the
Go¨tze-Wo¨lfle memory function approximation [19, 20]. Now for the computation of memory
function we need to compute the correlator(φ(z))
φ(z) = 〈〈J˙1; J˙1〉〉 = iV
~
∫ ∞
0
eizt〈 [J˙1(t); J˙1(0)] 〉dt. (11)
The correlation function φ(z) can be simplified to
φ(z) =
−e2J2
N2~2V 2
∑
k′k
∑
pp′
(
v1(k
′)− v1(k)
)(
v1(p)− v1(p′)
){
〈〈a†k′↑ak↓S−(k′ − k); a†p↓ap′↑S+(p− p′)〉〉
+ 〈〈a†k′↓ak↑S+(k′ − k); a†p↑ap′↓S−(p− p′)〉〉
}
, (12)
as the cross-terms of the form 〈〈a†k′↑ak↓S−(k′−k); a†p↑ap′↓S−(p−p′)〉〉 vanish [19, 20]. We separate
the function φ(z) into two sub functions φ1(z) and φ2(z) for simplification. The first function
takes the form:
φ1(z) = −i e
2J2
N2~3V
∑
k′k
∑
pp′
(
v1(k
′)− v1(k)
)(
v1(p)− v1(p′)
)∫ ∞
0
dteizt〈[a†k′↑(t)ak↓(t)S−(k′ − k, t),
a
†
p↓ap′↑S
+(p− p′)]〉 (13)
It is to be noted the impurity and conduction electron spin flip terms of the form of eqn (2)
are incorporated in the commutator in the above equation (13) that is a†k′↑(t)ak↓(t)S
−(k′ −
k, t), a†p↓ap′↑S
+(p − p′) etc. We write the time dependence of operators explicitly as a†k′↑(t) =
e
iǫ
k′
t
~ a
†
k′↑(0) for s-band mobile electrons
i. For d− band density operators we write S−(k′−k, t) =
e−iωk′−ktS−(k′− k, 0). In the present case ~ωk′−k represents the spin flip energy of an excitation
of the quasi localized of d or f electrons. Dispersion of the magnetic excitation created by
operators S−(q) and S+(q) is assumed to be of the form ~ωq ∝ q2 in the long wavelength
limit which we use in the present calculation[10]. Next on performing the time integration and
applying anticommutating Leibniz ruleii to the Fermion operators in equation (13) we obtain
φ1(z) = C1
∑
k′k
∑
pp′
(
1
ǫs
k′
~
− ǫsk
~
− ωk′−k + z
)
(
v1(k
′)− v1(k)
)(
v1(p)− v1(p′)
)
〈(−a†k′↑ak↓a†p↓ap′↑)
[S−(k′ − k), S+(p− p′)] + 〈{a†k′↑ak↓, a†p↓ap′↑}S+(p− p′)S−(k′ − k)〉. (14)
iAs a†k′↑(t) is in the Heisenberg representation, it should be written as a
†
k′↑(t) = e
iǫT
k′
t
~ a
†
k′↑(0), where ǫ
T
k′ is the
eigenvalues of the total Hamiltonian H = H0 +Hsd. But we have replaced ǫ
T
k′ with ǫk′ which is the eigenvalue
of the unperturbed or free electron Hamiltonian H0. This approximation is valid as the perturbation Hsd is
assumed weaker (weak coupling limit of J) also refer to [20].
ii{ab,cd}=a{b,c}d-ac{b,d}+{a,c }db-c{a,d}b
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Here C1 =
e2J2
N2~3V
. We write 〈a†k′↑ak↓a†p↓ap′↑〉 = 〈a†k′↑(δkp − a†p↓ak↓)ap′↑〉 and use bracket ruleii to
solve factor 〈{a†k′↑ak↓, a†p↓ap′↑}〉. On simplifying, using the properties of delta functions δk,p and
δk′,p′, we get:
φ1(z) = − C1
∑
k′k
(
1
ǫs
k′
~
− ǫsk
~
− ωk′−k + z
)(v1(k
′)− v1(k))2
[
f sk′↑(1− f sk↓)〈{S−(k′ − k), S+(k − k′)}〉
+ (f sk′↑ − f sk↓)〈S+(k − k′)S−(k′ − k)〉
]
. (15)
Here f sk′↑ = 〈a†k′↑ak′↑〉 is the Fermi function of the s-band electrons. The spin density operators
of d-band transforms the expression (15) to [refer to appendix A]
φ1(z) = − C1
∑
k′k
(
1
ǫs
k′
~
− ǫsk
~
− ωk′−k + z
)(v1(k
′)− v1(k))2
[
f sk′↑(1− f sk↓)
∑
kd,k
′
d
(f dkd↑ − f dk′d↓)−
(f sk↓ − f sk′↑)
∑
kd,k
′
d
f dkd↑(1− f dk′d↓)
]
. (16)
Similary write φ2(z) part from equation (12) :
φ2(z) = − e
2J2
N2~3V 2
∑
k′k
∑
pp′
(
v1(k
′)− v1(k)
)(
v1(p)− v1(p′)
)
〈〈a†k′↓ak↑S+(k′ − k) ;
a
†
p↑ap′↓S
−(p− p′)〉〉. (17)
Again following the similar steps that are followed for the calculation of φ1(z), we obtain ex-
pression for φ2(z) as:
φ2(z) = − C1
∑
k′k
(
1
ǫs
k′
~
− ǫsk
~
− ωk′−k − z
)
(
v1(k
′)− v1(k)
)2[
f sk′↑(1− f sk↓)
∑
kd,k
′
d
(f dkd↑ − f dk′d↓)−
(f sk↓ − f sk′↑)
∑
kd,k
′
d
f dkd↑(1− f dk′d↓)
]
. (18)
We drop the spin notation in Fermi functions as there is no Zeeman splitting(no external and
internal magnetic fields present). The total φ(z) takes the form:
φ(z) = − e
2J2
N2~3V
∑
k′k
(v1(k
′)− v1(k))2
{
f sk′(1− f sk)
∑
kd,k
′
d
(f dkd − f dk′d)− (f
s
k − f sk′)×
∑
kd,k
′
d
f dkd(1− f dk′d)
}[
1
ǫk′
~
− ǫk
~
− ωk′−k + z +
1
ǫk′
~
− ǫk
~
− ωk′−k − z
]
.
(19)
3 Computation of the Memory Function in the DC limit
Our aim is to determine the dynamical conductivity σ(z) that depends on the Memory function,
therefore writing φ(z) in terms of M(z) using formula M(z) = 1
z
m
ne2
(φ(z)− φ(0)), we obtain
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M(z) = − J
2m
N2~3nV ω
∑
k′k
(v1(k
′)− v1(k))2
{
f sk′(1− f sk)
∑
kd,k
′
d
(f dkd − f dk′d)− (f
s
k − f sk′)
∑
kd,k
′
d
f dkd(1− f dk′d)
}
[
1
ǫk′
~
− ǫk
~
− ωk′−k + z +
1
ǫk′
~
− ǫk
~
− ωk′−k − z −
1
ǫk′
~
− ǫk
~
− ωk′−k −
1
ǫk′
~
− ǫk
~
− ωk′−k
]
(20)
Where M(z) = M(ω ± i0) = M ′(ω) ± iM ′′(ω). Here we are interested in the imaginary part
of the memory function [19, 20]. The use of identity limη→0 1a∓iη = P(
1
a
) ± iπδ(a) transforms
the expression (20)iii into delta function form. On comparing imaginary part of the above
expression, we get
M ′′(ω) =
J2mπ
N2~3nV ω
∑
k′k
(v1(k
′)− v1(k))2{f sk′(1− f sk)
∑
kd,k
′
d
(f dkd − f dk′d)−
(f sk − f sk′)
∑
kd,k
′
d
f dkd(1− f dk′d)}[δ(
ǫk′
~
− ǫk
~
− ωk′−k + ω)− δ(ǫk
′
~
− ǫk
~
− ωk′−k − ω)].
(21)
Using the momentum conservation ~k′ − ~k = ~k′d − ~kd = ~q, write ~k′ and ~k′d in terms of ~k + ~q and
~kd + ~q. Also write (v1(k
′) − v1(k))2 = ~2m2 (~k′ − ~k)2. To deal with the magnitude of (~k′ − ~k),
i.e. |~k′ − ~k| insert an integral dqδ(~q − |~k′ − ~k|) over q into equation (21) which simplify the
calculation greatly. Using the spatial isotropy in the present free electron case we can write
v2 = (v2x + v
2
y + v
2
z) = 3v
2
x. Converting sums into integrals for k and k
′ using 1
V
∑ → ∫ d3k
(2π)3
,
the above equation can be written as
M ′′(ω) =
J2πV
3N2mn
∫ ∞
0
dq
ω
q2
∫ ∞
0
d3k
(2π)3
∫ ∞
0
d3k′
(2π)3
δ(~q − |~k′ − ~k|)F (f sk , f sk′, f dkd, f dk′d)
[δ(ǫk+q − ǫk − ~ωq + ~ω)− δ(ǫk+q − ǫk − ~ωq − ~ω)]. (22)
Here, we write F (f sk , f
s
k′, f
d
kd
, f dk′
d
) as short hand notation for Fermi distribution function inside
the curly braces. Write
∫
d3k = 4π
∫
k2dk,
∫
d3k′ = 2π
∫
k′2dk′
∫ π
0
sin θdθ (take k as pointing
along the z−direction). Therefore M ′′(ω) takes the form
M ′′(ω) =
2J2πV
3N2mn
(2π)2
(2π)6
∫ ∞
0
dq
ω
q2
∫ ∞
0
k2dk
∫ ∞
0
k′2dk′
∫ π
0
sin θdθδ(q −
√
(k′2 + k2 − 2k′k cos θ))
∑
kd,k
′
d
F (f sk , f
s
k′, f
d
kd
, f dk′
d
)[δ(ǫk+q − ǫk − ~ωq + ~ω)− δ(ǫk+q − ǫk − ~ωq − ~ω)]. (23)
To simplify further, we shift momentum integral variables into energy variables k2 = 2mǫ
~2
and
dk = 1
~
√
m
2ǫ
dǫ. On writing ǫk as ǫ and ǫk′ as ǫ
′ changes the expression to
M ′′(ω) =
2J2V m2
3N2~6n
1
(2π)3
∫ ∞
0
dqq2
ω
∫ ∞
0
√
ǫdǫ
∫ ∞
0
√
ǫ′dǫ′
∫ π
0
sin θdθ ×
δ(q −
√
2m
√
(ǫ′ + ǫ− 2
√
ǫ′ǫ cos θ))
∑
kd
F (f sk , f
s
k′, f
d
kd
, f dk′
d
)×
[δ(ǫk+q − ǫk − ~ωq + ~ω)− δ(ǫk+q − ǫk − ~ωq − ~ω)]. (24)
iiilimη→0
1
ǫk′−ǫk−ωq+ω±iη
= P( 1
ǫk′−ǫk−ωq+ω
)∓ iπδ(ǫk′ − ǫk − ωq + ω)
6
On performing the θ integral the above expression (appendix B) reduces to the form
M ′′(ω) =
1
4π3
J2Vm2
3N2~6n
∫ qD
0
dqq2q
k2sω
∫ ∞
0
√
ǫdǫ
∫ ∞
0
dǫ′
√
ǫ′{f sk+q(1− f sk)
∑
kd
(f dkd − f dkd+q)−
(f sk − f sk+q)
∑
kd
f dkd(1− f dkd+q)} [δ(ǫk+q − ǫk − ~ωq + ~ω)− δ(ǫk+q − ǫk − ~ωq − ~ω)].
(25)
By using f(x)δ(x − a) = f(a)δ(x − a) we remove ǫk′ from the Fermi functions and integrate
over ǫk′ which we simply write ǫ
′
M ′′(ω) = p0
∫ qD
0
dqq3
∫ ∞
0
dǫ
√
ǫ
ω
[√
ǫk + ~ωq − ~ω
∑
kd
{
f s(ǫk + ~ωq − ~ω)(1− f s(ǫk))×
∑
kd
(f d(ǫkd)− f d(ǫkd+q))− (f s(ǫk)− f s(ǫk + ~ωq − ~ω))
∑
kd
f d(ǫkd)(1− f d(ǫkd+q))
}
−
√
ǫk + ~ωq + ~ω
{
f s(ǫk + ~ωq + ~ω)(1− f s(ǫk))
∑
kd
(f d(ǫkd)− f d(ǫkd+q))−
(f s(ǫk)− f s(ǫk + ~ωq + ~ω))
∑
kd
f d(ǫkd)(1− f d(ǫkd+q))
}]
,
(26)
where the prefactors p0 =
1
4π3
J2V m2
3N2~6nq2s
. Define ǫsk = ǫ, f
1
d =
∑
kd
(
f d(ǫkd) − f d(ǫkd+q)
)
and
f 2d =
∑
kd
f d(ǫkd)(1− f d(ǫkd+q)). With these definitions, we have
M ′′(ω, T ) = p0
∫ qD
0
dqq3
{∫ ∞
0
dǫ
√
ǫ
ω
[√
ǫ+ ~ωq − ~ωf s(ǫ+ ~ωq − ~ω)(1− f s(ǫ))︸ ︷︷ ︸
term(T1)
−
√
ǫ+ ~ωq + ~ω︸ ︷︷ ︸
term(T2)
f s(ǫ+ ~ωq + ~ω)(1− f s(ǫ))
]
︸ ︷︷ ︸
term(T2)
f 1d (q) +
∫ ∞
0
dǫ
√
ǫ
ω
[√
ǫ+ ~ωq + ~ω(f
s(ǫ)− f s(ǫ+ ~ωq + ~ω))︸ ︷︷ ︸
term(T3)
−√ǫ+ ~ωq − ~ω(f s(ǫ)− f s(ǫ+ ~ωq − ~ω))
]
︸ ︷︷ ︸
term(T4)
f 2d (q)
}
. (27)
This is important general expression of imaginary part of the Memory Function, which is valid
for all frequencies and all temperature regimes. In what follows, we analyze the above expression
in the D.C. limit and study the temperature dependence of the imaginary part of the memory
function. For performing the limit ω → 0, we rewrite the main result (equation 27) in the
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following way:
M ′′(ω) = p0
∫ qD
0
dqq3
[ ∫ ∞
0
dǫ
√
ǫ×
( √
ǫ+ ~ωq − ~ωf s(ǫ+ ~ωq − ~ω)−
√
ǫ+ ~ωq + ~ωf
s(ǫ+ ~ωq + ~ω)
ω︸ ︷︷ ︸
Te1
)
×(1− f s(ǫ))f 1d (q) +
∫ ∞
0
dǫ
√
ǫ
( √
ǫ+ ~ωq + ~ω −
√
ǫ+ ~ωq − ~ω
ω︸ ︷︷ ︸
Te2
)
f s(ǫ)f 2d (q) +
∫ ∞
0
dǫ
√
ǫ
(√
ǫ+ ~ωq − ~ωf s(ǫ+ ~ωq − ~ω)−
√
ǫ+ ~ωq + ~ωf
s(ǫ+ ~ωq + ~ω)
ω
)
f 2d (q)
]
.
(28)
On performing the limit ω → 0 for term (Te1) we have
∂Te1
∂ω
|ω=0 = −~f
s(ǫ+ ~ωq − ~ω)
2
√
ǫ+ ~ωq − ~ω
+
√
ǫ+ ~ωq − ~ω∂f
s(ǫ+ ~ωq − ~ω)
∂ω
|ω=0 − ~f
s(ǫ+ ~ωq + ~ω)
2
√
ǫ+ ~ωq + ~ω
−√ǫ+ ~ωq + ~ω∂f s(ǫ+ ~ωq + ~ω)
∂ω
|ω=0
= −~f
s(ǫ+ ~ωq)√
ǫ+ ~ωq
+ 2~β
√
ǫ+ ~ωq
eβ(ǫ+~ωq−µs)
(eβ(ǫ+~ωq−µs) + 1)2
(29)
and for term (Te2), we have
∂Te2
∂ω
|ω=0 = ~
2
√
ǫ+ ~ωq + ~ω
|ω=0 + ~
2
√
ǫ+ ~ωq − ~ω
|ω=0 = ~√
ǫ+ ~ωq
. (30)
Substituting the above expressions into eqn (28) we obtain the memory function in the D.C.
limit
M ′′(T ) = p0~
∫ qD
0
dqq3
[ ∫ ∞
0
dǫ
√
ǫ
(
− f
s(ǫ+ ~ωq)√
ǫ+ ~ωq
+ 2β
√
ǫ+ ~ωq
eβ(ǫ+~ωq−µs)
(eβ(ǫ+~ωq−µs) + 1)2
)
×
(1− f s(ǫ))f 1d (q) +
∫ ∞
0
dǫ
√
ǫ√
ǫ+ ~ωq
f s(ǫ)f 2d (q) +
∫ ∞
0
dǫ
√
ǫ
(
− f
s(ǫ+ ~ωq)√
ǫ+ ~ωq
+
2β
√
ǫ+ ~ωq
eβ(ǫ+~ωq−µs)
(eβ(ǫ+~ωq−µs) + 1)2
)
f 2d (q)
]
(31)
There are a couple of reasonable assumptions which we would like to use to simplify the above
expression: (1) The above expression can be simplified as kBT << µs (chemical potential for
s-electrons) at temperature of interest (µs ≃ 10eV and room temperature is ∼ 140eV ). (2)
~ωq << µs, that is, the energy scale of magnetic excitation (which is in meV ) is much less
than µs(∼ 10eV ). On implementing the second assumption in the Fermi function f s(ǫ+~ωq) =
1
eβ(ǫ+~ωq−µs)+1
lead to f s(ǫ) and the above expression becomes
M ′′(T ) = p0~
[
2β
∫ qD
0
dq q3
∫ ∞
0
dǫ
√
ǫ
√
ǫ+ ~ωqf
s(ǫ)(1 − f s(ǫ))[(1− f s(ǫ))f 1d (q) + f 2d (q)]
−
∫ qd
0
dq q3
∫ ∞
0
dǫ
√
ǫ
f s(ǫ)√
ǫ+ ~ωq
(1− f s(ǫ))f 1d (q)
]
(32)
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Next, on implementing the first assumption kBT << µs, we notice that factors of the form
f s(ǫ)(1 − f s(ǫ)) are approximately like delta functions peaking at µs. Thus the relevant range
of the ǫ is around µs with width of order kBT . Observing this fact we can write
√
ǫ+ ~ωq ≃
√
ǫ
as ~ωq << µs:
M ′′(T ) = p0~
[
2β
∫ ∞
0
dǫ
√
ǫ
√
ǫ f s(ǫ)(1− f s(ǫ))
(
(1− f s(ǫ))
∫ qd
0
dq q3f 1d (q)︸ ︷︷ ︸
I1(T )
+
∫ qd
0
dq q3f 2d (q)︸ ︷︷ ︸
I2(T )
)
−
∫ ∞
0
dǫ
√
ǫ
f s(ǫ)√
ǫ
(1− f s(ǫ))
∫ qd
0
dq q3f 1d (q)︸ ︷︷ ︸
I1(T )
]
(33)
Or
M ′′(T ) = p0~
[
2β
∫ ∞
0
dǫǫ f s(ǫ)(1− f s(ǫ))
(
(1− f s(ǫ))I1(T ) + I2(T )
)
−∫ ∞
0
dǫ f s(ǫ)(1 − f s(ǫ))I1(T ) (34)
Integrals over ǫ can be performed using the properties of delta functions f s(ǫ)(1 − f s(ǫ)) ≃
1
β
δ(ǫ− µs):
M ′′(T ) =
p0~
β
[
(βµs − 1)I1(T ) + 2βµsI2(T )
]
(35)
As βµs >> 1, we get
M ′′(T ) = p0~µs
[
I1(T ) + 2I2(T )
]
(36)
where
I1(T ) =
∫ qD
0
dq q3f 1d (q), (37)
and
I2(T ) =
∫ qD
0
dq q3f 2d (q). (38)
The above simplified expression (eqn 36) is our main result in the DC limit. Our next aim is to
reduce the expression for I1(T ) and I2(T ). For this we take the long wavelength approximation
(small q expansion). It can be shown (refer to Appendix C) that f 1d (ǫd) in long wavelength limit
q → 0 can be written as
f 1d (ǫd) =
V q2
4π2
√
2m
~
[
β
∫ ∞
0
dǫd
√
ǫde
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
+
2
3
β2
∫ ∞
0
dǫdǫ
3
2
d e
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
− 4
3
β2
∫ ∞
0
dǫǫ
3
2 e2β(ǫd−µd)
(eβ(ǫd−µd) + 1)3
]
,
(39)
on substituting the above expression of f 1d (ǫd) into eqn (37) we get
I1(T ) =
q6D
6
V
4π2
√
2m
~
[
β
∫ ∞
0
dǫd
√
ǫde
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
+
2
3
β2
∫ ∞
0
dǫdǫ
3
2
d e
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
− 4
3
β2
∫ ∞
0
dǫǫ
3
2 e2β(ǫd−µd)
(eβ(ǫd−µd) + 1)3
]
. (40)
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Similarly f 2d can be simplified (refer to appendix D) and the simplified expression of f
2
d can be
substituted into eqn (38). The result is
I2(T ) =
V
(2π)2
(2m)
3
2
~3
∫ qD
0
dq q3
∫ ∞
0
dǫd
√
ǫde
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
+ I1(T ), (41)
on substituting expressions of I1(T ) and I2(T ) into eqn (36) we have
M ′′(T ) =
1
12π3
J2V 2m2
N2~5nq2s
µs
{
3q6D
6
1
4π2
√
2m
~
(
β
∫ ∞
0
dǫd
√
ǫde
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
+
2
3
β2 ×
∫ ∞
0
dǫdǫ
3
2
d e
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
− 4
3
β2
∫ ∞
0
dǫǫ
3
2 e2β(ǫd−µd)
(eβ(ǫd−µd) + 1)3
)
+
q4D
(2π)2
(2m)
3
2
2~3
∫ ∞
0
dǫd
√
ǫde
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
}
,
(42)
transforms the variables in all the integrands to x = β(ǫd − µd):
M ′′(T ) =
1
12π3
J2V 2m2
N2~5nq2s
µs
{
q6D
8π2
√
2mµs
~
(
1√
βµs
∫ ∞
−βµd
dx
√
x+ βµd
ex
(ex + 1)2
+
2
3
1√
βµs
∫ ∞
−βµd
dx(x+ βµd)
3
2
ex
(ex + 1)2
− 4
3
1√
βµs
∫ ∞
−βµd
dx(x+ βµd)
3
2
e2x
(ex + 1)3
)
+
q4D
8π2
(2mµs)
3
2
~3
1
(βµs)
3
2
∫ ∞
−βµd
dx
√
x+ βµd
ex
(ex + 1)2
}
. (43)
We write
√
2mµs = ~qs and (2mµs)
3
2 = ~3q3s . The above expression attains the form
M ′′(T ) =
1
12π3
J2V 2m2
N2~5n
µs
{
1
8π2
(
qD
qs
)6q5s
(
1√
βµs
∫ ∞
−βµd
dx
√
x+ βµd
ex
(ex + 1)2
+
2
3
1√
βµs
∫ ∞
−βµd
dx(x+ βµd)
3
2
ex
(ex + 1)2
− 4
3
1√
βµs
∫ ∞
−βµd
dx(x+ βµd)
3
2
e2x
(ex + 1)3
)
+
1
8π2
(
qD
qs
)4
q5s
(βµs)
3
2
∫ ∞
−βµd
dx
√
x+ βµd
ex
(ex + 1)2
}
. (44)
This is our final simplified expression(after implementing the above mentioned assumptions
1 and 2). Temperature dependence of the imaginary part of memory function gives the tem-
perature dependence of resistivity ρ(T ) = m
ne2
1
τ(T )
= m
ne2
M ′′(T )[19, 20]. The expression (44) is
plotted for various values of µd in figure (1a) and for various values of qD in figure (1b). We
notice low temperature upturn (in (a) and (b)) and high temperature T
3
2 behaviour in figure
(1c)(refer section 4.2 for details).
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Figure 1: (a) M ′′(T ) for various values of µd. (b) M ′′(T ) for various values of qD. (c) High
temp. behaviour of M ′′(T ). M ′′(T ) ∝ T 32 in high temperature limit kBT >> µd.
4 Analysis of the general expression in special cases:
4.1 Low temperature limit (kBT << µd)
In this temperature limit we have βµd >> 1 thus the general expression (44) transforms to
M ′′(T ) ≃ 1
12π3
J2V 2m2
N2~5n
µs
{
1
8π2
(
qD
qs
)6q5s
(√
βµd√
βµs
∫ ∞
−βµd
dx
ex
(ex + 1)2
+
2
3
(βµs)
2
3√
βµs
∫ ∞
−βµd
dx
ex
(ex + 1)2
− 4
3
(βµs)
2
3√
βµs
∫ ∞
−βµd
dx
e2x
(ex + 1)3
)
+
1
8π2
(
qD
qs
)4
q5s
(βµs)
3
2
√
βµd
∫ ∞
−βµd
dx
ex
(ex + 1)2
,
(45)
where we replaced
√
x+ βµd ≃
√
βµd as βµd >> 1 and x ∼ 1 due to exponentially damped
function of the form e
x
(ex+1)2
in the integrands. With further rearrangements the above expression
further simplifies to
M ′′(T ) ≃ 1
12π3
J2V 2m2
N2~5n
µs
{
1
8π2
(
qD
qs
)6q5s
(√
µd
µs
∫ ∞
−βµd
dx
ex
(ex + 1)2
+
2
3
(µd)
3
2√
µs
1
kBT
∫ ∞
−βµd
dx
{
ex
(ex + 1)2
− 2 e
2x
(ex + 1)3
}
+
1
8π2
(
qD
qs
)4
q5s
√
µd
(µs)
3
2
kBT
∫ ∞
−βµd
dx
ex
(ex + 1)2
. (46)
In the low temperature limit, the dominating term is the middle one with prefactor proportional
to 1
T
. Neglecting the subdominating terms the memory function in low temperature limit reduces
to
M ′′(T → 0) ∼ 1
T
fs(T ), fs(T ) =
∫ ∞
−βµd
dx
{
ex
(ex + 1)2
− 2 e
2x
(ex + 1)3
}
, (47)
where fs(T ) is a slowly varying function
iv of temperature. So, in the low temperature limit
resistivity displays an upturn, as seen in figure (1a). An important point to be noted here is
that the divergence in our case is of the form of power law instead of the logarithmic divergence
in the original Kondo problem. The reason behind this difference is that we treated d or f
electrons as quasi-localized (away from half-filling) instead of fully localized ones[1]. This is one
of our important result.
ivWe have checked the relative variation of fs(T ) as compared to
1
T
and found that relative variation of fs(T )
is very small.
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4.2 High temperature limit (kBT >> µd)
In high temperature limit we have βµd << 1. In this limit expression from (44) changes to
M ′′(T ) ≃ 1
12π3
J2V 2m2
N2~5n
µs
{
1
8π2
(
qD
qs
)6q5s
(
1√
βµs
∫ ∞
0
dx
√
x
ex
(ex + 1)2
+
2
3
1√
βµs
∫ ∞
0
dx(x)
2
3
[
ex
(ex + 1)2
− 2 e
2x
(ex + 1)3
])
+
1
8π2
(
qD
qs
)4
q5s
(βµs)
3
2
∫ ∞
0
dx
√
x
ex
(ex + 1)2
}
. (48)
By direct computation we notice that the last term in the above expression is many order of
magnitude larger than the first two terms. Thus,
M ′′(kBT >> µd) ∼ C T 32
∫ ∞
0
dx
√
x
ex
(ex + 1)2
∼ 0.536 C T 32
M ′′(kBT >> µd) ∼ T 32 . (49)
where prefactor C = 1
96π5
J2V 2m2
N2~5n
( qD
qs
)4 q
5
s√
µs
. Thus, in high temperature limit the memory function
scales as M ′′(kBT >> µd) ∼ T 32 . This is also observed in figure (1c).
5 Comparison with experimental data
In this section we compare our theory with the experimental data. For comparison we consider
Kondo-like behaviour observed in nano-scale granular aluminum samples [3]. Resistivity of
Theory, qD=5.29 10
8 m-1, μd=0.46 eV
Experimental
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ρ
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Figure 2: (a) Resistivity as a function of temperature compared with experimental data....
nano-scale granular aluminum samples was measured in reference[3]. Kondo-like behaviour was
observed in the temperature dependence of resistivity. Resistivity shows low temperature upturn
and a minimum around Tm ≃ 40K, and then it shows negative curvature at higher temperature
(T > Tm). The experimental data in figure 2 of ref.[3] is reproduced here in figure 2 (dotted line).
In the experimental paper it is argued that such a resistivity behaviour originates from spin-flip
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scattering of conduction electrons by local magnetic moments which are possibly located at the
metal oxide interface. The physical explanation given in the experimental paper is reasonable as
our theory is in good agreement with the data (figure 2). In the present theory we have spin-flip
scattering of conduction electrons off the quasi-localized d or f electrons. The DC resistivity is
computed using the present theory ρ(T ) = m
ne2
1
τ(T )
= m
ne2
M ′′(T ) takes the form
ρ(T ) = (
m
ne2
)
1
96π5
J2V 2m2
N2~5n
µsq
5
s
{
(
qD
qs
)6
(
1√
βµs
∫ ∞
−βµd
dx
√
x+ βµd
ex
(ex + 1)2
+
2
3
1√
βµs
∫ ∞
−βµd
dx(x+ βµd)
3
2
ex
(ex + 1)2
− 4
3
1√
βµs
∫ ∞
−βµd
dx(x+ βµd)
3
2
e2x
(ex + 1)3
)
+
1
8π2
(
qD
qs
)4
1
(βµs)
3
2
∫ ∞
−βµd
dx
√
x+ βµd
ex
(ex + 1)2
}
, (50)
and it does show an up-turn at lower temperature, and as the temperature is raised it passes
through a minima (Tm ≃ 38K) and then increase monotonically (figure 2). For the comparison
of theory and experiment we take µs = 11.5eV , and lattice constant a = 4.05A˚ (both for metal
Aluminum). We take qD and µd as our fitting parameters. The best fit value is obtained for
qD = 5.29× 108m−1 and µd = 0.46eV . From the figure 2, it is clear that the theory developed
here is in reasonable agreement with the experimental data. By comparing the magnitudes of
µd ≃ 0.46 eV and µs ≃ 11.5 eV we notice that the s-electrons form a bigger Fermi surface, and
d-electrons form a smaller Fermi surface, as expected from our theoretical considerations.
6 Conclusion
The calculation of DC resistivity through the calculation of the memory function formalism
(ρ(T ) = m
ne2
1
τ(T )
= m
ne2
M ′′(T )) for the Kondo lattice Hamiltonian (or s-d Hamiltonian) is pre-
sented. We used the Wo¨lfle-Go¨tze approximation to compute the memory function. The scat-
tering of conduction electrons via the quasi-localized f or d electrons is taken into account
by treating the Hs−d part of Hamiltonian as a perturbation. Dispersion of spin excitations is
taken to be of the form ~ωq = cmq
2. We find that the D.C. resistivity shows low temperature
(kBT << µd) power law up-turn and high temperature (kBT >> µd) T
3
2 scaling.
Appendices:
A Average of spin density operators of localized elec-
trons
The commutator of spin density operators is written as:∑
k′k
〈[S−(k′ − k), S+(k − k′)]〉 = 〈[S−(q), S+(−q)]〉
=
∑
k
〈[a†k′↓ak↑, a†k↑ak′↓]〉
(51)
Here we set k′− k = q, and to treat d electrons as quasi-localized we write S+ and S− in terms
of Fermi functions (S−(q) =
∑
k a
∗
k+q↓ak↑). The anticommutation property simplifies the eqn
13
(51) to
∑
k′k
〈[S−(k′ − k), S+(k − k′)]〉 =
∑
k,q
〈a†k′↓{ak↑, a†k↑}ak′↓〉 − 〈a†k↑{a†k′↓, ak′↓}ak↑〉
=
∑
k,q
(f dk+q↓ − f dk↑) (52)
We use f dk′↓ = 〈a†k′↓ak′↓〉 notation to differentiate Fermi function of d-band electrons from that
of s-band electrons. The other factor in eqn (15) is:
∑
k′k
〈S+(k − k′)S−(k′ − k)〉 = 〈S+(−q)S−(q)〉 =
∑
k+q
〈a†k↑ak+q↓a†k+q↓ak↑〉
=
∑
k,q
f dk↑(1− f dk+q↓).
(53)
B θ integral solution
In the presence of Fermi factors of the form f sk′(1 − f sk) and at ordinary temperature kBT <<
µs(∼eV), one can replace ǫ and ǫ′ inside the square root by µs for s electrons (µs = ~
2q2s
2m
) where
qs is Fermi wavevector for s-electrons:∫ π
0
sin θdθδ(q −
√
2m
√
(ǫ′ + ǫ− 2
√
ǫ′ǫ cos θ)) ≃
∫ π
0
sin θdθδ(q − 2
√
mǫ(1 − cos θ))
≃
∫ π
0
sin θdθδ(q −
√
2qs
√
(1− cos θ))
(54)
Put x = 1− cos θ and define ξ = qs
√
2x and the limit of the integral changes to 0 and 2qs (note
that 0 < q < qs). The integral becomes
∫ π
0
sin θdθδ(q −
√
2m
√
(ǫ′ + ǫ− 2
√
ǫ′ǫ cos θ)) ≃
∫ 2ks
0
ξdξ
q2s
δ(q − ξ) ≃ q
q2s
. (55)
C Expansion of f 1d (q)
f 1d (q) =
∑
kd
[f d(ǫkd)− f d(ǫk′d)] (56)
The Taylor’s expansion for small (q → 0) gives
f 1d (q) =
∑
kd
[f d(ǫkd)− f d(ǫkd)− q
∂f d(ǫk′
d
)
∂q
|q=0 − q
2
2!
∂2f d(ǫk′
d
)
∂q2
|q=0 − q
3
3!
∂3f d(ǫk′
d
)
∂q3
|q=0...].
(57)
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on converting summation into integrals, we get
f 1d (q) = −
V
(2π)2
∫ ∞
0
k2ddkd
∫ π
0
sin θdθ
[
q
∂f d(ǫk′
d
)
∂q
|q=0 + q
2
2!
∂2f d(ǫk′
d
)
∂q2
|q=0 + q
3
3!
∂3f d(ǫk′
d
)
∂q3
|q=0...
]
,
(58)
We have Fermi function f d(ǫk′
d
, θ) = 1
e
β[
~2q2
2m +
~2k2
d
2m +
~2kdq cos θ
m −µd]+1
. For simplification, we put α =
β(
~2k2
d
2m
− µd), η = β ~22m and γ = β ~
2kd
m
. The Fermi function set to
f d(q, α, η, γ, θ) =
1
e[α+ηq
2+γq cos θ]
,
∂f d(α, γ, θ)
∂q
|q=0 = − e
αγ cos θ
(eα + 1)2
,
(59)
similarly
∂2f d(α, η, γ, θ)
∂q2
|q=0 = − e
ǫd−µd
(eǫd−µd + 1)2
[2η + γ2 cos2 θ] +
2γ2eβ(ǫd−µd) cos2 θ
(eǫd−µd + 1)3
, (60)
the third derivative becomes
∂3f d(α, η, γ, θ)
∂q3
|q=0 = 12ηe
2αγ cos θ
(eα + 1)3
− 6ηe
αγ cos θ
(eα + 1)2
− 6e
3αγ3 cos3 θ
(eα + 1)4
+
6e2αγ3 cos3 θ
(eα + 1)3
− e
αγ3 cos3 θ
(eα + 1)2
,
(61)
We substitute derivative terms of f d(ǫk′
d
) from eqn (59),(60) and (61) in the expression (58) and
perform θ integration. Thus replacing α, η and γ with their respective terms we obtain
f 1d (ǫd) = V
q2
4π2
√
2m
~
[
β
∫ ∞
0
dǫd
√
ǫde
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
+
2
3
β2
∫ ∞
0
dǫdǫ
3
2
d e
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
− 4
3
β2
∫ ∞
0
dǫǫ
3
2 e2β(ǫd−µd)
(eβ(ǫd−µd) + 1)3
]
.
(62)
D Term f 2d (q) expansion
The Fermi function of d-band electrons f 2d (q) is
f 2d (q) =
∑
kd
f d(ǫkd)(1− f d(ǫk′d) (63)
The Taylor’s expansion for small q expands the Fermi function in the form
f 2d (q) =
∑
kd
f d(ǫkd)
(
1− f d(ǫkd)− q
∂f d(ǫk′
d
)
∂q
|q=0 − q
2
2!
∂2f d(ǫk′
d
)
∂q2
|q=0 − ....
)
=
∑
kd
[
f d(ǫkd)
(
1− f d(ǫkd)
)
− qf d(ǫkd)
∂f d(ǫk′
d
)
∂q
|q=0 − q
2
2!
f d(ǫkd)
∂2f d(ǫk′
d
)
∂q2
|q=0 − ...
]
.
(64)
On converting sum into integration
f 2d (ǫkd) = V
[
1
(2π)2
∫ ∞
0
k2ddkdf
d(ǫkd)(1− f d(ǫkd))
∫ π
0
sin θdθ − q
2
2!(2π)2
∫ ∞
0
k2ddkdf
d(ǫkd)×∫ π
0
sin θdθ
∂2f d(ǫk′
d
)
∂q2
|q=0 − ......
]
, (65)
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which can further be written in terms of energy
f 2d (ǫkd) =
V
(2π)2
(2m)
3
2
~3
∫ ∞
0
dǫd
√
ǫde
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
+
V q2
4π2
√
2m
~
[
β
∫ ∞
0
dǫd
√
ǫde
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
+
2
3
β2
∫ ∞
0
dǫdǫ
3
2
d e
β(ǫd−µd)
(eβ(ǫd−µd) + 1)2
− 4
3
β2
∫ ∞
0
dǫǫ
3
2 e2β(ǫd−µd)
(eβ(ǫd−µd) + 1)3
]
. (66)
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