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Abstrat
Eetive oordination of agents' ations in partially-observable domains is a major hallenge
of multi-agent systems researh. To address this, many researhers have developed tehniques
that allow the agents to make deisions based on estimates of the states and ations of other
agents that are typially learnt using some form of mahine learning algorithm. Nevertheless,
many of these approahes fail to provide an atual means by whih the neessary information
is made available so that the estimates an be learnt. To this end, we argue that oopera-
tive ommuniation of state information between agents is one suh mehanism. However,
in a dynamially hanging environment, the auray and timeliness of this ommuniated
information determine the delity of the learned estimates and the usefulness of the ations
taken based on these. Given this, we propose a novel information-sharing protool, post-
task-ompletion sharing, for the distribution of state information. We then show, through
a formal analysis, the improvement in the quality of estimates produed using our strategy
over the widely used protool of sharing information between nearest neighbours. Moreover,
ommuniation heuristis designed around our information-sharing priniple are subjeted to
empirial evaluation along with other benhmark strategies (inluding Littman's Q-routing
and Stone's TPOT-RL) in a simulated all-routing appliation. These studies, onduted
aross a range of environmental settings, show that, ompared to the dierent benhmarks
used, our strategy generates an improvement of up to 60% in the all onnetion rate; of
more than 1000% in the ability to onnet long-distane alls; and inurs as low as 0.25 of
the message overhead.
1. Introdution
A entral hallenge in multi-agent systems (MAS) researh is to design mehanisms for o-
ordinating agents that have partial, possibly mutually inonsistent, and inaurate views of
the system so that they an generate onsistent solutions to omplex, distributed problems.
In suh settings, the problem solving steps of one agent an inuene those of another where
they at on a ommon overall problem or use a set of sharable resoures. Thus, to oordinate
suessfully, the agents need to ooperate by assisting eah other to make better hoies about
the ations they take.
1
This ooperation is made more diÆult beause the individual agents
usually have restrited apability in performing expensive omputational ativities (due to
1. A dierent philosophy studied by MAS researhers is that of using ompetitive agents to nd solutions to
distributed problems (Takahashi & Tanaka, 2003; Walsh & Wellman, 2003). Here, however, we speially
fous on ooperative agents and thus we are rmly in the realms of ooperative distributed problem solving
systems (Allsopp, Beautement, Bradshaw, Durfee, Kirton, Knoblok, Suri, Tate, & Thompson, 2002; Lesser
& Erman, 1988; Mailler, Lesser, & Horling, 2003).
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limited memory, CPU yles, ommuniation bandwidth, and/or ommuniation lateny)
and beause the target environment is usually haraterised by ontinuous and unpreditable
hanges whih, in turn, neessitate ontinuous adaptation of the problem solving proess by
the agents.
To overome these problems and to oordinate eetively, the agents need a mehanism
to at adaptively suh that a onsistent overall solution is generated. In this ontext, multi-
agent oordination is typially based on tehniques of modelling the states of other agents
and enabling an agent to take ations based on these models (Dutta, Moreau, & Jennings,
2003; Dutta & Sen, 2003) (see setion 2 for more details). However, given that the agents
an only diretly observe a limited subset of the system, they need to be provided with
some information about the unobservable states to generate suh models. To ahieve this,
we believe the agents should share some of their knowledge about their own loally observed
states (at a suitable level of abstration). This knowledge an then be used by the reeiving
agents to take more informed ations for better oordination. Note that in this approah,
the agents ooperate by voluntarily distributing information in the system to failitate the
problem solving proess. Nevertheless, pratial resoure bounds suh as limited bandwidth
and lateny prohibit the use of exhaustive ommuniation so that all agents ould be made
aware of the status of all other agents at all times. Thus the ommuniation must be seletive
and aim to ommuniate the minimal amount of information that is neessary for eetive
oordination.
Given suh onstraints, it is not pratial (nor possible in most ases) to generate models
of all agents in the system that are aurate and up-to-date. Nevertheless, the agents an
usually generate estimates of the un-observed states to take oordination deisions. Further,
in dynamially hanging systems, the agents should have a way of updating these estimates
to adapt their problem solving deisions with the hanging environment for generating quality
solutions.
Now, in many appliations, reinforement learning (Sutton & Barto, 1998) (RL) has been
suessfully used (Ernst, Glavi, & Wehenkel, 2004; Mahadevan, Marhallek, Das, & Gosavi,
1997; Tong, 2002) to generate suh adaptive estimates in dynami environments (see setion 2
for a disussion of other alternatives). RL uses prior experiene of performing tasks to develop
a model of the environment. Speially, a reinforement learning agent reeives a ertain
\reward" for taking an ation in a given state, that ats as feedbak to indiate the quality of
performane against the ontext dened by the state-ation pair. Using suh rewards, RL is
apable of inrementally generating robust estimates of the outomes of dierent ations in
dierent states. Suh estimates provide the agent with a generi (independent of the problem)
mathematial reasoning mehanism to take adaptive deisions in dynami environments. In
partiular, the Q-learning (Watkins & Dayan, 1992) variant of RL is widely used beause it
allows estimates to be learnt without having prior knowledge about the system dynamis.
Using Q-learning, with suitable training of the agent, where it is allowed to repeatedly take
dierent ations in dierent states, the orret environment model an be learned from re-
wards. However, the assumptions underlying this result are that the agent is able to observe
all environmental states and reeive all rewards aurately for any ation taken at any state.
But, in pratial MASs, this assumption is impossible to realise beause an agent an only
observe a part of the omplete system. This implies that it an only pereive the result of its
ations within its loal environment and that it may not be able to observe immediately and
orretly the ations (or, their eets) taken by other agents.
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To overome the above-mentioned limitations, we have developed an eetive and eÆient
ommuniation protool that a set of ooperative agents an use to learn the estimates of
unobserved states in a dynami environment. In partiular, we present a novel priniple of
post-task-ompletion (PTC) information sharing. In this, agents take ations for solving a
given task using their urrent estimates of the system states and then distribute their loal
state information to one another only after the task is ompleted. No ommuniation is
assumed during the period of task proessing. Then, information is shared between those
agents who ooperate to omplete the task. Upon reeiving this information, the agents,
subsequently, update their previous estimates of the states of the other agents.
This protool is ompletely generi sine it is not developed based on any domain or
problem-spei assumptions (see analysis of setion 5). However, spei instanes of PTC
an be implemented for a given problem domain. For example, in setion 4, we desribe
suh an instane of PTC implemented in a all routing problem where the agents attempt
to estimate available bandwidth on nodes.
2
The fat that PTC is not based on any domain-
spei assumptions implies that it an be used in ooperative multi-agent problems other
than all routing and to verify this, we are urrently studying its appliability in a distributed
fault detetion appliation with promising initial results (Dutta, Jennings, & Moreau, 2005).
The PTC protool is distint from the relatively standard approah of updating esti-
mates using the information from only nearest neighbours (hereafter, referred to as NN)
while proessing a task whih forms the basis of a family of routing protools (Hedrik, 1988;
Tanenbaum, 2003).
3
To emphasise this fat, we hoose to ompare the quality of estimates
learned using the PTC priniple against that of NN. Speially, the NN protool allows
information to be shared between diret neighbours only, whereas our protool allows in-
formation to be shared between a ooperative group of agents. Furthermore, our protool
ensures more timely ommuniation whih, therefore, leads to more up-to-date estimates than
NN (setion 5 establishes these formally).
There has also been other researh (Shen, Lesser, & Carver, 2003; Xiang, 1996; Xuan,
Lesser, & Zilberstein, 2001) that has studied how sharing information between agents an aid
ooperative problem solving. Typially, these approahes treat ommuniation as a distint
part of an agent's overall deision-making problem and show how its inorporation aids in
solving the latter (setion 2 has more details). But, there has been little in the way of a sys-
temati study of developing a ommuniation protool that is both pratially appliable (in
terms of it being based on realisti assumptions) and eetive (in terms of improving perfor-
mane) in real-life MAS. Our work, on the other hand, investigates a spei ommuniation
protool that has both the above desirable harateristis.
Against this bakground, in this paper, we evaluate PTC using two main approahes.
First, by a mathematial analysis we demonstrate that the estimates generated by our ap-
proah are indeed more up-to-date than NN. Seond, the eetiveness of our protool is
measured using a simulated distributed resoure alloation problem.
4
In partiular, we use
2. In this appliation, the \state" of an agent is the bandwidth availability of its node. More details follow in
setion 4.
3. In our example appliation domain, a node i's \nearest" neighbours are those nodes that are within i's
transmission range, those with whom i an diretly ommuniate.
4. We hoose resoure alloation beause it is a generi task domain widely used in pratial MAS (Chaib-
draa, 1995; Cokburn & Jennings, 1996; Jennings, Norman, & Faratin, 1998). Therefore, we believe it is
a reasonable hoie to test our information-sharing strategy. A preliminary empirial investigation of our
information-sharing mehanism in this domain an be found in the work of Dutta, Dasmahapatra, Gunn,
Jennings, and Moreau (2004).
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a simulated wireless telephone network where the agents have to alloate bandwidth to on-
net alls. Communiation heuristis, based upon the PTC priniple, are devised to be used
by the agents in this domain (see setion 6 for a disussion). The performane of these are
ompared against two well-known algorithms used for network routing: Boyan and Littman's
Q-routing (Boyan & Littman, 1993) and Stone and Veloso's Team Partitioned Opaque Tran-
sition Reinforement Learning (TPOT-RL) (Stone & Veloso, 1999). The former is hosen
beause it is one of the most widely used benhmarks in learning-based network routing ap-
pliations (Caro & Dorigo, 1998a; Peshkin & Savova, 2002; Stone, 2000). The latter has
attrated attention more reently by being shown to be useful in a variety of domains (Stone,
2000). Hene, we believe these algorithms are reasonable benhmarks for empirial veria-
tion of PTC. Therefore, using both the formal analysis and empirial omparisons is suÆient
to be able to rmly establish the merits of PTC.
5
Empirial studies have been onduted over a wide range of environmental settings by
seleting dierent network topologies, network loads, and dynamially hanging load patterns.
These studies indiate very promising results for PTC. In partiular, we observe substantial
improvements in the rate of suessfully onneted alls (up to 60%) and the ability to route
alls to distant destinations with high network load (more than 1000%); both ahieved by
inurring a muh lower ommuniation ost in terms of information message rate (as low as
0.25) by our PTC protool ompared to the benhmark strategies in the experimental settings
used; all results being statistially signiant at the 95% ondene level.
The following summarises our ontributions towards advaning the state of the art:
 We argue for the use of information sharing based on realisti assumptions to improve
ooperative distributed problem solving.
 We propose a ommuniation protool independent of problem-spei features | post-
task-ompletion sharing | for generating good estimates that learning agents an use
for better ooperation.
 We establish, using formal analysis, the advantage of the PTC protool in generating
more aurate estimates by ensuring a more timely distribution of information than the
NN information-sharing protool.
 We demonstrate the eetiveness of the PTC protool using empirial studies in a repre-
sentative multi-agent resoure-alloation problem under a wide variety of environmental
settings and against a range of other strategies.
The remainder of this paper is organised as follows. Setion 2 disusses the general prini-
ples of multi-agent oordination and fouses on the spei approah of using mahine learning
tehniques in this ontext. Also, the role of ommuniation in these is analysed. In setion 3,
the harateristis of the ooperative multi-agent system on whih we exemplify our researh
5. We also attempted to ompare our algorithm with a global broadast mehanism in whih all agents issue
a broadast of their loal state information whenever their states hange. This mehanism was designed
to verify whether system performane improves by transmitting all state-hange information to all agents.
Nevertheless, it is unsuitable to be used in a pratial appliation due to its exorbitant message overhead.
This was veried when we deployed it as a stand-alone appliation on a single mahine with a dual 2.2 GHz
AMD Opteron proessor and 2GB memory in whih it ran out of memory on the smallest topology and
with the lightest load used in our experiments. However, a distributed implementation of the broadast
algorithm ould be a matter of future study.
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are outlined. It also ontains a brief desription of the network appliation that we simulate
to empirially evaluate our ommuniation priniple. Setion 4 presents a qualitative argu-
ment of the importane of using ooperative ommuniation to improve learning. Also, how
the PTC priniple is implemented in the ontext of our example appliation is highlighted.
Moreover, brief desriptions of the implementations of the benhmark algorithms (Q-routing
and TPOT-RL) in this appliation are presented. Setion 5 presents a formal analysis of the
advantage of our strategy over the nearest-neighbour protool in generating more aurate
estimates. Subsequently, a detailed desription of the simulation is provided in setion 6. Se-
tion 7 desribes the performane measures against whih the various strategies are ompared.
It also analyses the results from our empirial studies. Finally, setion 8 presents onluding
remarks and identies avenues of future work.
2. Related Work
In this setion, we rst review the major theoretial and empirial works on ooperative
MAS that are developed around the theme of generating reliable estimates of unobserved
states from limited interations and adapting deisions in response to dynami environments
(setion 2.1). Then, setion 2.2 disusses ooperative MAS appliations based on RL. As
identied in setion 1, RL makes adaptive deision-making possible without expliit domain
knowledge or pre-dened rules of oordination. So it is used as the basi deision-making
framework of our agents. This review speially fouses on the use of ommuniation in these
appliations and analyses the pratial feasibility of the methods proposed. The shortomings
of these approahes are identied and the ontributions of our researh towards alleviating
them is highlighted. Finally, setion 2.3 disusses relevant literature in the area of network
bandwidth estimation whih is similar to our appliation domain and identies how our
learning-based approah diers from these.
2.1 Cooperative Multi-Agent Systems for Resoure Alloation
In the following, we disuss the major researh ontributions in the area of ooperative MAS
designed for resoure alloation problems.
2.1.1 Funtionally Aurate Cooperation
The funtionally aurate, ooperative (FA/C) approah advoates the exhange of partial,
tentative solutions of loal problems among agents to generate onsistent partial solutions
(a distributed speeh reogniser appliation, based on this onept, is developed by Lesser
and Erman 1988). In turn, this helps to generate preditive information about future partial
solutions that furthers the build-up of a onsistent global solution. However, the ost to
obtain omplete and up-to-date information to build a ompletely onsistent solution an be
prohibitively large beause of ommuniation delays. Hene, in suh situations, it is more
pratial (ost eetive) to ahieve a global solution that may have a tolerable degree of in-
onsisteny via the timely exhange of partial, tentative solutions. Thus FA/C is based on the
use of ommuniation to generate onsistent estimates of the global problem solving senario,
as identied as a key requirement in setion 1. Nevertheless, FA/C only disusses \what" is to
be done, viz., agents should ooperate with partial solutions to reah an aeptable solution
quality. It does not provide a reipe of \how" it ould be ahieved. Our work, on the other
hand, advoates a spei ommuniation strategy for the agents to improve the learning of
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state estimates whih, in turn, would improve the ooperative problem solving. Moreover, we
provide both a formal analysis and empirial results to justify the benets of our strategy,
something whih the FA/C approah does not do.
2.1.2 Organisational Struturing
Some researhers have inorporated organisational strutures | patterns of information and
ontrol relationships that exist between the agents and the distribution of problem-solving
abilities among them | into the agent models (Carley & Gasser, 1999). The idea is that
suh strutures give an agent a broad, high-level knowledge about how the system solves
problems, the roles that agents play, its own position in the network, and how they are
onneted. Imposing these strutures, therefore, essentially, resolves the requirement (see
setion 1) of maintaining high-delity estimates of the portions of a system that the agents
annot diretly monitor. This is analogous to the way human organisations are formed to
solve omplex tasks that are beyond the apability of \rationally bounded" (Marh & Simon,
1958) individuals. In our work, the agents do not follow pre-dened strutures of roles and
relationships. Instead, they learn, via ooperative ommuniation, the estimates of the agents'
states so that the dependenies an be inferred and the optimal ations an be taken. Thus,
our ooperation model is appliable aross domains without requiring expliit organisation
strutures to be speied.
2.1.3 Sophistiated Loal Control
The sophistiated loal ontrol methodology (for example, the partial global planning (PGP)
approah Durfee & Lesser, 1991) advoates that the ooperating agents should reason about
how to exhange information to resolve inonsistenies, whom to interat with to improve
ooperation, what information exhange an ahieve that objetive, and the like.
Now, in PGP, the agents form ontrats, plan their ations and interations, negotiate over
plans, use organisational information to guide their planning and problem-solving deisions,
tolerate inonsistent views, and onverge on aeptable network performanes in dynami
environmental onditions. In this model, eah agent maintains its own set of PGP's | a set
of loal plans that represent the agent's view of the global problem solving situation. They
are updated by the exhange of loal, partial plans among agents and reet the most reent
network senario in terms of ahieving the global solution. Hene, this methodology addresses
the requirement (see setion 1) of state estimation using ooperative ommuniation.
Elaborating on the PGP approah, the TAEMS (Task Analysis, Environment Modelling,
and Simulation) framework (Deker, 1995a, 1995b) was developed to model the impat that
the harateristis of a task environment an have on oordination. Using TAEMS, oordi-
nation is ahieved by three broad areas of agent behaviour: how and when to ommuniate
and onstrut non-loal views of the urrent problem solving situation; how and when to
exhange the partial results of problem solving; how and when to make/break ommitments
made to other agents about what results will be available and when. The generalised par-
tial global planning (GPGP) onsists of a group of oordination mehanisms based on the
above broad behavioural types (Deker & Lesser, 1995). Depending on the harateristis of
the task environment, agents selet the appropriate oordination mehanism. Unlike PGP,
however, GPGP distinguishes loal sheduling of an agent from its oordination ativities:
the oordination mehanisms provide an agent non-loal views of the problem and the loal
sheduler reates plans (inluding both loal ations and non-loal eets via suh ations) to
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improve global system-wide utility by using information from the oordination mehanisms.
Thus, GPGP is developed around the priniple of seleting ations based on estimates of the
non-loal states, as identied in setion 1.
However, both PGP and GPGP employ, albeit exibly, a set of predetermined oordination
mehanisms. Suh preplanned oordination an prove to be inadequate against all sorts of
ontingenies that an our in domains where agents maintain inomplete, inorret views
of the world state (whih hange non-deterministially) and may even fail without prior
indiation. In ontrast, our approah of learning to map the agents' views of the world states
to the seletion of ations whih would guarantee the improvement of the global system
performane, requires no suh pre-speied oordination rules.
2.1.4 Teamwork Based on Joint Intentions
Probably the most omprehensive ooperative MAS framework existing in urrent literature
is STEAM (Tambe, 1997) (see also Jennings, 1995; Rih & Sidner, 1997). It is developed
around the priniples of the joint intentions theory (Cohen & Levesque, 1991) and joint
ommitments (Jennings, 1993). To oordinate, the agents maintain a \joint persistent goal"
(JPG) that the team is jointly ommitted to for doing some team ativity, while mutually
believing that they are doing it. Agents in STEAM arrive at a JPG by exhanging speeh ats:
\request", that they use to announe their individual partial ommitments about attaining the
global goal, and \onrm", whih establishes that an agent has the same partial ommitment
to the one who made the \request". Further, STEAM borrows priniples from the \shared
plans" model (Grosz & Kraus, 1996) to ensure team oherene so that all team members
follow a ommon solution path.
Although STEAM provides a prinipled framework for reasoning about oordination in
teamwork, ahieving a joint belief in large systems of widely distributed agents is, in most
ases, likely to be a performane bottlenek rather than an advantage beause of the exessive
ommuniation required to ahieve it. This is espeially true in environments where the agents
have to re-plan the task exeution proess in response to environmental hanges. Although
STEAM treats this issue by using a replanning protool, it requires the re-establishment
of joint ommitments among all the team members. A signiant amount of ommuniation
overhead (message ow and delay) might be inurred before this is ahieved whih an degrade
the quality of servie signiantly in some appliations. Thus it is important to have a
ooperation model that allows the agents to ontinue solving the overall task without requiring
them to establish a system-wide ommitment whenever replanning ours. Our learning-based
ooperation model has this advantage.
2.2 Learning-Based Cooperative Multi-Agent Systems
Now we review some key appliations that use mahine learning tehniques for solving multi-
agent ooperation problems.
2.2.1 Q-Routing in Dynami Networks
RL is applied to the problem of ooperative distributed problem solving in a seminal piee
of work by Boyan and Littman (Boyan & Littman, 1993) where they solve a network paket
routing problem. In their paper, they model eah ommuniation node on an irregular 6 6
grid as a reinforement learner who maintains estimates of the delays in routing pakets to
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dierent destinations. To route a paket to a given destination, an agent requests eah of
its neighbouring agents for their delay estimates for that destination node. Upon reeiving
the delay estimates of its neighbours, the requesting agent hooses the neighbour with the
minimum delay estimate to forward the paket. It then updates, using standard Q-learning,
its prior delay estimate for that destination with the estimate that it reeived from this
neighbour.
The authors of this paper demonstrate, using empirial studies, that their approah en-
ables the agents to learn better poliies (in terms of hoosing a neighbouring agent for routing
to a given destination) than a hand-oded shortest path algorithm. The dierenes are more
pronouned when the network load inreases indiating that the learning algorithm is able
to adapt routing deisions (the paths along whih pakets are routed) under dynami net-
work onditions. In addition, the authors test their algorithm with hanges in the network
topology (by manually breaking the links between ertain nodes) and in the pattern of all
traÆ (hanging dierent regions in the network where alls an originate and terminate).
They demonstrate that their Q-routing algorithm suessfully adapts to these hanges and
performs better than the deterministi shortest path algorithm.
In their work, therefore, Boyan and Littman have used a simple ommuniation protool
to allow the agents to ooperatively share their own knowledge about the paket routing
delays. Nevertheless, the ommuniation protool they have used only allows an agent to
inform its immediate neighbour about its own knowledge. This method would inur long
lateny for information to reah agents further away. As a result, onsidering states hange
ontinuously, the information an beome outdated by the time an agent reeives it. Suh
outdated information would then be of little use to generate reliable estimates of the non-loal
states. In this ontext, therefore, it is envisaged that by allowing state-hange information
to be shared between the group of ooperating agents only after task ompletion, the agents
an maintain more aurate estimates of their non-loal states. This, in turn, an improve
the overall performane of the ooperative MAS as ahieved by Boyan and Littman (1993).
Moreover, in their work, the agents update their Q-estimates with the estimates reeived
from diret neighbours. Note that in so doing, one learner depends on the estimates learned
by another. Thus, this approah (essentially, a TD(0)-type learning Sutton, 1988) has the
potential pitfall that \bad" estimates are propagated due to the poor learning of one agent.
PTC, on the other hand, advoates transmitting the atual states of individual agents to the
others in a group. Thus, PTC is not envisaged to have the shortomings of the approah of
Boyan and Littman (1993). To verify this, we hoose the Q-routing algorithm as one of our
benhmarks for empirially evaluating the performane advantage of PTC.
2.2.2 Team Partitioned Opaque Transition Reinforement Learning
TheTeamPartitioned,OpaqueTransitionReinforement Learning algorithm (TPOT-RL) (Stone,
2000) has the objetive to make the learning task easier in a MAS by reduing the state spae
dimensionality. It does this by mapping the state onto a limited number of ation-dependent
features. Analogous methods of state aggregation have been used in other reinforement learn-
ing algorithms (e.g., MCallum, 1996; Singh, Jaakkola, & Jordan, 1995) to redue the size of
the learning task. However, TPOT-RL diers from these approahes beause it emphasises
deriving a set of small yet informative features for eetive learning. More speially, these
features are used to represent the short term eet of ations that an agent may take. Thus,
the agents learn the utility of seleting ations with respet to their own feature spae. This
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is espeially useful when the agents annot observe or immediately inuene the ations taken
by other agents (suh as in many pratial multi-agent settings, in partiular, network rout-
ing). That TPOT-RL is an eetive algorithm is demonstrated by its suessful appliation
aross multiple domains (Stone & Veloso, 1999).
The authors have evaluated the TPOT-RL algorithm in a simulated network routing
environment. The ation-dependent features in this ase are the load levels of a node's ad-
jaent links. The agents transmit their delay estimates along with a paket while routing
the latter. Furthermore, these estimates, olleted at the orresponding destination nodes,
are distributed to the nodes who partiipated in the routing after xed time intervals. Thus,
TPOT-RL in fat uses ommuniation to distribute information among the agents. Their
empirial studies demonstrate that TPOT-RL outperforms (performane measure is average
paket delivery time) the shortest path and Q-routing protools when learning is done under
swithing traÆ onditions | the algorithm is trained under onditions where the seletion of
paket soures and destinations are hanged to form two dierent traÆ patterns. Neverthe-
less, the following limitations are envisaged in this work. First, identifying ation-dependent
features from loal observations only an lead to loss of information. This is beause not
all non-loal state hanges may be reeted in an agent's immediate state spae but suh
information may be required by an agent to selet ations. Thus, in suh irumstanes, ex-
pliit knowledge of the non-loal states is neessary. Seond, as a onsequene of the above-
mentioned problem, the delity of the derived estimates would deteriorate. This, in turn,
would derease the overall performane of the system. Third, in the work of Stone (2000),
sine the agents update their estimates based on others' estimates and not using the atual
states, a similar shortoming as identied in setion 2.2.1 of learning bad estimates an our.
In ontrast, our work attempts to alleviate these limitations by distributing the atual node
states to keep the agents informed of the non-loal states. Finally, in TPOT-RL, informa-
tion is distributed at regular intervals (Stone, 2000), however, a formal way of speifying this
interval is not presribed. This is an arbitrary sheme whih an result in large latenies in in-
formation reahing target nodes. Hene, estimates generated based on suh information may
not be up-to-date. PTC, on the other hand, distributes information immediately after task
ompletion, thus, attempting to minimise the lateny. Again, beause of its laimed ee-
tiveness and broad appliability, we hoose TPOT-RL as the seond benhmark for empirial
evaluation against PTC.
2.2.3 Poliy Gradient Searh
Another approah of using RL for ooperative distributed problem solving is that of poliy
gradient searh (Sutton, MAllester, Singh, & Mansour, 2000). A poliy, in a RL ontext, is
a mapping from a state on to an ation. The poliy is thus a funtion of a set of parameters
whih are variables dening the loal state and, hene, inuening the ation seletion. A
poliy gradient searh is a mehanism that tries to optimise the parameter values suh that
the average long-term reward of the learners is maximised. For example, in a network routing
problem, these parameters an be the destination of the paket and the outgoing link a router
(agent) selets for that destination (note these parameters are loally observable to an agent)
while the reward is a measure of utility (or, sometimes the negative ost) that an ation
ahieves given the parameter values. In the network routing domain, the reward an be the
negative trip time for a paket to reah its destination node. In the poliy gradient approah,
it is assumed that eah agent (the individual learners) reeives the reward of all ations taken
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by all agents at every time step.
6
It is only this reward information that is globally known
by the agents. Thus the poliy gradient algorithm is model free | independent of domain
models and knowledge about others' states and ations. Individual agents adjust their poliy
parameters in the diretion of the gradient of the average reward that they ompute using
the global reward information | hene the term poliy gradient. Therefore, ommuniation
of reward values is key to allow the learners to optimise the parameter values. However,
the dependene on the global reward information to update the poliy parameters an be a
bottlenek in systems where the ommuniation bandwidth is limited and there is a nite
lateny in messages to propagate (as in most pratial systems). These onstraints an
lead to very slow responsiveness to environment hanges in agents using the poliy-gradient
approah. Moreover, broadasting rewards by all agents in highly dynami environments
(suh as, networks experiening heavy loads) an ause the network to ompletely saturate
by the reward messages (as observed in our implementation of the global broadast strategy,
stated in setion 1) resulting in a very ineÆient system.
This method is used to build ooperative MAS byWilliams (1992), Baxter and Bartlett (1999),
and Peshkin and Savova (2002), among others. All of these works demonstrate that the poliy-
gradient searh ahieves reasonable performane (in terms of average routing delay) ompared
to other benhmark algorithms suh as the shortest path algorithm. However, in the works of
both Williams (1992) and Baxter and Bartlett (1999), an exeedingly large amount of time
is required for the learners to onverge. This is beause the learners need the global reward
information to update their poliy parameters whih results in a slow optimisation of the
parameters. This puts a restrition on the appliability of this approah to build pratial
systems. A similar limitation is likely in the work of Peshkin and Savova (2002) although
the authors do not provide these results. In addition, with the high ommuniation overhead
inurred, this approah is likely to be unsuitable for implementing pratial MASs.
In ontrast to the uninhibited ommuniation required in the poliy gradient searh ap-
proah, in our work, ommuniation is used as a ontrolled strategy to inform the agents
about the portions of the global state that are relevant to their ation seletion. Thus, we
believe our work oers a superior pratial solution to the poliy gradient approah.
2.2.4 Communiation Deisions in Multi-Agent Coordination
Xuan, Lesser, and Zilberstein (2001) advoate that ommuniation deisions are integral to
an agent's deision to oordinate in a ooperative, distributed MAS. The authors onsider
that eah agent solves a loal Markov Deision Proess (MDP) (Feinberg & Shwartz, 2001)
that generates both a ommuniation ation and a state-hanging ation at every deision
sub-stage. The agents are only given loal observability (i.e., they annot observe the states
of other agents). However, they an observe the ommuniation ations of other agents. The
important reason for introduing a ommuniation deision in an agent's loal MDP, as argued
in this paper, is that ommuniation inurs ost. Hene, an agent should employ reasoning to
deide when ommuniation is required suh that the overall utility earned from the agent's
deisions is maximised. In this ontext, this work extends the theoretial analysis of multi-
agent MDP of Boutilier (1999) where the agents are assumed to have global state information.
Speially, the authors propose two simple heuristis to generating ommuniation deisions
6. More realistially, eah agent may broadast the reward it reeives to all other agents. Hene, the agents
may reeive the reward signals from the entire system with some delay.
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that aim to redue the omputational omplexity of solving the full MDP to generate the
optimal global poliy.
As we are interested in studying the impat of ommuniation on the performane of a
ooperative MAS, the work of Xuan et al. (2001) is related to our researh. However, while
they analyse whether ommuniation is neessary at any stage of an agent's deision, we
onsider ommuniation to be inevitable. We analyse, both quantitatively and empirially,
the impat of a spei information-sharing protool, PTC, on the performane of a MAS.
Our work diers from that of Xuan et al. (2001) in the following additional ways. Firstly,
in their work, the agents are assumed to iterate through a sequene of ommuniate and at
stages synhronously. We adopt a more generi approah of ompletely asynhronous be-
haviour. Seondly, they assume to be instantaneous ommuniation; thus, information sent
by an agent is reeived by another immediately. On the ontrary, we onsider a more realisti
senario where there is a nite delay assoiated with ommuniation. Finally, the ommuni-
ation heuristis that they propose are based on eah agent individually monitoring their own
progress towards ahieving a ommonly agreed upon goal. In our work, we onsider funda-
mentally distributed task proessing where an agent an take a loal ation and the ations
of multiple agents together omplete a task (more on this in setion 3). Hene, in our work,
individual agents annot monitor the progress of a task exeution proess towards ompletion;
they are only apable of taking their loal ations using estimates of the unobserved states.
2.2.5 Other Mahine Learning Algorithms
The motivation for PTC initially may appear to be similar to onventional supervised learning
(SL) (Widrow & Ho, 1960), where the atual outome of a multi-stage predition problem is
fed bak to the individual learners (preditors). However, they dier on the following ritial
issues:
 In SL, only the nal outome (suh as whether a predition was \orret") ats as the
soure of information for the learners to update their predition algorithm. In ontrast,
PTC allows a learner to gain knowledge about how the states of other agents in the
ooperative group hange along with the outome.
 In SL, an agent typially learns a mapping from its own ations onto the outomes of a
multi-stage predition problem. PTC, however, allows an agent to onsider the impat
of the states of other agents on the nal outome of the task.
 Typially, SL is used for predition in stationary environments. On the other hand, we
evaluate the ompetene of PTC in maintaining high-delity estimates in fundamentally
dynami and unertain environments.
Also, PTC is distint from the approah of using eligibility traes in whih a learner
is provided with the knowledge of the entire sequene of state transitions after a omplete
training episode (i.e., after starting from the start state and reahing the goal state) (Mithell,
1997). In the latter, an agent, upon reahing the goal state after exeuting a series of ations,
updates in reverse order (i.e., starting from the goal state and moving to the starting state)
its Q-estimates for eah state transition. In a pratial MAS, however, it is not possible
for a single agent to observe all transitions ourring during a task proessing episode as
assumed in the approah using eligibility traes. Further, in a large and omplex MAS,
the omputational load inurred by a single agent attempting to take deisions based on
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its knowledge of all state-transitions sequenes of every task would be too prohibitive to be
realised in pratie. In this situation, therefore, our researh ontributes towards developing
a pratial and eetive means of distributing state information to improve learning. In so
doing, it removes the requirement of an agent having to maintain the entire hain of state
transitions in its memory. Rather, it allows the agents to aquire an overall piture of the
state-hanges in the ooperative group that perform a task, whih, in turn, allows them to
take deisions for eetive oordination.
2.3 Network Bandwidth Estimation
Network bandwidth availability diretly impats the performane of networked appliations
suh as web servies, peer-to-peer systems, and mobile networks. Therefore, eetive esti-
mation and predition of bandwidth availability have attrated onsiderable attention in the
networks ommunity. Our appliation of PTC to do bandwidth estimation and routing, there-
fore, bears lose resemblane to this line of researh. In this paper, we use Q-learning (Watkins
& Dayan, 1992) for bandwidth estimation beause it generates robust and exible estimates
from observations. Therefore, to generate the estimate, it needs to observe the bandwidth
availability pattern. In network bandwidth estimation, suh knowledge is harnessed by ei-
ther ative or passive measurements. The former is done by injeting perturbation traÆ
into the network and then assessing the states based on the statistial harateristis of this
traÆ (Jain & Dovrolis, 2002). However, in appliations suh as limited-bandwidth ad-ho
networks, suh perturbation traÆ wastefully onsumes valuable bandwidth. A related ap-
proah adopted in the agent's ommunity is that of using mobile agents or \ants" to harness
traÆ onditions aross the networks and update node routing tables (Caro & Dorigo, 1998a,
1998b). In low-bandwidth networks, the introdution of suh extraneous agents an still im-
pat bandwidth usage. Besides, the seurity and privay problems assoiated with the use
of mobile agents have made their appliability in real-life systems debatable. Alternatively,
passive measurements are done by oine analysis of atual traÆ traes (Lai & Baker, 1999;
Ribeiro, Coates, Riedi, Sarvotham, Hendriks, & Baraniuk, 2000). However, in our ase, we
require estimation to be online so that we an ope with the dynami onditions during the
operational period of the system. Therefore, PTC generates bandwidth estimates by using
information disseminated by the ooperative agents while they route alls. Further, the pas-
sive measurement approahes typially estimate bandwidth by assuming a network model
that an aet the estimation delity. For instane, in the work of Ribeiro et al. (2000), a
network path is modelled as a single queue whih disregards the eets of variable queueing
delays along that path on the estimate. By hoosing Q-learning, we aim to develop a statis-
tial model of bandwidth availability by ontinuous monitoring without getting onstrained
by any predened models.
3. Task Domain Charateristis
In most MAS, omplex tasks are performed by groups of agents. Generally speaking, the
problem solving ativities of suh agents may be exeuted in parallel to generate the nal so-
lution. But, in many ases, onstraints over proessing dierent, but related, parts of a task
by dierent agents may require the task exeution proess to be partially sequentialised with
appropriate sheduling between parallel exeutions (Maley, 1988; Parunak, Baker, & Clark,
2001). As a simple example, we an onsider a ar fatory where the units manufaturing
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the dierent parts of a ar an run in parallel (satisfying mutual ompatibility) while the
nal assembly omes into play only after all the parts are orretly manufatured (Jennings
& Bussmann, 2003). Alternatively, the nature of a task an enfore a stritly sequential pro-
essing. For example, in a distributed transportation system, delivery of goods between two
points requires a set of argo movements in sequene. In this paper, we exemplify the applia-
tion of our PTC priniple in a sequential domain. However, the hoie of a sequential domain
does not indiate a limitation of PTC; PTC is not based on any assumption of sequential task
proessing (setion 4 has more details). Nevertheless, this is a reasonable hoie sine sev-
eral key MAS appliations suh as sensor networks (Viswanathan & Varshney, 1997), supply
hains (Denkena, Zwih, & Woelk, 2004), teleommuniation bandwidth alloation (Minar,
Kramer, & Maes, 1999), among others, feature, to dierent extents and at dierent levels of
granularity, sequential task proessing. Here, it should be laried that although individual
tasks are onsidered sequential, the entire multi-agent system would typially be performing
multiple suh sequential tasks simultaneously and asynhronously. Further, the individual
agent ativities in our example appliation are onsidered equivalent to alloating resoures.
This is beause in many pratial MAS appliations, suh as the ones mentioned above, the
agents essentially alloate resoures suh as network bandwidth, proessor yles, et. to
omplete tasks.
Speially, in this researh, we onsider a wireless telephone network (TN) as a repre-
sentative appliation in whih to implement ommuniation heuristis based on PTC and
evaluate these empirially. Note, however, that this hoie does not limit the appliability
of our results. This is beause this appliation has harateristis that are ommon to many
real-world large-sale distributed systems and hene our solutions are also more generally
appliable. These inlude: multiple agents situated in dierent portions of the system (a
network node is modelled as an agent), agents having inomplete views of the ativities and
states of others, and agents having to oordinate their loal (routing) deisions in order to
suessfully ahieve a global task (routing a all from soure to destination). Moreover, there
is a lear measure of suess whih is proportional to the bandwidth usage eÆieny, or,
equivalently, to the total number of suessfully routed alls.
The TN uses iruit-swithed ommuniation where node bandwidth has to be alloated
end to end (from a all soure to destination) to establish alls. Eah routing node is treated
as an agent. A node has a ertain amount of bandwidth that an be alloated to a ertain
maximum number of alls simultaneously. Eah agent an monitor the load (the amount of
bandwidth alloated to alls) on its node and an ommuniate only with the nodes within
its transmission range | the set of \neighbour" nodes. Calls of nite duration an originate
from and be destined to any node. Calls originate (so, terminate) ontinuously. Therefore,
the load on the nodes ontinue to vary with time. The objetive of any suh agent is to
alloate bandwidth and forward a all to one of its neighbours suh that the probability of
the all getting routed via the least ongested (with the maximum available bandwidth) path
is maximised. Routing a all at a given time along the least ongested path at that time
ensures an eÆient use of bandwidth, hene, inreases the number of suessfully routed alls
in the system. The forwarding is based on the agent's estimate of the ongestion levels aross
the network, i.e., its estimate of the unobserved states. Hene, the task is ompleted by a
sequene of suh alloations and forwarding by multiple distributed agents. In this senario,
the agents ontinually proess tasks (i.e., route alls from soure to destination as new alls
originate). We refer to the proess of routing a all as a task proessing episode. Setion 5
uses this notion of episodi tasks to explain the dierene between the estimates generated
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by PTC and the NN protools. A detailed desription of the simulation of various agent
ativities during suh episodes is provided in setion 6.
The next setion expands on the PTC priniple and outlines how information sharing
based on this priniple is designed in the TN domain. Furthermore, the implementations of
the benhmark strategies, Q-routing and TPOT-RL are also explained.
4. Sharing Information to Improve Learning
To implement eetive learning in dynami environments by sharing loal knowledge between
agents, the ommuniation strategy should satisfy the following riteria:
 Time eÆient distribution: There is a lateny assoiated with ommuniation.
Hene, the more timely the information that is ommuniated to an agent, the more
likely the information is up-to-date.
 Auray of information: In ontinuously hanging environments, it is impossible
for all agents to remain synhronised with state hanges at all times. Nevertheless, the
more aurate the information reeived, the better.
Given these desiderata, here PTC is proposed as an eetive strategy for distributing the
loal state information of agents.
Denition 1 Post-task-ompletion information sharing refers to the distribution of loal
state information between a group of ooperative agents, by way of a mehanism that de-
pends on the allowed agent interations, only after the ompletion of tasks undertaken by the
agents.
The motivation for using this sheme is to let an agent that partiipated in ompleting a
ollaborative task have an indiation of the state hanges of the other agents in the group that
resulted from proessing that task. Suh information is then useful for making more informed
deisions while proessing any subsequent task. In a dynami system, the world states hange
while the agents proess a given task. Therefore, by delaying the transmission of information
until the task is ompleted, this protool ensures that all those agents who partiipated in
the task ompletion proess are informed about these state hanges and how that aets the
outome of the task. In so doing, we hypothesise that by using this mehanism the agents
would be able to distribute information in a time-eÆient manner and learn reasonably au-
rate estimates, thereby satisfying the requirements identied above. The analysis presented
in setion 5 establishes our hypothesis by omparing the timeliness and estimate qualities of
PTC against those of the NN protool.
It is important to note that PTC is a general priniple and spei instanes of PTC an be
implemented in a given problem. Our implementation of PTC in the TN domain, disussed in
setion 4.2, is just suh an instane. Further, although we exemplify the appliability of PTC
in a sequential domain, the protool is not designed around any suh assumption. Note that in
appliations where task proessing between agents ours independent of one another and in a
purely parallel fashion, the objetive of maintaining estimates of other agents' states beomes
redundant. Rather, in suh systems, a entral task alloator that alloates sub-tasks to the
parallely exeuting agents would be a more suitable approah. However, if the proessing of
a sub-task by an agent requires estimates of the others (due to some dependenies between
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them), PTC an be used to distribute information between these proessors. Moreover, if
the sub-tasks in suh systems, in turn, require sequential proessing, our information-sharing
protool an be used in that ontext. Therefore, we an argue that ommuniation strategies
based on the PTC priniple an be suitably designed to be appliable at various levels of
granularity in domains other than the one hosen in this paper.
In the remainder of this setion, we rst outline the basis of Q-learning. Subsequently, we
desribe how PTC is implemented in a TN to improve the distributed learning of bandwidth
availability. The Q-routing and TPOT-RL implementations are also desribed in the same
light.
4.1 Q-learning Basis
Q-learning is an algorithm to learn the optimal ation an agent an take suh that the dis-
ounted umulative utility of a sequential deision problem is maximised. In general, RL
ahieves this task by assuming full knowledge of the reward generated for any ation in any
state and the resultant state after an ation is taken. A formal desription of RL requires
that the environment be represented by a 4 -tuple: hS;A;T ;ri, where S is a nite set of
states, A a nite set of agent ations, T : S  A ! P(S) a probability distribution P over
states generated by a given ation taken in a given state, and r : S A ! R returns a salar
value (the reward) as a result of an ation taken in a state. Now, the poliy of a RL agent
 : S ! A is a mapping of state on to ations. Given a poliy , the value funtion V

(s
t
)
refers to the umulative reward that the agent reeives by following  starting at state s
t
and
all subsequent states s
t+i
; i  1. Thus,
V

(s
t
) = E
"
1
X
i=0

i
r

t+i
#
: (1)
where  (0   < 1) is a disount fator that determines the relative weights of immediate
and delayed rewards, and r

refers to the reward reeived at eah state transition following
poliy . Note the expeted value is used beause r typially denes a probability distribution
over the outomes generated by taking an ation in a given state. In the above expression,
the agent's \life" is assumed to be innite, hene the sum is over an innite sequene. The
optimal poliy 

is:


= argmax

V

(s);8s: (2)
The ation generated at any state s by the optimal poliy 

is:


(s) = argmax
a
E
"
r

(s; a) + 
X
s
0
T (s; a; s
0
)V


(s
0
)
#
; (3)
where V


represents the value funtion orresponding to the optimal poliy 

. Expression
(3) indiates that the optimal poliy an be aquired by learning the optimal value funtion
for all states. Nevertheless, in so doing, omplete knowledge about the r and T funtions is
neessary. However, in most pratial domains, an aurate knowledge of these two funtions
is not possible.
Against this bakground, the usefulness of Q-learning is to learn the optimal poliy with-
out having to learn the optimal value funtion. The key to ahieving this is the following
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substitution:
Q

(s; a)  r

(s; a) + 
X
s
0
T (s; a; s
0
)V


(s
0
): (4)
The optimal poliy an be alulated if an agent learns the Q(s; a) values as,


(s) = argmax
a
Q(s; a); (5)
and the optimal value funtion is omputed as,
V


(s) = max
a
Q(s; a): (6)
A reursive denition of the Q values is thus,
Q

(s; a)  r

(s; a) + 
X
s
0
T (s; a; s
0
)max
a
0
Q(s
0
; a
0
): (7)
Without any knowledge of the reward and state transition funtions, the true Q-values
(shown in (7)) an be estimated through repeated training. In partiular, the following
training rule, due to Watkins and Dyan, allows the estimated values,
^
Q, to onverge to their
true values (Watkins & Dayan, 1992):
^
Q
n+1
(s; a) (1  )
^
Q
n
(s; a) + [r(s; a) + max
a
0
^
Q
n
(s
0
; a
0
)℄: (8)
Here, s and a are the state and ation, respetively, updated for the n+1
th
training iteration,
 (0    1) generates a deaying weighted average of the urrent
^
Q-estimate and the
revised value, and s
0
is the resultant state after taking ation a in state s aording to the
urrent poliy. By adjusting (gradually reduing) the value of , the
^
Q-estimates an be
demonstrated to onverge to the atual Q-values (Watkins & Dayan, 1992). In this researh,
we let our agents use the training rule (8) to learn the Q-values.
4.2 Strategies for Sharing Information in the Cooperative Bandwidth
Alloation Problem
Assuming a TN has a set of agents A, we onsider an arbitrary subset of A, N = fa
i
j i =
1; :::; ng (where n is the ardinality of N ), that proesses a given task at a given time. In so
doing, an agent in N onsiders one of its neighbours to forward a all (refer to the disussion
in setion 3). This deision is based on the agent's Q-estimates. Speially, we use a Q-table
for eah agent a
i
where an entry Q
i
(n; k) represents the expeted utility of hoosing neighbour
a
k
when the all destination is a
n
(note the size of the Q-table for eah agent is j A j  j K j,
where K is the set of neighbour agents). In partiular, for a TN, we hose the Q-values to
represent the expeted availability of free bandwidth (BW) hannels on nodes along the various
paths from a
k
to a
n
. Note, in this representation of the Q-funtion, n is the goal state (the
fat that the all has to be routed to a
n
) of the agent and the urrent state is i (the fat
that the all is urrently with a
i
). So, eetively, the agent learns to forward a all along the
path with the maximum available BW to reah the goal state from the urrent state. This
representation has the advantage that all intermediate state transitions (the sequene of nodes
that the all has to be routed through) are ollapsed into one eetive transition from the
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urrent state to the goal state. The Q-value, therefore, signies the \eetive utility" (in terms
of the available bandwidth; the higher the value of whih the better is the utility in terms of
suessfully routing a all) of seleting a given neighbour to reah the goal state. This Q-value
is learned from the information distributed by the information-sharing strategies, desribed
shortly. Note, a similar Q-funtion has been used previously by researhers studying adaptive
routing using Q-learning (Boyan & Littman, 1993).
In the above ontext, an agent (a
i
) who wants to route a all to a destination node (a
n
)
using a set of nodes that have the highest expeted BW availability, hooses the neighbour a
0
k
suh that a
0
k
= argmax
a
k
Q
i
(n; k), where the maximisation is over all neighbouring agents of a
i
.
In our empirial study, we use Boltzmann's exploration (Watkins, 1989), a standard sheme for
probabilistially hoosing a neighbour as opposed to this deterministi strategy. An instane
of agent a
1
's request to its neighbour a
2
to forward a all towards the destination node a
n
is shown in Figure 1(a). Being ooperative, a
2
will aept the request if it has the available
apaity. After forwarding the request, a
1
pre-alloates one unit of all hannel bandwidth
(Figure 1(b)) for the partially onneted all until it is either suessfully onneted or dropped
(as desribed shortly). The forwarding ontinues (Figure 1,(b)) until the destination node
(a
n
) is reahed. At this point, a message is transmitted bak along the route through whih
the all was routed to inform eah agent that the all has atually onneted. Eah agent
then alloates one unit of all hannel bandwidth to omplete a iruit from the soure to
destination (before this, the nodes had only pre-alloated bandwidth) (Figure 1()). Also,
using this message, agents transmit their loal state values to other agents on the route.
Hene, those agents that ooperated on a task (routing the all) share among themselves
their loal state information after the task is ompleted (after the sequene of requests reah
the destination node). In this way, therefore, the PTC priniple (see denition 1) has been
instantiated speially in the TN domain. More details on this follows shortly.
However, the forwarding proess stops if an agent is ontated that has no unalloated
all hannel bandwidth. Then, the agent transmits a message to inform those on the route to
drop the partially onneted all and dealloate the pre-alloated bandwidth (Figure 1(d)).
In addition, the worst ase setup time of a all is bounded by an upper limit for the time that
the agents an ontinue with the forwarding proess. After this time, the all is dropped if it
has not onneted. This time is equivalent to the maximum delay a aller would experiene
between dialling a number and hearing the ring tone.
7
Finally, if an agent, while forwarding
the all, detets a yle in the route taken by the sequene of requests it generates a message
with a penalty and transmits it to the agents on the yle. This penalty, an exponentially
dereasing funtion with the distane of a node from the loop end, is subsequently used by
those agents to update their estimates suh that the ourrene of further yles is redued.
Moreover, while penalising, the agents on the loop de-alloate the previously pre-alloated
bandwidth sine loops are redundant portions of a all path (for more details, see setion 6.2).
In the preeding, we presented a broad desription of the sequential bandwidth alloation
task performed by the routing agents. In the following, we rst explain how the PTC prin-
iple is implemented in this setting. Then, the implementations of the benhmarks in this
7. In ase of the above two onditions, we do not use any baktraking to searh for alternative paths. This
keeps the routing protool simple and makes the analysis of the system behaviour easy. Moreover, this
simpliation should not impat the overall onlusions of this researh sine inlusion of baktraking
would impat all strategies equally.
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Figure 1: The all forwarding proess
domain are presented. A more detailed disussion of our system implementation is provided
in setion 6.
4.2.1 Post-Task-Completion Information Sharing
Consider (as desribed above) a all is routed from a
1
(soure) to a
n
(destination) along the
path a
1
:::a
n
. In the instantiation of the PTC priniple, agent a
n
starts ommuniating its
own loal state (in a TN a node's state is represented by the available BW units on that node)
when the BW alloation proess ompletes at time t at a
n
, thereby, establishing a omplete
iruit from soure to destination. Agent a
n
ommuniates this information to a
n 1
. Thus,
a
n 1
updates its prior estimate of a
n
's available BW units Q
n 1
(n; n) with the new state
information using the standard Q-update rule (equation 8): Q
n 1
(n; n) (1 )Q
n 1
(n; n)+
 s(n; t), where s(n; t) represents the loal state of a
n
at time t and is the \reward" for the
Q-learner to update its prior Q-estimate. Subsequently, a
n 1
ommuniates to a
n 2
its own
loal state at time t
0
s(n   1; t
0
) (t
0
6= t, beause of the lateny in ommuniation between
neighbour agents) and the information it had reeived from a
n
. Alternatively, it an use its
own state information and that reeived from a
n
to ommuniate a summary information that
aptures the overall state of the path being used to route the all. Setion 6.3 outlines two
heuristis of doing this.
8
Agent a
n 2
similarly updates its prior estimate of the bandwidth
availability Q
n 2
(n; n   1) using the information reeived from a
n 1
. This proedure of
distributing their own and the previously reeived state information ontinues until the soure
agent (here, a
1
) is reahed. Typially, the information about the states of multiple nodes is
used to generate a summary estimate of the state of the downstream route as desribed in
8. Suh summarisation of state information is separate from the basi PTC priniple whih simply states that
information is shared between a ooperating group after task ompletion.
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setion 6.3. The distintion between loal state (an agent's own state) and non-loal state
(another agent's state) is lost in aggregating information of multiple nodes to maintain a
summary of all routes. However, this is not a problem in a TN sine the knowledge of path
bandwidth availability is suÆient for an agent to take eetive routing deisions (seleting a
subsequent node to forward a all request). On the other hand, maintaining the information
of individual nodes would neessitate eah agent solving a omputationally expensive least-
ost-path problem before every routing deision. However, in a dierent domain, it is entirely
possible for an agent to maintain separate state estimates of other agents in the ooperative
group while using the same PTC priniple.
The realisation of PTC in the TN domain allows one agent at a time to ommuniate
information to its immediate neighbour. This is beause: (i) one agent (in a TN, the desti-
nation node) detets the ompletion of a task, whih, subsequently, starts transmitting state
information; (ii) an agent an ommuniate to its immediate neighbour only; and (iii) state
information transmission follows a sequene (from the destination node towards the soure)
due to the previous two reasons. However, in a dierent multi-agent domain, a realisation
of PTC may involve multiple agents sharing information at the same time depending on the
interations possible between agents.
In this partiular instantiation of PTC, only those nodes who partiipated in routing a
all share information. So, the state information of the other nodes in the system is not
distributed. But, the deision of whih agents should be informed about whih system states
is a separate problem. In this paper we advoate PTC as a speiation for distributing
information among those agents who ooperate on a task after task ompletion. Therefore,
distributing information among the routing nodes follows this speiation. Nevertheless, in
our ongoing researh, we are investigating the problem of how we an determine whih agents
within a ooperative group should be notied of a ertain piee of state information after task
ompletion and the onsequene of suh seletive distribution.
The ommuniated state information ats as the \reward" for Q-learning. Therefore, the
auray and the timeliness of this information is ritial in determining the quality of the
Q-estimates. This, in turn, diretly impats the eetiveness of an agent's deision to route
alls.
4.2.2 Q-routing
The Q-routing algorithm is based on the NN protool (as disussed in setion 2.2.1). In
Q-routing (hereafter, referred to as QR), an agent a
i
, after forwarding a all to neighbour
a
i+1
, reeives the latter's urrent best estimate of the BW availability to reah destination
a
n
. Thus, neighbour a
i+1
informs a
i
with
^
Q
i+1
= min(s
i+1
;max
a
i+2
Q
i+1
(n; i + 2)), where the
maximisation is done over all neighbours a
i+2
of a
i+1
. Sine, on a given path in a TN,
the node with the minimum bandwidth availability determines the maximum number of
alls that an be plaed via that path, a
i+1
determines the minimum of its own bandwidth
availability (its \state", denoted by s
i+1
) and its estimate of the subsequent path. Agent
a
i
, upon reeiving this estimate, updates its prior estimate Q
i
(n; i + 1) as: Q
i
(n; i + 1)  
(1   )Q
i
(n; i + 1) + 
^
Q
i+1
. This proess of asking neighbours and reeiving the latter's
estimates ontinues until the destination is reahed (see Figure 1()) or the forwarding proess
is terminated (see Figure 1(d)). The way the Q-estimates are updated in QR is similar to
the update rule used in PTC as shown in setion 4.2.1. The dierene, however, is in the
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reward: whereas in QR, the reward is the estimate of the immediate neighbour, in PTC, it is
a summary of the atual state information of all subsequent path agents.
4.2.3 TPOT-RL
TPOT-RL is implemented in our TN domain following the desription given by Stone (2000).
The harateristi features of TPOT-RL (see Stone, 2000 for more details) are implemented
as follows: (i) a partitioning funtion and (ii) an ation-dependent feature funtion (where the
ativity-window parameter is hosen as 100, and the usage-threshold for a link onneting
to a neighbour is set to 5.0 | half the maximum bandwidth apaity of a node, dened in
setion 7.2), both idential to those of Stone (2000); and (iii) the reward update-interval is
set to 100. Setion 6.2 explains in more detail how these parameters are used by the agents
to learn estimates and route alls. While forwarding a all, a node using TPOT-RL transmits
to the subsequent node its urrent estimate about the bandwidth availability to reah the
given all destination. Eah agent also reords the amount of bandwidth usage on eah of
the links onneting to its neighbours. Its Q-values estimate the bandwidth availability to
reah a given destination via a given neighbour for the given link usage level, monitored
over the past ativity-window time steps. A all-forwarding deision is taken by using a
Boltzmann exploration over the Q-estimates. Reward distribution ours in TPOT-RL every
update-interval time steps. More speially, for all alls that are suessfully onneted,
the orresponding destination nodes aumulate the information that was transmitted by the
forwarding nodes along the all paths. Then, after every update-interval time steps, these
destination nodes start sending the aumulated information bak along the orresponding
all paths. An agent loated along suh a all route, updates its Q-values after reeiving this
information. So, a node a
k
along the path a
1
;    ; a
k
;    ; a
n
, gets the estimates (as opposed
to the atual node states) of its subsequent nodes a
k+1
;    ; a
n
, using whih it updates its
Q-value. Note that we have used aggregation of the information reeived from subsequent
agents similar to that in PTC (setion 4.2.1).
5. The Advantage of the PTC Sharing Priniple
In this setion, we present a formal analysis to explain the advantage of our information
sharing model in generating better learning than the NN protool. While this establishes the
benets of PTC on a theoretial ground, it also provides an explanation for the performane
improvements observed in our empirial studies. In the following, we rst state our assump-
tions and notations that will be used in later disussions. The rest of this setion develops a
formal representation of the timeliness of distributing information by both strategies. This
representation is then used to ompare the auraies of the non-loal state information in
eah ase.
5.1 Basi Assumptions and Notations
In setion 3, it was stated that we onsider task episodes that require the sequential partiipa-
tion of the appropriate agents for suessful ompletion. In this ontext, our analysis fouses
on a partiular set of agents N = fa
1
; :::; a
n
g where agent a
1
initiates the task exeution
proess by reeiving a new task. Also, we assume, without loss of generality, that the order
in whih the agents proess tasks is: a
1
!    ! a
n
. This assumption implies that, in this
task proessing instane, a
1
uses its knowledge of the states of other agents and selets a
2
to
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forward the task, a
2
similarly selets a
3
, and so on until a
n 1
selets a
n
whih is the agent
at whih the task proessing is ompleted (this was desribed in setion 4.2 in the ontext of
a TN). Note that N represents one possible set of agents that an omplete the task (equiv-
alently, in a network, there an be multiple routes through whih a all an be routed to
the destination). The state estimates that the agents use to selet the subsequent agent are
generated using ommuniated information of the unobserved states via the partiular om-
muniation strategy used by the agents (PTC or NN). Thus, fousing on one partiular set
(in this ase, N ) simplies the analysis of how a ommuniation strategy aets the auray
of a given agent's knowledge of the agents in that set. Sine N is arbitrarily seleted, it is
equivalent to seleting any other set of agents. Therefore, the results of our analysis do not
depend on whih N is hosen.
Further, we onsider that the agents proess tasks that are generated ontinuously (as
per setion 3). To this end, let the symbol t

denote the xed time after whih suessive
tasks are generated. Suh an assumption of periodiity in the task environment is made to
simplify our analysis. Subsequently, in setion 5.6, we show that even under more general,
non-periodi environments, the same general onlusions hold.
In the sequene of agents that jointly partiipate in exeuting the task, there is the notion
of a \subsequent" agent (and, for that matter, a \preeding" agent) for any agent exept the
last (the rst). We represent the agent subsequent to an agent a
i
by the identier a
i+1
and
the one preeding a
i
by a
i 1
.
The agent state, as per setion 4.2, is represented by a real-valued funtion s. For example,
in a network, this an represent the load level, or, equivalently, the fration of the total
bandwidth used on a node. Also as disussed in setion 4.2, an agent learns these agent
states, using the ommuniated information from other agents, to deide whih subsequent
agent to hoose. The atual state of agent a
i
(as observed by a
i
itself) at time t is represented
by s(i; t). Agent a
i
's knowledge of a
j
's state at time t is s
0
(i; j; t) (i 6= j). The knowledge that
a
i
has of the agents in N at time t is represented by:
S
t
i
= fs
0
(i; j; t) j j = 1; :::; ng: (9)
The orresponding set of atual state values of the agents in N is represented by:
S
t
= fs(j; t) j j = 1; :::; ng: (10)
Note that in dynami systems these states hange with time. For example, the load level of a
ommuniation node varies with time. Thus, without timely updates, the known values an
be dierent from the atual state values.
As noted earlier, agent a
i
uses S
t
i
to selet the subsequent agents to whom it forwards
a task. This deision, in turn, aets the overall utility earned from proessing tasks in the
system. The exat funtion used by an agent to determine the subsequent agent depends
on the task and the domain harateristis. In a TN, for example, an agent an selet a
subsequent agent for whih it estimates that the average load on all nodes from that agent
to the destination node is minimised. Thus, this deision has the eet of using the least
ongested path every time a all has to be set up whih, in turn, maximises the number of
alls routed in the system. Our analysis does not depend on the exat form of the deision
funtion. Rather, it studies the delay between onseutive reinforements of state information
by a given information-sharing strategy that generate the knowledge s
0
(i; j; t). The s
0
(i; j; t)
values at as the parameters in an agent's deision funtion. Hene, it an be onluded that
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the loser these values are to the true states (whih, as stated earlier, hange with time), the
higher is the auray of the agent's deision. Intuitively, the shorter the delay in sharing
information, the more up-to-date is the information maintained. Thus, the more eetive
an agent's deision. In the following subsetions, we analyse the timeliness of information
sharing by the dierent ommuniation strategies.
5.2 Timeliness of Information Distribution in NN
In this setion, we ompute the delay inurred by an agent to get the state information from
the others in N using the NN strategy. For this, we fous on a
1
's knowledge about the states
of fa
1
; :::; a
n
g at time t. At this time, a
1
has the knowledge of its atual state s(1; t). However,
its knowledge of the other agents s
0
(1; j; t) (j = 2; :::; n) are dierent from the orresponding
true states by an amount equal to j s(j; t)   s
0
(1; j; t) j. Note that the information that an
agent maintains at a given time is the result of the previous ommuniation that ourred
between the agents (refer to setion 4.2.2 for a disussion on how a partiular implementation
(QR) of the NN protool works).
Sine tasks originate every t

time steps, an agent a
j
(j = 1; :::; n   1) requests its sub-
sequent agent a
j+1
for the latter's knowledge every t

time steps. Following a request at
any time t, a
j
reeives the response from a
j+1
after a delay of 2t, assuming the request
arrives at a
j+1
after a delay of t, and the response of a
j+1
omes bak to a
j
after a fur-
ther delay of t, at t + 2t. Note here t refers to the ommuniation delay of a message
between diretly ommuniating agents. Referring to the disussion in setion 4.2.2, we note
that a
j+1
provides the information that it has of the set of agents fa
j+1
; :::; a
n
g.
9
However,
a
j+1
's knowledge are based on the information it reeived from a
j+2
on its previous request
to a
j+2
. The previous request of a
j+1
to a
j+2
was during the proessing of the previous task
at t + t   t

for whih it had reeived a response at t + t   t

+ 2t (i.e., after a delay
of ((t

 t)  2t)). In a similar way, that response of a
j+2
to a
j+1
ontained information
that a
j+2
reeived from its previous request to a
j+3
. That request of a
j+2
to a
j+3
was at
t+ 2t  2t

for whih it had reeived a response at t+ 2t  2t

+ 2t (i.e., after a delay
of (2(t

 t)  2t)). Extending this proedure to all subsequent agents, therefore, at time
t+2t, the information that a
j
has of any other subsequent agent a
k
is the state of a
k
delayed
by an amount (d  1)(t

 t)  2t+t, where d = k  j. Note here, an extra t is added
to the delay beause although the response was reeived at t+ (d   1)t  (d   1)t

+ 2t,
but this ontained information about a
k
at time t+ (d  1)t  (d  1)t

+ 2t t.
The above desription is summarised in Table 1. In this table, the rows represent agents
(with the agent numbers inreasing from top to bottom) and the olumns represent time
(with time farther in the past as we move from left to right). More speially, in Table 1,
eah element represents a time when an agent (represented by the row number) reeived the
information from its subsequent agent. In partiular, it fouses on agent a
1
and assumes that
it has requested a
2
for the latter's knowledge at time t. Therefore, a
1
reeives information
from a
2
at t+2t (row 1, olumn 2 in Table 1). However, the knowledge about the subsequent
agents that a
2
provides a
1
are based on the requests that these agents made at times further
9. Note that in setion 4.2.2, we disussed QR, where a summary of the states of the subsequent agents is
ommuniated. In this formalisation, we onsider an agent maintains separate reords of the states of other
agents. Suh a onsideration helps explain the impat of a given ommuniation strategy on the auray
of an agent's knowledge.
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Table 1: Time diagram for nearest-neighbour sharing
Agent  Time
a
1
(t+ 2t) (t+ 2t  t

)    (t+ 2t  (n  2)t

)
a
2
(t+t+ 2t  t

)    (t+t+ 2t  (n  2)t

)
.
.
.
.
.
.
a
n 1
(t+ (n  2)t+ 2t  (n  2)t

)
delayed in the past. These are the rst element of eah row. Hene, at time t+ 2t, the set
of state information of the agents fa
1
; :::; a
n
g that a
1
has is the following:
S
t+2t
1
= fs(1; t+ 2t)g [ fs(i; t+ (i  2)t+ 2t  (i  2)t

 t) j i = 2; :::; ng: (11)
Note that, an additional t is subtrated in the u values of all subsequent agents in (11).
This is beause, while Table 1 shows the last time an agent reeived information from its
subsequent agent, this information is, in fat, delayed by an amount of t; hene, the t is
subtrated. For larity, t+ 2t in (11) is replaed by t
0
. Thus,
S
t
0
1
= fs(1; t
0
)g [ fs(i; t
0
+ (i  2)t  (i  2)t

 t) j i = 2; :::; ng: (12)
The true states of these agents, at time t
0
, are
S
t
0
= fs(i; t
0
) j i = 1; :::; ng: (13)
Thus, (12) shows that the knowledge that agent a
1
has of any other agent in N is delayed
by an amount that depends on the distane (number of hops) between them. More speially,
the knowledge that an agent, say a
i
, has of another agent, say a
j
, that is k hops away is delayed
by an amount:
t
NN
delay
= (k   1)(t

 t) + t: (14)
This measure of delay inurred in NN will be ompared to the same in PTC.
5.3 Timeliness of Information Distribution in PTC
In this setion, we ompute the delay inurred by an agent to get the state information from
the others in N using the PTC protool. Similar to the analysis in setion 5.2, we assume
that a task originates every t

time steps when a
1
initiates the proessing of the task and
forwards the request to the remaining agents fa
2
; :::; a
n
g. In the PTC sharing protool, the
state information of agents are ommuniated only after a task is ompleted. Sine new tasks
are proessed every t

time steps, it an be inferred that the distribution of state information
by the agents our every t

time steps (i.e., after every task ompletion phase and assuming
that the ommuniation delay between any two diretly ommuniating nodes remains the
same).
429
Dutta, Jennings, & Moreau
n
t
1 2 3
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t− tc Ti
m
e
t
t
t
Figure 2: Time diagram for PTC sharing
Therefore, a
n
transmits its state information to a
n 1
at time t (i.e., when a task ompletes
at time t, for any value of t), and then at t+ t

, t+2t

, and so on. Given this, a
n 1
transmits
its own state and the information reeived from a
n
to a
n 2
at t+t, and then at t+t+ t

,
t+t+2t

, and so on (onsidering the delay of t for the information to reah a
n 1
from a
n
).
Extending this proess, it an be inferred that a
2
transmits its own state and its knowledge of
the set of agents fa
3
; :::; a
n
g to a
1
at t+(n 2)t, and then at t+(n 2)t+t

, t+(n 2)t+2t

,
and so on. Figure 2 shows this proess. In this gure, eah agent is labelled with the time
at whih it transmits its state information to its previous agent. Thus the state information
that agent a
1
reeives from its subsequent agent (in this ase, a
2
) ontains the information of
the rest of N delayed by multiples of t. Thus, a
1
has the following information about the
subsequent agent states (assuming it reeived information from a
2
at time t
0
):
S
t
0
1
= fs(i; t
0
  (i  1)t) j i = 1; :::; ng: (15)
The true states of these agents at this time t
0
, shown in (13), however, are dierent from these
values.
Thus, (15) shows that the information that agent a
1
has of any other agent in N is
delayed by an amount that depends on the distane (number of hops) between them. More
speially, the information that an agent, say a
i
, has of another agent, say a
j
, that is k hops
away is delayed by an amount:
t
PTC
delay
= kt: (16)
In the following setion, we use the delay measures omputed in (16) and (14) to establish
the advantage of PTC ompared to NN.
5.4 Comparing Timeliness of Information Distribution in PTC and NN
The analysis of setion 5.3 shows that using the PTC strategy, an agent, say i, after the
ompletion of a task episode, reeives the loal state information of another agent j after a
delay of kt (see formula (16)), where k is the hop ount between i and j. In the NN strategy,
on the other hand, agent i reeives j's state information after a delay of (k  1)(t

 t)+t
(see formula (14)). Comparing the delays, the following an be onluded.
Proposition 1 The delay for non-loal information to reah an agent is less using PTC than
using NN if the task environment periodiity is greater than the round trip ommuniation
delay of a message between diretly ommuniating agents.
430
Sharing Information for Distributed Learning in MAS
This is beause, for k > 1,
t

> 2t) kt < (k   1)(t

 t) + t: (17)
In a typial MAS, the interval between suessive episodes of task exeution (t

) is muh
longer than the ommuniation lateny between two diretly ommuniating agents (t).
10
Hene, the delay due to PTC is, for all pratial purposes, muh less than that of NN.
Having established that PTC distributes information in a more time-eÆient manner
than NN, we now fous on analysing how this harateristi of PTC reates more up-to-date
information.
5.5 Improved Estimation Auray using PTC
In this setion, the improved time-eÆient information distribution of PTC is mapped to the
improved quality of information learned by PTC over NN. The key idea is that, the shorter
the delay between suessive information messages, the more aurate is the knowledge of the
atual states.
As stated before, node states vary dynamially over time. However, at a given time, the
state of a node an have a ertain value from a ertain set of values, say V. Also, a node
n
i
retains its state s
m
,
11
where s
m
2 V and m 2 f1;    ;Mg, where M =j V j, for a ertain
length of time, say l
m
. We onsider that a ertain node n
i
is dynamially estimating the states
of another node n
j
that is at a distane of k hops from n
i
. Given the above information, we
want to ompute the expeted value for a given number of state hanges that an our in n
j
in a given time duration, say t
D
. We hypothesise that if t
D
inreases, so does the expeted
value for any number of state hanges within t
D
. Therefore, if n
i
reeives information from
n
j
with higher delays then it loses more state-hange information of the latter. Sine NN has
a greater delay than PTC (setion 5.4), it inurs a higher loss of state-hange information
than PTC. In this ontext, we dene the following:
Denition 2 Given a set of states V = fs
m
j m = 1; :::;Mg (M =j V j), where eah state
value s
m
lasts for a time-length of l
m
, and a time duration t
D
, where t
D
<
P
l
m
, a overage
of size h from V on t
D
, represented by (h;V; t
D
), is a set of h dierent states of V (h M)
suh that
P
h
l
i
 t
D
.
Using the above, the expeted value of h dierent state hanges of n
j
within a time-interval
t
D
is given by:
number of possible (h+ 1;V; t
D
)
 
M
h+1

; (18)
where the numerator ounts all possible overages of size h + 1 (hene, having h dierent
state hanges) from V on t
D
. The denominator enumerates all possible ways of hoosing h+1
dierent states from V.
10. For example, in the type of ommuniation networks we are studying in this researh, the typial delay
between suessive alls is of the order of minutes, whereas the ommuniation lateny between adjaent
nodes is of the order of milliseonds.
11. The representation s(i; t) used earlier in this setion to identify the state value of agent a
i
at time t is
replaed with s
m
. In the urrent disussion, sine we are onsidering one agent and the dierent state
values that it an take, the identier i and time t are dropped for an easier notation. Nevertheless,
8i; 8t;9m; s(i; t) = s
m
.
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Now, if we onsider a duration t
0
D
> t
D
(t
0
D
<
P
l
m
),
12
then it is trivial to identify
that every (h;V; t
D
) will also be a (h;V; t
0
D
), for all h. This is beause, all ombinations
of l
i
's that \t" within t
D
would neessarily t within t
0
D
. Therefore, it an be said that
b(h;V; t
0
D
) = (h;V; t
D
). Hene, the numerator of (18) with t
D
replaed by t
0
D
would at
least be equal to that for t
D
. The above reasoning brings us to the onlusion that the
expeted value for observing K dierent state hanges (for any K) inreases with inreasing
delay between suessive observations. Thus, more state-hange information is lost as the
delay between observations inreases. Sine, aording to setion 5.4, PTC ahieves a lower
delay than NN between suessive observations, the following an be onluded.
Proposition 2 PTC inurs a lower loss of state-hange information than NN.
The analysis presented so far assumes a periodi environment where the task episodes
repeat after intervals of onstant length. In the following, we present a similar analysis with
the periodi assumption removed and demonstrate that the same onlusions hold.
5.6 Non-periodi Task Environment
The analyses presented in setions 5.2 and 5.3 are based on the assumption that task omple-
tion episodes repeat every t

time steps, with a onstant t

. Therefore, the formulas (14) and
(16) were derived using only one of these episodes. In a more general setting, however, the task
proessing episodes would be non-periodi, with the time between suessive task ompletion
episodes varying. In that ase, these formulas have to be omputed onsidering the suessive
episodes as opposed to only one. In this ontext, note that the information dissemination
delay of NN alone (formula (14)) depends on the value of t

. Therefore, the assumption of
non-periodi episodes impats the delay terms of only NN. The following disussion indiates
how to aount for the non-periodiity.
Considering the ase desribed before in setion 5.2 where agent a
i
maintains the state of
a
j
whih is k hops away. In a non-periodi situation, formula (14) hanges to,
t
NN
delay
=
k 1
X
m=1
t
j m

  (k   2)t; (19)
where, t
j 1

(for any j) represents the most reent episode, t
j 2

the seond most reent episode,
and so on.
Using a method similar to that disussed in setion 5.4, t
PTC
delay
given by (16) an be
ompared to t
NN
delay
given by (19). Therefore, we an onlude t
PTC
delay
< t
NN
delay
if:
2(k   2)t <
k 2
X
m=1
t
j m

: (20)
The following summarises this observation.
Proposition 3 In a non-periodi task environment, the information dissemination delay is
less for PTC than for NN if the time between any two suessive task originations is greater
than the round trip ommuniation delay of a message between diretly ommuniating agents.
12. If t
D
=
P
l
m
, then the expeted value of observing h state-hanges is equal to 1, for all h. If t
D
>
P
l
m
,
then we an apply the same reasoning as above for the modied duration t
00
D
, where t
D
 t
00
D
(mod
P
l
m
) to
reah the same onlusions.
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This is beause (from ondition (20)), for m  1,
t
j m

> 2t) t
PTC
delay
< t
NN
delay
: (21)
Proposition 3 is similar to proposition 1. It is true for all pratial purposes beause the
time interval between suessive task proessing episodes is typially muh greater than the
round-trip ommuniation delay of a message between diretly ommuniating nodes.
Sine the delay between suessive information reeived is smaller in PTC than in NN,
it an be shown similar to setion 5.5, that under the non-periodi task assumption, the
knowledge about the non-loal states generated by PTC aptures the hanges in these states
better than that by NN.
Proposition 4 In a non-periodi task environment, PTC inurs a lower loss of state-hange
information than NN.
The preeding analysis demonstrates that, under all pratial purposes, the timeliness of
information distribution and the quality of non-loal state information learned by our PTC
information-sharing strategy are better than the nearest-neighbour strategy under general
non-periodi environments. With these theoretial results, it is reasonable to infer that PTC
allows the agents to take better informed deisions than NN, whih, in turn, generates better
system performane. To demonstrate this further, the pratial advantage of PTC is evaluated
using empirial analysis in a simulated wireless telephone network. The following setion
desribes the simulation environment.
6. Implementing Information-Sharing Strategies in a Simulated Wireless
Telephone Network
In this setion, we rst enumerate a number of important physial properties and funtional
harateristis of this appliation. These properties are simulated in our system to appropri-
ately apture their eets on its performane. Subsequently, we desribe our implementation
of a ooperative resoure alloation system for routing alls in a iruit-swithed network.
In partiular, it elaborates the implementations of the PTC, QR, and TPOT-RL strategies
(desribed in setion 4.2) in the simulation. Finally, we present two heuristis based on the
PTC priniple for aggregating state information (desribed in setion 4.2.1).
6.1 Domain Properties
We assume the following harateristi properties of our simulation of a TN. These properties
are typial of the broad lass of wireless meshed networks (Krag & Buettrih, 2004) where a
set of wireless nodes with limited ommuniation bandwidth radio-ommuniate with those
within their transmission range. Note that these properties orrespond to the more general
desription of the TN domain presented in setion 3.
 The ommuniation nodes have limited bandwidth. Therefore, the number of alls that
an be handled by a node is limited.
 A node an only ommuniate with the nodes that are within its transmission range
(its immediate neighbours).
 Calls an originate/terminate at any node. These alls originate throughout the simula-
tion and last for a nite duration (thus, indiating a ontinuous usage of the network).
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 A node's total available bandwidth is divided into two segments: the all hannel and
the ontrol hannel. The former is used to route alls and the latter to ommuniate
information and ontrol messages.
 The resoure available at a node is its all-hannel bandwidth. One unit of this is
alloated for eah all routed via the node. The bandwidth units of the nodes on a all
path are oupied throughout the duration of a all to establish a iruit. Thus, we
onsider a iruit-swithed network where bandwidth is alloated end to end to establish
alls.
 Eah node is modelled as an agent. Every agent has the aim of forwarding a all to the
neighbour it believes is the rst node on a path to the destination with the maximum
all-hannel bandwidth availability.
 We dene the state of a node at a given time as the ratio of the all hannel bandwidth
units it has unalloated to the maximum number of units that it an handle. Eah
agent has perfet knowledge of the state of the node it represents and estimates of the
states of other agents.
6.2 Cooperative Bandwidth Alloation for Call Routing
In setion 4.2, we desribed broadly how the routing agents alloate bandwidth in sequene to
onnet a all between the soure and destination nodes. Here, a more detailed desription of
our implementation of this system is presented. To this end, we identify from the disussion
of setion 4.2 that the dierent ations of agents are in response to four types of information
message: (i) request to forward a all (m
r
), (ii) request to onnet a all (m

), (iii) request
to drop a all (m
d
), and (iv) request to penalise loop agents (m
p
). In the following, these
ativities are elaborated. To failitate this disussion, we rst dene the following set of
variables used in our desription: N , set of total agents in the network fa
1
; :::; a
N
g, where
N = jN j; K
i
, set of K
i
neighbours of agent a
i
(K
i
= jK
i
j); a Q-funtion Q
i
for eah agent
a
i
, where Q
i
: N  K
i
! [0; 1℄. The Q-funtion Q
i
(n; d) is a
i
's estimate of the bandwidth
availability in the nodes on all paths to a
d
(2 N ) via its neighbour a
n
(2 K
i
); s(i): atual
node state of a
i
; B
j;k;:::;z
: a set of node states fs(j); s(k); :::; s(z)g; E
i
(d): feedbak information
provided by a
i
about its estimate of all hannel bandwidth units available over all routes to
a
d
from a
i
; E
K
i
(d), a set of E
j
(d) feedbak estimates from all a
j
in K
i
; R
i
, a reward omputed
by a
i
from node state values that it reeives via ommuniation from other nodes. In TPOT-
RL, however, there is a dierene in the representation of the Q-estimates from that desribed
above. This is beause, in TPOT-RL, an agent uses an ation-dependent feature funtion,
whih summarises the loal eets of its ations, to estimate bandwidth availability. This
funtion is based on the bandwidth-usage level on the links onneting a
i
to its neighbours.
Thus, if the variable l
i;n
denotes the portion of a
i
's total all-hannel bandwidth being used
for alls that are routed via its neighbour a
n
, then a
i
's Q-estimate for bandwidth availability
to reah a destination a
d
via a
n
is: Q
i
(e
i;n
; n; d). In this, e
i;n
is \high" if the value of l
i;n
,
measured over a ertain ativity-window time interval in the past, is more than a ertain
threshold, or \low" otherwise (setion 4.2.3 speies the values used for these parameters in
our experiments).
A message of type m
r
, m

, or m
d
ontains the following information: ids of the all soure
(a
s
) and destination (a
d
), the set of ids of the nodes through whih it has been routed (path),
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the time of origination (t
o
, on the global lok) and setup (t
live
, an absolute interval) of the
all, and (depending on the information-sharing strategy used) a set of node state values
B
k;:::;z
. The urrent global time is represented by t. An m
p
-type message ontains, instead of
the all soure id, the id of the node where the loop starts. Also, on a given route, a
i+1
(m
T
)
(T an be r, , d, or p) returns the agent id at a position one hop loser to the all destination
a
d
(m
T
) than the urrent agent a
i
, while a
i 1
(m
T
) returns the id one hop loser to the all
soure a
s
(m
T
). However, a
s
(m
p
) denotes the soure of the loop and not the all soure node.
With this in plae, Figure 3 shows the agent ativities. Upon reeiving an m
r
(line 1), an
agent (say, a
i
) heks whether it has no unalloated bandwidth or the all forwarding proess
has lasted beyond the maximum setup time limit (line 2). In either ase, the forwarding
proess is stopped and a
i
transmits an m
d
(line 5), generated from m
r
(line 4) to refer the
appropriate all represented by m
r
, to the previous agent. Upon reeiving m
d
(line 33), an
agent frees up the pre-alloated all hannel bandwidth (line 34) and sends the same m
d
to
the previous agent (line 36) until a
s
(m
d
) is reahed.
If neither of the onditions in line 3 are satised, a
i
rst heks if a loop has ourred (by
heking if path(m) inludes its own id). If it has (line 7), a
i
generates an m
p
-type message
(line 8) and omputes a penalty p = ( 1)0:9
x+1
(line 10), where x is the hop ount from a
i
to the end of the loop (i.e., where the loop was rst deteted). This penalty amount is added
to m
p
(line 11). Also, the soure node id in m
p
is set to be the id of the node where the
loop was deteted (line 12). Then this m
p
message is transmitted to the previous agent on
the loop (line 13). Upon reeiving an m
p
-type message (line 50), a
i
uses the penalty in m
p
to update its prior Q-estimate of the destination node; depending on whether the strategy
used is TPOT-RL or not, one of the updates (line 52 or 54, respetively) gets exeuted.
Subsequently, if a
i
is not the agent where the loop was deteted (line 55), it omputes a new
penalty whih is an exponentially dereasing funtion of the distane of that node from the
loop end, adds this to m
p
, and de-alloates the pre-alloated bandwidth for this all (line 57).
Finally, it transmits the m
p
to the previous agent (line 58). The intuition here is that the
further a node is from the loop end, the less it is responsible for ausing the looping to our.
Hene, the lower the penalty it gets.
13
After heking for yles, a
i
then heks if it is the destination of the urrent all (line
14). If it is, it will alloate one bandwidth unit (line 16) and send an m

(generated from m
r
for reasons ited before) to the previous agent on the route of this all (line 21) to ontinue
this proess of alloation (line 42) and sending the message (line 49) until a
s
(m

) is reahed;
at whih point a omplete iruit is established. However, if an agent uses the TPOT-RL
strategy, before sending the m

(line 21), it stores the estimates obtained along with the m
r
(line 20); how suh estimates are propagated in TPOT-RL is desribed shortly.
In the two information-sharing heuristis that we have designed based on PTC (desribed
in setions 6.3.1 and 6.3.2), an agent a
i
attahes its own node state (s(i)) to the message
m

(lines 18 and 47).
14
Eah path agent a
i
, using PTC, upon reeiving an m

that on-
13. In our experiments, we have observed that this heuristi substantially redues the number and size of loops.
Hene, it eetively redues wasteful use of resoures, sine loops represent redundant portions of a all
path.
14. The PTC priniple advoates information distribution only after task ompletion. However, a task exeu-
tion proess an fail (e.g., all routing failing in our example appliation). Note that in this situation, PTC
an use the task failure as the event to trigger information distribution. We have used this onept and
introdued information distribution after all failures. So far, we have observed that the BW alloation
quality is better than distributing information only after all suesses.
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//for a message m in ontrol hannel C
i
of agent a
i
1. if(m
r
) // CALL FORWARD MESSAGE
2. if (s(i) == 0jjt > (t
o
(m
r
) + t
live
(m
r
))) // no available bandwidth
3. // or, time exeeded setup time
4. m
d
 deriveFrom(m
r
);//generate drop all message
5. inform(a
i 1
(m
r
); m
d
); // inform drop all to previous agent
6. else
7. if(loop(m
r
)) // loop deteted in urrent all route
8. m
p
 deriveFrom(m
r
); //generate penalty message
9. x m
p
:loopEndHopCount(a
i
);//distane of a
i
from the loop end
10. penalty = ( 1)0:9
x+1
;//penalty amount, x = 0 for the rst loop agent
11. m
p
:addPenalty(penalty);
12. m
p
:setSoureNode(a
i
); //set the soure node id to the node where the loop was deteted
13. inform(a
i 1
(m
r
);m
p
);//penalise previous loop agent
14. if(a
d
(m
r
) == a
i
) //this node is the destination
15. m

 deriveFrom(m
r
);//generate onnet all message
16. alloateUnitBandwidth(m

);
17. if PTC //see setions 6.3.1, and 6.3.2
18. append s(i) to m

;
19. if TPOT-RL//see setion 4.2.3
20. storeMessage(m
r
);// aumulate estimates
21. inform(a
i 1
(m
r
);m

);// inform onnet to previous agent
22. else
23. //selet a neighbour based on Q-estimates for the given destination
24. a
j
 seletNeighbour(Q
i
; a
d
(m
r
));
25. preAlloateCall(m
r
); //pre-alloate bandwidth
26. if TPOT-RL
27. append Q
i
(e
i;i+1
; a
d
(m
r
); a
i+1
) to m
r
;// send own estimate
28. inform(a
j
; m
r
);// forward all to seleted agent
29. if QR //see setion 4.2.2
30. //seleted neighbour a
j
returns its loal estimate of bandwidth availability
31. E
j
(a
d
(m
r
)) min(s(j); max
a
k
2K
j
Q
j
(a
d
(m
r
); a
k
))
32. Q
i
(a
d
(m
r
); a
j
) (1  )Q
i
(a
d
(m
r
); a
j
) + E
j
(a
d
(m
r
));
33. else if(m
d
) // DROP CALL MESSAGE
34. deAlloateCall(m
d
);//de-alloate bandwidth
35. if(a
i
6= a
s
(m
d
)) //if not soure
36. inform(a
i 1
(m
d
); m
d
);
37. else if(m

) // CONNECT MESSAGE
38. if TPOT-RL and m
r

//reward message in TPOT-RL
39. R
i
 omputeReward(B
a
i+1
(m
r

);:::;a
d
(m
r

)
);
40. Q
i
(e
i;i+1
; a
d
(m
r

); a
i+1
(m
r

)) (1  )Q
i
(e
i;i+1
; a
d
(m
r

); a
i+1
(m
r

)) + R
i
;
41. else
42. alloateUnitBandwidth(m

);
43. if PTC //see setions 6.3.1, and 6.3.2
44. // ompute reward using own estimate and others'
45. R
i
 omputeReward(B
a
i+1
(m

);:::;a
d
(m

)
);
46. Q
i
(a
d
(m

); a
i+1
(m

)) (1  )Q
i
(a
d
(m

); a
i+1
(m

)) + R
i
;
47. append s(i) to m

;
48. if(a
i
6= a
s
(m

)) //if not soure
49. inform(a
i 1
(m

);m

);
50. else if(m
p
) // PENALTY MESSAGE
51. if TPOT-RL
52. Q
i
(e
i;i+1
; a
d
(m
p
); a
i+1
(m
p
)) (1  )Q
i
(e
i;i+1
; a
d
(m
p
); a
i+1
(m
p
)) + m
p
:penalty;
53. else
54. Q
i
(a
d
(m
p
); a
i+1
(m
p
)) (1   )Q
i
(a
d
(m
p
); a
i+1
(m
p
)) + m
p
:penalty;
55. if(a
i
6= a
s
(m
p
))
56. d m
p
:loopEndHopCount(a
i
);//distane of a
i
from the loop end
57. penalty = ( 1)0:9
d+1
; m
p
:addPenalty(penalty); deAlloate(m
p
);//de-alloate bandwidth
58. inform(a
i 1
(m
p
); m
p
);
59. if TPOT-RL //tasks spei to TPOT-RL
60. monitorLinkUsage(K
i
); //measure usage of all l
i;j
, a
j
2 K
i
61. if(t % update-interval == 0)
62. for all aumulated m
r
63. m
r

 deriveFrom(m
r
); //reate reward message
64. inform(a
i 1
(m
r
);m
r

); //transmit upstream along this m
r
's route
65. t t+ 1;
Figure 3: Agent ations in response to various message types
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tains the node state information transmitted from other agents, omputes a reward R
i
as
a funtion of the set of ommuniated state values B
a
i+1
(m

);:::;a
d
(m

)
ontained in m

(line
45). Setions 6.3.1 and 6.3.2 dene two heuristis for alulating this reward value. In either
ase, however, the reward is used to update the prior Q-estimates (line 46). The update rule
follows standard Q-learning, where  is the learning rate (see setion 4.1). Thus, the agents
ooperatively volunteer their loal information to one another to improve their estimates of
the unobserved node states.
On the other hand, if a
i
is not the destination for this all, it selets one of its neighbours
(exluding the one from whih it reeived the m
r
) to forward the all request (line 24). This
is done by dening a probability distribution over a
i
's set of Q-estimates of its neighbours.
In partiular, the probability of seleting a neighbour a
j
is given by:
Pr(a
j
) =
exp(
Q
i
(a
d
(m);a
j
)

)
P
a
k
2K
i
;a
k
6=a
i 1
(m
r
)
exp(
Q
i
(a
d
(m);a
k
)

)
: (22)
Note that equation 22 refers to the seletion mehanism when PTC or QR is used. If
TPOT-RL is used, then, Q
i
(e
i;j
; a
d
(m); a
j
) replaes the Q-values in equation 22. Here 
is the \temperature" parameter (range: [0,1℄) and ontrols how muh the relative dier-
enes between various Q-estimates would aet the relative probabilities of seletion (the
smaller the  , the larger the skewness). This is a standard heuristi alled Boltzmann explo-
ration (Watkins, 1989) to probabilistially hoose between alternative options. Subsequently,
a
i
pre-alloates a bandwidth unit of its all hannel (line 25) and forwards m
r
to a
j
(line
28). In the QR strategy, the seleted neighbour a
j
responds to a
i
with its own estimate
E
j
(a
d
(m
r
)) of bandwidth availability on routes to the destination a
d
(m
r
) (line 31) whih is
equal to min(s(j); max
a
k
2K
j
Q
j
(a
d
(m
r
); a
k
)) (refer to setion 4.2.2). The requesting agent a
i
uses
this estimate E
j
(a
d
(m)) to update its prior estimate Q
i
(a
d
(m); a
j
) (line 32). In TPOT-RL, a
i
appends its Q-estimate to the m
r
(line 27) before forwarding the latter to a
j
. This is how the
sequene of estimates gets propagated along with the all forwarding request in TPOT-RL.
Now we desribe a number of ativities that an agent performs only if TPOT-RL is used.
First, a
i
monitors the link usage levels for all its neighbours (line 60). This information is used
to ompute the value of e
i;j
(j 2 K
i
), as desribed before. Seond, every update-interval
time steps (line 61), a
i
starts sending reward messages along the paths of those alls that
terminated at a
i
during that period (for those m
r
's that it had stored during that period).
Speially, these reward messages are analogous to the m

type message, exept that no
bandwidth is alloated when an agent reeives one (as opposed to bandwidth being alloated
when an m

is reeived (line 38)). To distinguish from m

, we denote these messages as m
r

for our desription in Figure 3. Every update-interval, for eah m
r
stored over the past
interval, a
i
reates an m
r

(line 63) and sends this to the neighbour (line 64) whih is the
immediate upstream node along that all path. Upon reeiving an m
r

, an agent omputes a
reward using an aggregation of the information of the subsequent path nodes (line 39) (similar
to PTC) and updates its Q-values with this reward (line 40) before sending the m
r

upstream.
It should be noted here, the information used by the agents to ompute the reward in TPOT-
RL are the Q-estimates that the agents had appended while forwarding the m
r
. Therefore,
the set B
a
i+1
(m
r

);:::;a
d
(m
r

)
in line 57 represents estimates and not atual node states. We have
used the same aggregation method for TPOT-RL as desribed in setion 6.3.2.
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The above disussion orresponds to a more detailed desription of the general domain
desription of setion 3. As identied in that desription and observed in the above system de-
sription, the deision to selet a spei neighbour to forward a all is ritial in determining
how eetive the system is in suessfully routing alls. Sine this deision is taken based on
the Q-estimates, the more aurately they reet the true node bandwidth availabilities, the
better informed are the deisions taken by an agent. It is emphasised that the information-
sharing strategy plays a key role in determining the estimation auray. In the following, we
formulate two simple heuristis of PTC that are used to dene the omputeReward funtion
in our simulations.
6.3 PTC Sharing Heuristis
The disussion on agent interations in setion 6.2 explains how the agents using PTC delay
transmitting the information until a all is onneted. In this ase, the agents along the all
path an aggregate the information reeived from those \downstream" and pass on that infor-
mation to the previous path agent. We have formulated two simple heuristis for information
aggregation based on PTC, viz., to average the state estimates (termed PTC-A) and to take
the minimum state estimate (termed PTC-M). These are desribed in the following.
15
6.3.1 PTC Inform Average Capaity (PTC-A)
In Figure 3, upon reeiving the m

, an agent using the PTC-A heuristi omputes a reward
value R
i
by averaging the states of all nodes on the route from a
i
to a
d
as:
R
i
=
P
k2fa
i+1
;:::;a
d
g
s(k)
L(a
i
; a
d
)
; (23)
where L(a
i
; a
d
) is the hop ount on this route from a
i
to a
d
. This desribes how the funtion
omputeReward of Figure 3 is implemented. Subsequently, this reward is used to update its
prior Q-estimate. Thus the estimates are updated with the information about the resoure
usage on the \downstream" nodes on the path of this all.
6.3.2 PTC Inform Minimum Capaity (PTC-M)
This is similar to PTC-A: but instead of average available apaity, the minimum available
apaity is used as reward. For example, agent a
i
using the PTC-M heuristi omputes the
reward as:
R
i
= min(s(i+ 1); :::; s(d)): (24)
This is a more onservative estimate of bandwidth availability than the average apaity
model. Thus it has the advantage that the probability of a dropped all due to agents
overestimating the bandwidth availability is redued. This heuristi is also used to aggregate
estimates in TPOT-RL in our experiments.
15. Here, it should be noted that the formal analysis in setion 5 is based on the agents having separate
estimates of individual agents. Maintaining an aggregate estimate on a set of agents, however, redues the
omputational omplexity at deision time in our simulations. Alternatively, for example, with estimates
of individual nodes, the run-time omplexity of determining the least ost path between any two nodes is
quadrati in the number of nodes in the graph (the worst ase run time of Dijkstra's single-soure shortest
path algorithm Cormen, Leiserson, Rivest, & Stein, 2001).
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7. Experimental Evaluation
Based on the senario disussed in setion 6, we have onduted a series of experiments to
empirially evaluate the eetiveness of PTC ompared to the benhmarks (QR and TPOT-
RL). In this setion we start by enumerating the measures hosen as indiators of system
performane. Subsequently, the results obtained from the experiments on these measures are
analysed.
7.1 Performane Measures
The following measures are hosen to evaluate the performane of a given ommuniation
strategy in improving learning in a TN.
7.1.1 Number of Suessful Calls
The overall objetive of the ooperative agent network is to maximise the number of suess-
fully routed alls, given the set of resoures (all-hannel bandwidth) available, the rate at
whih new alls originate, and the duration alls remain onneted (hold up resoure). Thus,
the average number of suessful alls determine how suessful a learning algorithm has been
given the above parameter values. In our system, we reord the total number of alls that
have originated (NO) and the total number of those alls that have been suessfully routed
(NC). Thus, the value x =
NC
NO
determines the fration of suessful alls routed over the
time period in whih the measurements are taken.
In addition to measuring the number of alls suessfully routed, we keep trak of the num-
ber of alls that ould be onneted if the agents had global knowledge about the network
bandwidth availability and if all routing ould be done instantaneously. This is omputed
by globally searhing for the availability of a path for eah all. This searh is done instan-
taneously at the beginning of eah simulation time step. We term this essentially idealisti
proedure the \Instantaneous Zero Delay Searh" (IZDS). Sine, in pratie, it takes a nite
number of time steps to onnet a all, the IZDS is repeated at every time step until either
it nds a path or the all is dropped/onnets.
16
In ase of the former outome, the NC
izds
ount is inremented by 1. The value x
izds
=
NC
izds
NO
gives a hard upper limit to the all
suess rate under the given onditions.
17
The learning strategies are ompared both against
the absolute suess rate (x) values and the perentage deviation of suess rate from IZDS,
x
izds
 x
x
izds
. It is infeasible for any pratial system to attain the IZDS suess rate beause, in
pratie, there is a nite amount of delay to onnet a all as opposed to the instantaneous
onnetion in IZDS. Also, the agents in a pratial system attempt to onnet a all by for-
warding it one hop at a time based on their individual estimates of the world states. IZDS,
on the other hand, takes a global and aurate view of the entire network to nd the least
ost path.
16. Thus, IZDS is guaranteed to nd a path if one is found by the atual routing algorithm, but not neessarily
vie versa.
17. Note, IZDS is not an optimal measure. Sine it tries to onnet a all as soon as one originates, it is
essentially a greedy strategy. Some other sheduling strategy, say that uses some form of lookahead before
attempting to plae a all, may outperform IZDS.
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7.1.2 Suessful Routes of Different Lengths
The all suess rate metri, desribed in setion 7.1.1, measures the overall rate of suessful
alls in the system. This is an important performane measure beause it indiates how the
system performs at a broad sale. So it is an indiator of how suessful a ommuniation
strategy is in improving the system performane. However, it does not indiate how eetive
the strategy is at onneting alls at a given distane (sine the suess rate metri ounts all
alls in the system).
In our ase, alls an be required to be routed to destination nodes that are at various
distanes from the nodes of origin. Calls destined for nodes that are at short distanes are
relatively easier to route than those further away. This is beause more aurate estimates of
the load at nodes that are nearer an be maintained. As shown in the analysis of setion 5,
the farther an agent, the longer is the delay for the information to arrive and, thus, the less
up-to-date are the estimates. Therefore, it is less probable for a all to be routed suessfully
to suh a distant node. A ommuniation strategy that allows better suess rates at longer
distanes an, therefore, be onsidered more ompetent than another that ahieves a poorer
suess rate at long distanes (all other onditions being equal).
Thus we measure the number of suessful all onnetions for various distanes between
the all soure and destination nodes. More speially, the minimum hop ount (say, d)
between the soure and destination of a all is omputed (global knowledge of the network
topology is used to measure this distane) and the suess ounter (NC
d
) of alls at distane
d is inremented if suh a all is suessfully onneted. In this manner, a suess rate for
alls at a distane d an be omputed as x
d
=
NC
d
NO
d
, where NO
d
stands for the number of alls
originated with a soure-destination distane of d. For dierent values of d, therefore, the
dierent x
d
values ould be used to ompare the ability of dierent ommuniation strategies
to plae alls at dierent lengths.
7.1.3 Reward Information Messages
The agents in our system use dierent message types for ommuniation (setion 6.2 enumer-
ates these). However, the most important among these are the ones that arry the reward
information by whih the loal knowledge of one agent is transmitted to another. This is
beause using this information, the agents update their prior estimates of the network load
level. Therefore, these messages ontribute diretly to the quality of learning and to the over-
all performane of the system in alloating resoures to plae alls. In QR, for example, this
is the message that an agent reeives from its neighbour after handing over to the latter a all
forwarding request (see setion 4.2.2 for details). Therefore, at eah all forwarding step, a
new message is generated by the ontated agent and transmitted to the ontating agent. In
the PTC-based models, on the other hand, these are the m

type messages, transmitted after
a all onnets, that ontain the summary reward information (setions 6.3.1 and 6.3.2 have
the details). Note, this is only one message generated by the destination node after every
suessful routing and transmitted upstream along the all path.
18
Although several other
types of messages (e.g., m
r
, m
p
, and m
d
) are exhanged between the agents, it is the mes-
sages that ontain the reward that aet the learning quality the most. On the other hand,
18. We have reently onduted a study where PTC shares information also after a all fails to onnet. This
modiation, obviously, inreases the message rate although still keeping it lower than that of QR and
TPOT-RL. However, it allows better bandwidth alloation than the PTC reported in this artile and also
deals with failure detetion, something the urrent PTC is not apable of (Dutta et al., 2005).
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Figure 4: 36 node irregular grid
in our implementation of TPOT-RL, an agent, while forwarding a all, transmits along with
the all, its own estimate of the bandwidth availability along paths to the all destination.
Subsequently, this information is used to update the Q-values of the agents (see Setion 7.2
for details). Therefore, these messages aet the learning of agents in the way that m

does
in PTC. Hene, the message rate for TPOT-RL is measured by ounting these messages.
The number of suh messages an, therefore, be used as a measure of the eÆieny of
a given ommuniation strategy | the lower the number of messages, the higher is the
eÆieny (assuming a given value of some other performane measure suh as all suess
rate). More speially, the total number of information exhanges (represented by m, say)
for transmitting the agents' loal knowledge to one another is omputed at every T time steps
during a simulation. The value r =
m
T
, therefore, gives the rate of messages transmitted in the
entire system during the interval T . The total simulation is divided into several intervals and
the values of r over eah suh interval generate an overall time-variation of the message rate.
The dierent ommuniation strategies are then ompared against various message rates.
(a) 50 node random graph (b) 100 node random graph
Figure 5: Random network topologies
7.2 Results and Analysis
In this setion, the performane of QR, PTC-A, PTC-M, and TPOT-RL are ompared against
the measures desribed in setion 7.1.
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Experiments are onduted on a number of dierent network topologies. In the follow-
ing, we report our results and observations based on some of those. Figures 4 and 5 show,
respetively, a 36-node irregular grid and two randomly generated topologies | a 50-node
random graph (Figure 5(a)), and a 100-node random graph (Figure 5(b)). The 36-node ir-
regular grid topology has been used in previous papers on the appliation of RL in network
routing (see setion 2.2 for a disussion on these papers) and thus we hoose it to make valid
omparisons. To verify our onlusions aross a wider range of topologies, we tested the same
against random graphs (gures 5(a) and 5(b) show two suh examples) of dierent sizes.
19
In
all gures, the nodes are numbered for ease of referene. The edges between nodes indiate
that those nodes are within eah other's radio range. Note that the random graphs are de-
signed suh that any node is linked to only those within a ertain maximum radial distane
whih simulates the transmission range of wireless nodes.
The following parameter values were used for all experiments reported heneforth (unless
otherwise stated): learning rate  = 0.03, Boltzmann exploration temperature  = 0.1, all
setup time of 36, 50, and 100 time steps for the topologies in gures 4, 5(a) and 5(b), respe-
tively. We allowed for a larger all setup time in the bigger topologies to give allowane for
the larger size of the networks. An average all duration of 20 times the setup time was used.
The \load" in the network is set by assigning a probability with whih alls originate at every
time step in the network. This all origination probability was varied to study the eet of
dierent network loads on the performane. Calls were allowed to originate and terminate
on any randomly seleted node. We have tested the strategies using both (i) a onstant-
load simulation where the all origination probability is maintained the same throughout a
simulation run, and (ii) a dynamially hanging load simulation where the all origination
probability is hanged during the ourse of a simulation run. We have used dierent numbers
and values of the all origination probability hanges in a single simulation run to test the
eet of various degrees of load utuations on the performane of PTC, QR, and TPOT-RL.
In these dynami settings, the all origination probability is hanged at equal intervals in
a simulation run. A single simulation run lasted for 500,000 time steps for the topology in
Figure 4, for 1,000,000 time steps for the topology in Figure 5(a), and for 2,000,000 time steps
for the topology in Figure 5(b). Results are averaged over 10 simulation runs (these gures
are statistially signiant at the 95% ondene level). Also, every node had a maximum
all hannel apaity of 10 units.
The following setions disuss the results on the overall suess of the various ommuni-
ation heuristis in onneting alls (in setion 7.2.1), the eetiveness of these heuristis in
suessfully onneting long-distane alls (in setion 7.2.2), and the overhead due to om-
muniating messages (in setion 7.2.3).
7.2.1 Performane | Call Suess Rate
We antiipate that the higher the auray of learned estimates of unobserved states, the
more apable the agents will be of routing alls to the destination via the most appropriate
paths. Hene, in turn, the higher will be the all suess rate and the lower the deviation
from the IZDS suess rate. In the following, the results from onstant load are presented
rst followed by those obtained from dynamially varying load.
19. Various other topologies were used with varying number of nodes and onnetivity patterns and the same
general trends in the results were observed. Hene, here, we report on three sample topologies.
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Constant Load. We experimented with all strategies to alulate: (i) the all suess rates,
and (ii) the perentage deviation of the measured suess rate from the IZDS, under steady
state onditions (i.e, when the all throughput in the system reahed a steady value).
20
The
average suess rate and the average IZDS suess rate, both omputed during the steady
state phase of the simulation, are further averaged over 10 simulation runs for a given value
for the all origination probability. Further, all suess rate is measured against various
all origination probabilities to test the impat of network load on the suess rate. These
measurements are repeated for eah of the three topologies.
Table 2: Call suess rates for all strategies | topology of Figure 4
Load
QR PTC-A PTC-M TPOT-RL
Avg Stdev IZDS Avg Stdev IZDS Avg Stdev IZDS Avg Stdev IZDS
0.1 50.94 0.0048 72.66 50.98 0.0076 72.11 51.85 0.0052 70.25 25.74 0.0022 99.57
0.2 32.41 0.0034 60.69 32.64 0.0037 60.56 33.02 0.0039 58.86 19.94 0.0016 97.65
0.4 19.99 0.0018 55.37 20.27 0.0021 55.23 20.38 0.002 52.79 14.82 0.0009 89.44
0.6 14.87 0.0012 54.87 15.07 0.0011 53.44 15.08 0.0014 50.6 11.52 0.0012 85.2
Table 3: Call suess rates for all strategies | topology of Figure 5(a)
Load
QR PTC-A PTC-M TPOT-RL
Avg Stdev IZDS Avg Stdev IZDS Avg Stdev IZDS Avg Stdev IZDS
0.1 57.31 0.0042 81.75 58.15 0.0052 81.67 58.49 0.0052 80.9 12.18 0.0027 99.99
0.2 37.11 0.002 69.75 37.32 0.0028 68.73 37.65 0.0026 68.33 10.21 0.0011 99.8
0.4 22.98 0.0012 61.44 23.35 0.0012 62.6 23.51 0.0013 60.43 7.46 0.0007 99.8
0.6 17.17 0.001 58.8 17.47 0.0009 61.29 17.49 0.0008 57.53 6.11 0.0004 99.8
Table 4: Call suess rates for all strategies | topology of Figure 5(b)
Load
QR PTC-A PTC-M TPOT-RL
Avg Stdev IZDS Avg Stdev IZDS Avg Stdev IZDS Avg Stdev IZDS
0.1 35.79 0.0032 66.52 35.86 0.0034 65.58 37.34 0.003 62.65 8.53 0.0031 99.88
0.2 24.17 0.0017 57.41 24.56 0.002 59.18 24.8 0.0014 54.27 6.12 0.0013 99.83
0.4 15.88 0.0011 54.01 16.16 0.0007 55.53 16.18 0.0008 50.72 4.79 0.0006 99.9
In more detail, Table 2 shows the average steady state suess rates ahieved by the
dierent strategies and by IZDS used alongside these strategies for dierent network loads
20. Note, our TN appliation represents a dynami system where node bandwidth availability hanges with
time (new alls are plaed and existing alls terminate). The Q-values estimate the bandwidth availability.
So, as bandwidth availability hanges, so do the Q-values. However, the all suess rate is an overall
system measure whih reahes a steady state when a onstant all origination probability is used.
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(all origination probabilities) in the topology of Figure 4. Tables 3 and 4 show the same
measurements for the topologies in Figure 5(a) and 5(b), respetively. The results indiate
that the average steady state all suess rate (shown under olumn \Avg" in these tables)
ahieved with PTC-M dominates that of the other strategies under dierent network loads.
For example, in Table 2, when the load is 0.1, PTC-M ahieves a steady state average all
suess rate of 51.85%, PTC-A ahieves 50.98%, QR 50.94%, and TPOT-RL 25.74%. As
indiated by the analysis of setion 5, PTC maintains more up-to-date information of the
network states. Thus, using PTC, the agents are apable of taking better informed deisions
of forwarding a all whih, in turn, ensures a higher likelihood of suessful onnetions. This
is reeted in the (statistially signiant) higher all suess rate ahieved by PTC-M over all
other strategies. In partiular, sine the minimum-apaity heuristi restrits overestimation
of the node bandwidth availability, it generates a slightly better suess rate than the average
apaity heuristi.
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Figure 6: Improvement of all suess rate deviation from IZDS relative to QR and TPOT-RL
| topology of Figure 4
We have also measured the improvements in the suess rate values ahieved from the
PTC-based information strategies relative to those of QR and TPOT-RL. To do so, rst the
suess rate deviation from IZDS is omputed as p =
x
izds
 x
x
izds
(see setion 7.1.1). Subsequently,
p
PTC M
and p
PTC A
are ompared to p
QR
and p
TPOT RL
as:
p
QR
 p
PTC
p
QR
and
p
TPOT RL
 p
PTC
p
TPOT RL
,
respetively. The graphs in Figure 6 show the relative improvements of the average suess
rate deviation from IZDS ahieved by using PTC over QR (Figure 6(a)) and over TPOT-RL
(Figure 6(b)) when the topology in Figure 4 is used. Note that in this gure a greater negative
value indiates less of a deviation from the IZDS relative to QR or TPOT-RL, and, hene,
a better performane of PTC. From these graphs, a signiant improvement is observed in
PTC-M relative to both QR and TPOT-RL under dierent values of network load (statistial
signiane is tested at the 95% ondene level). For example, (see the row orresponding
to \Load" = 0.1 in Table 2) with a all origination probability of 0.1, the deviation of the
all suess rate from the IZDS is 26.2% (=
70:25 51:85
70:25
) for PTC-M and 29.9% (=
72:66 50:94
72:66
)
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Figure 7: Improvement of all suess rate deviation from IZDS relative to QR and TPOT-RL
| topology of Figure 5(a)
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ess rate deviation from IZDS relative to QR and TPOT-RL
| topology of Figure 5(b)
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for QR. Therefore, the suess rate due to PTC-M is 12.37% (=j
26:2 29:9
29:9
j) loser to IZDS
relative to that of QR. The suess rate deviation from the IZDS for PTC-A also remains lower
relative to QR. Similarly, omparing PTC-M with TPOT-RL at the same load level, PTC-M
ahieves a 26.2% deviation from IZDS while the orresponding gure for TPOT-RL is 74.15%
(=
99:57 25:74
99:57
). Therefore, the suess rate due to PTC-M is 64.66% (=j
26:2 74:15
74:15
j) loser to
IZDS relative to that of TPOT-RL. The performane of PTC-M dominates that of PTC-A
(although both perform better than QR and TPOT-RL) beause of the onservative nature of
the minimum apaity heuristi ompared to the average apaity (as stated above). These
observations further strengthen our analysis in setion 5 that by providing better quality
estimates, PTC performs loser to the IZDS than QR. An additional observation is that
with inreasing load, the relative improvement of PTC over QR and TPOT-RL redues.
Thus, in Figure 6(a), the improvement of PTC-M over QR is 12.37% with load of 0.1, while
it is only 3.7% with load of 0.6. Similarly, in Figure 6(b), PTC-M is 64.66% better than
TPOT-RL at load 0.1, but 18.82% better at load 0.6. Note that an inrease in load implies
redution in the time between suessive task proessing episodes sine alls originate more
frequently with inreased load. As explained in setion 5, the smaller the value of the interval
between suessive task proessing episodes, the less up-to-date are the estimates generated.
Therefore, with an inrease in the load, the performane dierenes between PTC and the
other strategies derease.
We observe idential trends in the performanes of PTC-M relative to the benhmarks
with the other topologies. Figure 7 shows the results for the topology in Figure 5(a), and
Figure 8 for the topology in Figure 5(b).
Dynamially Changing Load. In ontrast to the steady-state all suess rate measured
with onstant load, here we present the time-variation of the all suess rate as the network
load utuates. This aptures the responsiveness of the system all suess rate to dynamially
hanging load levels given a partiular information-sharing strategy. To this end, Figure 9(a)
shows the time-variation of the all suess rates of PTC-M, QR, and TPOT-RL as the all
origination probability is inreased from 0.1 to 0.6 in a simulation run using the topology of
Figure 4.
21
It demonstrates that the PTC (in this ase we show PTC-M; PTC-A is exluded
from the results sine it performs slightly worse than PTC-M and better than QR and TPOT-
RL) all suess rate remains the highest both when the load level is 0.1 (before time = 50)
and when it inreases to 0.6 (after time = 50). The all suess rates of all strategies suer a
drop with the inrease in load level sine the nodes have only limited bandwidth to alloate
alls, a result that we have observed previously with onstant load (see Table 2). We further
experimented with multiple load utuations over a simulation run. Figure 9(b) shows the
results when the load level hanges between ve dierent values: 0.1, 0.2, 0.4, 0.6, and 0.8
in that order. In all ases, PTC is observed to have the highest all suess rate out of
PTC-M, QR, and TPOT-RL. Note that in these results, we have used two dierent types
of load utuations: one large inrease (0.1 to 0.6) and monotonially inreasing. There
an of ourse be several other patterns of load variations, suh as random utuations or
following spei probability distributions (e.g., Poisson) but these are not onsidered in this
work. In this ontext, we identify that the impat of a load hange is that the agents have
to re-learn the new environmental ondition so that alls an be plaed eetively. The most
21. We have experimented with all the other topologies under onditions of dynamially hanging load. The
broad patterns observed in the results are idential aross all of them. Hene, we hoose one sample
topology to report our results in this paper.
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severe ase in this situation is that of inrease in load beause a higher load demands more
eÆient alloation of (limited) resoures. Thus, having shown that PTC outperforms the
benhmarks under this ondition, we envisage that similar broad trends would be observed
for other patterns.
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Figure 9: Time variation of all suess rates of QR, PTC-M, and TPOT-RL with network
load utuations | topology of Figure 4
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Figure 10: Summary statistis of all suess dierenes between QR and PTC-M with net-
work load utuations | topology of Figure 4
Now we aim to summarise the eets of dynamially hanging load on the network all
suess rate given an information-sharing strategy. In so doing, we rst designate the number
of load levels in a simulation run as the \degree of dynamism". For example, Figure 9(a) has
a degree of dynamism of 2 and Figure 9(b) has 5 degrees of dynamism. Then, for a given
degree of dynamism, we ompute the perentage dierene of the all suess rates of QR
447
Dutta, Jennings, & Moreau
or TPOT-RL using PTC-M as the baseline as:
r
t
QR
 r
t
PTCM
r
t
PTCM
, and
r
t
TPOTRL
 r
t
PTCM
r
t
PTCM
, where r
t
is
the time-varying all suess rate. Note that this dierene measure is also time-dependent.
To summarise the improvement of all suess rate using PTC-M, we nd the minimum, the
mean, and the maximum of this dierene over every time interval during whih the load-level
remains onstant. These statistis present the all suess rate improvement range within the
time interval when the load remains at a ertain level. Subsequently, the means and the
standard deviations of eah of the minimum, the mean, and the maximum dierenes over all
suh intervals are omputed. This step generates the summary of the dierent improvement
ranges aross all suh intervals. For example, in Figure 9(a), the minimum, mean, and
maximum perentage dierenes are omputed in the interval where load = 0.1 and in the
interval where load = 0.6. Subsequently, the mean and standard deviations of these two
sets of dierene statistis are omputed. Figure 10 shows the above-mentioned measures for
all degrees of dynamism used in our experiments when QR is ompared to PTC-M. Sine
TPOT-RL is always observed to ahieve a lower all suess rate rate than both PTC-M and
QR, we exlude the summary omparison of TPOT-RL with PTC-M in this paper. Along
the horizontal axis of Figure 10 is the degree of dynamism while the summary statistis of
the perentage suess rate dierene are along the vertial axis. In this gure, a degree of
dynamism 2 indiates the load level is hanged from 0.1 to 0.2; 3 indiates a hange of 0.1, 0.2,
0.4; 4 indiates 0.1, 0.2, 0.4, 0.6; and 5 indiates 0.1, 0.2, 0.4, 0.6, 0.8. The negative values of
the all suess rate dierenes indiate r
t
QR
is lower than that of r
t
PTCM
. The gure shows
that the gap between the minimum and the maximum dierenes redues with the number of
degrees of dynamism. For instane, this gap is approximately 8% with degree of dynamism
2, and it is about 4.5% when the degree of dynamism is 5. This is beause, with a higher
number of load hanges within a given simulation run, there is less time for any strategy to
re-learn the hanges in the environment. Hene, the all suess rates do not attain their
steady state values (as in Table 2). Nevertheless, the average statistis of the all suess
rate dierenes show that PTC-M ahieves a signiantly higher all suess rate aross all
degrees of dynamism. For example, this is about 10.2% with 2 degrees of dynamism and 9.5%
with 5 degrees of dynamism.
These observations reinfore our hypotheses that, under the given simulation environment,
the post-task-ompletion information sharing model with minimum-apaity reward ahieves
the best all suess rate among all strategies under dierent network loads under onditions of
both stati and dynamially utuating loads. For example, with onstant load, the deviation
of the suess rate from the IZDS is up to 12.37% lower in PTC-M than QR, and up to 65%
lower in PTC-M than TPOT-RL. Further, with dynamially hanging load, PTC-M ahieves
an average 10% improvement in all suess rate over QR with ve dierent load-level hanges
in a simulation run.
7.2.2 Performane | Suess Rate for Calls of Different Lengths
The all suess rate values reported in setion 7.2.1 indiate better performane of PTC-M
over QR and TPOT-RL. In addition, to measure the eetiveness of an information-sharing
heuristi in onneting a all to a destination that is at a given distane from the soure,
the measure x
d
(see setion 7.1.2 for its denition) is measured for inreasing values of d.
Results from the onstant load experiments are reported in this setion. With dynamially
hanging load, the summary statistis (as desribed in setion 7.2.1) of all suess rates
indiated better performane of PTC than the benhmarks for all values of d. Sine we have
448
Sharing Information for Distributed Learning in MAS
Table 5: Call suess rates at various distanes | topology of Figure 4
Load Strategy
Min hop ount
1 2 3 4 5 6 7 8 9 10
0.1
QR 0.87 0.76 0.63 0.51 0.42 0.37 0.355 0.343 0.344 0.34
PTC-A 0.863 0.748 0.632 0.516 0.426 0.374 0.355 0.345 0.348 0.354
PTC-M 0.857 0.753 0.643 0.534 0.438 0.381 0.362 0.356 0.353 0.365
TPOT-RL 0.633 0.532 0.356 0.218 0.164 0.148 0.126 0.094 0.071 0.059
0.2
QR 0.785 0.592 0.44 0.31 0.222 0.178 0.158 0.147 0.147 0.139
PTC-A 0.773 0.583 0.44 0.315 0.231 0.181 0.164 0.155 0.151 0.151
PTC-M 0.768 0.583 0.444 0.326 0.237 0.187 0.168 0.155 0.151 0.152
TPOT-RL 0.584 0.462 0.266 0.139 0.101 0.098 0.086 0.066 0.056 0.048
0.4
QR 0.693 0.421 0.266 0.161 0.103 0.074 0.064 0.0563 0.053 0.05
PTC-A 0.675 0.417 0.272 0.17 0.111 0.081 0.068 0.06 0.055 0.058
PTC-M 0.667 0.416 0.274 0.177 0.113 0.081 0.068 0.061 0.057 0.057
TPOT-RL 0.496 0.375 0.198 0.086 0.059 0.063 0.054 0.04 0.037 0.029
0.6
QR 0.632 0.326 0.185 0.103 0.062 0.045 0.037 0.03 0.029 0.027
PTC-A 0.61 0.323 0.19 0.111 0.068 0.047 0.04 0.035 0.032 0.03
PTC-M 0.596 0.322 0.194 0.113 0.069 0.049 0.039 0.035 0.032 0.03
TPOT-RL 0.418 0.301 0.148 0.065 0.043 0.046 0.037 0.023 0.015 0.013
Table 6: Call suess rates at various distanes | topology of Figure 5(a)
Load Strategy
Min hop ount
1 2 3 4 5 6 7
0.1
QR 0.886 0.761 0.6 0.504 0.428 0.379 0.353
PTC-A 0.876 0.746 0.586 0.495 0.426 0.381 0.365
PTC-M 0.873 0.753 0.601 0.511 0.443 0.398 0.369
TPOT-RL 0.187 0.129 0.11 0.102 0.104 0.139 0.203
0.2
QR 0.774 0.57 0.371 0.268 0.197 0.161 0.141
PTC-A 0.77 0.561 0.369 0.265 0.2 0.163 0.145
PTC-M 0.766 0.564 0.375 0.272 0.207 0.173 0.159
TPOT-RL 0.214 0.127 0.085 0.065 0.055 0.06 0.061
0.4
QR 0.653 0.383 0.203 0.12 0.782 0.58 0.492
PTC-A 0.648 0.385 0.208 0.126 0.828 0.631 0.53
PTC-M 0.64 0.384 0.212 0.13 0.87 0.662 0.545
TPOT-RL 0.202 0.109 0.054 0.025 0.021 0.024 0.048
0.6
QR 0.58 0.286 0.133 0.712 0.428 0.305 0.249
PTC-A 0.566 0.289 0.14 0.781 0.481 0.347 0.287
PTC-M 0.557 0.287 0.143 0.802 0.504 0.371 0.305
TPOT-RL 0.177 0.095 0.046 0.017 0.011 0.0070 0.0050
already shown better suess rate of PTC with dynami load ondition in setion 7.2.1, we
have exluded the all suess rates at dierent distanes under the same onditions in this
setion.
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Table 7: Call suess rates at various distanes | topology of Figure 5(b)
Load Strategy
Min hop ount
1 2 3 4 5 6 7 8 9 10 11 12
0.1
QR 0.894 0.755 0.616 0.452 0.324 0.247 0.208 0.175 0.149 0.12 0.087 0.082
PTC-A 0.89 0.749 0.589 0.432 0.317 0.247 0.22 0.197 0.169 0.141 0.111 0.1
PTC-M 0.88 0.728 0.598 0.443 0.336 0.267 0.238 0.223 0.191 0.164 0.124 0.122
TPOT-RL 0.22 0.172 0.14 0.104 0.079 0.057 0.051 0.045 0.037 0.029 0.028 0.029
0.2
QR 0.847 0.647 0.47 0.296 0.189 0.123 0.098 0.079 0.061 0.047 0.036 0.029
PTC-A 0.837 0.628 0.45 0.287 0.178 0.124 0.1 0.087 0.071 0.056 0.046 0.039
PTC-M 0.823 0.622 0.448 0.292 0.192 0.136 0.109 0.096 0.086 0.066 0.053 0.046
TPOT-RL 0.202 0.158 0.11 0.072 0.047 0.032 0.029 0.025 0.016 0.012 0.008 0.006
0.4
QR 0.77 0.502 0.315 0.17 0.094 0.057 0.041 0.031 0.022 0.017 0.011 0.012
PTC-A 0.766 0.484 0.298 0.161 0.09 0.057 0.042 0.034 0.026 0.021 0.0145 0.015
PTC-M 0.746 0.476 0.303 0.172 0.098 0.061 0.046 0.039 0.031 0.024 0.017 0.018
TPOT-RL 0.189 0.141 0.09 0.056 0.034 0.02 0.0167 0.011 0.006 0.003 0.002 1.0E-4
0.6
QR 0.71 0.4 0.225 0.112 0.06 0.03 0.024 0.018 0.012 0.009 0.006 0.005
PTC-A 0.706 0.393 0.216 0.109 0.057 0.031 0.025 0.0197 0.014 0.0117 0.008 0.0075
PTC-M 0.688 0.386 0.221 0.113 0.061 0.036 0.028 0.023 0.017 0.013 0.009 0.008
TPOT-RL 0.171 0.127 0.079 0.047 0.027 0.015 0.01 0.006 0.003 1.0E-4 1.0E-4 1.0E-4
In more detail, tables 5, 6, and 7 show the values of x
d
for dierent values of d (the \min
hop ount"
22
) under dierent network loads for the topologies of gures 4, 5(a), and 5(b),
respetively. These tables indiate the following trends. For very short distanes (where the
value of d is less than 3), QR ahieves a slightly better suess rate than PTC-M. However,
the suess rate ahieved at longer distanes with either PTC-based strategies far outperform
that of QR. Additionally, PTC performs better than TPOT-RL for all distanes. To obtain a
learer piture of the relative advantage of the PTC-based strategies over QR and TPOT-RL
in this ontext, we plot the relative improvement of x
d
that is ahieved by using the PTC
strategies over QR and TPOT-RL,
x
PTC Y
d
 x
QR
d
x
QR
d
and
x
PTC Y
d
 x
TPOTRL
d
x
TPOT RL
d
, respetively (where,
Y an be A for the average apaity heuristi, orM for the minimum apaity heuristi). Fig-
ure 11 shows the perentage hange of x
d
ahieved by using PTC-M over QR (Figure 11(a)),
PTC-A over QR (Figure 11(b)), PTC-M over TPOT-RL (Figure 11()), and PTC-A over
TPOT-RL (Figure 11(d)) at inreasing values of the minimum hop ount between all soure
and destination nodes in the irregular grid topology of Figure 4. Eah plot in eah of these
gures is for a dierent value of the all origination probability. The graphs of Figure 12
and 13 show idential measures using the topologies of Figure 5(a) and 5(b), respetively.
Fousing on gures 11(a) and 11(b), it is observed that, for a given all origination prob-
ability, when the all destinations are very lose to the all soures (i.e., when the \minimum
hop ount" axis has values of 1 and 2), QR performs slightly better than either PTC-M or
PTC-A, indiated by the small negative deviation. For example, at load 0.6, QR ahieves
about a 5% improvement over PTC-M in onneting alls at nodes 1 hop away (see Fig-
ure 11(a)). However, with inreasing distanes between the all soure and destination nodes
22. The maximum value of the minimum hop ount is the property of the orresponding network.
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(i.e., where the \minimum hop ount" is 3 and above), the rate of suessful onnetions is
muh higher for the PTC-based strategies than QR (the deviation values are positive). For
example, in Figure 11(a), for a load value of 0.6, PTC-M ahieves more than 15% improve-
ment over QR in the onnetion rate of alls that have their destinations at least 8 hops
away from the soures. Also, this relative improvement is observed to generally inrease with
inreasing distane. Thus, the PTC information sharing strategies are more eetive in on-
neting alls for whih the soure and destination nodes are farther apart. In gures 11()
and 11(d), PTC-M and PTC-A perform better than TPOT-RL at all distanes and under all
load values.
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(d) PTC-A against TPOT-RL
Figure 11: Call suess rates at various distanes | topology of Figure 4
To explain this advantage of PTC, note that although the all onnetion proess is
exeuted in steps by multiple agents who use their individual estimates to forward a all,
the forwarding deisions of the agents who are loser to the all origin are more ritial in
determining whether it will be suessfully routed to the destination. This is beause if these
agents start forwarding a all in a diretion where there is a high bandwidth oupany on the
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Figure 12: Call suess rates at various distanes | topology of Figure 5(a)
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Figure 13: Call suess rates at various distanes | topology of Figure 5(b)
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nodes, then that will be a sub-optimal deision at the beginning of a task exeution proess.
In this ase, it is more likely that the all will be forwarded where there is no bandwidth left
and, therefore, the forwarding proess would terminate (the all would be dropped). With
more up-to-date estimates ahieved by PTC (as observed in the analysis of setion 5), an
agent is apable of taking better routing deisions in terms of forwarding in the appropriate
diretion than using QR. This is why we observe higher all suess rates in the PTC-based
strategies than QR when alls have to be routed at longer distanes. Moreover, with inreasing
distane, suessful routing beomes more diÆult sine the farther the destination the less
up-to-date are the estimates. Given this, the inreasing (more positive) deviation of the
x
d
values with inreasing distane, as observed in Figure 11, indiates that PTC is more
apable (less aeted) than either QR or TPOT-RL to route alls at long distanes. PTC-M
is more eetive in plaing long-distane alls than PTC-A although both are better than QR
and TPOT-RL. This is evident by the slightly higher positive deviation of PTC-M over QR
(Figure 11(a)) than that of PTC-A over QR (Figure 11(b)) or by the higher positive deviation
of PTC-M over TPOT-RL (Figure 11()) than that of PTC-A over TPOT-RL (Figure 11(d))
for the same all origination probability.
The above observations from Figure 11 also hold in gures 12 and 13. Additionally, in
all of these gures, it is observed that, for a given distane d, the deviation of the x
d
values
are generally higher for a higher all origination probability. To justify this observation, note
that the suess rate of any given strategy dereases with inreasing load (see setion 7.2.1
for this result) beause with more alls originating, the number of dropped alls inreases
sine the nodes have only a limited amount of all hannel bandwidth. Nevertheless, the
ommuniation strategy that generates better estimates would enable the agents to ope with
the inreasing load better by maintaining a higher all suess rate. This is indiated by
the observation that inreased load impats QR and TPOT-RL more than the PTC-based
strategies, i.e., the derease in the suess rate is more in QR or TPOT-RL than in PTC-M
or PTC-A with inreasing load. Hene, the deviations of the x
d
values between PTC and
the benhmarks inrease with load. For example, in Figure 11(a), at a hop length of 8, the
deviation of x
d
is about 2.5% with load 0.1, and more than 15% with load 0.6.
The observations in this setion an be summarised as, post-task-ompletion strategies are
more apable of onneting alls at longer distanes than the benhmark strategies and exhibit
inreased eetiveness in ahieving this against high network loads. A relative improvement
of more than 50% is observed in the rate of suessful all onnetions of PTC-M over QR
at distanes of 12 hops in a 100-node random graph with a high network load (see the graph
for a load of 0.6 in Figure 13(a)). For the same parameter values, PTC-M ahieves a large
improvement over TPOT-RL of more than 1000% (see Figure 13()).
7.2.3 Performane | Information Message Rate
The total number of messages (see setion 7.1.3 for its denition) transmitted in the entire
network is measured every T time steps of a simulation. The average number of suh messages
per unit time is omputed over the steady state. These measurements are repeated for eah
of the three topologies. Results from onstant-load experiments are reported rst followed by
those from a dynamially hanging load.
Constant Load. Table 8 shows the message rate obtained in eah of the strategies under
steady state onditions in the topology of Figure 4. Tables 9 and 10 show the same for the
topologies of Figure 5(a) and Figure 5(b), respetively. In all of these results, it is observed
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that for any given all probability, the message rate (under olumn \Avg") is signiantly
lower in the PTC strategies than both QR and TPOT-RL. For example, in Table 8, it is 0.25
for PTC-M, 0.26 in PTC-A, 0.39 for QR, and 0.523 for TPOT-RL with a load level of 0.1.
An additional observation is that the relative redution of the message rate (olumn
named \% Saving" shows these values) ahieved by using PTC beomes more pronouned
with inreasing load. These values are omputed as
jm
PTC Y
 m
QR
j
m
QR
,
jm
PTC Y
 m
TPOT RL
j
m
TPOT RL
,
where m represents the average steady state message rate of a given ommuniation strategy
for a given load (and Y an be either A or M). For example, in Table 8, at load 0.1,
PTC-M has about 35.6% (=j
0:251 0:39
0:39
j) less rate of messages than QR and about 52%
(=j
0:251 0:523
0:523
j) less than TPOT-RL. However, this saving in the message rate inreases to
about 80.3% (=j
0:285 1:45
1:45
j) relative to QR and to about 72.8% (=j
0:285 1:05
1:05
j) relative to
TPOT-RL when the all probability is 0.6. This is beause with inreasing network load,
the inrease in the number of messages in both QR and TPOT-RL is muh higher than the
inrease in the PTC-based strategies (e.g., in Table 8, the message rate inreases from 0.39
to 1.45 in QR | a 272% inrease, from 0.523 to 1.05 in TPOT-RL | a 101% inrease, and
from 0.251 to 0.285 in PTC-M | only a 13.5% inrease | as the load inreases from 0.1 to
0.6).
Table 8: Information message rates for all strategies | topology of Figure 4
Load
Strategies % Saving
QR PTC-A PTC-M TPOT-RL PTC-A /
QR
PTC-M /
QR
PTC-A /
TPOT-RL
PTC-M /
TPOT-RLAvg Stdev Avg Stdev Avg Stdev Avg Stdev
0.1 0.39 0.0048 0.26 0.0019 0.251 0.0019 0.523 0.0023 33.33 35.64 50.28 52.00
0.2 0.66 0.0079 0.281 0.002 0.275 0.0022 0.683 0.0029 57.42 58.33 58.85 59.73
0.4 1.1 0.01 0.289 0.0018 0.284 0.0016 0.891 0.0036 73.73 74.18 67.56 68.12
0.6 1.45 0.0125 0.2894 0.0017 0.285 0.0015 1.05 0.0077 80.04 80.34 72.43 72.85
Table 9: Information message rates for all strategies | topology of Figure 5(a)
Load
Strategies % Saving
QR PTC-A PTC-M TPOT-RL PTC-A /
QR
PTC-M /
QR
PTC-A /
TPOT-RL
PTC-M /
TPOT-RLAvg Stdev Avg Stdev Avg Stdev Avg Stdev
0.1 0.33 0.0023 0.23 0.0012 0.23 0.0014 0.759 0.0054 30.30 30.30 69.69 69.69
0.2 0.55 0.0048 0.26 0.0013 0.25 0.0012 1.42 0.0074 52.73 54.55 81.69 82.39
0.4 0.9 0.0049 0.27 0.001 0.26 0.0009 2.163 0.0091 70.0 71.11 87.51 87.97
0.6 1.2 0.0054 0.272 0.0007 0.267 0.0012 2.70 0.0106 77.33 77.75 89.92 90.11
Note that in QR, a path agent transmits a new information message to the forwarding
(upstream) agent at eah step of the all forwarding proess. Thus, with inreased load, this
strategy inurs a large inrease in the number of messages beause there are many more alls
to be routed. In TPOT-RL, a node forwards its state information while routing a all. So,
although reward distribution ours in TPOT-RL every update-interval time steps, the
state information messages propagated during all routing ontribute towards the message
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Table 10: Information message rates for all strategies | topology of Figure 5(b)
Load
Strategies % Saving
QR PTC-A PTC-M TPOT-RL PTC-A /
QR
PTC-M /
QR
PTC-A /
TPOT-RL
PTC-M /
TPOT-RLAvg Stdev Avg Stdev Avg Stdev Avg Stdev
0.1 0.58 0.0117 0.214 0.0009 0.21 0.0014 1.42 0.018 63.10 63.79 84.92 85.21
0.2 0.83 0.0112 0.235 0.001 0.229 0.001 2.19 0.0091 71.69 72.41 89.27 89.54
0.4 1.26 0.0098 0.249 0.001 0.241 0.0008 2.98 0.0061 80.24 80.87 91.64 91.91
0.6 1.63 0.0095 0.253 0.0007 0.245 0.0008 3.37 0.0079 84.48 84.97 92.49 92.72
overhead inurred in the system. So, when larger numbers of alls need to be routed at high
load values, the number of suh messages inreases. The PTC-based strategies, on the other
hand, attain a signiant saving in the message rate by delaying the information transmission
until a all onnets and then transmitting a single message from the destination to the soure
node (with only updating the reward information at eah step of the message propagation).
This prevents any information exhange from ourring for alls that fail to onnet. Both
QR and TPOT-RL, on the other hand, would still inur the messaging ost even if a all
nally fails to onnet. In addition, the PTC-based strategies save some messages from being
exhanged that QR and TPOT-RL inur on the loops of a all route. Beause the agents
using PTC transmit messages only after a all is onneted, and the loops on all routes
are dropped (as a all is forwarded), messages are prevented from being transmitted on loop
portions.
Dynamially Changing Load. Similar to the all suess rate measurements of se-
tion 7.2.1, the time-variation of the information message rates are reorded for all strategies
when the network load utuates dynamially in a simulation run.
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Figure 14: Time variation of message rates of QR, PTC-M, and TPOT-RL with network load
utuations | topology of Figure 4
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Figure 15: Summary statistis of message rate dierenes between QR, TPOT-RL, and PTC-
M with network load utuations | topology of Figure 4
Figure 14(a) shows the message rate variations of PTC-M, QR, and TPOT-RL when
the load level hanges from 0.1 to 0.6 in a simulation run using the topology of Figure 4.
Figure 14(b) shows the same when the load is varied as 0.1, 0.2, 0.4, 0.6, and 0.8 after equal
intervals of time in the ourse of a simulation run. Both of these gures show that PTC-
M has a signiantly lower message rate than both QR and TPOT-RL under utuating
load onditions. Further, as the network load inreases dynamially both QR and TPOT-RL
inur a large inrease in the message rates while the inrease in PTC is insigniant. In both
QR and TPOT-RL, information is transmitted during all setup (although reward updates
our in TPOT-RL after every update-interval time steps). Hene, as more alls originate
with inreasing network load, the number of suh information propagations inrease in these
strategies. It is also observed that with inreasing load, TPOT-RL has a lower message rate
than QR. We identify that this relative advantage of TPOT-RL against QR is due to its
poorer all suess rate than QR (reported in setion 7.2.1). Sine TPOT-RL is less eÆient
than QR in onneting alls (this implies that in TPOT-RL a large number of all attempts
are unsuessful), and sine both propagate information while all forwarding, TPOT-RL
does not inur as muh of an inrease in the number of messages as inurred by QR with
inreasing load.
In a way similar to the suess rate results with utuating load, the summary of the
dierenes in message rates between QR and PTC-M and between TPOT-RL and PTC-M
are presented in gures 15(a) and 15(b), respetively. In both of these gures, the degree of
dynamism is plotted along the horizontal axis while the perentage inrease of message rate
using QR or TPOT-RL against PTC-M is plotted along the vertial axis. As observed in
the suess rate results of Figure 10, in both Figure 15(a) and 15(b), the gap between the
minimum and the maximum dierenes of message rates redue with inreasing degrees of
freedom. For instane, in Figure 15(a), this gap is about 140% with 2 degrees of freedom,
while it is 60% with 5 degrees of freedom. Nevertheless, the mean dierene between the
message rates of PTC-M and QR or that between PTC-M and TPOT-RL inreases with
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inreasing degrees of dynamism. For example, the mean dierene inreases from 151% to
321% in Figure 15(a), while it inreases from 200% to 284% in Figure 15(b). This indiates the
advantage of PTC in terms of maintaining a limited number of message overhead ompared
to both QR and TPOT-RL.
From these observations, it an be onluded that the post-task-ompletion strategies not
only ahieve a higher all suess rate (setion 7.2.1) and higher eetiveness in onneting
alls at longer distanes under high loads (setion 7.2.2) than the benhmark strategies, but
also ahieve these at the expense of a signiantly lower rate of messages under both stati
and dynamially hanging load onditions. For example, PTC-M ahieves an 80% saving in
message rate ompared to QR, and a 72% saving ompared to TPOT-RL in the grid topology
under high network load. Further, in a dynami load setting, with ve hanges in the network
load, PTC-M saves about 320% in message rate than QR and about 284% than TPOT-RL.
Thus, PTC is shown to be a more eÆient strategy towards developing a ooperative MAS for
the distributed resoure alloation problem.
8. Conlusions and Future Work
This paper fouses on the ritial issue of allowing agents with partial observability to ef-
fetively ooperate on omplex tasks that require the partiipation of multiple agents for
suessful ompletion. To ahieve this goal, it is required that the agents take their ations
based on estimates of the states of other agents so that a task is solved in a onsistent man-
ner. Nevertheless, without being able to diretly observe the system states, it is diÆult for
the agents to develop suh estimates. A further diÆulty in ahieving the objetive is that
most systems are dynami, therefore, the system states are subjeted to ontinuous hanges.
Hene, in suh senarios, the agents should have a way of adapting their estimates with suh
hanges.
Given this, we show that ooperative information sharing is a pratial and eetive meh-
anism to allow the agents to estimate the unobserved states. Coupled with this mehanism,
we use Q-learning to produe robust and exible estimations of these states. In partiular, the
spei ontribution of this paper has been the introdution of a novel information distribu-
tion priniple | post-task-ompletion information sharing | to improve the learning of the
state estimates. In omparison to the protool of learning from nearest neighbours' informa-
tion, we have established, using formal analysis, that our strategy is apable of maintaining
more up-to-date estimates by ensuring a more timely distribution of information. Further,
we have implemented a set of ommuniation heuristis based on the PTC-sharing priniple
to be used in a pratial multi-agent resoure-alloation problem (all routing in a telephone
network). We have onduted extensive empirial studies by omparing our strategy against
a set of benhmark algorithms aross a wide range of environmental settings by seleting
dierent network topologies, network loads, and dynamially hanging load patterns. Results
from these studies have shown that, ompared to the benhmarks, our protool ahieves a
higher all suess rate (up to 60%) and a superior performane (of more than 1000%) in the
ability to suessfully route alls to long distanes. It has been also demonstrated that our
strategy attains these improvements at a signiantly lower message overhead (up to 300%)
than the benhmarks.
We emphasise that the PTC-sharing is a generi mehanism to improve the learning of
state estimates by distributed agents. This is observed in the analysis of setion 5, where no
domain-spei assumptions were made. However, spei ommuniation heuristis, suh
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as PTC-M and PTC-A in this paper, an be designed around this mehanism for a given
problem. Thus, we envisage that our strategy is appliable to a wide range of task domains
as disussed in setion 4. To verify our hypothesis, we are employing a PTC-based heuristi
to perform distributed fault detetion in a network and are obtaining promising initial results.
An additional benet of our information-sharing strategy is that it is pratially appliable
sine it is developed around suh realisti assumptions as loal observability, ations restrited
within the loal state spae, dynami environment, nite time delay for a task to be om-
pleted by multiple agents in sequene, and lateny involved in the propagation of information
between agents. Moreover, our ommuniation strategy is a ontribution to mahine learning
researh in general sine it is a pratial and eetive means of improving learning in real-world
MAS. In this ontext, we note that a key hallenge in mahine learning researh is to develop
algorithms for sequential deision making in unertain domains (Russel & Norvig, 2002). A
popular way of solving this problem is to formulate a deentralised Markov Deision Proess
(DEC-MDP) (Beker, Zilberstein, Lesser, & Goldman, 2003; Bernstein, Givan, Immerman,
& Zilberstein, 2002) to provide the neessary ontrol to the agents to take ations against the
dynamis of the domain. In this ontext, we believe that our ommuniation strategy an
ontribute signiantly by generating high-delity solutions to a DEC-MDP that models a
pratial dynami MAS. Building on this idea, we plan to investigate ways of integrating our
ommuniation strategy into suh a model and study the impat on the quality of solutions
generated.
Aknowledgments
Our sinere thanks to the reviewers whose informative and insightful omments have en-
abled us to improve the paper substantially. We thank Xudong Luo, Steve Gunn, Srinandan
Dasmahapatra, and Steve Braithwaite for their omments and suggestions. Finally, we are
obliged to EPSRC for funding the projet MObile Handsets In Cooperative Agents Networks
(MOHICAN), GR/R32697/01, of whih this work is a part.
Referenes
Allsopp, D. N., Beautement, P., Bradshaw, J. M., Durfee, E. H., Kirton, M., Knoblok, C. A.,
Suri, N., Tate, A., & Thompson, C. W. (2002). Coalition agents experiment: Multiagent
ooperation in international oalitions. IEEE Intelligent Systems, 17 (3), 26{35.
Baxter, J., & Bartlett, P. L. (1999). Diret gradient-based reinforement learning: I. Gra-
dient estimation algorithms. Teh. rep., Researh Shool of Information Siene and
Engineering, Australian National University.
Beker, R., Zilberstein, S., Lesser, V., & Goldman, C. V. (2003). Transition-independent
deentralized markov deision proesses. In Proeedings of the Seond International
Joint Conferene on Autonomous Agents and Multiagent Systems (AAMAS 2003), pp.
41{48, Melbourne. ACM Press, New York.
Bernstein, D., Givan, R., Immerman, N., & Zilberstein, S. (2002). The omplexity of de-
entralized ontrol of markov deision proesses. Mathematis of Operations Researh,
27 (4), 819{840.
459
Dutta, Jennings, & Moreau
Boutilier, C. (1999). Sequential optimality and oordination in multiagent systems. In
Proeedings of the Sixteenth International Joint Conferene on Artiial Intelligene
(IJCAI-99), pp. 478{485, Stokholm.
Boyan, J. A., & Littman, M. L. (1993). Paket routing in dynamially hanging networks: A
reinforement learning approah. In Cowan, J. D., Tesauro, G., & Alspetor, J. (Eds.),
Advanes in Neural Information Proessing Systems, Vol. 6, pp. 671{678.
Carley, K. M., & Gasser, L. (1999). Computational organisation theory. In Weiss, G. (Ed.),
Multiagent Systems: A Modern Approah to Distributed Artiial Intelligene, pp. 299{
330. The MIT Press, Cambridge, MA.
Caro, G. D., & Dorigo, M. (1998a). AntNet: Distributed stigmergeti ontrol for ommuni-
ations networks. Journal of Artiial Intelligene Researh, 9, 317{365.
Caro, G. D., & Dorigo, M. (1998b). Two ant olony algorithms for best-eort routing in
datagram networks. In Proeedings of the Tenth IASTED International Conferene on
Parallel and Distributed Computing and Systems, pp. 541{546. IASTED/ACTA Press.
Chaib-draa, B. (1995). Industrial appliations of distributed AI. Communiations of the
ACM, 38 (11), 49{53.
Cokburn, D., & Jennings, N. R. (1996). Arhon: A distributed artiial intelligene system
for industrial appliations. In O'Hare, G. M. P., & Jennings, N. R. (Eds.), Foundations
of Distributed Artiial Intelligene, pp. 319{344. Wiley.
Cohen, P. R., & Levesque, H. J. (1991). Teamwork. Nous, 35 (4), 487{512. Speial Issue on
Cognitive Siene and Artiial Intelligene.
Cormen, T. H., Leiserson, C. E., Rivest, R. L., & Stein, C. (2001). Introdution to algorithms
(2nd edition)., hap. 24: Single Soure Shortest Paths. MIT Press.
Deker, K. (1995a). TAEMS: A framework for environment entered analysis and design
of oordination mehanisms. In O'Hare, G., & Jennings, N. (Eds.), Foundations of
Distributed Artiial Intelligene, hap. 16. Wiley Inter-Siene.
Deker, K. S. (1995b). Environment entered analysis and design of oordination mehanisms.
Ph.D. thesis, University of Massahusetts, Amherst, Massahusetts.
Deker, K. S., & Lesser, V. R. (1995). Designing a family of oordination algorithms. In
Proeedings of the First International Conferene on Multi-agent Systems, pp. 73{80,
San Fransiso.
Denkena, B., Zwih, M., & Woelk, P. (2004). Holoni and Multi-Agent Systems for Manufa-
turing, Vol. 2744/2004 of Leture Notes in Computer Siene, hap. Multiagent-based
proess planning and sheduling in ontext of supply hains, pp. 100 { 109. Springer-
Verlag, Heidelberg.
Durfee, E. H., & Lesser, V. (1991). Partial global planning: A oordination framework for dis-
tributed hypothesis formation. IEEE Transations on Systems, Man, and Cybernetis,
21 (5), 1167{1183.
Dutta, P. S., Dasmahapatra, S., Gunn, S. R., Jennings, N. R., & Moreau, L. (2004). Cooper-
ative information sharing to improve distributed learning. In AAMAS-04 workshop on
Learning and Evolution in Agent-Based Systems, pp. 18{23.
460
Sharing Information for Distributed Learning in MAS
Dutta, P. S., Jennings, N. R., & Moreau, L. (2005). Sharing information for q-learning-based
network bandwidth estimation and network failure detetion (poster). In Proeedings
of the Fourth International Joint Conferene on Autonomous Agents and Multiagent
Systems (to appear).
Dutta, P. S., Moreau, L., & Jennings, N. R. (2003). Finding interation partners using
ognition-based deision strategies. In Working notes of the IJCAI-2003 workshop on
Cognitive Modeling of Agents and Multi-Agent Interations, pp. 46{55.
Dutta, P. S., & Sen, S. (2003). Forming stable partnerships. Cognitive Systems Researh,
4 (3), 211{221.
Ernst, D., Glavi, M., & Wehenkel, L. (2004). Power systems stability ontrol : Reinforement
learning framework. IEEE Transations on Power Systems, 19 (1), 427{ 435.
Feinberg, E., & Shwartz, A. (2001). Handbook of Markov Deision Proesses: Models and
Appliations. Kluwer Aademi Publishers.
Grosz, B., & Kraus, S. (1996). Collaborative plans for omplex group ation. Artiial
Intelligene, 86 (2), 269{357.
Hedrik, C. (1988). Routing Information Protool (RFC 1058). Network Working Group,
IETF. http://www.ietf.org/rf/rf1058.txt.
Jain, M., & Dovrolis, C. (2002). Pathload: A measurement tool for end-to-end available
bandwidth. In Proeedings of the Passive and Ative Measurements (PAM) Workshop,
pp. 14{25.
Jennings, N. R. (1993). Commitments and onventions: The foundation of oordination in
multi-agent systems. The Knowledge Engineering Review, 8 (3), 223{250.
Jennings, N. R. (1995). Controlling ooperative problem solving in industrial multi-agent
systems using joint intentions. Artiial Intelligene, 75 (2), 195{240.
Jennings, N. R., & Bussmann, S. (2003). Agent-based ontrol systems. IEEE Control Systems
Magazine, 23 (3), 61{74.
Jennings, N. R., Norman, T. J., & Faratin, P. (1998). Adept: An agent-based approah to
business proess management. ACM SIGMOD, 27 (4), 32{39.
Krag, T., & Buettrih, S. (2004). Wireless Mesh Networking. O'Reilly Wireless Deventer.
http://www.oreillynet.om/pub/a/wireless/2004/01/22/wirelessmesh.html.
Lai, K., & Baker, M. (1999). Measuring bandwidth. In Proeedings of the IEEE INFOCOM
(1), pp. 235{245.
Lesser, V. R., & Erman, L. D. (1988). Distributed interpretation: A model and experiment.
In Bond, A. H., & Gasser, L. (Eds.), Readings in Distributed Artiial Intelligene, pp.
120{139. Morgan Kaufmann, San Mateo, CA.
Mahadevan, S., Marhallek, N., Das, T., & Gosavi, A. (1997). Self-improving fatory sim-
ulation using ontinuous-time average reward reinforement learning. In Proeedings
of the Fourteenth International Mahine Learning Conferene, pp. 202{210. Morgan
Kaufmann.
Mailler, R., Lesser, V., & Horling, B. (2003). Cooperative negotiation for soft real-time
distributed resoure alloation. In Proeedings of the Seond International Joint Con-
461
Dutta, Jennings, & Moreau
ferene on Autonomous Agents and MultiAgent Systems (AAMAS 2003), pp. 576{583,
Melbourne. ACM Press.
Maley, J. (1988). Managing the ow of intelligent parts. Robotis and Computer-Integrated
Manufaturing, 4 (3/4), 525{530.
Marh, J. G., & Simon, H. A. (1958). Organizations. John Wiley & Sons.
MCallum, R. A. (1996). Hidden state and reinforement learning with instane-based
state identiation. IEEE Transations on Systems, Man and Cybernetis, Part
B(Cybernetis 26), 464 { 473.
Minar, N., Kramer, K. H., & Maes, P. (1999). Cooperating mobile agents for dynami network
routing. In Proeedings of the Software Agents for Future Communiations Systems.
Springer-Verlag. ISBN 3-540-65578-6.
Mithell, T. M. (1997). Mahine Learning, hap. 13: Reinforement Learning. MGraw-Hill.
Parunak, H. V. D., Baker, A. D., & Clark, S. J. (2001). The aaria agent arhiteture: From
manufaturing requirements to agent-based system design. Integrated Computer-Aided
Engineering, 8 (1), 45{58.
Peshkin, L., & Savova, V. (2002). Reinforement learning for adaptive routing. In Proeedings
of the International Joint Conferene on Neural Networks (IJCNN).
Ribeiro, V., Coates, M., Riedi, R., Sarvotham, S., Hendriks, B., & Baraniuk, R. (2000).
Multifratal ross-traÆ estimation. In ITC Conferene on IP TraÆ, Modeling and
Management.
Rih, C., & Sidner, C. L. (1997). COLLAGEN: When agents ollaborate with people. In
Proeedings of the First International Conferene on Autonomous Agents (Agents '97),
pp. 284{291.
Russel, S. J., & Norvig, P. (2002). Artiial Intelligene: A Modern Approah (2nd edition).,
hap. 17: Making Complex Deisions. Prentie Hall.
Shen, J., Lesser, V., & Carver, N. (2003). Minimizing ommuniation ost in a distributed
Bayesian network using a deentralized MDP. In Proeedings of the Seond International
Joint Conferene on Autonomous Agents and MultiAgent Systems (AAMAS 2003), pp.
678{685. ACM Press.
Singh, S. P., Jaakkola, T., & Jordan, M. I. (1995). Reinforement learning with soft state
aggregation. In Tesauro, G., Touretzky, D., & Leen, T. (Eds.), Advanes in Neural
Information Proessing Systems, Vol. 7, pp. 361{368. The MIT Press.
Stone, P. (2000). TPOT-RL applied to network routing. In Proeedings of ICML 2000, pp.
935{942.
Stone, P., & Veloso, M. (1999). Team partitioned, opaque transition reinforement learning.
In Proeedings of the Third Annual Conferene on Autonomous Agents, pp. 206{212.
Sutton, R., MAllester, D., Singh, S., & Mansour, Y. (2000). Poliy-gradient methods for
reinforement learning with funtion approximation. Advanes in Neural Information
Proessing Systems, 12, 1057{1063.
Sutton, R. S. (1988). Learning to predit by the methods of temporal dierenes. Mahine
Learning, 3, 9{44.
462
Sharing Information for Distributed Learning in MAS
Sutton, R. S., & Barto, A. G. (1998). Reinforement Learning: An Introdution (Adaptive
Computation and Mahine Learning). MIT Press.
Takahashi, E., & Tanaka, Y. (2003). Aution-based eetive bandwidth alloation mehanism.
Teleommuniations Systems, 24 (2), 323{338.
Tambe, M. (1997). Towards exible teamwork. Journal of Artiial Intelligene Researh, 7,
83{124.
Tanenbaum, A. S. (2003). Computer Networks (4
th
edition)., hap. 5: The Network Layer.
Prentie Hall PTR.
Tong, H. (2002). Reinforement learning for all admission ontrol and routing under quality
of servie onstraints in multimedia networks. Mahine Learning, 49 (2), 111{139.
Viswanathan, R., & Varshney, P. K. (1997). Distributed detetion with multiple sensors: Part
I - fundamentals. In Proeedings of the IEEE, Vol. 85-1, pp. 54{63.
Walsh, W. E., & Wellman, M. P. (2003). Deentralized supply hain formation: A market pro-
tool and ompetitive equilibrium analysis. Journal of Artiial Intelligene Researh,
19, 513{567.
Watkins, C. J. C. H. (1989). Learning from delayed rewards. Ph.D. thesis, Psyhology De-
partment, University of Cambridge.
Watkins, C. J. C. H., & Dayan, P. (1992). Tehnial note: Q-learning. Mahine Learning, 8,
279{292.
Widrow, B., & Ho, M. E. (1960). Adaptive swithing iruits. In WESCON Convention
Reord Part IV, pp. 96{104.
Williams, R. J. (1992). Simple statistial gradient-following algorithms for onnetionist
reinforement learning. Mahine Learning, 8 (3), 229{256.
Xiang, Y. (1996). A probabilisti framework for ooperative multi-agent distributed interpre-
tation and optimization of ommuniation. Artiial Intelligene, 87 (1-2), 295{342.
Xuan, P., Lesser, V., & Zilberstein, S. (2001). Communiation deisions in multi-agent oop-
eration: model and experiments. In Proeedings of the Fifth International Conferene
on Autonomous Agents (Agents-01), pp. 616{623, Montreal.
463
