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Abstract
The main theme of this thesis is nonparametric curve and surface estimation. The 
first four chapters concentrate on the former problem, where a new technique is 
introduced which improves on the bias of conventional local linear smoothers in 
regression analysis and two-parameter locally-parametric estim ators in density esti­
mation. Our m ethod involves calculating an estim ate of the regression function or 
density at a point which is close to the point x at which we wish to estim ate the 
curve, and using this estim ate to evaluate an approximation at ax A list of estim a­
tors exploiting this methodology is proposed, and may be shown to reduce bias by 
up to two orders of magnitude. Finite-sample properties of our new estim ators are 
investigated in simulation studies.
The last two chapters focus on nonparam etric surface estim ation, where the sur­
face represents the intensity of a point process in the plane. The surface contains 
poles, which correspond to places where the intensity is asym ptotic to infinity. Sta­
tistical methods for estim ating the location and “strength” of a pole are developed. 
In particular, it is shown how the correlation dimension, a well-known quantity in 
the fractal context, of a point process in the neighbourhood of the pole is related 
to the “strength” of the pole. The techniques are illustrated with earthquake data  
taken from the Kanto region in Japan.
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C h a p te r  1
K e rn e l R eg ressio n
1.1 Introduction
N onparam etric regression provides a useful tool for studying relationships between 
covariates and responses in regression analysis. In nonparam etric regression, we re­
move the restriction that the underlying curve of interest belongs to a pre-determ ined 
class of functions tha t depend on a finite number of param eters. This approach is 
particularly attractive when we have little  prior knowledge about the  structure of 
the data. Admittedly, nonparametric estim ators have zero asym ptotic efficiency 
compared to param etric estimators when the true model is employed. Nevertheless, 
fitting incorrect regression models leads to inconsistent curve estim ators, even if we 
have plenty of data.
Basically, the form of regression is determined by the model in param etric re­
gression, and is driven by the data in nonparam etric regression. Because of this, 
a pre-specified param etric model is often too restrictive to be able to pick up un­
expected features of the regression function. A nonparam etric approach, on the 
other hand, provides a flexible method for exploring general relationships between 
variables. A landmark example is the study of human longitudinal height growth 
curves in which the first derivative of the regression function (which corresponds to 
the rate of height growth) is of interest (see for example, Gasser et a/., 1984; Ram­
say and Silverman, 1997). The nonparametric method is able to pick up an extra 
peak in the first derivative which indicates a mid-growth spurt at the age of about 
seven. This peak is difficult to detect by ad hoc param etric models, unless one has 
incorporated this knowledge as part of the models. Although this example demon-
1
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strates convincingly the merits of nonparam etric regression, it should be noted that 
param etric and nonparam etric methods are by no means m utually exclusive com­
petitors. Quite often, it is possible to suggest simple param etric relationships from 
the nonparam etric analysis. Moreover, in cases where we have information on the 
form of the underlying regression function, it proves to be useful to employ non­
param etric regression techniques to consolidate or justify our prior understanding 
of the curves. See, for example, the monograph by Hart (1997).
There is now a variety of methods for obtaining nonparam etric curve estim a­
tors, some of which are intuitively simple and some m athem atically sophisticated. 
Current nonparam etric techniques employed are mainly based on kernel functions, 
splines and wavelets. Recent introductions to kernel and spline approaches may 
be found in the monographs by Wand and Jones (1995) and Green and Silverman 
(1994), and on wavelets in the paper by Nason and Silverman (1997). Kernel m eth­
ods are arguably the simplest in terms of interpretability among the three mentioned 
m ethods, and we shall review the most relevant ones in Sections 1.2 and 1.3. We 
shall compare the Nadaraya-W atson estim ator, the Gasser-Müller estim ator and the 
local polynomial estim ator, in term s of their theoretical and practical performances. 
Section 1.4 will discuss some bias-reduction techniques for general kernel methods, 
and Section 1.5 will outline some contemporary devices for guarding against sparse 
design in local linear smoothing.
1.2 K ernel E stim ators
Unless otherwise stated, we assume that (Ah, Vj) , . . . ,  (Xn, Yn) are independent and 
identically distributed random variables, with respective conditional regression mean 
and variance given by
m(x) = E (Y\X  = x) and v(x) = var (Y\X  =  a:),
where (Ah Y ) denotes a generic pair of random variables from the sample. Let /(x , y) 
be the joint density of X  and Y , and fx(x)  be the marginal density of X.  Our aim is 
to estim ate the regression function m. To measure the closeness of the true regression 
mean and its estim ate m locally at a;, we use the mean squared error (MSE) criterion 
which is defined as MSE{m(:r)} =  E{m(x)  — m(a:)}2. Note tha t MSE{m(;r)} can be 
decomposed as the sum of squared bias and variance, and analysis of performance
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of m (x)  can be based on the sizes of these two components. We shall also adopt 
a commonly-used global measure of closeness between m and m, mean integrated 
squared error (MISE), especially in numerical studies in la tter chapters. This is 
related to MSE by MISE{m(-)} =  J MSE{m(;r)} dx. Unless otherwise specified, 
the term  rate of convergence will mean pointwise optim al convergence rate in MSE 
sense throughout this chapter.
The first kernel estim ator tha t we shall introduce is the Nadaraya- Watson es­
tim ator friNW (Nadaraya, 1964; Watson, 1964), which is based on a local constant 
approxim ation of m. For each x, is defined as the minimiser of
^  {Yi — mjvw{x)}  Kh(^— (E l )
Here, K  is called the kernel function, Kh(') =  h~l K ( - / /i), and h is known as the 
bandwidth. The function K  is usually bounded, continuous, symmetric about 0 and 
satisfies f  K  = 1 . On minimising (1.1), the Nadaraya-W atson estim ator can be 
given explicitly as
m NW(x) =  E  { K^ Xi~ * ) /  E  Kh{X’ ~  * )}  ■ (1-2)
1=1 ^ '  j = l  '
It is clear from (1.2) tha t myvw(^) is a local weighted average of the Vi’s whose 
weights {I\h(Xi  — x ) /  Y^j=i Kh(Xj ~  ^ ) } i = i , . . . , n  are determined by the kernel func­
tion K , and hence the name kernel estimator. The bandwidth, /i, also known as the 
smoothing param eter, controls the amount of smoothing of the estim ator. Loosely 
speaking, choosing the bandwidth too large results in an over-smoothed estim ate 
with large bias; on the other hand, choosing the bandwidth too small results in an 
under-smoothed estim ate and large variance. For practical applications, the choice 
of smoothing param eter is a very im portant issue since it can crucially affect the 
quality of the estimator. The selection of a suitable bandwidth for kernel estim a­
tors (by data-driven means) has been the subject of a number of papers, see for 
example. Härdle, Hall and Marron (1988, 1992) and Hardle and Marron (1995). By 
comparison, the selection of a kernel is less influential, and the decision is mostly 
made on grounds such as computational efficiency. The monograph by W and and 
Jones (1995) gives a detailed discussion of kernels.
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Bias and variance of rh^w admit the following asymptotic approximations: 
E{inNw{x) I Xu . . .  ,X n} -  m(x) =   ^Kih2 |  m"(x)
var {rhNW(x) \XU . . . , X n} =  I 1 +  °p(i)} » (1-4)
where K\ = f  t2K(t)dt  and «2 = f  K 2. The deficiencies of m Xw are clear from the 
bias expansion (1.3) (Chu and Marron, 1991; Fan, 1992). First, the estimator is 
biased even when estimating linear functions m(x) = a + ß x, due to the presence of 
the term m'(x)f'x (x) / fx (x). Large | ß |, or equivalently, large \m'(x) | will typically 
inflate the bias. Secondly, for non-uniform design where | f x (x) / fx{x)  | is large, the 
bias of ttinw is also large. Thus, the Nadaraya-Watson estimator is not adequately 
design-adaptive.
A better estimator which improves on the bias deficiencies of rhxw is the Gasser- 
Müller estimator (Gasser and Müller, 1979), which is given by
71 y»r t I ^
™Gm (z) =  ^ 2  { /  K h(t -  x) dt I  Y[{], (1.5)
where {(Aqq, y{t])}i=i,...,n is an ordered sample with ascending Xßs,  ro =  —oo, rn+i = 
Too and rz = (Aqq T X ^ +iß/2.  This approach is based on the approximation 
that f  m(t) I\h(t — x) dt should be close to m(x) as h —> 0, and is related to the 
convolution smoothing introduced by Clark (1977). Clark suggested convolving a 
piecewise-linear estimator g with a kernel function K , and proposed the estimator
rrtCL{x) g{t) I\h(t — x)dt ,
where g is simply a first-order interpolating spline defined by
( 1.6)
r yji] for t < x {l),
9(t)  — \  [^*] +  x (['+1)1 -v /.j (* — * « )  o^r ^(*) -  i -  ^(*+i) (* =  1, • • •, n — 1),
1 Y[n\ for t > X{n) ■
If the explanatory variables are equally-spaced on [0,1], it may be shown that the 
estimators ttlgm and rhcL are asymptotically equivalent (see for example, Härdle,
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1990). The conditional bias and variance of the Gasser-Müller estim ator are ob­
tained as
E{rhGM(x) I X i , . . .  , X n} -  m(x)  = \  Kxm"(x) h2 {l  +  op(l)}  , (1.7)
vai { m GM { x ) \ X 1, . .  . , X n} = § {nh f x ( x ) } ~ 1 n2v(x)  { l +  op(l)} .(1 .8 )
The bias of the Gasser-Müller estim ator, which is independent of the design density 
f x  and depends only on the curvature of m, has a simpler representation compared 
to th a t of the Nadaraya-W atson estim ator. It is also easier to interpret, since for 
large local curvature, | m"(x)  | tends to be large and we should expect more bias to be 
introduced. The asymptotic variance of iriGM, however, is 1.5 times tha t of rhjxw in 
the random design model (compare (1.4) and (1.8)). Seifert and Gasser (1996b) used 
a pictorial illustration to dem onstrate why the variance is inflated: if three design 
points are close together, the middle point receives much less weight compared with 
the other two points since the weights of the response variables are proportional to 
the areas under the kernel function between averages of subsequent design points. 
The Gasser-Müller estim ator assigns fluctuating weights to the response variables 
and increases variability. Several methods have been proposed to alleviate this 
problem- they include works by Herrmann (1996) and Hall and Turlach (1997a). 
These methods focus on choices of r t-’s (at (1.5)) tha t reduce the variability of the 
weights.
1.3 Local P olynom ial F ittin g
The local polynomial regression technique has been in use for some tim e in smoothing 
tim e series data (Macauley, 1931), and was reviewed systematically by Stone (1977), 
Cleveland (1979) and Tsybakov (1986). More recent work includes Fan (1992, 1993), 
Hastie and Loader (1993) and Ruppert and Wand (1994). The revival of interests in 
local polynomial method is mainly a ttributed  to its favourable sampling properties, 
which we shall detail in this section. The idea behind the local polynomial kernel 
estim ator, iriLp(x), is to approximate m(x)  by fitting a p-th. degree polynomial 
locally to the data using weighted least squares around the point x. The weights 
are, again, determined via a kernel function. Local smoothness of m  implies th a t 
it can be expanded in a Taylor series and approximated locally by a polynomial.
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Specifically, iriLp{x) is given by ß0, where ß = (/?0, . . .  ,/?p)T is chosen to minimise
V  2
Y . - J 2 0 J  (Xi -  [ Kh{Xi -  x ) . (1.9)
t =  l ^ jr = 0
This minimisation problem can also be put in matrix form as follows (Ruppert 
and Wand, 1994). Denote
1 X i - x  .. ■ (X, -  \ ( Yl \X = , Y =
\  1 X n -  ..■ (Xn ~ X)” ) \ Y n J
and W = diag {Kh{X i — x ),. . . ,  I \ \ (Xn — a;)}, the n x n  diagonal matrix of weights. 
Assuming the invertibility of XTWX, the solution of the least-squares problem (1.9) 
can be rewritten as
ß  = (XtW X)"1X t W Y , ( 1. 10)
and rriLp(x) = eTß where eT = (1 ,0 ,...,0 )  is a (n + 1) x 1 vector. For p = 0, 
the local constant estimator obtained from minimising (1.9) is equivalent to the 
Nadaraya-Watson estimator (1.2). For p =  1, we obtain the local linear kernel 
estimator
n
^ ll(z ) =  (s0s2 -  s?)-1 ^  {s2 -  {Xi -  x)si} K{(Xi  -  x)/h} Yt , (1.11)
2 — 1
where sr = i ^ i  — XY X { ( X i  — x ) /h} ,  r — 0,1,2. An equivalent expression for 
mLL(x) is
friLL = ( 1. 12)
where Wi = {s2 — (Xt- — x)si} K{(X{ — x)/h}.  The theoretical properties of local 
linear fitting and polynomials of other orders have been well-studied (Fan, 1992, 
1993; Ruppert and Wand, 1994; Fan et a/., 1997). We shall only detail properties 
in the local linear case. The conditional bias and variance of tull are
= \  Kim”(x) h 2 { l  + op(l)} ,
K: M X) f l  , .
E { m LL(x)
var {m LL(x) \ X u . . - ,X„}
(1.13)
(1.14)
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Fan (1993) showed that the globally optimal bandwidth with respect to integrated 
conditional mean squared error is
in the sense of asymptotically minimising MISE. Both the local linear estim ator and 
the Gasser-Müller estim ator have the same asym ptotic bias, but the asym ptotic 
variance is smaller for the local linear smoother and is the same as the Nadaraya- 
W atson estim ator in the random design setting. Hence, is superior to the
two kernel estim ators introduced in the last section, in term s of bias and variance. 
It is worth mentioning tha t the degree of the local polynomial, p, determines the 
size of bias of rriLp(x) which decreases as p increases (Ruppert and Wand, 1994). 
However, the practical gains of high degree fits are doubtful for three reasons: (i) 
it is com putationally costly to solve the minimisation problem (1.9) for large p, (ii) 
the inversion of X TW X  in (1.10) may create numerical instability in regions with 
sparse design, and (iii) the variance of ttilp is inflated for higher degree fits and 
a large sample may be needed for practical improvements. For these reasons, one 
rarely uses local polynomial fits with p > 3. See Section 1.4 for more discussion of 
higher order polynomial fits.
The advantages tha t ttill offers are more than merely those mentioned above. 
W hen the design density f x  has bounded support, say on the closed interval [a, 6], a 
regression smoother using compactly supported kernel normally behaves differently 
when it reaches a boundary and has slower rate of convergence. We call points lying 
in the interval [a +  h, b — h\ interior points, and those lying outside this interval 
boundary points. For the Nadaraya-Watson and the Gasser-Müller estim ators, bias 
increases by an order of magnitude to 0(h)  in estim ating boundary points, hence 
optim al MSE inflates from the usual order n~4N to n -2//3 (Rice, 1984; Gasser and 
Müller, 1989). While this is only a theoretical result, the boundary effect is, in 
practice, quite noticeable (Hastie and Loader, 1993). To cope with boundary effects, 
a popular m ethod is to employ special boundary kernels (Müller, 1984, 1991; Jones, 
1993) which typically have the form
where a  and ß  are determined by moment conditions. Although this m ethod solves 
the problem of boundary effects, it offers no intuitive interpretation and is arguably
(1.15)
K ( t  — x) =  K ( t  — x) {a  + ß(t  — x)} ,
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too artificial. O ther methods for correcting boundary effects include extrapolation 
methods (Rice, 1984) and reflection methods (Hall and Wehrly, 1991).
Local linear regression, on the other hand, requires no modification when esti­
m ating the boundary (Fan and Gijbels, 1992). Bias and variance at the boundary 
remain autom atically the same order as in the interior. Indeed, since local linear 
approximation is used in a smaller interval, the bias at a boundary point is smaller 
than tha t at an interior point. On the other hand, variance increases at a boundary 
point since fewer data points lie in the interval. Note th a t this autom atic bound­
ary bias correction is only available for local polynomials of odd degree (Ruppert 
and Wand, 1994). Thus, in data analysis, one normally uses local linear or cubic 
smoothers.
Another attraction of the local linear smoother comes from a more m athem atical 
viewpoint, minimax risk analysis. This gives a measure of how well one estim ator 
performs compared with another under specific functional criteria on the class of 
estim ators and the underlying regression function. Define a linear smoother as:
The Nadaraya-W atson estim ator, the Gasser-Müller estim ator and the local linear 
estim ator are clearly linear smoothers from this definition. Denote
C2 = {m  : I m (x)  — m (x 0) — m '(x0)(x — x0) | <  C (x — xq)2/2  } ,
where x 0 is an interior point. Assume also the following conditions:
(i) u(-) is continuous at the point rro,
(ii) f x { ’) is continuous at the point x 0 with f x ( x o) > 0 •
The linear minimax risk is defined as
and the best linear smoother is the one which achieves this linear minimax risk. Fan 
(1992) showed tha t the local linear estim ator ttill with the Epanechnikov kernel, 
I \ e, and bandwidth, h0 given by
n
rhL{x) =  ^ 2  W i ( x , X i , . . . , X n) Y i .
fhL linear r, ^ z
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achieves the linear minimax risk. In other words, the linear minimax efficiency of 
t t i l l -, defined by
________________ R L(n, C2)________________
supmec7 E[{rhLL(xo) -  m(:ro)}2| X u . . . , X n\
5 /4
(1.16)
is 100% among all linear smoothers, in an asymptotic sense. Note too tha t the 
Nadaraya-W atson estim ator has asymptotic linear minimax efficiency 0 since its 
bias (1.3) depends on the derivative m'(xo) and its maximal risk is infinite over the 
class C2- The Gasser-Müller estim ator, with a larger variance component compared 
with t t i l l -, is only 66.7% as efficient as t t i l l• Fan (1993) extended this result and 
proved tha t on imposing additional restrictions on the joint density / ,  the marginal 
density f x  and the conditional variance u, minimax efficiency (defined as in (1.14) 
but dropping the constraint in R l (j i ->C2 ) tha t m i  is a linear smoother) remains at 
89.4% among all estimators.
Assume now that the design density has bounded support. Do the appealing 
minimax rate properties of ttill  extend to estim ating boundary points? The answer 
is affirmative. Cheng, Fan and Marron (1993) showed tha t the local linear regression 
estim ator achieves 94.4% linear minimax efficiency in estim ating the left or right 
boundary point. Thus, ttill is nearly optimal in estim ating the boundary among 
all linear smoothers. Results of minimax efficiency on local polynomials of other 
degrees, and on estim ating derivatives, are discussed in detail by Fan et al. (1997).
1.4 B ias-R ed u ction  M ethods
In this section we shall review bias-reduction techniques applicable to general kernel 
regression methods. By reducing the order of magnitude of bias, one obtains rates 
of convergence better than the usual n~4l5. In the next chapter, we shall introduce 
a new bias-reduction m ethod in local linear smoothing.
Higher-order kernels were noted by B artlett (1963) in the context of probability 
density estim ation. We call K  a j- th  order kernel if it satisfies
J  K  — 1 , J t 1 I \ ( t)  dt = 0 for i = 1 , . . .  , j  — 1, and
In other words, a j - th  order kernel integrates to 1 and has vanishing first (j  — l)- th
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moments. A general j - th  order kernel smoother has the form
2 — 1
where K(3) denotes a kernel of order j .  To see why higher-order kernel techniques 
can reduce bias, we note tha t the conditional expectation of m(x)  is
E{ m( x) \  X i , . . . ,  Xn}  =  j '  K(j)(u) m( x  +  uh) du .
Assuming sufficient regularity conditions, m( x  +  uh)  may be expanded as a Taylor 
series about x and the moment conditions on K(j) ensure th a t the bias of rh(x) is of 
order hJ. Notice tha t higher-order kernels take negative values, and tha t the overall 
performance of m(x)  may be undesirably affected. It is more difficult to interpret 
the resulting estim ator when negative weights are assigned to some of the Yi's. In 
the related context of kernel density estimation, use of higher-order kernels may 
even result in a negative density estimate.
As mentioned in the previous section, the degree of the local polynomial deter­
mines the order of bias of the estim ator ttilp• Ruppert and Wand (1994) showed that 
for local pth-degree polynomial fits, conditional bias adm its the following formulae:
E { m LP( x ) \ X i , . . . , X n}
hp+'
f  m (p+ i )
1 (p +~ j! } { /  uP+l K\p](u) du] I 1 + ° p(1)} if p is odd ,
if p is even , (1.17)
where K[p](u) = { |Mp(u)| /  |NP| } K(u) ,  N p is a (p +  1) x (p +  1) m atrix having 
(z ,j)-th  entry equal to f  ut+J~2 K(u)  du, and Mp(u) is the same as N p but with 
the first column replaced by ( l , u , . .. ,wp)T- Lejeune and Sarda (1992) showed that 
K[p] is a kernel of order p +  1 for p odd, and is of order p +  2 for p even. Indeed, 
local constant and linear fits resemble second-order kernel estim ation, and local 
quadratic and cubic fits resemble fourth-order kernel estim ation. Fan and Gijbels 
(1995) proposed a data-driven variable-order selection procedure in which the order 
of fit is chosen adaptively.
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Another bias-reduction method was given by Härdle (1986) using a jackknife 
technique. This approach is very similar to that proposed by Rice (1984), who 
combined two kernel estimators to reduce boundary bias, which was motivated by 
Richardson extrapolation. Let m^(ar) be a kernel smoother with bandwidth hj 
which admits asymptotic bias C(K) m"(x) hj (see (1.7) and (1.13)) for j  = 1,2, and 
C(K)  is a constant which depends only on K . The jackknife estimator is given by
rhj(x) = (1 -  lo)~1 {m hl(x) -u>mh2(x)} ,
and has asymptotic bias given by b(x) = (1 — a;)-1 (h\ —ujh\) C(K) m"(x), provided 
uj ^  1. The choice of to is crucial here, since b(x) = 0 if u  is taken to be h\/h\ .  
Hence, the bias of rhj(x) is reduced compared with rhh^x) or rhh2 (x). Note that 
rhj(x) is equivalent to the kernel smoother based on the kernel L(u,uj) = (1 — 
lj){K(u) — to3/ 2 K(ujlt2u)}, with La — h\/h\ ,  where it may be easily shown that 
L(u,(jj) is a fourth-order kernel. Thus, jackknifing is essentially a high-order kernel 
method. A comparison of efficiency of the jackknifed kernel smoother with respect 
to ordinary kernel estimators can be found in Härdle (1986). In practice, one has 
to jointly select hi and uj (or equivalently, hi and h2), and the performance of rhj 
seems to be fairly sensitive to the choice of lj.
Variable bandwidth bias-reduction methods were introduced by Breiman, Meisel 
and Purcell (1977) and Abramson (1982) in the context of density estimation. In­
stead of choosing a constant bandwidth over the entire range of inference, the band­
width is allowed to vary and depends on the data. In nonparametric regression, a 
kernel estimator of m(x),  with variable bandwidths hi/oti(Xi) in the numerator and 
h2/ a 2(Xi) in the denominator, is given by
~ , (nh i) - 1 EL, « i (V.) K { -
m v B ( X  ’
where K  is assumed to be a second-order kernel. Hall (1990) studied the bias 
of a variable bandwidth estimator in very general settings and showed explicitly 
how to determine appropriate cq and a 2 for minimising bias. He recommended, 
theoretically, taking cq =  | m f x  |l 2^ and a2 = \ f x  |ly/2• If one chooses hi = h2, then 
bias of mvB{x) has size h\. In practice, Qq(;r) and a2(x) are estimated by
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respectively, where /i3, h4 are bandwidths of size n -1/5. The “adaptive form” esti­
m ator, rhvB, defined by substituting ctj for ctj in rhvB-, preserves the bias-reduction 
qualities of rhvB without appreciably affecting variance. Though this method is 
capable of reducing bias, its complicated nature makes it less appealing in practice.
The multiplicative bias-reduced estim ator (MBRE) for nonparam etric regression 
was proposed by Linton and Nielsen (1994). It has mean squared error of order n ~8/9. 
The idea is relatively straightforward. An initial smooth, say m(;r), is obtained. 
W rite m(x)  =  a(x )m(x )  where q ( x ) =  m( x ) / m( x ) .  The M BRE is defined as 
itimb{x ) =  a(x)fh(x) ,  and a(x)  is an estim ate of a (x ). By suitably choosing a(x)  it 
is possible to reduce bias from size h2 to h4. Linton and Nielsen (1994) treated only 
the case for equispaced design. Jones, Linton and Nielsen (1995) proposed a more 
generally-applicable version by employing the local linear estim ator tull^ )  as the 
initial smooth, and multiplying this by a local linear regression of Yi/rriLL(Xi) on 
Afi. To be explicit, they defined their estim ator as
n
friMB(x) =  rnLL(x)
i=l
K { ( X j - x ) / h }  ( Yj i 
(s0s 2 - s l )  '-rhLL(Xi)> '
where 5t-’s are defined as in (1.11). Jones, Linton and Nielsen (1995) showed tha t the 
bias of this estim ator is of order /i4, while the variance remains the same order {nh)~l .
1.5 O vercom ing Sparse D esign
The merits of local polynomial methods have already been discussed in Section 1.3. 
Nevertheless, their theoretical attractions are, on occasions, undermined by their 
practical performance. To give an explicit example, the curve estim ate in Figure 1.1 
was constructed using local linear fitting with bandwidth chosen to minimise the 
asym ptotic MISE (see (1.15)). The target was m(x)  = 2sin(47r:r), and the sample 
size was n = 50 with uniform design density. The estim ate is relatively erratic 
in places where the design is sparse. This may be explained by the fact th a t the 
conditional variance of local polynomial methods has no upper bound, and the 
unconditional variance when using a compact kernel is infinite. In this section we 
shall look at a few remedies for the sparse design problem, and concentrate mainly 
on cures for the local linear estimator. Some of the methods are applicable to 
local polynomials of higher degree, which we shall briefly indicate. Throughout this
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Figure 1.1: Local linear kernel estimate for the regression function m(x)  = 2 sin 4ttx 
with sample size n = 50. The solid curve is the true regression function, and 
the dotted line is the local linear kernel estimate. The Standard Normal kernel 
is employed, and the bandwidth h = 0.0335 is chosen to minimise the asymptotic 
MISE.
section, the local linear smoother will be denoted by m, and we assume the kernel 
used to construct m is compactly supported on [—1,1].
Seifert and Gasser (1996a, 1996b) proposed two modifications: (i) by locally 
increasing the bandwidth in regions of sparse design to allow sufficient data points to 
be included, and (ii) by incorporating a ridge parameter to stabilise the variance. In 
the first strategy, let h0 be a pre-assigned bandwidth for estimating m (x0). We wish 
to choose hi close to h0 such that m (xo) has an acceptable level of variance. Seifert
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and Gasser suggested that this can be done in two steps. First, compute the finite- 
sample variance Vh0{rn(xo)| A fi,... , X n} and compare it with some reference level, 
say 8 VhQ, where 8 is a pre-specified constant, and I40 is the asymptotic variance 
(1.14) calculated for uniform design. When Vh0{rh(xo) \ X \ , . . . ,  Xn)  exceeds the 
reference level 8\4 0, the bandwidth is locally increased. It may be that, however, 
an increase in bandwidth does not result in a sufficient decrease in variance. In this 
case, variance-bias consideration comes into play. As the bandwidth increases from 
ho to the asymptotic squared bias increases in proportion to (hi/h0)4. Thus, as 
a second step, one finds h to minimise
Vho{m(x o ) |* 1, . . . ,V n} +  ( - A - ) 4 ^ .  (1.18)
Extension to local polynomials of other degrees, as well as further arguments that 
lead to minimising (1.18), can be found in Seifert and Gasser (1996a). They also 
showed, through simulation studies, that the choice of 8 = 1.0 behaves well.
Another method introduced by Seifert and Gasser (1996a, 1996b) is to incor­
porate a parameter, known as a “ridge”, in the estimator. Recall that in (1.10), 
calculation of ß involves the inversion of XTW X. In regions of sparse design, this 
matrix is close to singular or even non-invertible. Ridging guarantees that this ma­
trix is non-singular, through the addition of a positive semidefinite matrix H such 
that H + X TW X  is non-singular; and the ridged estimator is given by
ß = (H + X tW X )"1Xt W Y  .
The principle involved in ridging has in fact been adopted by Fan (1993) in proving 
the optimal performance of the local linear smoother. He defined the local linear 
smoother (1.12) slightly different by adding a factor of n~2 to the denominator :
iri(x) (1.19)
This has the effect of avoiding zero in the denominator when there are no design 
points in the interval X = [x — h,x + h]. Seifert and Gasser proposed several choices of 
H under certain smoothness restrictions on the regression function. However, their 
choice does not seem to remedy the sparse design problem, if there are insufficient 
design points in X, unless h is increased locally. Moreover, the ridge parameter, 
which can be regarded as another smoothing parameter, has to be chosen empirically
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together with the bandwidth, and the performance of the estim ator can be seriously 
impaired by a poor choice of the ridge param eter. We shall dem onstrate this in the 
numerical section in the next chapter.
Another technique, formulated by Cheng, Hall and Titterington (1997), involves 
shrinking a local linear smoother towards a general curve estim ator, m. Indeed, 
ridging described in the above paragraph can be viewed as shrinking rh towards 0. 
Recall th a t in local linear smoothing, one chooses a and b to minimise
- « - & ( * , - * ) } 2A ' ( ^ ^ ) ,  (1.20)
and m is defined by a. In shrinkage, the expression at (1.20) is generalised, and one 
looks for a and b to minimise
{Yi — a — b(X{ — x ) Y  K  ( “ T - “ )  +  6 {rä(rr) — a } 2 , (1.21)
where t  =  e(x) > 0. The new estim ator, m s, is taken as a in the minimisation of 
(1.21) and can be given explicitly as
m s W{ Y{ +  e $2  rn j wt +  e s2 j ,
i=1 /
( 1.22)
where Wi and s2 are defined as in (1.12). Taking m =  0 and t = (n 2S2)_1 in (1.22) 
gives the ridged version of the local linear smoother (1.19). Note th a t rhs = rh when 
e = 0, and rhs =  rh if e = oo. Cheng, Hall and Titterington (1997) suggested taking 
m to be another local linear smoother, constructed using the same bandwidth but 
with an infinitely supported kernel to guard against the sparse-design problem. The 
advantage of this approach is its ability to produce a proper curve estim ator even 
when an excessively large shrinkage param eter is chosen. This was supported both 
in the theoretical and numerical studies by Cheng, Hall and T itterington. Moreover, 
rhs can be regarded as a “m ixture” of two local linear estim ators using compactly 
and infinitely supported kernels respectively, and enjoys the m erits of reduced edge 
effect and lower mean squared error (if the Epanechnikov kernel is used) from the 
former, and increased numerical stability from the latter.
Interpolation methods (Hall and Turlach, 1997b) involve im puting pseudo design 
points to overcome data  sparseness problems in local linear smoothing. The rules 
for determining where to add the pseudo points are simple, and depend only on
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the kernel and the bandwidth used to construct the local linear estim ator. The 
methods are applicable to all bandwidths, and are easy to implement. Indeed, using 
a suitable interpolation rule allows the conditional mean squared error of a local 
linear smoother to be stated in an unconditional sense.
Assume that the random sample {(A;, K ) } i= i , . . . ,n  has its predictor variables As­
sorted in ascending order, i.e. X \  <  . . .  <  A n; tha t the kernel K  has support on 
[—1,1]; and tha t the A ;’s lie in the compact interval [a, 6]. P u t (Ao,Vo) =  (a, IS) 
and (A n+i, Yn+i) = (b, Tn), and let Si =  A;+i — X t for 0 <  i < n. Let Jh  denote the 
set of indices i such tha t a + h < X t <  A t+i <  b — h, where h is the bandwidth used 
in the local linear estim ator. For a given real number r, write m; for the integer part 
of rSi/ (2h)  if i £ j7h, and for the integer part of rS i /h  otherwise. If m z- >  1, add 
rrii equally-spaced pseudo design points to the interval [A,-, A,-+i]. For each pseudo 
point, the corresponding Y -value is generated by linear interpolation between the 
points (Aj-,1S) and (A t+1,Vi+i). Essentially, the interval [At-,A t-+i] is divided into 
m l -f 1 equal portions of length not exceeding 2h/r  if i G Jh,  and h / r  otherwise. If 
m l =  0, no pseudo design point is added. This rule ensures th a t none of the distances 
between two adjacent design or pseudo points is more th a t 2h/r .  Equivalently, for 
each x  € [a, 6], the number of those points in the interval (x — h , x  +  h) is at least 
equal to the integer part of r.
Figure 1.2 demonstrates the interpolation rule with r = 3 using the same example 
as in Figure 1.1. The Epanechnikov kernel was employed, and the bandw idth was 
chosen to minimise the asym ptotic MISE. The pseudo points are indicated by crosses 
in the diagram and can be found in those places where the “real” design was sparse. 
The numerical studies by Hall and Turlach (1997b) showed that the performance of 
the approach is fairly insensitive to choice of r, and in many cases, has be tter mean- 
square performance than the local ridge regression approach proposed by Seifert and 
Gasser (1996a, 1996b).
C H APTER 1. KERNEL REG RESSIO N 17
Figure 1.2: Local linear kernel estimate for the regression function m( x )  = 2sin47rx 
with sample size n =  50, using the interpolation rule o f Hall and Turlach (1997b). 
The solid curve is the true regression function, and the dotted line is the local linear 
kernel estim ate. The Standard Normal kernel is employed, and the bandwidth 
h =  0.0335 is chosen to minimise the asymptotic MISE. We used the same sample as 
in Figure 1.1, except th a t pseudo-data points, represented by crosses in the figure, 
were added to ensure there were at least three points in each interval (x — h, x +  h), 
x £ [0,1].
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1.6 Sum m ary
This chapter highlights some favourable properties of local polynomial estimators. 
The local linear estimator, in particular, enjoys excellent numerical as well as theo­
retical properties (e.g. Fan, 1993; Hastie and Loader, 1993; Cleveland and Loader, 
1996). Among all linear estimators, it is 100% efficient in estimating regression 
means with two bounded derivatives, and nearly 90% efficient among all estimators 
in an asymptotic minimax sense (Fan 1993). Widely-used smoothing software is 
based on local linear methods; see for example Cleveland (1979, 1993), Cleveland 
and Devlin (1988) and Cleveland and Crosse (1991). We also review bias-reduction 
methods, all of which reduce bias from the usual order h2 to h4. We further look at 
techniques for overcoming the problem of sparse design in local linear smoothing. 
In the next chapter we shall see how one can achieve bias reduction by modifying 
the usual local linear estimator, the mechanism of which may be explained geomet­
rically. We shall demonstrate how the interpolation device developed by Hall and 
Turlach (1997b) may be easily adapted to our new estimators.
C h a p te r  2
B ias R educ tion
2.1 In tr o d u c tio n
The favourable properties of local linear smoothing were discussed in the last chap­
ter. For regression functions that exhibit a high degree of smoothness, local poly­
nomial methods of higher order are, at least in theory, superior to local linear ap­
proaches in reducing bias, as mentioned in Section 1.4. Nevertheless, higher-degree 
fits require necessarily more elaborate techniques for guarding against data sparse­
ness problems, compared to those for local linear smoothing. For example, to obtain 
a local cubic estimator, one needs to invert a 4 x 4 matrix (see (1.10)) and to avoid 
numerical problems in regions where the design is sparse, one has to ensure that this 
matrix is not close to being singular.
In this chapter, we shall demonstrate how one may achieve bias reduction by 
combining two or three linear estimators, obtaining essentially the same optimal 
performance as the local cubic smoother. The techniques employed by local linear 
estimators to guard against data sparseness problems may be applied directly to 
our new estimators. Essentially, our method involves a convex combination of local 
linear estimators with easily-chosen weights that depend only on the kernel function, 
and not at all on other unknowns like the regression mean or design density. It has 
similar spirit to the bias-reduction methods introduced by Schucany and Sommers 
(1977) and Härdle (1986), who suggested using a linear combination of two kernel 
estimators of different bandwidths, and has already been discussed in Section 1.4.
Figure 2.1 demonstrates a simple graphical property which motivates our method. 
The true regression mean is convex, and the standard local linear estimator tends
19
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x — Ih x x + lh
Figure 2.1: Bias reduction via a convex combination of three local linear smoothers. 
By choosing the weights in an appropriate way, bias contributions from the two 
asymmetric smooths on either side of the symmetric smooth will cancel those of 
the latter, resulting in reduction of bias by two orders of magnitude. For a slightly 
different choice of either of the asymmetric smooths, the line segment will cut the 
curve at a point whose abscissa is very close to x, and so reduce bias by one order 
of magnitude.
to be positively biased since it is based on the midpoint of a fitted line segment 
and that point always lies above the curve. (We assume here that there is no noise, 
which is appropriate when describing the effect of bias.) The ends of the fitted line 
segment, however, lie below the curve, and there is potential for employing this 
asymmetry to cancel out the larger part of bias. By using segments on either side of 
the original one, as indicated in the figure, and employing an appropriate weighted 
average of two such estimators and the classical local linear smoother, we may re-
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move all the first- and second-order effects of bias. In fact, as we shall show later, 
this reduces bias by two orders of magnitude compared with standard local linear 
smoothing. Variance may be reduced, although only by a constant factor, not an 
order of magnitude. The amount of variance reduction depends on the kernel type.
Using a single local linear estim ator calculated in a slightly asym m etric way, bias 
and variance have the same order as for a local quadratic smoother. This approach 
may be motivated by considering the construction of the local regression line so 
as to ensure tha t the expected value of the place where the line crosses the curve 
has its abscissa very close to the one at which we wish to estim ate the curve. To 
a significant extent this may be guaranteed without prior knowledge of the curve. 
The average of two of these smooths, on either side of the point at which we wish to 
estim ate the regression mean, reduces bias by two orders of magnitude. Indeed, this 
average can be viewed as a limiting form of the estim ator described in the paragraph 
above. We shall term  our technique “skewing” , which reflects the use of asymmetric 
m ethods to improve performance.
This chapter is organised as follows. Section 2.2 introduces a general version of 
the skewed estim ators, and Section 2.3 presents main theoretical properties. Left- 
and right-skewed estimators are introduced in Section 2.4. Section 2.5 discusses 
general issues and extensions to our skewing methods. Numerical performance is 
addressed in Section 2.6. There, we show tha t a simple interpolation device (Hall 
and Turlach, 1997b), borrowed from the case of ordinary local linear smoothing, 
may be used to guard against sparse design.
2.2 G eneral Skewed E stim ators
Suppose we observe pairs of random variables (AT, Tf ) , . . . ,  (A n, Yn) drawn indepen­
dently from a bivariate distribution. We are interested in estim ating the regression 
mean, m(x) = E ( Y \ X  = x), where (A, Y)  denotes a generic pair of random  vari­
ables from the sample. In local linear regression, the line y(u) = a -f b(u — x) is 
fitted by weighted least-squares to the data pairs (A;, Y{) for those Ads which are in 
the neighbourhood of x. The weights given to individual data points are determined 
by the kernel function K , which is assumed to be non-negative and symmetric. The
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pair (a, b) is obtained by minimising
n
J 2 { Y , - a - b ( X , -  x ) } 2 K h(Xi  -  x ) ,
z = 1
where Kh{') = h~l K(- /h)  and h is a bandwidth. The minimising pair (a, b) depends 
on x  as well as on the data, and is denoted by {a(x) ,b(x)}.  Elementary calculus 
shows th a t the minimisers are
a(x)  =
r 0(x ) s 2(:r) -  r i (z )s i( ;r )
b(x) =
r1( x ) s 0{x) -  r0(x ) s i ( x )
s0( x ) s 2( x ) - s i ( x ) 2 1 ' 50(a;) 62(a:) -  5i(x)2
where r t(x) = Yn=i -  x )1 K h{Xi  -  x) Yi and si(x) = (Xi ~  x )l K h ( X t -  x),
l =  0 , 1, 2 , . . . .
The estim ator of the line y =  y(u) is m(u\x)  = a(x) +  6(x) (u — ar), with formula 
r0(x) s2{x) — ri(x)  5i(a;) +  {ri(a) 50(x) -  r0(x) 5i(x)} (u -  x)
rh(u\x) — (2 .1)
s0( x ) s 2(x) -  s i ( x )2
The standard approach to local linear regression involves fitting a straight line 
segment whose midpoint is directly above the point x  at which we wish to es­
tim ate  the curve. Putting u =  x in (2.1) gives the usual local linear estim ator 
m(x)  = m(x\x)  = h(x), which has conditional bias of size h2 and conditional vari­
ance of size (nh)-1 (Fan, 1993). Skewing involves fitting the straight line segment 
in an asymm etric manner, with its centre a little  to the left or right of x. A general 
skewed estim ator m is a convex combination of three local linear smoothers
\ i iri(x\x  +  Uh) -f m(x\x)  +  \ 2m(x \ x  T l2h)
s(x) =
Ai T 1 +  A2
(2.2)
where A1? A2 > 0 are weights, l\ < 0 and l2 >  0. Versions of (2.2) will be described in 
Section 2.4. Intuition suggests tha t we take Ai =  A2 =  A and C =  —12 = /, say, so as 
to enhance the symmetrical structure of rh(x) and reduce bias. In fact, this choice 
is necessary if we want to reduce bias by two orders of magnitude. Theorem 2.1 in 
the next section shows this explicitly. The theorem also shows tha t the param eters 
A and / are related by a simple relation which depends only on the kernel function.
2.3 T heoretica l P roperties
We shall derive the asym ptotic conditional bias and conditional variance of m in 
this section. We suppose th a t the design variables X{ come from a continuous 
distribution with density / .  The j- th  moment of K , f  tP K ( u ) d u , is denoted by Kj.
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T h eorem  2.1 Assume that m has four bounded, continuous derivatives in a neigh­
bourhood of x; that f  has two bounded, continuous derivatives there and f (x )  >  0; 
that the kernel K  is non-negative, bounded, symmetric and compactly supported, 
with f  K  =  1 ; and that h = h(n) —> 0 and nh —> oo. Take X\ =  \ 2 =  A > 0 and 
11 =  — l2 =  /(A), where
l(A) =  { (1 + 2 A )k2/(2A )}1/2. (2.3)
Then the bias of rh is given by
E{m(x) — m (x ) |X i,. . . ,  X n} =  B(x) h4 +  oP{h4 +  (n/i)-1/2} ,
where
B(x) = {16/(ar)}_1 [2{2 f"(x)m"(x)  +  4 f '(x)m"'(x)  +  f ( x ) m ^ v\ x ) }  
x («2 — «4 ) — X~l K,lf(x) .
R em ark 2.1. The theorem actually holds under weaker sym m etry conditions than  
those imposed on K.  In particular, we require only « 1  =  « 3  =  0, not symmetry. 
Hence we shall retain terms in /c5 in our proof below.
R em ark 2.2. It is, in fact, not necessary to assume tha t a skewed estim ator has 
the form rh(x\x ±  k) where k =  Ih. The fact tha t k is of size h may be deduced 
directly from the proof.
P ro o f o f T h eorem  2.1. Put fi(u\x) =  E {m (u \x ) \X \ , . . . , X n}, which we may 
expand as
fi(u\x) = m(x)  +  (u — x)m'(x)  +  {<s0 (a:) s2 (x) — ^ i ( ^ ) 2 } - 1  (Q(^) +  -R(a;)} , (2.4)
where Q(x) equals
\  m"(x) [{s2(2?)2 -  53(x) 5i (x)} +  (u -  x) {5 3 (2:) 5 0 (2:) -  52(2:) 5 1 (2:)}]
+  |  m'"(x) [ { s3 {x)s2(x) -  5 4 (2;) Si(x)}  +  (u -  x) {^4(2r)^0(x) -  s3(2:).si(2:)}]
+  T  m (lv\ x )  [{<s4(2?) s2(x) -  s5(x) 6 1 (2:)} +  (u -  x) ( s 5(x)s0(x) -  s4(2:)s i(2:)}] ,
(2.5)
and R (x ) may be expressed concisely using an exact formula for the rem inder in 
Taylor’s theorem. It may be easily shown that
(n h /+1) 1 5 /(2:) =  J ul K(u) f ( x  +  uh) du +  (nh)~1^ 2Z i ,
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where Z/ is a random variable which is asymptotically normally distributed, with 
mean 0 and variance f ( x )  f  u21 K ( u ) 2 du. It follows from Taylor expansion tha t
(nhl+1)~ l si(x) = ki f ( x )  +  Ki+1 f ' ( x )  h
+  \  ki+2 f " { x ) h2 T °{h2) +  Op{(nh)  1//2} . (2-6)
Let 7/ and Si denote generic positive numbers which equal o(hl) + 0 { (n h )~ 1/ 2} and 
o(hl) +  0 { h 2 (nh )-1/2} respectively, and define r^i(x) = Sk(x)si(x) — Sk+i-i{x)si(x).  
Then, using (2.6), we may obtain:
n 2h4r0 2(x) 1
n 2h 6 r 22(x) 
n~2h~5 r30(x)
n~2h~‘ r 32(x) 
n~2h~6 r 40(x) 
n~2h~s r 42(a:)
n~2h~ ‘ r 50(x)
_1___
f ( x ) 2K2
{ f ( x )  k2}2 +  { /" (x )  f ( x )  -  f ( x )2} k2k4 h2 +  op(72), 
f ( x )  f ' ( x )  («4 -  k\) h2 +  i  /(a;) /" (x) k5 h2 +  op(72) ,
- 2 / ' ( a : ) 2}/c2«5 h2 +  op(72),
/ ( z ) 2 /c4 +  / (x )  /'(x ) «5 h +  op( 7 i ) ,
/ ( x ) 2 k 2k 4 +  op(70),
/ ( x ) 2 K5 +  Op(70) .
Defining tki(x) = r 02(x) 1r^ (x ), we may deduce the following formulae:
122
3^0
3^2
t42
K2h2 T — fx2) fi4 + Op(^ 4) ,
/ 7(x) (k4 -
/ ( x) k2
Op(^4) ,
AC4/l4 +  Op(J4) ,
h2 + Q x U ,  A3 +  s );
2 /(x )  «2
<40 =  -  A2 +  *3 +  o p(<53) ,
« 2  / ( Z ) « 2
^50 — ----  +  O p (<^3) .
«2
Substituting these results into (2.5), substituting the expansion of Q(x)  into 
(2.4), and developing a similar but more crude approximation to the remainder 
R(x),  we
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may prove that for any fixed /, 
jj.(x\x + Ih) = m(x) + | ( ac2 — l2) m"(x) W
+ l  f  -  «<)
2 1 f{x)*2
' /"(*) 
2/(l)
1
+  2
m"(x) + ( K2 “  "  t )  m'"( l)} fcS
/ 2N U"{x) k5
\  f { x ) /  I 4 2j 2/ ( * ) k2
+ /"(®) Z' f ' ( X) Y  I / 2 ( ^ 2  -  «4 )
x /(*) \ / ( * )
//'(rc) {3/ («2 -  «4) ~ ^5}
«2
m”(x)
3f(x)K2
m'"(x)
+ 1 f «4 /«5 , /2( 3 ^ - 2 /C 4) (iv), ^ L4 ,2 \ y - ^  +  — 3 ^ — 2 r  (x), T  + 0 ^ 4)-
(2.7)
Considering versions of this formula in the cases / = 0, l\, Z2? and combining them 
to produce a formula for conditional bias for fh(x) defined at (2.2), we see that the 
terms in h2 and h3 vanish if and only if
Ai («2 — Y )  +  k 2 +  A2(k2 —  l \ )  —  0 ,
A1 /1 A2/2 = 0, A1 + A2/^  — 0.
Assuming only that Ai, A2 > 0  and /j, l2 ^  0, the latter two equations imply that 
\ x — A2 = A and l\ = —l2 = /, say. The first equation then gives l = /(A), where 
/(A) is defined by (2.3). Finally, the claimed bias expansion in Theorem 2.1 follows 
directly from (2.7).
Asymptotic properties of the conditional variance of m can be derived similarly, 
and are given in the next theorem.
Theorem 2.2 Assume the conditions imposed on K  and h in Theorem 2.1, that f  
has a bounded derivative in a neighbourhood of x, and that v(u) — var {Y\X  = u) is 
bounded and continuous there. Assume that = A2 = A > 0 and 11 =  — /2 = /(A). 
Then,
v<n{fh(x)\Xu . . . , X n} = + ov{(nh)~l } ,
C H A P T E R 2. BI AS  REDUCTION 26
where
V(A) = (2A +  1)“2 (2A2 + 1) j  K ( u f d u
+  (6A +  1) j  K(u — l ) K ( u ) d u
+ i(4A  +  l ) 2 J K( u  -  l) K ( u  + l) du
+A(2A +  1)^2 1 J u2 { K ( u ) 2 -  K( u  -  l) + /)} di . ( 2.8)
P r o o f o f T heorem  2.2. Since X i  = A2 =  A > 0 and = — l 2 =  /(A), the estim ator 
at (2.2) may be expressed as
m(x)  = (2A -f l)  1{Am(x|a: +  Ih) +  m ( x \ x ) +  rh(x\x — /h)} . (2-9)
Denote the conditional variance of m (n|x) by i){u\x), and the conditional covariance 
of m (n|;r) and m(u\y)  by c(u\x,y).  The conditional variance of the regression mean 
may be w ritten as
var {m(x)\  X i , . . . ,  =  (2A +  l)  2{A2 fj(x\x +  Ih) +  rj(x\x) +  A2 i)(x\x — Ih)
+2A c{x\x — lh ,x)  + 2A c(rr|x, x A Ih)
+2A2 c{x\x — //i, x +  Ih) } . (2.10)
Up to first order, Theorem 2.2 follows from expansions for each term  on the right- 
hand side of (2.10). For the sake of brevity, we shall only give details for the expan­
sion of fj(x\x -f Ih). O ther terms may be expanded by following similar arguments 
as below. Using the definition of m(u\x)  at (2.1), we may express
fj(x\x A Ih) = E  [{d(x +  Ih) — Ih b(x +  lh)}2\ X \ , . . . ,  X n]
-  [ E{a(x  +  Ih) - l h b ( x  + l h ) \ X u . . . ,  X ,} ]2 
=  var {a(x +  Ih)| X \ , . . . ,  X n} +  (Ih)2 var {b(x A Ih)| X i , . . . ,  X n} 
—2 Ih cov {a(x A Ih), b(x A lh) \ X \ , . . . ,  X n}
=  Tx -f T2 — 2 T3 .
Formula (2.6) in the proof of Theorem 2.1 gives the following identities: 
s0(x) =  n h f ( x )  { l +  Op (1)} , Si(x) =  nh6 f ' ( x ) t i 2 { l +  oP(l)}  ,
s2(x) =  nh3 f ( x )  K-2 {1 T op(l)}  , (2 . 11)
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whence it follows that
So(z) <S2 (ar) — 5i(a:)2 =  n2h4 f ( x ) 2 tz2 { l +  op(l)}  . 
From the definitions of ä and b together with (2.11), we deduce tha t
n
{*< -  (x + h h ) } u { X , -  (x +  l2h )}‘2
(2. 12)
2=1
x K X{ — (rr 4- l\h) 1 , ,  f — (:r +  l2h) lW )  v ( Xt)
=  nhtl+t2+1 f (x)v(x)  j J (u — l i)h (u -  l2)u-K(u  — l i )K(u -  l2) du j { l  +  op( l)} ,
for non-negative integers t \ , t 2. Using the above identity and (2.12), together with 
some cumbersome algebra, we see tha t
T\ =  { n 2h4 f ( x  +  /h )2/c2} 2 [ s2(x A lh)2 var {r0(;r -f l h ) \ X \ , . . . ,  X n}
+ s i( s  +  lh)2 var {ri (x A lh)\ X u . . . , X n}
—2 S\(x A lh) s2(x +  lh) cov {r0(x A lh), ri (x A lh) \ X \ , . . . ,  X n}] 
x {l +  op(l)}
=  (nh)~} f ( x ) ~1v(x)  j  J K (u) 2 d u j  { l +  op(l)}  ,
T2 =  { n zh0 1 f  (x A lh)2k2} 2 [so(x A lh)2 v&t { ri (x A l h ) \ X i , . . . ,  X n}
+ 3i(x +  lh)2 var {r0(x +  lh)\ X u . .. , X n}
—2 s0(x A lh) s i(x  +  lh) cov {r0(x +  lh), r i (x  -f lh)\ X \ , . . . ,  X n}]
x {l + °p(1)}
=  (nh)~l (1^2  1)2 f ( x ) ~1v(x)  I J  u2 K(u)2 d u |  { l +  op(l)}  ,
T3 =  (n h )_1 Ik^1 f ( x )~1v(x)  I  J  (u A l) K  (u A l)2 duj> { l +  op(l)}
=  op{ (nh )~1} .
The term  of size (nh)~l in T3 vanishes since, for a symmetric kernel K ,  f ( u  A 
l ) K(u  +  l)2 du =  0. Combining these results, we may prove that
f](x\x A lh) =  (n/i)-1 f ( x )~1v(x)  |  J  K 2 A {Ik2 1) 2 J  u2I\(u)2 du j> { l +  op(l)}  .
O ther terms on the right-hand side of (2.10) may be expanded similarly, and we 
only state  the results here:
»(xlx) =  (nh)-1 f ( x )~1v(x )(  /  A’(u)2 dxi){ l +  op(1)} ,
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f}{x\x ±  Ih) = (n h ) 1 f ( x )  1v ( x ) i ^ J  K ( u ) 2 du
H U - Y  I  V2 K  (u)2 d u j { l  +  Op (1)} ,
c(x\x ±  Ih, x) = (nh)~l f ( x ) ~ xv(x)  |  J  K(u)  K ( u  ±  /) du
c(x\x — Ih, x -fi Ih) = (nh)~l f ( x ) ~ l v(x)  | kJ1(ac2 + 2/2) J  K ( u  +  /) K( u  — /) du
- ( U 2)2 J (u2 -  l2) K ( u  +  J) -  /) du j  {1 +  op( 1)} .
Substituting these formulae into (2.10) gives
var { r h ( x ) \ X i , . . .  , X n} =  (nh)~l (2A A l )~2f ( x ) ~ l v(x)  (2A2 + 1 )  J  K ( u ) 2du
+2A/CJ1 (2k,2 +  l2) J  K{u — l ) K { u ) d u  
+2{A/cJ]l(«2 +  Z2) } 2 J K{u -  l ) K ( u  +  /) du 
+2(A/«;-1) 2 J  u2{ I \ ( u)2 -  K(u  -  l) K(u  +  /)} di
x {l +  °p(1)} •
Putting /(A) =  {(1 +  2A)k2/(2A)}1Z2 yields the desired result.
There are of course versions of both theorems for kernels th a t are not compactly 
supported, although the regularity conditions depend to some extent on the rate of 
decay of the tails of the kernel. In the case of Normal kernel, defined by I\(u) = 
(2tt)~1/2 exp(—u2/2), it is sufficient to impose the following additional conditions: 
in both theorems, assume th a t /  is bounded on the real line IR, and tha t h = 
o{(log n )-1/2}; and in Theorem 2.1 (respectively, Theorem 2.2), assume tha t m  
(respectively, u) is bounded on IR.
Taking A =  oo in the definition of m, we obtain m as a linear combination of 
rh(x\x +  K>y2h) and rh{x\x — K ^ h ) ,  denoted by ^ ( x ) .  This skewed estim ator 
generally has larger variance than m for finite A, as we shall see below. Its bias,
{8f ( x ) } ~ l (K2 -  ac4) { f " ( x )  m ”(x) +  4 / ' (a:) m'"(x)  +  f ( x )  m (n;)(:r)} ,
can be either greater than or less than that of fh for finite A, depending on the shape 
of m and / .
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(c) (d)
Figure 2.2: Graphs of the function V(A)/V(0) against A (on logarithmic scales). 
Panels (a) to (d) depict the Epanechnikov kernel, the Uniform kernel, the biweight 
kernel and the Normal kernel, respectively. The respective values of U(oo)/V(0) 
are 1.65,1.81,1.58 and |(3  + 7e~l ) = 1.39.
It is clear that choice of A can affect the variance of m. The asymptotes of the 
function V  at A = 0 and A = oo can be deduced from (2.8): V(0) = f  /v2, and
V(oo) = ~ J  K 2 K{u  — K (u + k2^2)
T 2 ^21 J  u2 {K(u)2 ~ K(u — ^y2) K(u + ^y2) } du •
Depending on the choice of K , V can have a minimum at a point A satisfying 
0 < A < oo, or have its minimum at A = 0. The former situation arises for the
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Epanechnikov, Uniform and biweight kernels, where the respective minimising values 
of A are 0.0352, 0.0455, 0.0352, and the respective values of {minA V(A)}/V(0) are 
0.908, 0.885 and 0.912. In the Normal case, V is a strictly increasing function, and 
so the minimum occurs at A = 0. Figure 2.2 depicts graphs of V(A)/V(0) against A 
for the four different kernels just mentioned.
2.4 Left- and R ight-skew ed E stim ators
We saw in the last section that a linear combination of skewed estimators can be 
used to reduced bias by two orders of magnitude, to h4 compared with order h2 
for local linear smoothers. An alternative approach, based on a single version of 
rh(u|z), may be used to estimate m with bias of order h3. Its operation may be 
explained intuitively as follows. Observe from Figure 2.1 that the expected value of 
a line fitted to the curve above a point whose abscissa is x + Ih will cut the curve 
at some point, whose abscissa is u say, and so the line segment will have zero bias 
as an estimator of m(u). If / = /0 is chosen appropriately then we may take u = x. 
Such an “ideal” / necessarily depends on x through the unknown curve, but to first 
order it is independent of x: Iq — ± k2 + O(h), where either sign may be employed.
Therefore, using in+(x) = m(x\x + K l2 2h )  or m_(:r) = fh(x\x —  K ^ 2h )  instead of 
m(x) = m(x\x) to estimate m(x) reduces bias by one order of magnitude, from 
0 (h 2) to 0(h3). We call m_ a left-skewed estimator since the kernel weights are 
centred to the left of x, at which we wish to estimate the curve. Similarly, we call 
m_|_ a right-skewed estimator.
Variance of m± is affected only by a constant factor compared with m, and not 
by an order of magnitude. The next theorem makes this explicitly clear.
Theorem 2.3 Assume that K  is nonnegative, bounded, symmetric and compactly 
supported, with f  K  = 1; and that h = h(n) —>• 0 and nh —>■ oo. Then (a) if m has 
three bounded, continuous derivatives in a neighbourhood of x, if f  has one bounded, 
continuous derivative there, and if f (x)  > 0,
E {m ±(x) - m ( x ) \ X u . . . , X n) = B± + (n/i)“ 1/2} , (2.13)
where B±(x) = — «4) {/'(x)m "(x)/(x)_1 + and (b) has a
bounded derivative in a neighbourhood of x, and v is bounded and continuous there,
var {m±(x)\X\ , . .. , X n} = (nh)~l v(x) Vj + op{(nh)~1} , (2-14)
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where V1 = J  K 2 + k2 1 f  u2K(u)2 du.
Proof of Theorem 2.3. The bias expansion is obtainable from (2.5) in the proof 
of Theorem 2.1. Using the notations in Theorem 2.1,
fi(x\x + Ih) m(x) + 1 («2 — l2) m"(x) h4
I I  f ' (x) (k2 -  k4) 
2 \  I ( x ) k 2 
+op{h3 + ( n h y 1) .
m"(x) + k2
K,4
3ac2
m'"(x) h 3
1 /  2Putting / = ± « 27 yields the desired bias expansion. The asymptotic variance follows 
directly from the proof of Theorem 2.2.
Note that m+ and m_ are special cases of m defined at (2.2), using a highly 
asymmetric choice of weights. The quantity V\ introduced in Theorem 2.3 always 
exceeds f  A'2, and so the asymptotic variance of m+ and m_ always exceeds that of 
the standard local linear estimator rh (see (1.14)), although only by a constant factor, 
not an order of magnitude. Indeed, for the Epanechnikov, Uniform, biweight and 
Normal kernels, the respective values of Vi/ J  K 2 are y ,  | ,  i |  and | .  As discussed 
in the previous section, a linear combination of m + and m_ further reduces bias to 
size h4.
2 .5  F u rth er  Issu es  in  S k ew in g
Of course, there are other versions of skewed estimators which can improve on the 
bias of the classical linear estimator. One such estimator takes the form
A fh(x\x) + (1 — A) m(x\x + Ih) ,
where 0 < A < 1. It may be shown that the choice of / = ± {k2/(1 — A)}1/2 reduces 
bias to order h3. Variance remains of size (nh)~l , although it is generally larger 
than f  K 2.
The expansions of bias and variance given in Theorems 2.1 and 2.2 are valid 
only in a conditional sense, and cannot be generalised to unconditional expansions 
without adjusting the estimators. To appreciate why, observe that the denominators
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in the definitions of m(x)  and m(u\x)  can take the value zero with positive proba­
bility. Indeed this will always happen if there is just one design point in the interval 
Zx = (x — ch,x  -f cfl), where c is chosen so tha t the support of K  is the interval 
( — c, c). Here the definition of m(u\x)  generally has the form “non-zero number di­
vided by 0” . When there are no design points in Tx the ratio is 0/0. In less extrem e 
cases where there are two or more points in Zx, the denominator is non-zero but the 
estim ator can nevertheless fluctuate erratically.
Several methods for overcoming these numerical difficulties have been discussed 
in Section 1.5 in the case of m(x).  They include incorporating a ridge param eter 
into the denominator (Fan, 1993; Seifert and Gasser, 1996a, 1996b) or im puting 
new design points in places where the original design sequence is sparse (Hall and 
Turlach, 1997b); and they render bias and variance formulae for standard local linear 
smoothing estim ators valid in an unconditional sense. The procedures of Seifert and 
Gasser (1996a, 1996b) and Hall and Turlach (1997b) are also appropriate for our 
estim ators, and allow the bias and variance expansions in Theorems 2.1-2.3 to be 
stated  in an unconditional sense.
In the case of the ridge param eter m ethod, the range of allowable ridges is slightly 
narrower than for standard local linear smoothing, since bias is of smaller order there 
and we m ust ensure tha t the ridge does not interfere with bias (see Hall and Marron, 
1997). It is sufficient tha t the ridge be of size n~a{(nh2)2 +  nh}  for some a  > 0. 
For example, if we redefine rh(u\x) by replacing the denominator s0(s) S2 M  — -Si(x)2 
by So (a;) £2(2 ) — Si(x)2 -+- r(n , /i), where r(n , h) is a non-negative sequence satisfying 
r(n , h) ~  Cn~a{(nh2)2 -f nh}  for positive constants C  and a; and if the conditions 
of Theorems 2.1 and 2.2 are valid; then the bias and variance expansions there are 
valid unconditionally:
E { m ( x )  — m(x)}  =  B(x)  hA +  o{h4 +  (nh)~1^ 2} ,
var{m (x)} =  (nh)~1v ( x ) f ( x ) ~ l V(x)  +  o{h8 +  (nh )~l } .
Techniques of Hall and Turlach (1997b) are applicable without change, and also pro­
duce these unconditional expansions. They will be explored further in the numerical 
studies in the next section. Entirely analogous remarks apply to the estim ators m± 
and \(rh+ +  m _).
Unlike m (x), the estimators m(x)  and m±(x)  suffer from edge effects at the ends 
of the design interval X. These reduce performance to tha t of m(x) ,  in term s of 
order of m agnitude of bias, at the very ends of X. It is worth stressing th a t, for
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arbitrary fixed /, there is no component of size h in the bias of rh(x\x + Ih). This is 
clear from equation (2.7), under the assumptions that led to that result, although it 
may be seen more generally from the definition of m(u\x) at (2.1). Variance remains 
of order (n/i)-1, uniformly in the interval of estimation.
Therefore, if one wishes to estimate right to the ends of T  at the same order 
of bias, it is necessary to correct for edge effects. The edge problems of m may be 
overcome in standard ways, for example by employing m right up to the point where 
edge effects start to occur, and fitting locally a cubic polynomial from there to the 
boundary. The estimator m+, however, does not suffer edge effects at the left-hand 
end of X, and, likewise, m_ does not have problems at the right-hand end.
Standard methods for bandwidth selection that require only linearity in the re­
sponses Y{ are applicable without modification for our skewed estimators. Such 
methods include cross-validation or generalised cross-validation (e.g. Fan and Gij- 
bels, 1996, p. 149ff) or the m-out-of-n bootstrap (see Faraway and Jhun, 1990, for 
the density estimation case). Plug-in rules (e.g. Fan and Gijbels, 1996, p. 152ff) 
are also appropriate, but since the bias formulae in Theorems 2.1 and 2.3 are more 
complex than in the case of local linear regression, they are less attractive. How­
ever, this is a problem for all high-order methods since high-order derivatives, such 
as those of the design density, are difficult to estimate unless data are plentiful. In 
those cases, simpler approaches such as cross-validation are suggested.
2.6 N um erical Perform ance
Our numerical studies, which assess the finite-sample performance of the skewed 
estimators, have two parts. First, we compare the classic local linear estimator 
with our skewed estimators. Secondly, we compare performance of the fourth-order 
version of our methods with ridged local cubic regression.
2 .6 .1  C om p arison  w ith  L ocal Linear E stim ators
We conducted a simulation study to compare the finite-sample performance of the 
local linear method with that of various versions of our skewed estimators, including 
m±(x) = rh(x ±  K^2h),
fh\(x) — (2A + l)“ 1 {Am(x\x — Ih) + rh(x\x) + \m (x \x  + //i)} , (2.15)
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Figure 2.3: Comparison between MISE performance of the estimator at (2.16), and 
that of the local linear fit, with n = 100 and m  =  m2. The curves depict MISE as a 
function of bandwidth h, with the solid and dotted lines representing the estimator 
fh\ and the local linear fit respectively.
with / = {(1 + 2A) k2/(2A)}1/2, and fh ^  = |(m + •+■ ra_). The bias-reduction prop­
erties of these estimators are of course clearest in the case of regression means 
that are significantly nonlinear, since even the general form of the local linear es­
timator fh(u\x) has exactly zero bias for a linear target. We took as our target 
the sine function on the interval X = [0,1] with k =  1,2 or 3 wavelengths, i.e. 
m(x) = mk(x)  = 2s'm(2k7Tx), for Uniformly distributed design points X{, Normal 
N(0,0.5) errors, and sample sizes n — 50,100,200 and 400. Only the two-wave mean, 
m =  m2, will be discussed in detail, although numerical results for other values of k 
are given in Tables 2.1 and 2.2.
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Number 
of waves (k) 50
Sample
100
size n 
200 400
1 1.30 1.38 1.46 1.57
2 1.22 1.30 1.38 1.47
3 1.17 1.25 1.33 1.42
Table 2.1: Ratio o f  minimum MISE values of  in and fh\.  For each sample size, 
rc, and mean function, m^, the ratio p, of the minimum MISE of the local linear 
smoother m  to tha t of defined at (2.16), is tabulated.
We used a grid of bandwidths tha t consisted of 51 logarithmically equally-spaced 
points in the interval [0.01,0.25]. All mean integrated squared error (MISE) curves 
were computed as averages of 1000 replications of integrated squared error (ISE) 
curves. Each ISE curve was in turn obtained by, for each h in the grid, evaluating 
pointwise squared errors at 401 equally-spaced points in X. The trapezoidal rule 
was employed to calculate integrated squared error.
We used the Epanechnikov kernel, K(u)  =  |  (1 — u2) I ( \ u  \ <  1), throughout. 
In this setting, the minimum variance of fh \  is attained at A =  0.0352 (see Section 
2.3), in which case fh\  becomes
fh \(x)  =  0.0329 rh(x\x — 1.74h) +  0.9342 m(x\x)  -f 0.0329 rh(x\x +  1.74h ) . (2.16)
A simple linear interpolation rule (Hall and Turlach, 1997b) was employed to guard 
against sparse design and ensure at least three design points in each interval (x — 
h , x  + h) for i G l  E xtra data were generated outside X  to avoid boundary problems.
The solid curve in Figure 2.3 represents the MISE of m*, given by (2.16), as a 
function of bandwidth /i, in the case m — m 2 and n — 100. The dotted curve repre­
sents MISE of the local linear fit. Vertical lines are drawn through their respective 
minimisers. As expected, the overall minimum is lower for fh\  than for the local 
linear estim ator m(x) ,  and fh\  performs better for very small bandwidths owing to 
its smaller variance component. But m is superior for relatively large bandwidths, 
reflecting inadequacy of the asymptotic bias formula in Theorem 2.1 in this case. 
Relative “efficiency” , p, of the two estim ators, represented as the ratio of minimum 
MISE for the local linear estim ator to tha t for m^, equals 1.32. Values of p for 
the two other regression means, m\  and m3, and for other sample sizes, are given
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Figure 2.4: Comparison of MISE performance of the estimator at (2.15) for different 
values of l, with n = 100 and m = m2. The legends on the graphs indicate the 
values of / used to construct the estimator at (2.15).
in Table 2.1.
To study the effect of choice of A on the performance of the estimator at (2.15), 
we varied / in the range [0.5,2.0], which corresponds to adjusting A = k2/{2(12 — «2 )} 
from 0.0263 to 2.0, with k2 = 0.2. The results in the case n =  100 and m = m 2 are 
shown in Figure 2.4. The effect is largely to translate the MISE curve along the h 
axis, preserving both its shape and its height. Thus, the minimum value attained 
by MISE is relatively immune to fluctuations in choice of A over a moderately wide 
range, despite the rather steep increase in variance for large A’s, depicted in panel (a) 
of Figure 2.2. The value of the bandwidth at which the minimum occurs, however, 
shows a marked tendency to decrease with increasing A.
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Figure 2.5: MISE curves for estimators m± and m ^, with n = 100 and m — m2. 
The long-dashed, unbroken and dotted lines represent MISE curves for m±, 
and the local linear fit, respectively.
Figure 2.5 compares MISE performance of m±, represented by the long-dashed 
line, of 77200, producing the unbroken line, and of the classical local linear smoother, 
given by the dotted line. For the sample size and regression mean used in this study, 
i.e. n = 100 and m = m2, the estimators fh± actually perform slightly less well than 
the local linear smoother, in that the ratio of the minimum mean integrated squared 
error of the latter to that of the former is p — 0.989. Performance of fh± does 
improve for larger sample sizes, however; for example, when n = 400 and A: = 1,2,3, 
the value of p increases to 1.21,1.13 and 1.10, respectively. On the other hand, the 
MISE performance of moo, demonstrated in Table 2.2, consistently improves on that 
of both fh± and local linear smoothing over a wide range, as suggested by Figure 2.5.
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Number 
of waves (k) 50
Sample
100
size n 
200 400
1 1.31 1.40 1.50 1.61
2 1.26 1.32 1.40 1.50
3 1.21 1.27 1.35 1.44
Table 2.2: Ratio of m inimum MISE values of fh and For each sample size,
n, and mean function, m^, the ratio p, of the minimum MISE of the local linear 
smoother fh to tha t of m«*,, is tabulated.
For the present choice of target, ffioo marginally outperforms fh \  (compare Tables 
2.1 and 2.2).
2 .6 .2  C om parison  w ith  L ocal C ubic E stim ators
In this section, we look further into our skewing methods and compare them  with 
higher-order local polynomial methods. We deliberately do not explore the estim a­
tors fh± here, since they tend to estim ate a symmetric peak consistently to one side 
or other of its actual locations, depending on whether they are left- or right-skewed 
estim ators. This asymm etry is rather undesirable, especially in more exploratory 
curve estim ation problems. Thus, we refrain from investigating ffi± extensively.
As already discussed in Section 1.5, several techniques for overcoming numerical 
problems with sparse design have been suggested in the case of local linear methods. 
In principle, similar techniques may be employed in the case of high-order polyno­
mials, but they are awkward to apply, not least because they involve inversion of a 
( p + l ) x ( p + l )  m atrix if we are fitting a polynomial of degree p. This increase in 
dimensionality leads to difficulties from at least two sources: first, through greater 
likelihood of encountering sparse design problems (an aspect of the “curse of dim en­
sionality’’), evident in increased tendency for the m atrix to be singular or nearly 
singular; and, secondly, through increased difficulty implementing corrections such 
as those based on ridging, shrinkage and im putation. By way of comparison, since 
skewing perm its us to achieve the performance of a p =  2 or 3 m ethod while using 
a p = 1 approach, it allows sparse design to be overcome relatively easily.
The simulation study in this section mainly compared the finite-sample perfor-
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mance of local cubic estimator, mc, with that of the minimum variance version fh\ 
(defined at (2.15)) and moo. We took the target, m, to be a combination of two sine 
functions,
m(x)  = mjfc(x) = I {3 sin(2A;7rx) + 2 sin(37rx)} ,
on the interval T — [0,1] for k = 1,2 or 3. For the sake of brevity, we present 
our results only in the case where m = m2, errors are Normal N(0,0.52), and 
sample size is n = 50. The variance of the errors here is slightly smaller com­
pared with the previous simulation study, since the range of the regression curve 
is relatively narrower than that of the sine function there. Our design density 
has distribution 0.6ß(8,4) 4* 0.4 £/(Z), where B(p,q) and U(X) denote respectively 
the Beta distribution with parameters p and q and the Uniform distribution on 
the interval X = [0,1]. Similar results were obtained with other targets (e.g. 
m(x) = sin(2k,jTx) + |  (2x — l)2), sample sizes (n = 100,200 and 400), and other 
choices of design (e.g. 0.5 5(4,4) + 0.5 U(X)). As before we used the Epanechnikov 
kernel throughout, and rh\ is given by (2.16). The MISE curves were obtained 
in exactly the same way, except that the grid of bandwidths now consisted of 51 
logarithmically equally-spaced points in the interval [0.01,0.35].
When using skewing methods, the v — 3 linear interpolation rule of Hall and 
Turlach (1997b) was employed to guard against sparse design and ensure at least 
three design points in each interval (x — /i, x + h), for i 6 l  Neither this approach 
nor the shrinkage technique has a straightforward analogue in the case of local cubic 
smoothing. This is not difficult to see: if the interval (x — h,x + h) consists only of 
pseudo data points, the matrix XTW X may still be singular. Therefore, we used 
ridge methods there, employing a scale multiple of the 4 x 4  identity matrix, el, as 
the ridge. Except for the addition of this ridge to the matrix
So 5! s2 S3
Si S3 s4
s2 S3 S 4 s5
V s3 S4 S5 Se
with Sj =  (W — x)i Kh(Xi — x) for j  = 0 ,1 , . . . ,  6, our local polynomial
methods were identical to those described by Ruppert and Wand (1994) and Fan 
and Gijbels (1996, p.58ff). See also Section 1.3. Extra data were generated outside 
X to avoid boundary problems. For our choice of design density, this could be done
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using a Uniform distribution there, provided both the Beta param eters in the design 
density were taken to be greater than or equal to 3.
As expected from the theory, skewing is closely comparable with local cubic 
smoothing in MISE terms, when the ridge param eter is chosen optimally. From 
this viewpoint, the choice of parameters for our simulation study slightly favours 
local cubic methods. However, in computational or numerical term s, the skewing 
approach is noticeably superior, for several reasons. First, each calculation of local 
cubic smoothers requires the solution of a four-parameter optimisation problem, 
involving inversion of a 4 x 4 matrix. The calculation of the skewed estim ator, 
however, demands only three solutions to two-parameter problems, each of which is 
solvable without m atrix inversion. This leads to significant computational savings, 
as well as greater numerical stability.
Secondly, while the skewed estim ator demands only choice of the bandwidth 
param eter, local cubic smoothing requires selection of both the bandwidth and the 
ridge. Although in theory the ridge only smooths high-order term s in expansions of 
mean squared error, in practice it plays a significant role as a smoothing param eter. 
The problems experienced by ridged local cubic methods are more severe than ridged 
local linear methods, because of the significantly greater sensitivity of the former 
to data  sparseness, and hence of the greater reliance of local cubic methods on the 
ridge. The selection of the ridge, however, can be entirely avoided in local linear 
smoothing using techniques such as those of Hall and Turlach (1997b).
Indeed, for small to m oderate sample sizes, the ridge and the bandwidth interact 
with one another, and have to be selected jointly by applying a bivariate smoothing- 
param eter choice algorithm such as bivariate cross-validation. The strong interaction 
is illustrated in panel (a) of Figure 2.6, which depicts MISE as a function of band­
width for various choices of the ridge param eter, e. Among the values considered 
there (e =  10_2m for m = 0 , 1 , . . . ,  5), e = Co = 10~6 is optim al, but note th a t MISE 
increases steeply on either side of the optimal bandwidth. Therefore, errors in band­
width choice, when using the optimal ridge, will be significant. The next smallest 
choice of the ridge suffers from this problem even more acutely. For the next largest 
and the next-but-one largest choice of ridge, the optim al bandwidths are only 84% 
and 42%, respectively, of their values in the case of e0, and the increases in minimal 
MISE can be substantial (they are 23% and 91% in these respective cases).
The MISE curves for two different skewed estim ators (m ^ ra A ), the optimally
C H A P T E R  2. B IA S  RED U CTIO N 41
(a)
^  1. 0 -
S  0.3-
h
( b )
—  1. 0 -
S  0.3-
h
Figure 2.6: Mean integrated squared error comparison o f skewing and ridged local 
cubic smoothing, with n = 50. Mean integrated squared error curves for various 
ridged versions of fhc are displayed in panel (a). The legend in the graph indicates 
the values of t used to construct m c. Panel (b) depicts the curves for the “classic”’ 
local linear smoother, the skewed local linear smoothers fh \  and m ^ , and the 
optim al local cubic smoother m c0, represented by solid, dotted, short-dashed and 
long-dashed lines respectively. The vertical axes in both panels have the same 
range and scale, and are logarithmically scaled.
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Figure 2.7: Mean squared error comparison o f local performance o f skewing and 
local cubic smoothing, with n = 50. Panels (a) and (b) show the mean squared 
error curves for different estim ators at aq =  0.1363 and rc2 =  §, respectively. Each 
panel illustrates curves for ih \, m ^ , m c0 and rac, with t =  10-2 , represented by 
dotted, short-dashed, long-dashed and dot-dashed lines respectively. The vertical 
axes are logarithmically scaled.
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ridged local cubic estim ator (m c0, say, based on t =  e0) and, for the sake of com­
pleteness, the “classic” , unskewed local linear estim ator, are depicted in panel (b) in 
Figure 2.6. The MISE curve for the local cubic estim ator is characterised by a sharp 
dip at the minimum, meaning that m c0 is very unforgiving of sub-optimal choices of 
bandwidth. In this sense, ridged local cubic methods are substantially less robust 
than skewed local linear ones.
Figure 2.7 reports the pointwise mean squared error (MSE) at the two turning 
points of m, namely X\ = 0.1363 and x 2 =  | ,  where m'(xj )  = 0 for j  = 1,2. These 
were chosen because they represent points of high curvature, and consequently high 
bias. They also correspond to sparse and dense design, repsectively. Broadly similar 
results are observed as in the MISE case. Panels (a) and (b) of Figure 2.7 are 
the analogues of panel (b) of Figure 2.6, in the cases of X\ and X2 respectively. 
Particularly in the context of sparse design (panel (a) of Figure 2.7), choice of a 
suboptimal ridge or bandwidth for local cubic methods can have a deleterious effect 
on pointwise MSE performance. The skewed local linear estim ator is more forgiving, 
with (as in the MISE case) a shallower MSE curve.
Figure 2.8 illustrates the effects, on actual curve estim ates, of some of the prob­
lems noted above. For each z =  1,2,3, panels (Fa), (Fb) and (Fc) depict curve 
estim ates, for a typical sample of size n = 50, with a different sample for each z, 
drawn using (a) the “optim ally” ridged local cubic estim ator m c0, (b) the skewed 
estim ator ra ^ , and (c) the skewed estim ator rh\. In each case the curves are stacked 
in increasing order of the bandwidth used in their construction: 0.50 hopt (for the 
bottom  curve), 0.75 hopt, hopt (the long-dashed line), the true curve (unbroken line), 
1.25 hopi and 1.5 hopt (the top curve). Here, hopt refers to the bandwidth tha t is 
optim al, in a MISE sense, for the respective curve estim ator. The problems with 
numerical instability in local cubic methods, even in some instances for bandwidths 
larger than hopt, are clear. In particular, the curve estim ate is prone to erratic 
fluctuations in the region of the first mode, indeed at any place where design is 
relatively sparse. These difficulties are not evident in the case of skewed local linear 
estim ators.
Instability problems with local cubic methods are even more graphic when too- 
small ridges are employed, as well as suboptimal bandwidths. If the ridges are too 
large, the estimates fail to properly represent the peaks and troughs in m.  For the 
sake of brevity, figures illustrating these problems are not included.
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2.7 C o n c lu s io n
In this chapter, we introduce a new bias-reduction technique in nonparam etric re­
gression, term ed “skewing’’. We study theoretical properties as well as the finite- 
sample performance of our estim ators. The numerical study shows th a t when our 
skewing m ethod is combined with the im putation technique devised by Hall and 
Turlach (1997b), it proves to be more advantageous than ridged local cubic smooth­
ing. It may be possible to employ the skewing methods to detect discontinuities of 
the underlying regression curve, but we shall not go into detail here.
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Figure 2.8(i): Typical curve estimates drawn using optimal and suboptim al band- 
widths. Three typical data sets were used, represented by the crosses just above the 
horizontal axis and distinguished by the index i = 1,2,3 in panels (z.a)-(z.c). Panel 
(a) depicts ridged local cubic estimators, and the other panels illustrate skewed 
local linear estimators. See the text for further details.
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Figure 2.8(H): Typical curve estimates drawn using optimal and suboptimal band- 
widths. See the caption of Figure 2.8(i) for more details.
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Figure 2.8(iii): Typical curve estimates drawn using optimal and suboptimal band- 
widths. See the caption of Figure 2.8(i) for more details.
C h a p te r  3
L ocally  P a ra m e tr ic  E s tim a tio n
3.1 In troduction
So far, we have only concentrated on nonparam etric regression problems using local 
linear smoothing techniques. In this and the following chapters we shall change our 
focus to density estimation of univariate data  using nonparam etric methods, which is 
still in the regime of curve estimation. As in the regression scenario, nonparam etric 
methods for density estimation are very effective in exploring structure in the data. 
A nonparam etric approach does not require a pre-specified param etric model, which 
is often unavailable in analysing real data. Although a nonparam etric estim ator may 
have a slower convergence rate compared with its param etric counterpart, this is only 
true if we can correctly specify the model. Any wrongly chosen param etric model 
will lead to an inconsistent density estim ator, even if we have plenty of data.
The classical kernel density estim ator is one of the most popular and widely-used 
estim ators in practice. Let X i , . . . ,  X n be a random sample from a density / ;  let K  
be a kernel function, taken to be a unimodal density symmetric about 0; and let h 
be the bandwidth. The classical kernel density estim ator is given by
The data  X{ are weighted around the point x, at which we wish to estim ate the 
density. The kernel K  controls the shapes of the weights. Some basic properties 
of /  are well-documented in the monographs by Silverman (1986) and Wand and
(3.1)
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Jones (1995). The bias and variance of f ( x )  adm it the following formulae:
E { f ( x ) } - f ( x )  = \ k2f " ( x ) h 2 + o(h2) , (3.2)
v a r{ /(x )}  =  (nh)-1 /ci f ( x )  + o{ (nh) ~1} ,  (3.3)
where «q =  f  K 2 and k2 = f  t2 K( t )d t .  (The notations are consistent with those 
we used in the previous chapter.)
Locally param etric estimation techniques involve fitting param etric models to the 
data locally. These techniques have a particularly long history, if one includes among 
them  local linear and local polynomial techniques in nonparam etric regression. The 
recent surge of interest in locally param etric fitting for density and regression es­
tim ation is largely motivated by work of Copas (1995), Fan, Farmen and Gijbels 
(1996), Hjort and Jones (1996) and Loader (1996). The monographs by Wand and 
Jones (1995) and Fan and Gijbels (1996) should be particularly mentioned.
The density estimators developed by Hjort and Jones (1996), known as locally 
param etric density estimators, are sem iparam etric in nature. In their two-parameter 
form they have theoretical properties comparable to tha t of / .  In independent work, 
Loader (1996) also studied local likelihood procedures for density estim ation, but 
restricted attention to log-polynomial models. In this chapter, we shall follow Hjort 
and Jones’ approach by first defining local log-likelihood for density estim ation and 
giving justifications for the approach. Large-sample properties and practical issues 
will be discussed in later sections. One remarkable result obtained by Hjort and 
Jones (1996) is tha t the number of param eters, and not the precise form of the local 
model, determines the im portant properties of the estim ator. In the two-parameter 
case, bias and variance of the estim ator have the same order as that of the classical 
kernel estim ator when the underlying density /  has support on the real line. W hen 
estim ating /  with bounded support, the two-parameter locally-parametric density 
estim ator does not suffer from boundary bias problem, which is the discrepancy in 
the order of bias in the interior and near the boundary, in parallel with the local 
linear smoother (Fan, 1992).
O ther work on semiparametric approaches to density estimation includes tha t 
of Olkin and Spiegelman (1987), Copas (1995), Hjort and Glad (1995) and Loader 
(1996). Olkin and Spiegelman proposed fitting a linear combination of param etric 
and nonparam etric estimates, and defined
f(xico) = c u g ( x j )  +  (1 -  v ) f ( x ) ,
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where 0 < u  <  1 is the weight and is unknown, g(x , 6 ) is a param etric density 
estim ate, and f ( x )  is the usual kernel estim ate. This approach unattractively in­
volves the estim ation of an extra param eter u;, and complicates to the estim ation 
procedure.
Copas (1995) and Loader (1996) proposed local log-likelihood functions in the 
context of density estimation, but the methods appear to be less general than Hjort 
and Jones’ (1996) approach. Copas’ method has a superficial similarity with Olkin 
and Spiegelman’s (1987) approach, in tha t his density estim ator also spans the con­
tinuum  between fully param etric and fully nonparam etric regimes, but does not 
require an additional param eter to be estim ated. Loader (1996) modelled the log­
arithm  of the density using local polynomials. He showed th a t his approach may 
have advantages over kernel methods when estim ating tails of densities.
Hjort and Glad (1995) suggested multiplying an initial param etric density esti­
m ator g { x , 0(x)} by a nonparametric kernel-type estim ator of the correction function 
r(z ) =  f ( x ) /g{x ,0{ : r)}, say f(ar) = (nh)~l J X i  K i ( x ~  X i ) / h } / g { X i J ( x )}- The 
estim ator / h g {x ) =  g{x-, 0(z)} r(jj), as argued by Hjort and Glad, has the same 
asym ptotic variance and a similar, but often smaller, bias compared with the tradi­
tional estim ator f ( x ) .  This method is closely related to the bias-reduction methods 
proposed by Linton and Nielsen (1994) and Jones, Linton and Nielsen (1995).
In the next chapter we shall show that by incorporating the idea of “skewing7' , 
similar to tha t of local linear smoothing in Chapter 2, to general two-parameter 
locally-parametric methods for density estim ation, one may reduce bias by up to 
two orders of magnitude and retain variance of the same order.
3.2 M eth od ology
As in the previous section, let A J , . . . ,  X n be a random sample from a distribution 
with density / ,  which we wish to estim ate, and g(-,0) be a family of p-param eter 
functions, indexed by 9 = ( 0 ^ , . . .  ,#(p))T, which we wish to fit to data in a neigh­
bourhood of x. Hjort and Jones (1996) proposed first defining the param eter esti­
m ator 0 — 9(x) as the maximiser in 0 of the local log-likelihood
n
= n ' l Y ,  K h( x - X i )log 9( X„0)
2 — 1
J  I \ h(x -  tg(t ,6)  ,(3.4)
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where I\'h{’) — —1 A"( * / ) ,  K  is the kernel function (here taken to be a sym m et­
ric density), h is the bandwidth. Hjort and Jones (1996), noting similar methods 
suggested by Copas (1995) and Loader (1996), took their estim ator of /  to be 
f ( x )  = g{x ,9(x)} .  Note tha t /  need not integrate to one.
In a more general setting, Hjort and Jones considered the param eter estim ator 
0 = Q(x) as the solution in 0 of the equation
n~l Kh{x  — X t) Vj(x, Xj ,  6) — f  Kh(x — t) Vj(x, 2, 0) g(t, 0) dt = 0 , (3.5)
2=1 ^
where Vj(x,  2, 0) for j  = 1 , . . . ,  p is a generalised p-param eter weight function. Figure 
3.1 gives a graphical example of the locally param etric density estim ator constructed 
using the log-linear model and the standard Normal kernel. The true density has 
distribution
§JV(0,1) +  §JV(A, ( | ) 2) +  , (§)2) .
One of the very attractive features of the la tter approach is its considerable 
generality, obtained partly through general interpretation of the weight function. 
For example, if one takes Vj(x, 2, 9) = (9 / d 0 ^ )  log <7(2,0), the score function of the 
model, then maximising the likelihood function L{x19) at (3.4) amounts to  solving 
equation (3.5). This is readily seen by differentiating (3.4) with respect to 9 and 
equating to zero. The estim ator obtained via this approach is a local likelihood 
estimator.
On the other hand, taking Uj(x,2,0) =  (d/ d 9 ^ )  g{t,9),  we obtain a local least- 
squares estimator. To see this, consider the local distance function between /(•)  and 
g(-.,9) at x, given by
dx(9) = J K h{x -  t) { f ( t )  -  g( t , 0)}2 d t .
The ( I\'h(x — t) f ( t ) 2 dt term  in dx (9) does not depend on 0, so minimising dx(9) 
is equivalent to minimising f  Kh{x — t) p(2,0)2 dt — 2 J  Kh(t  — x) g( t , 0) f ( t )  d t . The 
second term  depends on the unknown density / ,  and it may be shown that an 
unbiased estim ator for this term  is 2n-1 1 Kh{x  — Xi)  g ( X t ,9). Hence, we are
led naturally to minimising
r n
/ K h(x -  t )g{ t ,9)2 dt -  2n-1 ^  K h(x -  X l) g { X l l9 ) .
d  2 =  1
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Figure 3.1: An example of the locally parametric density estimator. The sample 
size is 100, and the crosses above the ar-axis represent the data. The solid line 
depicts the true density, and the dotted line is the locally parametric density 
estimate. The bandwidth used is 0.310, which minimises the asymptotic MISE.
Differentiating with respect to 0 and setting the derivative to zero yields
n rj
n _1£  Kh{x -  X t ) ^ )  g(X,,6)
2=1
-  J  K h(x -  t) I  g{ t , o) I  g(t, 0)dt = 0 ,
which is a version of equation (3.5) (obtained by putting Vj(x, t, 0) = (d/d0^')g(t, 0)). 
As the above two examples suggest, it is typically true that v3(x, t, 0) does not de-
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pend on x.
Note that if h is large in (3.4), L(x,0) may be approximated by
n
/ r ^ c o j n - ^ i o g  <?(;<:,
Z= 1
and this reduces to the usual maximum likelihood approach. For small to moderate 
h the locally parametric estimator utilises primarily local properties of the model, 
and the method of estimation is essentially nonparametric. In this respect, Hjort 
and Jones (1996) viewed their locally parametric method as a “continuous bridge” 
between fully parametric and fully nonparametric options. Simulation results which 
support this view are given in the numerical section in the next chapter.
As an example of the methodology, consider the local linear model g(y, 9) = 
9 ^  + {y — x)9^2\  In the context of local likelihood estimation, one seeks a solution 
of the equation
1 ) {0(1> +  («-x)0<2>}<ft = O.
t — X I
Since f  Kh(x — t)(t — x) dt = 0, the locally parametric density estimator is
n
f (x)  = g{x , 0(z)} = <9(1) =  n-1 ^  I \h(x -  X {) ,
1=1
which coincides with the classical kernel estimator.
3.3 M otivations
In this section, we shall follow Hjort and Jones (1996) and give support for the locally 
parametric method of the previous section, based on a Kullback-Leibler distance 
argument and a connection to hazard rate estimation in survival data (see also 
Hjort, 1991, 1997). In the paper by Hjort and Jones, further motivations for their 
method are given, but we shall not discuss those here.
Definition 3.1. The Kullback-Leibler distance between two distributions with 
respective densities / 0 and fi  is defined as
t  = t i f tof i )  = J  fo(<)
-  J  Kh(x
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Connections of Kullback-Leibler distance to other distances, e.g. Hellinger or varia­
tional distances, are discussed by Reiss (1989, Chapter 3).
Hjort and Jones (1996) defined a local statistical Kullback-Leibler type distance 
cLk about x between two densities /o and /i  as
dK(fo,f i)  = Kh(x -  t) {/oW -  /i(*)} (3.6)
By expressing t( f 0, fi)  as f  [f0(tj log{/0(f ) / / i ( i )} -  i fo(t) -  fi(t)}} d t , and com- 
paring with (3.6), we see that dx{fo,f i)  is essentially a locally-weighted version of 
e(f0J i )  about x. If we put fo = f  and /i  = g(-,0) in dx  and minimise over 0, the 
minimiser 0 = 0(x) is the solution of
Kk(x -{(■§>)5(<> e)} { 9^ik^r} = 0 ■ (3-7)
To appreciate the relationship between (3.4) and g(*, ^)}, note that on
rewriting L(x,0) as f  I\h(x — t) {log g{t, 6) dFn(t) — g(t,6)dt},  where Fn is the 
empirical distribution function based on the sample X i , . .. , X n, L(x,$) is seen to 
converge to
J Kh( x - t ) { f ( t ) \ o g g ( t , 0 ) - g ( t , 0 ) } d t  (3.8)
in probability as n —> oo. It may be easily shown that 0(x) which solves (3.7) (and 
hence minimises the local Kullback-Leibler type distance dx  between /  and g{--,0) 
about x) also maximises (3.8).
Alternatively, Hjort and Jones (1996) considered the connection with hazard 
rate estimation in survival analysis. Let Ti , . . .  , Tn denote a sample of survival 
times from a density g(t,0), with distribution G(t,6). The complementary function 
S(t, 0) = 1 — G(t, 9) is known as the survivor function and h(t, 0) = g(t, 0) /S( t , 0) is 
the hazard function. See for example the monograph by Miller (1981). Let Sn(t) = 
1 — Fn(t) be the fraction of the individuals still surviving at time t. Taking T0 =  0, 
and expressing
J Sn(t) h(t, 9) dt =  ^1— J h(t,0)dt
n — 1
= -  E  (i -  ä  { log s (r<+1 >ö) -  log 5 (T*’9) l
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= ~ n 1 log S(Ti,0),
z = l
one obtains the log-likelihood for the hazard model (see also Hjort (1991, 1997)) as
{ l°gh(Tiy0) + l°gS(Ti,0)} = n 1 J { log h(t, 9) dFn(t) -  Sn(t) h(t, 9) dt]
Hjort and Jones argued that the kernel-smoothed local log-likelihood for the model 
at ignoring the factor n-1, is
Kh(x -  t ){logh(t ,9)dFn(t) -  Sn(t)h(t ,9)dt}
= J  Kh(x -  t) j lo§ dFn(t)~ Sn(t) dts(t,6)
Replacing S(t,6) by the empirical estimate Sn(t) in (3.9) gives
Kh(x -  t) {logg{t,9) -  log 5„(<)} dFn(t) -  g(t,6)dt
(3.9 )
(3.10)
Disregarding the term in logSn(t), which does not depend on 0, (3.10) has exactly 
the same form as (3.4) (see also (3.8)). Furthermore, (3.9) converges in probability to
j  K h(x -  i ) j / ( i ) l ° g ff(M) _  c., . g(t,9) \ 
S( t ,e ) (3.11)
as n —> oo, and Hjort and Jones noted that 9 which minimises the local distance
Kh(x -  t) log
d t ,
also maximises (3.11) about x. Both connections explicitly motivate the local like­
lihood function L(-,9). Of course, the method may also be motivated from a theo­
retical viewpoint, which we shall demonstrate in the next section.
3.4 T h e o re tic a l P ro p e r t ie s
Local linear smoothers enjoy favourable asymptotic properties and boundary be­
haviour (Fan, 1992, 1993) in nonparametric regression. In density estimation, lo­
cally parametric density estimators /  have similar appealing features. Hjort and
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Jones (1996) discussed large-sample properties of locally param etric estim ators up 
to four parameters, but we shall concentrate on two-parameter cases.
In the general two-parameter setting where g(-,6) is a family of functions indexed 
by 0 = (0^l\  0^ ) T, Hjort and Jones (1996) showed that bias and variance of /  adm it 
the following asymptotic approximations:
E { f ( x )} ~ f i x) = g{x,6o(x)} -  f(x) A 0{(nh)~l }
=  [f"(x) -  g"{x, 0o(:z)}] +  0 { h 4 +  (nh)~l } , (3.12)
var { f(x)}  =  (nfi)“ 1/ ^ /(:r) +  o{(nfi)-1 } , (3.13)
as h —>• 0 and nh —> oo, where «q =  f  K 2, /c2 =  / t2 K(t)dt ,  gv \ x , 0)  (or g with 
j  dashes) denotes (d/dx)J g(x, 0), and &o(y) = O0(y,h) is the solution in 0 of the 
equation
j  K h(y -  t ) v j ( y , t , $ )  {/(*) - g ( t , 0 ) } d t  =  0 for j  =  1,2.  (3.14)
Note th a t this equation is a “population version” of (3.5). We assume th a t, for each 
y and all sufficiently small fi, 0o(y) exists and is unique. O ther regularity conditions 
for (3.12) and (3.13) will be discussed in the next chapter.
To see the development of (3.12), Hjort and Jones pointed out tha t since the 
left-hand side of (3.5) has mean zero on substituting 0 = Oq{x ), then under mild 
regularity conditions (Shao, 1991), we have
0(x) = 0q(x) + Op{(nh)~1} ,
for fixed h and large n; and by the delta method,
f i x ) = g{x , 0o{x)} +  Op{(nh)_1} .
As we decrease h, using (3.14) and Taylor-expansion, we may show th a t 
f (x )  -  g{x,60{x)} =  \tz2h2 (g"{x,0o(x)} -  f"(x)
+2 V )  ( ■ Ig'{x,  0o(x)} -  f ( x ) } )
(3.15)
v,j { x , x i 0o(x)}
Vj {x,x,0o(x)}
+0 ( h4) for j  = 1,2, (3.16)
where v'- denotes (d/d t )v j (x , t,0).  Assuming th a t V\ and v2 are functionally indepen­
dent and satisfy certain regularity assumptions, (3.16) implies g'{x,  ^o(x)} — f ' (x)  =
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o(l) as h —>• 0. (In fact, from (4.17) in the proof of Theorem 4.1, g'{x, 0o(x)}—f'(x) = 
0 (h2) .) Combining this result, (3.15) and (3.16) gives the bias expression (3.12).
The derivation of (3.13) is comparatively difficult. However, if g(-,0) and Vj can 
be suitably reparametrized, much simplification can be gained as demonstrated in 
Section 4.2 of Hjort and Jones (1996). They showed that, if we may assume the 
reparametrized Vj(x,t,$) functions are of the form C\ + C2 (ht) + c3(ht)2 + . . .  for 
small h, then
var {f {x)}  = (nh)~l r (K)2 f (x)  + o{(nh)_1} ,
where t( / \ )2 = uTMfi1 M2M1~1u;, with ujt = (1 ,0), Mi = diag (1, h2 k2) , M2 = 
diag (k i, h2 «3) and «3 = f t 2 K(t)2 dt; whence it follows that t (K)2 ~  k\.
The analysis we have discussed so far assumes the underlying density /  has 
support on the whole real line. Suppose now that /  has a left-hand boundary, the 
location of which is known at x = 0. We are interested in estimating /  at x =  o:/i, 
where 0 < a < 1. For the classical kernel density estimator / ,  boundary bias takes 
the form:
E { f ( x ) } - f ( x )  = j  K( t ) f ( x  -  ht)dt  -  f (x)
= {i/0(q) -  1} f (x)  -  h i/x(q) f ( x )  + 0( h2) ,
where i/k (q) = K(t) dt and K  has support confined to [—1, 1]. Since uq (a)
does not typically equal one, /  is not even a consistent estimator, and the boundary 
density is usually underestimated. To correct for this problem one may consider 
normalising /  by dividing by vo(a) to achieve 0(h)  bias and consistency. To further 
reduce bias, Gasser and Müller (1979) suggested the use of modified kernels, or so- 
called “boundary kernels”, to alleviate the impact of boundary effects and to attain 
0 (h2) bias everywhere. One simple class of boundary kernels is
i/2(ol) -  i/i(a)t
I<a(t) = z/0(a)i/2(a) -  iq(a):
K(t) / ( —1 < t < a ) . (3.17)
It is easy to check that Ka satisfies f  Ka = 1 and f  t Ka(t) dt = 0. An account of 
boundary kernels can be found in Müller (1991).
In terms of boundary bias, /  is clearly superior to the traditional estimator / .  
Hjort and Jones (1996) showed that bias and variance of the two-parameter locally- 
parametric estimator /  admit the following asymptotic expansions:
E { f { x ) } - f ( x )  ~  \ Q ( a ) [ f \ x )  -  g"{x,ea(x)}]h2 ,
v a r{ /(i)}  ~  ( n h y 1 R(a
(3.18)
(3.19)
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where
n , , iy2( a ) 2 -  is^a) v3{a) {i/2(a) -
U[ a)  =  — - —    —  -------------------— — -  ,  =  --------------------------------------------------------------------------------------------------- x—
is0 (a )  is2 (cx) ~ v i ( o t ) 2 {v 0 ( a ) v 2 (a)  -  i q ( a ) 2}
P utting  a =  1 in (3.18) and (3.19), the asymptotic bias and variance term s are 
equivalent to those at (3.12) and (3.13) respectively. Thus, similarly to local lin­
ear smoothing in nonparametric regression, the two-parameter, locally-param etric 
density estim ator does not suffer from boundary bias problem (Fan, 1992). Note 
th a t this result depends solely on the number of parameters fitted, not at all on the 
choice of model. The variance term s at (3.13) and (3.19) have no dependence on 
the local model g(-,0) and the weight functions Vj. The bias term s, on the other 
hand, depend on the model through the factor f "  — which corresponds to the
difference between the second derivative of /  and the local curvature of the model. 
Further bias reduction may be possible if we choose g(*, 0) appropriately to minimise 
this second order difference. Hjort and Jones (1996) conjectured th a t for k >  1: (i) 
(2k — 1)- or (2A:)-parameter locally param etric estimation affords 0 ( h 2k) bias; (ii) 
boundary bias has order 0 ( h k) for /^-parameter fitting.
As an illustration in the context of density estimation at a boundary, consider 
the local linear model g(y,0) =  0 ^  +  (y — x)0(2> in Section 3.2. To work out the 
locally param etric density estim ator at x = ah , we have to solve for 0 ^  in the 
following equations:
n
n 1 ^  Kh(x -  Xi) -  uo(a )0^  -  iq(a)0(2) = 0 ,
n
n~' Y ,  Kh(x-  Xi)(Xi -x) (^ a )0 (1) -  u2{a)6{2) = 0.
?’= 1
Simple algebra gives
n I\h(x -  Xj) z/2(a) -  K h(x -  Xj)(Xj  -  x) ui(a) 
v0(a)v2(a) -  iq (a )2
Note th a t this is equivalent to the kernel estim ator employing the modified boundary 
kernel at (3.17).
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3.5 P ractical Issues
So far we have only focussed on theoretical aspects of the locally parametric method. 
To put the method into practice in the context of local likelihood estimation, one has 
to choose a parametric model g(',0) and solve the equation at (3.5) for 6 (putting 
Vj(x, £, 9) = (d/d0^)logg(t,6)).  For some choice of kernel functions and local 
models, explicit solution of (3.5) may be possible, and the density estimator may be 
given in closed-form. A simple example has already been given in Section 3.2. See 
also Section 4.2 when a log-linear model and standard Normal kernel are employed.
When no explicit solution is available, which is often the case, one has to resort 
to numerical methods by either maximising the local log-likelihood L(x,0) for each 
x at (3.4), subject to constraints on the parameters of the model; or solving (3.5) 
for each x (existence and uniqueness of solution is ensured if the local log-likelihood 
is concave) by iterative methods. Computational issues arise both for the efficiency 
of the method and the accuracy of the estimates. Although increasing the num­
ber of parameters in the model leads to further bias reduction, the practical gain 
from using high-order methods is not clear-cut, as pointed out by Hjort and Jones 
(1996). This is analogous to using a high-order kernel to achieve bias reduction where 
the asymptotic advantages may not readily pass on in finite samples (Marron and 
Wand, 1992). Moreover, increasing the number of parameters poses greater compu­
tational challenges and may create numerically instability, owing to the complexity 
of the method. Therefore, two-parameter models seem to be a natural choice, not 
least because of their favourable theoretical properties compared with one-parameter 
models, and their computational simplicity compared with high-order cases.
C h a p te r  4
Skew ing in D ensity  E stim atio n
4.1 In troduction
In the last chapter, we reviewed aspects of the locally param etric density estim ator 
following the Hjort and Jones7 (1996) approach. By employing a “skewing” technique 
similar to tha t introduced in the context of local linear regression in Chapter 2, we 
shall show that the bias of general locally param etric methods can be reduced by 
up to  two orders of m agnitude while retaining the variance to the  same order of 
m agnitude.
Skewing methods for regression discussed in Chapter 2 involved first calculating 
the usual local linear smoother at a point x ' tha t is a short distance from the 
place x  where we wish to estim ate the regression function, and then evaluating this 
approxim ation at x. We showed that x' — x  depends in a very simple way on the 
bandw idth and the kernel. Using skewing in this simple form reduces bias by one 
order of m agnitude, and incurs only a moderate increase in variance. Taking the 
average of two such estim ators computed at either side of x  reduces bias by another 
order of m agnitude, still at the expense of only a constant-factor inflation of variance. 
The extension of these skewing techniques to locally param etric density estim ation 
m ethods is the main theme of this chapter.
There exists a variety of bias-reduction techniques for remedying inadequacies of 
the classic kernel density estim ator, and higher-order kernel methods are arguably 
the most commonly used in practice (Marron and Wand, 1992; Jones and Foster, 
1993). Nevertheless, higher-order kernels take on negative values, and may result in 
negative density estimates. This increases difficulties in terms of interpretability and
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plausibility of the method. Skewed estim ators are, on the other hand, guaranteed to 
be nonnegative, since they are convex combinations of evaluations of a nonnegative 
param etric function g(-,0). Therefore, skewing reproduces the bias-reduction effect 
of higher-order density estimation, without risking the occurrence of negative esti­
mates. A brief and recent account of bias-reduction methods in density estim ation 
may be found in Jones, Linton and Nielsen (1995) and Jones and Signorini (1997).
The improvements in performance are available for general kernels and general 
approaches to locally param etric estimation, for example those based on either local 
likelihood or local least squares discussed in Section 3.2. They allow mean squared 
error to be reduced from order rc-4/5, in the case of standard kernel or locally para­
m etric methods, up to order n~8/9 for certain forms of skewed estimators.
We have followed the development of Hjort and Jones (1996) in our presentation 
and discussion, which applies in a particularly broad setting. High-order m ethods in 
curve estim ation include work of Ruppert and Wand (1994), in the context of local 
high-order polynomial modelling in regression, as well as contributions by Hjort 
and Jones (1996) and Loader (1996) to high-order local log-polynomial modelling in 
density estimation.
This chapter is organised as follows. Sections 4.2 and 4.3 introduce our skewing 
m ethods, and Section 4.4 gives possible extensions of the methods to general curve 
estim ation. Theoretical aspects of our skewed estim ators are discussed in Sections 
4.5 and 4.6, and finite-sample behaviour of the estimators is addressed through a 
sim ulation study in Section 4.7.
4.2 Skew ing
Let A h , . .. , X n be independent and identically distributed with density / .  Recall 
th a t in the general two-parameter locally-parametric density estim ation described 
in Section 3.2, one solves the equation
n
n~l I<h{x -  Xi) Vj(x, Xi, 0) -  
2 — 1
in 0 around each x where we wish to estim ate the underlying density. Here, g(-, 9) is a 
family of two-parameter functions, indexed by 6 = Kh(') =  h-1 K(- / h),
K  is the kernel function, taken to be either the Standard Normal density or a sym­
m etric, compactly supported, unimodal density; h is the bandwidth; and Uj(a;,t,0),
J  Kh{x — t) Vj(x, £, 0) g(t , 0) dt =  0 (4.1)
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for j  = 1,2, is a generalised two-parameter weight function. The locally paramet­
ric density estimator of /  is taken to be f (x)  = g{x,0(:r)}, where 0 =  0(x) is the 
solution of (4.1).
Following standard practice in local curve fitting, Hjort and Jones (1996) (and 
others working on locally parametric methods) computed /  symmetrically. In other 
words, they weighted the data on either side of x symmetrically and calculated /  
at the “centre” of the weights. Skewing involves using symmetric weights at an 
off-centre point x', but nevertheless calculating the estimator at x. Thus, we replace 
f (x )  = g { x j ( x ) }  by f(x\x') = g{xj (x ' ) } .
As an example of skewing, let <jr(-, 6) be the log-linear model such that g(y, 9) = 
9(1) exp{(y — x)#^}, and
V j ( x , t , 0 )=  ( ^ j j )  logff(M) =  (of f i j )  { log6>(1) +  (f — ar) 0(2)} .
Then 0^ \ß ( 2) are solutions of the equations
n
n“ 1^  Kh( x - X i
i=l
n
n~' ^  K h(x -  X.) (X, -  x )-  
2 — 1
Define xp to be the moment generating function corresponding to the density K , let 
xp(s) = f  exp(ts) I\(t)dt,  and put fk(x) =  n_1 JTLj Kh(x — Xi) (X{ — x)k. Note that 
/  =  /o , the classical kernel density estimator. In this notation, the above system of 
equations may be rewritten as / 0 = 0 ^ ^ ( h 9 ^ )  and f i  = h9^xp '(h9^)‘ and
f(x\x') = g { x , 0(x')} = fo(x) xp{h9[2\ x ' ) }~ 1 exp {(x -  x') 9{2\ x ' ) }  . (4.2)
When K  is the Standard Normal kernel, we have xp(t) = exp(t2/2), and
(0^)) 1 —  J  I\h{x — t) exp {(t — x) 0^ 2)} dt = 0, 
J  Kh(x — t) (t — x) 0 ^ exp {(t — x)0<2^ } dt =  0.
n
f ' (x)  = (n/i3)“ 1 (Xi -  x) exp{ —(x -  W )2/(2h2)} — h~2f i ( x ) .
i= 1
So, / i / /o  =  h29^2\  and for each constant c,
f (x \x  + ch) = f (x- \-ch)xp[f i(xJrch){hfo(x + ch)} x]
x exp [ — cfi(x + ch){hfo(x + ch)}~1]
= f ( x A c h ) e x  p Ic2 — |{ c  +  hf ' (x  + ch) f ( x  + ch)~l }2 .(4.3)
CHAPTER 4. SKEWING IN DENSITY ESTIMATION 63
Taking c = 0 in (4.3) gives the local log-linear density estimator of Hjort and Jones 
(1996) and Loader (1996).
Hjort and Jones commented that in this example, when c = 0 the parameter 
estimate 6 ^  is “only somewhat silently present”. That cannot be said of the case 
c 0 in which we are interested. Those authors also argued that $^  might be 
computed separately from 0 l^\  using a larger bandwidth or post-smoothing the 
values of 6^  before plugging into (4.2). Following those prescriptions here would 
destroy the bias-reduction properties of estimators constructed by skewing.
4.3 Skewed E stim ators and Their P rop erties
Using the general setting described in the previous section, we shall give here a list of 
skewed estimators which have favourable bias properties. Recall that in skewing, we 
put symmetric weights around a point x' that is slightly to one side of x, at which 
point we wish to compute the estimator f (x \ xr) = g{x,6(x')}.  Indeed, choosing 
x' = x± = x±K,^2h (for either choice of the + and — signs), where k2 = f  t2K(t) dt, 
produces estimators f±(x) = g{x,0(x±)} whose biases are 0{h 3 + (nh)-1} rather 
than 0 { h 2 + (nh)-1}. This result, together with the ones mentioned below, will be 
derived in Section 4.6. Using the symmetric convex combination /  =  |( /+  + /_) 
reduces bias by another order of magnitude, to 0{ h4 + (nh)-1}. More generally, 
employing the estimator
fx(x) = (2A + l) -1 { \ f ( x \x  + Ih) + f (x\x)  + Xf(x\x — Ih)} , 
where 0 < A < oo and
/ = /(A) = {(1 +  2A) k2/(2A)}1/2 , (4.4)
also reduces bias to 0{h 4 + (n/i)-1}. (Note that /  = /oo.) Thus, we have 
E(f±) = }  + 0 { h 3 + (nh)-1 }, = f  + 0 { h 4 + (nh)-1},
E ( h )  = f  + 0 { h 4 + (nh)-1}(4.5)
The variance remains at order (nh)-1 throughout these manipulations. Indeed, 
under regularity conditions implicit in Hjort and Jones (1996) (see for example 
(4.9) below),
var (/±) ~  (nh)~l (ki T kJ 1«*) / ,  var ( /A) ~  (n/i)-1 U(A) /  , (4.6)
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as h —v 0 and n —>• oo in such a manner that nh —> oo, where k1 = f  A"2, «3 =  
f  t2 K( t ) 2 dt and
V( \ )  = (2A +  1 )-2 (2A2 +  1) Kl +  (6A +  1) J  K ( u - l ) K { u ) d u  
+ i(4A  +  l ) 2 J  K(u  -  l) K(u  +  /) du 
+A(2A +  1) K j1 j  u2{I<(u)2 -  K(u -  l) K( u  + /)} dt • (4-7)
Formula (4.6) for var ( f \ )  holds when A =  00, so tha t var ( / )  ~  (nh )-1 V"(oo) / .
These are the same variances tha t arise in skewed linear approximation in non- 
param etric regression in Chapter 2. That is to be expected, given the interpretation 
of nonparam etric density estimation as regression with Poisson-distributed errors 
(see also Section 2.3 of Hjort and Jones (1996)). The size of V(A), for 0 <  A <  00, 
has already been discussed in Chapter 2. Depending on the choice of K  and A, V(A) 
can actually be smaller tha t /c1? although it is generally a little larger.
Continuing the example in Section 4.2, we see that the estim ators /+  and /_  of 
/  given by
f±(x)  = f ( x  ±  /i)exp -  |{1  ±  hf ' ( x  ±  h) f ( x  ±  k) *}2 , (4.8)
where the +  and — signs are chosen respectively, have bias of size h3. These are 
obtained by putting c =  1 in (4.3). Moreover, the estim ator f  = \  (/+  +  / - )  has bias 
of size h4, and each of / + , / _ , /  has variance of size (nh )-1 . By way of comparison, 
/  itself has variance of size (nh)~l but larger bias, of size h2.
While the estim ator at (4.3) was derived in the special case of the Standard 
Normal kernel, it is appropriate much more generally. Indeed, taking /  to be a 
general kernel estim ator computed using a kernel with «2 =  1 (where, here and in the 
remainder of this paragraph, k,j is interpreted for the kernel used to compute / ) ,  and 
putting c = ±1 , the estim ator f±(x) = f (x \x±ch)  (with the right-hand side given by 
(4.3)) satisfies E(f±)  =  /  +  0 { h 3 +  (nh )-1} and var (f±)  ~  (n/i)_1(/c 1 +  /c3) / .  This 
is the analogue of (4.5) and (4.6) (taken there for f±)  in the case of f±.  These results 
may be derived after little more than Taylor expansion. To see the development of 
bias expansion, first note tha t
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E [ f \ x  +  c h ) { f ( x  +  ch)} *]
=  / ( * ) _1 [/'(* ) +  ch{ f " ( x )  -  / ( ^ ) _1/ '( ^ ) 2}] +  0 { h 2) ,
using the fact tha t E ( f ' )  = f  +  \ ^ 2h2 f "  +  0 (h 3), and hence
E { f ± ( x ) } { f ( x  ±  ch) +  \ h 2K2f " ( x  ±  ch) +  0 ( /i3)}
x exp ( qp ch f ( x )~ l [/'(;r) ±  ch{/"(a:) -  / ( ^ ) _1/ '( ^ ) 2}]
{/(®)
x
- ^h2f(x)~2f \ x ) 2AO(h3))
±  chf'(x) 4- \h2f"(x)(c2 +  k2) +  0(h3)}
1 =F c /i/(x )_1/'(2:) “  (c^)2/(^ )" 1{ / //(:c) “  f ( x )~l f \ x )2}
+ I h 2f ( x )  2f ' ( x ) 2(c2 1 ) +  0(h3) ,
choosing the 4- and — signs respectively. It is readily seen tha t the term  involving 
h vanishes, and th a t the coefficient of the h2 term  is | / i 2{(«:2 — c2) f " (x )  4- (c2 — 
l ) / ( x ) _1/'(3 :)2}, which equals zero on choosing c =  zb/c?/2 =  ±1. Likewise, one 
may derive versions of (4.5) and (4.6), for linear combinations of estim ators such as 
f±.  This gives rise to  analogues f  and fx  of /  and fx.  Similarly, versions of (4.3) 
tha t arise for kernels other than the Normal may be shown to produce a variety of 
new estim ators which enjoy good bias-reduction properties, provided the kernel is 
sufficiently smooth to allow the necessary Taylor expansion needed in the argument.
There are other versions of skewed estimators which can reduce bias by orders of 
magnitude and retain variance of the same order (see also Section 2.5). An example 
is
X f ( x \ x )  4- (1 — A) f { x \ x  -f Ih) ,
where 0 < A < 1. The choice of / =  ± {/t2/ ( l  — A)}1/2 reduces bias by an order of 
magnitude. This result can be readily obtained from the proof of Theorem 4.1.
4.4 E x te n s io n s  to  G e n e ra l C u rv e  E s tim a tio n
Apart from density estim ation, locally param etric methods have been employed in 
a variety of curve estim ation problems. In the context of generalised linear models, 
local likelihood methods are used to estim ate local parameters. See Sections 5.3 and
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5.4 of the monograph by Fan and Gijbels (1996) for details. The skewing idea is 
also applicable to these settings, and may be shown to reduce asymptotic bias.
We shall illustrate the main ideas using quasi-likelihood models (see McCullagh 
and Neider, 1989, Chapter 9). Let (JQ, YQ,. . . ,  (Xn, Yn) be a random sample with 
conditional mean g(x) = E(Y\X = x), which we wish to estimate. Quite often, 
we may not have sufficient knowledge to specify a likelihood function, but we may 
be able to spell out relationships between the mean and variance. We assume that 
V{g(x)} = var(Y |X = x) for some known function V. The function q(/i,Y) =  
{V(^)}-1(yr — /i) enjoys properties similar to a log-likelihood derivative:
E { q ( ^ Y ) }  = 0, 
var {q(fi,Y)} = (V ^ )} -1 ,
-E{dj^ p-} = ^ > _I -
It follows that the quasi-likelihood function, defined as
Q{p->y) =  /  <7
behaves analogously to the usual log-likelihood function.
In parametric generalised linear models we normally model a linear transfor­
mation of the conditional mean, say rj(x) = g{/i(x)} where rj(x) = a  + ßx.  The 
function g is known as a link function and is pre-specified. Instead of taking g as 
a linear function throughout the entire region of interest, we may assume that g 
has sufficient local smoothness to be approximated locally by a linear function. In 
other words, we assume g(u) «  a + ß(u — x) in the neighbourhood of x at which 
we wish to estimate the conditional mean. Estimating g(x) by local quasi-likelihood 
methods involves finding a  and ß to maximise
n
Y  Q[9~l {<* + ß(X,-  * )} ,X] -  x ) .
Z=1
Let a(a;) and ß(x) be the maximisers, and put rj(u\x) — ä(x) + ß(x)(u — x). Then, 
rj(x\x) corresponds to the usual classic local linear estimator, with asymptotic bias 
of size h2 and asymptotic variance of size (n/i)-1 (Fan, Heckman and Wand, 1995). 
Note that, although the selection of a link function g becomes less crucial in the 
nonparametric setting, it is still advisable to choose a link which ensures that the
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estim ator is range-preserving and tha t the quasi-likelihood is convex. Following 
the skewing ideas developed in the previous section, and taking / as in (4.4) with 
0 <  A <  co, the skewed estim ator
rjx(x) = (2A 4* l ) -1 {A fj(x\x -f Ih) 4- ff(x\x)  4- A fj(x\x — lh)}
reduces asym ptotic bias by two orders of magnitude, to /i4, and does not inflate the 
order of variance. Similarly, the skewed estim ator defined by ff±(x)  =  f }(x\ x±K,^2h) 
has asym ptotic bias and asymptotic variance of sizes h3 and (n/i)-1 , respectively.
Undoubtedly, the main competitor with skewing methods applied to (approxi­
m ate) local linear models (for example, (4.9) in the next section) is the fitting of 
(approximate) local cubics. Both methods can be shown to have the same order of 
asym ptotic bias, and improve on mean squared error performance compared with 
local linear techniques. Nevertheless, we favour our skewing methods from a com­
putational viewpoint. To see this, we note that in obtaining a local cubic estim ate 
over a mesh of M  grid points at which we wish to estim ate the curve, we need to 
solve M  four-parameter maximisation problems. On the other hand, skewing re­
quires solving at most 3M  two-parameter maximisation problems, and achieves the 
same asym ptotic order of mean squared error as the local cubic method. This leads 
to considerable computational savings, poses less numerical challenges and confers 
greater numerical stability.
4.5 R egularity  C onditions
The properties required of the param etric model and weight functions in the two- 
param eter case of Hjort and Jones' (1996) work are not stated explicitly there. 
However, concise conditions are needed if the technical arguments in Section 4.6 are 
to be clear, and so we shall be specific about them  here.
Any successful candidate for g in a second-order locally param etric m ethod has to 
be capable of capturing the full range of potential values of both /  and its derivative. 
If g depends on its argument and parameters in a smooth way then this implies 
that, after a suitable reparam etrisation, it should be approximately linear in small 
neighbourhoods of any given point x:
g(y,0) = üj(1) +  w(2)(y -  0 { ( y  -  x )2} (4.9)
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as y —> x.  Furthermore, the transform ation tha t takes 9 to uj = (u /1) ,lo^ ) t should 
be one-to-one and onto the whole of (0,oo) x ( — 00, 00). (The transform ation will 
of course depend on x.) The differentiated forms of (4.9) must also be valid, for as 
many derivatives of g (with respect to y and #, with x held fixed) tha t are required 
for other aspects of the proof. For example, we need g'(y,9) = 4- 0( \ y  — x|) as
y - »  x.
Of course, (4.9) is satisfied by all standard two-parameter models tha t are used in 
practice in locally param etric density estimation. In particular, if g is the log-linear 
model employed as an example in Section 4.2, then (4.9) holds with u /1) =  0^  and 
ujC) =  Q(l)Q(2)' and if g is the Normal model,
g(y,0) = (27r)“ 1/2 (#(2)) _1 exp { -  \  (9{2))~2 (y -  x -  9[l))2} ,
then (4.9) is valid with
u,'1* =  (27T)-1/2 ( e ^ y 1 exp { -  i  (eW/eW)2} and u><2> =  w<‘W l>(0<2>)-2 .
In the general formulation of locally param etric methods suggested by Hjort and 
Jones (1996), no explicit connection is required between the weight functions Vj and 
the model g. Nevertheless, their arguments implicitly ask tha t
for each x, each of the conditions Vj{x,  x, 9q{x , 0)} ^  0
and (d/dt)  Vj{x, t, 0o(x, 0)}|f=x ^  0 holds for some
j  = j (x) (not necessarily the same j  in both cases), (4-10)
where, as in the previous chapter, 90(y) = 9o(y, h) is defined as the solution in 0 of 
the equation
J  K h( y - t ) v j ( y , t , $ ) { f ( t )  -  g ( t , 0 ) }d t  = 0 for j  = 1 ,2 . (4.11)
We assume that for each y  and all sufficiently small h, 90(y)  exists and is unique. 
W hen we intend h =  0 in #o(y), we write it as #o(y50); in all other cases, h is 
non-zero.
Indeed, without the second part of (4.10), y '{x ,0(x)} does not approximate 
f' (x)  (see Section 4.6). Assuming th a t (4.9) holds and Vj is given by Vj(x,£,0) =  
(d /dO^)  logg(t,0) or (d/dO^)g( t ,0) ,  then (4.10) is fulfilled if and only if a / 1), 
( d / dO^)  u-’f1) and (d / dO^)  are nonzero when evaluated at 9 = 0o(x, 0).
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In nonparam etric regression, local polynomial estimators typically have their ac­
tual bias and variance undefined. In locally param etric density estim ation, however, 
if one fits only densities in a uniformly-bounded two-parameter class Q = {g(-,9) : 
6 £ 0 } , i.e. one satisfying
sup sup g(x,  0) <  oo , (4-12)
x  0 ( E ©
then all the bias and variance formulae in Sections 3.4 and 4.3 (for example, (4.5) 
and (4.6), the la tter provided that f ( x )  /  0) are correct as they stand, for the actual 
bias and variance. They do not represent simply the bias and variance of asymptotic 
distributions of / ,  f ± , f \  or / .
To establish our results we need a mild additional condition on the bandwidth. 
It is sufficient to ask tha t for some 6 > 0 and all sufficiently large n, h(n)  >  n~l+5. 
In company with assumptions already made, for example the condition tha t K  be 
either compactly supported or the Standard Normal kernel (see Section 4.2), this 
may be shown to imply tha t for all e, A > 0, the event E =  { |/± (z ) — f ( x) \  > e} 
satisfies P(E) = 0 ( n ~ x) (see the similar proofs in Hall and M arron, 1997, and Cheng, 
Hall and T itterington, 1997). Call this result (R). Standard arguments tha t would 
be employed to establish versions of (4.5) and (4.6) when expectations are taken 
in asym ptotic distributions, may be used to show tha t those results hold when, on 
the left-hand sides, the estim ator f±  (for example) is replaced by f± 1(E) , where 
E denotes the complement of E and 1(E) is the indicator of E. Since, by (4.12), 
0 <  f± <  C  for a finite constant C, then by (R), the mean and mean squared error 
of f ±  — f ± 1(E) = f± 1(E) equal 0 ( n -A) for all A >  0. This allows us to make the 
transition from the versions of (4.5) and (4.6) for f± 1(E) , to the actual formulae 
(4.5) and (4.6). The cases of /  or / a, rather than f ± , may be treated similarly.
4.6 Technical A rgum ents
In this section, we shall derive the bias and variance formulae stated in Section 4.3.
T h e o re m  4.1 Assume that g ,v  1 , ^ 2  have properties (4-9) and (4-10) described in 
Section 4-5; that f , g , v i , t >2 have four bounded derivatives with respect to each vari­
able; that equation (4-11) has a unique solution in 6 for each y; and that h = h(n)  —>
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0 and nh -4 oo. Take l = /(A) as in (4-4)- Then the following are true:
E ( f a) = /  + 0 { h 4 + (nh)-1} , £ ( / )  = /  + 0 { h 4 + (nh ) ' 1} ,
E(f±) = f  + 0 { h 3 + (nh)-1}.
Remark 4.1. In fact, only three bounded derivatives of f ,g ,V\ ,v2 are required to 
derive the 0{h3 4  (n/i)-1} bias of f±.
Proof of Theorem 4.1 We denote g^k\ x , 0 )  and Vjk\ x , t , 9 )  (or g with k dashes 
and Vj with k dashes) to mean (d/dx)kg(x, 9) and (d /  dt)kVj(x,t, 0) respectively. 
Arguing as in Hjort and Jones (1996) we may deduce that for any constant c the 
bias of g{x,9(x 4  ch)}, as an estimator of /(x ), equals
g{x , 0o(x 4  ch)} -  f (x)  4  0{(nh)~l } , (4.13)
where 90(y), assumed uniquely defined in a neighbourhood of x, is the solution of 
(4.11). Put S = ch and Taylor-expand j(S) =  g{x,90(x 4  £)} around S = 0, as a 
power series in 6. The coefficient of S in the expansion equals
0(1)/(x) pio{x,0o(x)} 4- 0(2)\ x )  g01{x,90(x)}
= (d/dx) g{x, 6>0(x)} -  g'{x , 0o(a:)} , (4.14)
where
»*(»,«) = { ^ k/ { d 9 ^ y ( 9 e ^ ) k}g(y,9) .
To evaluate the right-hand side of (4.14) observe that, on setting y = x and 9 = 90(x) 
in (4.11), and Taylor-expanding,
0 I  Kh{x -  t )v j{x , t ,90(x)} [ f ( t ) - g { t , 0 o(x)}]
/  K(u)  Uj{x, x — uh , 0o(z)} [f(x — uh) — g{x — uh , 0o(aj)}] du 
J  K(u ) [uj{x,x,ö0(^)} -  uhv ,j {x ,x,90(x)} + 0 ( h 2)]
x ( j (x)  -  g{x, ^o(x)} -  uh [f (x)  -  g'{x, 0o(x)}] 4  0 ( h 2)^ du .
Differentiating the right-hand side with respect to x, we obtain
(d/dx) (vj{x,x,60(x)} [f(x) -  p{x,6>0(x)}]) 4  0 ( h 2) = 0 .
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Using the product rule to evaluate the differential on the left-hand side; employing 
(3.12) to prove tha t the term  f{x)  — g{x,0o(£)} that forms part of the result equals 
0{h2); and choosing j  so th a t V j { x ,  x, 90{x, 0)} ^  0 (see (4.10)); we obtain
0 =  [f(x) -  g{x,0o{x)}] {d/dx)vj{x,x,0o{x)}
+Vj { x , x , 0o(x)} [f (x)  -  ( d / d x ) g { x , 0 o(x)}] +  0 ( h 2)
=  \K2h2[g"{x,0o{x)} -  f ”(x)] ( d /dx)v j{x , x , ß0(x)}
+u.,{x,x,0o(z)}  [f'(x) -  (d/dx) g{x,0o(x)}] +  0{h2) ,
and hence
f \ x )  -  {d/dx)g{x,60{x)} = 0{h2) . (4.15)
Again Taylor-expanding the left-hand side of (4.11) with 0 = $o(x) = 0o{x,h), 
this tim e not differentiating but choosing j  such that
(d/dt)vj{x, t ,0o(x, 0)} |t=x ^  0 (4.16)
(see (4.10)), we obtain
0 K{u) vj{x,  x, 0o(z)} — uh u '{x , x, 0o(z)} +  \  {uh)2 v"{x, x, 00(a:)}
— I  {uh)3 Vj'{x, x, ^o(x)} +  0{h4)
x (7(x) -  g{x,  6>o(x)} -  uh [ / '(x ) -  g'{x, 0o(x)}]
+  4 {uh)2 [f"{x) -  g"{x, 0o(x)}]
{uh)3 [f'"{x) -  g"'{x, 0o(s)}] +  0 ( / i4) )  du
Vj{x, x, 6>0(x)} [/(x ) -  g{x,  6»0(x)}]
+±K2h2 (t>j{x,x,0o(x)} [f"{x) — g"{x,60{x)}] 
+u"{x,x,6>o(x)} [ f ( x ) - g { x , d 0(x)}]
+2 v'j{x, x, 6>0(x)} [/'(x ) -  g'{x , 0o(s )} ])  +  0{hA) ,
noting th a t K  is symmetric and thus terms of order h3 vanish. Using (3.12) we 
deduce th a t the left-hand side equals
K2h2 v'j{x, x, 6>0(x)} [f'{x) -  g'{x, 0o(a:)}] +  0{h4) ,
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whence it follows from (4.16) that
f ' (x) -  g' {x , e0{x)} = 0(h2) . (4.17)
Combining (4.15) and (4.17) we see that the right-hand side of (4.14) equals 0 (h2). 
Hence, the term in S in the Taylor expansion of q(^) is of size 0(5h2) =  0(/i3).
Next we deal with the coefficient of ^52, which may be shown by an analogue of 
the argument leading to (4.14) to equal
(d/dx)2g{x,0o{x)} + g"{x,0o(x)} -  2 (d/dx) g'{x,$0(x)} . (4-18)
Formally differentiating (3.12) we deduce that (d/dx)2[g{x,0o{x)} — f(x)] = 0 (h2). 
This result may be obtained rigorously by making minor modifications to arguments 
of Hjort and Jones (1996). Refining the argument leading to (4.17) we may identify 
the right-hand side and show that, after one differentiation, it is still of order 0{h2). 
Therefore, f"(x) — (d/dx) g'{x,60(x)} = 0 (h2). Combining the last two results 
we see that the quantity at (4.18) equals g"{x,0o(x)} — f"(x)  + 0 (h2). From this 
formula for the coefficient of | 62 in the Taylor expansion of q(^), and from the result 
in the previous paragraph for the coefficient of <$, we deduce that
g{x , 60(x + £)} -  g{x , 6>o(z)} = \82 [g"{x, 0o(x)} ~ /"(«)] + 0(h3) . (4.19)
Using (3.12) and (4.19) we find that the quantity at (4.13) (equal to the bias of 
g{x, 6{x 4- ch)}) equals
\  K2(k2 -  c2) [f '(x)  -  g"{x,6o(x)}\ + 0 { h 3 +  (n/i)-1 } .
Since f± is defined by taking c = ± /c^2 in g{x,0(x + ch)} then, for either choice of 
the + and — signs, its bias equals simply 0{h3 + (nh)-1}.
Appealing to symmetry properties when evaluating Taylor expansions, and em­
ploying a similar but longer argument than that leading to (4.19), it may be proved 
that
g{x , 0o(x + ch)} + g{x, 0o(x -  ch)} -  2 f (x)
= h2(n2 -  c2) [f"(x) -  g"{x, 0o(z)}] + 0(h4) .
From this formula and (3.12) we deduce that
(2A + l) -1 ( a [g{x, 0o(x + ch)} + g{x , 90(x -  ch)}] + g{x , 0O(^)}) -  f (x)
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— — (2A +  1) 1 {(2A +  1) k2 — 2Ac2} [f"(x)  — g " { x , 00(a;)}] +  0 ( h 4) .
(4.20)
The left-hand side equals the bias of / a , up to terms of order (n/i)“ 1. Taking c = /, 
where / is defined by (4.4), the right-hand side of (4.20) equals 0 ( h 4). Hence, 
E ( f \ )  — f  = 0 { h 4 +  (rz/z)-1 }. Similarly we may prove tha t the bias of /  =  
equals 0 { h 4 +  (rz/z)-1}.
T h e o re m  4.2 Assume that g, V\ , z;2 satisfy the conditions in Theorem 4-1, that (4-9) 
and its differentiated form holds, and g is uniformly-bounded (see (4-12)). Then,
v a r(/± ) ~  (rz/z)-1 (ki +  * f l K3 ) f ,  var (fx) ~  (nh)~l V(X ) / ,
as h —>• 0 and n —> oo szzc/z £/za£ rz/z —>■ oo, where Ki = f  K 2, k2 =  f t 2 K { t ) dt , /€3 =  
f  t 2K ( t ) 2 dt and P(A) zs gzaerz by (4 .7).
P r o o f  o f T h e o re m  4.2 W ithout loss of generality, we assume the original param etri- 
sation of g was 0 =  a;. Following the argument in Section 4.2 of Hjort and Jones 
(1996), the variance of f±  is seen to be asym ptotic to (nk)~1r ( K ) 2f(:r), where, in 
place of Hjort and Jones; formula for t ( K )2, one has
r(/C )2 =  zuf 1M2M f 1 zrq,
with w f  = (1 +  o(l), ch +  o(/z)), M\  =  diag (1, h2n2), M 2 — diag («1, h2n3) and 
c =  i / ^ y 2. It follows tha t t ( K )2 ~  «1 +  c2kJ 2/c3 =  /Ci +  K f l K3, as had to be proved.
Formula for the variances of / a and /  may be derived by similar but more elabo­
rate arguments. To calculate the variance for / a, we need to obtain the leading terms 
in var { f ( x \  x  ±  lh)},  cov { f (x \ x) ,  f ( x  \ x ±  lh)} and cov { f ( x \  x — IK), f ( x  \ x +  lh)}. 
The first term  is shown in the previous paragraph to be (rz/z)-1 { ^ i T i l ^ f 1)2^ 3 } f ( x ) .  
By similar arguments, cov { f (x \ x) ,  f ( x \ x  ±  lh)} may be seen to be asym ptotic to 
(rz/z)“ 1 v ( K ) 2± f ( x ) ,  where v{K)± = w f  M f 1 M 3 M f 1w3 with w f  =  (1 +  o( l ) , lh  +  
o(h)),  zuj =  (1 +  o(l), o(l)) and
/  f  K ( u ) K( u  — /) du h J u  K ( u ) K ( u  — /) du
3 ~~ V  h / ( “  +  0  A »  K{~u ~  ; ) du h2 /  u ( u  +  0  K ( u )  ~ ;) du
Carrying out the required m atrix algebra, we obtain
v ( K ) 2± =  J  K(u)  K( u  ±  /) du ±  /k_1 j (u ±  /) I \ (u) K (u  ±  l) du .
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The first-order term  of cov { f (x \  x — lh), f ( x  \ x + lh)} may be obtained in a similar 
fashion, which equals (nh)~l ( ( K )2 f (x) ,  where ( ( K ) 2 = w \ M ^ 1 M 4M ^ lw4 with 
ljJ = ( l  +  o(l), —Ih +  o(h)) and
M4 = f  K(u  +  /) K(u  — l)du h f ( —l +  u) K(u  +  l) K(u  — /) du
h f ( l  +  u) K(u  +  l) K(u — l) du h2 f  (u2 — /2) K(u  +  /) K( u — /) du
Again, performing the required m atrix multiplication gives
C(A')2 =  («2 + 2/2) I K(u  + /) -  l )du
- ( kJ 1/)2 J (u2 -  l2) K(u  + /) K(u — l)du .
Combining the above results yields the required variance expressions for various 
versions of skewed density estimators.
4.7 N u m e ric a l P ro p e r t ie s
We summarise here a simulation study which examines finite-sample properties of 
various skewed estimators. We chose 5 densities, /x , . . . , / 5, namely “Gaussian” , 
“skewed unim odal” , “bimodal” , “separated bim odal” and “asym m etric bim odal” as 
described by Marron and W7and (1992). We used sample sizes n =  50,100,200,500 
and 1000, although only results for n = 100 and for the “Gaussian” and “skewed 
unimodal" densities will be discussed in detail. Results for other values of n and 
other densities are similar, and their mean integrated squared error (MISE) per­
formances will be summarised in Table 4.1. The kernel methods with which we 
chose to compare skewing were a standard second-order kernel estim ator / ,  using 
the Standard Normal kernel </>, and a fourth-order kernel estim ator / (4), based on 
the kernel K(x)  =  |(3  — x 2)(j){x). See the monograph by Wand and Jones (1995, 
Chapter 2) on higher-order kernels in density estimation.
The locally param etric density estimators employed here were constructed using 
the local log-linear param etric model g(y,0) = #(1)exp{(y — x ) 6 ^ } ,  because of 
its popularity (e.g. Hjort and Jones, 1996; Loader, 1996), its simplicity (e.g. the 
availability of the closed-form estim ator at (4.2)), and the central position occupied 
by local linear methods in contemporary curve estimation. However, other choices 
of g can better capture local features of a density, leading to improved performance
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Figure 4.1(i): Density estimates for the sym m etric unimodal density f \  with sample 
size n =  100. Panels (a) and (b) depict the estimates /  and /+  respectively. The 
solid line represents the true density / ,  and broken lines show its estim ates. The 
same four data  sets are used in all panels, with their respective line types kept the 
same. The respective bandwidths employed for /  and /+  were 0.450 and 0.539.
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Figure 4.1(H): Density estimates for the sym m etric unimodal density f i  with sample 
size n = 100. Panels (c) and (d) depict the estimates /_  and / ,  respectively. The 
solid line represents the true density / ,  and broken lines show its estim ates. The 
same four data sets are used in all panels, with their respective line types kept the 
same. The respective bandwidths employed for /_  and /  were 0.541 and 0.645.
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Figure 4.2(i): Density estimates for the skewed unimodal density f i  with sample 
size n =  100. Panels (a) and (b) depict the estim ates /  and /+  respectively. The 
solid line represents the true density / ,  and broken lines show its estim ates. The 
same four data sets are used in all panels, with their respective line types kept the 
same. The respective bandwidths employed for /  and f + were 0.306 and 0.358.
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Figure 4.2(H): Density estimates for the skewed unimodal density f 2 with sample 
size n = 100. Panels (c) and (d) depict the estimates /_ and f ,  respectively The 
solid line represents the true density f ,  and broken lines show its estimates. The 
same four data sets are used in all panels, with their respective line types kept the 
same. The respective bandwidths employed for /_ and f  were 0.382 and 0.429.
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of the locally param etric estimators fo(x) =  f (x \x) ,  f±{x)  =  f ( x \ x  ±  h) and /  =
§(/+ + /-)•
Four typical realisations of / ,  f± and /  in the case of estim ating f i  and / 2 are 
displayed in Figures 4.1 and 4.2 respectively, with n = 100. For each estim ator, the 
bandw idth used was the minimiser of its mean integrated squared error, approxi­
m ated using the simulation study described in the next paragraph. The three locally 
param etric estim ators f± and /  may be interpreted as attem pts at improving the 
shape of the peaks. The “sharpness” of the peak is captured better by /± , although 
all density estimates constructed using f + are shifted to the left, and shifted to the 
right in the case of /_ . The estim ator /  approximates the peak more accurately 
than  do either /+  or /_ , and provides better approximations in the tails. These 
are reflected in the smaller pointwise mean squared errors (PMSE) of /  at both the 
peak and the tails in estimating the Gaussian and skewed unimodal densities. For 
the sake of brevity, we have not included plots of PM SE here.
To calculate the MISE curves we used a grid of bandwidths consisting of 51 
logarithmically equally-spaced points in the interval [0.1,1.0]. Each MISE curve 
was obtained by averaging 1000 replications of integrated squared error (ISE) curves. 
For each bandwidth h in the grid, we calculated the pointwise squared errors of the 
estim ates at 201 equally-spaced points on the interval [—3,3]. The trapezoidal rule 
was employed to evaluate ISE. The MISE curves for n =  100 and for the densities 
f i  and / 2 are depicted in Figures 4.3 and 4.4 respectively. For the sake of clarity, 
only bandwidths in the interval [0.15,1.0] are displayed. Vertical lines are drawn 
through the minimisers of the MISE curves, and have the same line types as the 
respective curves.
For the symmetric density / i ,  the estim ator /  performs better than f± through­
out the range of bandwidths considered. In the case of small bandwidths, the MISE 
curves for the standard kernel estim ator /  and the standard locally param etric es­
tim ator fo are almost identical, whereas discrepancies are noticeable for large h. 
This is to be expected since, as mentioned by Hjort and Jones (1996), for small to 
m oderate h the locally param etric estim ator utilises primarily local properties of 
the model g, and hence the estimation m ethod is essentially nonparametric. As h 
increases the method becomes more param etric, and the difference between MISE 
curves is best explained by errors in approximating the true density by the model. 
Note, however, tha t the minimum MISE’s for /  and fo are approximately equal in
CHAPTER 4. SKEWING IN DENSITY ESTIMATION 80
Figure 4.3: Comparison of MISE curves for the Gaussian density fi with sample 
size n =  100. The figure is plotted on a log-log scale, for the sake of clarity. The 
line types in the legend correspond to the estimators / ,  / 0, /+ , /_ , /  and /(4) 
respectively.
all our simulations, as illustrated in Table 4.1.
The performance of f±  improves on that of /o for large n, although not nec­
essarily for smaller sample sizes. This is illustrated in Figures 4.3 and 4.4, where 
the minimum MISE for / 0 is seen to be less than that for f±  in the case n =  100. 
From the asymptotic theory, f±  should outperform /  when the sample size n is large 
enough. Our simulation results indicate that this will be the case when n is larger 
than 1000. as shown by the increasing efficiency as a function of n in Table 4.1. On
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Figure 4.4: Comparison o f M ISE curves for the skewed unimodal density f 2 with 
sample size n =  100. Again, the figure is plotted on a log-log scale. The line types 
in the legend correspond to the estimators / ,  / 0, /+ , /_ ,  /  and /(4), respectively.
the other hand, /  outperforms all its competitors in almost all our simulations, even 
for sample sizes as small as n = 100. In particular, /  achieves greater efficiency than 
/ ( 4) in all cases, even though both estimators have biases of size h4.
The estim ators /o, f±  and /  in general do not integrate to 1, and normalising 
the estim ators by dividing by their respective integrals may improve finite-sample 
performance. For example, in the case of Standard Normal data, the improvement in 
mean integrated squared error of /  is by 10% when n = 100, with smaller increases 
for other densities in our simulation study. Similar results were obtained by Jones,
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Linton and Nielsen (1995) and Jones and Signorini (1997). Our simulation results 
also indicate that normalisation has minimal effects on / 0 and f±.
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Estim ator
50 100
Sample Size 
200
n
500 1000
fo 1.013 1.019
Unimodal
1.018 1.014 1.011
h 0.759 0.820 0.852 0.916 0.958
f - 0.782 0.834 0.869 0.939 0.963
f 1.378 1.455 1.524 1.600 1.675
f (4 ) 1.199 1.296 1.329 1.429 1.492
fo 1.014
Skewed Unimodal 
1.010 1.009 1.005 1.004u 0.745 0.803 0.827 0.894 0.938
f - 0.860 0.908 0.914 0.958 0.974
f 1.270 1.320 1.373 1.445 1.518
f (4 ) 1.115 1.174 1.237 1.307 1.384
fo 1.019 1.013
Bimodal
1.009 1.007 1.004
h 0.736 0.753 0.825 0.891 0.904
f - 0.733 0.792 0.822 0.865 0.919
f 0.989 1.057 1.137 1.230 1.291
/( 4 ) 0.950 1.004 1.076 1.164 1.224
fo 1.012
Separated Bimodal 
1.009 1.006 1.005 1.003
h 0.790 0.822 0.863 0.910 0.937
f - 0.777 0.813 0.861 0.902 0.950
f 1.186 1.247 1.315 1.411 1.479
f ( 4 ) 1.091 1.140 1.120 1.283 1.353
fo 1.018
Asymmetric Bimodal 
1.011 1.006 1.004 1.002
h 0.709 0.756 0.786 0.827 0.836
} 0.783 0.803 0.836 0.865 0.899
f 0.940 0.982 1.028 1.101 1.136
f w 0.926 0.959 1.006 1.068 1.110
Table 4.1: Relative  "efficiencies'' (i.e. ratios o f the m inim um  M ISE values) o f fo, 
f +, /_ ,  f  and / (4) relative to the standard kernel estimator f ,  calculated for ßve of 
the fifteen Gaussian m ixture densities o f Marron and Wand (1992).
C h a p te r  5
E stim a tin g  In ten s ity  Surfaces and  
C o rre la tio n  D im ensions
5.1 Introduction
The main theme of earlier chapters of this thesis was nonparam etric curve estim a­
tion, where we introduced new bias-reduction techniques in regression analysis and 
density estimation. The m aterial in the rest of the thesis is related to nonparam etric 
surface estimation, where the surface represents the intensity of a point process in 
the plane. The surface contains poles -  tha t is, places where it is infinite -  and the 
strength of a pole is related to the correlation dimension of the point process in the 
neighbourhood of the pole. We shall first review existing methods for estim ating 
correlation dimensions of point patterns, and then go on to investigate properties of 
poles in intensity functions in the next chapter. Technical term s will be defined in 
subsequent sections.
For statisticians working with scientists in seismology, analyses of earthquake 
patterns using fractal models are gaining increasing popularity (H irata and Imoto, 
1991; Eneva, 1996; Harte, 1996; Vere-Jones et a/., 1997). It is argued th a t un­
derlying “self-organising" processes control energy release from tectonic processes 
to microfractures. Fractal dimensions are estim ated for different earthquake cata­
logues and are used to compare the physical characteristics of different earthquake 
regions. If the data consist only of latitudes, longitudes and depths, i.e. the spatial 
aspects of the events, then the dimension may be able to provide information about 
the underlying geometry of the fault systems. An example is given in Figures 5.1
84
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Kanto Epicentre (1980-1993): 
Intermediate events (36 km <= depth < 80 km)
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Figure 5.1: Kanto epicentres for 36km <  depth < 80km. The longitude ranges 
from 138.6° to 141.9° and the latitude ranges from 34.6° to 37.3°. A ll events have 
magnitude at least 2.0.
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(a)
( b )
Inter Event Distance (km)
Figure 5.2: Dimension estimates for Kanto intermediate events. Panel (a) depicts 
the Hill estimates, employing different number m of order statistics. The inter-event 
distance in panel (b) is calculated as the average over all B  =  100 bootstraps of the 
m -th order statistic.
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and 5.2, where the correlation dimension is calculated for the Kanto region. Figure
5.1 depicts epicentres of events of magnitude at least 2.0 on the Richter scale, oc­
curring at depths between 36 km and 80 km during the period 1980-1993. Figure
5.2 shows the dimension estimates using the method of Hill (1975). The bottom, 
middle and top lines represent the dimension estimates using longitudes, epicentres 
and hypocentres respectively, with respective estimates of 1.0, 1.5 and 1.7. The 
estimation procedure will be explained in more detail in Section 5.3.
Vere-Jones (1996) pointed out that there is ambiguity as to the interpretation 
of such fractal dimensions. He suggested two possible scenarios, and in the case 
of earthquake data, it may be more appropriate to consider the estimates as the 
fractal dimension associated with the spatial intensity of the process. Nevertheless, 
this interpretation does not appear to give a clear intuition of the actual features 
of the process. Moreover, there are numerous definitions of a fractal dimension. As 
noted by Hentschel and Procaccia (1983), different dimensions are not all equivalent. 
Cutler (1991) gave a more careful discussion of different definitions of dimension and 
the conditions under which they are equal.
We shall only concentrate on the problem of estimating correlation dimension in 
this chapter. In the seismological context, Vere-Jones et al. (1997) argued that the 
implication of including time when estimating dimension in addition to the spatial 
coordinates is less clear. We shall ignore the time aspect of the data, and focus 
on the “static” problem of dimension estimation. Correlation dimension will be 
defined and various estimation methods will be discussed, together with some of their 
statistical properties. The methods we shall review include works by Grassberger 
and Procaccia (1983a, 1983b, 1983c), Takens (1985), Smith (1992) and Mikosch and 
Wang (1995). This chapter does not attempt to give an exhaustive review of the 
different aspects of fractal dimension estimation, and we shall concentrate only on 
those aspects which are most relevant to our work.
5.2 C o rre la tio n  D im en sio n  an d  th e  G ra ssb e rg e r-  
P ro c a c c ia  P ro c e d u re
Let A  be a subset of the d-dimensional Euclidean space IR01, where our observations 
X \ , . . . ,  X n lie. Let fi be a probability measure on A, and let S(x, e) denote a sphere 
of radius e centred on x. For any integer q, the correlation integral, if it exists, is
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defined as
Cq(g ,t )  = f  (5-1)
JA
although it is more generally referred to in the case q = 2. Note tha t if q = 2, 
Cq(jj., e) may be expressed as
C(«) =  P(\\U -  V\\ < e ) ,
where U, V  are independent and identically distributed with respect to the prob­
ability measure //, and || • || is an appropriate norm in IRA Thus, the correlation 
integral (for q =  2) can be thought of as the distribution function of ||U — V\\. 
The correlation dimension or correlation exponent (with embedding dimension d) is 
defined as
a  =  lim , (5-2)
£ -► 0  log e
if the lim it exists. It can be easily shown that the correlation dimension exists if 
and only if
C( e ) =g ( e ) e ° ,  (5.3)
where g is a positive function such th a t |logg(e)| =  o(| log e|) as e —> 0. One m oti­
vation for the definition at (5.2) is th a t in many dynamical systems, C(e)  exhibits 
power-law behaviour for small e. Estim ating a  would be a standard statistical prob­
lem if we had a sequence of independent random variables Y i ,Y 2, . . .  (constructed 
from the X t’s) where each random variable from the sequence was distributed as 
||U — V\\. Nevertheless, such a construction may not be possible, even if the Xds  
were independent.
M otivated by the definition at (5.2), one may consider estim ating a  by replacing 
g in (5.1) by its empirical version, which leads to the estim ator
log Cn {c\)
a i  —  — ;---------------- 7
log Cl
where
Cn (c) =  V( a 2_ d  E  E  f ( l l *  -  * ill g  t ) , (5.4)
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/  is the indicator function, and t\ > 0. Note that if we choose small, this reduces 
systematic bias but necessarily increases variability of di, as fewer distances are 
being counted. We seldom use bn, however, to estimate the correlation dimension 
since the estimator converges only of a logarithmic rate (see for example, Theiler 
(1988)). To circumvent this, one may consider choosing and e2 and estimating a 
by d 2, defined as
. _  logCWfe) ~ logCjy(ei) 
log e2 -  log €\
which improves the convergence rate. This is in essence the procedure devised by 
Grassberger and Procaccia (1983c), who proposed fitting a straight line to a plot of 
log CV(e) and log e for a range of e values. The correlation dimension, a, is estimated 
by the slope of the line in some region where the plot is approximately linear. 
Attempts to improve on this rather ad hoc method include using weighted least- 
squares, since errors in log C/v(e) are typically not identically distributed. Several 
authors have proved the consistency of Cn (c) as an estimator of C(e) under different 
assumptions on the sequence of {W} and the underlying mechanisms that generate 
{JG}; see for example Cutler (1991, 1994), Mikosch and Wang (1993) and Pesin 
(1993). As pointed out by Harte (1996), determining which region of the line one 
should use to estimate the gradient is not trivial. Often, such a region is hard 
to ascertain, and as a result the slope estimate becomes correspondingly arbitrary. 
Moreover, properties of g at (5.3) can also influence one’s strategy in the choice 
of region.
5.3 Hill Estimator
Hill (1975) proposed a general approach to inference about the tail behaviour of 
a distribution, assuming it satisfies a power law. Let V'1,...,Y /v be independent 
and identically distributed random variables from the distribution F with density 
/ .  Denote the order statistics by Yjq,. . . ,  V(jv)- We further suppose that the Yds 
satisfy
F(y) = P(Y <y )  — C ya for y < e (5.5)
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where a , C > 0 and e is known. Following standard arguments for order statistics 
(see David, 1980, Chapter 2), the joint density of Y^) , . . . ,  Yjm) is
f  Y( i ) • • Y »  (yi-> • • ■ i U m )  —  ^ ;y  _  m I^ ~  F ( y m ) }  / ( y i )  / ( j / m )  7
where 1 <  m <  and the marginal density of Yjm) is
/yi
= y '_~YjT~(:jv"L m), -  F(ym)}N-
and thus the conditional density of the first m  — 1 order statistics given the m ’th  is
/v (1) i) |y(m) (yi  ^• • •, 2/m-i I ym)
/y (1)...y(m) (yi^ • • - i ! / m )
/* !»  (2/m)
(m -  1)! {F (y m)} 1“m / ( y i ) . . .  f ( y m- 1) •
Suppose we condition upon Y(m) <  £• Since F  has the form (5.5), the conditional 
log-likelihood of a  for Y^) , . . . ,  Y(m_i), given Y(m), is
m — 1
M “ ) =  log ( ™  ~  1)! + (m -  1) log ( a V y )  +  (a -  1) lo6 *<0 •
t=l
Differentiating £#(a) and equating to zero, the conditional m aximum likelihood 
estim ator a #  of a  is known as the Hill estim ator, where
s m - 1 n - 1
&H =  I  ~ (rn -  1) lo§ Y(0 + lo§ (^m) j  • (5-6)
Mason (1982) showed tha t, for m = m(N)  00 and m = o(lV), the Hill estim ator 
is weakly consistent for a  if and only if F  has a regularly varying lower tail with 
exponent a , i.e. limy_*.0 F(cy) /F(y)  = ca for all c > 0. In the case where m = N 7 
for some 7 £ (0 ,1), Hall (1982) derived an optim al 7 and developed asym ptotic 
norm ality of d #  by imposing more stringent assumptions on the tail of F . Deheuvels, 
Haeusler and Mason (1988) proved tha t whenever m / log log N  —> 00 and m — o { N \  
the Hill estim ator is strongly consistent for a.
Although the Hill estim ator is backed by a num ber of favourable theoretical 
properties, they only hold when the Y{ s are independent. In practice, a given sample 
of interpoint distances is typically dependent. Nevertheless, Smith (1992) argued 
tha t those interpoint distances that are less than e, for small e, can be treated
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as independent. This follows from the so-called independent distance hypothesis 
(IDH), first investigated by Theiler (1990). An argument for the IDH can be found 
in Smith (1992).
Mikosch and Wang (1995) proposed a refinement to the Hill estimator, and 
suggested using Monte Carlo method to help overcome the dependence problem. 
The idea is to use bootstrap methods to alleviate the impact of dependency of 
the data. A by-product of this procedure is an estimate of the variability of the 
estimates. Given a sample X  = {Ah,. . . ,  Ahv} with common distribution F, we draw 
2B  independent resamples X f , . . . ,  X£B, by sampling randomly with replacement 
from X .  Let X ^k, . . . ,  X ^ k be the elements of the k-th resample Xk . For each 
1 < b < B, we form a set of distances y b using the resamples X^h_l and X^b such that 
y b = {ll-AT*26- i ~ -^1,26II> • • • 5 II^N,26-1 ~ ^0v,2&ll}- Denote the ordered elements of y b 
by V(i.&) < . . .  < Y(N,b)- For a fixed value of m, the Hill estimator o.fj.b corresponding 
to y b is calculated from the values T(i?&),. . . ,  Y(m,b) using (5.6). The final estimator 
of correlation dimension is given by the averages of the ctB,d s. Mikosch and Wang 
(1995) proposed choosing m between A 1/3 and A"2/3, which is motivated in part 
by the conditions that m = o(A) and m —> oo. Variants of this procedure may 
be found in Harte (1996), which also takes boundary effects into account. Indeed, 
the correlation dimension estimates calculated for the earthquake data in Figure 
5.2 employ a similar bootstrap procedure, with N  = 19650 and B = 100. Further 
details are given by Harte (1996).
5.4 Takens E stim ator and B inom ial E stim ator
We finish off this chapter by introducing two other correlation dimension estimators 
that exist in the literature. The Takens estimator (advocated by Takens (1985)) is 
similar in spirit to the Hill (1975) estimator. Both are in fact conditional maximum 
likelihood estimators, but with different conditioning criteria. Assume, as in the last 
section, that the Yds are independent with distribution F  and (5.5) holds. Suppose 
that m of the Yds are less than e, and let them be Yi,. . . ,  Ym. Conditional on this, 
each of the m Yds has distribution function given by
FY{Y<c(y) = P { Y < y \ Y < e ) =0 < y < e .
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The corresponding log-likelihood function for a given Y1?. . . ,  Ym is
m y
M ° 0  = { log (7) + (<* ~ ! )  loS ( ~ f )  } >
and the conditional maximum likelihood estimator is
m
(5.7)
“T Efei log(«/«)'
If we interpret the Vi’s as interpoint distances, then q.j  estimates the correlation 
dimension.
Theiler (1988) pointed out that if Y  has distribution of the form F(y) = g(y) ya 
(see also (5.3)), then a j  does not necessarily converge if g is not suitably behaved. 
However, Theiler (1988) proved that if g satisfies
condition (5.8) holds automatically.
The binomial estimator was introduced by Smith (1992). Firstly the number 
of interpoint distances which are less than some pre-specified distances, say r t-, are
0 < (f> < 1, and that there are Nj interpoint distances less that rj. Let there
lime-K>
then ctj1 is asymptotically unbiased for a -1. In the trivial case where g is a constant,
determined. We assume that each rj has the form c<fS, where 0 < j  <  m and
be m interpoint distances less than e, and have distribution given by (5.5). The 
conditional distribution of Ah, . . . ,  Nm, given N0, is
m
i=l
m
=  ^)vt|N ,_ i ( n i| rat-_ i)
and the conditional log-likelihood of a is
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The maximum likelihood estimator of a is
. log ( £ r =1 IV.) -  log ( £r=0‘ N.) 
a s  = ----------------- ----------------------- •
Smith (1992) termed 6cb the “binomial estimator’’, since the conditional distribu­
tion is derived using the binomial distribution. Note that this estimator does not 
utilise the actual values of interpoint distances. Finite-sample behaviour of &b was 
investigated in a numerical study by Smith (1992).
C hapter 6
P ole E stim ation
6.1 In troduction
In this chapter, we shall consider the problem of estim ating properties of poles in 
point-process intensity functions. We define a simple pole as an isolated point at 
which the intensity function is asymptotic to infinity, and a pole line as a straight or 
curved line-segment along which the intensity is infinite. Our work is m otivated by 
earthquake data, which have spatial patterns of events resembling those which would 
arise in a point process whose intensity had a simple pole. Figure 5.1 illustrates 
such an example, where the epicentres in some regions are highly clustered. Our 
methodology is applicable more widely, and we use earthquake data only as an 
illustration.
We shall develop statistical methods for estim ating the location and “strength” 
of a pole in such point process data. We dehne strength through the exponent, a , 
in a model which declares that, as x approaches a pole at the point u, the point 
process intensity at x  satisfies A(;r) ~  const. \\x — u ||- a . A similar definition applies 
in the case of pole lines.
Sometimes, a pole line in images such as tha t in the lower left-hand corner of 
Figure 5.1 is formed by a pole migrating with time. In other words, if the data  were 
recorded as a tim e series, the line would appear as a sequence of isolated points. In 
such cases, it may be more appropriate and informative to analyse the data  as a 
tim e series, and chart the movement of the pole with tim e. Our methods allow us 
to perform this type of analysis.
As a first approximation to data such as those in Figure 5.1, and on grounds of
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simplicity and plausibility, we suggest Poisson process models for epicentres. These 
have been implicitly adopted by authors who have analysed earthquake data  in the 
fractal context. See for example Harte (1996) and especially Section 6.4, where we 
shall show how the strength of a pole may be related to the correlation dimension of a 
point process. Even when Poisson models are not entirely correct, these approaches 
nevertheless motivate methods and estimators tha t are generally valid, at least in 
term s of statistical consistency. We shall explore basic theoretical properties of our 
estim ators in terms of bias, variance and convergence rate. Note tha t, in deriving 
estim ators of correlation dimension in Chapter 5, the same philosophy was applied 
by assuming independent interpoint distances, and statistical consistency may be 
achieved for those m ethods when the point processes are at least weakly dependent. 
Methods of statistical inference for general point process models may be found in 
monographs by Ripley (1981) and Cressie (1993).
In the treatm ent of pole estimation in this chapter, we shall confine ourselves 
mainly to two-dimensional data, and generalisations to higher dimensions will be 
only briefly mentioned. Although these extensions are relatively straightforward, 
they seem to be unm otivated by applications. Since we are concentrating on point 
process data, we shall trea t explicitly only the case of estim ating poles in intensity 
functions. In the context of density functions, particularly for independent data, 
the methods are virtually identical to those treated here.
Our methods are sem iparam etric in nature, requiring only “asym ptotic” models 
for the intensity. Although we shall use structural models to suggest techniques, 
we show th a t the techniques lead to accurate estim ators under general assumptions. 
We shall see in Section 6.7 tha t existing methods for estim ating pole strength, for 
example using fractal properties, are restrictive in term s of the range of strengths 
that they allow. They are statistically consistent only in tha t half of the range which 
corresponds to relatively strong poles, and cope poorly with poles whose strengths 
lie in the middle range. Our analysis of real data in Section 6.8 shows th a t in 
practice, pole strengths often lie in the middle range.
This chapter is organised as follows. Section 6.2 reviews basic properties of Pois­
son point process. Sections 6.3 and 6.4 introduce our methodology for estim ating 
properties of poles using maximum likelihood techniques and nonparam etric m eth­
ods, respectively. Pole-line estimation is discussed in Section 6.5, and modified tech­
niques for dealing with observational errors are detailed in Section 6.6. Theoretical
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properties and numerical studies are summarised in Sections 6.7 and 6.8.
6.2 P o isso n  P ro c e ss  P ro p e r tie s
Let X i , . . .  , X n  denote the observations of a point process V  in a given region 
7Z C ]Rd. We call V  a Poisson process, with intensity function A > 0, if (i) the 
num ber of points X{ in any Borel subset S  of JRd is Poisson-distributed with mean 
f s  A, and (ii) the numbers of points in any finite number of disjoint Borel subsets 
of IR01 are independent random variables. If A is constant almost everywhere, then 
V  is called a homogeneous or uniform Poisson process.
Poisson processes are im portant building blocks of more complicated models. An 
example is the Neyman-Scott process, where the so-called parent points come from 
a Poisson process, and daughter points are distributed independently around each 
parent point. See Ripley (1981, p. 164ff) for discussions of such models.
Following directly from condition (i), the mean and variance of the number of 
points in S  equal f s A, and the probability of having no points in S  is exp (— f s  A). A 
useful property of a Poisson process is that, conditional on there being N  points in <S, 
these are independent and identically distributed, with density X(x) = A (x)/ fs A for 
x  € S .  In particular, if V  is homogeneous then the N  observations are independent 
and uniformly distributed in <S.
We shall prove this property for the case d =  1 (see Cox and Isham, 1980, Chapter 
3). Suppose, without loss of generality, that there are M  points lying in the interval 
2o =  (0, f] from a Poisson process with intensity A. Let 0 =  fo < fi < • • • <  f 
and ,&m  > 0. Denote by N(T)  the number of points lying in the interval Z,
and by Ji  the interval +  <£;). Then,
, lim (S1 . . . S m ) - 1P { N ( I 0) = M , N ( J 1) = 1 , . . . , N ( J m ) = \ }
oi  A4  ^6
= TT A (6) exp { -  f  A(x)dx| exp I — f  A(rc)da;j 
- 7=1 1 J * i - i  1 J
r  M
= {jj A^ dx} n a(£) ’
whence it follows that
lim ( 5 i . . . <5m )_1 P { N( J i) = 1, , N( J m ) =  1 1 N(lo)  =  M}
Ö1,...,ÖM —> 0
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r  M
= [P{N(lo) = M }]-1 { /  A(x) dx \  f l  A(6)
2=1
M r
= M! n  { A (0  /  /  A(*)«fa},
which is the joint density for the order statistics of M  independent random variables 
each with density function A/ f z A. The monograph by Kingman (1993) gives 
detailed discussions of Poisson processes.
6.3 M axim um  Likelihood E stim ation
In this section we investigate maximum likelihood techniques for estimating the 
parameters of our simple model. We assume that the point process data X{ are 
observed within a subset 7Z of the plane, and write A for the intensity function of 
the point process defined on 7Z.
Suppose that A has a simple pole at v 6 7Z, and that the pole is approached “at 
rate a ”, in the sense that, in some neighbourhood of u,
A ( r c )  =  C \\x — u H _Qr, ( 6 - 1 )
where a, C > 0 and we take || • || to be the Euclidean metric. In order for the 
expected number of points in each bounded, non-degenerate region to be finite, it 
is not difficult to see that we have to impose the condition a < 2. Likewise, in the 
d-dimensional case, we require a < d. Of course, if the point process were Poisson 
then the actual number of data in a region would be infinite, with probability 1, if 
the expected number there were infinite.
If the point process were Poisson, we might consider estimating v and a  by 
maximum likelihood, as follows. Suppose that just N  of the X^s  lie in a given 
region 7Z C IR2 containing the unknown u, and we denote them by X\  ,...,A jv - 
Conditional on these N  values, the likelihood of the X^s  is
r _  TT ll^ t ~~ Ull~a
~ T  In  '
Define the log-likelihood to be £(v, a) = — log L. Clearly, L =  -foe if v =  X{ for 
some 1 < i < N. Therefore, estimating v by maximum likelihood method is not 
feasible.
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However, for any v not equal to one of the XVs it may be shown that a maxi­
mum likelihood estimator for a  exists. This follows from properties of the partial 
derivatives of £(v,a) with respect to a, as follows. The first partial derivative is 
given by
v ’ a ) =  E  loe
*=1
t>|| Y I n llx — 1^1 tt log Ik ~  «II d x  
/ « I k - « I I - ® d x (6.3)
As a —> oo, the second term on the right hand side of (6.3) diverges to Too, 
and so too does (d/da)£(v,a).  On the other hand, as a  —> —oo, (d/da) £(v, a) 
converges to a finite, negative number, since the right hand side of (6.3) converges 
to YliLi (l°g ll^t — ü|| — log ||x0 — u||) for some Xo on the boundary of 7Z such that the 
distance between x0 and v is maximised. Also, from the Cauchy-Schwarz inequality, 
the second derivative of £(v, a), i.e.
(||x — u|| a log \\x — u||)2 dx
\x — u dx j^ I / ||x — v|| Q( log ||a: — u ||)2
is greater than 0 for each a. Therefore, given an estimator v of u, not equal to one 
of X i , . . . ,  Abv, the equation (d/da)£(v,a) = 0 has a unique solution d, which we 
may take as an estimator of a.
In practice, to avoid numerical problems that arise from v being too close to 
one or more of the Xt-’s, when defining a it may be advisable to remove from the 
data those X,-’s that lie in the very near vicinity of v. Furthermore, since the model 
A(ar) = C \\x — u||_a is usually only correct in an approximate sense (as x converges 
to r ) ,  we may reduce the effect of bias due to model selection error by replacing 7Z by 
a small region in the vicinity of v. Therefore, one might define a as the minimiser of
l ( < * )  = a Y L  1os IIV, -  fill + log
<S2\Si
(6.4)
where S i C <S2 are concentric discs centred on t), ^  denotes summation over those 
points Xi that lie in <f>2 \<Si, and M(e>2 \<Si) equals the number of such points. As 
before, a is uniquely defined by this prescription. The extension to d-dimensional 
data is entirely analogous (e.g. by changing <Si,<S2 to d-dimensional spheres). The 
radius r2 of S 2 plays the role of a smoothing parameter, in the sense that choosing
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larger r 2 reduces variance but (if the model is only approximately correct) increases 
bias. Theoretical properties of a  will be given in Section 6.7, where we shall derive 
the rate of convergence of d  to a . Note that in our numerical studies, we have not 
explicitly removed points tha t are too close to the estim ated pole v. There are two 
reasons. Firstly, the sample size we used is typically small, and thus com putational 
difficulties arising from very small distances between X ^ s  and v are minor. Second, 
using an annulus requires the choice of an inner radius r\ for «Si, which has to be 
selected jointly with r 2. Our experience is tha t the estim ator becomes relatively 
unstable for a poor choice of r\.
6.4 N o n p a ra m e tr ic  E s tim a tio n
6 .4 .1  P o le  L ocation
We consider estim ating v by maximising the number of points within a small region. 
Let S ( w , r )  denote the closed disc of radius r  centred at w £ IR2. We may define v 
to be a value of w which maximises the number of points contained in <S(iy,r) for a 
given value of r. Alternatively, we may define v as the value of w which minimises 
the area of S (w ,r )  subject to the disc containing at least a given number, say m, 
points. If the points Xi  are distributed in the continuum, then the former v is 
not uniquely defined with probability 1, while the latter is unique, with the same 
probability. Figure 6.1 demonstrates the former case graphically. Therefore, in our 
theoretical and numerical studies, we employ the latter definition of v for estim ating 
pole locations. Extension to higher dimensions is obvious.
6 .4 .2  P o le  S tren gth
There are several approaches available for estim ating a . One is based on the para­
m etric prescription at (6.4), by constructing the estim ator v given in Section 6.4.1, 
and substituting it for the definition of v on the right-hand side of (6.4), and defining 
a = argmin £(a). As we shall see in Theorem 6.3, this estim ator achieves consis­
tency for a wide range of values of a , in particular for 0 < a < 2. It is not necessary 
for the model generating the data to be precisely tha t used to produce the maximum 
likelihood equation (6.4).
Alternatively, one may circumvent estim ating v and base inference instead on
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Figure 6.1: An example demonstrating non-uniqueness of one type of pole location 
estimator. Here we estimate v as the point w that maximises the number of points 
contained in S(w, r ) for a given value of r. The crosses and triangles denote data 
points and centres of the four circles respectively. Each circle has fixed radius r = 1, 
and includes a maximum number of points. Indeed, any point lying in the shaded 
region is a possible estimate for the pole location.
interpoint distances ||Xi—Ay||, for example by using methods of Hill (1975) or Grass- 
berger and Procaccia (1983) discussed in Chapter 5. These are in fact motivated 
by inferential problems for independent and identically distributed scalar random 
variables whose density has a pole at the origin, although (depending on the value 
of a) they are readily adapted to problems of inference for the non-independent 
variables \\Xt — Xj\\. Ripley (1981, Chapter 8) showed how to estimate the intensity 
of a homogeneous Poisson process using interpoint distances.
If the intensity A of the Poisson process generating the points X t has a pole of 
order a  at v (that is, if A(x) ~  C \\x — u||-0! as x —»• u), then first-order properties 
of the distribution of \\Xi — Xj\\ near the origin depend on a if and only if a > 1.
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(In the d-dimensional case, the condition changes to a  > |d ) . Indeed, if a  < 1 then 
p{u) =  P(\\Xi — X j || <  u) ~  C u 2 as u —> 0, where C  denotes a generic positive 
constant. (Here we assume that X t and X j  are arbitrary distinct points of the 
Poisson process in a neighbourhood of u.) For 1 <  a  < 2, p(u) ~  C u 2^ 2~a\  and for 
a  =  1, p(u) ~  C u 21 logit I as u —* 0. These facts follow from (6.42) and (6.44) in the 
proof of Theorem 6.2.
Thus, it is only when 1 <  a < 2 tha t we can expect to estim ate a  consistently by 
the Hill and Grassberger-Procaccia approaches. Those techniques break down com­
pletely when a  <  1. By way of comparison, the approach based on (6.4) produces 
consistency whenever 0 < a  <  2, and under quite general models. Nevertheless, for 
a  € (1,2) the technique based on ||X,- — Xj  || has reasonable convergence properties, 
and variants of it have been considered by Mikosch and Wang (1995), Harte (1996) 
and Vere-Jones (1996) in the context of inference about fractal properties of a point 
process.
Specifically, define 7 =  {2(2 -  a )} -1 , N(u)  =  I(\\Xi ~  X j \\ < u )>
/ * «  ru
ü = u _1(l -  e y l / log t d t , I ( u ) =  / (logt — u)2 d t ,
J du J du
7 =  7(u) =  JV(tt) - 1 E E  ( log « -  log | | J f , - X i | | ) / ( | |X <- X , - | |< « ) ,
i<j
7 =  7 (u) = I (u)~l (  (log t — u) log N(t )  d t .
J d u
Both 7 and 7 consistently estim ate 7 , and so a  =  2 — (27)-1 and d  =  2 — (27)-1 are 
consistent for a . See Theorem 6.2. Note tha t 7 is essentially the Takens estim ator 
derived in Section 5.4. The quantity u > 0 is a smoothing param eter, and 0 <  0 < 1. 
We would generally take 0 close to zero, although since N(u)  =  0 in a neighbourhood 
of the origin we cannot allow 0 =  0. Similar remarks can be made in d-dimensional 
cases, where ä  =  d — (27)-1 and a  =  d — (27)-1 are consistent for a.
In Section 6.7 we shall show tha t the estim ators d , d , Q  are generally consistent 
for a , and have convergence rates that are polynomially fast as functions of the 
“average” intensity of the point process.
In the context of Chapter 5, 7 -1 is term ed the correlation dimension, D, of the 
Poisson point process, and is simply related to the strength of a pole by the following 
formula:
(6.5)
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We argue tha t there is much to be gained by considering this estimation problem in 
non-fractal terms, and our approach provides a relatively simple context in which 
to in terpret features of the point pattern . In particular, for a relatively strong pole, 
the correlation dimension of a point process will be close to 0.
6.5 E stim ation  o f P ole  Line
Let C C IR2 be a curve of finite length, with the property that A(:r) =  oo along C. 
We call C a pole line. In data on earthquake catalogues such as those in Section 6.8, 
poles have lengths of a kilometre or so, and represent subterranean geological faults. 
To the resolution of the data, they usually appear as points. But in some epicentre 
catalogues they are visible as line segments. We shall show how some of our earlier 
m ethods may be modified to estim ate pole lines.
An approxim ate model for the intensity function in a neighbourhood of a pole 
line, U, may be defined in an analogous manner as for the intensity function with a 
pole at (6.1), and is given by
A(ar) =  C sup ||a: — u|| a . (6.6)
The expected number of points in the neighbourhood of C is infinite unless 0 <  a  < 1.
As with the model at (6.1), the simple model at (6.6) serves only to m otivate 
m ethods which produce consistent estim ators in more general contexts. It does, 
however, imply tha t the intensity diverges at a constant, polynomial ra te  along the 
pole line. Introducing a variable rate seems awkward, w ithout producing unattrac­
tively complex methods. Unless the application requires such complexities, those 
methods do not seem justified in practice, especially if the pole lines are short.
We may estim ate C and a  using modified versions of the methods suggested in 
Sections 6.3 and 6.4. Let S(w,r)  be the closed disc centred at w, and W  be the 
set of all points w in the vicinity of C such tha t (a) <S(tu, r)  has 3 points Xi  on 
its boundary, (b) <S(tu,r) contains at least m  points of the Poisson process, and (c) 
r  <  r 0, where m  >  1 and ro > 0 are given constants. Condition (a) implies th a t for a 
given centre ic, r  is as small as possible subject to S(w,  r) satisfying (b). In practice, 
the “vicinity"1 of C is easy to determine visually. W ith each w £ W  we associate 
the unique value rw representing the radius of the closed disc S ( w , r w). Using the 
set of pairs {(w,rw) : w € W} we may fit a curve C to C either param etrically or
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nonparametrically.
For example, if our model for C = C(a, b) is a straight-line segment with equation 
y =  ax +  6, let D(w ; a, b) be the perpendicular distance from w £ W  to C(a, 6), and 
choose (a, 6) to minimise
F ,  £ (w ;a ,6 )  A(rw) ,
where A(-) is a non-increasing function. F itting non-linear param etric models for 
pole lines, and fitting pole lines by nonparam etric local linear techniques (such as 
those described in Chapter 1), involve similar arguments. The length of a pole line 
may be determined either visually or, more objectively, directly from the data. For 
example, we may decide tha t the pole line extends only over a range such tha t each 
part of it is no more than a given distance from at least one point X{.
Having determ ined C we may estim ate a by modifying the estim ator defined 
at (6.4), as follows. Given u > 0 and 6 £ (0,1), let T\ and T2 denote the sets 
of all points in IR2 tha t lie no further than Ou and u from C, respectively. Put 
A(x |q ) =  sup^G^  ||x — v ||“a , and let a be the unique minimiser of
log A pC  |a) +  log (6.7)
where Y "  denotes summation over all points X{ £ TC\T\- It may be shown that, 
under models approximate to tha t at (6.6), a  is consistent for a  in the range 0 <  a < 
1. The estim ators a  and & suggested in Section 6.4 are typically not appropriate in 
the case of pole lines, since first-order properties of the distribution of ||Xj — Xj\\ near 
the origin do not depend, to first order, on a. We do not investigate the problem of 
estim ating pole lines in our simulation studies, since minimising (6.7) by numerical 
means is extremely computationally intensive.
6.6 Sources o f Error
Although the Kanto earthquake data to which we shall apply our methods are of rel­
atively high quality (for example, compared to New Zealand earthquake catalogue), 
they still suffer from several possible sources of error. These include stochastic epi­
centre location error, which has more prominent effect on those epicentres close to 
a pole. It may be modelled by the addition of independent random vectors (with 
zero means) to hypothetical “true” earthquake centre measurements. For the sake
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of simplicity we assume that these vectors are identically distributed, even though 
the errors may not be uniform over any individual analysed region. A model for this 
will be developed in the next paragraph. There is also systematic error in epicen­
tre approximation, for example errors that arise from using poorly placed ground 
stations. In our numerical work we avoid this problem by confining attention to 
data from areas which are well served by recording stations, and so do not consider 
offshore or coastal regions where detectability is comparatively low. Bayside regions 
do not suffer from the same problems, provided seismic stations are available on 
the opposite side of the bay. Additionally, the epicentres of our data were rounded 
to three decimal places of degrees of latitude and longitude. We assume that our 
analysed region is flat and ignore curvature of the earth. This should not greatly 
affect our results since the regions of interest are typically small.
To take stochastic errors into account, we modified the likelihood L at (6.2) by 
convolving it with a bivariate error distribution. We took the latter to be spherically 
symmetric and Normally distributed, obtaining the following analogue of L:
N
Li{Xu . . . , X N\v,a,(T) = ]
i - i
Ai(Xt-[ u , q , ct) 
js Ai(ar| v, a , a) dx ( 6 .8 )
where Ai(ar|u, a, cr) =  f  ||a: + ay — u||-a <f>(y) dy, <{> is the standard bivariate Normal 
7V(0,1) density, S  is a suitable region where the observations lie, and a > 0. The 
analogue, £i, of the negative log-likelihood, £, defined at (6.4), may be defined sim­
ilarly. Of course, one may develop more sophisticated models, say to accommodate 
the covariance structure of the two components of noise, but it necessarily compli­
cates the estimation procedure. Moreover, as we shall see in our numerical studies, 
there is very little information in the data for estimating a using the model Ai, 
and maximising L\ (or minimising £{) over both a and cr (with v replacing v) is 
not a practical option. Nevertheless, by varying a one can assess the way in which 
estimates alter for different amounts of noise.
6.7 L a rg e -S am p le  T h e o ry
We shall establish consistency and rates of convergence of our estimators of pole 
location and pole strengths discussed in earlier sections. Suppose we observe points 
of a Poisson process with intensity A = v \  in a plane, where A is a fixed intensity
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function and v is a scalar whose value we shall allow to diverge. Let there be just 
N points, X i , . . .  , X n say, in a given region 7Z C IR2. Conditional on this event, 
X \ , . . . , X jv are the values of N  independent and identically distributed random 
variables with density f (x)  = c~1 A(®), for x € 7Z, where c = j n X (see Section 6.2). 
Allowing v to diverge ensures that N  does too. Assume for definiteness that IZ is a 
disc, of which v is an interior point.
First we consider properties of v, defined in Section 6.3. We ask that X(x) behave 
like the function ||® — uj|-Qt, in the sense that
C\ < inf X(x) II® — u||a < sup X(x) ||® — u||Q < C2 (6.9)
xen
for constants 0 < C\ < C2 < 00. Given C3 > 0, let m = m(y) denote any sequence 
of integers such that
C3 log v < m = o(y) , (6.10)
and define v to be the centre of that disc within 7Z whose area is smallest possible 
subject to containing at least m points of the Poisson process.
T heorem  6.1 Assume condition (6.9), and that 0 < a  < 2. Then, provided C3 is 
chosen sufficiently large and satisfies (6.10) , there exists a constant C4 > 0 such 
that
P{||£ -  v\< C4(m /i/)I/(2- o)} -4 1 .
R em ark  6.1. Rate of convergence of v to v. In view of Theorem 6.1, the rate of 
convergence of v — v to zero is at least Op{(m/z/)1^ 2-a }^ as v increases. Since we 
may select m as small as a constant multiple of log v then the convergence rate given 
by Theorem 6.1 is as fast as (z/_1 log Note that this rate is always faster
than z/_1/2, and is better than v~c (for any given C > 0) whenever a  is sufficiently 
close to 2.
P ro o f of T heorem  6.1. Let 1Z! denote any closed disc contained in the interior 
of 7Z and containing v as an interior point. We shall derive the result in the case 
where v is defined by taking the supremum over discs in 'RJ instead of over discs 
in 7Z. A relatively simple subsidiary argument allows us to remove this restriction. 
We need two lemmas in our proof. The first is a version of Bernstein’s inequality 
(see Pollard, 1984, p. 191ff) and the second gives exponential bounds on Poisson
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tail probabilities. To be consistent, the constants C\ , . . . ,  C4 are those as stated in 
the theorem.
Lem m a 6.1. Let Z \ , . . . ,  Zjv be independent random variables. Suppose P{ \Z{ — 
E (Z{)I < m} = 1 for each i where m < 00. Then, for s > 0,
P
2=1
> Ns < 2 exp { — ^ N
var
A'V  , I  . (6.11)
(Z,) + iN m s  I
A proof of Lemma 6.1 may be found in Pollard (1984, p. 191ff). Note that if 
the random variables Zi have constant variance, say var (Zi) = a2, the upper bound 
reduces to
2exp( - 2 ^ n ^ b
Lem m a 6.2. Let Z be a Poisson random variable with mean A. For each s > 0 in 
the “4-” case, and each 0 < 5 < 1 in the case,
p { ± i ¥ - s } - exp{ ~ ^ v,(7 i ) } ’ (6' 12)
where ip(s) =  2h(l -f s)/s2 and h(s) = s(log s — 1) + 1.
Note in particular that 'ip(s) = 1 — |,s+o(s) for 5 —»■ 0. The monograph by Shorack 
and Wellner (1986, Chapter 11) gives detailed results on bounds for Poisson random 
variables.
Conditional on N, the variables X i , . . . ,  Xjv are independent and identically 
distributed with density /  = c-1A, and the number M(S)  of them lying within S  is 
binomial Bi{N,p(S)},  where p(S) = Js f .  Putting m = 2 and s =  t {N~1p(S)}1^ 2 
in (6.11), we see that given any 1 £ (0,1), there exists a constant C > 0, depending 
only on e, such that for all t > 0 and all sets S  satisfying p(S) < 1 — e,
P[\M(S)-  Np { S )I > i{iVp(5)}1/2|N] < 2 exp min [i,{Np(5)}1/2])  .
Note too that on replacing s by B(c 1 \ogu)1^ 2 in (6.12), we have
P N — cv > B(c 1 \ogis)l/2 > < 2 exp
B 2c 1 log v , r ±B(c  1 log u)lO—2—n—
= 2 exp ( lo g v B /I2c[l + 0{(v  ’ logv
= 0 ( v ~A),
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and hence for each A  > 0 there exists B = B(A)  > 0 such tha t
P { \ N  -  cv\ > B  (i/logz/)1/2} =  0 ( u ~ A) , (6.13)
where c — Jn  A. Therefore, if e E (0,1) and A  =  A(v)  denotes any class of discs S  
containing no more than vA elements, for some fixed A  > 1, and such tha t
v~l log v  <  p(S)  < 1 - 6  (6-14)
for each S  € A; then, for B = B(A) > 1 sufficiently large,
P[\M(S)  — Np(S) \  > B {isp(S) log Z''}1^ 2 for some S  € A]
OO
<  uA Y,P[mS)-  Np(S)I > B{up(S logt/}1/2 \ N  = k] P ( N  = k)
k—0
<  pa ( p { \ N -  cv\ > B ( I/log!/)1/2}
+ ^ 'P [ |M ( 5 )  -  kp(S)\> B ( k - 1p \ o gv ) ll2{kp(S)}112] =
k
<  vA I  P{  IN  — cu\ > B ( y \og v)1' 2}
+2^T^ exp ^ — C5 (A fV lo g i/) 1^ 2 min [B (A T ^ lo g i/) 1^ 2, {fcpLS)}1/2]^ 
k
x P ( N  = Jfc)j
< 2  vA { exp(—BCelogi/ — C7) +  o(v~A)}  —> 0 (6.15)
as v  —>• co, where are positive constants which depend only on B  and e,
Cq > „4B-1 , and denotes summation over
max{ [a/ — B(v  log z/)1//2J , 0} <  k < \cu +  B(u  log z/)1/,2"| .
Let r0 denote the radius of 71. Given A\  > 0, let £  be a square lattice of points 
in IR2 with edge width is~Al; let M  be the set of members of the sequence r =  iu~Al, 
i > 1, such tha t r <  r 0; let A  = A(v)  be the set of all discs tha t are centred at a 
point of C. have radius in M ,  satisfy (6.14) and are contained in 7Z; and let B = B(y)  
be the set of all discs tha t have radius r  satisfying u~AC2 <  r  <  r 0, satisfy (6.14) 
and are contained in 7Z'. Noting tha t the boundary of TV is bounded away from 
th a t of IZ we see tha t we may choose e in (6.14) so small tha t the second inequality 
there is satisfied for all S  C 7Z'. Now, A  has no more than uA elements, for some
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A = A(Ai) > 0, and so (6.15) applies to A. Given A2 > 0 we may choose A\ so 
large that, for all sufficiently large z/, for each S  G B there exist <Si,<S2 G A  with 
the property that <S1C<SC<S2 and p(S2) < p(<Si)(l + v~A2\  Therefore, noting 
(6.13) we see that since (6.15) applies to A  it must also apply to B. (Note that 
M(Si)  < M(<S) < M(S2).)
Given C7 > 0, define
Di(CV) = {discs <S C VJ such that p(S) > C7V 1 logz/} .
From (6.13), and the version of (6.15) with A  replaced by B , we see that
P |-M(<S) — cvp{S)I < B{p{S)v\ogv}l/2{\  + p(<S)1/2}
for all discs <S € LA\(Ct) - >  1 .
Choosing C7 > (4c-113)2, we may show that 16B2z/-1 logz/ < c2p(S) for <S G ^ (C z ) , 
which implies B{p{S)v log z/}G2{l A p(S)1^ 2} < \cvp(S). Hence, if C7 = Ö7{A,B) 
is chosen sufficiently large,
p||cz/p(<S) < M(S)  < 2cvp(S)  for all discs <S € Xh(CV) j —> 1. (6.16)
Divide 1Z into a lattice of squares of edge width (z/-1 log z/)(1+c)/(2~a)? for some e > 0. 
Given C'g > 1, at the centre of any square Q in the lattice place the centre of a disc 
S(Q) for which p{<S(Q)} = C7C8Z/-1 log u. For each Cs > 1 the following is true: for 
all sufficiently large z/, and all Q, each disc contained in ^(CV) and centred within 
Q is a subset of <S(Q). For any given z/, let V 2 denote the set of discs S(Q), with Q 
ranging over all squares in the lattice such that S(Q) C 7Z. Using (6.13) and (6.15) 
we may prove that for any Cs-, C9 > 0, there exists C3 > 0, chosen sufficiently large, 
such that if m > C3 log z/,
sup p i  M(S)  > m or 2c C^ vp ( S )  > m \  = 0(z/-69) .
S £ V 2  ^ J
Noting that V 2 contains at most 0(z/2^ 1+^ ^ 2 a )^ elements, we see that if C7 (and 
hence C3) is sufficiently large,
p | m (<S) >  m  or 2c C ^ v p { S )  >  m  for some S  G X>2|  —» 0 .
Therefore, by definition of V 2,
P > m or 2cC2 Vp(<5) >
for some S  C TV w: -»■  0 .
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Combining this result and (6.16) we deduce tha t for C3 > 0 sufficiently large,
P ^ c i / p ( S )  <  M(S)  <  2ci/p(S) for all discs S C R '
with either M(S)  > m  or 2cC^"Vp(<S) >  m j —> 1 .
Hence, defining g(«S) =  c_1 f s ||a: — v ||-a  dx and taking C3 larger if necessary, we 
see th a t with C10 =  \ cC  1 and C n =  2cC2, where C i,C 2 are as in (6.9), C\oq(S)  <
2 f s  ll® — 'u ll_a{/^ (a:) ll^ — u lla ) dx <  |cp(<5) for all <S C R'.  Similarly, C n <?(<S) >  
2cp(«S). Therefore, we have
P^Ciovq{S)  <  M{S)  <  Ciiz/g(«S) for all discs S C R '
with either M(S)  > m  or 2ci/<3,(<S) >  m | —> 1 .
Let <S0 denote the disc centred at i; and of radius r 1? the latter defined by 
-^cCiz/<?(c>o) =  m. Then,
p(<S0) >  Ci <?(<S0) >  C\( \cC\v)~l C3 log v  >  u~l \ogv ,
provided C3 >  c/4. In this case, (6.14) is satisfied by S q. Also, with B  as in (6.15),
\ cvp( S0)/  [B {vp(S0) logi/}1/2] >  \ c B ~ l {C\  ( |c C i) _1C3} 1/2 >  1
if C3 >  AB2 / c. Choose C3 so large tha t it satisfies both these conditions. Then, by 
(6.13) and (6.15),
P { M { S 0 ) > m }  > P^M(So)  — N p ( S 0) > \cCivq{S0) -  |ci/p(<S0) |  +  o (l)
> P | m (50) — N p(So) ^  p(<So)| + o(l)  ^ I •
Let T>3 be the class of all discs which are contained within R'  and whose centres 
are distant at least C\2 T\ from u, where C12 >  0 is a constant. If C12 is cho­
sen sufficiently large, depending on a ,c ,C i ,C n ,  then any S  £ Z>3 which satisfies 
C nv q( S )  >  m, i.e. which satisfies Cnq(S)  >  \cC\q{So) — \C \q g(<So)? has radius 
exceeding r 1? and so has larger area than 5o- If C\qv q[S) <  Mi ß)  <  CnZ/g(<S) and 
M(«S) >  m then C n i/^ (5 ) >  m.
Therefore, with probability tending to 1, (a) M{So)  >  m, and (b) any disc <5 
whose centre is distant at least C\2 r \ from v and which satisfies M(S)  >  m has 
larger area than S 0. Hence, with probability tending to 1, the disc S C R '  with
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smallest area subject to M (S) > m, has its centre distant less than C\2 rq from 
v. That is, P(||{? — u|| < C^Tq) —> 1. Since 7q = C4C ff(m /i / ) 1^ 2~a  ^ where 
C4C1Y — the theorem is proved.
Next we investigate the estimator d defined at (6.4). Write S  for the annulus 
<S2\<Si, centred at v. Let its outer radius be u and its inner radius 6u, where 0 < 
6 < 1. Replacing P. by S  and v by v in (6.3), and setting the right-hand side of 
(6.3) to 0, d may be defined as the unique solution of the following equation in £:
S i  ( l o g | | * - 6 |l) l{X j  € S) _  (log ||x
S i  l (Xi  €  S)  II1  ~  *ll_€
In Theorems 6.2 and 6.3 below we assume that the parameter #, used to define d, 
a and d, is fixed in the range 0 < 0 < 1, although there are versions of both those 
results for 6 decreasing to zero sufficiently slowly. In place of (6.9) we suppose that
there exist constants 0 < ß < a < 2, and functions a, 6, such that a 
has two bounded derivatives, a(v) > 0, b is continuous at u, and
|A(x) -  {a(z) \\x -  u | r  + Kx ) Ik “  v \\~ß}\ = °{\\x ~ v\\~P) (6.17)
as x —> v.
T heorem  6.2 Assume condition (6.17), and that u = u(y) —¥ 0 such that A =  
||u — v\\/u —> 0 in probability, that ul~cu2~cx —> 00 for some e > 0, and that 
(i/1~tu2~a)~1 A =  op(l). Then, there exist constants C\ 7^  0 and c2 >  0 such that
a = a + ci b(v) \ log u |-1 ua_/5 + c2 (log u)~2 (i/u2-a) 1 Z
+Op(I l o g 1 A) + Op( I logu |_1 ua~ß) (6.18)
as v —» 00, where Z is asymptotically Normal N (0,1).
R em ark  6 .2 . Rate of convergence of d to ct. Neglecting for the time being the term 
in I logu|- 1A, the optimal rate of convergence of d to a is obtained by equating the 
orders of the second and third terms on the right-hand side of (6.18). This suggests 
that ideally, the smoothing parameter u should be taken equal to a constant multiple 
of U\ = {i/(log i/)2}-1/(a_2^+2), in which case we have by (6.18) that
d — a = Op{(log I/)-(3«-4^ +2)/(«-2W) iy-{°‘-ß)l{o-2ß+2) _|_ (logi/)-1 A} . (6.19)
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We showed in Remark 6.1 tha t we may estim ate v at rate 5 =  (v~l log v ) lA2~a\  
under conditions weaker than those imposed in Theorem 6.2. Therefore, we can in 
principle construct v so tha t A is of order u l l6, and hence so th a t
(log i/)-1 A =  Op{(logj/){(a" 1)(a_2^ +2}/(a" 2/3+2)(2~a)i/_2(a_/0)/{(a_2/J+2)(2_a)>} ,
which is of smaller order than the first term  within braces in (6.19). In this case, 
(6.19) reduces to
a  -  a  =  0 p { { \ o g v ) - ( 3 o ' + 2 ) / ( a - 2 ß + 2 ) ]y- ( a - ß ) / ( a - 2 ß + 2 ) ^  _ ( 6.20)
P r o o f o f T heorem  6.2. We assume for the sake of simplicity th a t a, b are constant 
functions. W ithout loss of generality, v =  0. Then, for all x G <S, where S  is the 
annulus with radii Ou and u centred at v,
|M Ik -  v t 1 -  f| < IHI Ik -  i^r1 < Ikll W 1 = 0~lA ,
and so,
(log | | x , - e | | ) / ( * € £ )
i
iS 55 log {(1 A)-1 Pill} I ( X i  6 S )
i
= 5 5  (log p i l l )  i(x, e § )  +  o„{a  * ( *  e £)}  •
i i
Let S  denote the annulus with radii 6u,u centred at v =  0. For t =  Ou or if, let 
T( t )  =  {x  : (1 — A )t <  |kII <  (1 +  A )t}.  Since x G S O S  implies x G T'(Ou) uT(it), 
and Yli G T (u)} =  Op(i/u2~aA ), then
(log P ill)  I(X, e S ) - Y  (log Ill'll) I(Xi  € 5)
i i<52 I log P i  || I I (Xi  € § U S )
i< 52 I log Pill I I { X ,€ T(9u) U T(u)}
i
=  Op [l log u i| 52 I{X,  € T ( 0 u ) } +  I log it I 5] I{Xi  € T(u) }
z z
=  Op{| log u I (vu2~aA  +  f/)}
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for all e >  0. Similarly,
X ]  I (X ,  6 §)  -  E  H X i  e  5 )
i i
E w € 5)
i
Ov{vu2 a A +  z / ) ,
{1 +  op(l)}  const. vu 2~a
for all t > 0, where const, denotes a positive constant. Therefore, since v x eu2 a —>• 
oo for some e > 0,
Z i M X i - v i n u X i e S )  flog 11*11) W e s )
Z i  / (v ,  € s )  E , / (v ,  € s )
_  E ,  (log l|Vi|l)/(Vi € S)  +  Op{! logu| (vu2~aA )  +  ( |lo g u | +  A )t/‘ }
E, I(X, e S )+  + 1/')
E,- (log I M P  / ( * € < ? )
E i /(Vi € 5)
=  0 „ (A |lo g u |) .  (6.21)
An argument similar to th a t used to derive (6.32) (but simpler, since now — af­
ter conditioning — we have two sums of independent random variables, not a U- 
statistic) may be employed to prove that
E i (l°g|lV ,|[)/(V. € 5 ) _  /s(log||g||)-Hs)<fo 
E i  /(V i e  S)  f s  A(x) dx
= (i (6.22)
where C3 > 0 and Z\ has an asymptotic Normal N ( 0,1) distribution.
Let r]u denote any sequence of positive numbers converging to zero more rapidly 
than I log tzI— 1. By Taylor expansion, for i =  0 or 1,
[ (log\\x\\y\\x\\-Z dx = / ( lo g  \\x\\y\\x\\-Q dx 
Js  Js
+(o - 0 jf (log w n M r dx
+ 0 {(q -  f ) 2|lo g u |!+2 u2~a} , 
uniformly in (  G ( a - ? ] u, a  +  rju), as u —> 0; and
/ (log ||ar||)* \ ( x ) d x  = a f  (\og\\x\\y\\x\\~a dx 
Js  Js
(6.23)
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Ab J(\og\\x\\y\\x\\ ß dx 
+o(| log u\l u1~ß) , (6.24)J  (log ]|:r||)z]|:r||_a dx ~  c4(log u)1 u2~a , (6.25)
where c4 = c4{i) > 0. (In the case where a, b are functions rather than constants, 
and when deriving (6.25) and replacing a, b on the right-hand side by a(u), b(v) 
respectively, we require up to two derivatives of a{x) and continuity of b(x). In the 
event that ß < a — 1 there might appear to be an additional contribution to bias, 
arising from the first derivative of a(x), but in fact it vanishes.) From the last two 
results we deduce that
J s f lo g N D -H s)^  _  Is ( i°g lk ll) lk ll~ °^
Js \{x)dx  / 5 lkll“0<fa
+{b/a) c5(logu) ua~ß +  o(| logiilu"- '3) , (6.26)
where c5 > 0.
Combining (6.21)—(6.23), (6.25) and (6.26) we obtain,
E, 0°6 U*i -  y\\) r(x{ € s) jyiog \\x\\) H*r{ dx 
I(Xi € <S) fs llxll  ^dx
= (i/u2~a)~1/2c3Z1 + (b/a) c5(log u) ua~0 -  (a -  f ) c6 (log u )2
-fop j(j/u2_a)_1/2 + I log u I ua~0 A \a -  £| (logu)2J +  Op(A| log tt|)
uniformly in f G (a — rju,aAr]u). Since the left-hand side of this formula is monotone 
in f , it can have at most one zero. Therefore, the formula proves that a zero f = d 
exists with probability tending to 1, and satisfies P{a  G (a — r]u,a  + r)u)} —» 1 if 
r]u —> 0 sufficiently slowly (but faster than l/(|log it|); and
(ck — d)c6(log u )2 = (i/u2~Q) ~ 1/2 c3 Zi A (b/a)c5 (\ogu)ua ~0
Aopf^(i/u2~a)~l/2 + I logu J ua~ß j  + Op(A| logu |).
The theorem follows from this result.
Finally we describe properties of the estimators a and a, introduced in Section 
6.4. Let öl denote either estimator.
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T h eorem  6.3 Assume the conditions o f Theorem 6.2, except that in (6.17) the 
assumption 0 < ß  < a  < 2 should be strengthened to 1 < ß  < a  < 2, while the 
function a(-) need have only one bounded derivative. Then, there exist constants 
Ci ^  0 and c2 > 0 such that,
d = a  +  c\b(v) u01-13 +  c2 (Vt/2-a) l 2^ Z  +  op(yua~f3) (6.27)
as v  — oo, where Z  is asymptotically Normal N (0,1). (The constants C\ and c2 
assume different values in the cases a  =  a, d =  a .)
R em ark  6.3. Rate o f convergence o f d  to a. Arguing as in Remark 6.2, we may 
show tha t by equating the orders of the second and third term s on the right-hand 
side of (6.27), the optimal rate of convergence of d  to a  is
a - a  =  O p (i'-(“- w ( “- 2<3+2)) ,  (6.28)
and is achieved with u equal to a constant multiple of This rate is a
little  slower than tha t of d  to a , given in (6.20).
R em ark 6.4. Inferiority o f the estimators d and a . When 1 < a  < 2, each of the 
estim ators d , d, d is consistent. We claim, however, tha t for such a ’s, and when the 
simplistic model A(x) =  c\\x  — u ||-a  is exactly correct (or valid to a high degree of 
accuracy), d  can be constructed so tha t it enjoys substantially greater accuracy than 
any construction of either d  or d. This good performance of d  goes well beyond the 
advantages conferred by the logarithmic factor in (6.20), compared to (6.28). To 
appreciate why, note tha t the restriction 1 <  ß  < a  < 2 in Theorem 6.3 prevents us 
from taking ß  arbitrarily close to 0, which we would do in the case of the simplistic 
model. On the other hand, arbitrarily small /5’s are possible for Theorem 6.2; this 
allows us to achieve much smaller biases for the estim ator d  there. The restriction 
1 < ß  < a  is unfortunately essential to Theorem 6.3. Indeed, if ß  < 1 then the term  
Cib(v) ua~ß on the right-hand side of (6.27) should be replaced by c3 ua_1, where 
c3 is a nonzero constant depending globally on A, not just on its behaviour in the 
neighbourhood of v. This prevents the estim ators d  and d  from enjoying the low 
bias, and consequently fast rate of convergence, of d under the simplistic model.
P ro o f o f T heorem  6.3. We consider only the case d  =  d, since tha t of d  is 
similar. Under the conditions of the theorem, a — ß  < 1 and the function a has
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a bounded derivative. Hence, there is no loss of generality in assuming tha t it is 
constant. Furthermore, it suffices to establish the theorem for 7:
7 =  7 +  cib(v)u^a~^  +  c2(vu2~a) 1//2Z +  op(u(a~ ^ )  , (6.29)
where 7 =  {2(2 — a )} -1 and <7, c2 and Z  have the stated properties of, while being 
different from, those quantities in the theorem. Let X , Vi, Y2 denote independent 
random  variables with density /  =  A/ Jn A on 7Z, and put n = is Jn  A (not necessarily 
an integer),
p = p m - y 2\\ < u )  = E{ i ( \ \Yl - Y 2\\ < u)>, 
qi = £(iog ||Vi -  vi>|| ly y ,- y 2|| <u) ,
9 =  { l o g u - q ! ) p =  [  r l P(\\Yl - Y 2\ \ < t ) d t ,
A] =  { E E  / (l|V, -  X ,|| <  u) -  \ n 2p } / ( ± n 2p) ,
i<j
a 2 =  { E E ( log i i ^ - ^ i i - ' ? 1) / ( i i ^ - ^ i i  < « ) } / ( l « 2p)-
*<i
Since var { XI S t< j (^11-^ * ~  -^j|| <  u) } =  0 ( n 3) then A x = op( 1). Moreover, using 
the above notation, we have
E  E,-<j (log“ -  log pCi -  /Oil) /(II A, -  /OH < «)
7 EE*, i(\Xi-j\<“)
E E ,< ,  (log“ -  91 +91 -  log II A. -  X,-H) /(IIA, -  /Q|| < u)
E  E i<j nWXi-<« )  
E  E ,< j (log IIV, -  X,-|| -  ft) / ( ||/o  -  AO II < u)
= ( l o g u - f t ) -
5 “ 2P
| n 2p
2 “ 2P + E  E t< j 7(I|A, -  ATj|| < “ ) -  f “ 2P 
= p 7 - a 2( i  + A i ) 1 
= P_19 -  {1 +  Op(l)} A2.
Therefore, (6.29) will follow if we prove that
p ~  const. u2{2~a ) , 
p -1^ =  7 +  Ci6(u)wa_/? +  o(ua_/?) ,
I n 2p A 2 = const. {vu2~a)3^2 Z\  ,
(6.30)
(6.31)
(6.32)
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where the quantities denoted by “const/5 are strictly positive constants, and Z\ is 
asymptotically Normal iV(0,1).
Put
Q(u,x) = [  r ' P i W x - X W  < t ) d t - ^ P { \ \ x - X \ \  < u ) .
J  0 <t<u
L em m a 6.3. Assume condition (6.17), except that 0 < ß < a < 2 should be 
strengthened to 1 < ß < a < 2. Then, for all sufficiently small 5 > 0, and as u —»■ 0,
£{|<3(u,X)|2+q  =  0 ( / 2- o)(3+{)) , (6.33)
E{ Q(u ,X )2} ~  c3u3<2- “/  (6.34)
and (6.30) and (6.31) hold, where cs > 0.
To derive (6.32) from the lemma, let K  =  K(PV) be the number of Poisson 
points Xi that lie in 7Z: denote these by X \ , . . . , X k - Conditional on K  they are 
independent random variables distributed as X  (see Section 6.2). Put h(x,y) = 
(log \\x — y || — qi) I(\\x — y|| <  u) and g(x) = E{h(x,  X)}. We treat A2 as a second- 
order U-statistic, writing
| n 2pA2 =  h(X
l<i<j<K
Putting T, = Z Z i  9{Xi)and T2 = Z  T,i-  g(Xt) -  <?(*;)}, we
see that
i n 2PA 2 =  - $ ( * > ) } +  £ £ { * ( X i ) + f l < * i ) }
l < i < j < K  1 < i < j < K
K  K
=  T2 + Y , ( K - i W x j  + Y s d - i M X , )
i—2 j= 2
K
= T2 + ( A ' - 1 ) ^ 5(X,') = T2 +  (A "-1)T 1. (6.35)
2—1
Note that K  = {1 + op(l)}n  = {1 + op( \ ) ) v  Jn A. Therefore, a central limit 
theorem for T\, of the form {7\ — K E g ( X ) } / { K var g(X)} 1^ 2 —> N(0,1) in distribu­
tion, will follow from Lyapounov’s theorem (see for example, Chung, 1974, Chapter 
7) if we prove that for some positive 6,
vE{g(X)2} ->oo, g{ig(v)i2+q
^/2{var<7(X)}I+W2)
(6.36)
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Observe too that E{g(X)}  = 0. Since
E{Tl\I<) = \ K { K - l ) E { h { Y u Y , ) - g ( Y 1) - g { Y 2) f  
= Opy E { h ( Y 1,Y2)2 + g(Y1)2}},
then, assuming we have proved the central limit theorem for Ti, the contribution of 
T2 to (6.35) will be asymptotically negligible if we show that
var (T2\K) /  var {{K -  l)Ti \K}  -> 0 ,
which is equivalent to proving that
E{h(Y1,Y2)2} /{uEg(X )2} 0^. (6.37)
Now,
£{(log | |«  -  y2|| -  log«)2 /(Hy, -  «II < «)}
= r ( . o g 4 - i o g u)2^ ( i i « - « n < o
Jo
= o|J (log u — log t) t2(2~aC l I 
= 0{u 2^ ) ,
using (6.30) and integration by parts. Note too that (qx — logu)2p(u) has the same 
order, since
{£(log HFi -  Y2\\ I HU -  y2|| < ti) -  log u}2p(u)
= p(“)_1|  J (log* -  logu)dP(||«  -  «II < t ) l
=  0{u2{2~a)).
Therefore, recalling the definition of /i(Th, V2 ), and noting that
E{h(Yu Y2)2} = £{(log II Vi -  >2 II -  log u f  /(||Yi -  r 2|| < u)
+(log IIY\ -  >2 II -  log u)(log iL -  qx) I{\\Yi -  Y2II < u) 
+ ( \ o g u - q 1)2I(\\Y1 - Y 2\ \< u ) } ,
it may be shown that E{h(Yi ,Y2)2} = 0{u2^ 2~a )^. (The middle term on the right- 
hand side may similarly be shown to be of order u2^ 2~a\ )  Hence, (6.37) will follow 
if we prove that
P(u) /{uEg(X)2} ->0. (6.38)
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Define g\(x)  = (logu — <?i — 7) P(||a: — X || <  u) and
g2(x) = £{ (lo g u  -  log ||x -  X\ \ ) I ( \ \x  -  X\\  <  u)} ~ l P { \ \ x  -  X\\ < u) =  Q{u , x ) .
Then g =  g\ — g2. In view of (6.31),
l s i ( z ) l  =  I (p_19 - 7 ) ^ ( l k -  V || <  u)  I
< C u ^ P d l a - X H ^ u ) ,
where C depends on neither u nor x. From this it may be proved that gi makes a 
negligible contribution to g in deriving (6.36) and (6.38). Therefore, it suffices to 
establish those results in the case where g(x)  is replaced by Q(u,x) \  but there, they 
follow directly from (6.33) and (6.34), on recalling tha t v u2~a —»• 00:
£{|q(u,x)|w> 
i / / 2{varQ (u,X )}<l+*/2> 
p ( u ) / { v  EQ( u , X) ' 2}
= o { ( ^ ( 2-»>)-5/2},
This completes the proof of (6.29), and hence of the theorem.
P ro o f o f L em m a 6.3. To simplify our argument we shall assume that the function 
b is Holder continuous with exponent e E (0,/3 — 1). In this case, (6.17) may be 
w ritten as
\X(x) — {a(u)||a; — u|| a +  6(u)||z  -  u|| ß} \ < C\\\x -  v\\e ß , (6.39)
where C\ > 0. An additional argument, with more complex notation, is needed to 
treat the case where b is only continuous.
W rite x  =  (r cos 0, r sin 9)T and X  =  (R cos 0 , i?sin 0 ) T, where 0 <  r, R  <  00 
and 0 <  0, 0  < 2tt; and put V = cos(0 — 0 ) . In this notation, ||;r — X\ \2 =  
r 2 + R 2 — 2r R V , and so
P(\\x — X\\ < u) = P { { R - r V ) 2 < u 2 - r 2{ l -  V 2)}
=  P[rV — { u 2 — r 2(l — V,2)}1/2 <  fi <
+ { u 2 -  r 2(l -  V/2)} 1/2, u2 -  r 2( 1 -  V 2) > 0] . (6.40)
Define /  =  A /(/^  A) and assume without loss of generality v = 0. Under the same 
conditions as in Lemma 6.3, there exist constants a i , C2, s 0 > 0 and 61 such tha t
\ f ( x)  -  (« i||x || “ +  i>i||x|| 7 1  <  Cj IIx II“ ß (6.41)
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for ||a:|| <  So, and f ( x )  =  0 for ||x|| >  s0. (Indeed, a i =  a (u )/ f n  A, 6i =  b(v)/  f n  A.) 
Put
so
s 1~^ds , 0 < f  < 2,
and let VP, 5 i, 52, 53 be independent random variables, W  having the distribution of 
cos $  where 4/ is Uniformly distributed on (0,27t), and S i, S 2, S3 having respective 
densities c(a) 61_a, c(ß) s l~f3 and c(ß — e) s 1+e_ö for 0 < s <  s0, where it is assumed 
th a t e is so small tha t ß — e > 1. Define D = {u2 — r 2(l — VP2)}1/2 and
7r,-(tx, r) =  P { r W  -  D < Sx < r W  +  D , u 2 -  r 2(l -  VP2) >  0} .
In view of (6.41) we may choose a function (,  with the property |£(a;)| <  1 for 
x  € IR2, such tha t
/(*)=« iM r+6111*11-'*+c2 c(*)ii*ir/’.
P ut di = 2nai/c(ct),  d2 =  2nbi/c(ß)  and d3(x) = 27vC2( ( x ) /c(ß  — e), where C2 is 
as in (6.41). If we write r — ||a;|| and R = ||X ||, then it follows from (6.40) tha t for 
some suitable s € (0,$o] with d3 =  d3(s),
P(\\x -  X || <  u) =  P { r W  -  D < R < r W  + D ,u 2 -  r 2( 1 -  VP2) >  0}
=  f  P { \ y  — rW\  < D , u 2 — r 2(l -  VP2) >  0}
J  0< y< so
x27r{a1y 1~a +  bxy l~ß +  C2 C(y ) y l+e~ß } dy 
3
=  ^d iTT i (u ,  ||x ||) . (6.42)
i = l
Let =  a , {2 =  ß  and {3 =  /? — e, and put e; =  c(£;) (2 — f;)_1 =  Observe
th a t r  <  u (l — W 2)1!2 and tha t for r < u. r W  — D < 0. Then, with W0 =  \W\  and 
U = u / ( l  — W q)1!2, we have
7Tj(u,r) =  P { r W  -  D < S, < r W +  D. u2-r 2(l -  W 2) >0, r  <  u}
+ P { r W  -  D < S, < r W  + D, u2 -r 2(l -  W 2) >  0, r  >  u}
=  I ( r  < u) P{Si < r W  + D)
+ P(u < r < U, W >0, rW  -  D < S, < rW  + 
= | [ / ( r  <  u ){P (S ; <  r W 0 + D) + P (S , <  - r W 0 +  D)}
+P( u  < r < U,rW0 -  D < S, < +  £ ) ]
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=  | e z£ : f / ( r < t i ) ^ [ m i n { ( - i y r H / o  +  ^ , 5 o } ] 2 *
'  j=i
+ / ( u  <  r  < { / ) [{  min(rW/0 +  £), so)}2 { min(rH/0 - -D,s0)}2
<  C3[ l { r < u ) u 2- (' + E { l ( u < r < U ) ( r W 0)l- (-}u},  (6.43)
since D <  u for 0 < r  <  U and the leading term s in the expansion of (rlfo  +  D)2~^1 
and (rWo — D )2~^ cancel each other. For 1 <  £ < 2,
E [ l { u  < r <  (1 -  Wo)- 1/2u}Wo1- ]^
< C4 f  — w2)~1^ 2 dw
J  { l  —( u / r ) 2}1/ 2
< C4{1 — (u /r)2}^ 1-^ /2 f  (l — w)~1/f2dw
l - ( n / r ) 2 >
< C5 m in(l, u / r ) ,
and so
iri(u,r) <  Ce{w2 /(r  <  u) +  w2r  ^ / (r  > if)} . (6.44)
By (6.42) and (6.44),
|Q (u,z)| =  f  ^  (*-1 -  7u~l ) dtnj(u, ||a:||) dt
Jo<t<u l=1 
3
< CV X I  ^(IMI <  w) +  ti2| | a | r €i / ( M  > «)} ,
t = 1
and hence th a t for all sufficiently small 5 >  0,
£{ic(u,x)p+i} < £{i«2-?'/(iixii < u)i2+s + |u2iixir«-/(ii i^i > )^i2+s}
=  0 (iP2- “><3+{>),
whence follows (6.33).
Define Qi(u,x)  = f 0<t<u “  ^11 <  *)<**» Q2(u ,z )  =  7 ^ ( lk  ~  ^11 <  u )*
In this notation, Q =  Qi — Q2, and so
E { Q ( u , X ) 2} = E i Q ^ X ) 2} + E { Q 2( u , X ) 2} -  2E{Q1( u , X ) Q 2( u , X ) } .
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We establish (6.34) by (a) proving asymptotic formulae for the three term s on the 
right-hand side, each of the form ~  const. W3(2_Q:); and (b) putting  the formulae 
together and checking tha t the constants do not cancel. For brevity we shall outline 
only the most complex part of step (a), proving th a t as u 0,
E{Qi(u ,  X )2} ~  const. u3 2^~a^ . (-6.45)
Results (6.42) and (6.44) imply that for some 6 > 0,
3
E i Q ^ X ) 2} = £{^^(«,11X11)^,11X11)}
i , j = 1
=  d\r  + 0 (« 3(2- “)+i) , (6.46)
where
T =  [  [  ( M 2 ) - 1  £ { 7 T i ( * i , | | X | | ) 7 T i ( t 2 , \\X\\)}dti dt2 .
Jo Jo
We may prove from (6.43) that
T ~  \ e \  f  ( \ t lh Y ' E [ f \ ( l ( S , < U ) T { ( - i y S l W0
*J' °  M = 1  j =  1
+ (Uf — S 2) 1/2( l -  W j)1/2} 2_"
+I(ti<s1< { /,)[{S 1Wo+ {uf -  S?)1/2( l -  W02) 1/2} 2““
-{S .I^ o  -  (Uf -  S f ) 1/2( 1 -  ^ 02 ) 1 / 2 } 2 ' “ ] )  }  dtl dt2 .
On the right-hand side, replace Si by 5 and replace the expectation over W0 and 
S  by an expectation over Wo and an integral in 5 over 0 < s <  So, against the 
element c(a)s1~ads. Now make the changes of variable s = uz  and t{ = uyi , for 
i = 1,2, where 0 < z < so/u  and 0 <  yi < 1. The indicator functions I (S \  <  U) and 
I(U < S 1 <  Ui) change to I ( z  <  yi) and I{yi < z <  yz( 1 — W02)-1//2}, respectively; 
S iW 0 ±  (Uf — 5 2)1/,2( 1 — W 2)1/2 changes to u[zW0 ±  {yf  — (1 — Wq)z2Y ^ 2}\ and 
s l~°ds changes to u2~az 1~adz. Take u3 2^~aS) outside the triple integral as a constant 
factor. Then, the integrand is nonnegative, the integral depends on u only through 
the upper bound sq/ u to 2, and the infinite integral over 2 converges. Therefore, 
r  ~  const. u3(2-a) as u —» 0, where the constant is positive. Result (6.34) follows 
from this formula and (6.46).
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The argument leading to (6.42) also gives
P = p{u) = P(\\Yi -  Y2II < u) = ^  didjE{ni(u,Sj)}
i,j= 1
+0 E E  E{*i(u’si)}
ij
as u —V 0, where YhYhj  denotes summation over 1 < i , j  < 3 such that at least 
one of i , j  equals 3. Using (6.43), and making changes of variable similar to those 
discussed in the previous paragraph, we may prove that if t (in the definition £3 = 
ß — e) is sufficiently small,
E{ni(u,  Sj)} = C(i ,j)  u4 ^ + 0 (u 2(2 s^))
for 1 < i , j  < 3, where C(i , j )  = C( j t i) is a constant, C ( l ,l)  > 0, and C (l,2) 7^  0 
equals a nonzero constant multiplied by 61 (see (6.41) for b\). Hence,
p(u) = d\ C( 1,1) u2(2~a) + 2d,d2 C( 1,2) u4~a~ß + 0 (u 4- a~ß+5)
for some 6 > 0. Therefore, with 7 = {2(2 — a)}-1, 
q = q(u) = (  t~lp(t)dt
Jo
= d\ C( 1, l b u 2(2- a) + 2d,d2 C{ 1,2) (4 -  a  -  ß)~l u4~a~ß + 0(u4~a~ß+s).
In consequence,
p- 'q  = 7 +  2 d ^ d 2 C( 1 ,1 ) '1 C (l,2) 0)X u°~ß +  .
4 — a — p
This establishes (6.31).
6.8 N u m erica l S tudy
We first analysed simulated data, to assess the performance in finite samples of the 
methods proposed in Sections 6.3 and 6.4. The results are reported in Sections 6.8.1 
and 6.8.2, and provide insight into methods appropriate for real data. With the 
benefit of this experience we applied our methods to data on seismic events in the 
vicinity of Tokyo. The results obtained are summarised in Section 6.8.3.
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(a): a = 0.5 (b): a = 0.8
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Figure 6.2: Simulated Poisson point process data on [—1, l]2. Plots in panels (a)-(d) 
correspond to pole strength a  = 0.5, 0.8,1.2 and 1.5, respectively.
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3 O
1 .5 ----------
1 .2 ---------
u
Figure 6.3: Plots o f a(u) for the four simulated datasets displayed in Figure 6.2. 
The scale of u is logarithmic.
6 .8 .1  S im ulated  D a ta  w ith ou t N o ise
Figure 6.2 displays typical scatterplots of simulated Poisson-process da ta  in the 
region IZ = [— 1,1]2, with a  =  0.5, 0.8, 1.2 and 1.5, and the pole at (0,0). The 
data  were generated by (a) choosing a Poisson-distributed random variable M  with 
mean 200 x 31/2, (b) conditional on M, generating M  independent values of the 
pair (U ,V)  of independent random variables, where U is Uniform on [0,31//2] and V  
is Uniform on [0,1], (c) computing the M  points obtained by going out a distance 
UlP2~a) from the origin and rotating through an angle 2?rV  with respect to the 
rr-axis, and (d) retaining only those N  points tha t lay within IZ. The result is a 
spherically symmetric Poisson point process with a pole of strength a  at the origin
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7 ----------
1 .5 ---------
1 .2 ---------
u
Figure 6.4: Plots of a(u) for the four simulated datasets displayed in Figure 6.2. 
Vertical lines, of the same line type as those for the respective estimates, correspond 
to that half of the data nearest to v being utilised.
and, on average, 200 points within the circle of radius 1 centred at (0,0). (The 
Poisson process was generated in a larger region than necessary since, in Section 
6.8.2, we shall add noise to it.)
The information depicted in Figures 6.3 and 6.4 is calculated from the data sets 
presented in Figure 6.2. To estimate the pole, v = (0,0), we followed a slightly 
modified version of the prescription in Section 6.4.1. We divided the region 1Z into 
a 500 x 500 grid, and took S (w ,r ) to be a closed disc with its centre w on one of 
the grid points. For each m = 20 ,... ,50, we estimated v as that value of w which 
allowed the disc to have smallest radius, subject to containing at least m points,
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which corresponds to including approximately 10% to 25% of the data in the disc. 
We took v to be the average of these re’s over the different values of m.
As expected, the accuracy of the estimates increased with increasing a. The 
estimated poles for the respective datasets depicted in Figure 6.2 are (—0.39, 0.010), 
(0.069,0.034), (0.027,0.016) and (-0.0037,-0.0016). Bias and mean squared error 
of estimates of v and a in this section were obtained from a separate simulation 
study, but for the sake of brevity, we do not report them here.
Figure 6.3 illustrates values of the interpoint distance estimate, a, as a function of 
the threshold parameter, u. As predicted from our theoretical results, the estimator 
performs poorly when a is close to 1, and breaks down completely when a < 1. For 
a sufficiently greater than 1 the estimator performs well, being surprisingly robust 
against choice of u. Nevertheless, bias tends to increase with u.
Figure 6.4 shows estimates of d, defined by minimising the quantity at (6.4), as a 
function of i f ,  the radius of the larger disc S 2 . Vertical lines are drawn through those 
values of u which correspond to using half the data closest to v. For simplicity we 
took the smaller disc <Si to have zero radius. As indicated by the theory described 
in Section 6.7, the convergence rate is slower for smaller a. This may be seen from 
the fluctuations of the estimates for a = 0.5 or 0.8.
6 .8 .2  S im ulated  D a ta  w ith  N o ise
To the Poisson points generated in Section 6.8.1 we added independent Gaussian 
N(0, a I) vectors. Figures 6.5 and 6.6 depict the cases a = 0.01 and 0.05 respectively. 
The effects of noise are more prominent for datasets with strong poles, as indicated 
by the dispersions of data points around the poles. The main effects on the graphs 
in Figures 6.3 and 6.4 are to pull the curves down and (for Figure 6.4) to increase 
the slope of the curve. See Figures 6.7 and 6.8, which depict the cases a(u) and 
a  (if) respectively. It may be seen from the figures that the curves are pulled much 
further down for large a.
To counteract this problem we investigated the method suggested in Section 
6.6, which incorporates noise into the approximate likelihood model. Figure 6.9 il­
lustrates the two-parameter log-likelihood surface log{Li(Ab,. . . ,  X n \v, a, <r)}, with 
L\ defined at (6.8), in the case where the true value of a is 0.05. (We took S  to 
be the square [— 1, l]2.) Each likelihood surface was obtained by evaluating the 
log-likelihood function on a 10 x 10 grid. The integrals in the log-likelihood func-
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(a): a = 0.5 (b): a = 0.8
(c): a = 1.2 (d): a  = 1.5
Figure 6.5: Simulated Poisson point process data on [—1,1]2 with noise a = 0.01. 
Plots in panels (a)-(d) correspond to pole strength a = 0.5,0.8,1.2 and 1.5, 
respectively.
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Figure 6.6: Simulated Poisson point process data on [— 1,1 ]2 with noise o = 0.05. 
Plots in panels (a)-(d) correspond to pole strength a = 0.5,0.8,1.2 and 1.5, 
respectively.
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(a): a = 0.01
(b): a = 0.05
Figure 6.7: Plots of a(u ) for noisy Poisson data,. Panels (a) and (b) depict the case 
for <r =  0.01 and 0.05 respectively.
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(a): a = 0.01
(b): c = 0.05
Figure 6.8: Plots of a(u) for noisy Poisson data. Panels (a) and (b) depict the case 
for <r =  0.01 and 0.05 respectively.
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(a): a=0.5 (b): a=0.8
0
Figure 6.9: Plots of the two-parameter likelihood . . . ,  X n \v, a, cr), for the
data shown in Figure 6.6. Panels (a)-(d) depict a  = 0.5, 0.8, 1.2 and 1.5 respec­
tively, in the case o — 0.05. The «r-axis is indexed by A;, representing k units of 
(j x 10~2.
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a Bias
(a)
Std. Error MSE Bias
(b)
Std. Error MSE
0.5 - 0.069 0.116 1.8 x 1(T2 - 0.049 0.123 1.8 x 10"2
0.8 - 0.055 0.074 8.5 x 10"3 - 0.012 0.076 5.9 x 10“3
1.2 - 0.074 0.063 9.5 x 10~3 0.012 0.097 9.5 x 10-3
1.5 - 0.059 0.065 7.7 x 10“3 0.057 0.092 1.2 x icr2
Table 6.1: Bias, standard error and mean squared error o f estimates o f a, described 
in Section 6.8.2. Columns (a) and (b) give estim ated bias, standard error and mean 
squared error of d , where a  is obtained by maximising L\{X\ , . . . ,  X n \v, a , a) for 
a =  0 and 0.05 respectively.
tions were computed numerically, using standard quadrature subroutines in the NAG 
library for Fortran.
Note particularly the tendency for the likelihood ridge to trend slightly upwards, 
in the direction of larger cPs, as a increases. That property reflects the rather small 
amount of information tha t is available about dispersion in noisy point process data, 
and indicates tha t estim ation of <r is not a practical proposition. However, given a 
range of potential values of <r we may compute corresponding estim ates of a .
Taking a  to be the value of a  tha t maximises L \ ( X i , . . . ,  X n \v , a , 0) we obtain 
estim ates a  = 0.41, 0.71, 1.23 and 1.46 when the true values are a  = 0.5, 0.8, 1.2 
and 1.5, respectively. If we maximise L \( X \ , . . . ,  X n \v , a , 0.05) we obtain instead 
a = 0.43, 0.72, 1.32 and 1.65. Table 6.1 reports estim ated bias, standard error and 
mean squared error of estimates of a .
6 .8 .3  K an to  E arthquake D a ta
The spatial distribution of earthquakes in the Kanto region is of great interest to 
most seismologists because of the complicated nature of plate interactions which 
occur there, namely the Phillipine Sea, the Eurasian and the Pacific plates. In 
the region where we analysed pole movements, the situation is further complicated 
by volcanic activities. The paper by Ogata, Imoto and K atsura (1991) gives more 
detailed discussion on the tectonic movements in the Kanto District.
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Kanto Epicentre (1980): 
Intermediate events (36 km <= depth < 80 km)
37.0-
36.5-
§ 36.0-
Tokyo ■
Kawasaki b\ 
Yokohama35.5-
35.0-
141.5
longitude
Figure 6.10: Map of 1980 Kanto earthquake epicentres corresponding to magnitude 
at least 2.2 and depths D{ in the range 36km < Di < 80 km. The box indicates the 
region chosen for detailed analysis.
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(a): 1980 (b): 1982
139.8 140.0 140.2 140.4
longitude
139.8 140.0 140.2 140.4
longitude
(c): 1984
(e): 1991
(d): 1987
139.8 140.0 140.2 140.4
longitude
140.2 140.4139.8 140.0
longitude
Figure 6.11: Epicentres within the box region for the years 1980, 1982, 1984, 1987, 
1991 and 1993. The geographic location of the box region is the same as for Figure 
6 . 10.
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(a)
1993 ----------
( b )
1993 ----------
u
Figure 6.12: Plots of a (u ) and d(u) for the six years of earthquake data shown in 
Figure 6.11. Panels (a) and (b) depict d and d  respectively. We treat the longitudes 
and latitudes as Cartesian coordinates.
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Kanto Intermediate Events (36 km < depth < 80 km)
Year N min max vx V y a
1980 217 2.20 4.48 140.123 35.596 1.46
1982 198 2.20 4.84
(1.70 x 10~3) 
140.125
(1.92 x 10“3) 
35.645 1.22
1984 197 2.00 4.97
(6.54 x 10~3) 
140.136
(5.94 x 10“3) 
35.632 1.16
1987 235 2.00 5.02
(7.86 x 10~3) 
140.103
(7.17 x 10"3) 
35.660 1.23
1991 225 2.00 5.06
(5.13 x 10"3) 
140.116
(5.22 x IO“3) 
35.654 1.33
1993 219 2.00 4.26
(3.60 x IO’ 3) 
140.111
(3.51 x IO"3) 
35.629 1.09
(7.26 x 10“3) (7.80 x 10"3)
Table 6.2: Summary of data and analysis for the Kanto intermediate-depth events. 
Minimum and maximum magnitudes, on the Richter scale, are denoted by min and 
max, respectively. Positions of estimated poles are given by v = (vx,vy). The last 
column lists estimates of a. The bracketted values give estimated standard errors 
of pole estimates, obtained from simulated data.
We first analysed pole strength, using Kanto earthquake data for the years 1980, 
1982, 1984, 1987, 1991 and 1993. A map showing the epicentres for 1980 is displayed 
in Figure 6.10. We chose to analyse those events which lie between 139.8° and 140.4° 
longitude and 35.3° and 35.9° latitude, indicated by the box on the map. Tokyo, 
Kawasaki and Yokohama are situated on the western side of the bay intersected by 
the box. Data within this box, for all six years, are illustrated in Figure 6.11. Note 
that because of different scaling of the longitude and latitude axes in Figure 6.10, the 
boxes in Figure 6.11 are square, whereas those in Figure 6.10 are rectangular. Apart 
from 1980 and 1982, when only events with magnitude at least 2.2 were included, all 
events had minimum magnitude 2.0. This ensured that different datasets contained 
approximately equal numbers of points.
The depths, A , of events studied in our analysis were in the range 36 km < A  <
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(a): 1980 (b): 1982
(e): 1991 (f): 1993
Figure 6.13: Plots of the two-parameter likelihood, Li, for the Kanto datasets. 
Results for all six years are shown in panels (a)-(f). The a-axis is indexed by k , 
representing k units of cr~2.
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Year
Kanto Shallow Events (depth < 36 km) 
Longitude Latitude N  min vx V y
1980 139.0,139.3 34.8,35.1 222 1.9 139.186 34.966
1983 139.0,139.3 34.8,35.1 238 1.9 139.200 34.938
1984 139.1,139.4 34.8,35.1 383 1.9 139.217 34.928
1986 139.0,139.3 34.8,35.1 207 1.9 139.175 34.948
1987 139.1,139.4 34.8,35.1 489 1.9 139.258 34.913
1988 139.05,139.35 34.8,35.1 237 3.0 139.195 34.951
1989 138.95,139.25 34.8,35.1 175 3.0 139.108 34.986
19931 139.0,139.3 34.8,35.1 337 1.9 139.177 34.937
19932 139.0,139.3 34.8,35.1 614 1.9 139.130 34.976
l : includes only events in January 
2: includes only events in May and June
Table 6.3: Summary  of  data and analysis for Kanto shallow events. The first two 
columns indicate locations of vertices of the box (i.e. S-j-v) used for detailed analysis. 
O ther notation is as in Table 6.2.
80 km, classified as “interm ediate” depths by Harte (1996). Numbers of points, N ,  in 
the datasets, and a summary of our results, are given in Table 6.2. More background 
information about the data may be found in H arte (1996).
Figure 6.12 depicts graphs of a(u)  or d(u) against u. They show the features 
th a t distinguish Figures 6.7 and 6.8 from Figures 6.3 and 6.4, indicating the presence 
of a small amount of stochastic noise. Therefore, we applied the method proposed 
in Section 6.6 and trialed in Section 6.8.2. We present the results here for the case 
where S  + v in the denominator of (6.8) is taken to be the box in Figure 6.10. 
Similar results were obtained with smaller regions, except th a t there are moderately 
erratic fluctuations due to small numbers of points in S.  Figure 6.13 displays the 
log-likelihood surfaces, having features broadly similar to those in Figure 6.9. The 
estim ates d  obtained by maximising L \ ( X \ , . . . ,  X n \v, a , 0) are given in Table 6.2, 
as too are the coordinates of v =  (vx, v y).
Referring to Figure 5.2, we see tha t by using the smallest interpoint distances, the 
Hill estim ator gives a dimension estim ate of around 1.9 for the whole Kanto region.
C H A P T E R  6. POLE E STIM A TIO N 139
o  _
CO
Figure 6.14: Estim ate o f intensity for data in Figure 6.10 between 139.5° and 141.2° 
longitude and 34.8° and 36.5° latitude. The estim ator was constructed using kernel 
m ethods, modified to produce the pole. The position of the pole is m arked by a 
cross.
Our interpretation is tha t the dimension estim ate gives a measure of the “average” 
strength of all different poles in the Kanto region. Using the equation at (6.5), this 
estim ate translates to a pole strength of about 1.05, which may seem relatively low. 
However, this is consistent with the results given in panel (a) of Figure 6.12, where 
each curve gives an estim ate of pole strength between 1.0 and 1.1. We suspect 
this is due to the noise effect of the data discussed in the previous paragraph. As 
larger interpoint distances are employed in measuring the dimension estim ate, the 
interpretation becomes less clear since those distances are mainly contributed by 
points from different clustered regions. Nevertheless, the gradual decrease in the 
dimension estim ate is consistent with the increase in the estim ated pole strength 
observed in panel (a) of Figure 6.12.
Figure 6.14 depicts a graph of point-process intensity for the 1980 data, illus-
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trated in Figure 6.10. Only those events that lie between 139.5° and 141.2° longitude 
and 34.8° and 36.5° latitude were analysed. The estimator was constructed using 
kernel methods, with the Gaussian kernel and bandwidth 0.05. Owing to absence of 
recording stations, data on offshore events can suffer seriously from error. The pole 
has been artificially created by adding pseudo-data in the vicinity of v and reducing 
the bandwidth to a very small value there.
Similar methods may be applied to shallow Kanto events, corresponding to 
depths of less than 36 km. Figure 6.15 displays those data, and brief descrip­
tions, together the values of pole estimates, are summarised in Tabele 6.3. Figure 
6.16 illustrates the migration of (estimates of) the pole over time. Arrows indicate 
chronological order, with points representing the years 1980, 1983, 1984, 1986, 1987, 
1988, 1989, 1993 (events in January) and 1993 (events in May and June). (No 
significant poles were apparent in omitted years; and 1993 was a year of unusual 
seismic activity.) If the data for all these years are plotted together, they appear to 
be clustered around a short pole line. In this case, however, the line is more appro­
priately treated as a sequence of simple poles. As pointed out by Professor David 
Vere-Jones through personal communication, the region in our analysis has signifi­
cant volcanic activity, and the behaviour observed may not be solely contributed by 
tectonic movements.
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1980 1983
138.8 139.0 139.2 139.4 139.6 138.8 139.0 139.2 139.4 139.6
1986 1987
1984
138.8 139.0 139.2 139.4 139.6
1988
138.8 139.0 139.2 139.4 139.6 138.8 139.0 139.2 139.4 139.6 138.8 139.0 139.2 139.4 139.6
1989 1993 (January) 1993 (May, June)
138.8 139.0 139.2 139.4 139.6 138.8 139.0 139.2 139.4 139.6 138.8 139.0 139.2 139.4 139.6
Figure 6.15: Display of Kanto shallow events, 1980-1993. Details of the data are 
given in Table 6.3.
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Kanto shallow events:
Migration of pole
139.10 139.20 139.25139.15
longitude
Figure 6.16: Migration o f pole for the Kanto shallow events, 1980-1993. The 
chronological order of the pole occurrences is indicated by arrows. Details of data, 
which correspond to the years 1980, 1983, 1984, 1985, 1987, 1988, 1989, 1993 
(January) and 1993 (May and June), are given in Table 6.3.
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