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SOFTWARE FOR DOING COMPUTATIONS IN GRADED LIE
ALGEBRAS
CLAS LO¨FWALL AND SAMUEL LUNDQVIST
Abstract. We introduce the Macaulay2 package GradedLieAlgebras for do-
ing computations in graded Lie algebras presented by generators and relations.
1. Introduction
In order to support computer based research on graded Lie (super) algebras, we
have developed the package GradedLieAlgebras as part of Macaulay2 [3].
The package has basic routines for computing Hilbert series, for doing operations
on ideals, subalgebras, derivations and maps. It also has support for construct-
ing holonomy Lie algebras of arrangements, computing homology and constructing
minimal models. For a full list of features, we refer to the documentation of the
package [5].
The algorithmic idea used in the package goes back to [7, Theorem 5.3], which
was used to identify a periodic structure in a certain 1,2-presented Lie algebra.
The first author then developed an algorithm and implemented that algorithm in
Mathematica [11], under the name Liedim [4]. That implementation has been cited
or referred to in a number of papers, see for instance [1, 6, 8, 9],
The aim of this paper is to describe the Macaulay2 implementation, which is a
major extension of the implementation in Mathematica.
In the next two sections, we discuss implementation details and present the algo-
rithmic theory used in the package. In the last section, we give a brief introduction
to using the package.
2. Implementation
In order to be able to use the built in operations in Macaulay2, we decided to convert
each computational step in the algorithm to a computation in a corresponding
polynomial ring, called lieRing. The ring structure of lieRing is however not used,
the computations are always performed in a certain degree.
Let {xi} be the set of generators in g. An iterated Lie product of the form
[xi1 , [xi2 , [xi3 , . . . [xim−1 , xim ] . . .]] is called a Lie monomial. In the program, Lie
monomials are identified with monomials in lieRing, and the Lie product of two
elements is performed by a repeated series of normal form computations in lieRing,
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were the normal form computations are being performed with respect to a fam-
ily of Gro¨bner bases in lieRing. It is important to understand that we only use
the Gro¨bner basis as a way of doing Gaussian elimination, and that there is no
connection to the Buchberger algorithm.
We now describe this correspondence in detail. To make the notation more easy
to follow, we will use a slightly different way of naming the generators than in the
program and we will also assume in this section that each generator in g has degree
one.
Each generator xi in g corresponds to n generators xi1, . . . , xin in lieRing, where
n is specified as the maximal degree which we can perform computations in. A
Lie monomial [xi1 , [xi2 , [xi3 , . . . [xim−1 , xim ] . . .]] in g is represented as a monomial
xi1mxi2m−1 · · ·xim1 in lieRing. The last index of a generator xij in a monomial in
lieRing is the position of xi (reading from the right) in the corresponding element
in g.
Remark 1. We were informed by Jo¨rgen Backelin that similar approaches of cod-
ing non-commutative monomials as commutative monomials have been considered
independently in [2, 10].
From the algorithm described in Section 3, it follows that the basis elements of
degree d are of the form [xi, ej ], with ej a basis element of degree d − 1. If the
element in lieRing corresponding to ej is equal to m, then the element in lieRing
corresponding to [xi, ej ] will be equal to xid ·m (here in fact we use the ring structure
of lieRing).
If ej is a basis element, but [xi, ej] is not, then xid ·m will be the leading monomial
of a polynomial in a reduced Gro¨bner basis associated to degree d. This polynomial
then has the form xid ·m−
∑
cimi, where each mi corresponds to a Lie monomial
in M which is also a basis element in degree d.
During the algorithm, the Gro¨bner basis of degree d is forced from the set of poly-
nomials corresponding to the elements in Mˆd which comes from the expressions (1),
(2), (3) and (4) in Section 3.
Since lieRing consists of a large number of indexed variables, we have decided not
to let the user access this ring. Instead, the default output of an element in M is
of the format generalExpressionLie, which is a list of the form {{coefficients},{Lie
monomials}}. However, this format has the drawback that we need special routines
to add or compare two different generalExpressionLie. To overcome this, we use
another polynomial ring, called mbRing, which is visible to the user. In this ring,
each generator corresponds to a basis element of g. This representation also has
the advantage that it reduces the size of the output in higher degrees.
3. Computing a vector space basis of a graded Lie algebra in a given
degree
A field k is given and char(k) = p ≥ 0. The Lie super-algebra g is given by a
positively graded set X of generators (with arbitrary super-degrees) and a set Y of
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degree-homogenous relations,
y =
∑
x∈X
λx,yx+
∑
i
[gi,y, hi,y],
where for all i, x ∈ X and y ∈ Y , λx,y ∈ k and gi,y, hi,y ∈ F(X), the free Lie algebra
on X . Throughout this section we will use the following example to illustrate the
steps in the algorithm.
Let k=Z/3Z. The generators are X = {a, b, c} where a is odd and b, c are even and
a, b have degree 1 and c has degree 2. The relations are Y = {[a, a], [b, [b, a]]− [a, c]}.
We want to compute a basis in degree 3 and we will use
lieRing=Z/3Z[a1, b1, c1, a2, b2, c2, a3, b3, c3] with GRevLex, where ai, bi have degree
one and ci has degree two for i = 1, 2, 3.
The program constructs, degree by degree, starting with degree 1, a graded g-
module M . The g-module operation on M is denoted g.m, where g ∈ g and
m ∈M . There is also a g-module map def : M → g. Assume n ≥ 1 and everything
is done in degree < n. This means that def : M<n → g/g≥n is an isomorphism of
g-modules with inverse fed. If deg(g) + deg(m) ≥ n, g.m is defined to be zero.
In the example we have that {a1, b1} is a basis in degree one and {b2a1, c1} is a basis
in degree two. We also have the reduction rules a2a1 → 0, a2b1 → −b2a1, b2b1 → 0.
Moreover, def(a1) = a, def(b1) = b, def(b2a1) = [b, a], def(c1) = c.
To constructMn, the first step is to construct a k-module Mˆn, with basis (x,m) for
all x ∈ X and basis elements m ∈M such that deg(x) + deg(m) = n together with
mx for all x ∈ X such that deg(x) = n. In a natural way we get an F(X)-module
Mˆ = M<n ⊕ Mˆn by first defining the action of X and then extend this action by
the derivation rule. Also def is defined on Mˆn by def((x,m)) = [x, def(m)] and
def(mx) = x. It follows that def is surjective in degree n.
In the example, we have Mˆ3 = {c2a1, c2b1, a3b2a1, a3c1, b3b2a1, b3c1}.
The next step is to divide out by a subspace Rn of Mˆn to obtain a g-module. For
this reason we compute
R = Y.Mˆ.(1)
It is indeed a subspace of Mˆn, since M<n is a g-module. A generating set for Rn
is obtained by computing y.m for each relation y and basis element m ∈ M such
that deg(y) + deg(m) = n.
In the example, the space R3 is spanned by [a, a].a1 = 2a.(a2a1) = 0 and [a, a].b1 =
2a.(a2b1) = −2a3b2a1, yielding the reduction rule a3b2a1 → 0.
We now apply Theorem 5.3 in [7] and obtain Mn as Mˆn modulo Rn and the ex-
pressions
∑
x
λx,ymx +
∑
i
gi,y.fed(hi,y) for y ∈ Yn,(2)
x.m+ ǫ(m,x)def(m).mx,(3)
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where the last expression is computed for all basis elements m ∈M and all x ∈ X
such that deg(x) + deg(m) = n. Here ǫ(m,x) is the sign of interchanging the
super-elements m and x.
In fact, using a linearization idea described in [7], the ”commutative” law (3) (the
computationally most heavy part) is in a first step only computed for x ∈ X such
that deg(x) ≡ 0 modulo p. A basis for the quotient space M˜n (with respect to (1),
(2) and the modified version of (3)) is computed, where the basis elements are of
the form x.m, (except mx for a generator x of degree n) and then the law (3) is
computed for these basis elements. The proof of the correctness of this procedure
needs also that
gi,y.fed(hi,y) + ǫ(gi,y, hi,y)hi,y.fed(gi,y)(4)
is zero for each y ∈ Yn and all i, and hence these expressions are included in the
definition of M˜n. Finally Mn is obtained from M˜n by factoring out (3) applied to
the basis elements x.m of M˜n.
In the example, the modified version of (3) gives nothing, while (2) and (4) gives
b.b2a1 − a.c1 = b3b2a1 − a3c1 =⇒ a3c1 → −b3b2a1,
b.b2a1 + [b, a].b1 = b3b2a1 − b.(b2a1)− a.(b2b1) = b3b2a1 − b3b2a1 − 0 = 0,
a.c1 + c.a1 = a3c1 + c2a1 =⇒ c2a1 → −a3c1.
Hence, M˜3 has the basis {b3b2a1, c2b1, b3c1}. Finally, (3) gives the reduction rule
c2b1 → −b3c1 yielding the basis {b3b2a1, b3c1} for M3 and def(b3b2a1) = [b, [b, a]],
def(b3c1) = [b, c].
4. Using the package
The main introduction on using the package is by means of the tutorials, which
are part of the documentation [5]. Here we give two small examples on possible
computations.
The most common way to construct a Lie algebra is by means of the constructor
lieAlgebra. Here is the example from section 3.
i2 : L1=lieAlgebra({a,b,c},{[a,a],{{1,-1},{[b,b,a],[a,c]}}},
genSigns=>{1,0,0},genWeights=>{1,1,2})
o2 : LieAlgebra
i3 : computeLie 5
o3 = {2, 2, 2, 3, 5}
i4 : basisLie 3
o4 = {[b, b, a], [b, c]}
Let us now give a short example on computing the homology of a Lie algebra.
i5 : L2=lieAlgebra({a,b,c},{[a,a],[b,b]},genSigns=>1,
genWeights=>{{1,0},{1,0},{2,1}},genDiffs=>{[],[],[a,b]})
o5 : LieAlgebra
All generators are odd, a and b have degree 1, and homological degree 0. The
generator c has degree 2, and homological degree 1. The differential is defined
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by a, b 7→ 0, c 7→ [a, b]. The dimensions of the homology can now be obtained
using homologyLie (the columns refer to the first degree and the rows refer to the
homological degree).
i6 : homologyLie 5
o6 = | 2 0 0 0 0 |
| 0 0 2 1 0 |
| 0 0 0 0 0 |
| 0 0 0 0 0 |
| 0 0 0 0 0 |
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