Abstract-We present a tool for parallel enumerative LTL model-checking and reachability analysis. The tool brings model checking to high-powered multi-core systems, as well as highperformance clusters. Boasting pluggable modelling language framework, it is possible to leverage the available parallel algorithms for multiple problem domains, by using suitable input language.
I. INTRODUCTION
In modern computer science, there are many applications for model checking. No doubt, a number of applications is placing great demands on model checkers -the models have become very large and vast resources are required to verify the desired properties. This is the case, for example, if we want to apply model checking algorithms to verification of specific properties of a complex biological model in order to verify consistency of predictions of the system behaviour with experimental data [1] .
However, even though contemporary hardware is capable of providing these resources, it is difficult to employ them efficiently in model checking: a tool is needed that would target high-performance parallel computers and clusters.
Historically, there have been two branches of DIVINE. First of those two, DIVINE Cluster [2] , targeted distributed-memory environments through use of Message Passing Interface [3] . However, in 2007, we have found that the existing DIVINE implementation is inadequate for contemporary shared-memory multiprocessors. Parts of the tool have been rewritten specifically for shared-memory systems and released as a separate tool, DIVINE MULTI-CORE [4] , [5] .
In the course of its development, it became clear that the distributed-memory branch of DIVINE would benefit from improvements that have been made in DIVINE MULTI-CORE. The current version, DIVINE 2.0 builds on both those branches. The shared-memory capabilities give the tool high performance on modern multi-core machines. Moreover, it can take advantage, through distributed memory, of multiple such systems at once, using the large aggregated memory to handle very complex models that do not fit the physical memory of a single computer.
Apart from the now-classical DVE modelling language, DIVINE 2.0 comes with a flexible model input system that allows for additional modelling languages to be used. The input model may be either interpreted by one of the builtin interpreters, or through an external interpreter that can be provided by 3rd parties, or the model may be compiled by an external compiler and loaded using a binary interface into DIVINE, providing further performance benefits.
Full source code of the tool can be obtained from [6] . As of this writing, the latest available version is first beta of 2.0.
II. MODEL-CHECKING ALGORTIHM
DIVINE is based on automata-theoretic approach to LTL model checking [7] . The DVE input language lets the user specify processes in terms of extended finite automata. These processes are then composed asynchronously to obtain the system to be verified. This system is in turn synchronously composed with a property process (negative claim automaton) obtained from the verified LTL formula through a Büchi automaton construction.
The resulting finite product automaton is then checked for presence of accepting cycles (fair cycles), indicating nonemptiness of its accepted language -which coincides with invalidity of the verified LTL property.
It is the fair cycle detection that happens to be the most time-consuming part of the model-checking process. It is also very memory-intensive, since the complete product automaton needs to be stored in RAM, and for moderately complex systems, the product automaton can have tens or hundreds of millions of vertices. With certain algorithms (including the one employed by DIVINE), the memory requirements can be smaller when the considered system contains an error: only the part of the system that the algorithm explored until it discovered the error needs to be stored. Unfortunately, this does not help with error-free models -and it is in the nature of model checking, that erroneous models often evolve into bug-free ones.
Since fair cycle detection is such a resource-intensive task, it is only logical to apply parallel algorithms. Unfortunately, it also happens to be a task that is hard to parallelise efficiently. Nevertheless, as DIVINE shows, it is definitely possible to outperform the strictly serial algorithms, even though the latter have better theoretical complexity. Moreover, with ongoing hardware development, the performance gap between best parallel and best serial algorithms will only widen.
III. USING THE TOOL
The input model can be provided in a DVE format, or, as outlined above, custom interpreters or pre-compiled binaries can be used. In case of a DVE model, the property needs to be specified either as an LTL formula or as a Büchi automaton. An example invocation of the tool for a model of Peterson's mutual exclusion protocol with four processes can be seen in Figure 1 . The LTL property states that a process enters the critical section infinitely often.
As shown in the figure, the input file to the verifier is a single DVE file that already contains a property process. Such a file could be written by hand (when the property has been specified as a Büchi automaton) or produced by divine-mc.combine, which takes a set of LTL formulae as input (in an .ltl file containing definitions of atomic propositions and the formulae). The divine-mc.combine script will produce a single DVE file for each property, which can then be used as an input for the verifier.
For external models, it is the responsibility of the interpreter or compiler in question to provide the full (i.e. including property) product automaton with marked accepting statesit is currently not possible for DIVINE to verify arbitrary LTL properties for models provided externally, although a limited support for such a mode is planned for a future release.
IV. IMPLEMENTATION AND EXPERIMENTS
DIVINE 2.0 is based on the POSIX Threads [8] standard for shared memory parallelism, and on Message Passing Interface [3] for distributed memory computations. The state space is partitioned into parts, each thread of each MPI node being responsible for vertices of its assigned part of the state space. Each thread maintains its own hashtable, exploring successors of states of its own part of the state space, and communicates with other threads when foreign states are discovered.
To test the tool's scalability, we have executed a small experiment using 10 identical machines, each with 4 Intel Xeon 5130 cores and 16G of memory, interconnected using offthe-shelf gigabit ethernet. We have used simple reachability on a model with very small states and very fast successor generation to stress the parallel algorithm. The results are shown in Table I . When using 3 worker and 1 MPI thread per node, the tool can use all 10 machines without any major speed regressions -to the contrary the time required is dropping with increasing number of machines employed (though using 12 or 14 nodes does not bring any further speedup). However, this places almost 160G of RAM at the tool's disposal, using stock hardware, while maintaining interesting speedup.
With all 10 machines in the test cluster (total of 40 cores), the overall speedup is over 8 and using 4 machines (and therefore 16 cores) of the cluster gives speedup of 4.6. For reference, using 16-cores in a single shared-memory machine, the speedup obtained on this model was around 6. Of course, the cluster's commodity ethernet interconnect cannot match the internal bus of the 16-core shared memory system, which is also clearly reflected in the test results.
V. FUTURE WORK Work is being done on graphical counterexample browser, which would greatly improve usability. Moreover, state space reductions and further optimisation is planned, to push the size of verifiable models even further.
Moreover, a new modelling language is being designed to replace the aging DVE format, with both an interpreter and a compiler (for high-performance model checking). The new language aims to improve modelling flexibility to facilitate modelling of wider array of system types.
