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Abstract
Prior studies of non-equilibrium dynamics using anisotropic hydrodynamics have used the rel-
ativistic Anderson-Witting scattering kernel or some variant thereof. In this paper, we make the
first study of the impact of using a more realistic scattering kernel. For this purpose, we consider
a conformal system undergoing transversally-homogenous and boost-invariant Bjorken expansion
and take the collisional kernel to be given by the leading order 2 ↔ 2 scattering kernel in scalar
λφ4. We consider both classical and quantum statistics in order to assess the impact of Bose
enhancement on the dynamics. We also determine the anisotropic non-equilibrium attractor of a
system subject to this collisional kernel. We find that, when the near-equilibrium relaxation-times
in the Anderson-Witting and scalar collisional kernels are matched, the scalar kernel results in a
higher degree of momentum-space anisotropy during the system’s evolution, given the same initial
conditions. Additionally, we find that taking into account Bose enhancement further increases the
dynamically generated momentum-space anisotropy.
PACS numbers: 12.38.Mh, 24.10.Nz, 25.75.Ld, 47.75.+f, 31.15.xm
Keywords: Quark-gluon plasma, Relativistic heavy-ion collisions, Relativistic hydrodynamics, Anisotropic
hydrodynamics, Boltzmann equation, Scalar field theory
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I. INTRODUCTION
Understanding the relativistic dynamics of out-of-equilibrium systems is of great impor-
tance in both astrophysics and particle physics. In the context of particle physics, such
questions arise, for example, in the study of the high energy-density matter created in ul-
trarelativistic AA, pA, and pp collisions [1–3]. In the astrophysical context, such conditions
are created, for example, during the final stages of binary blackhole or neutron star inspiral
[4, 5]. In the study of heavy-ion collisions, one is naturally led to the study of relativis-
tic fluids which are highly momentum-space anisotropic in the local rest frame [6–9]. This
momentum-space anisotropy is dynamically generated by the rapid longitudinal expansion
of the matter created in high-energy heavy-ion collisions. Despite these momentum-space
anisotropies, it has been found that the evolution of the quark-gluon plasma (QGP) created
in heavy-ion collisions is well-described by dissipative hydrodynamics. This success has been
attributed to the existence of an anisotropic non-equilibrium attractor that drives the “hy-
drodynamization” of the system on a sub fm/c timescale in the center of the plasma [10–16].
Faced with the existence of an anisotropic dynamical attractor, it is natural to consider flu-
ids that have intrinsic, and potentially large, momentum-space anisotropies. The framework
of anisotropic hydrodynamics (aHydro) was introduced some years ago [17, 18] to do just
this and has since been extended and applied to QGP phenomenology [19–35] (for a recent
aHydro review see Ref. [9]).
One limitation of all prior aHydro works is their use of the Anderson-Witting collisional
kernel [36], which is otherwise known as the relaxation-time approximation (RTA). This
collisional kernel, while being non-linear due to the Landau matching of the equilibrium
and non-equilibrium energy densities, is still conceptually based on a near-equilibrium limit
for the collisional kernel. It is expected that, as the system becomes highly-anisotropic
in momentum-space (far from equilibrium), the intrinsic non-linearities in more realistic
scattering kernels could become important to the dynamical evolution and the associated
non-equilibrium attractor. In fact, a given collisional kernel can be mapped to an infinite
set of transport coefficients in the language of all-order viscous hydrodynamics. In this pa-
per, we make the first attempt to consider a more realistic scattering kernel in the context
of aHydro by considering the leading-order (LO) collisional kernel stemming from 2↔ 2
scattering in massless λφ4 theory using both classical and quantum (Bose) statistics. For
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this conformal theory, it is possible to reduce the necessary ingredients to a finite set of
numerically tabulated functions of the momentum-space anisotropy parameter(s) with the
scale dependence appearing as an overall multiplicative factor. In this first work, we con-
sider a transversally homogeneous and boost-invariant system undergoing 0+1d Bjorken
expansion and compare to results obtained using RTA. We demonstrate that the choice
of the collisional kernel affects the dynamics quantitatively but not qualitatively. We fur-
ther demonstrate that, when the shear relaxation times are matched, the system develops a
higher level of momentum-space anisotropy when using the classical scalar kernel than when
using RTA. We also find that incorporating quantum statistics further increases the level of
momentum-space anisotropy developed during the evolution.
The structure of the paper is as follows. In Sec. II we introduce the Boltzmann equation
and the LO scalar collisional kernel that will be used herein. In Sec. III we compute the
necessary moments of the collisional kernel in RTA for purposes of comparison with the LO
scalar moments. In Sec. IV we match the LO scalar and RTA moments by requiring that
they have the same near-equilibrium relaxation time. In Sec. V we present the general form
of the 0+1d aHydro equations of motion that result from taking moments of the Boltzmann
equation. In Sec. VI we present representative numerical solutions of the aHydro equations
of motion, comparing the LO scalar collisional kernel and the RTA collisional kernel. In
Sec. VII we present the non-equilibrium dynamical attractor emerging from kinetic theory
with the LO scalar collisional kernel for both classical and quantum statistics. In Sec. VIII
we provide our conclusions and an outlook for the future.
Conventions and notation
Unless otherwise indicated, the Minkowski metric tensor is taken to be “mostly minus”,
i.e. gµν = diag(+,−,−,−). We define the Lorentz-invariant integration measure
∫
dP ≡
∫
d4p
(2pi)4
2piδ(pµpµ −m2) 2θ(Ep) =
∫
d3p
(2pi)3
1
Ep
, (1)
for a four-vector pµ = (Ep,p). In what follows, we will work in the massless limit m → 0
such that Ep = |p|.
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II. BOLTZMANN EQUATION WITH 2↔ 2 SCATTERING
The Boltzmann equation for 2↔ 2 scattering of identical particles (kk′ → pp′ as depicted
in Fig. 1) is
pµ∂µfp = C[fp] , (2)
with
C[fp] =
1
32
∫
dKdK ′dP ′ |M|2 (2pi)4δ(4)(kα + k′α − pα − p′α)F(k, k′, p, p′) , (3)
where fp = f(p), etc. and
F(k, k′, p, p′) ≡ fkfk′(1 + afp)(1 + afp′)− (1 + afk)(1 + afk′)fpfp′ , (4)
with a = 0 or 1 for classical or quantum (Bose) statistics, respectively, kα, k′α, pα, and p′α
are understood to be four-vectors of the form kα = (Ek,k), etc., and M is the transition
amplitude. Although written as four-vectors, all momenta are understood to be on-shell
such that, e.g., Ek =
√
k2 +m2. We will take the massless (conformal) limit, which implies
that for on-shell particles Ek = |k| ≡ k, etc.
k
k’
p
p’
FIG. 1. Generic two-to-two scattering diagram.
We will assume that all distribution functions appearing above are of Romatschke-
Strickland (RS) form [37]. For example,
fp = feq
(
1
Λ
√
p2⊥ + (1 + ξ)(p · nˆ)2
)
, (5)
with feq(x) = 1/[exp(x)− a] with again a = 0 or 1 for classical and Bose statistics, respec-
tively. In what follows, we will assume that nˆ is a unit-vector along the z-direction and
hence p⊥ is confined to the xy-plane. Here −1 < ξ < ∞ is the anisotropy parameter and
Λ is the scale parameter. Both ξ and Λ should be understood to be functions of spacetime.
Below we will explicitly consider the case of a transversally homogenous and boost invariant
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system undergoing Bjorken expansion (0+1d), in which case ξ and Λ become functions of
only longitudinal proper-time τ .
To proceed, one can take moments of Eq. (2) using the integral operator.
Oˆn g = Oµ1µ2···µn [g] ≡
∫
dP pµ1pµ2 · · · pµn g(p) . (6)
For a general moment of the Boltzmann equation, one obtains
∂µI
µν1ν2···νn = Cν1ν2···νn , (7)
where
Iµν1ν2···νn ≡
∫
dP pµpν1pν2 · · · pνnf , (8)
and
Cν1ν2···νn ≡
∫
dP pν1pν2 · · · pνn C[f ] , (9)
are the moments of the distribution function and collisional kernel, respectively.
In number and energy-momentum conserving theories, one finds that the first two mo-
ments of the collisional kernel vanish by symmetry, i.e. C = 0 and Cµ = 0. The second
moment of the collisional kernel enters into the equation of motion for the third moment of
the distribution function
∂λI
λµν = Cµν , (10)
with
Cµν = 1
32
∫
dKdK ′dPdP ′ |M|2(2pi)4δ4(kα + k′α − pα − p′α)F(k, k′, p, p′)pµpν . (11)
To apply the four-dimensional delta function, we use Eq. (1) to write∫
dP ′(2pi)4δ(4)(k + k′ − p− p′) =
∫
d4p′ 2piδ(p′αp′α) 2θ(Ep′)δ
(4)(kα + k′α − pα − p′α)
= 4piδ
(
(k + k′ − p)2 − (k+ k′ − p)2
)
θ(k + k′ − p) . (12)
The argument of the delta function has solutions when k + k′ − p = ±|k + k′ − p| and
the theta function selects the positive solution. Both solutions obey
(k + k′ − p)2 = (k+ k′ − p)2 . (13)
Expanding this, one obtains
kk′ − kp− k′p = kk′ cos θkk′ − kp cos θkp − k′p cos θk′p , (14)
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where θkk′ is the relative angle between k and k
′, etc. Solving for p gives
p→ p˜ ≡ kk
′(1− cos θkk′)
k(1− cos θkp) + k′(1− cos θk′p) .
=
kk′ − k · k′
k + k′ − k · pˆ− k′ · pˆ , (15)
where pˆ = p/p. Note that from above one finds p˜ ≥ 0.
Therefore, using the general rule for a delta function of a function in Eq. (12) gives∫
dP ′ (2pi)4δ(4)(kα + k′α − pα − p′α) = 2pi
Ep′
δ(p− p˜) . (16)
where Ep′ = p
′ = k+k′−p and p˜ is defined in Eq. (15). Inserting this relation into Eq. (11),
one obtains
Cµν = 1
128pi2
∫
dKdK ′dΩp
p|M|2
Ep′
F(k, k′, p, p′)pµpν
∣∣∣∣∣
p→p˜
. (17)
This equation holds for any energy-momentum conserving 2↔ 2 scattering. In what follows,
we will specialize to the case of LO 2↔ 2 scattering in λφ4 theory, in which case |M|2 = λ2.
In general, Eq. (17) is a function of ξ and Λ, however, in conformal (massless) theories the
scale Λ can be pulled out by rescaling the momenta, resulting in an overall factor of Λ6.
The remaining eight-dimensional integral is then a function only of ξ and can be evaluated
using Monte-Carlo integration.
III. MOMENTS OF THE RTA COLLISIONAL KERNEL
All previous results in the context of anisotropic hydrodynamics have assumed that the
collisional kernel is given by the relativistic Anderson-Wittig [38] model, which is otherwise
known as the “relaxation-time approximation” (RTA). Since we will compare to results
obtained using the RTA, it is necessary to relate the scalar coupling constant λ and the
relaxation time τeq appearing in RTA in order to make an apples-to-apples comparison. In
this section, we provide the RTA results. In the next section, we use these results to match
the collisional kernels by requiring that the relaxation time is the same in each theory in the
near-equilibrium limit.
The RTA collisional kernel is
CRTA[fp] =
Ep
τeq
[feq(p/T )− fp] , (18)
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where the four-momentum is specified in the fluid local rest frame, τeq = 5η¯/T with η¯ ≡ η/s
[39, 40], and T = R1/4(ξ)Λ [18, 41, 42] with
R(ξ) = 1
2
[
1
1 + ξ
+
arctan
√
ξ√
ξ
]
, (19)
[18, 43].
The resulting second-moment of the collisional kernel is
CµνRTA =
∫
dP CRTA[f ] p
µpν =
1
τeq
∫
d3p
(2pi)3
[feq(p/T )− fp] pµpν . (20)
In 0+1d case one has Cxx = Cyy and all off-diagonal components vanish. Additionally,
C00 =
∑
i∈{x,y,z}C
ii since m = 0. As a result, there are only two independent components
Cxx and Czz. Focusing first on Czz since the same method can be used to obtain Cxx, using
Eq. (5) one obtains
CzzRTA =
1
τeq
∫
d3p
(2pi)3
[
feq(p/T )− (1 + ξ)−3/2feq(p/Λ)
]
p2z
=
Λ6
5η¯
[
R3/2(ξ)− R
1/4(ξ)
(1 + ξ)3/2
] ∫
d3p¯
(2pi)3
p¯2zf
eq(p¯) . (21)
For a Boltzmann distribution, one obtains
κ0 ≡
∫
d3p¯
(2pi)3
exp(−p¯)p¯2z =
1
3
∫
d3p¯
(2pi)3
exp(−p¯)p¯2 = 4
pi2
. (22)
and, for a Bose distribution, one obtains
κ1 =
1
3
∫
d3p¯
(2pi)3
p¯2
exp(p¯)− 1 =
4ζ(5)
pi2
, (23)
where ζ(x) is the Riemann zeta function.
Final result
The final RTA result for Czz is
CzzRTA =
κaΛ
6
5η¯
[
R3/2(ξ)− R
1/4(ξ)
(1 + ξ)3/2
]
. (24)
The xx-projection can be obtained similarly
CxxRTA =
κaΛ
6
5η¯
[
R3/2(ξ)− R
1/4(ξ)
(1 + ξ)1/2
]
. (25)
In both expressions above
κa =

4
pi2
if a = 0 (classical) ,
4ζ(5)
pi2
if a = 1 (quantum) .
(26)
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IV. MATCHING BETWEEN THE SCALAR AND RTA KERNELS
Next, we perform a small anisotropy expansion of the scalar 2↔ 2 collisional kernel for
both classical and quantum statistics and match to RTA by requiring that the relaxation
time in each theory is the same in this limit. To begin we require the small-ξ expansions of
the scalar collisional kernel.
A. Classical statistics – a = 0
In the limit ξ → 0, using Eq. (4) with a = 0, one has
F(k, k′, p, p′) = e
− k+k′
Λ
2Λp′
G(k,k′,p,p′) ξ +O(ξ2) , (27)
with
G(k,k′,p,p′) = 2k cos θk(k′ cos θk′ − p cos θp)
+ k(p− k′) cos2θk + k′(p− k) cos2θk′
+ p(k + k′) cos2θp − 2k′p cos θk′ cos θp . (28)
B. Quantum statistics – a = 1
In the limit ξ → 0, using Eq. (4) with a = 1, one has
F(k, k′, p, p′) = e
k+k′
Λ feq(k/Λ)feq(k
′/Λ)feq(p/Λ)feq(p′/Λ)
2Λp′
G(k,k′,p,p′) ξ +O(ξ2) , (29)
with G once again given by Eq. (28).
C. Matching to RTA
Plugging the leading-order terms listed in Eqs. (27) or (29) into Eq. (17) gives an eight-
dimensional integral for the small ξ limit for the case of classical and quantum statistics,
respectively. The resulting integrals can be performed numerically using Monte Carlo in-
tegration. For this purpose, we used the GNU Scientific Library (GSL) VEGAS algorithm
[44] with 107 evaluations per iteration. We terminated the iterations when the χ2 value of
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FIG. 2. (Color online) Comparison of the LO scalar scattering kernel moments for both the classical
and quantum cases with those obtained in RTA as a function of ξ. Panel (a) shows Czz/Λ6 and
panel (b) shows Cxx/Λ6. For the purposes of this figure, we took η¯ = 0.2.
the last iteration fell in the range 0.5 < χ2 < 1.5. The results obtained were
lim
ξ→0
Czz
Λ6
= αaλ
2ξ +O(ξ2) , (30)
with α0 ' 0.4394 ± 0.0002 for classical statistics (a = 0) and α1 ' 0.7773 ± 0.0008 for
quantum statistics (a = 1). Note also that one can show that limξ→0 Cxx = −12 limξ→0 Czz.
Using the results presented in the previous section for Czz,RTA, one finds
lim
ξ→0
CzzRTA
Λ6
=
2κa
15η¯
ξ +O(ξ2) , (31)
where η¯ = η/s. Equating the scalar collisional kernel result, one obtains
η¯ =
2κa
15αaλ2
. (32)
We note, in closing, that the above relation can be used to determine the value of the
coupling constant λ necessary to achieve a given value of η¯ in each case. When generating
our numerical comparisons, we will use Eq. (32) to fix λ in order make the value of η¯ the
same in all cases considered.
D. Comparison between the matched scalar and RTA kernel moments
In Fig. 2 we compare Czz and Cxx obtained using the LO scalar collisional kernel and
RTA. For the numerical evaluation of the integrals necessary we again used GSL Monte-
Carlo VEGAS with the same number of points per iteration and convergence criteria as in
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FIG. 3. (Color online) Ratio of the moments of the LO scalar collisional kernel in the classical
and quantum and quantum cases as a function of ξ. Panel (a) shows Czzclassical/Czzquantum and panel
(b) shows Cxxclassical/Cxxquantum. The red points show the ratio of the two Monte-Carlo results and the
solid black line is a fifth-order polynomial fit to the numerical data.
the small-ξ case. Panel (a) shows Czz/Λ6 and panel (b) shows Cxx/Λ6. For the purposes
of this figure, we took η¯ = 0.2 which only affects the results for Czz and Cxx as an overall
multiplicative factor which is the same for all kernels. As can be seen from this figure, due
to the matching, all curves coincide in the limit of small anisotropy parameter; however,
we observe that both the classical and quantum LO scalar kernel moments are suppressed
relative to the RTA result at large values of ξ. One can expect, based on this, that if
the system develops an oblate (ξ > 0) momentum anisotropy, the LO scalar kernel will
be less efficient at restoring isotropy and hence a higher degree of oblate momentum-space
anisotropy will develop. A similar conclusion can be drawn from the prolate region (−1 <
ξ < 0) where, once again, we see that the magnitude of the RTA moment always exceeds
that of the corresponding LO scalar kernel moment.
From Fig. 2 we also see that the classical (a = 0) and quantum (a = 1) versions of the LO
scalar collisional kernel give results which are very close. To further quantify the difference
between these two cases, in Fig. 3 we present the ratio of the classical to quantum results
for Czz and Cxx in the panels (a) and (b), respectively. As we can see from this figure, in
the range of ξ shown, the difference between the classical and quantum kernel moments is
at most approximately 25%.
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V. 0+1D EQUATIONS OF MOTION
In this section, we derive the conformal 0+1d equations of motion using both the LO
scalar and RTA collisional kernels. In all cases shown, we will use the uu projection of
the first moment and the zz − 1
3
(xx + yy + zz) projection of the second moment to obtain
the necessary 0+1d equations of motion. The first moment equation is independent of the
collisional kernel and can be expressed compactly as
∂τε = −ε+ PL
τ
, (33)
where ε = R(ξ)εeq(Λ) is the energy density and PL = RL(ξ)Peq(Λ) is the longitudinal
pressure with R(ξ) defined in Eq. (19) and
RL(ξ) = 3
ξ
[
(ξ + 1)R(ξ)− 1
ξ + 1
]
. (34)
We note that, since we consider a conformal system, one has εeq(Λ) = 3Peq(Λ).
The xx, yy, and zz projections of the second moment of the Boltzmann equation give
[23, 24]
∂τIi + (θ − 2θi) = Cii , (35)
where i ∈ {x, y, z}, Ii ≡ uµXνi Xλi Iµνλ, and Cii ≡ Xµi Xνi Cµν . For 0+1d Bjorken expansion
one has θ = 1/τ , θx = θy = 0, and θz = −1/τ .
In an isotropic system, one finds Ix = Iy = Iz = I0 where
I0(Λ) = κaΛ
5 , (36)
with κa given by Eq. (26). Using the spheroidal aHydro distribution function (5) one finds
Ix = Iy = ST (ξ)I0(Λ) ,
Iz = SL(ξ)I0(Λ) , (37)
with
ST (ξ) = 1√
1 + ξ
,
SL(ξ) = 1
(1 + ξ)3/2
. (38)
From the zz projection one obtains
(lnSL)′∂τξ + 5∂τ ln Λ + 3
τ
=
Czz
Iz
, (39)
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and from the xx and yy projections one obtains
(lnST )′∂τξ + 5∂τ ln Λ + 1
τ
=
Cxx
Ix
, (40)
Using the fact that Iz − (Ix + Iy + Iz)/3 = 2(Iz − Ix)/3 for a 0+1d system, after simplifi-
cation, the equation of motion necessary becomes
1
1 + ξ
∂τξ − 2
τ
= C , (41)
where
C ≡ C
xx
Ix
− C
zz
Iz
=
Λ
κa
[
(1 + ξ)1/2C¯xx(ξ)− (1 + ξ)3/2C¯zz(ξ)] , (42)
and C¯xx(ξ) ≡ Cxx/Λ6 and C¯zz(ξ) ≡ Czz/Λ6 are dimensionless functions of ξ. This gives our
final second moment equation for a general collisional kernel
1
1 + ξ
∂τξ − 2
τ
=
Λ
κa
[
(1 + ξ)1/2C¯xx(ξ)− (1 + ξ)3/2C¯zz(ξ)] . (43)
A. Equations of motion in RTA
In RTA, one has
C¯zzRTA =
κa
5η¯
[
R3/2(ξ)− R
1/4(ξ)
(1 + ξ)3/2
]
. (44)
Following a similar procedure, CxxRTA is found to be
C¯xxRTA =
κa
5η¯
[
R3/2(ξ)− R
1/4(ξ)
(1 + ξ)1/2
]
. (45)
This gives
C = − Λ
5η¯
ξ
√
1 + ξR3/2(ξ) , (46)
and the resulting dynamical equation is
1
1 + ξ
∂τξ − 2
τ
+
Λ
5η¯
ξ
√
1 + ξR3/2(ξ) = 0 . (47)
This agrees with Eq. (15) of Ref. [15].
B. Further simplification for scalar 2↔ 2 scattering
Introducing C˜ii = C¯ii/λ2 we have
1
1 + ξ
∂τξ − 2
τ
=
Λλ2
κa
[
(1 + ξ)1/2C˜xx(ξ)− (1 + ξ)3/2C˜zz(ξ)
]
, (48)
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FIG. 4. Comparison of W using the LO scalar and RTA kernels. Panels (a) and (b) in the top
row show the classical case (a = 0) while (c) and (d) from the bottom row show the quantum case
(a = 1). The left column shows the result for small values of ξ and the right column shows the
result for a larger range of values of ξ.
and, using the matching condition (32), one has
λ2 =
2κa
15αaη¯
. (49)
Using this, one obtains
1
1 + ξ
∂τξ − 2
τ
=
2Λ
15αaη¯
[
(1 + ξ)1/2C˜xx(ξ)− (1 + ξ)3/2C˜zz(ξ)
]
. (50)
To proceed, we introduce the special function
W(ξ) ≡ 2
3αaR1/4(ξ)
[
(1 + ξ)5/2C˜zz(ξ)− (1 + ξ)3/2C˜xx(ξ)
]
, (51)
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to finally write Eq. (50) compactly as
∂τξ − 2(1 + ξ)
τ
+
W(ξ)
τeq
= 0 . (52)
For future comparisons, note that in RTA one has [15]
W(ξ)→WRTA(ξ) = ξ(1 + ξ)3/2R5/4(ξ) . (53)
In Fig. 4 we compare the W function obtained from moments of the leading-order scalar
and RTA collisional kernels. The top row shows the classical case (a = 0) and the bottom
row shows the quantum case (a = 1).1 Panels (a) and (c) show the result for small values of
ξ and panels (b) and (d) show the result for a larger range of values of ξ. As can be seen from
(a) and (c) of Fig. 4, for systems that only experience small deviations from equilibrium, the
two collisional kernels give very similar results forW . However, as (b) and (d) demonstrate,
for extremely oblate momentum-space anisotropy, one finds significant differences between
the two collisional kernel results forW . In all cases shown, we find thatW obtained with the
scalar kernels (classical and quantum) always has a lower magnitude than the RTA kernel.
As a result, one expects to see larger deviations from isotropic equilibrium when using the
scalar kernels.
C. Small-ξ limit
As a check on the result listed above one can take the small-ξ limit using Eq. (30) and
the surrounding discussion to obtain
lim
ξ→0
W = ξ +O(ξ2) , (54)
where we have used the fact that limξ→0 C˜xx = −12 limξ→0 C˜zz. This agrees with the small-ξ
limit of WRTA.
VI. NUMERICAL SOLUTION OF THE DYNAMICAL EQUATIONS
In this section we present comparisons of the numerical solution of the conformal 0+1d
equations of motion obtained in the previous section. For this purpose, we solve two ordinary
1 In RTA, the result is independent of whether one uses classical or quantum statistics.
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classical quantum
c0 0 0
c1 1 1
c2 0.62172 0.62101
c3 −0.054309 −0.082757
c4 0.0057841 0.011445
c5 −0.00044736 −0.0010753
c6 0.000024336 0.000067954
c7 −9.4415× 10−7 −2.9582× 10−6
classical quantum
c8 2.6513× 10−8 9.0688× 10−8
c9 −5.4335× 10−10 −1.9846× 10−9
c10 8.122× 10−12 3.1112× 10−11
c11 −8.7563× 10−14 −3.4641× 10−13
c12 6.6303× 10−16 2.6729× 10−15
c13 −3.3466× 10−18 −1.3581× 10−17
c14 1.0114× 10−20 4.0854× 10−20
c15 −1.3852× 10−23 −5.5098× 10−23
TABLE I. Polynomial fit coefficients for the classical and quantum LO scalarW(ξ) function defined
in Eq. (51). The fit was made assuming W(ξ) = ∑n cnξn using 101 moment evaluations in the
range −0.68 ≤ ξ ≤ 99.
differential equations corresponding to Eqs. (33) and (52) with some typical initial values for
the energy density and pressure anisotropy (shear correction to the pressure) and compare
the results obtained using the RTA, classical LO scalar, and quantum LO scalar collisional
kernels.
For the scalar collisional kernel we first tabulated 101 points of W(ξ) in −0.68 ≤ ξ ≤ 99
using the Monte-Carlo VEGAS with the same parameters/convergence criteria as listed
previously. The resulting numerical data forW(ξ) was then fit using a 15th-order polynomial
fit of the form W(ξ) = ∑15n=0 cnξn. The resulting fit coefficients for both the classical
and quantum cases are listed in Table I. Note that the fact that the linear coefficients are
identically one is related to the relaxation-time matching performed between the various
collisional kernels. In addition to this polynomial fit, we performed large-ξ computations
and extracted the leading ξ-scaling of the kernel in this limit, finding that limξ→∞W(ξ) =
waξ
13/8, with w0 = 1.1051 and w1 = 0.87962 for the classical and quantum cases, respectively.
We used the polynomial fit for all ξ ≤ 99 and the large-ξ result for ξ > 99. The resulting
analytic approximations for W(ξ) were then used as an input to Eq. (52).
In Fig. 5 we present results obtained for isotropic initial conditions, PL(τ0)/PT (τ0) = 1,
with an initial effective temperature of T0 = 500 MeV at τ0 = 0.1 fm/c using a constant
η¯ = 0.2. Panel (a) of Fig. 5 shows the proper-time dependence of the effective temperature
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FIG. 5. (Color online) Comparison of the evolution of the scaled temperature (a) and pressure
anisotropy (b) for an isotropic initial condition. The RTA results are indicated by a solid black
line, the LO classical scalar results by a short-dashed red line, and the LO quantum scalar results
by a long-dashed blue line.
T divided by Tideal = T0(τ0/τ)
1/3. Panel (b) of Fig. 5 shows the pressure anisotropy as a
function of proper time. In both panels, the RTA solutions are indicated by a solid black
line, the LO classical scalar result by a short-dashed red line, and the LO quantum scalar
result by a long-dashed blue line. As this figure demonstrates, the effect of the collisional
kernel on the temperature evolution is quite small, with the largest deviations occurring a
large proper-time. At τ = 20 fm/c we find that all three results for T are within 1% of one
another. There is a larger effect on the evolution of the pressure anisotropy, with maximal
deviations on the order of 20% (11%) between the quantum (classical) LO scalar kernel and
RTA at τ0 ' 0.7 fm/c.
In Fig. 6 we present results obtained for oblate initial conditions, PL(τ0)/PT (τ0) = 10−4,
with an initial effective temperature of T0 = 500 MeV at τ0 = 0.1 fm/c using a constant
η¯ = 0.2. The panels and line types are the same as in Fig. 5. As this figure demonstrates,
the effect of the collisional kernel on the temperature evolution is once again quite small
with the largest deviations occurring at large proper-time. At τ = 20 fm/c we find that
all three results for T are within 2% of one another. In this case, however, there is a very
large effect on the evolution of the pressure anisotropy, with deviations on the order of 300%
(200%) between the quantum (classical) LO scalar kernel and RTA at τ = 0.2 fm/c. We
note in closing that the differences in the LO scalar and RTA evolution become larger as
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FIG. 6. (Color online) Comparison of the evolution of the scaled temperature (a) and pressure
anisotropy (b) for a highly oblate initial condition. Line styles are the same is in Fig. 5.
one increases η¯.
VII. THE ANISOTROPIC ATTRACTOR
As we can see from the evolution of PL/PT shown in Fig. 5, even if the system is initialized
in an isotropic state, it develops a high degree of early-time momentum-space anisotropy due
to the rapid longitudinal expansion of the system. One finds, however, that despite these
large momentum-space anisotropies the system is well-described by relativistic dissipative
hydrodynamics. The timescale for the onset of dissipative hydrodynamical behavior in the
QGP has been dubbed the“hydrodynamization” time scale and researchers have found that
this time scale is generically much shorter than the isotropization time scale [8, 9, 11, 45–60].
Recently, it has been demonstrated that the process of hydrodynamization is driven by
a non-equilibrium dynamical attractor; the details of which depend on the specific the-
ory/model under consideration [8–12, 15, 16, 61, 62]. In a recent paper [15] it was shown
how to determine the dynamical attractor associated with aHydro and two different second-
order vHydro frameworks: DNMR and Mueller-Israel-Stewart (MIS); however, in both cases
an RTA collisional kernel was assumed. In this section, we would like to present the first
results for the aHydro attractor using a LO scalar collisional kernel. To determine the at-
tractor, one introduces new variables, which are the scaled proper-time w ≡ τT (τ) and the
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FIG. 7. (Color online) Panel (a) shows the attractor amplitude ϕ as a function of w andpanel (b)
shows the pressure anisotropy PL/PT as a function of w. In both panels, the scalar quantum result
is indicated by a solid black line, the scalar classical result is indicated by a red short-dashed line,
and the RTA result is indicated by a blue long-dashed line. In panel (a), we additionally show
the Navier-Stokes (NS) result as a green dot-dashed line and the asymptotic bounds ϕ = 2/3 and
ϕ = 3/4 as grey and orange dotted lines, respectively.
amplitude ϕ(w) defined as [10, 15]
ϕ(w) ≡ τ w˙
w
= 1 +
τ
4
∂τ log ε . (55)
The amplitude ϕ is related to the single independent component of the shear-stress tensor
pi ≡ piηη in 0+1d as follows
p¯i ≡ pi
ε
= 4
(
ϕ− 2
3
)
, (56)
and the pressures are given by PL = Peq + pi and PT = Peq − pi/2.
Using the method detailed in Ref. [15] one finds the following differential equation for the
aHydro attractor with the leading-order scalar scattering kernel
wϕ
∂ϕ
∂w
=
[
1
2
(1 + ξ)− w
4
W(ξ)
]
p¯i′ . (57)
where w ≡ w/cpi with cpi ≡ τeqT = 5η¯, W defined in Eq. (51), and p¯i′(ϕ) being the first-
derivative of p¯i with respect to ξ.2 In all cases, ξ is understood to be evaluated using the
nonlinear inverse function which relates ϕ and ξ [15]. We will compare solutions to Eq. (57)
2 In Ref. [15] the W function was called H. We have renamed it to avoid any possible confusion with
existing H functions in the aHydro framework.
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FIG. 8. (Color online) Comparison of the classical LO scalar attractor with a set of numerical
solutions to the equations of motion for a variety of initial conditions. Panel (a) shows ϕ and panel
(b) shows the resulting pressure anisotropy.
aHydro attractor
NS
Numerical solution
0.5 1 5 10
0.50
0.55
0.60
0.65
0.70
0.75
0.80
w
φ
(a)
aHydro attractor
NS
Numerical solution
0.5 1 2 5
0.0
0.2
0.4
0.6
0.8
1.0
w
 L
/
T
(b)
FIG. 9. (Color online) Comparison of the quantum LO scalar attractor with a set of numerical
solutions to the equations of motion for a variety of initial conditions. Panel (a) shows ϕ and panel
(b) shows the resulting pressure anisotropy.
using the RTA collisions kernel for whichW is given by Eq. (53). We will also compare with
the Navier-Stokes result [10]
ϕNS =
2
3
+
4
9
cη/pi
w
. (58)
In RTA, one has cη/pi = 5.
In Fig. 7 panel (a) shows the attractor amplitude ϕ as a function of w and panel (b)
shows the pressure anisotropy PL/PT as a function of w. As we can see from this figure, the
RTA and scalar attractors are quantitatively different but share many qualitative features,
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e.g. bounding values, width of the transition region, etc. From the pressure anisotropy
plot (right panel), we see that both scalar collisional kernels result in an attractor which
possesses a higher degree of momentum anisotropy, consistent with the specific solutions
presented in the previous section. In Figs. 8 and 9 we show a comparison of the classical
LO scalar attractor with a set of numerical solutions to the equations of motion for a
variety of initial conditions. The grey-dashed lines were generated by varying the initial
ϕ in the range 1/2 ≤ ϕ ≤ 3/4 with the bounds corresponding to infinitely prolate and
oblate initial conditions, respectively. As these figures demonstrate, both the classical and
quantum evolutions rapidly approach the attractor solution for their respective cases. We
see no qualitative difference between the approach of the solutions in the case of the LO
scalar collisional kernel and that found for the case of RTA in Ref. [15]. In Ref. [15] it was
demonstrated that the aHydro RTA attractor was virtually indistinguishable from the exact
RTA attractor determined by iterative solution of the RTA Boltzmann equation [63, 64]. For
this reason, we expect that the aHydro attractor determined using the LO scalar collisional
kernel would be a very good approximation to the corresponding exact kinetic attractor with
this kernel.
Although our Figs. 8 and 9 and Fig. 6 from Ref. [15] show that the approach to each
kernel’s respective attractor is qualitatively the same in all cases considered, quantitative
differences remain in the rate of approach to the attractor. In order to quantify the differ-
ent rates of approach to the attractor solution, we have numerically extracted the leading
asymptotic behavior of a generic solution by measuring the “damping coefficient” γ defined
via
PL
PT −
(PL
PT
)
attractor
' Ae−γw , (59)
at large w. In practice, we made fits in the region 2 ≤ w ≤ 4 where this behavior was
clearly observed and averaged over the set of initial conditions shown in our Figs. 8 and 9
in order to extract the logarithmic slope and intercept using a least-squares fit. We find
that γ0 = 1.73 ± 0.01, γ1 = 1.63 ± 0.01, and γRTA = 1.88 ± 0.01, for the classical scalar,
quantum scalar, and RTA cases, respectively. This indicates that the approach to the
non-equilibrium attractor is fastest for RTA and slowest for the quantum scalar collisional
kernel. This conclusion is further evidenced by measuring the value of w necessary for all
solutions shown in Figs. 8 and 9 and Fig. 6 from Ref. [15] to come within 1% of their
respective attractor solutions. We find w1% = {2.88, 3.19, 2.68} ± 0.01 for the classical
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scalar, quantum scalar, and RTA kernels, respectively, indicating again that the RTA kernel
dynamics approaches its attractor most quickly and the quantum scalar kernel most slowly.
VIII. CONCLUSIONS AND OUTLOOK
In this paper we presented first results of using a more realistic collisional kernel in the
context of anisotropic hydrodynamics. This is a step forward from prior works, which have
all used the RTA collisional kernel or some variant thereof. We demonstrated that in order
to use a general 2↔ 2 scattering kernel, one can reduce the problem to computing a finite
set of eight-dimensional integrals as a function of one or more anisotropy parameters. In the
specific case of conformal 0+1d Bjorken expansion, we demonstrated that one only needs to
tabulate two moments Cxx and Czz as a function of a single anisotropy parameter ξ. Herein,
we did this numerically for LO scalar λφ4 theory by evaluating the required moments using
Monte-Carlo VEGAS integration. The numerical results determined in this manner were
then combined into a single function W(ξ) (51) which contains all information about the
collisional kernel necessary to obtain and solve the equations of motion.
To further simplify the result, we tabulated W(ξ) on a grid in ξ, made a polynomial
fit with the resulting classical and quantum coefficients listed in Table I, and additionally
performed large-ξ expansions in both cases. The resulting approximations will allow anyone
to study the effect of the scalar collisional kernel without having to perform the eight-
dimensional Monte-Carlo integrations on their own. Comparing the evolution obtained
using RTA and the LO scalar λφ4 collisional kernel we find that, when the relaxation times
are matched in the near-equilibrium limit, one finds, that for a given fixed value of η¯, the
temperature evolution is the same to within a few percent, however, the pressure anisotropy
developed is higher with the scalar kernel than with RTA. The differences in evolution were
found to be larger when the initial momentum-space anisotropy was large or the shear
viscosity to entropy density ratio was large. The conclusion that the pressure anisotropy is
larger when using both the classical and quantum scalar kernels was further evidenced by
studying the dynamical attractor associated with the LO scalar kernel, where it was found
that the LO scalar attractors possessed a higher degree of momentum-space anisotropy than
the RTA attractor. Additionally, we demonstrated that the rate of approach to each kernel’s
respective dynamical attractor is quantitatively different, with the RTA kernel resulting in
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the fastest approach and quantum scalar kernel resulting in the slowest approach among the
three cases considered herein.
Looking forward, the work presented here lays the groundwork for the use of more realistic
QCD-based collisional kernels in the context of aHydro. In particular, one can use the
effective kinetic theory collisional kernel from Ref. [56] which self-consistently includes both
elastic and inelastic gluon scattering. Work along these lines is in progress [65].
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