Abstract. We give a formula relating the total Tjurina number and the generic splitting type of the bundle of logarithmic vector fields associated to a reduced plane curve. By using it, we give a characterization of nearly free curves in terms of splitting types. Several applications to free and nearly free arrangements of lines are also given, in particular a proof of a form of Terao's Conjecture for arrangements having a line with at most 4 intersection points.
Introduction
Let C : f = 0 be a reduced curve of degree d in X = P 2 , S = C[x, y, z], and AR(f ) the graded S-module of Jacobian syzygies of f as in [10] , see equation (2.1) below. Note that AR(f ) is isomorphic to the logarithmic derivation module D 0 (C) of the curve C defined by D 0 (C) := {θ ∈ DerS | θ(f ) = 0}. Let mdr(f ) := min{k | AR(f ) k = (0)}. In this paper we assume that mdr(f ) ≥ 1, unless otherwise specified. The case mdr(f ) = 0 corresponds to the rather trivial case when C is a collection of d lines passing through one common point. Let E C be the locally free sheaf on X corresponding to the graded module AR(f ), and recall that (1.1) E C = T C (−1), where T C is the sheaf of logarithmic vector fields along C as considered for instance in [10] . For a line L in X, the pair of integers (d
is called the splitting type of E C along L, see for instance [13, 15] . For a generic line L 0 , the corresponding splitting type (d
2 ) is constant. For any line L in X, we set
The algebraic structure of the graded S-module AR(f ) is related to the singularities of C, e.g. the invariants like Milnor numbers and Tjurina numbers. From this viewpoint, when the S-module AR(f ) is free, which can be considered as the simplest case, then the corresponding curve is called free, a notion going back to K.
Saito [17] . When the minimal resolution of the graded S-module AR(f ) is slightly more complicated, we get the nearly free curves considered in [11] . See §2 for details. Recall the definition of the global Tjurina number
of the curve C. Also, let N(f ) = J f /J f , with J f the Jacobian ideal of f in S, spanned by the partial derivatives f x , f y , f z of f , and J f the saturation of the ideal J f with respect to the maximal ideal m = (x, y, z) in S. The quotient module N(f ) = H 0 m (S/J f ) plays a key role in this theory. Indeed, let ν(C) = dim N(f ) [T /2] , where [ ] denotes integral part and T = 3(d − 2). It is known that the curve C : f = 0 is free (resp. nearly free) if and only if ν(C) = 0 (resp. ν(C) = 1), see [7, 9, 11] . The above key invariants of distinct origins are related in the first main result of this paper. Theorem 1.1. With the above notation, for any line L in P 2 , and any generic line L 0 in P 2 , the following hold.
≤ min(mdr(f ), [(d − 1)/2]). (2) I(C, L) ≥ I(C, L 0 ) = τ (C) + ν(C).
In particular, the reduced curve C : f = 0 in P 2 is free (resp. nearly free) if and only if I(C, L 0 ) = τ (C) (resp. I(C, L 0 ) = τ (C) + 1).
Corollary 1.2.
Let c E C (t) = 1 + c 1 (E C )t + c 2 (E C )t 2 ∈ Z[t] be the Chern polynomial of the vector bundle E C . Then the curve C is free (resp. nearly free) if and only if there is a line L ⊂ P 2 such that c 2 (
. The free case of Corollary 1.2 is due to Yoshinaga in [25] , see Theorem 2.15 below. We give another proof for this case in terms of Tjurina numbers. Indeed, the proof of Theorem 1.1 implies
. This relation also yields the following analog of a result in [12] .
Moreover, equality holds for a line L if and only if the curve C is free, and then it holds for any line L.
The second main result of our paper is the following. (
Moreover, these properties imply that mdr(f ) coincides with d
1 for a generic line L 0 , and they are implied by either mdr(f ) <
The organization of this paper is as follows. In §2 we recall several definitions and results necessary for the proof of the main results. In §3 we prove Theorem 1.1 and Corollary 1.2. In §4, we prove Theorem 1.4. In §5 and §6 we apply these results to the case of a line arrangement A : f = 0 in P 2 . A sample of the results we get in this case is the following special case of Terao's Conjecture. Acknowledgements. A part of the argument in the proof of Theorems 5.10 and 5.11 is due to the first author's joint work with Max Wakefield. The authors are really grateful to him for his letting the argument to be used in this paper. The first author is partially supported by JSPS Grant-in-Aid for Scientific Research (B) 16H03924, and Grant-in-Aid for Exploratory Research 16K13744.
Preliminaries
First let us recall the definition of free and nearly free curves. In this paper C is a reduced plane curve in P 2 , defined by f = 0, where f is a degree d homogeneous polynomial. For the coordinate ring S = C[x, y, z] and a graded S-module M, let M k denote the homogeneous degree k-part of M. For g ∈ S, let g x , g y , g z denote the partial derivative of g by x, y, z. Then the graded S-module AR(f ) = AR(C) ⊂ S
⊕3
of all relations is defined by
k | af x + bf y + cf z = 0}. The module AR(f ) is isomorphic to the logarithmic derivations killing f , hence we sometimes identify the two types of objects as follows:
Its sheafification E C := AR(f ) is a rank two vector bundle on P 2 , see [17, 18] for details. In particular we have the following. Proposition 2.1 (Equation (3.1), [10] ). For a coherent sheaf F on P 2 , consider the graded S-module Γ * (F ) : By [11] , the near freeness coincides with the following.
Proposition 2.3 ([11]). C is nearly free if and only if the graded S-module AR(f )
has a minimal generator system of syzygies θ, ϕ 1 , ϕ 2 , such that
for h ∈ S and linear forms
is called the exponents of a nearly free curve C, and denoted by nexp(
Hence in terms of sheaves, for a nearly free curve C, the bundle E C has a minimal resolution of the form
The following statement is immediate.
Proposition 2.4. For a nearly free curve with
Recall also the following characterization of nearly free curves.
Proposition 2.5 (Proposition 3.8, [11] ). C is nearly free if and only if
For the proof of the main results, we need the following. Let α L be the defining equation of the line L. Then one has an exact sequence
where the first non-trivial morphism is induced by multiplication by the linear form α L . Let k be an integer and tensor the above exact sequence by the vector bundle 
Proof. This is exactly as in the proof of [10, Theorem 5.7] . The key point is the identification 
The following result is often used to investigate the structure of AR(f ). 
and the equality holds if and only if
For a rank two vector bundle E on P 2 , consider the function
We say that E is uniform if the function a E is constant. The following classification of the uniform 2-bundles on P 2 is often used.
.2, [15]). A rank two uniform vector bundle on P 2 is either (a) a direct sum of line bundles, or (b) isomorphic to
Next let us introduce some definitions and results on line arrangements in P 2 , to which we apply our main results. Let A be an arrangement of lines in P 2 , namely, a finite set of lines in P 2 . It can be naturally identified with a central arrangement A of planes in C 3 . Let L(A) := {∩ H∈B H | B ⊂ A} be the intersection lattice of A, with a partial order induced from the reverse inclusion, and let χ(A; t) be the corresponding characteristic polynomial, see [16, 8] . [16, 8] . When A = ∅, it is known that χ(A; t) is divisible by t−1. Define χ(A; t) := χ(A; t)/(t−1) and note that χ(A; t) = t 2 −b 1 (A)t+b 2 (A), where b i (A) is the i-th Betti number of M(A) = P 2 \ ∪ H∈A H, see [16, 8] . Let us recall the definition of logarithmic vector fields and the freeness of arrangements.
Definition 2.9. Let α H be a defining linear form for H ∈ A. Then for Q(A) :=
The following is well-known, of which we give a proof for the completeness.
Proof. Let θ E be the Euler derivation and
The kernel of ϕ is clearly S ·θ E . Also, for any
When A is free, i.e. when AR(A) is a free graded S-module, we have the following important result.
Theorem 2.11 (Terao's factorization, [20]). Assume that A is free with exp(
Note that Terao proved Theorem 2.11 in all dimensions, but the above case is enough for our purposes. Here is the nearly free version of this factorization result.
Theorem 2.12 (Factorization for nearly free arrangements, [11] ). Let A be nearly free with
However, it is very difficult to determine whether a given arrangement is free or not in general, even for line arrangements. Here we recall a criterion for freeness. For that purpose, we need the following definition.
where
and we choose α H = z and hence S/α H = C[x, y].
is also reflexive as an S/α H -module, it is free. If its free basis has
Theorem 2.14 ([26]). Assume that A is free with exp(
, and the Ziegler restriction map
The following is the arrangement version of Theorem 2.7. In general, the pair (A, m), where A is a line arrangement, and m : A → Z >0 is called a multiarrangement. To investigate the exponents of the multiarrangement, the following easy lemma is important. 
3. Proof of Theorem 1.1
The following result is perhaps well-known, but we include a proof for reader's convenience. (
Proof. For the first claim, note that we have the following values for the first Chern classes, considered now as cohomology classes:
see for instance [10, equation (3. 2)] and then obviously
Let i : L → X denote the inclusion, and note that i * (α) = β and also
L 2 ) in our paper is opposite from the ordering in [15] . Indeed, the generic splitting type as defined in [15 
The following result is the key step in proving Theorem 1.1
With the above notation, we have the following.
(1) For any line L in P 2 , one has
In particular, this case can occur for a free curve C only if the exponents are 
, and prove that AR(f ) k = 0 in this range, using the exact sequence (2.2). Note that AR(f ) 0 = 0 by our assumption mdr(f ) ≥ 1 in Introduction. To (1), we use the exact sequence (2.2) for k = r − 1, when we get
2 )) = 0, which completes the proof for the second claim.
The proof for the claims (3) and (4) goes along the same line, and we leave them to the reader. .2)]. On the other hand, by Theorem 2.7 and the exact sequence (2.2) we get
By the proof above, we have the following:
Proof of Corollary 1.2. Combine Corollary 3.3 with Proposition 2.5 and the fact that the freeness is equivalent to ν(C) = 0.
Using Theorem 1.1 (1) and Proposition 3.1 (1), we get the following result. 
Corollary 3.4. For any reduced plane curve
The following result shows in particular that E C is a uniform bundle for a nearly free curve C if and only if the exponents of C are equal.
Corollary 3.5. With the above notation, assume that c 2 (E
Proof. The "if" part follows from Corollary 1.2. Assume that C is nearly free with nexp(C) = (d 1 , d 2 ). Then Corollary 3.4 confirms that the splitting type is either d 2 − 1) . Indeed, this value has to be in the image of a E C due to Corollary 1.2. Then Theorem 2.8 says that, combining the fact that C is nearly free, hence not free, E ≃ T P 2 (k) for some k ∈ Z. Then its splitting type is (c − 1, c), see §2.2, [15] , thus d 1 + 2 = d 2 . Then the S-module AR(f ) is generated by one degree d 1 -element and two degree (d 1 + 2)-elements. However, by the Euler sequence, the S-module of global sections of the twisted tangent bundle T P 2 (k) is generated by three same degree elements, a contradiction.
Proof of Theorem 1.4
First recall the definition of the local Tjurina number τ (C, p), where p ∈ C. Choose a local system of coordinates (u, v) centered at p, and assume that the analytic germ (C, p) is given by a local equation g(u, v) = 0. Then one defines
where g u , g v are the partial derivatives of g with respect to u and v respectively, and (g, g u , g v ) is the ideal spanned by these 3 germs in the local ring O P 2 ,p of analytic function germs at p. Next recall the following basic result relating τ (C) and r = mdr(f ) in [12, Theorem 3.2].
Proposition 4.1. For any reduced plane curve of degree d, one has
As already noted in [ 
we see that (1) implies the inequality
Suppose now that (1) holds and replace c 2 by
1 for simplicity, and use Theorem 1.1. The condition ∆ = c
The associated equation
has roots
In view of the inequality (4.1), it follows that the inequality (4.2) implies a ≤ a 1 . Hence we have shown that (1) 
In other words, the inequality r = mdr(f ) ≤ (d − 1)/4 implies (2). To show that mdr(f ) ≤ a 1 implies (3) 
where Denote by A : f = 0 (resp. by A ′ : f ′ = 0) the corresponding line arrangement when the 6 vertices of the hexagon are (resp. are not) on a conic. Then it is known that this pair of Ziegler's line arrangements has the following properties, see for instance [8, Remark 8.5] . 
Application to line arrangements
In this section let us apply the main results in this paper to the case when C is a finite set of lines in P 2 , i.e., an arrangement of lines. For that purpose, let us show the following generalization of Ziegler's result in [26] . Only in this result ℓ is arbitrary.
Theorem 5.1. Let K be an arbitrary field and A be a central arrangement in
Proof. Let the images of θ 1 , . . . , θ s by π generate M := Im(π), α H = x ℓ and let 0 = θ ∈ AR H (A) be a minimal degree element. Then we may show that π(θ) = 0.
By the same reason, θ ′ ∈ AR H (A) whose degree is strictly lower than that of θ, a contradiction. Hence θ ′ = 0, hence the lowest degree derivations in AR H (A) can be expressed by θ 1 , . . . , θ s . Now assume that the statement holds true for homogeneous derivations in AR H (A) whose degree is less than d. Since AR H (A) is graded, it suffices to show the statemet for homogeneous parts. Let θ ∈ AR H (A) k . If x ℓ | θ, then apply the induction hypothesis to θ/x ℓ ∈ AR H (A) k−1 , which completes the proof. Assume not. Then the same argument as above implies that θ −
, which completes the proof. [26] asserting that π is surjective if A is free can be regarded as a special case of Theorem 5.1.
In general, it is very difficult to investigate the splitting type of vector bundles onto projective lines. Contrary to it, for line arrangements, we can use the technique of multiarrangements to do it. What makes this analysis work well is the following exact sequence which hold true when ℓ = 3:
This follows by Proposition 2.6 and the fact that ℓ = 3. This implies the isomorphism:
Hence to know a E (H) for H ∈ A is the same as to know exp(A H , m H ). We use this isomorphism frequently in the rest of this article. 
Case 2. Assume that exp(B
is free, which is a contradiction. Hence η 1 ∈ Imπ. So we may assume that, by putting α H = z, π(α L θ 1 ) = xη 1 . Since θ 1 and θ 2 form a basis for AR H (A), π(θ 1 ) and π(θ 2 ) are (S/α H )-independent. So we may assume that π(α L θ 2 ) = η 2 . Now taking dim coker π into account, there has to be θ 3 
, θ 3 satisfy the condition for B to be nearly free.
(2) Assume that A is free with exp(A) = (
If the latter, then Theorem 5.5 completes the proof. Assume the former for all L ∈ B. Then
By Lemma 2.16, there are a basis
is surjective by Theorem 2.14, there are derivations
Since deg ϕ 3 = d 2 and clearly there is a relation among ϕ 1 , ϕ 2 , ϕ 3 at degree d 2 + 1, Theorem 5.1 implies that B is nearly free.
The following is a nearly free version of the results in [2] . Proof. Immediate from Theorem 5.5 and the argument in [2] . Now let us apply the results in this paper to show near freeness of some line arrangements.
Example 5.9. (1) Let A be defined by
Then it is easy to check (see [16] for example) to show that χ(A; t) = (t − 3) 2 = (t − 2)(t − 4) + 1, but A is not free. We can check the non-freeness by several way, here we use Theorem 5.5. It is easy to check that exp(A H , m H ) = (2, 4) for any H going through the origin. Hence Theorem 5.5 implies that A is nearly free with nexp(A) = (2, 5).
(2) Let B be defined by
Then χ(B; t) = (t − 4) 2 + 1. Also, |B H | = 5 = 4 + 1 for ker α H = x − y ± z. Hence Theorem 5.8 implies that B is nearly free with nexp(B) = (4, 5). (1) A is nearly free with nexp(A) = (
Proof. (1) and (2) implies (3) by two factorizations Theorems 2.11 and 2.12 and the deletion-restriction formula. If we assume (2) and (3), then Theorem 5.7 (1) implies (1) . Assume that (1) and (3). Let L ∈ B. Then Theorem 5.
by Theorem 2.15 and the deletion-restriction. Hence the proof is completed if
Hence
For the former, Theorem 2.15 confirms that B is free with exponents (
Then by Lemma 2.16, we may choose a basis θ 1 , θ 2 for D(B ′′ , k) with deg
such that π(ϕ) = θ 2 , and there are ψ 1 , ψ 2 ∈ AR L (A) such that π(ψ 1 ) = xyθ 1 and π(ψ 2 ) = y
Hence coker π has a basis
Assume that coker π ′ ∋ y i θ 1 , where this i is the largest one satisfying this. Then
We show that this cannot occur. By the choice of
Since y d 2 −d 1 +1 − zg and x + az are coprime, there is η 0 ∈ Der(S) d 1 −1 such that
By the former expression of 
