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ABSTRACT 
Nonlinear Surface Approximation 
Using Photogammetry. (December 2005) 
Elizabeth Osgood, B.S., Embry-Riddle Aeronautical University 
Chair of Advisory Committee: Dr. John L. Junkins 
 
 
Many satellite applications require a model that represents a surface as it deforms 
over time. Yet, space applications demand a precise, low-weight, low-volume, and easy 
to implement solution. A metrology sensing system is presented in this thesis, consisting 
of a series of cameras and laser dot projectors positioned along the length of the antenna. 
This system accurately models the geometry of the surface to meet the demands of a 
space based radar. Each laser dot projector casts a matrix of points onto the antenna 
surface.  The points are then imaged simultaneously by a pair of cameras, each having a 
different, but overlapping, viewpoint.  Given the two overlapping images, a Gaussian 
nonlinear least squares algorithm solves the stereo-triangulation problem which provides 
the coordinates of the projected points and thereby maps the surface.  
There are three different strategies discussed in this thesis. The first strategy 
assumes the positions and orientations of the cameras are absolutely known. This 
produces an extremely accurate result; yet it is unrealistic to assume absolute knowledge 
of cameras locations and orientations for the application. The next strategy assumes the 
positions and orientations of the cameras are completely unknown in addition to the 
unknown surface. This program produces a less accurate, but more realistic, result 
considering the dynamic nature of rigid structures in space. To increase the accuracy and 
improve the robustness of these results, the third method employs a global metrology 
sensing system to reduce the uncertainty in the location and orientation of the outboard 
cameras relative to the center camera. This approach estimates the surface extremely 
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accurately and, although more complex, offers advantages and addresses the desire for a 
family of designs wherein higher accuracy is achievable by further optimization.  
 
 
  v 
ACKNOWLEDGEMENTS 
I would like to thank Dr. John L. Junkins for his constant support and guidance 
during my studies at Texas A&M. I would also like to thanks my professors, Dr. John 
Hurtado for his great understanding and academic assistance, and Dr. Daniele Mortari 
for his persistence in searching for a linearization method. Additionally, I would like to 
thank Puneet Singla and Stefanie Beaver for their aid during the programming process; 
they provided essential computational support. Finally, I would like to thank my family, 
who provide me with daily support, encouragement, love, and comic relief just when I 
need it. 
 
  vi 
TABLE OF CONTENTS 
 
 Page 
ABSTRACT ..................................................................................................................... iii 
ACKNOWLEDGEMENTS ...............................................................................................v 
TABLE OF CONTENTS ..................................................................................................vi 
LIST OF FIGURES........................................................................................................ viii 
CHAPTER 
I INTRODUCTION ...............................................................................................1 
II SINGLE CAMERA THEORY............................................................................3 
Colinearity Equations......................................................................................3 
Attitude Parameterization................................................................................8 
III LOCAL ENVIRONMENT................................................................................10 
Stereo Triangulation......................................................................................10 
Gaussian Nonlinear Least Squares................................................................13 
Jacobian Matrix.............................................................................................18 
Results ...........................................................................................................28 
IV GLOBAL ENVIRONMENT.............................................................................37 
Description of Surface...................................................................................37 
Combining Local Environments ...................................................................38 
Results ...........................................................................................................39 
V SUMMARY AND CONCLUSION ..................................................................53 
REFERENCES.................................................................................................................55 
APPENDIX A LINEARIZATION OF THE COLINEARITY EQUATIONS................57 
Linearization Method....................................................................................57 
  vii 
 
 Page 
Unknown Camera Position and Attitude.......................................................58 
Absolute Camera Position and Attitude........................................................58 
Linear Least Squares Optimization...............................................................61 
APPENDIX B GLOBAL METROLOGY SENSORS.....................................................67 
APPENDIX C NO ATTITUDE APPROACH.................................................................70 
VITA ................................................................................................................................73 
 
  viii 
LIST OF FIGURES 
 Page 
 
Fig. 1 Pin-Hole Camera. ............................................................................................3 
Fig. 2 Global (Object Space) Reference Frame.........................................................4 
Fig. 3 Camera  (Image Space) Reference Frame.......................................................5 
Fig. 4 Local Sensing. ...............................................................................................10 
Fig. 5 Stereo-Pair Coordinate Frames. ....................................................................11 
Fig. 6 Image from Camera 1....................................................................................12 
Fig. 7 Image from Camera 2....................................................................................12 
Fig. 8 Modeled Portion............................................................................................12 
Fig. 9 Gaussian Nonlinear Least Squares Flowchart...............................................17 
Fig. 10 Populated H-Matrix for Strategy 1................................................................20 
Fig. 11 Populated H-Matrix for Strategy 2................................................................23 
Fig. 12 Populated H-Matrix for Strategy 3................................................................27 
Fig. 13 Actual Surface. ..............................................................................................29 
Fig. 14 Absolute Camera Knowledge. ......................................................................30 
Fig. 15 No Camera Knowledge. ................................................................................31 
Fig. 16 Measured Camera Knowledge. .....................................................................32 
Fig. 17 Estimation Point Location Error. ..................................................................33 
Fig. 18 Contour Plot of Estimation Error for Strategy 1. ..........................................34 
Fig. 19 Contour Plot of Estimation Error for Strategy 2. ..........................................35 
  ix 
  
 
 Page 
 
Fig. 20 Contour Plot of Estimation Error for Strategy 3. ..........................................36 
Fig. 21 Global Environment ......................................................................................37 
Fig. 22 Camera Overlap ............................................................................................38 
Fig. 23 Original Surface. ...........................................................................................40 
Fig. 24 Strategy 1 Estimated Surface. .......................................................................41 
Fig. 25 Strategy 2 Estimated Surface. .......................................................................42 
Fig. 26 Strategy 3 Estimated Surface. .......................................................................43 
Fig. 27 Point Location Errors. ...................................................................................44 
Fig. 28 Strategy 1 Point Errors Contour Plot. ...........................................................45 
Fig. 29 Strategy 2 Point Errors Contour Plot. ...........................................................46 
Fig. 30 Strategy 3 Point Errors Contour Plot. ...........................................................47 
Fig. 31 Camera Location Errors. ...............................................................................48 
Fig. 32 Camera Orientation Errors. ...........................................................................49 
Fig. 33 Variation of the Number of Points. ...............................................................50 
Fig. 34 Variation of the Noise Value. .......................................................................51 
Fig. 35 Antennae Surface. .........................................................................................63 
Fig. 36 Nonlinear Least Squares Approximation. .....................................................64 
Fig. 37 Linear Least Squares Approximation............................................................65 
Fig. 38 Assembly of Global Metrology Sensors. ......................................................67 
Fig. 39 Retro-Reflectors Positioning on Camera. .....................................................68 
  x 
  
 
 Page 
 
Fig. 40 Modulating Retro-Reflector. .........................................................................68 
Fig. 41 Ideal Geometric Alignment of Cameras. ......................................................69 
  1 
This thesis follows the style of the Journal of Guidance, Control, and Dynamics. 
CHAPTER I 
INTRODUCTION 
A simple and accurate method for modeling the surface geometry of an antenna 
surface relative to a global reference frame is needed for many space applications. 
Considering the restrictions of space, if the measurement system can be low weight, 
small, and low cost, it is obviously more desirable. Also, the system can be used in a 
variety of alternative ways including mapping the deformation of satellite subsystems. 
This thesis will address the modeling of a space-based radar (SBR) satellite antenna 
using a system comprised of cameras and laser dot projectors. A pair of cameras image 
the SBR antenna surface, using a matrix of dots (called points) produced by the laser dot 
projector. With the advance in imaging technology, these items are low cost, small, and 
as implemented in this study, can produce accurate results.  
There are many modeling systems in existence that use structured light as their 
modeling tool.1 There are also systems that use stereo triangulation to image and model a 
surface.2 This thesis explores the use of triangulation to measure the positions of points 
projected using a laser dot projector (structured light) processed via a Gaussian least 
squares algorithm. The Gaussian algorithm is commonly used for spacecraft navigation,3 
but this thesis will adapt the combination of sensing and estimation algorithm to 
accurately model an SBR antenna surface. 
In Chapter II, the colinearity equations are derived for a single camera. In 
Chapter III, stereo-triangulation ideas are explained for a stereo pair of cameras, called 
the Local Environment, utilizing the colinearity equations. The Gaussian nonlinear least 
squares estimation technique is then applied to a stereo-pair. Chapter IV contains the 
composition of the stereo-pairs to an entire surface with multiple cameras, called the 
Global Environment.  
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In addition to the theory, Chapters III and IV apply the methods developed in 
those chapters to the following three strategies for modeling the surface geometry of the 
SBR antenna surface relative to a global reference frame:  
i. known camera position and attitude: only the locations on the surface to 
be modeled are unknown,  
ii. unknown camera position and attitude: the locations on the surface and 
location(s) and attitude(s) of the camera(s) are unknown, and  
iii. measured camera position and attitude: the locations on the surface are 
unknown and the location(s) and attitude(s) of the camera(s) are measured 
using sensors such as those described in Appendix B. More detail on these 
sensors will be introduced in Chapter III.  
The thesis then concludes with a summary and the conclusions drawn from the 
previous chapters. 
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CHAPTER II  
SINGLE CAMERA THEORY 
Colinearity Equations 
The most basic projection equations that map object geometry into image 
coordinates is considered in this chapter. This derivation is for a single pin-hole model 
camera. The next chapter applies this derivation to a pair of cameras. Figure 1 shows the 
configuration of the surface to be modeled, the camera lens, and the negative image 
plane. The distance between the negative image plane and the lens is defined as the focal 
length, which is also equal to the distance between the positive image and the lens. The 
positive image is a transformation of the negative image through the lens.  
 
Fig. 1 Pin-Hole Camera. 
 
 
To develop the model, two co-ordinate frames must be defined. The first frame is 
the global reference frame (Figure 2), also called the object space. The coordinates (Xc, 
Yc, and Zc) locate the principal point on the lens. The location on the surface has 
 
 
Positive Image 
 Camera Lens 
Negative Image 
(Image Space) 
Surface 
(Object Space) 
f 
f 
^ iz 
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coordinates (X, Y, and Z). The location imaged onto the negative image has coordinates 
([x]g, [y]g, -f) where the subscript g denotes the global coordinate system. 
 
Fig. 2 Global (Object Space) Reference Frame. 
 
 
The second frame is the camera reference frame (Figure 3), also called the image 
space.  The origin of the image space is at (xo, yo, -f), where f represents the fixed focal 
length from the lens of the camera to the image, as shown from Figure 1. The point on 
the negative image can also be described in image space, with the notation ([x]c, [y]c,-f), 
where c represents the camera reference frame.  
 
R 
b 
Principal point  
(Xc, Yc, Zc) 
(x, y,-f) 
(X,Y,Z) 
ex ^ 
ey ^ 
ez 
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O 
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Fig. 3 Camera  (Image Space) Reference Frame. 
 
 
The direction cosine matrix C prescribes the rotational displacement of the 
camera reference frame relative to the global reference frame. These reference frames 
can now be used to describe the variables employed in the colinearity equations. In 
global space, the position of a point on the surface is related to its location on the camera 
negative. The vector from the point on the antennae to the lens, (X,Y,Z) to (Xc,Yc,Zc), is 
defined as R , and the vector from the point on the negative to the lens, (x,y,-f) to (xo, yo, 
0), is defined asb , as shown in Figure 2. The scalar form, or magnitude of R  is referred 
to as R and the magnitude of b  is referred to as b. 
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Image space components: 
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According to the colinearity idealization associated with the pinhole camera 
model, the two vectors ( R andb ) are colinear and form similar triangles with respect to 
the Z-axis. The norm of the vector is preserved, so the colinearity relation between 
R andb  is then easily established. 
 
 bR α=  (5) 
 
This equation holds for abstract vectors ( R ,b ).  To determine the value of , the 
scalar form of R and b is used.  
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When the corresponding component or matrix equation is written, the 
components must be projected to a common reference frame, using the orthogonal 
direction cosine matrix C. The relation between the set of components of Eq. (5), with R  
components in object space and b components in image space gives: 
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Eq. (6) also follows from Eq (7), since the magnitude of a vector is unchanged by 
an orthogonal projection. Solving for the image space components from Eq. (7) produces 
the vector form of the colinearity equations. 
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 In this thesis, the focal length is assumed to be fixed. Note this equation can be 
solved for x and y, which projects an object space point (X, Y, Z) into (x, y), the 
corresponding image point. 
 
 ))()()((1 1312110 CCC ZZCYYCXXCxx −+−+−−= α  (9) 
 
 ))()()((1 2322210 CCC ZZCYYCXXCyy −+−+−−= α  (10) 
 
 ))()()((10 333231 CCC ZZCYYCXXCf −+−+−−= α  (11) 
 
 
Eq. (11) is rearranged to solve for . 
  
 ))()()((1 332313 CCC ZZCYYCXXCf −+−+−−=α  (12) 
 
Finally, this is inserted into Eq. (9) and (10), which transforms three equations 
into two, to give a familiar form for the colinearity equations, which map points from 
object space to image space.  
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Attitude Parameterization 
The rotation matrix for each camera is parameterized using Modified Rodrigues 
Parameters (MRP).4 While there are many attitude parameterizations that can be used, 
MRPs are chosen because a singular result is easily avoided. The MRPs vector consists 
of three coordinates. 
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The MRP vector described is in terms of the principle rotation, , which can 
have a value of up to 360° before a singularity is encountered. 
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The direction cosine matrix for MRP is described in vector form, using a skew-
symmetric matrix. In index notation form, MRPs are described as qk, where 1k3.  
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A point’s location can now be projected from the surface of the antenna to its 
location in the image frame. The next chapter discusses how to reverse the 
transformation to find the point’s location on the antenna from the image plane.  
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CHAPTER III 
LOCAL ENVIRONMENT 
Stereo Triangulation 
Stereo-triangulation employs a pair of cameras and a laser dot projector (Figure 
4). As previously mentioned, the dots projected onto the surface are called points. The 
projected points must be sufficiently dense to adequately define the surface geometry. 
The origin of the global reference frame (Figure 5) is located at the lens of camera 1. The 
origin of the camera reference frame is located at the lens of camera 2, so the two images 
have separate reference frames. Both cameras are assumed to have a 90° field of view. 
 
 
Fig. 4 Local Sensing. 
Camera 1 
Laser Dot 
Projector Camera 2 
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Fig. 5 Stereo-Pair Coordinate Frames. 
 
 
To apply the colinearity equations to a pair of cameras, Eq. (9) and (10) must first 
be put in a more general form which includes j=[1,2] cameras and i=[1,2,… p] total points 
on the surface to image.  
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There are two variables (xij, yij), but each point has three coordinates in three-
dimensional space (Xi, Yi, Zi). This is an underdetermined system, with only two 
equations for three unknown quantities. To solve the problem, there must more equations 
than unknown quantities; two different images are required, with a sufficient number of 
total measured points to determine all unknowns. This approach is called stereo-
triangulation.  
The image produced by camera 1 (Figure 6) will not be identical to the image 
from camera 2 (Figure 7). The portion that overlaps on the two images (Figure. 8) 
defines the surface to be imaged. 5 
Camera 1 Camera 2 
[X]g 
[Y]g 
[X]c 
[Z]c 
[Y]c 
[Z]g 
  12 
 
 
Fig. 6 Image from Camera 1. 
 
 
Fig. 7 Image from Camera 2. 
 
 
Fig. 8 Modeled Portion. 
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Gaussian Nonlinear Least Squares 
Due to the algebraic complexity and nonlinearity of the colinearity equations, it is 
not feasible to analytically solve for each variable (Xi, Yi, and Zi). Instead, these coupled 
nonlinear equations can be solved using Gauss’s nonlinear least squares solution.6 The 
following derivation is specialized to solve the problem where only Xi, Yi, and Zi are 
unknown.  
Gauss’s least squares differential algorithm is used to minimize the sum square of 
the residual errors. The notation adopted for any variable is: true (x), measured ( x~ ), and 
estimated ( xˆ ). The true value has no error, the measured value is determined by the 
sensors with a measurement error, and the estimated value is iterated and refined to 
minimize the selected optimality criteria (weighted least square sum of residuals). Perfect 
measurements are unrealistic and only expected in an ideal situation.  
 
Note the measurement model 
 
 vxfy += )(~  (21) 
 y~  = measured values = [xij, yij]T 
 x  = true unknown values = [Xi, Yi, Zi] T 
   f(x) = colinearity equations of unknown values 
 v = measurement error 
 
The parameter estimate ( xˆ ) is mapped into an estimate ( yˆ ) of the measurements 
as 
 )ˆ(ˆ xfy =  (22) 
 yˆ  = estimated values = [ ,ˆ,ˆ ijij yx ]T 
 xˆ  = estimated unknown values = [Xi, Yi, Zi] T 
         f( xˆ ) = colinearity equations of estimated values 
 
There are two types of error: measurement error (v) and residual error (e). The 
residual error is the difference between the measured and estimated values of y. This 
relationship is used to create an equation relating the estimated and measured values. 
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 yyye ∆≡−= ˆ~  (23) 
    
 exfy += )ˆ(~  (24) 
 
As previously stated, Gauss’s principle of least squares is to minimize the sum 
square of the residual errors, which uses a weighting matrix W to inform least squares 
optimization of the validity of each measurement. The weight matrix is composed of 
diagonal elements of the uncertainty of each measurement squared. 
 yWyeWeJ TT ∆∆==
2
1
2
1
 (25) 
 )]ˆ(~[)]ˆ(~[
2
1
xfyWxfyJ T −−=  (26) 
 
Since the colinearity equations are nonlinear, J cannot immediately be minimized 
as a closed-form solution. Thus, the process is iterated using local linearizations of f(x), 
and the equations are modified to include a new variable that contains the unknown 
values at the current iteration: Cx . 
 
 xxx C ∆+=ˆ  (27) 
 
  Cx = current estimated unknown values during iteration 
 x∆  = corrections to the estimated unknown values 
 
The equation that relates f( xˆ ) to f( Cx ) can be linearized by a first order Taylor 
series expansion, if the correction x∆  is assumed to be small, as 
 
 x
x
f
xfxf
Cx
C ∆∂
∂
+≈ )()()ˆ(  (28) 
 
The differential of the colinearity equations with respect to the true values, 
computed at the current estimated value of the unknowns is called the H-matrix or 
Jacobian matrix.  
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x
fH
∂
∂
≡  (29) 
 
 
The residual error at each Cx is defined as Cy∆ , modeled after Eq. (23). 
 
 )(~ CC xfyy −≡∆  (30) 
 
  
Eq. (27) and (30) are substituted into Eq. (23), which yields the iterated form 
of y∆ .  The sum square of the predicted residuals, JP, is derived by substituting Eq. (30) 
into Eq. (25).  
 
 xHyy
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JP is the value to be minimized to determine the estimated value of the unknown 
xˆ  values. There are two conditions that must be satisfied to minimize JP. The first 
derivative with respect to each unknown value must vanish, but this necessary condition 
is not sufficient to ensure the stationary points are a minimum and not a maximum. The 
sufficient condition is that the second derivative matrix of JP with respect to each 
unknown value must be positive definite to ensure the stationary point is a minimum 
value of JP.  
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  16 
 
The necessary condition is solved for x∆ , giving Gauss’ Normal Equations. 
 
 
C
TT yWHWHHx ∆=∆ −1)(  (36) 
 
 
The sufficient condition, namely that (HTWH) be positive definite for all 
instances, is satisfied because W contains all positive numbers, and (HTWH) always has 
positive eigenvalues if H is of maximum rank (the number of elements in x). Also, there 
are always more equations than unknowns, because stereo-triangulation is employed, so 
the sufficient condition is always positive definite for this application.  
The nonlinear least squares approximation technique is summarized in the 
following flowchart (Figure 9). The process is iterated until the linear approximation is 
less then some predetermined small number . 
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Fig. 9 Gaussian Nonlinear Least Squares Flowchart. 
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Jacobian Matrix 
The H-matrix used in the Gaussian nonlinear least squares derivation is the 
Jacobian matrix of partial derivates of the colinearity equations (xij and yij) with respect to 
each unknown variable. For each of the three strategies discussed in the first chapter of 
this thesis, there are a different number of unknowns, so each matrix will have a different 
dimension.  
 
Absolute Camera Position and Attitude 
The first strategy assumes the camera position and attitude are known values, 
called control points, and the only unknown values are the point locations, referred to as 
pass points. The colinearity equations are functions containing the following variables of 
pass and control points: 
 
 ),,,,,,,,,(
),,,,,,,,,(
321
321
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jjjjCjCjCjiiiij
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=
=
 (38) 
iii
jjjjCjCjCj
ZYXunknown
fqqqZYXknown
,,:
,,,,,,: 321
 
 
The Jacobian is composed of the partial derivative of the colinearity equations 
with respect to each unknown value.  
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Due to the nature of the colinearity equations, the partial of one point with respect 
to another is given a zero value in the H-matrix. The following matrix shows a populated 
portion of the H-matrix.  
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In this first application, the H-matrix contains 4*p rows and 3*p columns, which 
gives the H-matrix a dimension of (24x18) for a surface with 6 points. Figure 10 shows 
the locations of nonzero values in a full H-matrix. The darker color shows the partial 
derivatives for camera 1 and the lighter color shows the partial derivatives for camera 2. 
If a cell has no color, is has a value of 0. 
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Fig. 10 Populated H-Matrix for Strategy 1. 
 
 
The more points there are, the more accurate the surface is represented, because 
the measured points are denser. However, this increase in the number of unknown values 
increases the number of computations in the algorithm, which increases the run time.  
The following equations are the partial derivatives of the colinearity equations for 
each unknown value. To simplify the equations and thereby reduce the number of 
computations, the values for xij and yij, which are computed earlier in the algorithm, are 
inserted. 
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Since the H-matrix contains the derivative of the equations being solved, a simple 
method to validate the H-matrix values is to use the following equation with a very small 
number   10-5 m for each unknown value. This approximation to validate the H-matrix 
is accurate to 10-5 m. 
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Unknown Camera Position and Attitude 
In the second application, the locations and attitudes of the cameras are also 
being determined. More points are required because while the number of unknown 
values increases, the number of equations remains the same. Given that the centermost 
camera is the origin of global space, its location and attitude are known; it is located at 
(0,0,0) m with an attitude of q=(0,0,0)T. This implies that only 6 additional unknowns are 
added: the location and attitude of the second camera. The variables in the colinearity 
equations are categorized as follows: 
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The H-matrix now includes 6 new columns, making the new dimension 4*p rows 
by 3*p+6 columns. Simple algebraic manipulation of this dimension dictates that there 
must be at least 6 points to avoid an underdetermined system. 
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 In addition to the previous equations, the partial derivatives for xi2 and yi2 with 
respect to Xc2, Yc2, Zc2, and qk2 are required. The partial derivatives of xi1 and yi1 with 
respect to Xc2, Yc2, Zc2, and qk2 are 0 because the colinearity equations do not relate one 
camera to another. Figure 11 contains a populated H-matrix for 6 points (24 x 24), where 
the dark value represents a partial derivative with respect to camera 1, and the light value 
shows a partial derivative with respect to camera 2. The blank cells contain a value of 0. 
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Fig. 11 Populated H-Matrix for Strategy 2. 
 
 
This example contains the minimum number of points. The following partial 
derivative equations are specific for camera 2, because the position and attitude of 
camera 1 is known, so partial derivates are not required for camera 1. Taking advantage 
of the similar relationship between some of the partial derivative equations simplifies the 
computations. 
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The partial derivatives of the colinearity equations with respect to the MRP 
vectors are much more complex, so a new variable  is introduced. 
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In order to find the partial derivatives of the colinearity equations with respect to 
the MRP vector, the partial derivative of the direction cosine matrix with respect to the 
MRP vectors must be found. CPQ2 denotes a cell in the cosine matrix where p=1,2,3 and 
q=1,2,3. Using the orthogonal direction cosine matrix from Chapter II, SPQ denotes the 
numerator, and T denotes the square root of the denominator. 
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The derivative of each cell in the cosine matrix is found using the chain rule.  
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To obtain the final form of the partial derivative, the derivative of T with respect 
to qk is substituted into the chain rule. 
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The derivative of the S matrix with respect to each qk is defined. 
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Measured Camera Position and Attitude 
In the third strategy, sensors are used to reduce uncertainty and give measured 
locations and attitudes of the cameras with respect to the origin. A possible sensor that 
can be employed is a modulating retro-reflector, which is described in more detail in 
Appendix B. The location and attitude of the second camera is still considered unknown, 
but the measured values introduce new equations into
C
y∆ : 
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Using these additional sensors increases the number of rows in the H-matrix by 6, 
so the dimension for the third application is 4*p+6 by 3*p+6. As in the first strategy, 
there is no minimum number of points required to ensure the system is not indeterminate, 
because there are always more equations than unknown values. Figure 12 contains the 
new H-matrix, with the same color-coding as in Figure 10 and 11.  
  
 
 
 
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                                    
            
                  
      
                  
      
                  
      
                  
      
                  
      
                  
      
                                    
            
 
 
Fig. 12 Populated H-Matrix for Strategy 3. 
 
 
As shown in the figure, the gradient of the measured values with respect to itself 
is 1 and with respect to all other values (Xi, Yi, Zi, Xcj, Ycj, Zcj, and qkj) is 0. 
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Results 
The algorithms in the previous chapters are applied to an extremely thin surface 
that is 5m long (in the x-direction), 7m deep (in the y-direction), and located 5m from the 
camera lens (in the z-direction). Each camera has a focal length of 10mm, and there is a 
distance of 5m between the two cameras. There is a 29x29 matrix of points projected 
onto the surface of the antenna. A measurement error of 5*10-3m is assumed for the 
sensor in the third strategy. 
The actual surface (Figure 13) appears identical to the first strategy (Figure 14) 
and third strategy (Figure 16) surface. The second strategy (Figure 15) appears very 
similar to the actual surface, except Figure 15 shows a much higher peak at the back 
right hand corner than in the actual surface. The estimated cameras’ locations are 
represented on the figures as triangles. 
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Fig. 13 Actual Surface. 
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Fig. 14 Absolute Camera Knowledge. 
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Fig. 15 No Camera Knowledge.
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Fig. 16 Measured Camera Knowledge. 
 
 
Notice on Figure 15, camera 2 is estimated to be located at 5.4m, an error of 
0.4m. In the third strategy, camera 2 is as estimated to be at 5.005m, an error of only 
5mm. The maximum error of the norm of each point’s location associated with each 
strategy (Figure 17) is significantly small, with a maximum of 0.007m for strategy 1 
(Figure 18), 0.65m for strategy 2 (Figure 19), and 0.007m for strategy 3 (Figure 20). In 
Figure 13, the point number is assigned from the front to the back of the panel along the 
y-axis (y=0 to y=7m) for each row of points on the x-axis (from x=0 to x=5m). This 
collection method explains the saw-tooth pattern seen in strategy 2. The largest errors are 
located at the back of the panel, which implies that the further the point is from the 
camera, the higher the estimation error. The random distribution of error in strategy 1 
and 3 illustrates that the absolute or measured knowledge of the cameras’ locations and 
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attitudes do not cause a change in the accuracy of the points based on their distance to 
the camera, as is the relationship in strategy 2. 
  
 
 
Fig. 17 Estimation Point Location Error. 
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Fig. 18 Contour Plot of Estimation Error for Strategy 1. 
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Fig. 19 Contour Plot of Estimation Error for Strategy 2.
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Fig. 20 Contour Plot of Estimation Error for Strategy 3. 
 
 
Considering the only information known in the second strategy is that the first 
camera is located at the origin, a maximum norm of the point location error of 0.65m is 
acceptable. From the figures, the methods employed by this thesis clearly create 
successful models because the largest errors for strategies 1 and 3 are measured in 
millimeters. 
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CHAPTER IV  
GLOBAL ENVIRONMENT 
Description of Surface 
The entire SBR antennae surface that is modeled in the global environment is 
100m long (x-direction) and 7m wide (y-direction). The cameras and laser dot projectors 
are alternately attached to a rigid beam, spanning the length of the antenna. The flexible 
antenna is attached to the beam by a metal frame, separating the cameras and the antenna 
by approximately 5m. Each camera has a 50mm x 50mm focal plane, a 25mm focal 
length, and a 90° field of view. To minimize the number of cameras, each camera is part 
of two adjacent stereo-triangulation pairs. The maximum angle between a camera optical 
axis and the furthest offset point to be imaged is assumed to be 45°. Based on these 
specifications for the cameras, every pair of cameras is separated by a fixed distance of 
5m; twenty one cameras are required to image the entire antenna. A laser dot projector 
located exactly half-way between each pair of cameras produces a matrix of points onto 
the antenna. A portion of the global environment is shown in Figure 21. 
 
 
 
 
Fig. 21 Global Environment. 
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Combining Local Environments 
The entire antenna surface is estimated by using the equations developed from the 
Local Environment, for each stereo-pair. The equations could be adapted to include 
many cameras which would put the entire surface into one nonlinear least squares 
program. While this would be possible for the first strategy, it increases the 
computational complexity because the inverse of the H-matrix is required. The Gaussian 
nonlinear least squares algorithm could not be adapted for the entire surface to be 
approximated at once for the second and third strategies because each camera’s location 
and attitude is found using the location of the previous camera in the pair. There would 
be no previous camera information for adapted strategies because in this hypothetical 
algorithm, there are not any pairs, only a large number of cameras.  
For computational simplicity and feasibility, the algorithm iterates each pair of 
cameras. With many cameras imaging the same surface, the overlapping surfaces are 
referred to as panels (Figure 22).  
 
 
Fig. 22 Camera Overlap. 
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Iterating each local pair produces a daisy-chain effect which propagates errors in 
the camera location and attitude as well as causes the furthest cameras from the origin to 
have the highest errors. For this reason, the origin is set in the middle of the beam and 
not at one of the ends of the beam. 
 
Results 
The following application uses half of the beam, starting from camera 1 at the 
origin, with its axes aligned with the principle axes, to camera 11 at 50m. Using 64 
points per panel, there are a total of 640 points to estimate the location. A Gaussian noise 
distribution with a standard deviation of 10-6m is added to all measurements which 
includes the surface points’ location in image space as well as camera locations and 
attitudes.  
The actual surface (Figure 23) is compared to the estimated surface which 
assumes absolute camera position and attitude are known (Figure 24). It is extremely 
accurate and appears identical. The actual surface compared to the estimated surface in 
strategy 2 where there is no knowledge of the camera information (Figure 25) appears 
similar when observing points close to the origin, and then begins to diverge dramatically 
as the distance from the points to the origin increases. As with the first strategy, the third 
strategy where the camera information is measured (Figure 26) appears identical to the 
original surface. 
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Fig. 23 Original Surface. 
  41 
 
 
Fig. 24 Strategy 1 Estimated Surface. 
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Fig. 25 Strategy 2 Estimated Surface. 
  43 
 
 
 
Fig. 26 Strategy 3 Estimated Surface. 
 
 
Figure 27 displays the norm of the point location errors for each strategy. Every 
line represents a panel of sixty four points for that strategy. The estimation error for the 
first strategy is very small, with a maximum error of 0.007 m. The second strategy has a 
maximum point error of 0.24m, almost thirty two times greater than the first strategy. In 
the third strategy, the maximum error reaches 0.01m; this is only about 1.5 times greater 
error than the first strategy. Also, the error for the first and third strategy occurs 
randomly.  The second strategy has an increasing error with each panel. The highest error 
for each panel occurs at the back of the panel and for the entire surface occurs at the 
panel furthest from the origin. This pattern confirms the daisy-chain effect that is present 
in the second strategy.  
  44 
 
 
Fig. 27 Point Location Errors. 
 
 
A contour plot of the point errors in strategy 1 (Figure 28) shows that the errors 
are highest at the back of the surface, the point furthest from the camera along the y-axis, 
but evenly distributed along the x-axis. A contour plot of the point errors in the second 
strategy (Figure 29) displays a more dramatic error distribution. The first few panels 
contain an error of 0.06m, and this error increases to 0.1m for most of the panel. There is 
a large spike in error at the back of the panel where there is a peak value in the actual 
surface. The contour plot of point errors for strategy 3 (Figure 30) reveals that the highest 
error occurs in the rear corner of the surface which shows the errors compound with each 
additional camera.  
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Fig. 28 Strategy 1 Point Errors Contour Plot. 
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Fig. 29 Strategy 2 Point Errors Contour Plot. 
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Fig. 30 Strategy 3 Point Errors Contour Plot. 
 
 
The norm of the camera location errors for the second and third strategies are 
displayed in Figure 31. As predicted, the errors in the second strategy compound with 
each camera, which causes a maximum error of 0.26m at the last cameras. In strategy 3, 
the error is much smaller and more random; there are three peak values distributed along 
the x axis. The maximum error is 2.6mm, 100 times smaller than in the second strategy. 
This error is attributed to the noise in the measurements. A priori values for the cameras’ 
locations and orientations in the estimation process produce a much more accurate result.  
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Fig. 31 Camera Location Errors. 
 
 
The norm of the orientation errors of the cameras are displayed in Figure 32 for 
the second and third strategies. The attitude error in the second strategy increases as the 
camera number increases. The maximum error 0.0024rad occurs at camera 9. The third 
strategy has a much more random result and contains a much smaller maximum error of     
3.7*10-7rad that occurs at the second camera. Again, a priori knowledge from a sensor 
decreases the error for a more accurate estimate of camera orientation. 
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Fig. 32 Camera Orientation Errors. 
 
 
It is a clear assumption that the more points per panel, the more accurately the 
surface is approximated. However, there is no correlation between the number of total 
points and the maximum estimation error (Figure 33) for point error, camera location, or 
camera orientation error. Figure 33 displays the maximum error from 10 surfaces for 
each number of points.  
The line representing the maximum point location errors for the first and third 
strategies appear colinear which displays the similarity of the results. Also, the accuracy 
of the first and third strategies appears unaffected by the number of total points. For the 
second strategy, there is no correlation between the number of points and the accuracy as 
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it appears to fluctuate with each strategy. The error is therefore not affected by the 
number of points but by the surface shape. 
 
 
 
Fig. 33 Variation of the Number of Points. 
  
 
When the noise value for the measured values is altered (Figure 34), it is expected 
that the errors increase slightly in strategy 1, greatly in strategy 2 because the camera 
location and orientation are very sensitive, and noticeably in strategy 3 because in 
addition to the location of the points in the image plane, the camera location and 
orientation are measured values.  
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The errors in Figure 34 are the maximum error from 10 surfaces for each change 
in the standard deviation of the noise value. The errors for strategy 1 increase linearly as 
expected. The errors in strategy 2 increase dramatically after a noise value of 10-4. The 
errors in strategy 3 have almost the exact values as strategy 1 until a measurement error 
of 10-3. For each of the errors, the second strategy has a larger error than the first or third 
strategy. Clearly, each strategy is affected by the noise value, so accuracy drives the type 
of sensors used for measurement. 
 
 
Fig. 34 Variation of the Noise Value. 
 
 
As expected, strategy 1 produces the most accurate results, but for an application 
where the cameras’ locations and attitudes are not exactly known (measurement error 
exists), the surface estimate is more unrealistic. Strategy 2 produces a less accurate 
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estimate, but it is the easiest to implement and can be realistically implemented for any 
application. Strategy 3 requires additional sensors, but it produces an extremely accurate 
and realistic answer. Appendix A contains a linearization method of the colinearity 
equations to produce a linear least squares estimation for strategy 1.  
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CHAPTER V 
SUMMARY AND CONCLUSION 
Every strategy produces a different result when the number of points, number of 
cameras, noise value, or surface configuration is changed. The application of any of the 
strategies is dependant on these variables, which implies that the strategies are adaptable 
to many different applications based on the constraints. For example, if the number of 
points that the laser dot projector produces increases, the computational power required 
also increases, but the result produces a much smoother, more realistic curve. To increase 
the number of cameras adds redundancy, but more computation is required, and the 
volume and weight consumed by the system increases. The accuracy is also affected by 
these variables. Accuracy decreases for strategies 2 and 3 as the number of cameras 
increase. The larger noise value results in a decreased accuracy. A surface with very 
steep peaks causes the weakest contour geometry. The number of points does not seem to 
affect the accuracy though more exhaustive research on the subject would be valuable. 
For the Local Environment, strategy 1 produces the most accurate results, 
followed by strategy 3, and finally strategy 2. When the Local Environment is iterated 
for each panel as in the Global Environment, strategy 1 is unaffected. Strategy 3 is 
mildly affected, but the magnitude of the error in strategy 2 increases dramatically. These 
increases are due to the compounding of errors proportional to the distance that a point or 
camera is from the origin. Also, when the camera location and attitude start to incur 
errors, the estimation accuracy of the points’ locations begins to drop. A small error in 
the attitude can have a large influence on the accuracy of the points’ locations. 
As expected for the Global Environment, the highest accuracy is found in 
strategy 1 where the least number of unknowns exist. There are very few applications for 
this type of a system however. For a more realistic application where the cameras’ 
locations and attitudes are not exactly known (measurement error exists), as in strategy 3, 
the surface estimate is almost as accurate as strategy 1. The downfall to strategy 3 is that 
more equipment is required, which is a limiting factor for space applications as it 
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increases the cost, weight, and volume of the system. The most easily applied and 
realistic solution is strategy 2, but the cost of an easier to implement strategy is the 
estimation accuracy. Considering the only known value for strategy 2 is the location and 
attitude of camera 2, the accuracy obtained is significant.  
A great advance that could be realized if more time is spent researching 
linearization would be to find a closed form solution for the colinearity equations. While 
it is advantageous to have strategy 1 in a linear least squares algorithm (Appendix A), as 
opposed to a nonlinear least squares algorithm, it would be nice to adapt the linearization 
for strategy 2 and 3. Also, it would be interesting to analyze the covariance analysis of 
each point which is the value of how accurate the algorithm believes it is at each point. 
This would entail comparing the overall accuracy to the covariance matrix (P=HTWH). 
Chapter IV explains that iterating each pair of cameras is required for strategies 2 
and 3 because the position and orientation of one of the cameras in each pair is required. 
A further development for this algorithm would be to create a bulk estimation of the 
entire surface after each panel is estimated. This could help correct the daisy-chain effect 
present in strategies 2 and 3, although it would increase computational complexity. 
All of the strategies developed in this thesis provide a lightweight, low-volume 
response to the need for new sensors in space. This program can be easily adapted and 
optimized for a number of applications. 
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APPENDIX A  
LINEARIZATION OF THE COLINEARITY EQUATIONS 
Linearization Method 
One method used to linearize a nonlinear equation is to put the equation into a 
form where a matrix of known values is multiplied by a matrix of unknown values.7 The 
null space vector of the matrix of unknown values is then found. Multiplying this vector 
by a scaling factor produces the unknown vector quantities.  
To prevent introducing more nonlinear equations, the attitude parameterization is 
undefined, so the rotation matrix is in the form Crsj. The following shows the colinearity 
equations as a function of the rotation matrix for a total number of points (p) and total 
number of cameras (c): 
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A scaling factor (ij) is required because the null space vector produced could be 
one of an infinite number of possible vectors that satisfy that matrix. The scaling factor is 
converted from the vector notation as it was originally described in Eq. (6) to index 
notation, so it can be applied to the whole surface, not just a single point taken by a 
single camera as Eq. (6) was originally intended: 
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Unknown Camera Position and Attitude 
The first attempt to linearize the colinearity equations assumes that the points’ 
locations and the positions and attitudes of the cameras are unknown, as in strategy 2. In 
this case, the known and unknown values are as follows: 
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Manipulating the colinearity equations from Chapter III to separate the known 
and unknown quantities produces the following equation: 
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 Before putting this into matrix form, it is realized that there are quadratically 
more unknown values than known values, and as the number of points and/or number of 
cameras increase, the system becomes more underdetermined. Therefore, this strategy 
cannot be solved using this linearization technique.  
 
Absolute Camera Position and Attitude 
The next linearization method assumes that the points are unknown, but all 
camera information is known, as in strategy 1. In this case, the known values and 
unknown values are as follows: 
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The colinearity equation can be rearranged to have a known value multiplied by 
an unknown value. 
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At this point, the equation would be separated into a form where a matrix of 
known values is multiplied by a vector of unknown values, to find the null space of the 
known matrix. This cannot be done however, because (XCj, YCj, ZCj) have no unknown 
variable by which the vector containing the camera positions are multiplied. To 
overcome this issue, there are two methods to solve this strategy: assume the camera 
attitude is unknown or assume the camera orientation is unknown.  
 
Camera Attitude Unknown 
Assume the points and camera attitude are unknown. In this case, the known and 
unknown values are as follows: 
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Using this equation, the number of unknowns greatly outweighs the number of 
equations, because a new variable is introduced when ijα is multiplied by (X,Y, Z), so the 
unknowns are now , , ,ij ij ij ija b cα  and the 9 elements of C, multiplied by the number of 
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cameras. For a 2 camera system, the number of unknowns are 8*p+18, and the number of 
equations are only 6*p. This problem is underdetermined. 
 
Camera Position Unknown 
Assume the entire second bracketed quantity in Eq. 81 is an unknown value, but 
the attitude information is still known: 
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To ensure the system can be solved, first solve for a 2 camera system. There are 
5*p+6 unknown values and 6*p equations, so this problem can be solved, as long as p6. 
The following shows Eq. (81) as a matrix of known values multiplied by a vector of 
unknown values for a 2 camera system: 
 
 
(83) 
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For p=6, using the null and rank functions in Matlab, the matrix is rank deficient.8 
There is no vector that exactly satisfies the null space condition because one of the rows 
or columns in the matrix is exactly the same as another row or column.9 For a 2 camera 
system of 6 points, this is not a useful linearization technique. 
 
Linear Least Squares Optimization 
For the first strategy, the equations from the last section can be put into a linear 
least squares loop to determine the (Xi, Yi, Zi). Linear least squares estimation is preferred 
to the nonlinear least squares estimation because the linear estimation has a shorter run-
time and is less complex than nonlinear estimation. Also, the linear method can calculate 
the entire array of cameras, producing all of the points very quickly. Again, the known 
and unknown values are as follows: 
 
ijiii
rsjCjCjCjjojojijij
ZYXunknown
CZYXfyxyxknown
α,,,:
,,,,,,,,:
 
 
The colinearity equations are rearranged to solve for the known values (Xcj, Ycj, 
Zcj) : 
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A new variable Rij is created to sum up the known quantities for each point of 
each camera: 
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Eq. (85) is separated into a matrix of known values multiplied by a vector of 
unknown values, which is now set equal to a vector of known values. 
 
 
(86) 
 
Using the linearized approximation method with a linear least squares program 
instead of the nonlinear least squares program has increased the accuracy and shortened 
the time required for the calculation. These surfaces are modeled with a noise value of 
10-3m, which is 1000 times larger than noise value used in the previous chapters. The 
actual surface (Figure 35) is created using 10 cameras and a matrix of 7x7 projected 
points. The surface is located 3.7m from the camera lens, is 100m long and 7m deep. 
Figure 36 shows the model that is computed with the nonlinear least squares program. 
Figure 37 contains the model using the new linear least squares program. 
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Fig. 35 Antennae Surface. 
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Fig. 36 Nonlinear Least Squares Approximation. 
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Fig. 37 Linear Least Squares Approximation. 
 
 
While a linearized closed form solution of the colinearity equations has not been 
found, a linearization method that improves accuracy and speed of the first strategy has 
been established. The main hindrance in creating a closed form solution for the 
colinearity equations occurs as a result of the rotation matrix. There are 9 elements that 
are unknown when the attitude is unknown. Using a parameterization for the rotation 
matrix would not be any less complex because all parameterizations involve additional 
nonlinear equations to create the rotation matrix. With this in mind, a no attitude 
approach to linearizing the colinearity equations is explored in Appendix C, but it is 
found that for the number of points required to accurately model a surface (on the order 
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of 105), the complexity increases dramatically to the point where the linearization 
involves more computation than a nonlinear Gaussian least squares program.  
The only method that truly linearizes the multiple stereo pair problem is to 
assume that only the points are unknown and the cameras attitudes and locations are 
known. While this assumption makes it necessary to know the camera information, it 
requires only a linear least squares program, reduced from the previous, more complex 
nonlinear least squares program, and it increases the accuracy significantly. 
  67 
 
APPENDIX B  
GLOBAL METROLOGY SENSORS 
One solution to finding the locations of the cameras for strategy 3 is to use global 
metrology, which would give approximate a priori knowledge of the locations of the 
cameras locations and attitudes. A better estimate of the locations of the cameras should 
dramatically reduce the errors and approximate the surface more accurately. Global 
metrology uses a laser flashlight above the inboard-most camera, a laser ranging device 
to that camera, and retro reflectors attached at three corners of each camera. Figure 38 
shows the general configuration, and Figure 39 shows the positioning of the retro 
reflectors on each camera.   
 
 
 
 
Fig. 38 Assembly of Global Metrology Sensors. 
 
 
 
Laser 
Flashlight 
  68 
 
 
 
Fig. 39 Retro-Reflectors Positioning on Camera. 
 
 
Using the laser ranging device to send a signal and receive feedback to each 
corner of the camera, the range, position, and attitude can be found by sequentially 
‘opening’ each retro reflector. The laser flashlight that illuminates the reflective material 
can also be used to improve the visibility of the laser dots on the surface of the antennae, 
and thus allow them to appear in the images more clearly. The retro-reflectors are 
currently being developed by the Navy Research Laboratory, and referred to as 
Modulating Retro-Reflector (MRR). 10 The MRR includes an optical retro-reflector and a 
shutter that modulates the laser beam from the center camera to every other camera, and 
is shown in Figure 40. 
 
 
 
Fig. 40 Modulating Retro-Reflector. 
A constraint with global metrology is that the density of the light must be known 
and included in the design to accurately measure the range.11 Also, geometrical 
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constraints arise to measure all of the cameras. The ideal geometric arrangement is 
shown in Figure 41, so all retro reflectors are visible and in line.  
 
 
 
 
Fig. 41 Ideal Geometric Alignment of Cameras. 
 
 
Using global metrology and MRR’s produces a better estimate of the cameras’ 
locations and dramatically reduces the errors. Thus, the surface is approximated more 
accurately with the use of the additional sensors, as seen in strategy 3. 
 
 
 
 
 
The sensor furthest from 
the inboard-most camera 
is much smaller 
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APPENDIX C  
NO ATTITUDE APPROACH 
The largest complexity associated with Appendix A was the attitude matrix. A no 
attitude approach can decrease the number of unknowns so the points’ locations can be 
solved for more easily. This method7 can be adapted for a stereo pair system. This 
method uses different notation than the rest of the thesis, where 1m2 and 1kp. The 
camera is located at: 
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The points are located at:  
 
  




	








=
k
k
k
k
Z
Y
X
r  (88)  
 
:  222 )()()( cmkcmkcmkkm ZZYYXXm −+−+−=  (89) 
 
 




	








−
−
+−+−
=
∧
m
omk
omk
momkomk
km
f
yy
xx
fyyxx
b
222 )()(
1
 (90) 
Known Values: 
∧
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Using the matrix form of the colinearity equation: 
 
  kmmk
km
m brr
m
C
∧
=− )(1  (91) 
 
For the first camera (m=1), and the points on the antennae (i, j, k): 
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Combine these equations into the form: 
 
  






	












−
−
−
=




	








−
−
−
∧∧
∧∧
∧∧
1111
1111
1111
1
kkii
kkjj
jjii
ki
kj
ji
bmbm
bmbm
bmbm
rr
rr
rr
C  (95) 
 
This can be reduced by renaming the bracketed values: 
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These can be combined to remove C from the equation: 
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Multiply the matrices by their transpose, and equate the elements to solve for (X, 
Y, Z). This construction is to find only three points’ location. Considering the application 
of this is to generate an entire surface, thousands of points are actually needed. To 
generate an array of thousands of points using this no attitude method would require 
much more computation and complexity than the current program, so it is not utilized, 
but is included because it is a method that was tried and failed for this application. 
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