This article presents a new primal-dual weak Galerkin (PD-WG) finite element method for first-order linear convection equations in non-divergence form. The PD-WG method is based on the locally reconstructed differential operators (e.g., discrete weak gradients) developed in the weak Galerkin context for both the primal differential operator and its adjoint, with stabilizers employed to enhance the stability of the numerical scheme. The numerical method results in a symmetric discrete linear system involving not only the primal variable, but also the dual variable (also known as the Lagrangian multiplier) for the adjoint equation. Optimal order of error estimates are derived in various discrete Sobolev norms for the numerical solutions arising from the PD-WG scheme. Numerical results are reported to illustrate the accuracy and efficiency of the new PD-WG method.
often face a grand challenge on its stability and capability of resolving the solution's discontinuity and the sharp changing front in scientific computing. The linear convection equation also serves as an excellent benchmark for testing new ideas in numerical PDEs. Readers are referred to the introduction section of [8] and the references cited therein for a detailed description of the first-order linear convection equation and some of its physical applications. This paper aims to develop a new numerical method for the linear convection problem (1.1) for which the convection vector β and the reaction coefficient c are assumed to be piecewise smooth functions without any additional coercivity assumption in the form of c+ 1 2 ∇·β ≥ α > 0 or alike as commonly seen in most existing literatures in the numerical study. The new numerical scheme is devised by following the framework of the primal-dual weak Galerkin (PD-WG) finite element method introduced and studied in [4, 6, 7, 10, 8, 5] . The PD-WG method was originally formulated as a constraint optimization problem where the optimization involves minimizing the "discontinuity" of the approximating solution with constraints given by a local satisfaction of the underlying PDEs on each element. The resulting Euler-Lagrange formulation gives rise to a symmetric system involving both the primal (original) equation and the dual (adjoint) equation interconnected by carefully-chosen stabilizers that provide "weak continuity" or "weak smoothness" necessary for convergence and stability. It should be noted that the approach of PD-WG finite element method for solving PDEs was also developed by Burman [2, 3] in other finite element contexts, and it was given the name of "stabilized finite element methods" by Burman. Recent studies have shown that the PD-WG finite element methods have great potentials for PDEs for which the traditional variational formulations are either not available or difficult to use for numerical discretization.
Let us briefly discuss the main idea behind the PD-WG method for the first-order linear convection problem (1.1). A weak formulation for the model problem (1.1) can be given by seeking λ ∈ H 1 β (Ω) such that λ = g on Γ − and (1.2) (β · ∇λ − cλ, v) = (f, v), ∀v ∈ L 2 (Ω),
where H 1 β (Ω) = {w ∈ L 2 (Ω) : β · ∇w ∈ L 2 (Ω)}. The weak gradient operator ∇ w (see [9] for definition) can be used to reformulate (1.2) as follows:
where {λ} = {λ| T , λ| ∂T } is defined as a weak function in the weak Galerkin context. The weak function has approximations by piecewise polynomials on each element T as well as on its boundary ∂T . The weak gradient ∇ w {λ} can be discretized by using vector-valued polynomials, denoted as ∇ w,h {λ}. The variational problem (1.3) can then be approximated by seeking λ h = {λ 0 , λ b } ∈ W h such that λ b = Q b g on Γ − and satisfying
where W h is a trial space for the weak functions and M h is a test space consisting of piecewise polynomials. The problem (1.4) is well-posed if the inf-sup condition of Babuska [1] is satisfied. For most readily available trial and test spaces, the inf-sup condition of Babuska is not satisfied so that the problem (1.4) is not well posed as it stands. A remedy of this trouble is to consider the dual equation of (1.4) that seeks u h ∈ M h satisfying
where W 0 h is the subspace of W h consisting of all weak functions with vanishing boundary value on Γ − . A formal coupling of (1.4) and (1.5) results in the following primal-dual weak Galerkin scheme: Find λ h ∈ W h and u h ∈ M h , such that λ b = Q b g on Γ − and (1.6)
where s(·, ·) is a stabilizer/smoother that enforces necessary weak continuity for the numerical solution λ h . In fact, the stabilizer aims to measure the level of "continuity" of the weak function σ ∈ W h in the sense that σ ∈ W h is a classical C 0 -conforming element if and only if s(σ, σ) = 0.
The linear convection equation in non-divergence form (1.1) is essentially the adjoint of the model problem in divergence form discussed in [8] . In the development of the PD-WG method in [8] , the linear convection equation in divergence form was characterized by a weak form obtained through the usual integration by parts so that no partial derivatives are taken on the primal variable. The corresponding numerical scheme is therefore of low-regularity in nature, as convergence occurs under any H θ -regularity for the exact solution with θ > 0. For the linear convection equation in non-divergence form (1.1), we shall and have to use a straightforward weak form through a simple test against any square integrable function. Due to the difference of characterization for the primal equation, a least-squares term in the form of τ 2 T ∈T h h 2 T (u h , v) is added to the primal equation in the new PD-WG scheme (1.6) in order to achieve an optimal order of convergence in L 2 . Furthermore, a term like T ∈T h τ 1 (f, β · ∇σ 0 − cσ 0 ) is added to the right-hand side of the dual equation due to the corresponding least squares term in the stabilizer s(·, ·) to be detailed in later sections. Optimal order of error estimates are established in various discrete Sobolev norms for the new PD-WG finite element method.
The main contributions of this paper are the following. First of all, a new numerical method was designed and analyzed thoroughly for its stability and convergence. Secondly, the mathematical theory was established based on a minimal assumption on the linear convection equation and its coefficients; namely, the original problem has one and only one solution and the coefficients are merely piecewise smooth. Due to the global non-smoothness of the convection vector β, the linear convection equation in non-divergence form can not be formulated in a divergence form for any possible application of the numerical method developed in [8] . Therefore, the result of this paper fills a gap of numerical study of PDEs in the realm of weak Galerkin finite element methods.
The paper is organized as follows. In Section 2, we present the primal-dual weak Galerkin algorithm for solving the first-order linear convection problem in nondivergence form. In Section 3, we shall prove the existence and uniqueness for the numerical solutions. In Section 4, we shall derive an error equation for the PD-WG finite element solutions. In Sections 5 and 6, we shall derive some optimal order error estimates for the PD-WG approximations in some discrete Sobolev norms. In Section 7, we report some numerical results to demonstrate the efficiency, stability, and accuracy of the new PD-WG method.
Throughout the paper, we follow the usual notation for Sobolev spaces and norms. For any open bounded domain D ⊂ R d (d-dimensional Euclidean space) with Lipschitz continuous boundary, we use · s,D and | · | s,D to denote the norm and seminorm in the Sobolev space H s (D) for any s ≥ 0, respectively. The inner product in H s (D) is denoted by (·, ·) s,D . The space H 0 (D) coincides with L 2 (D), for which the norm and the inner product are denoted by · D and (·, ·) D , respectively. When D = Ω, or when the domain of integration is clear from the context, the subscript D is dropped in the norm and inner product notations.
2. Primal-Dual Weak Galerkin Algorithm.
Discrete weak gradient. Let T be a polygonal or polyhedral domain with boundary ∂T . A weak function on T is defined as a pair
The first component v 0 can be viewed as the value of v in the interior of T , while the second component v b represents v on the boundary of T . In general, v b may not necessarily be the trace of v 0 on ∂T , though being the trace of v 0 on ∂T would be viable option for v b . Denote by W(T ) the local space of all weak functions on T ; i.e.,
The weak gradient of v ∈ W(T ), denoted by ∇ w v, is defined as a linear functional in [H 1 (T )] d such that
Denote by P r (T ) the space of polynomials on T with degree r and less. A discrete version of ∇ w v for v ∈ W(T ), denoted as ∇ w,r,T v, is defined as the unique polynomial vector in [P r (T )] d satisfying
From the integration by parts, we may rewrite (2.1) as follows
provided that v 0 ∈ H 1 (T ).
Numerical algorithm.
Let T h be a partition of the domain Ω into polygons in 2D or polyhedra in 3D which is shape regular in the sense of [9] . Denote by E h the set of all edges/faces in T h , and E 0 h = E h \ ∂Ω be the set of all interior edges/faces. Denote by h T the size of T ∈ T h and h = max T ∈T h h T the meshsize of the partition T h . For any piecewise smooth function φ with respect to the partition T h , denote by [[φ] ] the jump of φ along the interior edge/face e given by
where φ i := φ| Ti , and n i is the unit outward normal direction on e = ∂T 1 ∩ ∂T 2 pointing exterior to the element T i , i = 1, 2.
For any given integer k ≥ 1, denote by W k (T ) the local space of discrete weak functions; i.e.,
Patching W k (T ) over all the elements T ∈ T h through a common value v b on the interior interface E 0 h , we arrive at a global weak finite element space W h . Denote by W 0 h the subspace of W h with vanishing boundary values on Γ − ; i.e.,
Next, let M h be the finite element space of piecewise polynomials of degree k − 1; i.e.,
For simplicity of notation and without confusion, for any σ ∈ W h , denote by ∇ w σ the discrete weak gradient ∇ w,k−1,T σ computed by (2.1) on each element T ; i.e.,
In the space W h and M h , we introduce the following bilinear forms
We are now in a position to state the numerical scheme for the first-order linear convection problem (1.1) in the framework of primal-dual weak Galerkin as follows:
5)
where τ 2 > 0 is a parameter and Q b is the local L 2 projection operator into P k (e).
Solution Existence and Uniqueness.
On each element T ∈ T h , let Q 0 be the L 2 projection onto P k (T ), where k ≥ 1 is any given integer. On each edge/face e ⊂ ∂T , let Q b be the L 2 projection operator onto P k (e). For any w ∈ H 1 (Ω), denote by Q h w the L 2 projection into the weak finite element space W h such that
Denote by Q h the L 2 projection operator onto the finite element space M h .
The L 2 projection operators Q h and Q h satisfy the following commutative property:
For simplicity of analysis, assume that the convection vector β and the reaction coefficient c are piecewise smooth functions with respect to the finite element partition T h in the rest of the paper. Proof. It suffices to show that the homogeneous problem of (2.4)-(2.5) has only the trivial solution. To this end, assume f = 0 and g = 0. By choosing v = u h and σ = λ h in (2.4)-(2.5) we arrive at
which implies λ 0 = λ b on each ∂T , β · ∇λ 0 − cλ 0 = 0, and u h = 0 on each element T .
We thus obtain λ 0 ∈ C 0 (Ω) and furthermore β · ∇λ 0 − cλ 0 = 0 in Ω, which, together with λ 0 = λ b = 0 on Γ − , yields λ 0 ≡ 0 in Ω from the solution uniqueness of the model problem (1.1). From λ 0 = λ b on each ∂T , we have λ b ≡ 0 in Ω so that λ h ≡ 0 in Ω. Additionally, it follows from u h ∈ M h and u h = 0 on each element T that u h ≡ 0 in Ω. This completes the proof of the theorem.
The first-order linear convection problem (1.1) with homogeneous boundary condition (i.e., g = 0) is said to satisfy a local H 1 -regularity assumption if there exists a non-overlapping partition of the domain Ω = J i=1 Ω i such that the solution λ exists, λ| Ωi ∈ H 1 (Ω i ) for i = 1, · · · , J, and
where C is a generic constant. Theorem 3.3. Assume that The primal-dual weak Galerkin algorithm (2.4)-(2.5) has a unique solution when the parameter τ 1 = 0 is taken, provided that the meshsize h is sufficiently small such that h < h 0 for a fixed but sufficiently small h 0 .
Proof. It suffices to show that the homogeneous problem of (2.4)-(2.5) has only the trivial solution. To this end, assume f = 0 and g = 0. As τ 1 = 0, by choosing v = u h and σ = λ h in (2.4)-(2.5) we arrive at
which leads to λ 0 = λ b on each ∂T and u h = 0 on each element T ∈ T h . It follows from (2.5) that
Note that the convection coefficient β is piecewise smooth with respect to the partition T h . Thus, from the regularity assumption (3.2), the estimate (5.5) with m = 1 and m = 0, the inverse inequality, and the equation (3.3), we obtain
where β is the average of β on the element T ∈ T h satisfying the estimate β − β L ∞ (T ) ≤ Ch T . Thus, we have
which leads to λ 0 ≡ 0 in Ω i , i = 1, · · · , J, provided that the mesh size h is sufficiently small such that 1 − Ch 2 > 0. This shows that λ 0 ≡ 0 in Ω, and furthermore, λ b ≡ 0 from the fact that λ b = λ 0 on each ∂T . This completes the proof of the theorem.
Error Equations.
Let λ be the exact solution of the first-order linear convection problem (1.1) and (λ h , u h ) ∈ W h × M h be its numerical approximation arising from the scheme (2.4)-(2.5). We define the following two error functions
Note that the exact solution to the dual equation is the trivial function u = 0.
Lemma 4.1. The error functions h and e h given in (4.1)-(4.2) satisfy the following error equations:
Here,
Proof. From (2.5) and the commutative property (3.1) we have
where we used the first equation in (1.1), which gives (4.4). To derive (4.3), we subtract s(Q h λ, σ) from both sides of (2.4) to obtain
verifies the error equation (4.3). This completes the proof of the lemma.
Error
Estimates. We first introduce a scaled L 2 norm in the finite element space M h as follows:
where τ 2 > 0 is a given parameter. Next, we introduce a semi-norm in the weak finite element space W h :
where τ 1 ≥ 0 is another parameter.
Lemma 5.1. Assume that the solution to the first-order linear convection problem in the non-divergence form (1.1) is unique. Then the seminorm ||| · ||| W h given in (5.2) defines a norm in the linear space W 0 h for any given τ 1 > 0. Proof. We shall only verify the positivity property for ||| · ||| W h . To this end,
h and the solution uniqueness for the first-order linear convection problem (1.1) we obtain λ 0 ≡ 0 and furthermore, λ b = λ 0 = 0. This completes the proof of the lemma.
Recall that T h is a shape-regular finite element partition of the domain Ω. Thus, for any T ∈ T h and φ ∈ H 1 (T ), the following trace inequality holds true [9] :
If φ is a polynomial on the element T ∈ T h , the following trace inequality holds true [9] ; i.e.,
Let T h be a finite element partition of the domain Ω satisfying the shape regular assumption as specified in [9] . For any 0 ≤ s ≤ 1 and 0 ≤ m ≤ k, there holds 
is a non-overlapping partition of the domain Ω. There exists a constant C such that
Proof. By setting σ = h in the error equation (4.3) and v = e h in (4.4), we have from the resulting (4.3) and (4.4) that
which gives
We shall estimate the two terms I 1 and I 2 in (5.8). For the term I 1 , it follows from the Cauchy-Schwarz inequality, the triangle inequality, (4.5), the trace inequality (5.3), and the estimate (5.6) with m = k that
As to term I 2 , we use the orthogonality property of Q h to obtain
Next, from the Cauchy-Schwarz inequality, (4.6), the triangle inequality, the estimate (5.5) with m = k and m = 1, the estimate (5.6) with m = k, and the inverse inequality we obtain
Combining (5.8) with (5.9) and (5.10) yields the error estimate (5.7). This completes the proof of the theorem.
6. An Error Estimate in L 2 . For any θ ∈ L 2 (Ω), consider the auxiliary problem of seeking an unknown function w satisfying
in Ω, (6.1)
where Γ + = ∂Ω \ Γ − is the outflow boundary satisfying β · n ≥ 0 with n being the unit outward normal direction to ∂Ω. The problem (6.1)-(6.2) is said to satisfy a local H 1 -regularity assumption if there exists a non-overlapping partition of the domain Ω = J i=1 Ω i such that there exists a solution w, w ∈ H 1 (Ω i ) for i = 1, · · · , J, satisfying
where C is a generic constant.
where C is a constant independent of T ∈ T h .
Proof. It follows from (2.2), the Cauchy-Schwarz inequality, the triangle inequality, and the trace inequality (5.4) that
This completes the proof of the lemma.
Proof. From testing (6.1) with σ 0 on each element T ∈ T h , and then using the integration by parts we have
where we have used the homogeneous boundary condition (6.2) and σ b = 0 on Γ − in the last line.
Next, by setting ϕ = Q h (βw) in (2.2), we have
Substituting (6.7) into (6.6) yields
which completes the proof of the lemma.
The following lemma is devoted to an estimate for the second term on the righthand side of (6.5) based on the local H 1 -regularity assumption (6.3) for the auxiliary problem (6.1)-(6.2). Lemma 6.3. Assume that the auxiliary problem (6.1)-(6.2) satisfies the local H 1 -regularity assumption (6.3). Then, for any σ ∈ W 0 h , there holds
Proof. From the Cauchy-Schwarz inequality, the trace inequality (5.3), the local H 1 -regularity (6.3), and the estimate (5.5) with m = 1, we have
The following is an error estimate in the usual L 2 norm for the first component λ 0 of the primal variable λ h . Theorem 6.4. Let λ h = {λ 0 , λ b } ∈ W h be the primal-dual weak Galerkin solution arising from the PD-WG scheme (2.4)-(2.5) with u h ∈ M h being the numerical Lagrangian multiplier. Assume that the exact solution λ of the first-order linear convection model problem (1.1) is sufficiently regular such that λ ∈ H k+1 (Ω). Under the local H 1 -regularity assumption (6.3) for the auxiliary problem (6.1)-(6.2), there holds
provided that the meshsize h is sufficiently small such that h < h 0 for a fixed but sufficiently small h 0 .
Proof. Let w be the solution of the auxiliary problem (6.1)-(6.2) for a given function θ. By setting σ = h ∈ W 0 h in Lemma 6.2 we obtain
where I 1 and I 2 are defined accordingly.
For the term I 2 , we use the estimate in Lemma 6.3 to obtain (6.11)
As to the term I 1 , we use the error equation (4.4) to obtain 
For the term I 12 , we use the Cauchy-Schwarz inequality, the estimate (5.6) with m = k, and the regularity assumption (6.3) to obtain
For the term I 13 , we use the Cauchy-Schwarz inequality, the error estimate (5.7), and the regularity assumption (6.3) to obtain
As to the term I 14 , from the Cauchy-Schwarz inequality, (6.4), the estimate (5.5) with m = 1, the inverse inequality, and the regularity assumption (6.3) we have
By substituting (6.13) -(6.16) into (6.12), we obtain the following estimate for the term I 1 :
where we have used the error estimate (5.7).
Substituting (6.17) and (6.11) into (6.10) yields
, where we used the error estimate (5.7). Since the set of all such θ is dense in L 2 (Ω), the above inequality leads to
This completes the proof of the theorem provided that the meshsize h is sufficiently small such that 1 − Ch > 1 2 . To establish an error estimate for the boundary component λ b , we introduce the following norm b 0, * :=
Theorem 6.5. Under the assumptions of Theorem 6.4, there holds b 0, * ≤ C(1 + (h + 1 + τ
Proof. On each element T ∈ T h , from the triangle inequality we have
Thus, it follows from the trace inequality (5.4) that
which, together with the error estimates (5.7) and (6.9), completes the proof of the theorem.
7. Numerical Experiments. The primal dual weak Galerkin finite element scheme (2.4)-(2.5) has been implemented for the case of k = 1 and k = 2 respectively. The objective of this section is to report some of the computational results.
For k = 1, the numerical primal variable λ h and the dual variable u h are obtained from the following finite element spaces:
For convenience, the corresponding finite element shall be referred to as the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element.
For k = 2, the finite element spaces for λ h and u h are given as follows:
The corresponding finite element shall be referred to as C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element.
The numerical solution
obtained from the PD-WG scheme (2.4)-(2.5) is compared with the L 2 projection of the exact solution λ and u. Note that u h approximates the trivial exact solution u = 0. The error functions are respectively defined as
The following L 2 norms are employed to measure the error:
The numerical experiments are conducted on several polygonal domains Ω i ; some are convex and the others are non-convex. The domain Ω 1 is convex and is chosen as the unit square Ω 1 = (0, 1) 2 . The domain Ω 2 is L-shaped with vertices A 1 = (0, 0), A 2 = (1, 0), A 3 = (1, 0.5), A 4 = (0.5, 0.5), A 5 = (0.5, 1), and A 6 = (0, 1). The third domain is a cracked unit square given by Ω 3 = (0, 1) 2 \ (0.5, 1) * {0.5} with a crack along the edge (0.5, 1)×{0.5}. The inflow boundary Γ − is determined by the condition of β · n < 0, where n is the unit outward normal direction to ∂Ω. The right-hand side function f and the inflow Dirichlet boundary data g are chosen to match the exact solution λ if it is known for the test problem.
Uniform triangular and/or rectangular finite element partitions are considered in the numerical tests. The uniform triangulations are generated through a successive uniform refinement of a coarse triangulation of the domain by dividing each coarse triangular element into four congruent sub-triangles by connecting the mid-points on the three edges of the triangular element. The rectangular finite element partitions are generated through a successive uniform refinement of a coarse 3 × 2 rectangular partition of the domain by dividing each coarse rectangular element into four congruent sub-rectangles by connecting the mid-points on the two parallel edges of the rectangular element respectively.
Constant-valued convection vector β.
This test problem assumes the domain Ω 1 , the exact solution is given by λ = cos(x) cos(y), the convection tensor is β = [1, 1] , and the reaction coefficient is c = 1. Tables 7.1-7.6 illustrate the numerical performance of the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element when triangular and rectangular partitions are employed. The numerical results in Tables 7.1-7.2 suggest that the convergence rates for 0 and b in the discrete L 2 norm are a bit higher than the optimal order of O(h 2 ) with the parameter value (τ 1 , τ 2 ) = (1, 1) and (τ 1 , τ 2 ) = (0, 1) respectively. The numerical results clearly outperform what the theory predicts. Tables 7.4-7.5 indicate that the convergence rates for 0 and b in the discrete L 2 norm are of order O(h 2 ) for the parameters (τ 1 , τ 2 ) = (1, 1) and (τ 1 , τ 2 ) = (0, 1) respectively, which are in good consistency with the theory. Tables 7.3 and 7.6 illustrate the convergence rates for 0 and b in the discrete L 2 norm seem to reach an optimal order of O(h 2 ) for the parameters (τ 1 , τ 2 ) = (0, 0). Note that the theory established in Theorems 6.4-6.5 is not applicable to the case τ 2 = 0. Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = cos(x) cos(y) on the unit square domain Ω 1 ; uniform triangular partitions; convection vector β = [1, 1] ; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (1, 1). Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = cos(x) cos(y) on the unit square domain Ω 1 ; uniform rectangular partitions; convection vector β = [1, 1] ; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .5 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = cos(x) cos(y) on the unit square domain Ω 1 ; uniform rectangular partitions; convection vector β = [1, 1]; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (0, 1). Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = cos(x) cos(y) on the unit square domain Ω 1 ; uniform rectangular partitions; convection vector β = [1, 1]; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (0, 0). Tables 7.7 -7.9 present the numerical performance of C −1 −P 1 (T )/P 1 (∂T )/P 0 (T ) element for the uniform triangular partition on the non-convex L-shaped domain Ω 2 . The exact solution is λ = cos(x) cos(y); the convection vector is β = [1, 1]; and the reaction coefficient is c = 1. The parameters are taken as (τ 1 , τ 2 ) = (1, 1), (τ 1 , τ 2 ) = (0, 1), and (τ 1 , τ 2 ) = (0, 0), respectively. Tables 7.7 -7.9 show that the convergence order for 0 and b in the discrete norm arrives at the optimal order of O(h 2 ). Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = cos(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection vector β = [1, 1] ; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .9 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = cos(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection vector β = [1, 1]; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (0, 0). Tables 7.10-7 .15, we demonstrate the numerical performance of the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element on uniform triangular partitions of the unit square domain Ω 1 and the L-shaped domain Ω 2 , respectively. The exact solution is λ = cos(x) cos(y); the convection vector is β = [1, 1]; and the reaction coefficient is c = 1. The numerical results show that the convergence rates for 0 and b in the discrete L 2 norm are of the optimal order O(h 3 ) when the parameters are chosen as (τ 1 , τ 2 ) = (1, 1), (τ 1 , τ 2 ) = (0, 1), and (τ 1 , τ 2 ) = (0, 0), respectively. Table 7 .10 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = cos(x) cos(y) on the unit square domain Ω 1 ; uniform triangular partitions; convection vector β = [1, 1] ; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .11 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = cos(x) cos(y) on the unit square domain Ω 1 ; uniform triangular partitions; convection vector β = [1, 1] ; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (0, 1). Table 7 .12 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = cos(x) cos(y) on the unit square domain Ω 1 ; uniform triangular partitions; convection vector β = [1, 1] ; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (0, 0). Table 7 .13 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = cos(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection vector β = [1, 1] ; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .14 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = cos(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection vector β = [1, 1] ; reaction coefficient c = 1; and the parameters (τ 1 , τ 2 ) = (0, 1). The numerical experiments in this subsection assume the exact solution λ = exp(x) cos(y), the convection vector is given by β = [0.5 − y, x − 0.5]; the reaction coefficient is c = 0, the parameters are taken as (τ 1 , τ 2 ) = (1, 1), (τ 1 , τ 2 ) = (0, 1) and (τ 1 , τ 2 ) = (0, 0). Tables 7.16-7.21 show the numerical performance of the C −1 −P 1 (T )/P 1 (∂T )/P 0 (T ) element on the uniform triangular partition of the L-shaped domain Ω 2 and the cracked unit square domain Ω 3 , respectively. The numerical results in Tables 7.16-7.21 indicate that the convergence rates for 0 and b in the discrete L 2 norm arrive at the optimal order of O(h 2 ), which are consistent with the theory. Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = exp(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection vector β = [0.5 − y, x − 0.5]; reaction term c = 0; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .17 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = exp(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection vector β = [0.5 − y, x − 0.5]; reaction term c = 0; and the parameters (τ 1 , τ 2 ) = (0, 1). Table 7 .18 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = exp(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection vector β = [0.5 − y, x − 0.5]; reaction c = 0; and the parameters (τ 1 , τ 2 ) = (0, 0). Table 7 .19 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = exp(x) cos(y) on the cracked domain Ω 3 ; uniform triangular partitions; convection β = [0.5 − y, x − 0.5]; reaction c = 0; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .20 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = exp(x) cos(y) on the cracked domain Ω 3 ; uniform triangular partitions; convection β = [0.5 − y, x − 0.5]; reaction c = 0; and the parameters (τ 1 , τ 2 ) = (0, 1). Table 7 .21 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = exp(x) cos(y) on the cracked domain Ω 3 ; uniform triangular partitions; convection β = [0.5 − y, x − 0.5]; reaction c = 0; and the parameters (τ 1 , τ 2 ) = (0, 0). 22-7 .27 illustrate the numerical results of the C −1 −P 2 (T )/P 2 (∂T )/P 1 (T ) element on the uniform triangular partition of the L-shaped domain Ω 2 and the cracked unit square domain Ω 3 , respectively. The exact solution is given as λ = exp(x) cos(y); the convection is β = (0.5 − y, x − 0.5); and the reaction is c = 0. The parameters are given by (τ 1 , τ 2 ) = (1, 1), (τ 1 , τ 2 ) = (0, 1) and (τ 1 , τ 2 ) = (0, 0), respectively. The numerical results in Tables 7.22-7.27 demonstrate that the convergence rates for 0 and b in the discrete L 2 norm arrive at the optimal order of O(h 3 ), which are consistent greatly with the theory. Table 7 .22 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = exp(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection β = [0.5 − y, x − 0.5]; reaction c = 0; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .23 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = exp(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection β = [0.5 − y, x − 0.5]; reaction c = 0; and the parameters (τ 1 , τ 2 ) = (0, 1). Table 7 .24 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = exp(x) cos(y) on the L-shaped domain Ω 2 ; uniform triangular partitions; convection β = [0.5 − y, x − 0.5]; reaction c = 0; and the parameters (τ 1 , τ 2 ) = (0, 0). Table 7 .25 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = exp(x) cos(y) on the cracked domain Ω 3 ; uniform triangular partitions; convection β = [0.5 − y, x − 0.5]; reaction c = 0; and the parameters (τ 1 , τ 2 ) = (1, 1). Tables 7.28-7.35 illustrate the numerical results on the uniform triangular partition of the unit square domain Ω 1 . The exact solution is λ = sin(πx) cos(πy); the convection is β = [−y, x]; and the reaction is c = x + y. The parameters are given by (τ 1 , τ 2 ) = (0, 1), (τ 1 , τ 2 ) = (1, 1), (τ 1 , τ 2 ) = (0, 0) and (τ 1 , τ 2 ) = (1, 0), respectively. The numerical results in Tables 7.28-7.31 demonstrate that the convergence rates for 0 and b in the discrete L 2 norm arrive at the optimal order of O(h 2 ) when the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element is employed. show that the convergence rates for 0 and b in the discrete L 2 norm are of the optimal order O(h 3 ) when the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element is used. Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = sin(πx) cos(πy) on the unit square domain Ω 1 ; uniform triangular partitions; convection β = [−y, x]; reaction c = x + y; and the parameters (τ 1 , τ 2 ) = (0, 1). Table 7 .29 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = sin(πx) cos(πy) on the unit square domain Ω 1 ; uniform triangular partitions; convection β = [−y, x]; reaction c = x + y; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .30 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = sin(πx) cos(πy) on the unit square domain Ω 1 ; uniform triangular partitions; convection β = [−y, x]; reaction c = x + y; and the parameters (τ 1 , τ 2 ) = (0, 0). Table 7 .31 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = sin(πx) cos(πy) on the unit square domain Ω 1 ; uniform triangular partitions; convection β = [−y, x]; reaction c = x + y; and the parameters (τ 1 , τ 2 ) = (1, 0). Table 7 .32 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = sin(πx) cos(πy) on the unit square domain Ω 1 ; uniform triangular partitions; convection β = [−y, x]; reaction c = x + y; and the parameters (τ 1 , τ 2 ) = (0, 1). Table 7 .33 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = sin(πx) cos(πy) on the unit square domain Ω 1 ; uniform triangular partitions; convection β = [−y, x]; reaction c = x + y; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .34 Numerical rates of convergence for the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element with the exact solution λ = sin(πx) cos(πy) on the unit square domain Ω 1 ; uniform triangular partitions; convection β = [−y, x]; reaction c = x + y; and the parameters (τ 1 , τ 2 ) = (0, 0). 7.3. Discontinuous convection β. The numerical tests are conducted for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element on uniform triangular partitions of the unit square domain Ω 1 . The exact solution is given by λ = sin(x) cos(y). The convection β(x, y) is piece-wise defined in the sense that β(x, y) = [1, −1] for y < 1 − x and β(x, y) = [−2, 2] otherwise. The reaction is c = 1. The parameters are (τ 1 , τ 2 ) = (1, 1), (τ 1 , τ 2 ) = (0, 1) and (τ 1 , τ 2 ) = (0, 0), respectively. The numerical results in show that the convergence rates for 0 and b in the discrete L 2 norm are of the optimal order O(h 2 ), which are consistent with the theory. Table 7 .36 Numerical rates of convergence for the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element with the exact solution λ = sin(x) cos(y) on the unit square domain Ω 1 = (0, 1) 2 ; uniform triangular partitions; convection β = [1, −1] for y < 1 − x and β = [−2, 2] otherwise; reaction c = 1; and the parameters (τ 1 , τ 2 ) = (1, 1). Table 7 .37 Numerical rates of convergence for the C −1 −P 1 (T )/P 1 (∂T )/P 0 (T ) element with exact solution λ = sin(x) cos(y) on the unit square domain Ω 1 ; uniform triangular partitions; convection β = [1, −1] for y < 1 − x and β = [−2, 2] otherwise; reaction c = 1; and the parameters (τ 1 , τ 2 ) = (0, 1). The configuration of the test problem is as follows: (1) the convection is piece-wisely defined in the sense that β(x, y) = [1, −1] for y < 1−x and β(x, y) = [−2, 2] elsewhere;
(2) the reaction is c = 0; (3) the load function is f = 0; and (4) the inflow boundary data is given by g = 1 on the inflow boundary edge {0} * (0, 1) and by g = −1 on the inflow boundary edge {1} * (0, 1). The parameters are given by (τ 1 , τ 2 ) = (1, 1). The left ones in Figures 7.1-7 .2 present the contour plots of the numerical solution λ 0 ; and the right ones demonstrate the surface plots for the numerical solution λ 0 . It is easy to see that the numerical solution λ 0 arising from the PD-WG scheme (2.4)-(2.5) is consistent with the exact solution λ of the model problem (1.1) in this test problem. Plots of numerical solution λ 0 on the unit square domain Ω 1 ; C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element; uniform triangular partitions; convection β = [1, −1] for y < 1 − x and β = [−2, 2] elsewhere; reaction c = 0; the load function f = 0; the inflow boundary data g = 1 on the inflow boundary edge {0} * (0, 1) and g = −1 on the inflow boundary edge {1} * (0, 1); and (τ 1 , τ 2 ) = (1, 1). Contour plot (left); surface plot (right).
Fig. 7.2.
Plots of numerical solution λ 0 on the unit square domain Ω 1 ; C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element; uniform triangular partitions; convection β = [1, −1] for y < 1 − x and β = [−2, 2] elsewhere; reaction c = 0; the load function f = 0; the inflow boundary data g = 1 on the inflow boundary edge {0} * (0, 1) and g = −1 on the inflow boundary edge {1} * (0, 1); and (τ 1 , τ 2 ) = (1, 1). Contour plot (left); surface plot (right). reaction is c = 1. The inflow boundary data is g = sin(πx) cos(πy). The parameters are set as (τ 1 , τ 2 ) = (1, 1). Figure 7 .7 demonstrates the contour plots of the numerical solution λ 0 for the load functions f = 1 and f = 0 respectively when the C −1 − P 1 (T )/P 1 (∂T )/P 0 (T ) element is employed. Figure 7 .8 illustrates the contour plots of the numerical solution λ 0 for the load functions f = 1 and f = 0 respectively when the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element is used. element and the C −1 − P 2 (T )/P 2 (∂T )/P 1 (T ) element are employed respectively.
In summary, the numerical performance of the primal-dual weak Galerkin scheme (2.4)-(2.5) for solving the first-order linear convection problem (1.1) is consistent with the theory developed in this paper. The numerical results reveal optimal-order of convergence for all the test problems. We are confident that the PD-WG scheme is a stable, accurate, and convergent numerical method for the first-order linear convection problem in non-divergence form. 
