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GEOMETRIC RANDOM GRAPHS AND RADO SETS OF CONTINUOUS
FUNCTIONS
ANTHONY BONATO, JEANNETTE JANSSEN, AND ANTHONY QUAS
Abstract. We prove the existence of Rado sets in normed subspaces of the Banach space
of continuous functions on [0, 1]. A countable dense set S is Rado if with probability 1, the
infinite geometric random graph on S, formed by probabilistically making adjacent elements
of S that are within unit distance of each other, is unique up to isomorphism. We show that
for a suitable measure which we construct, almost all countable dense sets in the subspaces
of piecewise linear functions and of polynomials are Rado. Moreover, all graphs arising from
such sets are of a unique isomorphism type. For the subspace of Brownian motion paths,
almost all countable subsets are Rado (for a suitable measure) and the resulting graphs
are of a unique isomorphism type. We show that the graph arising from piecewise linear
functions and polynomials is not isomorphic to the graph arising from Brownian motion
paths. Moreover, these graphs are non-isomorphic to graphs arising from Rado sets in Rn,
or the sequence spaces c and c0.
1. Introduction
Erdo˝s and Re´nyi [13] discovered that for p ∈ (0, 1), almost surely realizations of the infinite
binomial random graph G(N, p) are isomorphic (and the isomorphism class is the same for
all p ∈ (0, 1)). The almost sure isomorphism class is named the infinite random graph, or
the Rado graph, and is written R. The graph R is the unique countable graph satisfying the
existentially closed (or e.c.) property: for all finite disjoint sets of vertices A and B (one of
which may be empty), there is a vertex z /∈ A ∪ B adjacent to all vertices of A and to no
vertex of B. We say that z is correctly joined to A and B. See Chapter 6 of [4] and the
surveys [8, 9] for additional background on R.
In [5], infinite random geometric graphs with analogous properties to R were introduced.
Consider a normed space X with norm ‖ · ‖, a countable subset V of X, and p ∈ (0, 1).
The Local Area Random Graph LARG(V, p) has vertices V , and for each pair of vertices u
and v with ‖u − v‖ < 1, an edge is added joining u and v independently with probability
p. Since V is required to be countable and we will focus on the case where V is dense in
X, we require X to be separable. A countable dense set V in a normed space X is Rado
if for all p ∈ (0, 1), with probability 1, LARG(V, p) generates a unique isomorphism type of
graph. For simplicity, we call these LARG graphs. For a real number 1 ≤ p ≤ ∞ and d ≥ 1
an integer, the vector space Rd of dimension d equipped with the metric derived from the
p-norm is denoted by `dp. If p =∞, then in [5] it was shown that almost all countable dense
sets are Rado (here and for the rest of this section, “almost all” refers to a suitable measure
constructed in the paper). The unique countable limits in the d-dimensional case were named
GRd; for a fixed d, these graphs are all isomorphic regardless of the choice of p. In contrast,
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it was also shown in [5] that if p = 2, there are sets in `2p which are strongly non-Rado. The
latter result was generalized in [1], which proved that if X is a finite-dimensional normed
space not isometric to `d∞, then almost every random dense set V is not Rado.
A question posed at the end of [1] was to classify the Rado sets in the infinite dimensional
case. As referenced in [6], even finding examples of Rado sets in infinite dimensional space
was left as an open problem, and this was settled in [7]. Let c be the space of all convergent,
real sequences equipped with the `∞ norm. Let c0 denote the subspace of c consisting of
sequences converging to 0. It was shown in [7] that µN-almost all countable dense sets in
the space of convergent sequences c, and µN0 -almost all countable subsets of the subspace c0
are Rado, where µ and µ0 are measures on c and c0, respectively, satisfying certain natural
conditions.
We extend our results to the setting of C[0, 1], the Banach space of continuous functions
on [0, 1]. We show that Rado sets exist in C[0, 1], and they are abundant when restricted
to certain subspaces including piecewise linear functions, polynomials, or Brownian motion
paths. One of our main tools is the new notion of smoothly dense sets, which will be defined
in Section 2. As we will prove in Theorems 7 and 8, respectively, there exist measures
µ such that µN-almost all countable sets in the subspace of piecewise linear functions and
polynomials are smoothly dense. In Theorem 4, we show that there is a graph GR(SD) such
that for any smoothly dense subset V of C([0, 1]) and any p ∈ (0, 1), LARG(V, p) is almost
surely isomorphic to GR(SD).
In Section 3, we prove parallel results for so-called infinite crossing dense sets. We prove
that countable families of Brownian motions are almost surely infinite crossing dense, and
establish the existence of a graph GR(ICD) such that for any infinite crossing dense subset
V of C([0, 1]) and any p ∈ (0, 1), LARG(V, p) is almost surely isomorphic to GR(ICD).
We showed in [7] that if a countable dense subset of a Banach space is Rado, then the
almost sure isomorphism type of the local area Rado graph determines the Banach space. In
Section 4, we show that in C([0, 1]), the Rado graph “sees” properties of the dense collection
of functions and not just the underlying Banach space. In particular, we show that the
graph isomorphism, if it exists and preserves crossings of pairs of functions, allowing us to
prove that GR(SD) and GR(ICD) are non-isomorphic (and are non-isomorphic to the graphs
GR(X) studied in previous papers for other Banach spaces X).
Throughout, all graphs considered are simple, undirected, and countable unless otherwise
stated. We will encounter two distinct notions of distance: metric distance (derived from a
given norm) and graph distance. In a normed space, we write ‖u−v‖ for the metric distance
of the points. For a graph G, we write dG(u, v) for the graph distance. For a reference on
graph theory the reader is directed to [10, 18], while [3] is a reference on normed spaces.
2. Smoothly dense sets
In this section we define a property called smoothly dense, and show that there is a graph
GR(SD) such that if V is a smoothly dense set, then for p ∈ (0, 1), a realization of LARG(V, p)
is almost surely isomorphic to GR(SD). We will show that for suitable measures which we
define, almost all dense sets in the subspace of polynomials and in the subspace of piecewise
linear functions are smoothly dense.
We first give a corollary of Theorem 2.4 in [5] which demonstrates that there is a close
relationship between graph distance and metric distance in any graph that is a geometric
1-graph.
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Corollary 1 ([5]). Suppose V and W are countable dense subsets of a separable Banach
space X such that graphs Γ sampled from LARG(V, p) and Γ′ sampled from LARG(W, p′)
with p, p′ ∈ (0, 1) are almost surely isomorphic. If an isomorphism f : Γ → Γ′ almost surely
exists, then it has the property that for every pair of vertices u, v ∈ V,
b‖u− v‖c = b‖f(u)− f(v)‖c.
Corollary 1 suggests the following generalization of isometry. Given metric spaces (S, dS)
and (T, dT ), and subsets V ⊆ S and W ⊆ T , a step-isometry from V to W is a bijective map
f : V → W with the property that for every pair of vertices u, v ∈ V ,
bdS(u, v)c = bdT (f(u), f(v))c.
It is evident that every isometry is a step-isometry. As one would expect, the converse is false,
but surprisingly, the paper [1] shows that for any finite-dimensional Banach space that is not
isometric to `d∞, a step-isometry between a pair of dense subsets is necessarily an isometry.
Similar results probably hold in infinite-dimensional separable Banach spaces, and certainly
hold in a separable Hilbert space.
We first introduce some terminology. For any f ∈ C[0, 1] the remainder of f , written 〈f〉,
is defined point-wise by
〈f〉(x) = 〈f(x)〉,
where 〈x〉 = x − bxc. For functions f and g in C[0, 1], we say f and g cross at x if
〈f(x)〉 = 〈g(x)〉 and we define cr(f, g) = {x : 〈f(x)〉 = 〈g(x)〉}. If A and B are finite subsets
of [0, 1], then we write A ∼ B if they have the same cardinality, and when comparing
elements of the sets in increasing order, for all i, the ith element of A is within  of the ith
element of B.
A subset F of C[0, 1] is transverse if it has the following properties:
(1) The sets cr(f, g) are disjoint for distinct pairs f, g ∈ F ;
(2) For any f, g ∈ F , cr(f, g) is finite, does not contain 0 or 1, and if t ∈ cr(f, g), then t
is not a local extremum of f − g.
One consequence of the set being transverse is that no two distinct elements are at integer
distance from each other. In that sense, it is a generalization of the notion of integer distance
free (idf) sets as defined in [5] for sets in Rn and in [7] for sets of sequences.
A countable subset V of C[0, 1] is said to be smoothly dense if every appropriate function in
C[0, 1] can be approximated in such a way that the crossing behaviour of the approximation
with a given finite set of functions mimics that of the original function. In addition, the
functions in the set must possess a number of nice qualities. In particular, each member must
be Lipschitz: a function is Lipschitz if there exists Kf > 0 such that |f(x)−f(y)| ≤ Kf |x−y|
for each x, y ∈ [0, 1]).
Precisely, a set V is smoothly dense if it has the following properties:
(1) The set V is dense in C[0, 1];
(2) The set V is transverse;
(3) Each f ∈ V is Lipschitz;
(4) For each finite subset F ⊂ V , and each f ∈ C[0, 1] such that F ∪ {f} is transverse,
and for each  > 0, there exists g ∈ V such that:
(a) ‖f − g‖ < .
(b) cr(f, h) ∼ cr(g, h) for all h ∈ F .
The function g is called a smooth -approximation of f relative to F .
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We will show in the last two subsections that smoothly dense sets not only exist in C[0, 1],
but they are abundant in each of the subspaces of piecewise linear functions and polynomials.
More precisely, we will define a measure so that almost all countable, randomly chosen sets
of piecewise linear functions or polynomials are smoothly dense.
2.1. Smoothly dense sets are Rado. We begin with a lemma providing a crucial step
in the inductive proof of graph isomorphism. It states that, in smoothly dense sets, if we
can find a smooth -approximation of a given function, then we can find infinitely many such
approximations, and at least one of them will have the correct adjacency pattern with a given
finite set of vertices.
Lemma 2. Let V be smoothly dense and p ∈ (0, 1). If G is sampled from LARG(V, p) then
the following property almost surely holds:
For each finite subset F of V and f ∈ C([0, 1]) such that F ∪ {f} is transverse, for all
G ⊆ F so that ‖f − h‖ < 1 for all h ∈ G, for all  > 0, there exists g ∈ V \F so that g is a
smooth -approximation of f with respect to F , and g is adjacent to all vertices in G and no
vertex in F \ G.
Proof. By the definition of smoothly dense, there exists a smooth -approximation of f with
respect to F . In fact, by decreasing  we may find infinitely many such functions, and we
may ensure that each such function g has the property that ‖g− h‖ < 1 for all h ∈ G. Then
for each such g, the probability of being correctly joined is pk(1 − p)`, where k = |G| and
` = |F − G|. We then observe that the probability of no such function g being correctly
joined is 0. 
Given functions f, g ∈ C[0, 1] and an interval I ⊆ [0, 1], we say that f < g on I if, for all
x ∈ I, f(x) < g(x). Let f > g on I be similarly defined. Given finite sets F ,G ⊆ C[0, 1], a
bijection ϕ : F → G, and intervals I, J ⊆ [0, 1], the map ϕ is order-preserving on (I, J) if for
all f, g ∈ F we have that:
(1) For all x ∈ I and y ∈ J , we have that bf(x)c = bϕ(f)(y)c; and
(2) The remainders of f and g are similarly ordered, i.e. either 〈f〉 < 〈g〉 on I and
〈ϕ(f)〉 < 〈ϕ(g)〉 on J , or 〈f〉 > 〈g〉 on I and 〈ϕ(f)〉 > 〈ϕ(g)〉 on J .
If a bijection ϕ between sets of functions is given and there is no ambiguity, then we will
use f ∗ to denote ϕ(f).
Lemma 3. Suppose V ⊆ C[0, 1] is smoothly dense, F ,G ⊆ V and we are given a bijection
ϕ : F → G. Let X = ⋃
f,g∈F
cr(f, g) ∪ {0, 1} and Y = ⋃
f,g∈F
cr(f ∗, g∗) ∪ {0, 1}. Suppose
|X| = |Y | = n + 1, and for i = 1, . . . n, let Ii = (xi−1, xi) and Ji = (yi−1, yi), where xi, yi
denote the i-th largest element of X, Y , respectively. If for all i, 0 < i ≤ n, ϕ is order-
preserving on (Ii, Ji), then ϕ is a step-isometry.
Proof. Let xmax be chosen so that (f − g)(xmax) = ‖f − g‖. Note that xmax cannot be in X
since V is transverse. Hence, xmax must lie in some interval Ii. Now take any point ymax ∈ Ji.
For real numbers a and b, knowing bac, bbc and whether 〈a〉 < 〈b〉 or 〈a〉 > 〈b〉 is sufficient
to determine b|a− b|c. Hence, from the order-preserving property,
b‖f − g‖c = b|f(xmax)− g(xmax)|c = b|f ∗(ymax)− g∗(ymax)|c ≤ b‖f ∗ − g∗‖c.
A similar argument shows that b‖f ∗ − g∗‖c ≤ b‖f − g‖c. 
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We now arrive at our main result of this section, that there is a unique isomorphism type
for LARG graphs on smoothly dense sets.
Theorem 4. There exists a graph GR(SD) such that for every countable smoothly dense
subset, V , of C[0, 1], and p ∈ (0, 1), LARG(V, p) is almost surely isomorphic to GR(SD).
Proof. Let V and W be smoothly dense sets and let p, p′ ∈ (0, 1). Let G be sampled from
LARG(V, p) and H be sampled from LARG(W, p′). Using a back-and-forth argument, we
will construct a sequence of bijections ϕn : Vn → Wn between finite subsets of V and W such
that ϕn is an isomorphism from G[Vn] to H[Wn] and ϕn+1 extends ϕn.
Let V = {gi : i ≥ 0} and W = {hi : i ≥ 0}. Without loss of generality, assume g0 is equal
to the constant zero function (we may achieve this by subtracting one function in V from
the remaining ones, which does not affect any of our conditions). We may similarly assume
h0 is the constant zero function.
We proceed by induction on n ≥ 0. Set V0 = {g0} and W0 = {h0} and let ϕ0(g0) = h0.
Fix n ≥ 0, and assume ϕn : Vn → Wn is defined. (We use the notation f ∗ to denote ϕn(f).)
Our induction hypothesis consists of the following items:
(1) gn ∈ Vn and hn ∈ Wn;
(2) Let X =
⋃
f,g∈Vn
cr(f, g)∪{0, 1} and Y = ⋃
f,g∈Wn
cr(f ∗, g∗)∪{0, 1}. Then |X| = |Y |, and
for i = 1, . . .m, where m+ 1 = |X|, let Ii = (xi−1, xi) and Ji = (yi−1, yi), where xi, yi
denote the ith largest elements of X and Y respectively. (Starting at x0 = y0 = 0.)
Then for all i, 0 < i ≤ m, ϕn is order-preserving on (Ii, Ji),
For the induction step, we go forth. Going back is analogous and so is omitted. Let
g = gn+1 and assume g /∈ Vn. Let the sets X = {x0, x1, . . . , xm} and Y = {y0, y1, . . . , ym} be
as in item (2) of the induction hypothesis.
We build a continuous target function t, working separately on each Ji. Fix i such that
1 ≤ i ≤ m. Let q(y) = xi−1 + xi−xi−1yi−yi−1 (y − yi−1), that is the increasing linear function
that maps Ji to Ii. Next, suppose that g crosses Vn inside Ii at points xi,1, . . . , xi,k−1 with
xi−1 =: xi,0 < xi,1 < . . . < xi,k−1 < xi,k := xi. On each interval, Ii,l = (xi,l−1, xi,l), let
γ−l + n
−
l < g < γ
+
l + n
+
l , where γ
+
l , γ
−
l ∈ Vn, n+l , n−l ∈ Z and the left side is the maximal
element of Vn+Z lying below g on Ii,l, while the right side is the minimal such function lying
above g on Ii,l.
Define α(x) = (g(x)−(γ−l (x)+n−l ))/((γ+l (x)+n+l )−(γ−l (x)+n−l )), so that 0 < α(x) < 1 on
Ii,l. By definition, g crosses either γ
+
l +n
+
l or γ
−
l +n
−
l at xi,l and xi,l+1. Thus, α(xi,l) ∈ {0, 1}
and α(xi,l+1) ∈ {0, 1}, and there are four different possibilities for the crossing behaviour of
g with respect to γ+l +n
+
l and γ
−
l +n
−
l . However, in each case, g(x) = α(x)(γ
+
l +n
+
l ) + (1−
α(x))(γ−l + n
−
l ).
Let Ji,l = q
−1(Ii,l) We then define the target function on Ji,l by
t(y) = α(q(y))
(
γ+l
∗
(q(y)) + n+l
)
+ (1− α(q(y)))(γ−l ∗(q(y)) + n−l ),
so that t(y) sits between the images of integer translates of γ−l
∗
, γ+l
∗
on Ji,l as g(y) sits
between the corresponding integer translates of γ+l , γ
−
l on Ii,l. This is illustrated in Figure
1.
Define ϕ˜ : Vn∪{g} → Wn∪{t}. The construction above ensures that ϕ˜ is order-preserving.
Also, Wn∪{t} is clearly transverse. Let G = {gj ∈ Wn : gj ∼ g}. Since W is smoothly dense,
Lemma 2 ensures for any  > 0, the existence of an h ∈ W that is a smooth -approximation
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xi−1 xi,1 yi−1 yi,1xixi,2 yi,2 yi
γ+1 + n+
γ−1 + n−
γ+1
∗
+ n+
γ−1
∗
+ n−
Figure 1. Schematic illustrating the new function to be added to F , f (in
bold) on an interval [xi−1, xi]; and the function t (also bold) on [yi−1, yi] which
is a “target” for f to be matched to.
of t with respect to Wn that is adjacent to G but not to Wn \ G. By choosing  sufficiently
small, we are guaranteed that ϕ¯ : Vn ∪ {g} → Wn ∪ {h} is order-preserving. 
2.2. Piecewise linear functions. Define the set of piecewise linear functions in [0, 1], writ-
ten PL[0, 1], to be continuous functions with graphs consisting of finitely many line segments.
Note that by a standard argument, the subspace PL[0, 1] is dense in C[0, 1].
A function f in PL[0, 1] is completely defined by a sequence of change points (cfi )
n+1
i=0 ,
which is the collection of points in the graph of f where the slope of f changes, or meets
the boundaries x = 0 or x = 1. Precisely, for all i, i = 0, . . . , n + 1, cfi ∈ [0, 1] × R, and the
graph of f consists of the line segments connecting cfi to c
f
i+1 for all i. Thus, we assume the
change points to be ordered according to their x-coordinate. Precisely, cfi = (xi, yi), where
0 = x0 < x1 < · · · < xn+1 = 1. If f ∈ PL[0, 1], then we write CP(f) (for change points) for
the sequence of x-coordinates of the change points.
We define a measure on C[0, 1] supported on PL[0, 1]. For n ∈ N0, and sequences (xi)∞i=0 of
distinct points in (0, 1) and (yi)
∞
i=0 of points in R, let ϕ(n, (xi), (yi)) be the function defined by
change points (ci)
n+1
i=0 where c0 = (0, y0), cn+1 = (1, yn+1), and, for all 1 ≤ i ≤ n, ci = (xˆi, yi),
where xˆi is the i-th largest element of {x1, . . . , xn}.
We then equip N0 × [0, 1]N × RN with the probability measure where the first coordinate
is Poisson with mean 1; the middle coordinates are independent and uniform on [0, 1] and
the remaining coordinates are independent standard normal. We write P for this measure
on N0 × [0, 1]N × RN. Since Φ is measurable, this distribution pushes forward to a mea-
sure PPL on PL[0, 1]. That is, if S is a subset of PL[0, 1], then PPL(S) is defined to be
P
({n, (xi); (yi)} : Φ(n, (xi), (yi)) ∈ S) (in particular, PPL = P ◦ Φ−1).
We will prove that, a countable collection of piecewise linear functions, each sampled
independently from PPL is almost surely smoothly dense. First we state and prove a simple
lemma about real-valued random variables. A real-valued random variable X is said to
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be continuous if P(X = a) = 0 for each a ∈ R. It is said to be absolutely continuous if
P(X ∈ A) = 0 for each subset A of R of Lebesgue measure 0.
Lemma 5. If X and Y are independent random variables with absolutely continuous distri-
bution on R, then P(X = Y ) = 0.
In fact, we prove the stronger statement that even if just X has a continuous (not neces-
sarily absolutely continuous) distribution, then P(X = Y ) = 0.
Proof. For any value y, conditioning on the event {Y = y}, since X has a continuous dis-
tribution, we have P(X = Y |Y = y) = 0. It follows that the unconditional probability,
P(X = Y ) satisfies
P(X = Y ) =
∫
P(X = y|Y = y)fY (y) dy = 0,
and the proof follows. 
We note that the argument above (that if some conditional probability vanishes whenever
one conditions on any value of one of the random variables occurring in a condition, then
that unconditional probability also vanishes) recurs throughout.
Lemma 6. Let X1, X2, X3, X4 be independent absolutely continuously distributed random
variables and a1, a2 be distinct real numbers. Then any of
X4−X3
X2−X1 ,
X4−X3
a2−X1 ,
X4−X3
X2−a1 ,
X4−X3
a2−a1 are
absolutely continuously distributed on R.
Proof. It is straightforward to see that for b 6= 0 and a ∈ R, (X4 − a)/b has an absolutely
continuous distribution. Let G be the almost sure event where X2 6= X1, X2 6= a1 and
X1 6= a2. On the event G, conditioned on X1, X2, X3, the slopes in the statement of the
lemma all have absolutely continuous distributions. Since the conditional distributions are
absolutely continuous, the unconditional distributions are also absolutely continuous. 
For f ∈ PL[0, 1], let Slope(f) be the (finite) set of slopes that f assumes. Since the
coordinates of the change points of a function chosen according to PPL are continuous random
variables, by Lemma 6, for a given function g ∈ PL and randomly chosen f , the probability
(under PPL) that Slope(f) intersects Slope(g) is 0.
We now arrive at the main result of this subsection.
Theorem 7. For PNPL-almost every sequence (fn)n∈N, the set V = {f1, f2, . . .} is smoothly
dense.
Proof. We first show that PNPL-a.e. V is dense. Let f ∈ C[0, 1] and let  > 0. As mentioned
at the beginning of this section, PL[0, 1] is dense in C[0, 1]. Let ϕ ∈ PL[0, 1] be so that
‖ϕ − f‖ < 
2
. Let CP(ϕ) = (cϕi )
n+1
i=0 , where c
ϕ
i = (xi, yi) for i = 0, . . . , n + 1. We have that
Φ(n, (x˜i), (y˜i)) = ϕ whenever y˜i = yi for i = 0, . . . , n+ 1 and xi is the i-th largest element of
{x˜1, . . . , x˜n}, and in particular, if x˜i = xi for i = 1, . . . , n. Now there exists a δ > 0 such that if
|x˜i−xi| < δ for i = 1, . . . , n and |y˜i−yi| < δ for i = 0, . . . , n+1, then ‖Φ(n, (x˜i), (y˜i))−ϕ‖ < 2 .
Since the set {(n, (x˜i), (y˜i)) : |x˜i−x| < δ for i = 1, . . . , n and |y˜i − y| < δ for i = 0, . . . , n+ 1}
has positive measure with respect to Pois(1) × Unif[0, 1]N × Norm(0, 1)N0 , V almost surely
contains a g such that ‖g − f‖ <  by the second Borel-Cantelli lemma.
Next, we show that V is transverse. Notice that if f and g are piecewise linear functions,
then provided no piece of f has the same slope as a piece of g, then 〈f〉 and 〈g〉 have only
finitely many intersections. Now fix a function f ∈ PL[0, 1]. By Lemma 6, conditional on
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{fi = f}, the probability that Slope(fj) intersects Slope(fi) is 0. Hence, the unconditional
probability is also zero, so that with probability 1, all pairs of functions in V have disjoint
slope sets. Hence, almost surely cr(fi, fj) is finite for all i 6= j. Since fi(0) and fj(0) are
independently normally distributed, the probability of a crossing at 0 is zero and similarly at
1. For a fixed f ∈ PL[0, 1] and for any other g ∈ PL[0, 1] with distinct slopes, any extremum of
f − g occurs at a change point of f or g. By a similar argument to the above, the probability
that g differs from f by an integer at an element of CP(f) is 0. Likewise, the probability
that f differs from g by an integer at an element of CP(g) is 0. Hence, condition (2) of the
definition of transversality is almost surely satisfied.
Similarly, for any finite subsets A = {t1, . . . , tl} of [0, 1] and B = {s1, . . . , sl} of [0, 1),
then PPL({〈f(ti)〉 = si for some i}) is zero. Hence, conditional on {fi = f} and {fj = g}
where f, g ∈ PL[0, 1], PPL({〈fk(t)〉 = 〈f(t)〉 for some t ∈ cr(f, g)}) = 0. This shows that
conditional on fi and fj, the probability that fi, fj and fk have a common crossing is 0.
The unconditional probability that three functions have a common crossing is therefore 0.
Similarly conditioned on fi and fj, the probability that fk and fl have a crossing at an
element of cr(fi, fj) is 0, so that condition (1) of the definition of transversality is almost
surely satisfied and V is transverse with probability 1.
Since every piecewise linear function is Lipschitz, smoothly dense condition (3) is auto-
matically satisfied. We finish the proof by showing that V satisfies smoothly dense condition
(4). Let f ∈ C[0, 1] and F = {f1, . . . , fr} ⊂ V and suppose that F ∪ {f} is transverse.
Let K be such that each element of F is Lipschitz with Lipschitz constant at most K. Let
 > 0. Let Cj = cr(fj, f). By assumption, Cj does not contain any extrema of f − fj. Let
Cj = {tj,1, . . . , tj,nj} and let f(tj,m) − fij(tj,m) = aj,m ∈ Z. For any m, by transversality of
F ∪ {f}, we have that tj,m is not an extremum of f − fj, and thus f − fj − ajm is negative
on one side of tj,m and positive on the other. Let δj,m <  be such that:
(1)
⋃r
i=1Ci ∩ [tj,m − 2δj,m, tj,m + 2δj,m] = {tj,m};
(2) f − fj − aj,m takes one sign on the entire interval [tj,m − δj,m, tj,m] and the opposite
sign on the interval [tj,m, tj,m + δj,m].
Let η = 1
2
min{d(f(x)−fi(x),Z) : i 6= j and x ∈ [tj,m− δj,m, tj,m+ δj,m]}. That is, η is chosen
so that any function f˜ within distance η of f on the intervals around the tj,m will be so that
bf˜ − fic = bf − fic for all fi ∈ F \ {fj} on these intervals.
We define a target function, f˜ on Ij,m = [tj,m − δj,m, tj,m + δj,m] such that:
(1) f˜ agrees with f at tj,m ± δj,m;
(2) f˜ is linear with slope ±(K + 2) on a neighbourhood Nj,m of tj,m (so that f˜ crosses fj
in the same direction that f does at tj,m);
(3) ‖(f˜ − f)|Ij,m‖ < η;
(4) f˜ − fj − aj,m has the same sign as f − fj − aj,m on Ij,m.
Finally, let f˜ be defined to be equal to f on [0, 1] \ ⋃j,m Ij,m. Let ζ < 1 be such that
d(f˜(t)− fj(t),Z) ≥ 2ζ for each j = 1, . . . , r and all t outside
⋃
j,mNj,m.
Let g be any function satisfying:
(1) ‖g − f˜‖ < ζ;
(2) |g′ − f˜ ′| < 1 on Nj,m for each j,m.
Then we claim that cr(g, fj) ∼ cr(f, fj) for j = 1, . . . , r. To see this, note that the first
condition ensures that no crossings are created outside
⋃
Nj,m. Since |g′− f˜ ′| < 1 on
⋃
Nj,m
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and f˜ −fj is monotone on Nj,m, we find that g crosses fj at most once on each Nj,m. Finally,
we observe that since g starts on one side of fj and ends on the other, the Intermediate Value
Theorem ensures that there is at least one (and thus, exactly one) crossing of g with fj in
each Nj,m, ensuring that cr(g, fj) ∼ cr(f, fj).
Finally, we observe that the above conditions are satisfied for a collection of piecewise
linear functions with change points in a set of positive measure. Hence, by the second Borel-
Cantelli lemma, there are infinitely many g ∈ V satisfying ‖f−g‖ <  and cr(f, h) ∼ cr(g, h)
for all h ∈ F . 
2.3. Polynomials. We equip N0 ×RN0 with the probability measure Pois(1)×Norm(0, 1)N0
and, for any sequence (ai)i∈N0 , let Φ(n, (ai)) be the polynomial ϕ(t) = a0 + a1t+ . . .+ ant
n.
The map Φ pushes forward the measure on parameters to a measure Ppoly on C[0, 1].
Theorem 8. For PNpoly-almost every sequence (fn)n∈N, the set V = {f1, f2, . . .} is smoothly
dense.
Proof. We first show that V is dense. By Weierstrass’s theorem, the collection of polynomials
is uniformly dense in C[0, 1]. Given f ∈ C[0, 1] and  > 0, let function ϕ given by ϕ(t) = a0 +
a1t+. . .+ant
n satisfy ‖f−ϕ‖ < 
2
. Now {(n; (bi)i∈N0) : |bi−ai| ≤ /(2(n+1)) for i = 0, . . . , n}
has positive measure and any polynomial with these parameters is 
2
-close to ϕ, and so -close
to f . Hence, as before, V is almost surely dense in C[0, 1].
Next, we show that V is transverse. Recall that for any two polynomials f1 and f2 that
differ in at least one non-constant coefficient, cr(f1, f2) is finite (if f1 and f2 are both constant
polynomials, then they almost surely have no crossings). Conditional on the non-constant
coefficients of a third polynomial f3, the probability that its fractional part agrees with that of
f1 and f2 at an element of cr(f1, f2) is 0. Similarly, conditioned on f1 and f2, the probability
that two further polynomials f3 and f4 cross at an element of cr(f1, f2) is 0. Hence, condition
(1) of transversality holds.
Given a polynomial f , and the non-constant coefficients of a polynomial g, the conditional
probability that f and g cross at 0 or 1 is zero. Hence, the unconditional probability is also
0, so that almost surely cr(f, g) is finite and does not contain 0 or 1. Given the non-constant
coefficients of g, provided f and g are not constant polynomials, f − g has finitely many
critical points. Now the conditional probability that when the constant term is added to g,
that f and g cross at one of these critical points is 0. Hence, almost surely cr(f, g) does not
contain any critical points of f − g (in case f and g are constant, cr(f, g) is almost surely
empty). Hence, condition (2) of transversality holds, so that V is almost surely a transverse
subset of C[0, 1].
It is evident all polynomials are Lipschitz on [0, 1], and so the smoothly dense condition
(3) is satisfied. The proof that V satisfies smoothly dense condition (4) is almost exactly the
same as that given for piecewise linear functions above. Namely, we identify neighbourhoods
Nj,m around the crossing points tj,m of f with all functions in the given set F . We define a
smooth target function f˜ which has the same crossing behaviour as f , but crosses steeply,
with slope exceeding that of any function in F . We need to show that the conditions:
(1) ‖g − f˜‖ < ζ;
(2) |g′(x)− f˜ ′(x)| < 1 for all x ∈ ⋃Nj,m (with Nj,m as in the previous subsection)
are satisfied by a collection of polynomials in a set of parameters of positive measure (since
all of these functions have the required property that their crossings with F are close to
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those of f). To see this, let h1 be a continuously differentiable function agreeing with f˜
on
⋃
Nj,m, and differing from f˜ by at most
ζ
4
elsewhere (such functions exist by density
of the continuously differentiable functions in the continuous functions). Now, let h2(x) =
a1 + a2x+ . . . anx
n−1 be a polynomial differing from h′1 by at most
ζ
4
. Finally, we claim that
any polynomial g(x) = b0 + b1x+ . . . bnx
n satisfies the required conditions if |b0 − f˜(0)| < ζ4
and |kbk − ak| < ζ4n for k = 1, . . . n. To see this, notice that if these conditions are satisfied,
then |g′(x) − h2(x)| ≤ ζ4 for each x ∈ [0, 1], so that |g′(x) − h′1(x)| ≤ ζ2 for each x. Since
|g(0)− h1(0)| ≤ ζ4 , we derive that |g(x)− h1(x)| ≤ 3ζ4 for each x and so |g(x)− f˜(x)| ≤ ζ for
each x.
On
⋃
Nj,m, we have h
′
1 = ±(K + 2) and ‖h′1 − g′‖ < ζ2 so that |h′1| > K + 1 on
⋃
Nj,m.
This is sufficient to ensure that g crosses fij at most once and the intermediate value theorem
ensures that g crosses fij on Nj,m.
As before, these conditions are satisfied by a collection of polynomials with parameters
lying in a set of positive measure. It follows by the second Borel-Cantelli lemma that V
contains infinitely many polynomials with the correct crossings. Hence, V is almost surely
smoothly dense. 
Corollary 9. If V is a countable set of independently sampled functions from Ppoly or PPL,
then for all p ∈ (0, 1), a graph sampled form LARG(V, p) is almost surely isomorphic to
GR(SD).
3. IC-dense sets and Brownian motion
By definition, smoothly dense sets must contain functions that are relatively smooth, have
finitely many extrema, and cross finitely often with other functions in the set. In this section,
we extend our results to functions in C[0, 1] that exhibit the opposite type of behaviour: pairs
of functions cross infinitely often. We will call sets of such functions infinite crossing dense
(IC-dense). An example of such functions is formed by Brownian motions. We will first show
that any two LARG graphs with IC-dense vertex sets are almost surely isomorphic. Then,
we will define a natural probability measure on the set of Brownian motions, and show that
under this measure almost all countable sets of Brownian motions are IC-dense.
A countable subset V of C[0, 1] will be called IC-dense if it has the following properties:
(1) The set V is dense in C[0, 1];
(2) The sets cr(f, g) are disjoint for distinct pairs f, g ∈ V ;
(3) For any f, g ∈ V , cr(f, g) does not contain 0 or 1;
(4) For each distinct pair f, g ∈ V , if 〈f(x)〉 = 〈g(x)〉 for x ∈ (0, 1), then there exists a
sequence of points xn converging to x monotonically such that 〈f(x2n)〉 < 〈g(x2n)〉
and 〈f(x2n+1)〉 > 〈g(x2n+1)〉 for each n.
Note that the fact that the functions are continuous implies that cr(f, g) is closed for each
f, g ∈ V .
3.1. IC-dense sets are Rado. We will now show that IC-dense sets are Rado. As in the
case for smoothly dense sets, the proof is based on the inductive construction of a graph
isomorphism. But whereas in the smoothly dense case we required that the isomorphism
exactly preserves the crossing behaviour of the functions, here we wish to preserve the de-
composition of the interval [0, 1] into subintervals where pairs of functions cross infinitely
often. Before we state the main theorem, we give definitions and useful lemmas.
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Given finite sequences of real numbers x1, . . . , xk; and y1, . . . , yk, we say they have the
same circular order if for any a, b, c in {1, . . . , k}, the orientation of 〈xa〉, 〈xb〉 and 〈xc〉 on
the circle is the same as that of 〈ya〉, 〈yb〉 and 〈yc〉. We write xa ≺ xb ≺ xc ≺ xa if 〈xa〉, 〈xb〉
and 〈xc〉 occur in a positive orientation on the circle.
It is easy to see that a function f defined by f(xi) = yi for i = 1, . . . , k is a step-isometry
if bxic = byic and x1, . . . , xk and y1, . . . , yk have the same circular order. In the induction
step of the isomorphism proof we will preserve the circular orders of the functions that have
already been mapped.
Crossing partitions. If F is a finite IC-dense subset of C[0, 1], then we build a finite
partition of [0, 1] into open and closed sub-intervals by the following procedure. Let
a1 = min{x ∈ [0, 1] : 〈g(x)〉 = 〈h(x)〉 for some distinct g, h ∈ F}. (1)
Suppose a1, . . . , an have been found, and let (gi, hi)
n
i=1 be pairs of distinct elements of F so
that 〈gi(ai)〉 = 〈hi(ai)〉 for each 1 ≤ i ≤ n. Then define
an+1 = min
{
x ∈ (an, 1] : 〈h(x)〉 = 〈g(x)〉 for some g, h ∈ F (2)
such that {g, h} 6= {gn, hn}
}
. (3)
If an+1 is defined (that is, the set is not empty), then set gn+1 = g and hn+1 = h. If not,
then the procedure terminates with an.
Lemma 10. The procedure to generate the sequence (an) as defined in (1) and (2) terminates
in a finite number of steps.
Proof. Suppose for a contradiction that there are infinitely many an’s. Since (an) is an
increasing sequence lying in [0, 1], let its limit be a. By the Pigeonhole Principle, there
are functions f 1, f 2, f 3 and f 4 in F (not necessarily distinct, but such that f 1 6= f 2,
f 3 6= f 4 and {f1, f2} 6= {f3, f4}) and a subsequence (nj) such that {gnj , hnj} = {f 1, f 2}
and {gnj+1, hnj+1} = {f 3, f 4} for all j. We have 〈f 1(anj)〉 = 〈f 2(anj)〉 and 〈f 3(anj+1)〉 =
〈f 4(anj+1)〉 for each j. Taking a limit, and using continuity of the functions involved, we
see that 〈f 1(a)〉 = 〈f 2(a)〉 and 〈f 3(a)〉 = 〈f 4(a)〉. That is, a ∈ cr(f 1, f 2) ∩ cr(f 3, f 4).
This contradicts the IC-dense condition (2), establishing the above procedure terminates as
required. 
Now for each i such that ai is defined, let bi = max{x ∈ [ai, ai+1] : 〈gi(x)〉 = 〈hi(x)〉}. Note
that, since cr(gi, hi) is closed, this maximum is defined, and since hi and gi cross at bi and a
different pair hi+1, gi+1 crosses at ai+1, we have that bi < ai+1. The crossing partition P(F)
is then given by
P(F) = {[0, a1), [a1, b1], (b1, a2), [a2, b2], . . . , [an, bn], (bn, 1]},
so that on the (relatively) open sets [0, a1), (b1, a2), . . . , (bn−1, an) and (bn, 1], there are no
crossings and the functions in F maintain a fixed circular order, while on [ai, bi], the order
between gi and hi switches infinitely many times (on any neighbourhood of ai or bi), while
the circular order of F \ {gi} and F \ {hi} remains fixed. The closed intervals [ai, bi] are
called the crossing intervals.
Given infinite graphs G and H on vertex sets V and W , respectively, and sets F =
{F1, . . . , Fn} ⊆ V and G = {G1, . . . , Gn} ⊆ W are suitably matched if:
(1) For each i and j, Fi and Fj are joined by an edge if and only if Gi and Gj are joined
by an edge;
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(2) For each i and j, b|Fi(0)− Fj(0)|c = b|Gi(0)−Gj(0)|c and Fi(0) < Fj(0) if and only
if Gi(0) < Gj(0);
(3) (a) If the crossing partition P(F) consists of 2n+ 1 intervals of the form
{[0, a1), [a1, b1], (b1, a2), [a2, b2], . . . , [an, bn], (bn, 1]}, then P(G) also consists of 2n+
1 intervals of the same form. Call them
{[0, a′1), [a′1, b′1], (b′1, a′2), [a′2, b′2], . . . , [a′n, b′n], (b′n, 1]};
(b) Fi and Fj cross on interval [ak, bk] if and only if Gi and Gj cross on [a
′
k, b
′
k];
(c) the circular order of Fi, Fj and Fk on any interval of P(F) agrees with that of
Gi, Gj and Gk on the corresponding interval of P(G) (provided that the interval
is not a crossing interval of two of Fi, Fj and Fk).
If ϕ : F → G is so that ϕ(Fi) = Gi for i = 1, . . . n, then we say that F and G
are suitably matched via ϕ. From condition (1), it follows immediately that ϕ is an
isomorphism from G[F ] to H[G].
Lemma 11. , Let F and G be finite subsets of IC-dense sets. If F and G are suitably matched
via ϕ, then ϕ is a step-isometry.
Proof. We claim that if F and G are suitably matched, and F = {F1, . . . , Fn} and ϕ(Fi) = Gi
for i = 1, . . . , n, then they have the additional property that b‖Fi − Fj‖c = b‖Gi −Gj‖c for
each i, j. To see this, notice that by condition (2) b|Fi(0) − Fj(0)|c = b|Gi(0) − Gj(0)|c.
Since Fi and Fj then have the same crossings and the same circular order as Gi and Gj
(replacing crossing intervals of Fi and Fj and of Gi and Gj by points), we deduce that
b‖Fi − Fj‖c = b‖Gi −Gj‖c as required. 
Theorem 12. There exists a graph GR(ICD) such that if V is IC-dense, and p ∈ (0, 1),
then LARG(V, p) is almost surely isomorphic to GR(ICD).
Proof. Let V and W be infinite crossing dense subsets of C([0, 1]) and let p, p′ ∈ (0, 1).
We show that a realization of LARG(V, p) is almost surely isomorphic to a realization of
LARG(W, p′). As in the proof of Theorem 4 for smoothly dense sets, we construct an isomor-
phism via a back-and-forth argument. The key step of the proof is to show that if finite sets
F and G are suitably matched finite subsets of V and W , then given any additional f ∈ V ,
there is almost surely a g ∈ W such that F ∪ {f} and G ∪ {g} are suitably matched.
We focus on a single step in one direction. Let F = {F1, . . . , Fn} ⊆ V and G =
{G1, . . . , Gn} ⊆ W be suitably matched via an isomorphism ϕ, so that Fl and Gl corre-
spond in the suitable matching. We show that we can extend the isomorphism by adding
the next element in V to F , finding a suitable image for it, and adding this image to G.
Let f ∈ V \ F and let the crossing partitions of [0, 1] of F and G be
P(F) = {[0, a1), [a1, b1], (b1, a2), [a2, b2], . . . , [aN , bN ], (bN , 1]} and
P(G) = {[0, a′1), [a′1, b′1], (b′1, a′2), [a′2, b′2], . . . , [a′N , b′N ], (b′N , 1]}.
Consider P(F ∪ {f}). This partition is a refinement of P(F): the open sub-intervals
of P(F) may be sub-divided in P(F ∪ {f}) due to intersections of f with elements of F .
On the closed intervals [aj, bj], two functions Fl and Fm in F cross infinitely often, and, by
construction, no other functions of F cross. When the intersections with f are used to refine
the partition, one obtains a sub-partition of [aj, bj] consisting of closed intervals in which
Fl and Fm cross infinitely often; open intervals (with no crossings); and closed intervals in
which f crosses an element of F (possibly Fl or Fm), again infinitely often. In each closed
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Figure 2. Schematic indicating the refinement of an interval [aj, bj] in which
the two central functions, Fl and Fm are crossing when a new function f (in
bold) is added to the collection. The closed sub-intervals in the refinement are
indicated below.
interval, there are crossings between exactly one pair of functions. If there are no crossings
of f and F , the sub-partition is trivial; otherwise there are sub-intervals of all three types.
The situation is illustrated schematically in Figure 2.
We shall build a target function g such that all functions h in a suitable neighbourhood
of g satisfy suitable matching conditions (2) and (3). This function is built sub-interval by
sub-interval, interpolating various convex combinations of the (Gi).
We first deal with the (harder) case of the sub-partition of one of the closed intervals
[aj, bj] ∈ P(F). Suppose that the functions crossing in the interval are Fl and Fm. In
P(F ∪ {f}), let [aj, bj] be refined as
P ′ = {[aj, β0], (β0, α1), [α1, β1], (β1, α2), [α2, β2], . . . , [αM−1, βM−1], (βM−1, αM), [αM , bj]}.
Since the refinement is obtained by adding f to F , at each of α1, . . . , αM , there is a crossing
of f and an element of F , or a crossing of Fl and Fm.
Let [a′j, b
′
j] be the corresponding interval to [aj, bj] in P(G). We say a sub-interval [α′, β′]
of [a′j, b
′
j] is a crossing sub-interval for Gl and Gm if Gl and Gm cross at α
′ and β′, but not on
small open intervals (α′− η, α′) and (β′, β′+ η), for some η > 0. Such a crossing sub-interval
is of type <<, <>, >< or >> if respectively, 〈Gl〉 is below 〈Gm〉 to the left and the right
of the interval; 〈Gl〉 is below 〈Gm〉 to the left and above to the right; 〈Gl〉 is above 〈Gm〉 to
the left and below to the right; or 〈Gl〉 is above 〈Gm〉 to the left and right of the interval.
Condition (3) ensures that there are infinitely many crossing sub-intervals of each type in
any sub-interval [a′j, a
′
j + δ) or (b
′
j − δ, b′j].
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We now proceed to define a “target sub-partition” of P(G) which corresponds to the
restriction of P(F ∪ {f}) to [a′j, b′j]. We will subsequently construct a target function g such
that any sufficiently nearby function g˜ in W has the property that P(G ∪ {g˜}) is close to
P(G).
First, let [aj, β0], [αki , βki ] for i = 1, . . . , L and [αM , bj] be the sub-intervals in P(F ∪ {f})
where Fl and Fm cross (or just [aj, bj] if f does not intersect F on [aj, bj]). For each, pick
a crossing sub-interval [α′ki , β
′
ki
] of [a′j, b
′
j] for Gl and Gm of the same type, arranged in the
same order on the interval. This is possible by the above observation that there are infinitely
many crossing sub-intervals of each type near a′j and b
′
j. Between each pair, [α
′
ki
, β′ki ] and
[α′ki+1 , β
′
ki+1
], pick a sub-interval Oi on which Gl and Gm do not cross and have the same
ordering as Fl and Fm have on (βki , αki+1).
Next, for the remaining sub-intervals [αk, βk] between [αki , βki ] and [αki+1 , βki+1 ] where f
crosses some Fj, arbitrarily pick disjoint sub-intervals [α
′
k, β
′
k] of Oi that respect the left-to-
right ordering.
Finally, write
Q′ = {[a′j, β′0], (β′0, α′1), [α′1, β′1], (β′1, α′2), [α′2, β′2], . . . , [α′M−1, β′M−1], (β′M−1, αM), [αM , b′j]},
This process gives a partition of the closed sub-intervals that has similar behaviour, with
respect to the functions in G, as the functions in F have on the sub-intervals induced by
introducing f to the crossing partition of F . We will now do the same for the open sub-
intervals.
In the case that one is sub-partitioning one of the open sub-intervals (bj, aj+1), things are
easier as the only crossings that occur in the sub-interval are those between f and the Fj’s.
In this case, as before write
P ′ = {(bj, α1), [α1, β1], (β1, α2), [α2, β2], . . . , [αM , βM ], (βM , aj+1)}.
Recall that, by construction, in each of the open intervals no functions cross, while in each
closed intervals, f crosses infinitely often with exactly one of the functions in F . Define an
arbitrary set of division points α′i and β
′
i such that b
′
j < α
′
1 < β
′
1 < . . . < β
′
M < a
′
j+1, and let
Q′ = {(b′j, α′1), [α′1, β′1], (β′1, α′2), [α′2, β′2], . . . , [α′M , β′M ], (β′M , a′j+1]}.
Given an interval I of P ′ in which f does not cross any of the Fj’s, let Fp be the function
immediately below f in the circular ordering on I and Fq be the function immediately above.
Let the integers r and s be chosen so that Fp + r < f < Fq + s on I and r and s are
respectively, the largest and smallest integers with that property. Let J be the interval in Q′
corresponding to I. We then define g on J to be 1
2
((Gp + r) + (Gq + s)). If I ∈ P ′ is such
that f crosses the function Fj, then let the circular predecessor and successor of Fj be Fp
and Fq respectively, and as above, let Fp + r < f < Fq + s. Also, suppose that the integer
t is chosen so that Fj + t intersects f (in R; not just in the circle), so that Fj + t satisfies
the same inequality at f on I: Fp + r < Fj + t < Fq + s. We then define g by interpolating
between midpoints of pairs of Fp + r, Fj + t and Fq + s. In particular, if J = [α
′, β′] is the
corresponding interval to I and the intersection between f and Fj on I is of type <> for
example, then we define g restricted to J by
g(x) =
β′ − x
2(β′ − α′)(Gp + r +Gj + t) +
x− α′
2(β′ − α′)(Gj + t+Gq + s),
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so that g crosses from the midpoint below Gj to the midpoint above Gj. For a second
example, if f is of type <<, we set γ′ = α
′+β′
2
and define
g(x) =
{
γ′−x
2(γ′−α′)(Gp + r +Gj + t) +
x−α′
2(γ′−α′)(Gj + t+Gq + s) x ∈ [α′, γ′],
β′−x
2(β′−γ′)(Gj + t+Gq + s) +
x−γ′
2(β′−γ′)(Gp + r +Gj + t) x ∈ [γ′, β′]
,
so that g crosses from the midpoint below Gj to the midpoint above and back down again.
The piecewise interpolated function, g, defined on all of [0,1] interval by interval in this way
is continuous, and has the same pattern of crossings with G that f has with F .
Note that for each crossing interval of f with one of the functions Fk, g likely crosses
Gk infinitely often, but this is not guaranteed from the definition. Nonetheless, when g is
approximated by a g˜ belonging to W , crossings between g˜ and the Gk do occur with infinite
multiplicity.
Let C be the union of all of the sub-intervals [α′, β′] in [0,1] on which g crosses G, and
let  be smaller than half the distance between two consecutive sub-intervals in C, and also
smaller than a′1 and b
′
N . Let N be the -neighbourhood of C, so that it consists of disjoint
open intervals, one for each of the closed sub-intervals forming C. There exists a δ1 > 0
such that |g(x) − (Gj(x) + m)| ≥ δ1 for all x ∈ [0, 1] \ N , all j = 1, . . . , n and all m ∈ Z.
Also, there exists δ2 > 0 such that in each of the sub-intervals in P ′ where g crosses any
Gj +m, it attains values less than Gj +m− δ2 and values greater than Gj +m+ δ2. Finally,
there exists a δ3 > 0 such that if ‖g˜ − g‖ < δ3, b|f(0) − Fj(0)|c = b|g˜(0) − Gj(0)|c. Now
if ‖g˜ − g‖ < δ = min(δ1, δ2, δ3), we see that F ∪ {f} and G ∪ {g˜} satisfy conditions (2)
and (3) of suitable matching. By Lemma 11, for any g˜ such that ‖g˜ − g‖ < δ, we have
b‖g˜−Gj‖c = b‖f −Fj‖c for each 1 ≤ j ≤ n. In particular, for each j such that f is adjacent
to Fj, we have ‖g˜ − Gj‖ < 1. Hence, since {gn} is dense, there are infinitely many k’s such
that ‖gk−g‖ < δ and gk has the correct adjacencies to G. Thus, F ∪{f} is suitably matched
to G ∪ {gk}. This completes the inductive step, and hence, the proof. 
3.2. Brownian motion. We consider the following procedure to select random functions: a
starting point (the value at 0) is chosen from a standard normal distribution and from there
the function follows a standard Brownian path. Formally, let (Nn)n∈N be a family of countably
many independent standard normal random variables and let (Xn(t))n∈N be a family of
countably many independent standard Brownian motions (with Xn(0) = 0, EXn(t) = 0 and
VarXn(t) = t for each n ∈ N and t ∈ [0, 1]). Let fn(t) = Nn + Xn(t) be a random function
obtained in this manner, which we refer to as a shifted Brownian motion.
Theorem 13. If (fn)n∈N is a family of countably many independent shifted Brownian motions
sampled from the above distribution, then the collection is almost surely IC-dense.
Proof. Let  > 0 be given. Let f be a continuous function. There exists a piecewise linear
function g with change points at (0, y0), (x1, y1), . . . , (xn−1, yn−1), (1, yn) such that ‖g− f‖ <

2
. By standard properties of Brownian motion, it is known that P(|N − y0| < 2n) > 0
and that P(|X(xj) − X(xj−1) − (yj − yj−1)| < 2n |X(x1), . . . , X(xj−1)) > 0. Finally, it is
known that conditioned on the values of X(x1), . . . , X(xn), the probability that X never
strays by more than 
2
from the linear function joining X(xi) and X(xi+1) is positive (the
distribution of (X(t))xi≤t≤xi+1 conditioned on X(xi) and X(xi+1) is a so-called Brownian
bridge). Multiplying these probabilities together, we note that the probability that ‖fj−f‖ <
 is positive, and is the same for each j. Hence, by the second Borel-Cantelli lemma, there
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almost surely exists a j such that ‖fj − f‖ < . Since C([0, 1]) is separable, the above
argument shows that (fn) is almost surely dense.
IC-dense Condition (2) follows from a corollary of Le´vy’s theorem (Corollary 2.23 in
Mo¨rters and Peres [15]) which states that for any non-zero point p in R2, the standard
2-dimensional Brownian motion almost surely does not pass through p. To see this, we deal
with two cases: we first show that there are no three functions all crossing at a single x value;
and then show that there are not two distinct pairs of functions with both pairs crossing at
a single x value. For the first of these, it suffices (since there are countably many triples) to
show that with probability 1, f1, f2 and f3 do not all cross at any x. That is, it suffices to
show that for any integers m and n, with probability 1, there does not exist an x such that
f2(x) − f1(x) = m and f3(x) − f1(x) = n. Conditional on N1 = y1, N2 = y2 and N3 = y3,
the values at x = 0, we therefore have to show that
P(∃x : X2(x)−X1(x) = m+ y2 − y1 and X3(x)−X1(x) = n+ y3 − y1) = 0.
This does not immediately follow from the theorem mentioned above about 2-dimensional
Brownian motion since ((X2−X1)(x), (X3−X1)(x)) is not a standard Brownian motion: the
coordinates are correlated. It is, however, expressible as a fixed linear transformation of a
standard Brownian motion (see, for example, [15] page 14) and hence, the previous theorem
applies.
Similarly, to show that f1, f2, f3 and f4 do not have the property that f1 and f2 cross at
some x and f3 and f4 cross at the same x, we need to show that
P(∃x : X2(x)−X1(x) = m+ y1 − y2 and X4(x)−X3(x) = n+ y3 − y4) = 0.
This follows directly from the quoted theorem since ((X2−X1)(x), (X4−X3)(x)) is a scaled
copy of the standard Brownian motion (by a scale factor of
√
2).
To see that f1 and f2 do not cross at 0, we observe that P(N2 = N1 + n|N1 = x) = 0
and so integrating over x, the probability of a crossing at 0 is 0, similar to the argument in
Lemma 5. A similar argument involving N1, N2, X1(1) and X2(1) shows that the probability
of a crossing at 1 is 0, and this proves (3).
To verify the last condition, notice that f2(x) − f1(x) = X2(x) − X1(x) + N2 − N1. By
Theorem 2.11 of [15], a Brownian motion has countably many local extrema and by Theorem
5.14 of [15], no local points of increase or decrease (a point of local increase for a Brownian
motion Z(x) is an x0 such that for some δ > 0, on (x0, x0 + δ), Z(x) > Z(x0) and on
(x0 − δ, x0), Z(x) < Z(x0), with a point of local decrease being defined similarly). Given
X1 and X2, the probability that N2 − N1 is such that value taken at one of the countably
many local extrema of f2 − f1 is an integer is 0 (since this only occurs for countably many
values of N2−N1 and N1 and N2 have continuous distributions). Hence, we have that almost
surely, each crossing point of f2 − f1 is not a local extremum or a point of local increase
or decrease. Since these possibilities are ruled out, the remaining possibility is IC-density
condition (4). 
Corollary 14. If V is a countable collection of independent samples of shifted Brownian
motion, then for all p ∈ (0, 1), LARG(V, p) is almost surely isomorphic to GR(ICD).
Proof. By Theorem 13, a countable collection of realizations of Brownian motions with ran-
dom starting points is almost surely IC-dense. By Theorem 12, if one builds a LARG graph
from such a realization, it is almost surely isomorphic to GR(ICD). 
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4. Non-isomorphism
In the previous sections we showed that LARG graphs on smoothly dense sets are almost
surely isomorphic to GR(SD), while LARG graphs on IC-dense sets are almost surely iso-
morphic to GR(ICD). In this section, we will show that these two graphs are not isomorphic,
and that they are not isomorphic to the infinite graphs obtained from LARG graphs obtained
from some other metric spaces.
A central tool in this discussion is a corollary of a theorem of Dilworth (Theorem 16 of
[7]), which states that for every step-isometry θ between dense subsets V and W of a normed
space X, there is a true isometry θ˜ such that ‖θ˜(v) − θ(v)‖ < K for all v ∈ V . Recall that
any isomorphism between LARG graphs must be a step-isometry.
We first focus on GR(SD). In [7] it was shown that for suitable random subsets of c,
the LARG graphs are Rado with isomorphism type GR(c) and similarly for random subsets
of c0, the isomorphism type is GR(c0). Using the fact that c and c0 are not isometric, we
We showed in [7] that the graphs GR(c) and GR(c0) are non-isomorphic. Our first result is
derived similarly to the results in [7].
Corollary 15. The graphs GR(SD) and GR(ICD) are not isomorphic to either GR(c) or
GR(c0).
This follows from the fact that C[0, 1] is not isometric to either c0 or c (for example, its
dual is not separable).
We next consider GR(ICD), the almost-sure isomorphism type of shifted Brownian motions
(as shown in Corollary 14.) We show that GR(SD) and GR(ICD) are not isomorphic.
Before we give this theorem, we present some classical results which will be used in the
proof. A theorem of Mazur and Ulam [14] states that a surjective isometry of real normed
spaces is necessarily affine. Dilworth [11] extended this by showing that an approximate
surjective isometry of Banach spaces may be uniformly approximated by a linear isometry.
Recall that any isomorphism between LARG graphs must almost surely be a step-isometry
(see Corollary 5 of [5]). The following corollary of Dilworth’s result states that any step-
isometry gives rise to a surjective linear isometry that bounds the distance between pre-image
and image.
Theorem 16. ([7]) Suppose (fn) and (gn) are dense sequences in separable Banach spaces
X and Y and b‖fi − fj‖c = b‖gi − gj‖c for each i, j. Then there exists a surjective linear
isometry, L, from X to Y and a constant κ > 0 such that ‖gi − L(fi)‖ < κ for all i.
A classical result then shows that the existence of a surjective linear isometry implies that
there exists a homeomorphism with certain nice properties.
Theorem 17 (Banach–Stone). Let X and Y be compact Hausdorff spaces and L be a surjec-
tive linear isometry from C(X,R) to C(Y,R). Then there exists a homeomorphism ϕ : Y → X
and a function g ∈ C(Y,R) with |g(y)| = 1 for all y such that
L[f ](y) = g(y)f(ϕ(y)) for all f ∈ C(X,R) and y ∈ Y .
We apply this in the special case that X and Y are both the closed unit interval, so that
g is a constant function, either g ≡ 1 or g ≡ −1. This will lead to necessary conditions for
two sets to give rise to isomorphic graphs, as stated in the following theorem.
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Theorem 18. Let (fn) and (gn) be countable dense sets in C([0, 1]) and suppose that the
LARG graphs on (fn) and on (gn) are almost surely isomorphic. Then there exists a homeo-
morphism ψ from [0, 1] to itself and a permutation of N, i 7→ ni, such that one of the following
holds:
(1) (Order-preserving case) For each x ∈ [0, 1], if fi(x) > fj(x) then gni(ψ(x)) ≥
gnj(ψ(x));
(2) (Order-reversing case) For each x ∈ [0, 1], if fi(x) > fj(x) then gni(ψ(x)) ≤ gnj(ψ(x)).
Proof. Let (fn) and (gn) be as described. Fix LARG graphs G1 and G2 on (fn) and (gn),
respectively, and suppose that they are isomorphic. We may re-label (gn) so that for each
n, fn is identified with gn in the isomorphism. By Corollary 1, such an isomorphism must
almost surely be a step-isometry: b‖fi − fj‖c = b‖gi − gj‖c for each i, j. Then by Theorems
16 and 17, there exist a self-homeomorphism ϕ of [0, 1], a constant ρ = ±1 and a κ > 0 such
that
‖gi − ρfi ◦ ϕ‖ < κ for all i. (4)
We deal with the order-preserving case, ρ = 1, although the case ρ = −1 is analogous. Let
ψ = ϕ−1.
Let x0 ∈ [0, 1] and suppose that fi(x0) > fj(x0). We let ∆ = fi(x0) − fj(x0). For any
positive numbers, l ∈ N and M ∈ R, define hl,M(x) = max(fi, fj + ∆)−M + l|x− x0|.
Now given l ∈ N, Let Ml be of the form N + ∆2 , where N ∈ N is chosen sufficiently large
that
hl,Ml < min(fi, fj)− 2κ−∆. (5)
We write h for hl,Ml . We now have that, for each x ∈ [0, 1],
fi − h(x) ≤M − l|x− x0|
fj − h(x) ≤M −∆− l|x− x0|,
where both inequalities are equalities at x = x0. In particular, we see ‖fi− h‖ = N + ∆2 and
‖fj − h‖ = N − ∆2 and b‖fi − h‖c ≥ N while ‖bfj − h‖c < N .
Let fk be an element such that ‖fk − h‖ < ∆2 . This implies that b‖fi − fk‖c ≥ N andb‖fj − fk‖c < N . By Corollary 1, we have b‖gi − gk‖c ≥ N and b‖gj − gk‖c < N also.
By(4), we have that
−κ < gn − fn ◦ ϕ < κ for all n; and so
−κ− ∆
2
< gk − h ◦ ϕ < κ+ ∆2
Combining this with (5), it follows that gi − gk and gj − gk are non-negative.
We also see that
gi(x)− gk(x) ≤ fi(ϕ(x))− h(ϕ(x)) + 2κ+ ∆2
≤ N + ∆ + 2κ− l|ϕ(x)− x0|
In particular, gi(x)− gk(x) < N whenever |ϕ(x)− x0| > (∆ + 2κ)/l. Since ‖gi − gk‖ ≥ N , it
follows that there exists yl such that |ϕ(yl)− x0| ≤ (∆ + 2κ)/l with gi(yl)− gk(yl) ≥ N . On
the other hand, since ‖gj − gk‖ < N , we see gj(yl) − gk(yl) < N . In particular, we deduce
that gi(yl) > gj(yl). We now have a sequence of points yl where gi(yl) > gj(yl). We also have
|ϕ(yl) − x0| → 0 as l → ∞, which implies yl → y0 = ψ(x0). By continuity of gi and gj, we
deduce that gi(ψ(x0)) ≥ gj(ψ(x0)). 
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Corollary 19. The graphs GR(ICD) and GR(SD) are non-isomorphic.
Proof. Let (fn) be IC-dense and (gn) be a smoothly dense sequence of polynomials (such a
sequence exists by Theorem 8). Let G1 and G2 be LARG graphs with vertices (fn) and (gn),
respectively, so that G1 is almost surely isomorphic to GR(ICD) and G2 is almost surely
isomorphic to GR(SD). Suppose for a contradiction that G1 and G2 are isomorphic.
We now apply Theorem 18, and assume without loss of generality that we are in the
orientation-preserving case. Thus, there exists a permutation i 7→ ni of N and a homeomor-
phism ψ of [0, 1] such that fi(x) > fj(x) implies gni(ψ(x)) ≥ gnj(ψ(x)) for all x. By the
infinite crossing dense condition, there must be two functions that intersect. That is, there
exist i 6= j so that fi(x) = fj(x) for some x ∈ (0, 1). By the IC-dense property (4), there
exists a strictly monotonic sequence xm → x such that fi(xm) = fj(xm) and between any pair
xm and xm+1, there exist ym and zm such that fi(ym) > fj(ym) and fi(zm) < fj(zm). It follows
that gni(ψ(ym)) ≥ gnj(ψ(ym)) and gni(ψ(zm)) ≥ gnj(ψ(zm)). In particular, by the Intermedi-
ate Value Theorem, there exists wm between ym and zm such that gni(ψ(wm)) = gnj(ψ(wm)).
Hence, the two polynomials gni and gnj agree at infinitely many points, and so are equal,
which is a contradiction. 
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