Abstract. Face recognition based on the analysis of 3D scans has been an active research subject over the last few years. However, the impact of the resolution of 3D scans on the recognition process has not been addressed explicitly yet being of primal importance after the introduction of a new generation of low cost 4D scanning devices. These devices are capable of combined depth/rgb acquisition over time with a low resolution compared to the 3D scanners typically used in 3D face recognition benchmarks. In this paper, we define a super-resolution model for 3D faces by which a sequence of low-resolution 3D scans can be processed to extract a higher resolution 3D face model, namely the superface model. The proposed solution relies on the Scaled ICP procedure to align the low-resolution 3D models with each other and estimate the value of the high-resolution 3D model based on the statistics of values of the lowresolution scans in corresponding points. The approach is validated on a data set that includes, for each subject, one sequence of low-resolution 3D face scans and one ground-truth high-resolution 3D face model acquired through a high-resolution 3D scanner. In this way, results of the super-resolution process are evaluated qualitatively and quantitatively by measuring the error between the superface and the ground-truth.
Introduction
In recent years, many approaches have been presented to support person recognition by the analysis of 3D face models. In this research area, many challenging issues have been successfully investigated, including 3D face recognition in the presence of non-neutral facial expressions [1, 2] , occlusions [3] , and missing data [4] , to say a few. Typically, the proposed solutions are tested following well defined evaluation protocols on consolidated benchmark data sets that, in order to obtain a reasonable coverage of the many different traits and characteristics of the human face, include 3D face models from several persons differing in terms of gender, age, ethnicity, hair style and accessories (spectacles, nose rings, etc.). The resolution of the 3D face models changes across different data sets, but is always the same within one data set. The issues related to the resolution of the 3D face model and its impact on the recognition accuracy have not been addressed explicitly in the past. Nevertheless, the relevance of these issues is increasing, motivated by the introduction in the marketplace of a new generation of low cost 4D scanning devices (such as Microsoft Kinect or Asus Xtion PRO LIVE) that are capable of combined depth/rgb acquisition over time (30 fps) with a resolution of 18 ppi at a distance of about 30 inches from the scanning device. Evaluating the impact on the recognition accuracy of matching one low-res probe to a high-res gallery is certainly one issue, but an even more challenging issue addresses the study of models to reconstruct one super-resolution face image out of the many low-res depth frames acquired by the 4D scanner.
Formerly introduced for images, super-resolution is the process that aims at recovering one high-resolution image from a set of low-resolution images possibly altered by noise, blurring or geometric warping [5] [6] [7] [8] [9] . Approaches proposed in the literature that use super-resolution models in the specific context of 3D data can be grouped in two distinct classes: approaches that apply the superresolution in the 2D space and then use multiple super-resoluted 2D image to reconstruct a super-resolution 3D object [10] ; and approaches that operate directly in the 3D space by applying the super-resolution model on 3D data [11] [12] [13] [14] . The approach proposed in [13] is conceived to operate on data provided by timeof-flight cameras. These are upsampled and denoised by using information from a high-resolution image of the same scene that is taken from a viewpoint close to the depth sensor. The denoising module exploits the relations between depth and intensity data, such as the joint occurrence of depth and intensity edges, and smoothness of geometry in areas of largely uniform color. Also the approach proposed in [12] targets processing of data provided by time-of-flight cameras. However, the proposed solution relies on an energy minimization framework that explicitly takes into account the characteristic of the sensor, the agreement of the reconstruction with the aligned low resolution maps and and a regularization term to cope with reconstruction of sparse data points. In general, the approaches that deal with 3D data representing multiple objects in complex scenes focus on the relevance of accurate reconstruction in correspondence to discontinuities of the depth value that are associated with object boundaries. This aspect is less relevant if the 3D data represent a single object with smooth surface such as a face. The approaches proposed in [11, 14] address the specific problem of super-resolution of facial models. In [11] , a learning module is trained on high resolution 3D face models so as to learn the mapping between low-res data and high-res data. Given a new low-res face model the learned mapping is used to compute the high-res face model. Differently, in [14] the super-resolution process is modeled as a progressive resolution chain whose features are computed as the solution to a MAP problem.
In this paper we present a model to derive one super-resolution 3D face from several low-res depth images acquired through a Microsoft Kinect scanner. The proposed approach develops on the super-resolution model proposed in [9] and combines three main processing modules, namely the face detector, the face registration and the face sampler. The face detector processes each frame acquired by the 4D scanner so as to detect and crop the region of the frame where the face is represented. These cropped faces are used to feed the face registration module that performs 3D alignment of all the cropped faces to the first one, used as template. In this way a layered representation is built which provides, for each point on the template several observation values. Based on the statistics of these observation values, the face sampler module resamples the data at a higher resolution.
To validate the proposed approach and estimate the accuracy of the computed superface models we set up a data set of heterogeneous face models, described in detail in Sect. 3.1, that includes, for each individual, one sequence of depth images acquired through a Microsoft Kinect scanner as well as one high-resolution face model acquired through a 3dMD scanner. In this way, the accuracy of the reconstructed superface model can be quantitatively measured by comparing the reconstructed model to the corresponding high-res model.
Hence, the contribution of this paper is twofold: we describe a model to extract one super-resolution 3D face model out of a sequence of several low-res depth facial images; we set up and give public access to a data set of heterogeneous face models to be used by researchers working on this topic. The paper is organized as follows: Problem statement and the adopted notation are defined in Sect. 2. The description of the modules for the detection of the facial region in the acquired depth frames, for pairwise alignment of facial data across different frames, and for resampling of facial data are described in Sect. 
The Superface Model
In the literature, the super-resolution process is typically formalized as an inverse problem: The low resolution images are the observations from slightly different viewpoints of a high resolution image, the underlying scene. It should be noticed that the relative motion between the scene and the camera is a necessary prerequisite to guarantee that pixels in the low-res images represent new samples of the patches in the observed scene. No improvement on resolution (if any, only in terms of SNR) would be possible from images deriving from a fixed camera observing a static scene.
be the sampling grids of the low and high resolution images, being z a positive integer representing the resolution gain. The forward degradation model, describing the formation of the low-res images can be formalized as follows:
being
the set of K low-res images, X H the high-res image and P k the operator that maps the high-res image onto the coordinate system and sampling grid of the k-th low-res image. The mapping operated by P k accounts for four main factors: i) the geometric transformation of X H to the coordinates of the k-th low-res image X (k) L ; ii) blurring introduced by the effect of the atmosphere and camera lens; iii) downsampling and iv ) additive noise. The coordinate system of the high-res image X H is aligned to the coordinate system of the first low-res image X (1) L . Computation of the geometric transformation that maps the coordinate systems of subsequent low-res images is operated by registration of the low-res images. This is accomplished using the Iterative Closest Point procedure, as described in Sect. 2.2.
Face Cropper
Low-res images correspond to frames (depth images) acquired by a Microsoft Kinect scanner placed in front of a subject standing at a distance of approx 80 cm from the scanning device. It is assumed that the sequence of acquired frames represents the subject while s/he is slightly rotating the head to the left and right around the vertical axis (the neck). In Fig. 1(a) one sample frame out of the sequence of depth images acquired by the scanner is shown. Acquired frames are processed in order to crop each frame in correspondence to the face of the subject. For this purpose, the Face Tracking function supported by the device SDK has been used. Some representative frames output by the face cropping module for a sample sequence are shown in Fig. 1(b) .
Face Registration
As anticipated before, computation of the geometric transformation that aligns low-res images to a common reference system is accomplished through a variant of the base Iterative Closest Point procedure [15] that jointly estimates the 3D rotation and translation parameters as well as the scaling one [16] . Let x (k) i be the 3D coordinates (x, y and the depth value z) of the i-th facial point in the k-th frame X
L to data represented in the reference frame X (1) L is accomplished by computing the similarity transform (translation, rotation and scaling) that best aligns the transformed data to the (a) (b) Fig. 2 . Facial data acquired in two sample frames (one with red and one with blue colors) before (a) and after (b) the application of the adopted ICP procedure data in the reference frame, that is:
being R an orthogonal matrix, S a diagonal scale matrix, t a translation vector and p : N k → N 1 a function that maps indexes of facial points across the the k-th and 1-st frames. The solution of Eq. (2), namely R k , S k , t k , is computed according to the procedure described in [16] . Fig. 2 shows facial data acquired in two sample frames before and after the application of the adopted ICP procedure.
Face Sampler
Once facial data from the different frames are aligned to the data in the first frame-used as template-then resampling by interpolation is operated. The goal of this module is to compute a high-res image on the uniformly spaced grid Φ. However, as a result of the alignment of the generic k-th frame to the first one under the effect of Eq. 2, samples on the originally uniform grid Ω distribute irregularly. Therefore, it is necessary to convert this non-uniform raster to a uniformly spaced grid, and this is performed by way of a scattered data interpolation model based on Delaunay triangulation [17, 18] . The interpolation model acts as a function Γ that given the set of N k scattered points
that are expected to sample a 2D surface in the 3D space, projects this dataset onto a reference plane Π (the (x, y) plane of the first frame) and then estimates the height value of the surface for a generic point p ∈ Π within the convex hull of the projected dataset (see Fig. 3 ). In this way, given the super-resolution uniformly spaced grid Φ in Π, it is possible to estimate the value of the 2D surface for each point of Φ enclosed within the convex hull of the projection of the scattered points onto Π. This procedure is operated for each one of the N acquired depth frames so that for each point of Φ, N observations are available. The median of these observations is the estimated value of the superface on the super-resolution grid Φ. 
Experimental Results
To the best of our knowledge, public data sets that provide, at the same time, sequences of low resolution face scans acquired with 3D consumer cameras, and high resolution 3D scans of the same subjects are not available. So, to bypass the lack of benchmark data and test our super-resolution approach, we constructed a proprietary data set which is released to the research community for comparative evaluations (see Sect. 3.1 for details). This data set in used in the tests reported in Sect. 3.2.
Data Set
In order to experiment the applicability and accuracy of our 3D super-resolution approach, we collected a test data set comprising low-resolution and highresolution 3D scans. Currently, the data of 20 subjects are included while the subjects enrolling is still going on (we aim a number of about 50 subjects be comprised in the data set). In particular, for each person we captured:
-A 3D high-resolution face model acquired with the 3dMD scanner. The model comprises a 3D mesh with about 40,000 vertices and 80,000 facets, and a texture stereo image with a resolution of 3341 × 2027 pixels. The geometry of the mesh is highly accurate with an average RMS error of about 0.2mm or better, depending on the exact pre-calibration and configuration. All 3D models are provided in VRML format; -A depth-video sequence acquired with the Kinect camera. Videos are captured so that the person sits in front of the camera with the face at an approximate distance of 80cm from the sensor. During acquisition, the subject is also asked to slightly move the face around the yaw axis up to an angle of about 60-70 degrees, so that both the left and right side of the face are visible to the sensor. This results in video sequences lasting approximately 10 to 15 seconds on average. Each depth video is released as a sequence of frames in PNG format and 16 bits gray scale.
The data are released in the same form they are acquired by the sensors, without any processing or annotation 1 .
Error Measures
In order to evaluate the accuracy of the super-resolution process, we compared the 3D geometry of reconstructed face models of sample subjects against the corresponding 3D face models of the same subjects acquired with a high-resolution 3D scanner. This is similar to the problem of measuring the geometric distance between high and low resolution versions of a same triangular mesh, which is a common task in 3D mesh processing providing an indication of the quality of the simplification process that reduces the number of triangles [19] . In our work, the reconstructed mesh of a face originated by the super-resolution process can be regarded as a less accurate 3D representation of a same face acquired with the high-resolution scanner. According to this, we propose to use the error measure introduced in [20] , based on the computation of the Hausdorff distance. Given two surfaces S and S , the distance between a point p on S and the surface S is defined as:
where d(p, p ) is the Euclidian distance between two points in S and S , respectively. The geometric distance, also called one-sided or single-sided Hausdorff distance, between two surfaces S and S is then defined as:
This distance is not symmetric (i.e., d(S, S ) = d(S , S)), so that it can underestimate the real distance between two surfaces. Due to this, a more accurate measure of the distance is obtained by using the symmetrical Hausdorff distance:
The point-to-surface distance of Eq. (3) is also used to define the mean distance d m between two surfaces as the distances between points on S and the surface S , divided by the area of S:
The symmetric version of the mean distance is then defined as the average between the two single-sided mean distances, that is,
Practically, in computing Eq. (4) vertices of the mesh are used as sampling points p of the surface S. In addition, the Root Mean Square error (RMS) on the vertices of the two comparing meshes is also computed.
In our experiments, we used the data set described in the previous Section. As an example, Fig. 4 shows the 3D reference frame (i.e., the first frame of the depth-sequence) as triangulated mesh, the 3D reconstructed frame and the 3D high-resolution scan of three sample subjects (named, respectively, #1, #3, and #7) included in the data set. Before evaluating the distance between two face models, they are cropped (i.e., only the points included in a sphere centered on the nose tip and with 95mm of radius are retained), normalized with respect to their center of mass and aligned each other using the ICP algorithm. Results are summarized in Tab. 1. In particular, we reported the average values for the symmetric Hausdorff distance (D H ), the symmetric mean distance (d), and the RMS error computed between the high-resolution scan and, respectively, the reconstructed frame and the reference frame. In this way, a quantitative evidence of the increased quality of the reconstructed frame with respect to the reference one is obtained. The percentage variation of these error measures when passing from the reference to the reconstructed frame are also reported.
As general behavior, it can be observed that all the three error measures decreases when evaluated on the reconstructed frame instead of the reference one, with a percentage reduction of the error which varies from around 16% up to 23%, respectively, for the symmetric Hausdorff (d H ) and the RMS error. Fig. 4(d) also reports the error map of the Hausdorff distance, where the red-green-blue colors are associated to errors of increasing magnitude. In general, it can be seen that the error is small, with just a few areas of the reconstructed face colored in blue. Table 1 . The average distance measures computed between the 3D high-resolution face scan and, respectively, the reconstructed and the reference frame of each subject. The percentage variation of the distance between the errors for the reconstructed and reference frames is also reported. 
Conclusions
In this paper, we have defined a super-resolution approach that permits the construction of a higher-resolution face model starting from a sequence of lowresolution 3D scans acquired with a consumer depth camera. In particular, values of the points of the super resolution model are constructed by iteratively aligning the low-resolution 3D frames to a reference 3D frame using the scaled ICP algorithm, and estimating the statistics of the values in the low-resolution models in corresponding points. Preliminary qualitative and quantitative experiments have been performed on an acquired dataset that includes, for each subject, a sequence of low-resolution 3D frames and one high-resolution 3D scan used to provide the ground truth data of a subject's face. In this way, results of the super-resolution process are evaluated by measuring the distance error between the superface and the ground truth.
