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Abstract
A partial differential equation (PDE) is an equation that contains an unknown
function with more than one variable and some of its partial derivatives. We can
classify PDE’s in linears or nonlinears and by the order of its derivatives as well.
Within these classifications stand out linear PDE’s of second order, because they
can modelling a lot of physical phenomena. We find three groups inside this set:
• Elliptical equations, which appear in heat transmission under stationary con-
ditions problems, particle difussion or the vibration in a membrane.
• Parabolic equations, which appear in the same kind of problems than before
but with one exception, they change over time now.
• Hyperbolic equations, which appear in problems about mass transport in
fluids, wave phenomena, among others.
In this work, we will study several types of boundary value problems (BVP) of a
parabolic equation, the heat equation. BVP consists in finding a function f ∈ C2
that satisfies the conditions of the heat equation and the conditions imposed on the
unknown function (or its derivatives) in the boundary of the region we are working
on.
Frequently, these problems cannot be solved analytically. One of the most used
methods these days is the finite element method. This method was developed from
the 40’s. The aim of the finite element method is to approximate a weak solution
for a BVP from a mount of referency nodes which are located on the region of the
problem.
To perform this whole process, we will start describing some functional analysis
tools that we will need from now on in this work, straightaway we will see the nu-
merical methodes that we will use and we will conclude with an example resolution.
Resum
Una equacio´ en derivades parcials (EDP) e´s una equacio´ en la que apareix una
funcio´ inco`gnita de me´s d’una variable i alguna de les seves derivades parcials.
Podem classificar les EDP’s en lineals o no lineals, i tambe´ per l’ordre de les seves
derivades.
Dins d’aquestes classificacions destaquen les EDP’s lineals de segon ordre, ja que
poden modelar una gran quantitat de feno`mens f´ısics. Dins d’aquest conjunt podem
distringir tres grups:
• Equacions el·l´ıptiques, apareixen en problemes estacionaris de transmissio´ de
calor, difusio´ de part´ıcules o deformacions.
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• Equacions parabo`liques, apareixen en problemes amb evolucio´ al llarg del
temps dels problemes esmentats per equacions el·l´ıptiques.
• Equacions hiperbo`liques, apareixen en problemes de transport de massa en
fluids, feno`mens ondulatoris, entre d’altres.
En aquest treball estudiarem diferents tipus de problemes de contorn (BVP) d’una
equacio´ parabo`lica, l’equacio´ de la calor. Un BVP consisteix a trobar una funcio´
f ∈ C2 que compleixi les condicions del mateix, una e´s l’equacio´ de la que hem
parlat i les altres so´n condicions imposades sobre la funcio´ inco`gnita (o les seves
derivades) a la vora de la regio´ on es treballa.
Aquests problemes, sovint, no e´s poden resoldre anal´ıticament. Un dels me`todes
que me´s es fa servir actualment e´s el me`tode dels elements finits. Aquest me`tode es
va desenvolupar a partir de la de`cada dels 40. L’objectiu del me`tode dels elements
finits e´s aproximar una solucio´ feble d’un BVP a partir d’uns quants nodes de
refere`ncia sobre la regio´ del problema.
Per poder realitzar tot aquest proce´s, en aquest treball comenc¸arem descrivint
algunes eines d’ana`lisi funcional que necessitarem, seguidament veurem els me`todes
nume`rics que usarem i conclourem amb la resolucio´ d’un exemple.
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1 Eines d’ana`lisi funcional
1.1 Espais Lp(µ)
Definicio´ 1.1.1. Sigui X un espai de mesura qualsevol, amb una mesura positiva
µ. Sigui f una funcio´ mesurable sobre X, f : X → R. Sigui 1 ≤ p ≤ +∞, es
defineix
‖f‖p =
(∫
X
|f |pdµ
)1/p
i definim els espais Lp(µ) com:
Lp(µ) = {[f ] : f mesurable, ‖f‖p < +∞},
on
[f ] = {g mesurable : g = f a.e. x}.
Anomenem ‖f‖p la norma en Lp de f .
Definicio´ 1.1.2. Suposem g : X → [0,∞] mesurable. Sigui S el conjunt de tots els
reals α tals que
µ(g−1((α,∞])) = 0.
Si S = ∅, posem β =∞. Si S 6= ∅, posem β = inf S. Com
g−1((β,∞]) =
∞⋃
n=1
g−1
((
β +
1
n
,∞
])
,
i com la unio´ d’una col·leccio´ numerable de conjunts de mesura 0 te´ mesura 0,
veiem que β ∈ S. Anomenem a β el suprem essencial de g. Si f e´s una funcio´
mesurable sobre X, definim ‖f‖∞ com el suprem essencial de |f |.
Proposicio´ 1.1.1. Desigualtat de Ho¨lder.
Sigui 1 ≤ p ≤ +∞, i sigui p′ el seu exponent conjugat, 1
p
+ 1
p′ = 1.
Si f , g so´n funcions mesurables sobre un espai Lp(µ), llavors∫
|f(x)||g(x)|dµ(x) ≤ ‖f‖p‖g‖p′
Demostracio´ 1. Si p = 1,+∞ e´s trivial.
Suposem ara, a, b ≥ 0 i 1 < p <∞. Es compleix que:
ab = elog ab = e
1
p
log ap+ 1
p′ log b
p′ ≤ 1
p
elog a
p
+
1
p′
elog b
p′ ≤ a
p
p
bp
′
p′
1
Sigui f 6= 0, i siguin a = |f(x)|‖f‖p i b =
|g(x)|
‖g‖p′
Tenim,
ab =
|f(x)||g(x)|
‖f‖p‖g‖p′ ≤
|f(x)|p
p‖f‖pp +
|g(x)|p′
p′‖g‖p′p′
⇒
⇒ 1‖f‖p‖g‖p′
∫
|f(x)||g(x)|dµ(x) ≤ 1
p‖f‖pp
∫
|f(x)|pdµ(x)+ 1
p′‖g‖p′p′
∫
|g(x)|p′dµ(x) = 1⇒
⇒
∫
|f(x)||g(x)|dµ(x) ≤ ‖f‖p‖g‖p′
Proposicio´ 1.1.2. Desigualtat de Minkowski.
Sigui 1 ≤ p < +∞, i sigui p′ el seu exponent conjugat.
Si f i g so´n funcions mesurables sobre un espai Lp(µ).
‖f + g‖p ≤ ‖f‖p + ‖g‖p′
Demostracio´ 2. Si p = 1 e´s trivial.
Veiem ara el cas 1 < p. Prenem
|f + g|p = |f + g||f + g|p−1 ≤ |f ||f + g|p−1 + |g||f + g|p−1
Integrem, ara, a tots dos costats de la desigualtat∫
|f + g|p ≤
∫
|f ||f + g|p−1 +
∫
|g||f + g|p−1
Usem la desigualtat Ho¨lder sobre cada integral del terme de la dreta∫
|f + g|p ≤ ‖f‖p‖(f + g)p−1‖p′ + ‖g‖p‖(f + g)p−1‖p′
Recordem que
‖(f + g)p−1‖p′ =
(∫
|f + g|p′(p−1)dµ
)1/p′
=
(∫
|f + g|pdµ
)1/p′
Dividint a tots dos costats de la desigualtat, per aquest u´ltim resultat, obtenim
‖f + g‖p =
(∫
|f + g|pdµ
)1/p
≤ ‖f‖p + ‖g‖p
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1.2 Espais de Banach
Definicio´ 1.2.1. Un espai vectorial es diu de Banach si e´s normat i complet.
Teorema 1.2.1. Tot espai Lp(µ) e´s un espai de Banach.
Demostracio´ 3. Sabem que els Lp(µ) tenen una norma associada, per tant nome´s
cal veure que so´n espais complets.
Estudiem primer el cas 1 ≤ p < +∞. Sigui {fn} una successio´ de Cauchy a
Lp(µ). Existeix una subsuccessio´ {fni}, n1 < n2 < ..., tal que
‖fni+1 − fni‖ < 2−i.
Posem
gk =
k∑
i=1
|fni+1 − fni |, g =
∞∑
i=1
|fni+1 − fni |.
Per la desigualtat de Minkowski tenim que ‖gk‖p < 1 per tot k = 1, 2, ... Per
tant, ‖g‖p ≤ 1. En particular, g(x) <∞, quasi per a tot x ∈ X, aix´ı que la se`rie
fn1(x) +
∞∑
i=1
(fni+1(x)− fni(x))
convergeix absolutament quasi per a tot x ∈ X. Denotem com f(x) la suma de
la se`rie anterior per a aquells x que convergeix; posem f(x) = 0 en el conjunt de
mesura 0 restant. Com
fn1 +
k−1∑
i=1
(fni+1 − fni) = fnk
veiem que, quasi per tot punt
f(x) = lim
i→∞
fni(x).
Aquesta funcio´ f e´s el l´ımit puntual, quasi per tot punt, de {fni}, ara hem de
veure que e´s l´ımit a Lp(µ) de {fn}. Sigui  > 0. Existeix un N tal que ‖fn−fm‖p < 
si n > N i m > N . Per tot m > N , usant el lema de Fatou, obtenim∫
X
|f − fm|pdµ ≤ lim
i→∞
inf
∫
X
|fni − fm|pdµ ≤ p.
D’aquest resultat, concluim que f − fm ∈ Lp(µ) i, per tant, que f ∈ Lp(µ)
i finalment que ‖f − fm‖p → 0 quan m → ∞. Amb aixo` queda demostrada la
completesa per 1 ≤ p < +∞.
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Veiem ara el cas L∞(µ). Suposem que {fn} e´s una successio´ de Cauchy a L∞(µ),
siguin Ak i Bm,n els conjunts on |fk(x)| > ‖fk‖∞ i on |fn(x)−fm(x)| > ‖fn−fm‖∞,
i sigui E la unio´ d’aquests conjunts, per k,m, n = 1, 2, ... Aleshores µ(E) = 0, i
sobre el conjunt complementari de E la successio´ {fn} convergeix uniformement
a una funcio´ acotada f . Definim f(x) = 0 per x ∈ E. Aleshores f ∈ L∞(µ), i
‖fn − f‖∞ → 0 quan n→∞.
Definicio´ 1.2.2. Siguin E i F dos espa`is vectorials sobre el mateix cos K, diem
que un operador T : E → F e´s linial si, T (λx + µy) = λTx + µTy ∀x, y ∈ E i
∀λ, µ ∈ K.
Teorema 1.2.2. Si E i F so´n espais de Banach i T : E → F e´s un operador linial,
les segu¨ents propietats so´n equivalents:
(a) T e´s continu en 0: ∀ > 0 ∃δ > 0 : si ‖x‖E < δ ⇒ ‖Tx‖F < .
(b) T e´s acotat en BE(0, 1): ∃M > 0 : ‖Tx‖F ≤M ∀‖x‖E ≤ 1.
(c) ∃M > 0 tal que ‖Tx‖p ≤M‖x‖E ∀x ∈ E.
(d) T e´s continu en tot punt x ∈ E.
En aquest cas, es defineix ‖T‖ := inf{M > 0 : es compleixi c} =
= sup
‖x‖E≤1
‖Tx‖F = sup
‖x‖E=1
‖Tx‖F
.
Demostracio´ 4. (a)⇒ (b) :
‖x‖E < 1⇒ ‖δx‖E ≤ δ‖T (δx)‖E ≤ ⇒ ‖Tx‖E ≤ 
δ
= M
(b)⇒ (c) : Si x = 0 es compleix. Sigui
x 6= 0, ‖ x‖x‖E ‖ = 1⇒ ∀r ≤ 1,
rx
‖x‖E ∈ BE(0, 1)⇒
⇒ ‖T ( rx‖x‖E ‖F ≤M ⇒ ‖Tx‖F ≤
M‖x‖E
r
⇒ ‖Tx‖F ≤M‖x‖E
quan r → 1.
(c)⇒ (d) :
‖Tx− Tx0‖F = ‖T (x− x0)‖F ≤M‖x− x0‖E ⇒ T
e´s continu en x0.
(d)⇒ (a) : E´s evident.
Per u´ltim, veiem que: sup‖x‖E≤1 ‖Tx‖F = sup‖x‖E=1 ‖Tx‖F
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• sup‖x‖E=1 ‖Tx‖F ≤ sup‖x‖E≤1 ‖Tx‖F
• Veiem que sup‖x‖E≤1 ‖Tx‖F ≤ sup‖x‖E=1 ‖Tx‖F .
Si
‖x‖E < 1⇒ 1‖x‖E > 1⇒ ‖T (x)‖F = ‖T (
x
‖x‖E ‖x‖E)‖F =
= ‖x‖E‖T ( x‖x‖E )‖F ≤ ‖T (
x
‖x‖E )‖F ≤ sup‖y‖E=1
‖Ty‖F
1.3 Espais de Hilbert
Definicio´ 1.3.1. Donat un espai vectorial H sobre K(R o´ C), un producte escalar
(o producte intern) (−,−)H : H ×H → K tal que:
• (ax+ by, z)H = a(x, z) + b(y, z).
• (x, y)H = ¯(y, x)H .
• (x, x)H ≥ 0, ∀x ∈ H.
• (x, x)H = 0⇔ x = 0.
Definicio´ 1.3.2. (H, (−,−)H) es diu que e´s un espai pre-hilbertia`.
Si H a me´s, e´s complet, aleshores es diu que e´s un espai de Hilbert.
Tot espai H de Hilbert e´s tambe´ de Banach, per definicio´.
Proposicio´ 1.3.1. Sigui H un espai pre-hilbertia`, aleshores:
(a) Desigualtat de Cauchy-Schwartz:
|(x, y)| ≤ |(x, x)|1/2|(y, y)|1/2
Si definim, ‖x‖ := (x, x)1/2.
(b) Identitat del paral·lelogram:
‖x+ y‖2‖x− y‖2 = 2(‖x‖2 + ‖y‖2)
(c) Teorema del cosinus:
‖x+ y‖2 = ‖x‖2 + ‖y‖2 + 2Re(x, y)
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(d) Teorema de Pita`gores: Si (x, y) = 0,
‖x+ y‖2 = ‖x‖2 + ‖y‖2
(e) ‖ · ‖ e´s una norma.
Demostracio´ 5. (a) Si (x, y) = 0 es compleix. Sigui (x, y) 6= 0, aleshores:
0 ≤ (x−ay, x−ay) = ‖x‖2−2Re(a(y, x))+ |a|2‖y‖2 ⇒ Si prenem a = t (x,y)|(x,y)| ,
0 ≤ ‖x‖2 − 2t|(x, y)|+ t2‖y‖2, que e´s un polinomi de segon grau.
El discriminant e´s: 4|(x, y)|2 − 4‖x‖2‖y‖2 ≤⇒ |(x, y)| ≤ ‖x‖‖y‖
(e) • ‖x+ y‖2 = ‖x‖2 + ‖y‖2 + 2Re(x, y) ≤ ‖x‖2 + ‖y‖22|(x, y)| ≤
≤ ‖x‖2 + ‖y‖2 + 2‖x‖‖y‖ = (‖x‖+ ‖y‖)2
• ‖λx‖ = |λ|‖x‖
• ‖x‖ = 0⇔ x = 0
Definicio´ 1.3.3. Un conjunt E d’un espai vectorial V es diu que e´s convex si
compleix la propietat geome`trica segu¨ent: si x ∈ E, y ∈ E i 0 < t < 1, el punt
zt = (1− t)x+ ty
tambe´ esta` a E. Com que 0 < t < 1 pot variar, zt pot descriure tot el segment
que uneix x i y en l´ınia recta a V .
Tot subespai de V e´s convex.
Teorema 1.3.1. Teorema de la projeccio´.
Sigui E un subespai tancat d’un espai de Hilbert H, es compleix:
∀x ∈ H, ∃!y ∈ E tal que ‖x− y‖ = infz∈E ‖x− z‖ = d(x,E).
Usarem la notacio´ segu¨ent: y := PE(x).
Demostracio´ 6. Aquest resultat e´s consequ¨e`ncia de la igualtat del paral·lelogram.
Fixat x ∈ H, per qualssevol y, z ∈ E tenim
‖y − z‖2 = ‖(y − x)− (z − x)‖2 = 2‖y − x‖2 + 2‖z − x‖2 − ‖y + z − 2x‖2.
Com que (y + z)/2 ∈ E per ser E convex, tenim
‖y + z‖2 = 4‖y + z
2
− x‖2 ≥ 4d(x,E)2
i substituint aquesta desigualtat a la igualtat anterior, obtenim
‖y − z‖2 ≤ ‖(y − x)− (z − x)‖2 = 2‖y − x‖2 + 2‖z − x‖2 − 4d(x,E)2.
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Amb aixo` veiem la unicitat de l’element y, ja que si y, z ∈ E compleixen que
‖y − x‖ = ‖z − x‖ = d(x,E), la desigualtat anterior implica que y = z.
Per demostrar, ara, l’existe`ncia considerem una successio´ {yn} de punts de E
tal que {‖yn − x‖} → d(x,E). Fixat un  > 0, existeix n0 que verifica
‖yn − x‖ < d(x,E)2 + 
2
4
(n ∈ N, n ≥ n0)
Aleshores, per n, m ≥ n0, prenent y = yn i z = ym, otenim:
‖y − z‖2 < 4
(
d(x,E)2 +
2
4
)
− 4d(x,E)2 = 2
per tant, {yn} e´s de Cauchy. Per ser H complet i E tancat, aquesta successio´
convergeix a un punt PE(x) ∈ E que verifica ‖x − PE(X)‖ = limn→∞ ‖x − yn‖ =
d(x,E). Aix´ı doncs, PE(X) e´s un punt de E que materialitza la dista`ncia de E a
x.
Hem vist doncs l’existe`ncia i la unicitat.
Corol·lari 1.3.1. Sigui E ⊂ H un subespai lineal tancat. Aleshores y = PEx es
caracteritza per:
y ∈ E i (x− y, z) = 0 ∀z ∈ E.
D’altra banda, PE e´s un operador lineal, l’anomenem la projeccio´ ortogonal.
Definicio´ 1.3.4. Una aplicacio´ bilineal a : H ×H → R es diu que e´s:
Continua, si existeix una constant C tal que,
‖a(u, v)‖ ≤ C‖u‖‖v‖ ∀u, v ∈ H
Coactiva, si existeix una constant α > 0 tal que,
a(u, v) ≤ α‖v‖2 ∀v ∈ H
Teorema 1.3.2. Stampacchia
Sigui a(u, v) una aplicacio´ bilineal coactiva de H. Prenem K ⊂ H un subconjunt
no buit tancat. Aleshores, donat qualsevol φ ∈ H∗, existeix un u´nic element u ∈ K
tal que:
a(u, v − u) ≥ 〈φ, v − u〉∀v ∈ K
D’altra banda, si a e´s sime`trica, aleshores u es caracteritza per:
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u ∈ K i 1
2
a(u, u)− 〈φ, u〉 = minv∈K{12a(v, v)− 〈φ, v〉}
Teorema 1.3.3. Lax-Milgram
Sigui a(u, v) una aplicacio´ bilineal coactiva de H. Aleshores, donat qualsevol
φ ∈ H∗, existeix un u´nic element u ∈ H tal que:
a(u, v − u) ≥ 〈φ, v − u〉∀v ∈ H
D’altra banda, si a e´s sime`trica, aleshores u es caracteritza per:
u ∈ K i 1
2
a(u, u)− 〈φ, u〉 = minv∈H{12a(v, v)− 〈φ, v〉}
La demostracio´ es fa a partir del teorema anterior i el corol·lari previ.
8
2 Espais de Sobolev i formulacio´ variacional de
BVP en una dimensio´
En aquest cap´ıtol i el segu¨ent, usarem el s´ımbol Cc(I) o Cc(Ω) per fer refere`ncia a
l’espai de funcions cont´ınues amb suport compacte a I o Ω respectivament.
2.1 Espai de Sobolev W 1,p(I)
Definicio´ 2.1.1. Sigui I = (a, b) un interval obert i sigui p ∈ R tal que, 1 ≤ p ≤ ∞.
Definim l’espai de Sobolev W 1,p(I) com
W 1,p(I) = {u ∈ Lp(I);∃g ∈ Lp(I) tal que ∫
I
uφ′ = − ∫
I
gφ∀φ ∈ C1c (I)}.
Tenim que
H1(I) = W 1,2(I)
Les funcions φ les anomenarem funcions test i φ ∈ C∞c (I).
Notacio´: A partir d’ara, per una funcio´ u ∈ W 1,p(I) notarem u′ = g, derivada
en sentit feble.
Notacio´: L’espai W 1,p esta` equipat amb la norma
‖u‖W 1,p = ‖u‖Lp + ‖u′‖Lp
o, de vegades, si 1 < p < ∞, amb la norma equivalent (‖u‖pLp + ‖u′‖pLp)1/p.
L’espai H1 esta` equipat amb el producte escalar
(u, v)H1 = (u, v)L2 + (u
′, v′)L2 =
∫ b
a
(uv + u′v′)
i amb la norma associada
‖u‖H1 = (‖u‖2L2 + ‖u′‖2L2)1/2.
Proposicio´ 2.1.1. L’espai W 1,p e´s un espai de Banach per 1 ≤ p ≤ ∞. A me´s.
per 1 < p <∞ e´s reflexiu i per 1 ≤ p <∞ e´s separable. L’espai H1 e´s un espai de
Hilbert separable.
Demostracio´ 7. (a) Sigui (un) una se`rie de Cauchy a W
1,p; aleshores, (un) i
(u′n) so´n se`ries de Cauchy a L
p. Dedu¨ım que (un) convergeix a algun l´ımit u
a Lp i (u′n) convergeix a algun l´ımit g a L
p. Tenim∫
I
unφ
′ = −
∫
I
u′nφ∀φ ∈ C1c (I),
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i fent el pas al l´ımit ∫
I
uφ′ = −
∫
I
gφ∀φ ∈ C1c (I).
Aix´ı u ∈ W 1,p, u′ = g, i ‖un − u‖W 1,p → 0.
(b) W 1,p e´s reflexiu per 1 < p <∞. Clarament, l’espai producte E = Lp(I)×Lp(I)
e´s reflexiu. L’operador T : W 1,p → E definid per Tu = [u, u′] e´s una isometria
de W 1,p a E. Com que W 1,p e´s un espai de Banach, T (W 1,p) e´s un subespai
tancat de E. Dedu¨ım doncs que T (W 1,p) e´s reflexiu. En consequ¨e`ncia W 1,p
e´s reflexiu.
(c) W 1,p e´s separable per 1 ≤ p < ∞. Clarament, l’espai producte E = Lp(I) ×
Lp(I) e´s separable. Per tant T (W 1,p) tambe´ e´s separable. En consequ¨e`ncia
W 1,p e´s separable.
2.2 Exemples BVP
Exemple 1
Considerem el problema {−u′′ + u = f, I = (0, 1),
u(0) = u(1) = 0,
on la funcio´ f e´s una funcio´ donada. La condicio´ de frontera u(0) = u(1) = 0
s’anomena condicio´ de Dirichlet, homoge`nia.
Definicio´ 2.2.1. Una solucio´ cla`ssica d’aquest problema e´s una funcio´ u ∈ C2(I¯)
que satisfa` les condicions del mateix.
Definicio´ 2.2.2. Una solucio´ feble d’aquest problema e´s una funcio´ u ∈ H10 (I) que
satisfa` ∫
I
u′v′ +
∫
I
uv =
∫
I
fv ∀v ∈ H10 (I).
(a) Veiem que tota solucio´ cla`ssica del problema es tambe´ una solucio´ feble,
nome´s cal multiplicar per una funcio´ v i integrar per parts el problema inicial.
(b) Anem a veure ara l’existencia i la unicitat de la solucio´ feble.
Proposicio´ 2.2.1. Donada una funcio´ f ∈ L2(I) existeix una u´nica solucio´ u ∈ H10
de ∫
I
u′v′ +
∫
I
uv =
∫
I
fv ∀v ∈ H10 (I).
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A me´s,
u = minv∈H10
{
1
2
∫
I
(v′2 + v2)−
∫
I
fv
}
Demostracio´ 8. Per demostrar-ho nome´s hem d’aplicar el teorema de Lax-Milgram
a l’espai de Hilbert H = H10 (I) amb la forma bilineal
a(u, v) =
∫
I
u′v′ +
∫
I
uv = (u, v)H1
i el funcional lineal φ : v 7→ ∫
I
fv.
(c) Veiem la regularitat de la solucio´ feble. Hem de veure que la solucio´ feble u
e´s de classe C2.
Notem que si f ∈ L2 i u ∈ H10 e´s una solucio´ feble del problema, aleshores
u ∈ H2. Tenim ∫
I
u′v′ =
∫
I
(f − u)v ∀v ∈ C1c (I),
per tant, u′ ∈ H1 i u ∈ H2. A me´s, assumint que f ∈ C(I¯), tenim que la solucio´
u ∈ C2(I¯). Per tant (u′)′ ∫ C(I¯) i u′ ∈ C1(I¯).
(d) Recuperar la solucio´ cla`ssica.
Tenim u ∈2 (I¯), u(0) = u(1) = 0, i u satisfa`∫
I
u′φ′ +
∫
I
uφ =
∫
I
fφ∀φ ∈ C1(I¯), φ(0) = φ(1) = 0.
Integrant per parts obtenim∫
I
(−u′′ + u− f)φ = 0∀φ ∈ C1(I¯), φ(0) = φ(1) = 0
i per tant ∫
I
(−u′′ + u− f)φ = 0 ∀φ ∈ C1c (I).
Veiem doncs que −u′′ + u = f e.a. a I i com que u ∈ C2(I¯) es compleix la
igualtat a I¯.
El me`tode que hem descrit e´s molt flexible i es pot adaptar a diferents problemes.
Veiem ara algun exemple me´s on sera` molt important definir correctament l’espai
de funcions per trobar una formulacio´ feble apropiada.
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Exemple 2
Considerem el problema (condicions de Dirichlet no homoge`nies){−u′′ + u = f, I = (0, 1),
u(0) = α, u(1) = β,
on α, β i f venen donats i α, β ∈ R.
Proposicio´ 2.2.2. Donats α, β ∈ R i f ∈ L2(I) exiteix una u´nica funcio´ u ∈ H2(I)
que satisfa` el problema anterior. A me´s
u = minv∈H10 ,v(0)=α,v(1)=β
{
1
2
∫
I
(v′2 + v2)−
∫
I
fv
}
.
Si, a me´s, f ∈ C(I¯) aleshores u ∈ C2(I¯).
Demostracio´ 9. Considerem l’espai H1(I) i un subespai tancat i convex
K = {v ∈ H1(I); v(0) = α, v(1) = β}.
Si u es una solucio´ cla´ssica tenim que∫
I
u′(v − u)′ +
∫
I
u(v − u) =
∫
I
f(v − u) ∀v ∈ K.
En particular,∫
I
u′(v − u)′ +
∫
I
u(v − u) ≥
∫
I
f(v − u) ∀v ∈ K.
Aplicant ara el teorema de Stampacchia, existeix una u´nica funcio´ u ∈ K que
satisfa` l’equacio´ anterior, i
u = minv∈K
{
1
2
∫
I
(v′2 + v2)−
∫
I
fv
}
Per recuperar la solucio´ cla`ssica del problema, prenem v = u±w amb w ∈ H10 i
obtenim ∫
I
u′w′ +
∫
I
uw =
∫
fw ∀w ∈ H10 .
Aixo` implica que u ∈ H2(I). Si f ∈ C(I¯) el mateix argument que hem usat en
l’exemple anterior demostra que u ∈ C(I¯).
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Exemple 3
Considerem el problema (condicions de Neumann homoge`nies){−u′′ + u = f, I = (0, 1),
u′(0) = u′(1) = 0,
Proposicio´ 2.2.3. Donada f ∈ L2(I) existeix una u´nica funcio´ u ∈ H2(I) que
satisfa` el problema anterior.
A me´s,
u = minv∈H1(I)
{
1
2
∫
I
(v′2 + v2)−
∫
I
fv
}
Si, a me´s, f ∈ C(I¯) aleshores u ∈ C2(I¯).
Demostracio´ 10. Si u e´s una solucio´ cla`ssica del problema, tenim∫
I
u′v′ +
∫
I
uv =
∫
fv ∀v ∈ H1(I).
L’espai de funcions sobre el que treballarem sera` H1(I). Apliquem el teorema
de Lax-Milgram amb la forma bilineal a(u, v) =
∫
I
u′v′ +
∫
I
uv i el funcional lineal
φ : v 7→ ∫
I
fv. Amb aixo` obtenim una u´nica funcio´ u ∈ H1(I) que satisfa` l’eqaucio´
anterior. D’aquesta es dedueix que u ∈ H2(I). A partir de la mateixa obtenim∫
I
(−u′′ + u− f)v + u′(1)v(1)− u′(0)v(0) = 0 ∀v ∈ H?1(I).
En aquesta equacio´ comencem escollint una v ∈ H10 i obtenim −u′′ + u = f e.a.
Per tant, dedu¨ım que
u′(1)v(1)− u′(0)v(0) = 0 ∀v ∈ H1(I).
Tenint v(0) i v(1) arbitraris, dedu¨ım que u′(0) = u′(1) = 1.
Exemple 4
Considerem el problema (condicions de Neumann no homoge`nies){−u′′ + u = f, I = (0, 1),
u′(0) = α, u′(1) = β,
on α, β i f venen donats i α, β ∈ R.
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Proposicio´ 2.2.4. Donats f ∈ L2(I) i α, β ∈ R existeix una u´nica funcio´ u ∈
H2(I) que satisfa` el problema anterior.
A me´s,
u = minv∈H1(I)
{
1
2
∫
I
(v′2 + v2)−
∫
I
fv + αv(0)− βv(1)
}
Si, a me´s, f ∈ C(I¯) aleshores u ∈ C2(I¯).
Demostracio´ 11. Si u e´s una solucio´ cla`sica del problema, tenim∫
I
u′v′ +
∫
I
uv =
∫
fv − αv(0) + βv(1) ∀v ∈ H1(I).
L’espai de funcions sobre el que treballarem sera` H1(I). Apliquem el teorema de
Lax-Milgram amb la forma bilineal a(u, v) =
∫
I
u′v′ +
∫
I
uv i el funcional lineal
φ : v 7→
∫
I
fv − αv(0) + βv(1).
Aquest funcional e´s continu. Per demostrar que u ∈ H2(I) i que u′(0) = α,
u′(1) = β es segueix el procediment de l’exemple anterior.
2.3 Principi del ma`xim
Teorema 2.3.1. Sigui f ∈ L2(I) amb I = (0, 1) i sigui u ∈ H2(I) la solucio´ del
problema de Dirichlet { −u′′ + u = f, I,
u′(0) = α, u′(1) = β,
Aleshores, per tot x ∈ I,
min{α, β, inf
I
f} ≤ u(x) ≤ max{α, β, sup
I
f}.
Teorema 2.3.2. Sigui f ∈ L2(I) amb I = (0, 1) i sigui u ∈ H2(I) la solucio´ del
problema de Dirichlet { −u′′ + u = f, I,
u(0) = α, u(1) = β,
Aleshores, per tot x ∈ I¯,
inf
I
f ≤ u(x) ≤ sup
I
f.
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3 Espais de Sobolev i formulacio´ variacional de
BVP en dimensio´ N
3.1 Espai de Sobolev W 1,p(Ω)
Definicio´ 3.1.1. Sigui Ω ⊂ RN un conjunt obert i sigui p ∈ R tal que, 1 ≤ p ≤ ∞.
Definim l’espai de Sobolev W 1,p(Ω) com
W 1,p(Ω) = {u ∈ Lp(Ω);∃g1, ..., gN ∈ Lp(Ω) tal que
∫
Ω
u δφ
δxi
= − ∫
Ω
giφ∀φ ∈
C∞c (Ω),∀i = 1, ..., N}.
Tenim que
H1(Ω) = W 1,2(Ω)
Notacio´: A partir d’ara, per una funcio´ u ∈ W 1,p(Ω) definim δu
δxi
= gi, i escriurem
5u = gradu =
(
δu
δx1
, ...,
δu
δxN
)
.
L’espai W 1,2(Ω) esta` equipat amb la norma
‖u‖W 1,2 = ‖u‖p +
N∑
i=1
‖ δu
δxi
‖p
o, de vegades, si 1 ≤ p <∞, amb la norma equivalent (‖u‖pp +
∑N
i=1 ‖ δuδxi‖pp)1/p.
L’espai H1(Ω) esta` equipat amb el producte escalar
(u, v)H1 = (u, v)L2 +
N∑
i=1
(
δu
δxi
,
δv
δxi
)
L2
=
∫
Ω
uv +
N∑
i=1
δu
δxi
δv
δxi
.
La seva norma associada
‖u‖H1 =
(
‖u‖22 +
N∑
i=1
‖ δu
δxi
‖22
)1/2
e´s equivalent a la norma de l’espai W 1,2.
Proposicio´ 3.1.1. W 1,p(Ω) e´s un espai de Banach per 1 ≤ p ≤ ∞. A me´s. per
1 < p <∞ e´s reflexiu i per 1 ≤ p <∞ e´s separable. L’espai H1(Ω) e´s un espai de
Hilbert separable.
Demostracio´ 12. Aquesta demostracio´ consisteix a adaptar la demostracio´ de la
proposicio´ equivalent a l’espai W 1,p(I) usant l’operador Tu = [u,5u] .
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3.2 Exemples de BVPs
Exemple 1
Sigui Ω ⊂ RN un conjunt obert i acotat. Considerem el problema (condicions de
Dirichlet homoge`nies) {−4 u+ u = f, Ω,
u = 0, Γ = δΩ
on
4u =
N∑
i=1
δ2u
δx2i
e´s el Laplacia` de u, i f e´s una funcio´ donada de Ω. Busquem u : Ω¯ 7→ R.
Definicio´ 3.2.1. Una solucio´ cla`ssica d’aquest problema e´s una funcio´ u ∈ C2(Ω¯)
que satisfa` les condicions del mateix.
Definicio´ 3.2.2. Una solucio´ feble d’aquest problema e´s una funcio´ u ∈ H10 (Ω) que
satisfa` ∫
Ω
5u5 v +
∫
Ω
uv =
∫
Ω
fv∀v ∈ H10 (Ω).
on 5u5 v = ∑Ni=1 δuδxi δvδxi .
(a) Veiem que tota solucio´ cla`ssica del problema e´s tambe´ una solucio´ feble.
Com que u ∈ H1(Ω) ∩ C(Ω¯) i u = 0 a Γ, tenim que u ∈ H10 (Ω). D’altra banda, si
v ∈ C1c (Ω) tenim ∫
Ω
5u5 v +
∫
Ω
uv =
∫
Ω
fv,
per tant, tambe´ e´s cert per tot v ∈ H10 (Ω).
(b) Anem a veure ara l’existe`ncia i la unicitat de la solucio´ feble.
Teorema 3.2.1. (Dirichlet, Riemann, Poincare´, Hilbert): Donada f ∈ L2(Ω),
existeix una u´nica solucio´ feble u ∈ H10 del problema. A me´s,
u = minv∈H10 (Ω)
{
1
2
∫
Ω
(| 5 v|2 + |v|2)−
∫
Ω
fv
}
.
Demostracio´ 13. E´s suficient aplicar el teorema de Lax-Milgram a l’espai de Hil-
bert H = H10 (Ω) amb la forma bilineal
a(u, v) =
∫
Ω
(5u5 v + uv)
i el funcional lineal φ : v 7→ ∫
Ω
fv.
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(c) La regularitat de la solucio´ feble la veuerem me´s endavant.
(d) Recuperar la solucio´ cla`ssica.
Assumim que la solucio´ feble u ∈ H10 (Ω) d’aquest problema pertany a C2(Ω¯),
assumim tambe´ que Ω e´s de classe C1. Tenim u = 0 a Γ. D’altra banda. tenim∫
Ω
(−4 u+ u)v =
∫
Ω
fv ∀v ∈ C1c (Ω)
aix´ı doncs, − 4 u + u = f e.a. a Ω. De fet, − 4 u + u = f a tot Ω, amb
u ∈ C2(Ω); tenim que u e´s una solucio´ cla`ssica.
Com hem fet en el cas en una dimensio´, veiem algun exemple me´s on sera` molt
important definir correctament l’espai de funcions per trobar una formulacio´ feble
apropiada.
Exemple 2
Considerem el problema (condicions de Dirichlet no homoge`nies){−4 u+ u = f, Ω,
u = g, Γ
on f i g venen donades sobre Ω i Γ respectivament. Suposem que existeix una
funcio´ g˜ ∈ H1(Ω)∩C(Ω¯) tal que g˜ = g a Γ i considerem el conjunt K = {v ∈ H1(Ω)
tal que v − g˜ ∈ H10 (Ω)}.
Aquest conjunt K no depe`n de la funcio´ g˜ triada, nome´s depe`n de g. K ⊂ H1(Ω)
e´s un conjunt tancat i convex, no buit.
Definicio´ 3.2.3. Una solucio´ cla`ssica d’aquest problema e´s una funcio´ u ∈ C2(Ω¯)
que satisfa` les condicions del mateix.
Definicio´ 3.2.4. Una solucio´ feble d’aquest problema e´s una funcio´ u ∈ K que
satisfa` ∫
Ω
(5u5 v + uv) =
∫
Ω
fv ∀v ∈ H10 (Ω).
Com hem vist anteriorment, tota solucio´ cla`ssica e´s tambe´ solucio´ feble.
Proposicio´ 3.2.1. Donada f ∈ L2(Ω), existeix una u´nica solucio´ feble u ∈ K del
problema anterior. A me´s,
u = minv∈K
{
1
2
∫
Ω
(| 5 v|2 + |v|2)−
∫
Ω
fv
}
.
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Demostracio´ 14. Afirmem que u ∈ K e´s una solucio´ feble del problema, si i nome´s
si ∫
Ω
5u(5v −5u) +
∫
Ω
u(v − u) ≥
∫
Ω
f(v − u) ∀v ∈ K.
Si u e´s una solucio´ feble compleix la igualtat en l’equacio´ anterior. D’altra banda,
si u ∈ K satisfa` la inequacio´ anterior, prenem v = u ± w amb w ∈ H10 (Ω). Ara
podem aplicar el teorema de Stampacchia per acabar la demostracio´.
L’estudi de la regularitat i la recuperacio´ de la solucio´ cla`ssica es realitza de la
mateixa manera que en l’exemple anterior.
Exemple 3
Considerem el problema (condicions de Dirichlet no homoge`nies){−4 u+ u = f, Ω,
δu
δn
= 0, Γ
on f ve donada sobre Ω; δu
δn
denota la derivada normal (cap a l’exterior) de u,
δu
δn
= 5un, on n e´s el vector normal unitari de Γ, apuntant a l’exterior. Aquest
tipus de condicio´ a la frontera, s’anomena condicio´ de Neumann.
Definicio´ 3.2.5. Una solucio´ cla`ssica d’aquest problema e´s una funcio´ u ∈ C2(Ω¯)
que satisfa` les condicions del mateix.
Definicio´ 3.2.6. Una solucio´ feble d’aquest problema e´s una funcio´ u ∈ H1(Ω) que
satisfa` ∫
Ω
5u5 v +
∫
Ω
uv =
∫
Ω
fv ∀v ∈ H1(Ω).
(a) Veiem que tota solucio´ classica del problema es tambe´ una solucio´ feble.
Usant la fo´rmula de Green tenim∫
Ω
(4u)v =
∫
Γ
δu
δn
vdσ −
∫
Ω
5u5 v∀u ∈ C2(Ω¯), ∀v ∈ C1(Ω¯),
on dσ e´s la mesura de superficie a Γ. Si u e´s una solucio´ cla`ssica del problema,
aleshores u ∈ H1(Ω), i tenim∫
Ω
5u5 v +
∫
Ω
uv =
∫
Ω
fv ∀v ∈ C1(Ω¯).
I per tant ∫
Ω
5u5 v +
∫
Ω
uv =
∫
Ω
fv ∀v ∈ H1(Ω).
(b) Anem a veure ara l’existe`ncia i la unicitat de la solucio´ feble.
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Proposicio´ 3.2.2. Per tota f ∈ L2(Ω), existeix una u´nica solucio´ feble u ∈ H1(Ω).
A me´s,
minv∈H1(Ω)
{
1
2
∫
Ω
(| 5 v|2 + v2)−
∫
Ω
fv
}
.
Demostracio´ 15. Apliquem el teorema de Lax-Milgram a H = H1(Ω).
(c) La regularitat de la solucio´ feble la veuerem me´s endavant.
(d) Recuperar la solucio´ cla`ssica.
Si u ∈ C2(Ω) e´s una solucio´ feble del problema, a partir de la fo´rmula de Green
tenim ∫
Ω
(−4 u+ u)v +
∫
Γ
δu
δn
vdσ =
∫
Ω
fv ∀v ∈ C1(Ω¯).
Ara, triem v ∈ C1c (Ω) i veiem
−4 u+ u = f, Ω.
I ara, amb u ∈ C1(Ω¯); obtenim∫
Γ
δu
δn
vdσ = 0 ∀v ∈ C1(Ω¯)
i per tant δu
δn
= 0 a Γ.
3.3 Regularitat de les solucions febles
Definicio´ 3.3.1. Direm que un conjunt obert Ω e´s de classe Cm, m ≥ 1 un enter, i
per tot x ∈ Γ existeix un entorn de U de x a RN i una aplicacio´ bijectiva H : Q→ U
tal que
H ∈ Cm(Q¯), H−1 ∈ Cm(U¯), H(Q+) = U ∩ Ω, H(Q0) = U ∩ Γ.
Direm que Ω e´s de classe C∞ si e´s de classe Cm per tot m.
Els resultats principals de la regularitat so´n els segu¨ents.
Teorema 3.3.1. (regularitat del problema de Dirichlet): Sigui Ω un conjunt obert
de classe C2 amb un contorn Γ (si no Ω = RN+). Sigui f ∈ L2(Ω) i sigui u ∈ H10 (Ω)
que satisfa` ∫
Ω
5u5 φ+
∫
Ω
uφ =
∫
Ω
fφ ∀φ ∈ H10 (Ω).
Aleshores, u ∈ H2(Ω) i ‖u‖H2 ≤ C‖f‖L2, on C e´s una constant que nome´s depe`n
de Ω. A me´s, si Ω e´s de classe Cm+2 i f ∈ Hm(Ω) tenim
u ∈ Hm+2(Ω)i‖u‖Hm+2 ≤ C‖f‖Hm .
19
En particular, si f ∈ Hm(Ω) amb m > N/2, aleshores u ∈ C2(Ω¯). Finalment,
si Ω e´s de classe C∞ i si f ∈ C∞(Ω¯), aleshores u ∈ C∞(Ω¯).
Teorema 3.3.2. (regularitat del problema de Neumann): Prenent les mateixes
hipo`tesis que al teorema anterior obtenim les mateixes conclusions per a la solu-
cio´ del problema de Neumann, e´s a dir, per u ∈ H1(Ω) tal que∫
Ω
5u5 φ+
∫
Ω
uφ =
∫
Ω
fφ ∀φ ∈ H1(Ω).
3.4 Principi del ma`xim
Teorema 3.4.1. (principi del ma`xim del problema de Dirichlet): Sigui Ω ⊂ RN un
conjunt obert. Sigui f ∈ L2(Ω) i u ∈ H1(Ω) ∩ C(Ω¯) que satisfa`∫
Ω
5u5 φ+
∫
Ω
uφ =
∫
Ω
fφ ∀φ ∈ H10 (Ω).
Aleshores, per tot x ∈ Ω,
min{inf
Γ
u, inf
Ω
f} ≤ u(x) ≤ max{sup
Γ
u, sup
Ω
f}
Teorema 3.4.2. (principi del ma`xim del problema de Neumann): Sigui Ω ⊂ RN
un conjunt obert. Sigui f ∈ L2(Ω) i u ∈ H1(Ω) que satisfa`∫
Ω
5u5 φ+
∫
Ω
uφ =
∫
Ω
fφ ∀φ ∈ H1(Ω).
Aleshores, per e.a. x ∈ Ω,
inf
Ω
f ≤ u(x) ≤ sup
Ω
f.
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4 Resolucio´ nume`rica
4.1 Fo´rmula d’Hero´
La fo´rmula d’Hero´ e´s un me`tode per a calcular l’a`rea d’un triangle mitjanc¸ant la
longitud dels costats, no hi ha necessitat de cone`ixer l’altura.
Sigui T un triangle de costats amb longitud a, b i c i angle oposat α, β i γ
respectivament, definim:
El semiper´ımetre:
S :=
a+ b+ c
2
L’a`rea
A :=
√
S(S − a)(S − b)(S − c)
Demostracio´: Considerem el costat de longitud c la base del triangle.
A =
ch
2
h = a sin(β)
Teorema del cosinus b2 = a2 + c2 − 2ac cos(β)⇒
⇒ cos(β) = a
2 + c2 − b2
2ac
Com sin2(β) = 1− cos2(β)
sin(β) =
√
1− (a
2 + c2 − b2)2
4a2c2
sin(β) =
√
4a2b2 − (a2 + c2 − b2)2
4a2c2
=
1
2ac
√
[2ac+ (a2 + c2 − b2)][2ac− (a2 + c2 − b2)] =
=
1
2ac
√
[(a+ c)2 − b2][b2 − (a− c)2]⇒
⇒ A = ca
2
1
2ac
√
[(a+ c)2 − b2][b2 − (a− c)2] =
=
1
4
√
[(a+ c) + b][(a+ c)− b][b+ (a− c)][b− (a− c)] = 1
4
√
2S(2S − 2b)(2S − 2c)(2S − 2a) =
=
√
S(S − a)(S − b)(S − c)
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4.2 Me`tode de Crank-Nicolson
El me`tede de Crank-Nicolson e´s un me`tode nume`ric, impl´ıcit, per resoldre EDO’s.
Si tenim el problema de Cauchy:{
x˙ = f(t, x)
x0 = x(t0).
Tenim que la seva solucio´ anal´ıtica e´s,
x(t) = x0 +
∫ t
t0
f(x(t), t)dt
Notem ara, t1 = t0 + h, x1 = x(t1)
Aix´ı doncs,
x1 = x(t1) = x0 +
∫ t1
t0
f(x(t), t)dt
En molts casos aquesta integral no la podrem calcular directament, pero` podem
aproximar-la. En aquest cas farem l’aproximacio´ mitjanc¸ant el me`tode dels trapezis.
Aproximem x1 com:
x1 ≈ x0 + h
2
[f(x0, t0) + f(x1, t1)]
A partir d’ara ho considerarem una igualtat. A me´s, una vegada hem calculat
x1 podem iterar aquest proce´s per seguir calculat solucions. Finalment ens queda
l’equacio´ segu¨ent:
xn+1 = xn +
h
2
[f(xn, tn) + f(xn+1, tn+1)]
Estudiem ara l’estabilitat i l’ordre d’aquest me`tode.
• Estabilitat. Hem de veure que per al problema segu¨ent, el me`tode de Crank-
Nicolson ens do´na una solucio´ acotada.{
x˙ = λx, λ < 0
x0 = x(0).
La seva solucio´ e´s,
x(t) = x0e
λt
Aplicant Crank-Nicolson:
xn+1 = xn +
h
2
[f(xn, tn) + f(xn+1, tn+1)]
xn+1 = xn +
h
2
[λxn + λxn+1]
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xn+1 − h
2
λxn+1 = xn +
h
2
λxn
xn+1 =
1 + h
2
λ
1− h
2
λ
xn ⇒
⇒ xn =
(
1 + h
2
λ
1− h
2
λ
)n
x0 → 0
quan n→ +∞, ja que λ < 0, h > 0⇒
⇒ 1 +
h
2
λ
1− h
2
λ
< 1
E´s un me`tode estable.
• Ordre. Recordem que si l’ordre d’un me`tode e´s n, l’error que acumularem sera`
de l’ordre de O(hn), on h e´s el pas.
x˙ = f(t, x)
x¨ = δf
δt
(t, x) + δf
δx
(t, x)x˙
Comparem ara amb les derivades, quan h = 0, de
Φ˜(h; t, x) = x+
h
2
[f(t, x) + f(t+ h, Φ˜(h; t, x))]
δΦ˜(h; t, x)
δh
=
1
2
[f(t, x) + f(t+ h, Φ˜(h; t, x))] +
h
2
[
δf(t+ h, Φ˜(h; t, x))
δ(t+ h)
+
+
δf(t+ h, Φ˜(h; t, x))
δΦ˜(h; t, x)
δΦ˜(h; t, x)
δh
]
δΦ˜(h; t, x)
δh
|h=0= f(t, x)
δ2Φ˜(h; t, x)
δ2h
=
1
2
(
δf(t+ h, Φ˜(h; t, x))
δ(t+ h)
+
δf(t+ h, Φ˜(h; t, x))
δΦ˜(h; t, x)
δΦ˜(h; t, x)
δh
)+
+
1
2
(
δf(t+ h, Φ˜(h; t, x))
δ(t+ h)
+
δf(t+ h, Φ˜(h; t, x))
δΦ˜(h; t, x)
δΦ˜(h; t, x)
δh
)+
+
h
2
[...]
δ2Φ˜(h; t, x)
δ2h
|h=0= δf
δt
(t, x) +
δf
δx
(t, x)x˙
Aquest me`tode te´, mı´nim, ordre dos, ja que les derivades coincideixen fins a
segon ordre. Per tant l’error acumulat amb aquest me`tode e´s de l’ordre de
O(h2).
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En aquest treball, el nostre objectiu e´s resoldre el sistema segu¨ent mitjanc¸ant el
me`tode de Crank-Nicolson. Aquest sistema e´s resultat d’aplicar les eines d’ana`lisi
funcional, ja vistes, per resoldre un problema de l’equacio´ de la calor en dues di-
mensions:
Mχ˙+Rχ = β(t)
On M i R so´n matrius sime`triques, definies positives.
Aı¨llem χ˙
χ˙ = −M−1Rχ+M−1β
Apliquem Crank-Nicolson:
χ1 = χ0 +
h
2
[−M−1Rχ0 +M−1β(t0)−M−1Rχ1 +M−1β(t1)]
χ1 +
h
2
M−1Rχ1 = χ0 +
h
2
[−M−1Rχ0 +M−1β(t0) +M−1β(t1)]
(M +
h
2
R)χ1 = Mχ0 − h
2
Rχ0 +
h
2
(β(t0) + β(t1))
Considerem ara, χ1 = x
R +
h
2
M = A
R− h
2
M = B
Tenim l’equacio´ segu¨ent:
Ax = Bχ0 +
h
2
(β(t0) + β(t1))
Aquest sistema el resoldre amb el me`tode de Jacobi o de Gauss-Seidel. Aleshores,
l’element i-e`sim del vector x a la k-e`sima iteracio´, s’obte´ de la manera segu¨ent:
xki =
(
∑n
j=1 bi,jx
k−1
j +
h
2
(βi(t0) + βi(t1))−
∑n
j=1,j 6=i ai,jx
k−1
j )
ai,i
En resoldre el sistema obtenim la solucio´ despre´s d’un pas h, podem iterar Crank-
Nicolson per estudiar l’evolucio´ del model.
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4.3 Triangulacio´ de Delaunay
Per explicar que e´s una triangulacio´, explicarem primer el concepte de tancament
convex.
Definicio´: Donat un conjunt de punts X, anomenem tancament convex a la
interseccio´ de tots els conjunts convexos que contenen X, e´s a dir, al mı´nim conjunt
convex que conte´ X.
Per tant el tancament convex d’un conjunt coincideix amb el conjunt si i nome´s
si el conjunt e´s convex.
A La frontera d’un tancament convex l’anomenem envolupant convexa. Una
envolupant convexa determina un tancament convex.
Existeixen diferents algoritmes per trobar el tancament convex d’un conjunt de
punts en el pla.
• Jarvis march o, gift wrapping algorithm, de R. A. Jarvis (1973). E´s un
dels algoritmes me´s sencills, la seva complexitat e´s O(n2) on n e´s el nombre
de punts.
• Graham scan (1972). E´s un algoritme molt me´s eficient que l’anterior, la seva
complexitat e´s O(n log(n)). Sota algunes condicions pot arribar a ser O(n).
• L’any 1977, Franco P. Preparata y Hong va publicar un algoritme de l’estil
divide and conquer, que serveix en casos en dues o tres dimensions i amb
complexitat O(n log(n)).
Definicio´: Una triangulacio´ Th d’un conjunt de punts X, e´s una particio´ d’a-
quest en una xarxa de triangles. On h fa refere`ncia al dia`metre ma`xim dels seus
triangles.
D’un mateix conjunt podem obtenir me´s d’una triangulacio´. Per comparar dues
triangulacions, endrec¸arem els seus angles, de menor a major, per poder comparar
els angles un a un. Considerarem que una triangulacio´ Th e´s millor que una altra
Th′ si al comparar els angles de les mateixes, el primer angle en el que difereixen e´s
major a Th que a Th′.
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Definicio´: En el conjunt de les triangulacions d’un conjunt de punts, existeix
un element ma`xim. Aquest element s’anomena triangulacio´ de Delaunay.
Per tant, en una triangulacio´ de Delaunay esta` maximitzat l’angle mı´nim.
A me´s, la circumfere`ncia circumscrita de cada triangle d’una triangulacio´ de
Delaunay no conte´ cap ve`rtex d’un altre triangle. Aquesta propietat e´s molt u´til a
l’hora de construir una triangulacio´ de Delaunay o comprovar que una triangulacio´
sigui de Delaunay.
Per trobar una triangulacio´ d’un conjunt de punts primer necessitem el seu tan-
cament convex o la seva envolupant convexa.
Per trobar la triangulacio´ de Delaunay d’algunes superficies ens ajudarem de
la llibreria, triangle.h, de Jonathan Richard Shewchuk, de la Universitat de Ca-
lifo`rnia.
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5 Me`tode dels elements finits
El me`tode dels elements finits e´s una te`cnica nume`rica per a obtenir la solucio´
aproximada d’un problema que impliqui resoldre equacions amb derivades parcials
i amb unes condicions de frontera adients. Converteix les equacions en derivades
parcials en un conjunt d’equacions diferencials ordina`ries i la seva gran acceptacio´ es
deu principalment a l’eficie`ncia que presenta en la resolucio´ de problemes pra`ctics.
Si l’equacio´ en derivades parcials e´s de tipus lineal, el sistema obtingut e´s tambe´
lineal.
L’objectiu del me`tode e´s obtenir una solucio´ aproximada per a una funcio´ inter-
poladora. El me`tode consta de tres fases:
• Arribar a la formulacio´ variacional del problema mitjanc¸ant la utilitzacio´ d’u-
nes funcions d’un cert espai de dimensio´ finita.
• Imposar una solucio´ aproximada per funcions lineals sobre un cert domini
discretitzat.
• Formulacio´ matricial del sistema d’equacions.
5.1 Me`tode de Galerkin
A partir de les e¨ınes d’ana`lisi funcional vistes anteriorment, anem a explicar el
me`tode de Galerkin per resoldre BVP.
L’equacio´ variacional pren la forma segu¨ent:
u ∈ V, a(u, v) = l(v) ∀v ∈ V,
on a(−,−) e´s una aplicacio´ bilineal sime`trica de l’espai de Hilbert V i l e´s una
funcio´ lineal continua a V .
Si el BVP e´s el·l´ıptic, es compleix:
a(v, v) > α ‖ v ‖2 ∀v ∈ V, onα > 0.
a(w, v) ≤ β ‖ w ‖‖ v ‖, w, v ∈ V, β > 0.
A me´s, la forma bilineal, a(−,−) defineix un producte intern alternatiu a l’espai
V .
Donat un subespai W de V de dimensio´ finita, la solucio´ aproximada de u s’obte´
a partir del sistema Gα = b, on:
Gi,j = (wi, wi), i, j = 1, ..., n
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bi = (u,wi), i = 1, ..., n
on {w1, ..., wn} e´s base de W .
Quan la base {w1, ..., wn} e´s coneguda, la matriu G es pot calcular. Pero` el vector
b no es pot calcular i la solucio´ u e´s desconeguda.
Per solucionar aquest problema, en el me`tode de Galerkin, es proposa la idea
segu¨ent:
Calcular la millor aproximacio´ de u aprofitant el producte intern alternatiu, de-
finit per a(−,−).
Aleshores, l’equacio´ variacional do´na el valor a(u, v) ∀v ∈ V :
a(u, v) = l(v),
on u segueix essent desconegut.
Per trobar la millor aproximacio´ de u, ara, e´s necessari resoldre el sistema KU =
F , on K e´s una matriu n× n i els seus elements so´n:
ki,j = a(wi, wj), i, j = 1, ..., n
i F ∈ Rn i els seus elements es defineixen com:
Fi = a(u,wi) = l(wi), i = 1, ..., n.
En aquest context, la matriu K sovint s’anomena matriu de rigidesa i el vector
F , vector de ca`rrega.
EL vector U ∈ Rn defineix la solucio´ aproximada:
w =
n∑
i=1
Uiwi
El vector de ca`rrrega es calcula amb la fo´rmula segu¨ent Fi = l(wi), i = 1, ..., n
Tenim doncs:
w ∈ W,a(w, v) = l(v) ∀v ∈ W
Aquesta u´ltima equacio´ variacional e´s la forma habitual amb la que es presenta
el me`tode de Galerkin.
Veiem que e´s ide`ntica a l’equacio´ variacional inicial, menys pel fet d’haver subs-
tituit l’espai V per un espai W de dimensio´ finita.
Anem a veure que w e´s la millor aproximacio´ de u.
Partim de l’equacio´
a(u, v) = l(v) ∀v ∈ V
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en particular,
a(u, v) = l(v) ∀v ∈ W ⊂ V.
De la mateixa manera, w satisfa`
a(w, v) = l(v) ∀v ∈ W.
Restant aquestes dues expresions obtenim:
a(u, v)− a(w, v) = 0∀v ∈ W ⇒ a(u− w, v) = 0 ∀v ∈ W.
Aquesta condicio´ es diu d’ortogonalitat, e´s una condicio´ necessa`ria i suficient per
a que w sigui la millor aproximacio´ de la solucio´ u a l’espasi W .
El me`tode de Galerkin porta a una solucio´ aproximada, w, que satisfa`:
w ∈ W, ‖ u− w ‖E= minv∈W ‖ u− v ‖E,
on u e´s la solucio´ del problema. Si el vector w no e´s la millor aproximacio´ amb
la norma original de V , aque´st no pot ser molt pitjor que la millor aproximacio´ amb
la norma de V . La derivacio´ esta` basada en les propietats
a(v, v) > α ‖ v ‖2 ∀v ∈ V, α > 0,
a(w, v) ≤ β ‖ w ‖‖ v ‖, w, v ∈ V, β > 0,
i en la observacio´ segu¨ent; si v ∈ W , aleshores, si W e´s un subespai de V ,
v−w e´s tambe´ de W . Si w e´s la millor aproximacio´ de u a W tenint en compte el
producte intern definit per a(−,−), la condicio´ d’ortogonalitat
a(u− w, v − w) = 0 ∀v ∈ W
es mante´. Per tant, per tot v ∈ W ,
a(u− w, v − w) = a(u− w, u− v + v − w) =
= a(u− w, u− v) + a(u− w, v − w) =
= a(u− w, u− v).
Ara, aplicant la propietat esmentada anteriorment. Per tot v ∈ W
‖u− w‖2 ≤ α−1a(u− w, u− w) =
= α−1a(u− w, u− v) ≤
≤ β
α
‖u− w‖‖u− v‖.
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Dividint tots dos costats per ‖u− w‖ obtenim
‖u− w‖ ≤ β
α
‖u− v‖ ∀v ∈ W.
Aquest resultat s’anomena teorema de Ce´a. Veiem que si ‖u − w‖ no e´s tot lo
petit que pot ser, no e´s molt me´s gran que lo me´s petit que pot ser ‖u− v‖, v ∈ W .
En aquest resultat es centra el me`tode dels elements finits, el qual es basa en una
famı´lia de subespais Wh d’aproximacio´, tal que si dimensio´ de Wh creix, h → 0.
Per tant, les corresponents aproximacions de Galerkin wh ∈ Wh milloren a mesura
que h→ 0.
Originalment, el me`tode de Galerkin es feia servir per trobar solucions aproxi-
mades, a partir d’espais de dimensio´ petita. Actualment el me`tode dels elements
finits es basa a realitzar tots els ca`lculs necessaris per trobar l’aproximacio´, tot i que
l’espai sigui gran, pero` de manera eficient. Aixo` s’aconsegueix mitjanc¸ant l’eleccio´
d’un tipus especial de subespai per fer l’aproximacio´.
5.2 Me`tode dels elements finits
Aquest me`tode e´s el me`tode de Galerkin on es pren com a subespai l’espai de funcions
polino`miques definides a trossos.
Aquest espai fa que el ca`lcul de la matriu K i del vector F siguin eficients, a
me´s, fa que la matriu K sigui escasa, per tant la seva resolucio´ tambe´ es pot fer de
manera eficient.
A continuacio´ resoldrem un cas unidimensional i un de bidimensional d’equacio´
de la calor per a introduir el me`tode dels elements finits.
5.3 Resolucio´ equacio´ en una dimensio´
Volem resoldre:
−u′′(x) = f(x) en l’inerval x ∈ [0, 1]
Amb condicio´ de frontera: u(0) = u(1) = 0
El nostre objectiu e´s trobar una funcio´ u(x) que compleixi l’equacio´ i la condicio´
de frontera.
• Formulacio´ variacional del problema:
Considerarem el segu¨ent espai de funcions test:
V = {v ∈ C0([0, 1]) tal que v ∈ C1 a trossos i v(0) = v(1) = 0}
Utilitzarem ara aquestes funcions per a resoldre la nostra equacio´.
Sigui v un element qualsevol de V . Si multipliquem els dos membres de l’e-
quacio´ per v i integrem:
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−
∫ 1
0
u′′(x)v(x)dx =
∫ 1
0
f(x)v(x)dx
Apliquem la formula d’integracio´ per parts:(
[u′(x)v(x)]−
∫ 1
0
u′(x)v′(x)dx
)
=
∫ 1
0
f(x)v(x)dx
Ja que v(0) = v(1) = 0 obtenim:
∫ 1
0
u′(x)v′(x)dx =
∫ 1
0
f(x)v(x)dx ∀v ∈ V
A partir d’ara farem un canvi de notacio´:
< u, v >=
∫ 1
0
u(x)v(x)dx
Ja podem presentar l’anomenada formulacio´ variacional del problema:
< u′, v′ >=< f, v > ∀v ∈ V
Hem vist que tota solucio´ del problema inicial e´s tambe´ solucio´ del problema
variacional associat.
• Aproximacio´ de la solucio´ per funcions lineals en un domini discretitzat.
Com l’espai de funcions V e´s un espai de dimensio´ infinita, agafem un cert
subespai Vh de V de dimensio´ finita i farem els ca`lculs sobre aquest espai Vh.
Aixo` permetra` realitzar els ca`lculs de forma efectiva (ja que el nombre d’ope-
racions aritme`tiques sera` finit) a canvi d’introduir un cert error (que anome-
narem error de discretitzacio´) en la solucio´ trobada. Veiem aquest proce´s en
l’exemple anterior.
Aproximarem la nostra funcio´ u(x) per funcions lineals i dividirem l’interval
[0, 1] en un conjunt de m+ 1 intervals me´s petits d’igual longitud.
N’hi ha doncs m punts on es vol cone`ixer el valor de la funcio´ u(x).
Tenim que:
h = xj+1 − xj
I = [xj−1, xj]
Ara, resoldrem el nostre problema en el segu¨ent espai de funcions:
Vh = {v ∈ V tal que v e´s lineal a Ij∀j}
Com Vh e´s un espai vectorial de dimensio´ m, existeix un isomorfisme entre Vh
i Rm. Donat un vector de Rm queda totalment definida la nostra funcio´ dins
de Vh.
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N’hi ha tantes funcions com punts de Rm, e1, ..., em, que valdran 1 en un punt
i 0 a la resta. Aquestes funcions so´n la base cano`nica de Rm
Si anomenem φj a la imatge de ej per l’isomorfisme entre els dos espais. Aixo`
fa que {φj} sigui una base de Vh.
φj ∼= ej
φj(xi) = δi,j =
{
1, i = j
0, i 6= j
Per tant, qualsevol funcio´ de Vh es pot obtenir com a combinacio´ lineal d’a-
questes funcions base.
Donada
v ∈ Vh, v(x) =
m∑
i
viφi(x.)
Ara buscarem la solucio´ a dins l’espai Vh en lloc de a dins de l’espai V . A
aquesta solucio´ li direm uh, pero` per simplificar notacio´ deixarem de posar el
sub´ındex.
El nostre problema inicial ha passar a ser aquest:
Trobar u ∈ Vh tal que
< u′, v′ >=< f, v > ∀v ∈ Vh.
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Notem que, degut a la linealitat del problema variacional, dir ∀v ∈ Vh e´s
equivalent a dir ∀φj ∈ Vh, recordem que {φj} e´s la base cano`nica de Vh.
< u′, φ′j >=< f, φj >, j = 1, ...,m.
D’altra banda, u(x) es por expressar com:
u(x) =
m∑
i=1
uiφi(x), ui ∈ R
Posant aquesta expressio´ a l’equacio´ variacional, ens queda:
m∑
i=1
ui < φ
′
i, φ
′
j >=< f, φj >, j = 1, ...,m.
• Formulacio´ matricial del sistema d’equacions.
Escrivint l’equacio´ de l’apartat anterior en forma de matrius, obtenim:
Au = b
on
A = (aij)ij, aij =< φ
′
i, φ
′
j >
b = (bj)j, bj =< f, φj >
Analitzem en primer lloc els elements de la matriu A:
aij =< φ
′
i, φ
′
j >=
∫ 1
0
φ′i(x)φ
′
j(x)dx =
{
0, |i− j| > 1
6= 0 altrament
aii =
∫ 1
0
(φ′i(x))
2dx =
∫ xi+1
xi−1
1
h2
=
2
h
aii+1 =
∫ xi+1
xi
− 1
h2
dx = −1
h
aii−1 = −1
h
Hem calculat la matriu A, de dimensio´ m×m:
A =
1
h

2 −1 ... 0
−1 2 −1 ...
...
. . . . . . −1
0 ... −1 2

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La matriu A e´s una matriu sime`trica i definida positiva.
Analitzem ara els elements del vector b:
bj =
∫ 1
0
f(x)φj(x)dx
Aquesta integral la resoldrem nume`ricament. Per aproximar-la, fem servir el
desenvolupament de Taylor de la funcio´ f(x). Ho fem de la manera segu¨ent:
bj =
∫ 1
0
f(x)φj(x)dx =
∫ xj+1
xj−1
f(x)φj(x)dx ≈
∫ xj+1
xj−1
f(xj)φj(x)dx =
= f(xj)
∫ xj+1
xj−1
φj(x)dx = hf(xj)
Ara que ja tenim calculats la matriu A i el vector b, nome´s ens queda resoldre
el sistema
Au = b
per coneixer u. Aquest ca`lcul el farem mitjac¸ant el me`tode de Gauss-Seidel o
SOR.
5.4 Resolucio´ equacio´ en dues dimensions
Considerem ara la segu¨ent equacio´ diferencial sobre una regio´ Ω ⊂ R2:
−4 u = f(x) on x ∈ Ω i Ω e´s un obert fitat.
Condicio´ de frontera: u = 0 a δΩ, la vora de Ω.
• Formulacio´ variacional del problema:
Seguirem els mateixos passos que en el cas en una dimensio´, primer agafem
el segu¨ent espai de funcions test:
V = {v ∈ C0(Ω) tal que v e´s C1 a trossos i v = 0 a la vora de Ω}
Multiplicant per un v ∈ V qualsevol i integrant als dos costats de l’equacio´
obtenim:
−
∫
Ω
4uv =
∫
Ω
fv
Aplicant la fo´rmula segu¨ent (e´s l’equivalent a la regla d’interacio´ per parts per
a va`ries variables): ∫
Ω
v4 w =
∫
δΩ
v
δw
δn
−
∫
Ω
5v5 w
on n e´s el vector normal a la corba δΩ.
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L’equacio´ ens queda: ∫
Ω
5u5 v =
∫
Ω
ja que
∫
δΩ
v δu
δn
= 0.
A partir d’ara farem un canvi de notacio´:
< f, v >=
∫
Ω
fv
a(u, v) =
∫
Ω
5u5 v
Ja podem presentar l’anomenada formulacio´ variacional del problema:
a(u(x), v(x)) =< f(x), v(x) > ∀v ∈ V
• Aproximacio´ de la solucio´ per funcions lineals sobre un domini discretitzat
Ara hem de buscar un subespai Vh ⊂ V de dimensio´ finita. Per fer-ho hem
de dividir la regio´ Ω. En aquest cas, ho farem mitjanc¸ant una triangulacio´.
Els ve`rtexs de cada triangle seran els nodes. Numerarem els trianles de 1 fins
a n i els nodes de 1 fins a m. Aquestes dues numeracions so´n completament
independents.
Notem T al conjunt de tots els triangles.
Anomenem h al ma`xim dels dia`metres dels trianles.
Per tant, aproximem l’espai V per:
Vh = {v ∈ V tal que v|k e´s lineal, k ∈ T}
Les funcions v formen plans inclinats per sobre dels triangles. Per determinar
una funcio´ v nome´s cal donar els valors de la funcio´ en els tres punts del
triangle.
Com en el cas en una dimensio´, existeix un isomorfisme entre els espais Vh i
Rm
Per tant, donat un vector de Rm queda determinada doncs una funcio´.
En aquest cas les funcions que formen la nostra base {φj}, so´n funcions que
valen 1 a un dels nodes i 0 a la resta.
Per imposar que l’equacio´ es compleixi per tot v ∈ Vh e´s suficient imposar que
es compleixi per les funcions de la base.
a(u, φj) =< f, φj >, j = 1, ...,m.
A me´s, podem expresar u(x) en funcio´ de la mateixa base.
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u(x) =
m∑
j=1
uiφi(x)
Si substitu¨ım a l’equacio´ anterior:
m∑
i=1
a(φi, φj) =< f, φj >, j = 1, ...,m.
• Formulacio´ matricial del sistema d’equacions.
Igual que en el cas en una dimensio´, podem escriure el segu¨ent sistema d’e-
quacions:
Au = b
on
A = (ai,j)i,j, ai,j = a(φi, φj)
b = (bj)j, bj =< f, φj >
Analitzem primer els elements de la matriu A:
L’element a(φi, φj sera` 0 quan els nodes corresponents ( el node on la funcio´
φi no sigui 0 i el node on la funcio´ φj no sigui 0) no siguin ve¨ıns, e´s a dir, no
pertanyin al mateix triangle. En els casos en que siguin nodes ve¨ıns, calculem
l’element a(φi, φj) de la manera segu¨ent:
ak(φi, φj) =
∫
k
5φi · 5φj = 5φi · 5φj · Ak
on Ak e´s l’a`rea del trianle k,
aij = a(φi, φj) =
∑
k∈T
ak(φi, φj).
Per realitzar aquests ca`lculs hem de recorrer tots els triangles en que hem
dividit la regio´ Ω, per calcular primer els elements ak i despre´s els elements
aij. A aquest proce´s se’l denomina ensamblatge de la matriu A.
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Per realitzar tot aquest proce´s i construir la matriu A necessitem saber com
estan numerats els nodes per poder identificar-ne els ve¨ıns. A me´s, per facilitar
la resolucio´ del sistema, podem aconseguir que la matriu A sigui una matriu
banda. Ordenant els nodes de manera adient podem aconseguir aixo`. Un dels
criteris que s’ha de tenir present es que nodes propers sobre la regio´ Ω siguin
tambe´ propers sobre la numeracio´.
Analitzem ara els elements del vector b:
bj =< f, φj >=
∫
Ω
fφj
Els calcularem mitjanc¸ant una aproximacio´ nume`rica, usant el desenvolupa-
ment de Taylor de la funcio´ f(x) com hem fet en el cas en una dimensio´.
Ara que ja tenim calculats la matriu A i el vector b, nome´s ens queda resoldre
el sistema
Au = b
per cone`ixer u. Aquest ca`lcul el farem mitjac¸ant el me`tode de Gauss-Seidel o
SOR.
5.5 Resolucio´ de l’equacio´ de la calor
Considerem l’equacio´ de la calor en la seva forma general:
ut −4u = f(x, t) en el domini Ω× [0, T ].
Condicio´ de frontera: u = 0 a δΩ× [0, T ], on δΩ e´s la vora de Ω.
Condicio´ inicial: u(x, 0) = u0(x), x ∈ Ω.
• Formulacio´ variacional del problema.
Per resoldre aquest problema agafem el segu¨ent espai de funcions test:
V = {v ∈ C0(Ω) tal que v e´s C1 a trossos i v|δΩ = 0}
Multipliquem ara per una funcio´ v ∈ V qualsevol i arrelem l’equacio´:
δ
δt
∫
Ω
uv +
∫
Ω
5u5 v =
∫
Ω
fv
Fem un canvi de notacio´:
< u, v >=
∫
Ω
uv
a(u, v) =
∫
5u5 v
Ja podem presentar l’anomenada formulacio´ variacional del problema:
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δδt
< u, v > +a(u(x, t), v(x)) =< f(x, t), v(x) > ∀v ∈ V
• Aproximacio´ de la solucio´ per funcions lineals sobre un domini discretitzat.
Igual que en el cas anterior, aproximem V per Vh on {φj} base de Vh e´s la
mateixa que hem descrit abans.
Tenim doncs:
δ
δt
< u, φj > +a(u, φj) =< f, φj >, j = 1, ...,m,
u(x, t) =
m∑
i=1
ui(t)φj(x)
aix´ı doncs,
m∑
i=1
ui(t) < φi, φj > +
m∑
i=1
ui(t)a(φi, φj) =< f, φj >, j = 1, ...,m.
• Formulacio´ matricial del sistema d’equacions.
Escrivint l’equacio´ en forma de matrius ens queda:
Au˙+Bu = b
on
A = (ai,j), ai,j =< φi, φj >
B = (bi,j), bi,j = a(φi, φj)
b = (bj), bj =< f, φj >
Si el primer sumand de l’equacio´ e´s nul, es tracta d’un problema estacionari
com els que hem vist en els apartats anteriors.
Una vegada calculats la matriu A i B i el vector b, nome´s ens queda resoldre
el sistema
Au+Bu = b
per cone`ixer u. Aquest ca`lcul el farem mitjac¸ant el me`tode de Crank-Nicolson.
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5.6 Problemes pra`ctics
Problema en dues dimensions
En aquest treball, volem resoldre nume`ricament un model d’equacio´ de la calor en
dues dimensions mitjantc¸ant el me`tode dels elements finits. Plantegem el segu¨ent
problema:
Prenem com a Ω la regio´ compresa entre dos quadrats conce`ntrics de costats 4
i 5, el ve`rtex inferior esquerre e´s sobre l’origen. Estudiem el segu¨ent problema de
Cauchy: 
ut = α4 u, Ω
δu
δn
= Ki(u− Ti), Γi
δu
δn
= Keu, Γe
On δΩ = Γi ∪ Γe. α, Ki, Ke, Ti, Te, constant que depenen del cas que es vulgui
estudiar, per aquest problema usarem:
α = Ki = Ke = 1, Ti = 100 i Te = 0. I els ca`lculs es faran sobre la malla
segu¨ent:
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Problema estacionari
Considerem el model quan e´s estable, e´s a dir, ja no depe`n del temps. En aquest
cas:
4u = 0
Per resoldre el problema estacionari, hem de calcular la matriu R, de rigidesa, i el
vector b, de termes independents.
En aquesta matriu, l’element ri,j sera` 0 quan els nodes ni, nj no siguin ve¨ıns
(sobre la triangulacio´ de la superficie). Tenim doncs:
rki,j =
∫
k
5φi5 φj = 5φi5 φjAk
On Ak e´s l’a`rea del triangle k
ri,j =
∑
k∈T
rki,j
Per obtenir tots els elements ri,j recorrerem els triangles i sumaren els r
k
i,j. A
aquest proce´s se’l denomina ensamblatge de la matriu R.
Per calcular els elements del vector b, aprofitem que hem de recorrer els triangles
i fem el ca`lcul segu¨ent:
bkj =
∫
k
fφj −
∫
ΓI,k
φjKITI
On ΓI,k fa refere`ncia a la interseccio´ de la frontera ΓI i el triangle k.
En el nostre cas
∫
k
fφj = 0, per tant:
bj =
∑
k∈T
bkj = −
∑
k∈T
∫
ΓI,k
φjKITI
Un cop hem calculat la matriu R i el vector b, hem de resoldre el sistema lineal,
Ru = b. Per fer-ho, hem obtat per usar el me`tode iteratiu de sobrerelaxacio´, SOR,
amb la constant real ω =.
Obtenint com a solucio´ la temperatura ( del problema estacionari) a cada node
de la malla.
Problema transitori
Per resoldre el problema transitori aprofitem la matriu R, del problema estaci-
onari, imposarem temperatures inicials a la malla i a l’interior i l’exterior d’ella,
finalment, per cada instant de temps que deixem passar ( nova variable t), calcu-
larem la matriu M , de massa, i el vector b, de termes independents i resoldrem el
sistema.
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Per fer aquests ca`lculs recorrem els triangles, igual que en el problema anterior.
En aquest cas, els elements mi,j que formen la matriu M els troben de la manera
segu¨ent:
mki,j =
∫
k
φiφj
mi,j =
∑
k∈T
mki,j
En aquest problema no caldra` anar recalculant el vetor b, ja que la nostra funcio´
f e´s identicament 0.
Un cop hem calculat les dues matrius R i M i el vector b, hem de resoldre el
sistema Mu′+Ru = b. Per fer-ho, hem obtat per usar el me`tode de Crank-Nikolson.
D’aquest me`tode obtenim com a solucio´ la temperatura a cada node de la malla
a l’instant de temps t1 = t0+ M t. En aquest punt, nome´s cal recalcular la matriu
M amb les noves dades i resoldre el nou sistema, tants cops com ens insteressi.
En el nostre programa guardem aquestes solucions i les dibuixem, per poder veure
com evoluciona la calor sobre la superf´ıcie. Ho representem de la manera segu¨ent:
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Corona circular
Per comprovar que el programa fa els ca`lculs correctament, resoldrem un cas senzill
anal´ıticament i nume`ricament per comparar tots dos resultats.
Prenem una corona circular de radis r1 = 4 i r2 = 5, centrada en el 0. I resolem
el segu¨ent problema de Cauchy: 
4u = 0
δu
δn
|Γ1= u− 1
δu
δn
|Γ2= u
On Γ1 i Γ2 so´n les fronteres interior i exterior, respectivament. I, n, un vector
normal a la superficie en cada punt.
En aquest problema, la propagacio´ de la calor no depe´n de l’angle. Per tant,
simplifiquem el cas i resolem el problema de Cauchy anterior sobre la recta x ∈ [4, 5].
4u = u′′ = 0⇒ u = ax+ b
−a = 4a+ b− 1
a = 5a+ b
a = 1, b = −4⇒ u(x) = x− 4
Els ca`lculs d’aquest problema es faran sobre aquesta malla.
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6 Conclusions
Als primers cap´ıtols d’aquest treball hem explicat les eines d’ana`lisi funcional, en
especial els espais de Hilbert i Sobolev i els teoremes de Lax-Milgram i principi del
ma`xim, necessa`ries per resoldre EDP’s (BVP) usant un espai vectorial format per
funcions polino`miques a trossos. Aix´ı doncs, hem apre`s un nou me`tode que ens
permet resoldre problemes que no es podien calcular anal´ıticament.
Durant la segona part del mateix, ens hem centrat en els me`todes nume`rics
usats per resoldre aquests problemes. Una part molt important d’aquesta feina e´s
la definicio´ dels nodes i de la triangulacio´ de la regio´ sobre la que treballem, ja
que d’aixo` en depe`n trobar una millor aproximacio´ de la solucio´. Recordem que,
donats uns nodes sobre una regio´, la millor triangulacio´ que podem trobar es diu
de Delaunay.
Hem apre`s tambe´ un me`tode nume`ric, Crank-Nicolson, per resoldre EDO’s o
sistemes lineals d’EDO’s.
Una vegada vist tot aixo`, ens hem adonat que els sistemes lineals que apareixen
en aquest tipus de problemes poden tenir una dimensio´ molt gran, pero` tambe´ venen
donats per matrius banda i, per tant, amb molts elements igual a 0. D’aquest fet
dedu¨ım que seria interessant estudiar com guardar aquestes matrius ocupant el
mı´nim de memo`ria possible, a me´s d’altres algoritmes me´s eficients per resoldre
sistemes lineals.
Cal recordar que en aquest treball hem estudiat les equacions en derivades par-
cials lineals de tipus parabo`lic. Podem trobar dos tipus me´s, el·l´ıptic i hiperbo`lic.
Les EDP’s de tipus el·l´ıptic no descriuen una evolucio´ al llarg del temps i es poden
resoldre com els models estacionaris que hem estudiat. Per tant concloem que es
podrien estudiar tambe´ les EDP’s lineals de tipus hiperbo`lic.
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