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Abstract 
Computer vision, which is concerned w i t h the processing and in terpretat ion of 
image and video signals, has been proved to be a very di f f icul t prob lem after some 
t h i r t y years of continuous research. However, dur ing the development of Internet 
applications, computer vision is an impor tan t topic because large amount of image 
and video data are involved. For example, to increase user friendliness, interact ive 
v i r tua l environments which contain large amount of image and video data are 
more preferable than only texts for better in teract iv i ty . Internet shopping malls 
and v i r tua l museums are the examples of this k ind. Thus, reducing the size of 
image and video data is a topic to be studied intensively, because the bandwid th 
of most commercial ly Internet connections are relat ively small. 
I n this work we investigate methods to bu i ld v i r tua l environments more effi-
ciently. For instance, dur ing v i r tua l museum browsing, only two-dimension (2D) 
images are not enough for users to study the art i facts visual ly because most of 
the details (eg. depth informat ion, texture changes according to l ights direc-
t ion etc) are in three dimension (3D). Therefore, 3D v i r tua l environment is a 
better alternative. 3D object model ing is one of the processes for bui ld ing 3D 
environments, so that objects can then be observed f rom any chosen angles. A n 
automatic method is suggested in this thesis to provide a quick and efficient way 
for the product ion of 3D object models. This method is based on the technique 
ii 
of active contour to per form 3D point acquisit ion, and the use of cy l indr ica l pro-
jec t ion for the man ipu la t ion of texture images. This novel me thod requires users 
to put an object on a ro ta t ing table in f ront of a camera. Mu l t i p l e pictures are 
then taken f rom the objects at different angles and the a lgor i thm creates the 3D 
model automatical ly. 
A f te r obtain ing the 3D object models, a v i r t ua l 3D environment should be 
produced so tha t the 3D object can be put in to the environment. The current 
method of panoramas product ion produces panoramas in cy l indr ica l shape. How-
ever, for most environments, especially indoor environments l ike museums, are in 
rectangular shape. Therefore, panoramas are needed to be converted to rectangu-
lar shape so that users can be immersed into the environments more comfortably. 
Most hor izontal panoramas can be converted to rectangular v i r t ua l environments 
through some calculations suggested by this thesis. However, in some cases, high 
d istor t ion may occur i f horizontal panoramas are used. A new technique called 
vert ical panorama construct ion is suggested and w i l l be discussed. Also, this 
technique is f lexible and expandable. In part icular , the V R M L V2.0 format is 
used for the walkthrough browsing interface. 
When the v i r tua l environment and 3D objects are ready, a 3D v i r tua l envi-
ronment can be produced. This approach can be used in v i r tua l museums and 
v i r tua l shopping malls which are in great demand nowadays. 
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Computer vision has been developed for more than t h i r t y years. There are many 
aspects in the f ield of computer vision, they are: Image processing, video pro-
cessing, visual izat ion systems, medical imaging, image and video compression 
etc. 
Image processing and video processing are two major research areas. These 
areas are becoming impor tant dur ing the development of Internet applications 
because most of the web pages or Internet in format ion contain large amount of 
images and video streams. The reason is that web page hosts or corporat ion want 
to distr ibute their in format ion all around the wor ld as much as possible. However, 
due to the l im i ted bandwid th of the networking hardware, large images and video 
streams can only be t ransmi t ted in board band Internet but not common in 
telephone-line based Internet connection. Many researchers are therefore focusing 
their research on how to reduce the file size of images or videos so that they can 
be transferred in shorter t ime. In recent years, users have the tendency of gett ing 
informat ion wi thout going out of their homes. Internet is a good media to achieve 
this. Internet shopping is a good example. Many users or shop keepers are 
1 
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making deals through the Internet. Shop keepers use the web pages to promote 
their products whi le users buy things in the Internet which can be delivered after 
purchase. 
In order to achieve Internet shopping, v i r tua l real i ty is def ini tely a useful tech-
nology. I n a v i r tua l shop, users browse through the environment i n 3D jus t l ike 
a real one. Nowadays, v i r tua l environments are created in two-dimensional (2D) 
space. Users usually required to download plug-ins before entering the v i r tua l 
environments, such as Quick- t ime V R [3], CosmoPlayer for V R M L , Media Player 
etc. When users want to create such k ind of v i r tua l environment, only a few appli-
cations provide such k ind of tools because this is a new research area. Panoramic 
mosaic is one of the techniques that provide 2D v i r tua l environments for users 
to browse through. This reduces the size of images or videos to be sent because 
only a panoramic image is created and sent to users. However, panorama allows 
users to browse at a specific point . I f users want to walk around the scene, several 
panoramas are needed. Panoramic walkthrough system [6] is suggested for the 
inter l ink of several panoramas so that a smooth transact ion can be done. 
For v i r tua l museum browsing, only 2D images are not enough for users to 
observe because most of the details (eg. depth in format ion, texture changes 
according to l ight directions etc.) are in 3D. Therefore, three-dimension (3D) 
v i r tua l environment construction is introduced to meet this demand. 3D object 
model ing and rectangular v i r tua l environment are two basic elements on the 
creation of a v i r tua l environment because they can give a good sense of v i r tua l 
real i ty to the users. 
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Figure 1.1: Construct ion Process of a 3D V i r t u a l Env i ronment 
1.1 3D Modeling using Active Contour 
3D object model ing is a technique that produces a set of parameters that can be 
used to reproduce the object graphical ly in 3D. This is one of the requirements 
for v i r tua l environment generation because objects are required to be viewed in 
3D by the users. 
Previous work has shown that point correspondence techniques can be used to 
construct 3D models f rom mul t ip le images of an object. [27] However, i t usually 
requires a number of correspondents point in order to have accurate model ing 
results. Users are required to figure out the points before modeling. This is a 
t ime-consuming process and also the accuracy of point correspondence point is 
not guaranteed. Moreover, many users who do not have any computer vision 
background may find di f f icul ty on selecting the correspondence points. V iew 
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morph ing proposed by Mann ing and Dyer [20] is one of the point correspondence 
techniques of object modeling. Seitz and Dyer [27] also proposes a view morph ing 
method which involved human interact ion. Here, an automat ic method, Ac t ive 
Contouring, is proposed to find out the corresponding points w i thou t much hu-
man interact ion. 
We found that active contouring provides a convenience and efficient way for 
the product ion of 3D objects in v i r tua l environment. I n our method the f inal 3D 
model is calculated by combining boundaries the images of an object viewed at 
different v iewing angles. I n part icular , for each image taken at a certain v iewing 
angle, a in i t ia l boundary is used and i t is converged according to the intensi ty 
gradient of the image. Details w i l l be discussed in Chapter 3. Then, a wireframe 
model is generated by the 3D points obtained. 
Surface texture has to be added to the 3D model to improve its appearance. 
Texture mapping is a technique to enhance the real ism of the 3D display. A 
texture image is mapped onto the surface of a 3D model. N iem and Broszio [23 
assign texture to a surface polygon f rom image taken f rom the camera, which 
ensures the highest texture resolution. 
Generally speaking, the objective of this work is to reduce the human interac-
t ion on locating point correspondences of an object dur ing the process of generat-
ing 3D model. The model generated is in V R M L V2.0 format . These models are 
used in the field of computer animat ion, object display in web based museums, 
f i lm product ion, etc.. The advantage of using this method is that i t is a simple 
and easy a lgor i thm wi thout knowing the theory of camera cal ibrat ion and point 
correspondence. Users are required to put an object in front of a camera and 
take mul t ip le view images for the object only. The rest of the processes are done 
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automat ica l ly by our a lgor i thm. 
1.2 Rectangular Virtual Environment Construc-
tion 
In recent years, image-based rendering is commonly used by most computer 
graphic applications to construct v i r t ua l environments. A col lect ion of images 
is used to synthesize the scenes instead of bu i ld ing a complete 3D model of the 
environment. There are commercial software packages such as CoolSD™ and 
Pho toV is taTM that provide tools for users to create and navigate inside image-
based v i r tua l environments. These applications are concentrated ma in ly on out-
door panoramic scene generation. I t is much easier to implement because the 
effect d istor t ion caused by the l im i ta t i on of the camera lens is small. 
In most outdoor environments, use of cy l indr ical panoramas are good enough. 
However, there is an increasing need of indoor panoramic scenes. These scener-
ies, especially museums, are in rectangular shape. Therefore, the cyl indr ical 
panorama are needed to be converted to rectangular shape so that users w i l l find 
the environment more realistic. Most horizontal panoramas can be converted to 
rectangular v i r tua l environment through the techniques which w i l l be discussed 
in Chapter 4. The calculation is based on the in format ion obtained f rom the 
cyl indr ical panorama. However, users are required to select the corner positions 
of the rectangular room. The camera posit ion is not known to users but they 
can obtain the angles seen f rom the camera to the side of the room. Using some 
tr iangular-geometry method, side rat io ( y in figure 1.2) of the room can be ob-
tained. In most cases, side rat io (or aspect rat io) is enough for the generation of 
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Figure 1.2: Side Rat io ( y ) Est imat ion (Top down view f rom the ceil ing) 
the v i r tua l environment because the actual size is not impor tan t . Users can alter 
the size of the room wi thout affecting the perception of the users. 
Moreover, in some cases, eg. for a long corridor, h igh d is tor t ion may occur i f 
horizontal panoramas are used. Therefore, the method of construct ing vert ical 
panorama is suggested. Vert ical panoramas can el iminate most of the distort ions. 
Also, i t is a flexible and expandable method that allows users to create a larger 
environment. The walkthrough process of the v i r tua l environment is difference 
f rom the existing zooming algorithms. I t is a t rue walkthrough where images are 
produced in real their positions. This work w i l l also be discussed in Chapter 4. 
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1.3 Thesis Contribution 
This thesis contains a combinat ion of theoret ical results and pract ical algori thms. 
The ma in contr ibut ions are: 
• A novel a lgor i thm on 3D model ing is developed. B y mak ing use of active 
contouring and cyl indr ical pro ject ion techniques, an object can be mod-
eled in to a v i r tua l environment w i t h satisfactory results. This a lgor i thm 
is h ighly automated so that users can use this system easily w i thou t much 
background of computer vision or point correspondence. 
• Rectangular v i r t ua l environment model ing is another technique for the v i r -
tua l environment construction. This a lgor i thm enhances the real i ty of the 
v i r tua l environment by changing the ordinary panoramic scenes into real 
rectangular shape scenes. This is impor tan t especially i n indoor rectangular 
room environments. Moreover, by making use of vert ical panorama, long 
and narrow area (eg. corridor) can be modeled in a more efficient and ac-
curate way. The walkthrough process is also improved to provide a realistic 
environment to the users. This work w i l l be discussed in Chapter 4. 
Exper imenta l results have been shown in this thesis to prove that the a lgor i thm 
is efficient and convenience. Some comparisons are provided to show that the 
algorithms are comparable w i t h existing techniques. 
1.4 Thesis Outline 
This report begins w i t h some necessary background in format ion and knowledge. 
They are panoramic representation techniques, active contour model ing and 3D 
shape est imation techniques. (Chapter 2) 
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Chapter 3 investigates in greater depth the 3D model ing using the active con-
tour model ing method. A f te r an overview of this work, the f irst part describes 
the use of active contouring on 3D point acquisit ion. The remain ing sections 
present the techniques of texture mapping on the 3D model, together w i t h some 
experimental results. 
Chapter 4 focuses on the rectangular v i r t ua l environment construct ion. The 
conversion f rom hor izontal panorama to rectangular v i r t ua l environment is pre-
sented in the early part of the chapter. Mot iva ted by the l im i t a t i on of hor izontal 
panorama, vert ical panorama is introduced in the rest of the chapter for the 
construct ion of long and narrow regions. Exper imenta l results are shown after 
then. 
Chapter 5 addresses some insights in the fu ture directions of v i r t ua l environ-
ment construction, and summarizes our work in this thesis. 
A n online version for this thesis and exper imental results can be seen at 
http : //www.cse.cuhk.edu.hk/ 〜tklao/vision 
Chapter 2 
Background 
2.1 Panoramic Representation 
I n an image-based rendered environment, panoramic representation is one of the 
techniques to construct a v i r tua l environment f rom realistic environmental images 
2]. This can be used in data visualization, video compression [9], interact ive video 
analysis, and enhancement to the f ield of view [19] [30] and the resolution [4] of 
cameras. For such applications, i t often requires a fu l l -v iew panorama which 
allows users to observe the whole viewing sphere in any direct ion. However, most 
of the techniques are l im i ted to a cyl indr ical observation on the vert ical level of 
photo-taking to avoid mot ion parallax [10]. A l though the idea of mosaicing is 
simple and clear, there are a number of variations on bu i ld ing panoramic mosaics, 
such as static mosaic, dynamic mosaic, temporal py ramid and spatial pyramid. 
Among which, static mosaic is the most common panoramic representation [11 
19] [30；. 
9 
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Figure 2.1: Static Panorama 
2.1.1 Static Mosaic 
Static mosaic aligned al l frames to a fixed coordinate system which can be either 
user-defined or chosen automat ical ly according to some cr i ter ia. This requires 
large spatial correlat ion and therefore i t is an efficient representation. The aligned 
images are passed into several types of tempora l f i l ters so that they can be inte-
grated into a mosaic image. The in format ion that is not represented in the mosaic 
image are computed for each frame relative to the mosaic. This method is used in 
d ig i ta l l ibrary systems for environmental scenes and video storage and retrieval. 
Each ind iv idua l f rame can be accessed efficiently so that the frames of interest 
can be easily obtained. Figure 2.1 shows a static panorama of a laboratory. 
In part icular , cyl indr ical panorama is one of the presentations of static mosaic, 
because of its easier construction. For the construct ion of panorama, there are 
four processes needed to be done. They are: 
1. Source Image Acquis i t ion 
2. Image al ignment 
3. Image Processing and Integrat ion 
4. Residual Est imat ion 
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Figure 2.2: 3D Coordinates to 2D Screen Coordinates 
Source Image Acquisition 
Tak ing a sequence of images w i t h a camera moun ted on a level t r i p o d is the 
f irst step i n bu i ld ing a cy l indr ica l panorama. Each image should have around 
25%-50% over lapping w i t h the adjacent one. For a f u l l v iew (360°) panorama, 
about 16 photos are required. Each prospective image is wrapped onto a cyl in-
der by mapp ing 3D wor ld coordinates p — [x, y , z]^ onto 2D cy l indr ica l screen 
coordinates q 二 [没，v]'^  w i t h a known camera focal length or f ie ld of v iew. The 
conversion is shown as Figure 2.2 and fo l lowing equations: 
0 = t a n - l ( - ) (2.1) 
z 
V = , ^ (2.2) 
+ 之 2 ) 
where 6 is the panning angle and v is the scanline [32]. However, the creat ion of 
panorama in cy l indr ica l coordinates has several l im i ta t ions . They are: 
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• On ly simple case of pure panning prob lem can be handled. 
• I l l -sampl ing at no r th pole and south pole may occur and causes b ig regis-
t ra t i on problem. 
• K n o w n camera focal length is required. 
A l t hough there exist many l im i ta t ions , cy l indr ica l maps are more convenient for 
captur ing and image wrapp ing than other methods, such as spherical and hyper-
bol ic [3]. F igure 2.1 shows a sample panorama segment created by cy l indr ica l 
methodology. 
Image Alignment 
Features on one image have to be aligned w i t h the corresponding features of an-
other image in order to obta in a cy l indr ica l panorama. Th is image al ignment is 
done by some st i tch ing algor i thms. There are various exist ing algor i thms: some 
require camera mot ion control (e.g. pure hor izontal camera ro ta t ion) and cal-
ib ra t ion on int r ins ic camera parameters (e.g. local length) , whi le others have 
higher tolerance or impose fewer restr ict ions [21]. There are three ma in common 
approaches. They are simple 2D image al ignment, eight-parameter planar pro-
ject ive t ransformat ions [32] [33] and three-parameter ro ta t iona l al ignment [33]. 
Simple 2D image al ignment is the most straight forward one which handles only 
pure panning mot ion. This method is going to be used in our a lgor i thm design. 
In simple 2D image al ignment design, an incremental t rans lat ion 5t 二 [(^力•^ ，^Sty]'^  
is needed to be est imated for m in im iz ing the intensi ty error E{St) between two 
images / • and / i , 
E { 5 t ) ^ Y . ^ h { q l + 5 t ) - I o { q ^ ) r (2.3) 
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where q^ = [ui, Vi]'^ and q[ 二 ”;]了 = [u, + t…Vi + ty]^ are corresponding points 
in the two images, and t = [ 4 ty]^ is the hor izonta l t rans la t ion tu and ver t ica l 
t rans la t ion ty for al l pixels [1]. The above equat ion becomes the fo l lowing after 
a f i rst order Taylor series expansion: 
(2.4) 
i 
where e‘ = hiql) _ /o(<?0 is the intensi ty or color error, and gj 二 h ⑷ is the 
image gradient of h at q'-. There is a simple least-square solut ion for solving the 
above m in im i za t i on problem. 
⑷ 况 = - ( E 鄉） （2.5) 
i i 
For a large displacement between two images, a h ierarchical coarse-to-fine opt i -
m iza t ion scheme can be used [33]. F igure 2.1 is a cy l indr ica l panoramic mosaic 
segment bu i l t by the above method. 
Image Processing and Integration 
Af te r the al ignment of the desired regions of two images, /。and / i , the images 
needed to be integrated to produce a smooth observation on the desired regions. 
There are three cr i ter ia for the integrat ion: 
1. A temporal average or median filter connects panoramic images using dom-
inant background scene as reference. Mov ing objects i n foreground are 
disappeared or signif icant ly fade out and leave image ghost. Tempora l 
averages usual ly result i n b lur r ier mosaic images than those obtained by 
tempora l medians. 
2. A weighted temporal average or median filter reduces d i scon t i nu i t y i n in ten-
sity and al ignment inaccuracies near image boundaries, as a result of the 
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low order 2D parametr ic transformations, especially i n wide f ield of view. 
The pixels in each wrapped image can be weighted inversely proport ional 
to their Euclidean distance d{q) to the nearest st i tching edge [32]. Then, 
al l of the wrapped images can be blended using 
= 丄 ( 2 . 6 ) 
where C{q) is the f i l ter, k is the image number, q is the pixel number and 
w is Si monotonic function. A large stream is div ided into a number of 
segments in order to re-sample intensity difference when w{x) = x. Better 
st i tching result is then obtained. 
3. A most recent filter reflects the most update changes in the scene and use 
commonly in dynamic mosaic construction. The update is done by incor-
porat ing a decay parameter to give more weight to recent in format ion and 
forget those distant in t ime. 
Final ly, a single panorama can be wr i t ten out after cl ipping the ends of inte-
grated images. 
Residual Estimation 
Residues are informat ion which is not presented in the mosaic. These differences 
occur for several reasons: 
• Object and i l luminat ion changes 
• Camera mot ion parallax 
• Interpolat ion errors during wrapping 
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• Feature mis-al ignments as a result of quant izat ion of discrete p ixel coordi-
nates or intensi ty values 
A complete mosaic representation includes the residual difference between a 
panorama to ind iv idua l frames. To reconstruct any given f rame in i ts own co-
ordinate system, geometric t ransformat ion and its residues are used in the mo-
saic image wrapping. This reconstruct ion is obvious to stat ic mosaics, because 
residues are est imated between the mosaic and every component f rame directly. 
However, the residues are incremental w i t h respect to the previous mosaic f rame 
in dynamic mosaic. The efficiency of this representation can be maximized by 
assigning heavier weights to semantically significant residues and considering not 
only the residual intensity but also the magni tude of local mis-al ignments. [8] [9 
discuss more details about the significant analysis. 
2.1.2 Advanced Mosaic Representation 
A complete mosaic representation of visual scene often includes a fu l l -v iew panoramic 
image, depth or paral lax informat ion, and the incremental al ignment parameters 
or residual difference that represent any scene changes not captured in mosaics 
11] [26] [31]. The process of bui ld ing a panorama suggested by [3] includes image 
registration, st i tching, and residual analysis which involves many sophisticated 
techniques and are st i l l under active research in computer vision, image process-
ing and computer graphics. 
In a panorama, source images are usually overlapped w i t h each other but taken 
at different t ime instance and viewing direction. Several f rame al ignment policies 
can be chosen for the combination of a pixel w i t h different gray values. Also, i f 
there exist variations in pixel resolution between source images, mult i - resolut ion 
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mosaic may be used for this purpose. 
Frame Alignment Policy 
There are many exist ing algori thms for the cancellation or m in im iza t ion on the 
effect of camera mot ion. They also provide an approximate mo t ion of background 
in the scene. This is called registrat ion and i t can be done through one of the 
fol lowing ways: 
1. Frame-to-frame : This a lgor i thm computes the al ignment parameters be-
tween successive frames for an entire image sequence. Then the al ignment 
parameter between any two frames in the sequence can be obtained accord-
ingly. A n addi t ional t ransformat ion need to be done i f a v i r t ua l coordinate 
system is adopted by referring a reference frame of al l al igned images. 
2. Frame to mosaic : The aforesaid approach may accumulate errors dur ing 
the repeated composit ion of al ignment parameters. This can be solved by 
using the transformations between each frame and the mosaic image as 
al ignment parameters. Most of the examples in this thesis relies on this 
method. 
3. Mosaic-to-frame : When a panorama is constructed w i t h respect to a static 
coordinate system, the frame-to-mosaic al ignment is appropriate to use be-
cause i t can be done simply and directly. However, in some applications 
l ike real-t ime video transmission, i t is more useful to al ign the mosaic to 
the current frame, so that the images are maintained in their input coordi-
nate system to provide an identical t ransformat ion between the mosaic and 
current frame. 
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Multi-resolution Representation 
I f an image sequence is generated f rom dynamic mosaics, some unpredictable 
variations in image resolution may occur. This can be solved by captur ing new 
in format ion at the closest corresponding resolution level i n the mosaic pyramid. 
I t is called mul t i - resolut ion mosaic. When a frame is constructed f r om the mosaic 
pyramid, the highest exist ing resolution data in the mosaic which corresponds to 
the frame is projected onto that frame. This is different f r om tempora l pyra-
m i d because the former representation are pixels whi le the tempora l pyramids 
are mosaic images. This representation can be applied to stat ic, dynamic and 
tempora l py ramid mosaic representation. 
Multiple Moving Objects 
When a scene contains mul t ip le moving objects, the dominant parametr ic mot ion 
is f irst computed where all other image regions are detected as outl iers. [7] [8 
Segmentation of the objects into a dominant layer is needed before mak ing a mo-
saic. This can be done by using a mask to f i l ter the objects. The remaining part 
of the image becomes a residual layer to find the next dominant t ransformation. 
This approach minimizes sensit ivity to noise by locking on to the dominant image 
mot ion in the scene. 
2.1.3 Panoramic Walkthrough 
Nowadays, image rendering is one of the latest techniques in the construct ion of 
v i r tua l environments in computer graphic application. A collection of images is 
used to synthesize the scene while support ing v i r tua l camera mot ion for bui ld ing a 
3D model of an environment. There are commercial software, such as QuickTime 
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V R , used to navigate inside an image-based v i r t ua l envi ronment. A number of 
hot-spots of special interest are selected in the real envi ronment. The panorama 
mosaics are created for these hot-spots by using some st i tch ing algor i thms [29 
'30] [32]. Pairs of corresponding features are l inked up in these hot-spots panora-
mas. Final ly , in a panoramic viewer, a user can click on these l inks to replace 
the current panoramic w i t h its adjacent hot-spot. Navigat ion through panora-
mas become possible by travel ing f rom one node to another. Smooth t rans i t ion 
between panoramas are required for the enhancement of the real i ty of the v i r tua l 
scene. 
3D Modeling and Rendering 
The model ing technique synthesizes a v i r tua l environment as a collection of 3D 
geometric entit ies. They are rendered in real- t ime and w i t h the massive support 
f rom expensive graphic hardware. This approach suffers f rom several ma jor prob-
lems, regardless the rapid advance of computer graphic software and hardware in 
the past. They are : 
• a manual process is needed for the bui ld ing of geometric models 
• real t ime requirement often place a l im i t on the scene complexi ty and ren-
dering qual i ty when i t is used in an interact ive walk through environment. 
Branching Movies 
Branching movies is a method used extensively in video game industry. Mu l t ip le 
movies or panoramic segments are created for different v i r tua l environments. 
Also, some navigate paths are connected through some branching points or nodes, 
which are l inked up through manual process in authoring stage. As a result, 
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navigat ing in space is accomplished by "hopping" to different points. When a 
user moves f rom one node to another, the current panorama w i l l be replaced 
by the panorama corresponding to the scene. This approach solves most of the 
problems in the previous approach because i t does not require 3D model ing and 
rendering. However, i t l im i ts the navigabi l i ty and interact ion for a l im i ted storage 
place, because every displayable views are required to store in the author ing stage. 
Therefore, a large amount of storage space is needed. Moreover, there exist a l i t t l e 
or no smooth view t ransi t ion when an old panoramic scene is replaced by a new 
one dur ing the movement f rom one node to another. This disturbs the immersion 
of a user to the V R navigat ion system. 
A n early example of the movie-based approach is the Movie-map [16]. A t play-
back t ime, two computer-dr iven laser-disc (LD) players were used to retrieve the 
corresponding views of photographic movies, or pre-rendered an imat ion sequence 
interact ively to simulate the effect of walkthrough. Later, Rip ley proposed the 
use of D ig i ta l Video Interact ive (DV I ) technology [25]. Users are allowed to wan-
der around a scene using dig i ta l video playback f rom opt ical disks. This method 
can be performed at high qual i ty and great complexi ty w i thou t affecting the 
playback performance. On the other hand, a V i r t u a l Museum f rom CD-ROM-
based computer rendered image was described in [22]. A 360° panning movies 
was rendered at selected point to let users look around. Walk ing f rom one point 
to another was simulated w i t h a bi-direct ional t ransi t ion movie, which contains a 
frame for each step in both directions along the path connecting the two points. 
This results in smooth panning mot ion but high cost on storage. 
Chapter 2. Background 1.3 
4 5=0 \ Zoom out 
i ^ l c 二 \ 
二 \ z 
-1- -V - ； ] 5=1 \ Zoom in 
X L A 
d i 
Figure 2.3: A sequence of in-between frames w i t h respect to S values 
Texture Window Scaling 
The walkthrough process can be i l lustrated by zooming in and out in the image 
space. Let S G [0,1] be a walkthrough parameter, which is also known as the 
directional linear magnif ication factor, proport ional to relative distance between 
nodes, so that the whole do (or di respectively) w i l l be displayed in the viewer 
when = 0 (or = 1 respectively), and along different value of ^ a sequence 
of in-between frames f rom do to di are generated. For instance, given a start ing 
node Iq and an ending node 7i, four intermediate views can be generated by 
scaling up or down do and di w i th S = 0.2, 0.4, ...,0.8. To sum up, a synthesized 
view S{5) can be presented by the following equation: 
刚 = ( 1 — 项 c / o ⑷ + 柳 1 ) ) (2.7) 
where f { d i ) is the reposition funct ion of di inside 而⑷，and n G [1, oo] describes 
the amount of occlusion, and i t w i l l be large i f the to ta l feature matching error 
is large in order to reduce the amount of incorrect bending. There are various 
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method of generating intermediate views, for examples, simple l inear interpo-
lat ion, posi t ional weighted blending and view morphing, etc. These have been 
suggested to m i x do and d i and smooth out their p ixe l difference. The problem 
of panoramic walk through is simpl i f ied in to a texture window scaling problem 
(as shown in Figure 2.4) after adjust ing the magni f icat ion ratios for do and di 
properly. 
However, this simple scaling of texture windows rises several problems. Slight 
deviat ion in point correspondences among panorama would become more observ-
able. As a result, image ghosts may occur because of inaccurate model ing of 
nonlinear camera project ion. Discont inui ty in contrast or intensi ty levels and 
jagged edges among texture windows can be easily seen at the intermediate im-
ages. 
Cylindrical Projection 
When a user decides to walkthrough a part icular po int , only a por t ion of a 
complete panorama could be seen at a t ime. The exact coordinates or size of this 
texture window can be calculated f rom camera f ield of v iew, size of panoramic 
cylinders, etc., as shown in figure 2.5. 
Given ARCyisihie = rQ, where r is the radius of the panorama, and 6 is the 
horizontal camera angle of view ( in radian). Af ter cy l indr ical wrapping, the 
texture window can be described by: 
Pi = - (2.8) 
^image 乙 
where p- is the angle f rom left hand side of the panorama for the z-th pixel column, 
and Wimage IS the horizontal resolution or w id th of the image plane. Then the 
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Figure 2.4: Sample panoramic walkthrough results f rom direct texture window 
scaling 
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Figure 2.6: Panoramic Segment w i t h curved hor izontal edge 
height of the z-th column in the image plane {hi) can also be est imated: 
小—fj . 
h. — h. ( 1 - -
r 
0 Q 
= - COS(> _ + cos(3)] (2.9) 
where himage is the m a x i m u m height of the image plane, di is the object depth 
for co lumn i in the image plane, and d—n is the m in ima l object depth given by 
0 
di 二 r cos(p - - ) 
0 
dmin = ^COS(-) (2.10) 
Figure 2.6 shows a panorama segment w i t h curved hor izontal edges created 
w i t h CooISDTM, and its cyl indr ical project ion on the image plane. I t can be 
seen that the curved horizontal edges in the top image are recti f ied (Figure 2.7) 
after this process. 
2.2 Active Contour Model 
Act ive Contours are defined as curves which can move w i t h i n image domain 
regarding to the forces coming f rom the curve and the gradient of an image. 
Many researchers calls this curve as snake. Act ive Contours are used in various 
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Figure 2.7: Panoramic Segment mapped to a cyl inder 
computer vision and image processing applications, inc lud ing edge detection, 
shape model ing, segmentation and mot ion tracking. This technique is effective on 
locat ing object boundary compared w i t h the t rad i t iona l method, such as Lasers 
beams, which is hardware intensive. 
Parametr ic active contouring is one of the general types of active contour mod-
els in the l i terature today. These contours synthesize parametr ic curves and allow 
them to move toward edges of a feature by potent ia l forces, which are defined to 
be the negative gradient of a potent ia l funct ion. These forces together w i t h some、 
addi t ion force, pressure force, are combined as external forces. There are also 
internal forces to hold the curve together so that the curve w i l l not be bended 
too much. 
The in i t ia l izat ion of the curve is one of the key problems w i t h parametr ic 
active contour algor i thm. The curve is usually close to the t rue boundary of 
the object so that i t w i l l not be converged to wrong objects. The basic idea to 
solve this problem is to increase the capture range of the external force fields, 
which is shown on Figure 2.8. Some proposed methods, such as Mul t i - resolut ion 
methods, pressure forces, distance potent ia l and gradient vector flow have been 
proposed [36]. Besides, boundary concavities is another problem raised by the 
parametr ic active contour. Figure 2.10 shows a U-shaped image w i t h a concave 
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Figure 2.8: In i t ia l izat ion of Act ive Contour on B inary Image 
region. This region cannot be deformed into i t properly. Most of the proposed 
method cannot solve this problem. Only the gradient vector flow method can 
give satisfactory result. However, excessive contouring and overwhelming weak 
edges are two trade-offs which are needed to be balanced. 
Most of the exist ing a lgor i thm can give a satisfactory results on binary im-
age, but rather less accurate in gray-level image. Our methods fur ther enhance 
exist ing a lgor i thm so that i t can provide accurate active contour on an object 
boundary f rom a gray-level image. This is an impor tan t approach because bi-
nary images usually contain fewer in format ion than gray-level image, such as 
boundary concavities. 
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Deformation in progress, iter = 50 
Figure 2.9: Deformat ion of Act ive Contour on B inary Image 
Final result, iter = 125 Final result, iter =125 
Figure 2.10: F inal Act ive Contour on Binary Image 
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2.2.1 Parametric Active Contour Model 
A t rad i t i ona l act ive contour model is a curved defined as 二 [ ； < s G 
0,1]，that m in im iz ing the energy func t ion in the spat ia l doma in 
E = 「 + f3\X'{sf\) + Ee,t{X{s))ds (2.11) 
Jo 2 
where a and f3 are weight ing coefficient tha t contro l the tension and r ig id i t y of 
the active contour model respectively. The external energy func t ion Eext is the 
gradient obta ined f r o m the image at the boundary wh ich is the feature of interest. 
Given a gray-level image I { x , y ) , the typ ica l external energies towards the edge 
for the fo rmat ion of active contour are: 
Eil\{x,y) = - \ V I { x , y ) \ ' E i l \ { x , y ) = ^ I { x , y ) f (2.12) 
where Ga{x, y) is a two-dimensional Gaussian func t ion w i t h standard deviat ion 
and V is the gradient operator. The boundary become b lu r r y when the standard 
deviat ion is large. I t is sometimes necessary to have larger a for larger capture 
range of the active contour. 
We can dif ferent iate equation 2.11 to obta in the m i n i m a l po in t of the energy 
equation. 
— — VEe时 二 0 (2.13) 
This can be viewed as a force balance equation 
尺 + = 0 (2.14) 
where F— = — f3X'''\s、and F^^] = The in terna l force tries 
to expand the active contour to avoid stretching and bending whi le the external 
force tries to pu l l the active contour towards the boundary. 
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2.3 3D Shape Estimation 
Af ter obta in ing some feature points f rom a 2D images, the reconstruct ion of 3D 
shape and model can be done by two approaches, depending on the parameter 
we have. 
2.3.1 Model Formation with both intrinsic and extrinsic 
parameters 
I f we have bo th intr insic parameter (focal length) and the extr insic parameters 
( t ransformat ion between two views), we can assume that the camera transforma-
t ion is given and the intr insic parameter, the focal length, can be found dur ing 
our calculation. This reconstruction can be done by simple t r iangulat ion, which 
is shown in Figure 2.11. This figure shows the determinat ion of 3D coordinates of 
a feature point w i t h orthogonal camera posit ion. For a feature point P{xp, yp, Zp)^  
let the project ion of P on the image plane of camera a be (Ua,Va), and the pro-
ject ion of P on the image plane of camera b be (u^,, Vb). The opt ical centers of 
the camera a and camera b are Oa and Ob respectively. Then the point P lies at 
the intersection of the two perpendicular rays f rom Oa through {ua, Va) and f rom 
Ob through {ub, Vb). I t is assumed that these two rays are known and thus, their 
intersection can be calculated. 
Cameras are usually assumed to have the same focal length, which can be 
found in later calculations, is used for the ease of computat ion. The distance 
between the model center and the optical center of camera a and 6，denoted as q。 
and qb, can be also assumed to be given as the camera positions are known, i.e. 
y = 0. We can conclude the fol lowing relat ion based on the assumption that the 
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Figure 2.11: Determinat ion of 3D Coordinates 
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pr incip le axes of the cameras and the center of the model are on the same plane: 
Va = Vb=:0 ^ yp = 0 (2.15) 
Ua=0 台 Xp = 0 (2.16) 
Ub 二 0 台 4 二 0 (2.17) 
The symbol represents the i f and only i f re lat ion and the relations are t r i v i a l 
relations. For those cases that unknowns Xp, z^ are non-zeros and the calcu-
lat ion of f which is related to our problem, we can l ist the unknown equations 
based on a similar tr iangle problem: 
’ = ( 2 . 1 8 ) 
^p qa + ^p 
^ = (2.19) 
之 p qb — ^p 
’ = - L - (2.20) 
Vp qa + Zp 
， = — ^ (2.21) 
Vp Qb — ^p 
The problem can be solved by rearranging the equation, we can get: 
Xp = — • Up (2.22) 
Va 
Zp = Vp (2.23) 
Vb 
Subst i tut ing equation 2.22 and 2.23 back into equation 2.18 and 2.19, we obtain 
two equations w i t h f expressed in terms of y^ 
J 二 幻a • (qa -Vb-^Uf Vp) 4) 
Vb. yp . 
f = 叫 ( 2 . 2 5 ) 
” a • Vp 
Now there are two equations w i t h two unknowns, i/p can be obtained easily by: 
yl . {vl • Ub + • Ua) + Vp • {vl . qa . ”b — .仍.”a) = 0 (2.26) 
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Af ter solving the above equation, we can get two possible solutions of Pp： 
yp = 0 (2.27) 
or 
二 (2.28) 
• Ub + . Ua 
For the case of non-zero value of we can just subst i tute i/p back in to equation 
2.24 or equation 2.25 to find / , and equation 2.22 and equat ion 2.23 to find Xp 
and Zp respectively. For the case of y^ = 0, however, f cannot be solved when 
pu t t i ng yp back into equation 2.24 and equation 2.25. Moreover, equation 2.28 
must satisfy the fol lowing condit ion in order to solve the problem: 
v\ , + . i^ a 0 (2.29) 
One of th^ features is chosen for satisfying the above condi t ion to solve the 
non-zero value of yp and the focal length / . Once we can get the value of 办，we 
can easily solve Xp and Zp f rom equation 2.22 and equation 2.23. I f there exist 
a case that do not satisfy the equation 2.29, since we have the focal length f 
obtained f rom the other feature, we can use the f to f ind the solutions for Xp, yp 
and Zp. 
2.3.2 Model Formation with only Intrinsic Parameter and 
Epipolar Geometry 
The tr iangular method discussed in the previous section relies on the pr ior knowl-
edge of extrinsic parameters and the recovery of intr insic parameter. Also, i f the 
parameters and image coordinates are known approximately, the two rays f rom 
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Figure 2.12: Epipolar Geometry 
Oa through {uajVa) and f rom Oh through (Ub,Vb) w i l l not actual ly intersect in 
space, thus, the exact camera positions may not be able to locate. Another re-
construct ion method is used as an alternative of simple t r iangulat ion. By using 
epipolar geometry [17], the problem can be solved up to a scale factor w i t h known 
intr insic parameters only. 
A brief in t roduct ion of epipolar geometry is discussed in the fol lowing. Figure 
2.12 shows two cameras and their epipolar geometry. The pro ject ion centers of the 
camera I and camera r are Oi and Or respectively. The vector Pi = (X / , Y^, Zi) 
and Pr = {Xr^ Yr-, Zr ) are the extended project ion vectors pi = (a；/, y/, zi) and 
Pr = (^Xr,yr, ^r) of the feature point P on the image planes of the cameras, which 
are expressed in the corresponding reference frame. For the image points, which 
are ly ing on the image planes, we have zi = fi and Zr 二 / r . I f two cameras have 
the same focal length, we may simply have fi = fr = f . The relat ion between 
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the 3D points and their pro ject ion can be given as: 
PI 二 与Pi (2.30) 
乙I 
Pr = .Pr (2.31) 
Zjy 
The two reference frames of the camera are related by the extr insic parameters, 
which are the ro ta t ion ma t r i x R and translat ion vector T — {Tx,Ty,Tz) in 3D 
space. Then we can have the fol lowing relat ion between the vectors Pi and Pr： 
Pr = R{Pi — T) (2.32) 
The epipoles, e； and e^, are defined as the points at which the l ine jo in ing the 
two project ion centers intersect the image planes. The epipole e； is the image 
of the project ion center of the camera r on the image plane of camera /; and 
the epipole e^ is the image of the project ion center of the camera I on the image 
plane of camera r. The plane identif ied by the P, Oi, Or is called the epipolar 
plane. The epipolar plane intersects each image in a l ine called epipolar line. The 
epipolar lines of a camera must go through the camera's epipole. There is only 
one epipolar l ine goes through any image points, except the epipoles. For a pair 
of corresponding points, the correct match must lie on the epipolar l ine. This is 
known as epipolar constraint. 
Issues on Essential Matrix 
The essential ma t r i x E establishes the relat ion between the epipolar constraint 
and the extrinsic parameters R and T . The extrinsic parameters can be recovered 
f rom the essential mat r ix . We have the essential ma t r i x as: 
E 二 RS (2.33) 
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where S is always a rank 2 mat r i x : 
- 0 - T , Ty 
S 二 Tz 0 - T . (2.34) 
_ -Ty T, 0 _ 
For a pair of corresponding points pi and pr in camera coordinates, the essential 
ma t r i x E satisfies the equation: 
p j E p i = 0 (2.35) 
We can observe f rom the above equations that the essential m a t r i x is the map-
ping between the points and the epipolar lines. The essential ma t r i x E can 
be est imated by the linear least square method or the eight-point a lgor i thm by 
Longuet-Higgins [17], which is used in our implementat ion. 
Essential Matrix Estimation 
There are several methods available for the computat ion of the essential ma-
t r i x . Shashua [28] suggested that the locations of the epipoles and project ive 
reconstruction requires only six point correspondences. Luong and Faugeras [18 
provide linear and non-linear methods and also the stabi l i ty issues. Among al l 
possible methods, eight-point a lgor i thm is the most common and simplest meth-
ods which is used in our implementat ion. 
Longuet-Higgins [17] is one of the examples of the eight point a lgor i thm. I t is 
assumed that n point correspondences between the images have been established. 
The number of point correspondences are also assumed to be equal for the ease of 
calculation. In each point correspondence, we can obtain a homogeneous linear 
equation in the fo rm of equation 2.35 for the nine entries of E. These n equations 
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thus fo rm a homogeneous linear system. I f n > 8, then the nine entries of E 
can be solved as the nont r iv ia l solut ion of the system. As the l inear system is 
homogeneous, the solut ion is up to a signed scaling factor. The system is over 
determined i f more than eight points are used. This can be solved by means of 
singular value decomposit ion (SVD) related techniques. The basic steps of the 
eight-point a lgor i thm is shown as fol lowing: 
1. A homogeneous system shown as equation 2.35 f r om n point correspon-
dences is constructed. Let A be the n x 9 ma t r i x of the coefficient ma t r i x 
of the system, and A = UDT^ be the SVD of A. 
2. The nine entries of E are the components of the co lumn V corresponding 
to the least singular value of A , up to an unknown signed scale factor. 
3. Compute the SVD of E to enforce the singular i ty constraint: 
•I 
E = UDVT (2.36) 
4. Construct the corrected mat r i x D' by sett ing the smallest singular value in 
the diagonal of D equal to 0. 
5. Final ly, we obtain the corrected estimate E' of E: 
E' = UD'VT (2.37) 
Hart ley proposed a normal izat ion procedure in order to avoid numerical insta-
bil i t ies. Before implement ing the eight-point a lgor i thm, the coordinates of the 
corresponding points must be normalized first such that the entries of the coef-
ficient mat r i x A are of comparable size. There is a simple way to do that is to 
translate the first two coordinates (x, y) of each point to the centroid of the entire 
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set of facial feature points. Then the n o r m of each po in t can be scaled so tha t 
the average n o r m over the ent ire set is 1. 
Generation of 3D Coordinates from Essential Matrix 
The calculat ion of the 3D coordinates of the feature points can be done after 
est imat ing the essential ma t r i x . I t can also be done by fo l lowing the a lgo r i thm 
proposed by Longuet-Higgins [17]. Th is a lgor i thm decomposes essential m a t r i x 
and est imate the extr insic parameters R and T. P can be found easily when R 
and T are known. A l t hough the value obtained is only up to a scaling factor, th is 
does not affect the appearance of v i r t ua l environments. On ly an accurate aspect 
ra t io is needed. 
The def in i t ion of essential m a t r i x of equat ion 2.33 can be elaborated as fol low-
ing： 
E^E = ST RT RS (2.38) 
or 
-巧 + -T.Ty -
E T E : - T y T , T^ + T^ - T y T , (2.39) 
_ - T 工 - T ^ T y Tl + T 2 _ 
Then, the trace of E ^ E can be defined as: 
Trace{E^E) = 2\\T\\^ (2.40) 
The entries of the essential ma t r i x can be d iv ided by y^Trace{E^E)/2 in order to 
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obta in the normal ized length of the t ranslat ion vector. Equat ion 2.3.2 becomes: 
\ - T l -T^Ty - T 工 
ETE 二 -TyT, l - T ^ —TyTz (2.41) 
_ -T^Ty 1 - T2 _ 
The E is the normal ized essential ma t r i x and T = p j j is the normal ized trans-
lat ion vector. The normal ized E est imated may have a sign difference f rom the 
actual one. Also, the components of T can be calculated f rom the above easily. 
The result ing f may has different sign f rom the actual one due to quadric terms 
in the equation. R can be est imated f rom E and T by: 
lU = (烏 x f ) + X f ) + {Ek X f ) (2.42) 
w i t h the t r ip le t (z, j , k) spanning al l cyclic permutat ions of (1,2,3). Ri are the 
rows of the ro tat ion ma t r i x R and Ei are the rows of the normal ized essential 
ma t r i x E. 
Af ter obtaining R and T , the Z\ in P can be solved f rom the fact Zr = R^[Pi — 
T ) and equations 2.30, 2.31 and 2.32: 
{frRl - XrR^ff , 、 
A = JljT-B p \T [ZA6) 
[frRl - XrRsYpi 
The and Zr should be both positive for a real s i tuat ion, otherwise the sign 
of T or must be wrong. For the other coordinates of Pi, i t can be found by 
equation 2.30, and the coordinates of Pr can be found f rom equation 2.32. 
Chapter 3 
3D Object Modeling using Active 
Contour 
I n recent years there has been increased interest, w i t h i n the computer graphic 
community, in image based rendering systems. These image-based systems are 
composed of a set of photometr ic observations. I n photogrammetry the in i t ia l 
problem of camera cal ibrat ion, two-dimensional image registrat ion, and photo-
metrics have progressed towards the determinat ion of three-dimensional models. 
Many researchers are working on point correspondence techniques to per form 
image registration. However, i t usually requires a number of correspondent points 
in order to have accurate model ing result. Users are required to figure out the 
points before modeling. This is a t ime-consuming process and also the accuracy 
of corresponding point is not guaranteed. V iew morphing proposed by Manning 
and Dyer [20] is one of the point correspondence technique of object modeling. 
Seitz and Dyer [27] also proposed a view morphing method which involved human 
interaction. A n automatic method, Act ive Contouring, is proposed to f ind out 
the corresponding points. 
39 
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Figure 3.1: System block diagram 
The whole system of the automat ic 3D model generation is shown at figure 
3.1. Several images Have been captured around the object needed to be modeled. 
Then, active contour method is performed to determine the 3D coordinates of the 
object. Meanwhile, cyl indr ical images is generation f rom cyl indr ical project ion 
on the captured images. A wireframe model is obtained f rom the 3D coordinates 
and the cyl indr ical image is used to supply the texture for the wireframe model. 
As a result, the 3D object model is formed. This chapter w i l l discuss al l the 
topics in details and i l lustrated w i t h examples. 
3.1 Point Acquisition Through Active Contour 
A novel approach for object model ing w i l l be discussed in this section. The 
process begins w i t h the procedure of obtaining mul t ip le view images of an object 
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Figure 3.2: Some mul t ip le view images of a deformed fanta can taken at (a) 0 
(b) 90 (c) 180 (d) 270 degree 
f rom a turntable. Each image is then sub-sampled and converted into gray images, 
because i f the whole image is used in the snake algor i thm, the computat ion t ime 
w i l l be very long. These gray images are passed to the snake a lgor i thm proposed 
by X u and Prince [36]. This a lgor i thm obtains the points f rom an in i t ia l snake. 
Then, the snake converges by several i terations based on the internal and external 
force and a f inal snake is resulted. 
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Figure 3.3: Act ive Contour Process (a) In i t ia l izat ion (b) Deformat ion (c) F inal 
Contour 
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Figure 3.4: Cyl indr ica l Pro ject ion of a Deformed Can 
3.2 Object Segmentation and Panorama Gener-
ation 
On the other hand, the original images need to be converted to cy l indr ical pro-
jected images in order to have better texture mapping. These images are first 
oversampled to about 1.2 t imes so that the result ing image would have the same 
length on the y-axis because the y-axis of the image would be smaller than the 
original photo dimension. 
As the image are taken in two-dimension, the hor izontal edges of the object 
w i l l be banned toward to photo. The resultant texture mapping on the 3D model 
is not matched at the boundary of tr iangle when the images come f rom different 
camera views. To solve this problem, a cyl indr ical image should be generated 
first. The method of generating panorama is based on the proposed a lgor i thm 
f rom Szeliski and Shum [33]. However, some modif ications are necessary as their 
a lgor i thm concerns about environmental panoramic image mosaic. 
To bu i ld a cyl indr ical panorama, a sequence of images is taken by a camera 
mounted on a turntable. I f the camera focal length or f ield of view is known, each 
perspective image can be wrapped into cyl indr ical coordinates. Wor ld coordinates 
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p = {X,Y,Z) is mapped to 2D cyl indr ical screen coordinates {0,v) using the 
theories in Chapter 2 equation 2.1 and 2.2. 
3.2.1 Object Segmentation 
Once each input image has been wrapped, constructing the panoramic mosaic 
becomes a pure translat ion problem. Ideally, to bu i ld a cyl indr ical or spherical 
panorama f rom a horizontal panning sequence, the object in the image needed 
to be segmented first before the translat ional mot ion. The segmentation method 
can be based on the color mix ture model proposed by Raja et. al. [24]. They first 
detect the color composit ion of an image and make a list of color distr ibut ion. 
As the background of our photos is black, we can segment the object f rom the 
background by removing the black color. 
3.2.2 Panorama Construction 
After removing the background and only the object remained in the image, we 
can bui ld the panorama by translation motion. Vert ical j i t t e r and optical twist 
can be compensated by a small vert ical translations. Therefore, both a horizontal 
translation t^ and a vertical translation ty are estimated for each input image. 
To recover the translational motion, the incremental translat ion ^ t = {St^；, Sty) 
is estimated by min imiz ing the intensity error between the two images, 
E{St) 二 D 协 ； + 叫-7o(Xi)]2 (3.1) 
i 
where Xi = •，l/i) and x | 二 (3；(•，yQ = (xi + yi + ty) are corresponding points 
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Figure 3.5: Panoramic View of a Deformed Can 
in the two images, and t 二 {tjc,ty) is the global t ranslat ional mot ion field which 
is the same for al l pixels. A simple feathering a lgor i thm is appl ied to reduce the 
discont inui ty in intensity and color between the images being composed, i.e. the 
pixels in each image are weighted proport ional ly according to their distance to 
the edge. Once the registrat ion is finished, a single panoramic object image can 
be produced. 
3.3 3D modeling and Texture Mapping 
Meanwhile, the points obtained f rom the snake a lgor i thm are needed to be manip-
ulated first before making a wireframe model as the points are in 2D coordinates. 
A rotat ional mat r ix is used for the conversion of 2D points into 3D points. The 
points are rotated about the y-axis and the resultant points are in 3D coordinates. 
The 3D point is then used to generate the 3D model. 
A wireframe model is generated through the 3D points. The points and face 
sets are wr i t ten to a V R M L \ '2.0 file. As the number of points are large enough, 
the polygons on the wireframe model are small so that the resultant object is 
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Figure 3.6: Wire f rame Model of a Deformed Can 
more realistic and accurate. The last procedure is texture mapping. The texture 
is mapped according to the faceset and places the panorama of the object on the 
polygons. 
3.3.1 Texture Mapping From Parameterization 
According to N iem and Broszio [23], texture mapping is a process of mapping 
a texture image onto a surface of a 3D model which is represented by a set of 
polygons, i.e. wireframe model. The model is consecutively projected to a 2D 
screen. There are three different types of coordinate systems used in the texture 
mapping process. 
• texture space is labeled w i th (u, v) coordinates 
• 3D model space is labeled w i th (a:, y, z) coordinates 
• screen space is labeled w i th ( / , J) coordinates 
We can define the process of mapping a texture space onto the 3D model space 
as parameterization, and the process of mapping the 3D model space onto screen 
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Figure 3.7: Mapping f rom texture space to screen space using parameterization 
and viewing project ion 
space as viewing projection. Since parameterization is part of 3D modeling, the 
viewing projection, which is part of image synthesis, w i l l not be investigated in 
this thesis. 
This thesis w i l l investigate the parameterization of polygon surface represent-
ing the 3D model. A linear parameterization of a tr iangular polygon is easily 
performed by specifying the related texture space coordinates [uiVi], i = 1,2,3 of 
each triangle vertex [xi, yi, = 1,2,3. This informat ion is sufficient to deter-
mine the parameters a^, i = 1 … 9 of an affine mapping f rom texture space to 3D 
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Figure 3.8: Result of object modeling of a Deformed Can using Original Image 
model space which is given in homogeneous mat r i x notat ion by [23]: 
/ \ «2 as 
X y z ^ — u V 1 ) . <24 as ae (3.2) 
\ CLs> CLq 
\i the triangles are sufficiently small, the error can be kept small. 
3.4 Experimental Results 
The final result of an object model is shown on figure 3.8 and 3.9. Eight images 
around a “deformed can" are taken f rom a CCD camera. The number of images 
used is a consideration of both quali ty of result and the cost of implementation. 
More images can improve the quali ty of textures and provide more information 
of modeling, w i th higher cost, of course. Figure 3.8 shows that the texture is 
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Figure 3.9: Result of Object Model ing of a Deformed Can using Panoramic Image 
mapped direct ly f rom the original image and figure 3.9 shows that the texture is 
mapped f rom the panoramic view of the object. The boundaries between images 
in figure 3.8 can be seen easily as they are come f rom different images. The 
intensity is not smoothed. I n Figure 3.9, the boundaries are removed as the 
texture come f rom only one image. 
Figure 3.11 is another result using a bowl as the object. The active contour 
process and intermediate contour for the bowl is shown as Figure 3.10. Fig-
ure 3.13 is another result using a rectangular box as the object, and its active 
contour process is shown as Figure 3.12. A n online version can be found at 
http : /1www.cse.cuhk.edu.hkI 〜tklao!vision. 
3.4.1 Experimental Error 
There are many factors affecting the correctness of the result ing model, such as 
background noise, incorrect contouring, poor object segmentation on image etc. 
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(a) 
Deformation in progress, iter = 70 
(b) 
Final result, iter = 100 響 
(c) 
Figure 3.10: Act ive Contour Process of a Bowl (a) In i t ia l izat ion (b) Deformat ion 
(c) F inal Act ive Contour 
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Figure 3.11: Wireframe and Object Modeling of a Bowl 
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(b) 
Final result, iter = 100 
(C) 
Figure 3.12: Act ive Contour Process of a Box (a) In i t ia l izat ion (b) Deformat ion 
(c) F ina l Act ive Contour 
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Figure 3.13: Wiref rame and Object Model ing of a Box 
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Solutions to Modeling Error 
Background noise are main ly come f rom the image tak ing processing. To reduce 
the noise f rom the background, images are required to pass a f i l ter to remove the 
background noise so that the background can be remained in black color. 
Incorrect contouring and poor object segmentation result occur because of poor 
qual i ty of image. Since the image qual i ty depends on the camera, the better of a 
camera gives better image quali ty. Also, avoiding tak ing image whi le the camera 
is in mot ion can reduce image ghost in the image. 
3.4.2 Comparison between Virtual 3D Model with Actual 
Model 
The model ing error of the 3D models can be measured by the non-overlapping 
area between surface area of real object and the result ing model. This can help 
to understand the deviat ion of the v i r tua l object w i t h the real object. Since the 
size of V R M L model can be varied using the functions provided by the browser, 
we w i l l fix the height of the model first. The sizes of those mismatching areas are 
measured for each of the 8 original views. They are represented as proport ions 
out of the sizes of the entire 3D model, as shown in Table 3.1. 
We can observe that the margins of errors are always l im i ted under 11%. I t 
shows that the 3D model ing of our process is quite acceptable perceptually. A l l 
the views are approximately the same mismatching areas because this model ing 
technique is repeating on al l views for symmetr ic objects which are used in our 
experiment. 
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Table 3.1: Mismatch ing area propor t ion in percentage 
Can Bowl Box 
Front view 10.55% 10.21% 10.72% 
Left view 10.12% 10.15% 10.25% 
Right view 9.88% 10.06% 11.40% 
Back view 10.60% 10.06% 9.86% 
Mean 10.29% 10.12% 10.43% 
3.4.3 Comparison with Existing Techniques 
There are many exist ing techniques for 3D modeling. The fol lowing is a table for 
the comparison between our a lgor i thm and Niem's approach. [23 
Our approach does not require any knowledge about computer vision for 3D 
model. I t is simple to use and user-friendly. Also, the hardware requirement is 
much fewer than Niem's approach. A l though our model ing result is not com-
parable w i t h Niem's approach, we are also a good al ternat ive in the sense of 
cost-effectiveness. 
3.5 Discussion 
There are several areas are needed to be improved. They are 
• This model allows cyl indr ical object only. More research can be done on 
rectangular object, t r iangular objects and irregular objects. 
• The textures can be further enhanced so that a more realistic object can 
be formed. 
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Table 3.2: Comparison between our approach and Niem's approach 
Our Approach Niem's Approach 
Hardware Computer and CCD Camera Computer , CCD camera and 
Laser gun for object volume detection 
Software Simple and User Friendly Compl icated and require 
Software 3D computer vision knowledge 
Cost Less expensive Expensive due to Hardwares 
Model ing Result Satisfactory Excellent and Accurate 
Speed for A few minutes A few hours 




I n recent years, there is a need of creating v i r tua l environment for Internet brows-
ing. Most v i r tua l environments are created for outdoor purpose. Shum [29], 
Laveau [14] and McMi l l an [21] have proposed various algori thms for creating 
v i r tua l environments. These algorithms are suitable for outdoor environments, 
however, for indoor environments, such as museums and shopping malls, problems 
may exist. The reason is the scenes in most indoor environments are relat ively 
small and usually in closure status, whi le the scenes in outdoor environments are 
far away. Many objects may be distorted i f algori thms of outdoor environments 
are used. Therefore, a novel a lgor i thm for creating v i r tua l indoor environments 
is proposed in this chapter for the enhancement of the qual i ty in creating v i r tua l 
indoor environments. 
Instead of describing the whole process in details, this chapter would con-
centrate on our approach combining w i t h some existing model ing techniques in 
creating a v i r tua l room f rom panoramas taken f rom real scenes therefore users can 
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Figure 4.1: System Flow of our Approach 
walkthrough i t as i f in a real indoor environment. Figure 4.1 shows an overview 
of our entire system. 
4.1 Rectangular Environment Construction us-
ing Traditional (Horizontal) Panoramic Scenes 
I n this section, we w i l l describe the procedures for implement ing our approach 
on a horizontal rectangular environment. I n fact most indoor environment floor 
plans, i.e., room, laboratory and office, are al l rectangular in shape. Thus we 
can apply our system to them to create the v i r tua l walkthrough environments. 
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Horizontal Panorama 
Rectangular Room 
Figure 4.2: Hor izontal rectangular environment 
Since our system can estimate bo th the side rat io y , where I is the length and 
w is the w i d t h of a room, and camera posit ion, we do not have to measure these 
dimensions by hand now. Figure 4.2 shows the idea of this appl icat ion. 
4.1.1 Image Manipulation 
A series of images are taken f rom a real environment using a d ig i ta l camera. They 
are taken along the horizontal axis. The posit ion of the camera is arb i t rary as 
shown in Figure 4.3. 
4.1.2 Panoramic Mosaic Creation 
After the image photos are obtained, panoramic mosaic is created based on ex-
ist ing mosaic creation a lgor i thm [29]. These algori thms have been discussed in 
Chapter 2. Many researchers have developed various techniques and software 
system for captur ing panoramic images of real-world scenes. I n our current im-
plementat ion, C o o l 犯 t m was used to generate cyl indr ical mosaic system f rom 
2D environmental snapshots. Figure 4.4 shows the mosaic segments constructed 
in our experiment. 
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Figure 4.3: Side Rat io Est imat ion (a top down view f rom the ceiling) 
Figure 4.4: Panoramic View of a room 
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4.1.3 Measurement of Panning Angles 
Imagine what a user can observe when he/she is standing at the center of a 
panorama. As the environment is an indoor environment, the observer should 
t u r n to part icular angles when seeing the corners of the indoor environment (see 
Figure 4.5) . We need to have the angles before we bu i ld the v i r t ua l walk-
through environment for the indoor real environment. This can be done by two 
approaches. We can use a cal ibrated method by instal l ing a plate containing the 
reference angle so that we can measure the angle whi le tak ing photos. Also, we 
can measure the number of pixels after generating the cy l indr ica l wrapped image 
so that we can estimate the angle f rom the image. The la t ter one, which is a 
method invented by us, is used because the accuracy is higher and i t is more 
convenience to do so. 
When the panorama is generated f rom some commercial ly available software, 
i.e. C o o 1 3 D T M , i t can be fed into a Mat lab program to define the panning 
angles. Users can define the panning angles by selecting the corners in the indoor 
panorama. Figure 4.5 shows the selection of indoor corners. A f te r choosing the 
corners, program uses the equation 4.1 to find the panning angles. 
二树… i —洲 
A 
for 1 = 1,2,3 (4.1) 
p(4) = ( I 〒 树 (4.2) 
where p is panning angle,小 is corner selected, A is the texture w id th and z = 1, 2, 3 
is the index of the first three corners. For the last panning angle, equation (4.2) 
is used. Thus, four panning angles are available for the est imat ion of side rat io. 
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Figure 4.5: Corners Selection 
4.1.4 Estimate Side Ratio 
After obtaining the angles, we can work out equations so that the side rat io 
can be found. We can define three equations f rom angles {a , b, c, d, e}, side rat io 
X = J and view distance { r i , 7^ 2} as shown in Figure 4.3 by the Sine formula: 
= — (4-3) 
sm a sin e 
sin(37r/2 — a — d — e) sin a ( ) 
= 丄 h (4.5) sin(c — e) sm 0 
We can el iminate r ] by 
T2 二 1 
sin(—7r/2 + d e) sin a 
r . 二 " 2 + " 。 (4.6) 
sm a 
Therefore, equation (4.5) becomes 
sin(-7r/2 i-d + e) x 
— r = (4-7) 
sm a * sin(c — e) sm 0 
As angles {a , b, c, d} are known, and only three unknowns { x , r i , e} w i th three 
equations. We can solve the equations by i terat ion using some in i t ia l values. 
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Figure 4.6: Plot of Rat io x w. r . t . angle e 
Af ter we f ind the rat io x, we can generate a v i r tua l environment w i t h the side 
rat io X. Figure 4.6 shows the graph obtained f rom different value of rat io x w i t h 
respect to angle e. 
As we know that the angle e should lie between 0 to 7r/2. We divide the 
range into 18 in i t ia l values and f ind the rat io x. There are a to ta l of 18 possible 
solutions. Those unreasonable solutions (eg. negative or very small) w i l l be 
rejected. Table 4.1 shows al l val id solution for 5 tr ials. They are also very close 
together as the root mean square error is small. 
4.1.5 Wireframe Modeling and Cylindrical Projection 
When the rat io of the sides of an v i r tua l environment is obtained, a wireframe 
model can be generated. There are 3 axis (x, y, z) which indicate the w id th , 
height and depth of the room respectively. The side rat io gives in format ion of 
X : z only. The height of the rectangular room is not determined through the 
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Tr ia l Rat io x Angle e 
1 1.38 0.65 
2 1.40 0.65 
3 1.34 0.66 
4 1.39 0.66 
5 1.39 0.66 
Root Mean Sq. Error 1.52% 0.64% 
Table 4.1: Size Rat io and Angle e 
above process. We can assume the side rat io is the same as the p ixel rat io in the 
panorama. Then, we can calculate the height based on its number of pixels in 
the panorama w i t h respect to the number of pixels of the sides. A f te r we have 
generated the wireframe, we need to prepare the texture for the texture mapping. 
Af ter completed the construct ion of v i r tua l mosaic images, images are wrapped 
onto a spheres or cyl inder surface by using image viewer software u t i l i z ing texture-
mapping. Only a por t ion of the panoramic image can be seen every t ime by a 
user on the image plane. A texture window is therefore formed by the bounding 
rectangle. The exact coordinates of the current windows can be found by project-
ing several points in the image plane onto the cyl indr ical surface and bounding 
the projected shape w i t h a rectangle w i t h the in format ion of current v iewing 
parameters under full-perspective project ion model. Thus, the curved horizontal 
edges in the panorama segment are rectif ied through this process. Figure 4.7 
shows a panoramic segment of a rectangular room. The curved horizontal edges 
are rectif ied after cyl indr ical project ion. 
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Figure 4.7: Cyl indrical Panorama Segments of a Rectangular Room (a) Front 
View (b) Right Side View (c) Back View (d) Left Side View 
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Figure 4.8: Result ing V R M L model of the room 
4.1.6 Experimental Results 
For our v i r tua l walkthrough environment creation system, w i t h our Mat lab 5.3 
implementat ion executed on a Ul t ra- Sparc One, i t takes about 20 minutes to 
synthesize a 9300x1000 pixels panorama. A l though there are delays in generating 
an environment on-1he-fly, the smoothness of walking through the environment 
is much superior than the a lgor i thm aforesaid. Figure 4.8 shows different views 
of the result ing V R M L model of a rectangular room. Moreover, table 4.2 shows 
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Figure 4.9: Camera Posit ion 
Table 4.2: Comparison of Side ratios 
Side rat io (/ : w) 
Actua l 1:1.386 
Est imated 1:1.367 
Percentage Error 1.1% 
the comparison between the actual side rat io and the est imated result. Table 
4.3 shows the comparison between the actual camera posit ion and the est imated 
result. The camera posit ion coordinates are represented as a por t ion of the to ta l 
length of each side as shown in figure 4.9. In bo th tables, we can observe that 
our estimations are close to the real data. 
4.2 Rectangular Environment Construction us-
ing Vertical Panoramic Scenes 
In most indoor environments, there are a number of long and narrow environment 
(eg. corridors, footpaths). When users t r y to model such k ind of environment 
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Table 4.3: Comparison of Camera positions 
Camera posit ion [ r ^ jw^ ^ y / 0 
Ac tua l (0.422,0.515) 
Est imated (0.420,0.523) 
Percentage Error (0.4%, 1.56%) 
using horizontal panoramic scenes, large d istor t ion of the environment may result 
because the sides of the corridor may be highly distorted and the depth informa-
t ion of the path along the corridor may be misled. Figure 4.10 shows the result 
of a corridor modeled by horizontal panoramic scenes. 
I n order to solve this problem, we have proposed an approach using vert ical 
panoramic scene for the construct ion of indoor v i r tua l environment when we need 
to construct a corridor-l ike environment (Figure 4.11). Our proposed approach 
is defined here: Assuming we are viewing inside a long rectangle corridor and 
given several vert ical panoramic nodes Pi w i t h centers Oi representing the zth 
panoramic node and its center, r is the radius of the panorama, { ^ i i ,队 2 ,没久 4 } 
are the angles f rom the center to the corners of a real indoor environment of 
the zth node, estimate the rat io 暴 which describes the rat io between the sides 
of the real environment, and project the panoramas to the faces of the v i r tua l 
walkthrough environment for browsing. 
The vert ical panorama construction is just the same as the horizontal one 
except the camera is moving along the horizontal axis whi le the horizontal one is 
moving along the vert ical axis. The camera is placed on 0\ for the construction of 
panorama Pi and then the camera moves to O2 for the construct ion of panorama 
P2. Af ter obtaining the vert ical panorama mosaic, the next step is to estimate 
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Figure 4.10: Hor izontal Panoramic Scene of a Corr idor, V iew angles at (a) 0-180 
degree (b) 180-360 degree 




Figure 4.11: Vert ical Rectangular Env i ronment 
the panning angle and side ratios. The calculat ion is jus t the same as we have 
described in the rectangular panorama one. The only different is that now the 
panorama is vert ical. Then, the vert ical panorama can be par t i t ioned into several 
vert ical mosaic sections based on the panning angle value obtained. Figure 4.13 
shows the vert ical mosaic sections in our experiment. 
The texture of the v i r tua l environment also needs the cyl indr ical project ion 
process to rect i fy the edges. The edge is now vert ical. Then, the panoramic 
mosaics need to be turned 90° so that i t can use the a lgor i thm suggested in 
horizontal panoramic mosaic for cyl indr ical project ion. 
Figure 4.15 shows the implementat ion result of creating v i r tua l walkthrough 
environment, using vert ical panoramic scenes. Also, another segment of a cor-
r idor has been done using the above algor i thm. Figure 4.16 shows the result ing 
model of another corridor segment. We can also merge several panoramas to fo rm 
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01 : Center of Panorama 1 
1 ^ ^ ^ ^ 02: Center of Panorama 2 
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Figure 4.12: Def in i t ion on Our Approach of Creating 2 Panoramas Pi and P2 
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Figure 4.14: Recti f icat ion of Panoramic images - Vert ica l 
a larger environment as shown in figure 4.17. The process can be done recursively 
and we can construct environmental model of un l im i ted dimensions by adhering 
new sections, as long as we can obtain the vert ical panoramas. This provides user 
w i t h flexibility and expandabi l i ty in the future. A n online version of the experi-
mental results is also available at http : /1www.cse.cuhk.edu.hk j 〜tklao/vision. 
4.3 Building virtual environments for complex 
scenes 
We may have some complicated environments in real scenes, which are not sim-
ply rectangular in shape. Thus we cannot apply our method directly. In such 
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Figure 4.16: V R M L result of a another segment of corridor 
Chapter 4. Rectangular Virtual Environment Construction 75 
胁脚 Favantt loofe Set? 
,么，\ t^L^ t i i 溢 , 
H 3 脚 ” 
‘ ^ 丨 Local infami £ 
Figure 4.17: Merged V R M L result of two segments (Fig. 4.15 and 4.16) of the 
corridor. One can now move forward and backward in the v i r tua l corridor by 
V R M L browser. 
cases, we can usually decompose the complicated scene into several rectangles of 
different sizes and orientations. Af ter the decomposit ion, we can s imply apply 
our method onto each of those rectangles and create the models for each of them. 
Final ly, we combine the models together according to the way they are separated 
and thus obtained the required v i r tua l environment of the entire complicated 
scene. Figure 4.18 shows the idea of creating complicated v i r tua l environment by 
decomposition. 
4.4 Comparison with Existing Techniques 
There are many existing teclmiques for v i r tua l environment generation. The 
fol lowing is a table for the comparison between our a lgor i thm and rendering 
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Decomposition Combination 
Figure 4.18: Creat ing complicated v i r tua l environment by decomposit ion 
Table 4.4: Comparison between our approach and rendering approach 
Our Approach Rendering Approach 
Preparat ion Real images only A detai l drawing of an environment 
Computa t ion T ime A few minutes A few days 
Model ing Result Satisfactory Excellent and Accurate 
approach under the same computer. 
The preparat ion work for rendering is t ime-consuming because users are re-
quired to f ix their idea of 3D environment first before doing the actual modeling. 
However, our approach can be used once you have an idea on 3D environment 
model. When you want to model an environment, you jus t take the photo on 
that environment and no planning is required. A l though the accuracy of the 
environment of our approach is not comparable w i t h the rendering approach, our 
computat ion t ime is much shorter than rendering approach. 
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4.5 Discussion and Future Directions 
We have implemented an a lgor i thm to create a v i r tua l wa lk through environment 
of an indoor scene. Though there is st i l l room for improvements, our method 
can provide a realistic environment on the web for ordinary users w i t h m in ima l 
sacrifice in image qual i ty and execution speed. 
The followings are the significant advantages of our a lgor i thm: 
1. This a lgor i thm requires very few human interact ion and is h ighly auto-
mated. The photo tak ing process can be done by a mobi le robot wherever 
there is a corr idor- l ike environment or a rectangular room. Then, users 
are only required to click on four points for the corners of the indoor en-
v i ronment , such that our program can proceed w i t h the panning angle 
calculation, f ine-tuning, side ratios est imat ion and v i r tua l walk through en-
v i ronment generation. Some model ing tools require users to select hundreds 
pairs of corresponding points which are very inconvenient. 
2. The computat ion t ime of this a lgor i thm is very short compared w i t h the 
exist ing 3D rendering tools under the same system configuration. A l though 
the image qual i ty would be a problem for faster implementat ion, this al-
gor i thm can be done on real-t ime after fur ther enhancement. Moreover, 
since the environment is generated in V R M L format , i t can be put on the 
web for many commercial applications, (e.g. online shopping mal l , v i r tua l 
museum) 
We are current ly exploring the fol lowing possible enhancements: 
1. There are two main features that our current implementat ion is relying on. 
They are noisy point correspondence and 3D feature dimensions. These 
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measurements may not be readily accessible under al l circumstances. Also, 
wrong calculat ion and unrealist ic view synthesis may exist due to some 
noisy data. Our next target is to relax the dependency on point corre-
spondences and feature dimension, or devise an update rule so that this 
in format ion can be updated adaptively. 
2. The 2D images current ly used for construct ing panoramic mosaic should 
have known focal lengths. This may led to different results for different focal 
lengths. Also, different sizes of each mosaic images (eg. one generated by 
images w i t h resolution 640x480 and one generated by 1280 x 1024) may lead 
to d i f f icu l ty of merging the v i r tua l walk through environments generated. 
Possible solutions are using the same focal length and image size resolution, 
or per form some adjustment before using them in the construct ion process. 
3. Other computer vision tools may be applied to enhance bo th speed and out-
put qual i ty in creating v i r tua l environment. For instance, epipolar geometry 
35] may be used to estimate the fundamental ma t r i x F and transforma-
t ion the 2D feature matching search space down to I D . This can be done 
because there are some viewpoint differences among star t ing and ending 
nodes. In format ion about F w i t h model f i t t i ng method l ike R A N S A C [5 
can help to drop out significant port ions of false matches which effectively 
increase the image qual i ty in synthesized views. 
Chapter 5 
System Integration 
From the previous chapters, we have implemented a method of creating 3D object 
model and v i r tua l environment. This chapter describes the process of integrat ing 
bo th parts of the research. First of all, a top hierarchical V R M L model which 
contain 3D objects model and v i r tua l environment. By using In l ine funct ion 
in the V R M L , al l objects and v i r tua l environment can be placed in the same 
environment. I n order to give a detai l descript ion on each 3D object model, 
Anchor funct ion in the V R M L needed to be used so that users can click the 
object and a larger view of the object can be produced. The browser contain the 
3D object model only so that users can study the object in a more detailed way. 
Figure 5.1 shows the integrat ion of the 3D object and v i r tua l environment. We 
can see that the can, the box and the cup is put on the floor of the corridor. 
When we click the can in the v i r tua l environment, a detai l description of the 3D 
object is shown as figure 5.2. 
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Figure 5.1: Integrat ion of 3D object model and v i r tua l environment 
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Figure 5.2: A detai l description of a 3D object f rom the integrated environment 
Chapter 6 
Conclusion 
We have proposed two major areas for v i r tua l environment construct ion. They 
are 3D object model ing and rectangular v i r tua l environment construction. 
We have introduced a novel and automated method on 3D modeling. By 
making use of our algori thms, active contour model ing and cy l indr ical project ion, 
we can have an automated 3D point acquisit ion and texture construction. A 
wireframe is generated f rom the 3D points obtained and the texture is also placed 
on the wireframe so that realistic 3D object can be formed. This method does 
not require any knowledge of computer vision for the user because al l the jobs are 
done by computer and the a lgor i thm proposed. We have also shown the result of 
this proposed method. 
Moreover, a novel a lgor i thm for creating v i r tua l indoor environment is also 
described. We have introduced a method for convert ing hor izontal and vert ical 
cyl indr ical panoramas to rectangular v i r tua l environment. A panoramic mosaic 
is first generated w i t h a series of images taken by an uncal ibrated camera at an 
unknown position. Then a v i r tua l environment can be created by defining the 
corners in the panoramic mosaic. The side rat io j of the v i r tua l environment can 
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be calculated f rom the panning angle, which is obtained f rom the selected corners 
on the panoramic mosaic. We can also estimate the posi t ion of the camera. The 
texture for the sides of the v i r tua l environment can be cy l indr ica l projected to 
rect i fy the edges of the raw images. Then the texture is placed on the sides of the 
v i r tua l environment to make i t more realistic. I n some sceneries, eg. corridors, 
vert ical panorama construct ion is preferred because high d is tor t ion may occur 
when using hor izontal one. Experiments on real images have been done to ver i fy 
our approach. 
Also, we have implemented an integrat ion of bo th research so that a whole 
environment can be seen. 3D objects is placed on the v i r t ua l environment created 
by the a lgor i thm proposed. These objects can be seen in a detai led way when 
user click them in t h v i r tua l environment. 
Further research work w i l l focus on the improvement of image qual i ty and 
speeding up of the program execution so that i t can be used on real t ime appli-
cations. 
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