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the energy (90) (this is ĉ0 as noted in the text). Noise: salt and pepper
(density = 0.6). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
18 Increasingly higher frequency perturbations applied to a circle (left to
right, l = 0, 2, 5, 10). . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
19 Standard (H0) active contour (top) alters fine structure of the curve
immediately; Sobolev (H1) active contour (bottom) moves from coarse
to finer scale motions. Both use same energy. . . . . . . . . . . . . . . 112
20 Left: Plot of g̃n(·, t) with n = 2 for various t, which shows coarse-to-fine
behavior. Right: Plot of frequency component changing most rapidly
versus time, which shows that the evolution transitions through all
possible frequencies. . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
21 Minimizing Em using a “spiked circle” (which is shown on the right
of each row) for c0, and the initialized curve is a circle: c(u, 0) =
ε(cos 2πu, sin 2πu), ε = 0.001 for u ∈ S1 (left of each row, enlarged for
visibility). Top: Snapshots of the H0 evolution. Bottom: Snapshots of
the H̃2 evolution. The right of each row shows that both flows converge
to the desired “spiked” circle, but taking quite different paths. . . . . 118
22 Simple tracking using geodesic active contours: Standard (H0) active
contour (left column) deforms the initialized contour greatly and is
stuck in local minima, and Sobolev active contour (right column) moves
in a global manner only slightly changing shape. In each frame, the
initial curve (given by the contour detected in the previous frame) is
blue, the intermediate curve is green, and the final detected curve is
red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
x
23 Graphs showing number of iterations to converge and total time for
convergence versus set symmetric difference (SSD) of initial region and
desired object in percent (scaled by desired object area). . . . . . . . 123
24 Tracking of a person in a noisy image sequence with a region-based
(Chan-Vese) energy with H0 (top row), with H0 translation favored
(middle row), and with H̃1 (bottom row) active contours. . . . . . . . 125
25 Plots of error for tracking a square that is translating and slightly
changing its area with various degrees of noise (Gaussian mean 0, stan-
dard deviation σ). Left: Using geodesic active contours, right: using
the Chan-Vese model. Note the difference in the scales of each plot;
in particular, the plots show that the results of using Sobolev active
contours is vastly better than the corresponding H0 active contour. . 126
26 Tracking of a sea-creature at the sea bottom using an energy which
incorporates the mean intensity and variance information inside and
outside the contour. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
27 Tracking of a car under an occlusion using the Mumford-Shah energy
with H0 (top) and H̃1 active contours. . . . . . . . . . . . . . . . . . 129
28 Tracking a car under an occlusion using estimation with Mumford-
Shah energy functional for the detection. H0 (top) and H̃1 (bottom)
active contours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
29 H0 regularization (top two rows). Left to right: α = 1000, α = 1000
followed by curvature smoothing to remove the noise (least number of
iterations to remove noise), α = 10000, 50000, 90000. The image-based
term is Chan-Vese. Sobolev elastic regularization (bottom two rows).
Left to right: α = 0, 0.1, 5, 10, 25. The second and fourth row show
the same result as the row above them, but the image is removed for
visibility. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
30 Tracking a man through an occlusion. Bottom row shows the results of
using a prediction (filtering) on the centroid and the isoperimetric ratio,
and then penalizing deviations of the contour away from predicted
parameters by (115) (α = 50000, β = 100). The top row gives the
result with no such penalty. Both use Sobolev active contours. . . . . 144
31 Segmentation of cyst image with three different initializations (first
image in each row). Converged results for the (117) and H0 active
contour (second image), (117) with the Sobolev active contour (third
image), and the energy (118) (last image). . . . . . . . . . . . . . . . 145
xi
32 Left to right: initial contour, minimizing (121) α = 0.2, 0.25, 0.4 using
H0, and increasing weighted (119) α = 0.1 using Sobolev (all images
show converged contour). The contour expands to enclose the entire
image (fifth image). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
33 Configuration of segments and vertices assumed in the derivations of
non-adjacent segment quantities. . . . . . . . . . . . . . . . . . . . . 151
34 Names of various distances, segment lengths and angles for non-adjacent
segments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
xii
SUMMARY
This thesis makes significant contributions to the object detection problem in
computer vision. The object detection problem is, given a digital image of a scene,
to detect the relevant object in the image. One technique for performing object
detection, called “active contours,” optimizes a constructed energy that is defined on
contours (closed curves) and is tailored to image features. An optimization method
can be used to perform the optimization of the energy, and thereby deform an initially
placed contour to the relevant object. The typical optimization technique used in
almost every active contour paper is evolving the contour by the energy’s gradient
descent flow, i.e., the steepest descent flow, in order to drive the initial contour to
(hopefully) the minimum curve. The problem with this technique is that often times
the contour becomes stuck in a sub-optimal and undesirable local minimum of the
energy. This problem can be partially attributed to the fact that the gradient flows
of these energies make use of only local image and contour information. By local, we
mean that in order to evolve a point on the contour, only information local to that
point is used. Therefore, in this thesis, we introduce a new class of flows that are
global in that the evolution of a point on the contour depends on global information
from the entire curve. These flows help avoid a number of problems with traditional
flows including helping in avoiding undesirable local minima.
In Chapter 2, we demonstrate how one obtains a global flow through the tradi-
tional gradient descent technique by constructing a new class of energies that are
based on particle interactions for points on the contour. These result in gradient
flows that are global, and avoid undesirable configurations of the contour that are
xiii
local minima of previous energies. We show a particular application of these ener-
gies by introducing global regularity and topology preserving properties into active
contour evolutions. More specifically, we construct a term that can be added to any
image-based evolution to obtain an evolution that has topology preserving and reg-
ularity properties. Such a term has not been constructed before for active contours.
These new constructed evolutions provide applications where prior information on
the topology and regularity of the object to be detected is known. For example, one
application is brain cortex segmentation where the topology of the cortex is known
to be topologically equivalent to a sphere, and that topology must be maintained
throughout the evolution.
In Chapters 3, 4, and 5 we obtain global flows as optimizing flows for all previous
active contour energies by considering a novel optimizing technique, which can be
applied to any active contour energy. We note that “gradient flows” not only depend
on the energy they minimize, but also on the metric that is chosen on the space of
shapes (contours), i.e., the “cost” to deform contours. This fact has been ignored in
the active contour literature, where the agreed upon choice of “metric” has always
(knowingly or unknowingly) been the standard geometric L2-type metric. On the
other hand, in a parallel field called shape analysis where the objective is to be able
to perform statistical operations on shapes (e.g. contours) there have been numerous
metrics considered, and there is no agreed upon choice of metric. A recent result in
shape analysis indicates that the standard geometric L2-type metric considered for
defining gradient flows is pathological. As we show, there are also many undesirable
properties of the gradient flows for active contour energies that the L2 metric in-
duces. Therefore, we consider a new class of Sobolev-type geometric metrics to define
gradient flows for active contours. These new metrics do not have the pathological
properties of the standard L2-type metric. In addition to the many useful theoretical
properties of these new Sobolev-type gradient flows, we show many applications to
xiv
segmentation and visual tracking, and the substantial improvements over L2 gradient




This thesis concerns the problem of object detection (e.g. segmentation) in computer
vision. In other words, given a digital image of a scene, the object detection problem
is the problem of designing a computer algorithm to detect the “relevant” object(s) in
the image. The approach taken in a large body of literature in computer vision (and
that we take in this thesis) is to construct a clever image dependent energy or cost
functional defined on the space of all possible objects, that is a space of shapes, and
find the optimum object or shape with respect to the defined energy. The optimum
shape with respect to the constructed energy is the relevant object that is to be
detected. The previous problem is known as the shape optimization problem, and
poses many important questions such as
1. how does one mathematically represent shapes?
2. how does one construct energies on shapes?
3. how does one find the optimum shape of an energy?
In many cases the information in the image itself is not enough to detect the
object (e.g. in the case of occlusions of the desired object or missing information
from the image). Therefore, many works take the approach of incorporating prior
known information on the shape of the object to be detected into the construction of
the energy. Such prior information may be available from a database of likely shapes.
When such a database is available, it is of interest to quantify differences in shapes so
that, for example, it is possible to compare a shape obtained from image data alone
to shapes in the database in order to know whether the obtained shape is “likely.”
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More generally, it may be desired to perform statistical operations on shapes in the
database in order to, for example, obtain efficient representations of the database for
real-time algorithms. These ideas raise many fundamental questions:
1. how does one mathematically represent shapes?
2. how does one define and construct a metric or similarity score between any two
shapes?
3. how does one perform statistical operations on shapes?
This thesis relates to all of the questions above, but we are mainly interested in the
third question of the first paragraph. Indeed, we simply follow a common approach
in the literature in order to answer the first question. This thesis develops a novel
technique to optimize energies defined on shapes and shows how this technique is
naturally connected to the question of constructing metrics defined on shapes. As
we shall see, the approach we take in this thesis is in some sense a generalization of
calculus and statistics in Rd. In Rd, taking a point x ∈ Rd to represent a “shape,”
it is quite easy to answer the previous questions. For example, if we have an energy
or cost functional, E : Rd → R+, then an approach for minimizing E is to derive the














where x0 ∈ Rd is an initial guess of the minimum of E, x(t) = (x1(t), . . . , xd(t)),
and ẋ is the time derivative of x. If the flow exists, then it will converge to a local
minimum of E (provided one exists). A metric on Rd can simply be taken to be the
Euclidean metric. We can easily define statistics in Rd: indeed the average of a set








Hidden in all of the above simple calculus and statistics computations is the notion of
“metric,” and we shall see in this thesis how the metric choice on more complicated
spaces of “shapes” is crucial for the object detection problem.
In the next sections, we give a review of the relevant literature, which will in part
help motivate the contributions of this thesis.
1.1 Curve Evolutions, Shape Optimization, Active Contours
Let Ω ⊂ R2 denote the domain of an image I : Ω→ R+. We are interested in image
segmentation: partitioning Ω into subsets Ai such that Ai ∩ Aj = ∅ when i 6= j,
∪iAi = Ω, and each Ai should represent a “distinctive” region of the image I. In this
thesis, we consider the simplest case of two regions: A1, representing an object of
interest in the image (e.g. a car or person), and A2, the background. One approach,
which we take in this thesis, is done by designing an algorithm to deform an initially
placed shape in Ω to the relevant object in I. In order to deform a “shape”, one
first needs a computational definition of shape; unfortunately, there is no agreeable
definition (see Section 1.2). However, in the computer vision literature a somewhat
natural and intuitive definition has arisen, although not explicitly stated, from the
works of Kass et al. [51] and Mumford and Shah [71, 72]: a shape is simply a region
A ⊂ Ω represented by its bounding contour. This definition is made explicit in the
work of Kimia et al. [55] in which the authors formulate a theory of shape based
on the theory of deformations from the mathematical literature. Indeed, the authors
represent shapes as images of C2 embedded mappings S1 → R2, i.e., curves that are
diffeomorphic to the circle S1. We will build from this approach in this thesis.
1.1.1 Curve Evolution Theory
The origin of the active contour field, which is generally a subset of shape optimiza-
tion where “shape” means “contour,” can be traced to the mathematical literature
on curve evolutions, in particular, the curve shortening flow. The curve shortening
3
flow is the flow obtained by deforming a smooth curve at a velocity proportional to
its curvature vector. The term “curve shortening” originated in the mathematical
literature “because the flow lines in the space of closed curves are tangent to the
gradient for the length functional [41].” Mathematically, the curve shortening flow is









(u, t) = κ(u, t)N (u, t)
C(u, 0) = c0(u)
(1)
where u ∈ S1, c0 ∈ C2(S1,R2) is embedded, C : S1×R+ → R2 is a family of curves, κ
is the curvature of C, N is the inward unit normal, and s : S1×R+ is the arc-length




|∂uC(u, t)| du. (2)
In a series of papers [35, 36, 37, 40], Gage and Hamilton, and Grayson prove remark-
able results about (1): the curve C(·, t) remains an embedded curve, and the initial
curve c0 is shrunk to a “circular point” in finite time in the sense that the isoperi-
metric ratio of C(·, t) converges to that of a circle. Thus, this equation generalizes
Gaussian smoothing to geometric curves in the sense that Gaussian smoothing arises
from a linear heat equation on the plane R2, which resembles (1). It should be noted
that the curve shortening flow is invariant to the Euclidean group in the sense that
if C is the solution to (1) then the solution of (1) in which c0 is replaced with g ◦ c0
where g is a Euclidean action is g ◦ C. In computer vision, it is of interest to have a
similar smoothing process that is affine invariant; indeed, the flow
∂C
∂t
(u, t) = κ1/3(u, t)N (u, t)
considered by Sapiro and Tannenbaum [91, 92] is affine invariant and has similar
smoothness and embeddedness properties to the curve shortening flow.
In computer vision, Kimia et al. [55] have introduced the flow
Ct = (β0 + β1κ)N , (3)
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where β1 > 0, for the purpose of shape analysis. The flow was numerically studied
earlier by Osher and Sethian [78] and Sethian [94]. This PDE is known as a reaction-
diffusion equation. The first term is an inflationary term moving the curve outward
and produces singularities of the curve, and the second term is a diffusion that smooths
the curve as noted earlier. Caselles et al. [14, 15] and Malladi et al. [63] have
generalized (3) to perform boundary detection for the image segmentation problem.
They consider the curve evolution
Ct = φ(κ− ν)N , (4)
where ν ∈ R is a constant, which controls the inward or outward (depending on the
sign of ν) movement of the curve, and φ : Ω→ R+ is an “image edge detector,” which
is low near object boundaries in the image; typically, one chooses
φ(x) =
1
1 + |∇I(x)|2 , where ∇I(x) = (∂x1I(x), ∂x2I(x)). (5)
The curvature term ensures curve regularity. In the case ν > 0, the curve according
to (4) moves outward smoothly, and the speed of the curve is controlled by φ. When
the curve becomes close to edges, φ is small and the curve slows down and comes to
a stop.
1.1.2 Shape Optimization for Image Segmentation
An energy based technique for evolving curves to detect an object in an image was
proposed in the seminal work of Kass et al. [51]. Minimizing the energy or cost





φ(c(u)) + w1(u)‖c′(u)‖2 + w2(u)‖c′′(u)‖2
)
du (6)
was proposed to evolve an initial curve to the target object boundary. Note that
w1, w2 : S
1 → R+ are predetermined weights, and φ is the edge detector mentioned
earlier (5). The idea is that the energy is minimized by curves that align along the
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boundary of the object (since φ is low in these places) and are smooth because the
second two terms of (6) are small for smooth curves. To minimize (6), one calculates
its Euler-Lagrange equation and constructs the gradient flow to determine a curve
evolution that will lock into a local minimum of (6). We outline such a procedure in
the next paragraph.
One problem with the model of Kass et al. [51] is that it is dependent on the
parameterization of c. This is clearly undesirable for image segmentation applications.
The work of Kichenassamy et al. [53] and Caselles et al. [16] (see also the work of Shah
[95]) united the curve evolution approaches [14, 15, 63] and the energy minimization
approach to object detection of [51] by proposing to minimize the following weighted





where s is defined in (2) and ds is the arc-length measure. Note that (7) is invariant
to parameterization of c since only the arc-length parametrization is considered. One






h · (∇φ · N − φκ)N ds (8)
where h : S1 → R2 is an infinitesimal deformation of c, and (c+th)(u) := c(u)+th(u).
The variation above is zero for all smooth h when
(∇φ · N − φκ)N = 0,
which is the Euler-Lagrange equation for (7). To minimize (7), one can consider
evolving an initial curve according to the curve evolution
Ct = −(∇φ · N )N + φκN , (9)
which according to (8) minimizes E, and is referred to as the gradient descent flow.
The first term attracts the the curve to the object boundary, while the second term
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shrinks the curve and slows near the object boundary. Note that (9) generalizes the
curve shortening flow (1), which is the gradient flow for length, to a more general
Riemannian manifold (instead of the isotropic plane) whose metric is determined by
φ.
The common feature of the above curve evolutions for image segmentation is
that they use information from image edges, determined by φ, in order to move
the curve. Other edge-based models include [24, 111, 98]. For many images, this
edge information is not sufficient to drive the curve to segment the image correctly.
Many works (e.g. [71, 72, 88, 118, 114, 17, 80, 81]) have incorporated region-based
information (e.g. statistical properties of image regions) to derive curve evolutions.
One of the first energies using region-based information is the energy considered by





(I − f)2 dA+ α
∫
Ω\c(S1)




where α, β > 0, I is the image to be segmented, f : Ω → R+ is a piecewise smooth
function that may be discontinuous along c, and dA is the area measure in Ω. The
energy is minimized in both c and f . It is optimized when the curve c separates
distinct regions of the image, and f smoothly approximates the image I inside and
outside the curve c. Mumford and Shah [72] prove existence of a minimizer of (10)
using geometric measure theory when f is restricted to be piecewise constant. Other
region-based curve energies (e.g. [88, 118, 114, 17, 80, 81]) are based on minimizing





where cin is the region enclosed by c and g : Ω → R. The gradient flow of (11) (see
for example [118]) is
Ct = gN . (12)
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1.1.3 Level Set Evolutions and Existence/Uniqueness of Flows
We now discuss the numerical implementation of the curve evolutions discussed in the
previous sections. In the work of Kass et al. [51], the curve evolution is implemented
using a Lagrangian marker particle method, i.e., the curve is represented by sample
points, and the flow is discretized. While the method is quite simple, there is a basic
problem: the “particles” become close during the evolution, which leads to many
numerical problems. Therefore, the approach taken by most of the authors of the
works discussed in the previous sections is using level set methods, introduced by
Osher and Sethian [78]. In this approach a function Ψ : Ω×R+ → R called the level
set function is evolved rather than the curve C. The zero-level set of Ψ is C, i.e.,
{x ∈ Ω : Ψ(x, t) = 0} = C(S1, t). Note that the evolution of Ψ is
Ψt(C(u, t)) = −∇Ψ(C(u, t)) · Ct(u, t) (13)
for points on the curve C. Note that the previous equation only specifies the evolution
of Ψ along the curve C, and therefore the evolution must be specified for other points
x ∈ Ω. For many of the non-image based evolutions (e.g. (1),(3)) there is no problem,
and the evolutions can be naturally extended to all of Ω. For example, if we consider
the curve evolution Ct = N , then we can write N = −∇Ψ/|∇Ψ|, which is defined
on Ω not just C, when Ψ is restricted to be negative inside C and positive outside.
Then (13) becomes Ψt = −|∇Ψ|, which is defined on Ω. For image-based evolutions,
one usually has to construct extensions in order to define the level set evolution. The
benefits of level set methods are numerous: including numerical stability, not having
to deal with reparameterizations, and splitting and merging of curves are handled
automatically. However, the method may only be used on certain curve evolutions,
namely, evolutions that have a maximum principle.
Level set methods are not only advantageous for numerical implementation, but
also for theoretical reasons. Indeed the corresponding level set evolution equations are
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generally much easier to analyze than the corresponding geometric curve evolutions
mainly because level set functions form a linear space. The works [35, 36, 37, 40]
have shown the difficulty of proving existence/uniqueness of a simple geometric curve
evolution. Therefore, many works (e.g. [53, 16]) have taken the approach of converting
the curve evolution into a level set equation, and then proving existence/uniqueness
of this PDE in some sense. There is no general theory for these level set evolutions,
which are almost always non-linear PDE, and each level set equation typically must be
analyzed using different techniques. Viscosity theory [25] and the theory of hyperbolic
conservation laws provides a convenient setting for analyzing such non-linear PDE.
This theory provides a weak formulation of the level set PDE, and accounts for non-
smooth solutions. We shall not go into details of this theory. Another advantage of
the level set evolutions over corresponding curve evolutions is that they make sense
theoretically when topology changes occur; such changes would result in cusps or
kinks in the curve, and thus the curve evolution equation would not make sense.
1.2 “Shape Priors” to Statistical Shape Analysis
1.2.1 Prior Shape Segmentation
Recent works that use active contours for segmentation are not only based on infor-
mation from the image to be segmented (edge-based or region-based), but also on
a priori information known about the shape of the desired object to be segmented.
The need for this type of prior term arose from several factors including the fact that
some images contain limited information, the energies functions considered previously
could not incorporate complex information, the energies had too many extraneous lo-
cal minima, and the gradient flows to minimize these energies allowed for arbitrary
deformations that gave rise to unlikely shapes.
The work of Leventon et al. [60] showed how to incorporate the information from
a database of shapes that represent different variations of the object to be segmented
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into the active contour paradigm. In this work, it is assumed that a database of
shapes represented by their distance functions is available. A distance function to a




where c(S1) is the image of c. Usually one considers the signed distance function,
which is identical to dc except that the signed version is negative when x is in the
region enclosed by c. Therefore, signed distance functions are special cases of level set
functions. The idea in [60] is to perform a principal component analysis (PCA) on the
signed distance functions of the database shapes, which can be discretely represented
as column vectors. Although the set of signed distance functions is not a vector
space, it is shown by experiments that the zero level sets of linear combinations of the
components obtained from the PCA “look like” reasonable shapes. An alignment of
the shapes so that the shapes have nearly identical pose is done by an ad-hoc method
before the PCA. The procedure for the authors’ segmentation using active contours
is to evolve the initial curve for a few iterations by the geodesic active contour model
[53, 16], and then move the contour according to the prior shape information. This
procedure is continued until convergence. In order to move the contour toward to a
probable shape, a shape, which is determined by the PCA, is obtained by maximizing
the probability of it given the current contour and image intensity information. The
contour is then moved toward this maximum probability shape by simply adding to
the contour a scaled version of the shape.
Subsequently, Tsai et al.[107] built on the work of [60]. Instead of the ad-hoc
procedure for aligning training data, Tsai et al.propose an alignment procedure by
minimizing a simple energy defined on pose parameters for each training image. The
energy is simply a sum of the normalized L2 discrepancy between mutual pairs of
pose transformed images. They then perform a PCA on signed distance functions of
the training data to obtain the components {Φ0, . . . ,Φk−1}. A shape is modeled as
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the zero level set of




where w = {wi}k−11 ⊂ R are weights, and T = {Ti}k−10 are pose transformations rep-
resented by a finite number of parameters. Unlike the usual active contour strategy
that attempts to find the best contour for a given energy, the authors of [107] opti-
mize a traditional active contour energy, for example a region-based energy discussed
earlier, with respect to the weights, w, and pose parameters, T . Therefore, the shape
model is directly incorporated into the image-based segmentation unlike the approach
of [60]. The problem with the approach of [107] as with that of [60] is that the set
of signed distance functions is not a vector space. Thus, Duci et al.[32] considered a
representation of shapes that gives a linear structure. Other works that are related
to [107] are [89, 22, 27, 85]. In all these works, the main idea is designing a term of
the energy to incorporate prior shapes that is small when the curve is close, in some
sense, to a pre-specified shape.
A problem with the methods discussed in this section, among others, is the need
for training data, which is sometimes unavailable. Therefore, there have been some
works that attempt to incorporate prior shape information to the segmentation energy
functional by adding a term that is favorable to certain geometries of shapes without
the use of training data. For example, the work of Rochery et al. [86] attempts to
segment line structures in satellite images. These line structures are thin elongated
structures, and a prior term is created to favor these shapes. They introduce a new
class of active contours energies, which in particular favor thin elongated structures.
Another example of a geometric shape prior driven term is the work of Nain et al.
[73], which attempts to segment vessels.
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1.2.2 Statistical Analysis Using Riemannian Manifolds
The works on shape priors presented in Section 1.2.1 have led to a fundamental
question on how to define a distance between two curves or shapes. Such a distance
is useful for many other applications in computer vision as well. This distance allows
one to define an average shape of a given set of shapes, and more generally compute
statistics of shapes. One example application is the problem of object classification
where one may have a database of known shapes and it may be desirable to classify
a new shape. Determining whether a new shape is part of an existing class can
be performed when statistics on shapes can be computed. Another example is the
registration problem where one wants to determine the morph transforming one curve
to an another; as we shall see, this problem is related to defining distance between
shapes. This area of research called shape analysis spans at least a hundred years,
although the applications of shape analysis to prior-based segmentation with active
contours has only been introduced in the past few years.
Early works on defining shape spaces in the statistics literature are found in
[52, 58, 65]. In these works, shapes are modeled as a quotient space of sets of N
points in RM ; that is, the shape space is RMN/{SE(M) × R+} where SE(M) rep-
resents the special Euclidean group, and R+ represents the possible scale parameter.
Transformations of a shape within SE(M)× R are considered to generate the same
shape, while those outside correspond to deformations of the shape. This space is en-
dowed with a Riemannian metric to quantify differences of shape. The disadvantage
of this approach is that all shapes must have N distinct parts or landmarks, and one
cannot compare shapes that do not have distinct landmarks. Grenander [42] gives an
approach for defining a shape space without the use of landmarks. In this work, the
shape space is represented as an infinite dimensional manifold, and variations of shape
are captured by actions of Lie groups. Low dimensional transformations (i.e., SE(n))
leave shapes unchanged, while high dimensional transformations deform shapes.
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We now highlight some recent works in shape analysis, which build from Grenan-
der’s theory [42] of using infinite dimensional Riemannian manifolds to model shape
spaces, and which we shall build on in this thesis. Younes [117] builds on the work of
Grenander [43, 42] by defining shapes as elastic curves. The distance between these
curves is not based on a discretization of the curve or landmarks. Curves are defined
by their length, and their tangent vector field. The cost of perturbing a curve, which is
constructed to be invariant with respect to translations is related to a Sobolev norm.
A first order approximation of this cost is used to construct the distance between two
curves. The distance construction is based on the distance generated by a Rieman-
nian manifold. A numerical implementation is given for the case when the curves are
restricted to polygons. This theory is generalized in the work of Trouvé and Younes
[105], in which the authors construct a Riemannian manifold by considering spaces of
images (i.e., the shapes) and deformations of the entire plane as infinitesimal shape
variations. It is shown that this construction simplifies to both the case of Rieman-
nian manifolds based on landmarks and the elastic curves manifold of [117] in special
cases.
Mio et al. [70] represent shapes as curves, and curves are represented as direction
functions, that is, angle functions of tangent vectors. The shape space is produced
from θ0+L
2(S1,R) where θ0(s) = s is the angle function for the circle. They would like
to produce a space invariant to rotation, and this is done by restricting to functions











θ(s) ds, f 2(θ) =
∫ 2π
0




and the pre-shape sub-manifold is C1 = f−1(π, 0, 0). Note that the space has a
dependence on the initial point, and so the quotient space S = C1/S1 is considered
the shape space. This shape space is a Riemannian manifold, and the authors give
an approximate method for computing geodesics on this manifold by approximating
13
curves through the Fourier basis.
There have been numerous works in the shape analysis literature, and each author
has proposed different way of defining distance between shapes. This can be partly
attributed to the fact that human perception of shape similarity is so complex, and
a single simple mathematical metric cannot possibly be sufficient to describe human
perception. Michor and Mumford [68] analyze the simplest possible Riemannian
metric on plane curves. This motivation leads the authors to consider the L2-type
geometric inner product, which they referred to as H0, on the space of deformations
of a curve. However, [68] (independently by [112]) show a rather remarkable property
about the Riemannian metric on the space of curves induced by the H0 inner product.
Indeed, the authors show that the distance between any two curves induced from H0
is zero, which makes this “distance” meaningless. Accordingly, Michor and Mumford




(1 + Aκ2(s))h(s) · k(s) ds, (14)
where h, k ∈ C∞(S1,Ω) are perturbations of the curve c, A > 0, and κ is the curvature
of c. This induces a non-trivial Riemannian metric on the space of plane curves.
Yezzi and Mennucci [112, 116] also analyze the H0 Riemannian structure, mo-
tivated by the fact that all works in the geometric active contours literature (as
described in Section 1.1) that derive gradient flows to minimize energies imply a nat-
ural notion of distance between curves or shapes, i.e., the distance induced from the
H0 Riemannian structure. Hence, if one would like a consistent theory of both shape
optimization (e.g. active contours) and shape analysis, then one should use the H0
“metric” for shape analysis. As noted by Yezzi and Mennucci, the proposed modifica-
tion (14) of the H0 “metric,” although yielding a non-trivial metric, has detrimental
consequences for defining active contours (e.g. loss of maximum principle for the
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length shortening flow). Therefore, they propose a conformal variant of H0:
〈h, k〉H0φ,c := φ(L(c))
∫
c
h(s) · k(s) ds (15)
where L(c) is the length of c, and φ : R → R+ is a conformal factor. This leads
to gradient flows that are geometrically equivalent to the corresponding H0 gradient
flows, and moreover the induced Riemannian metric is non-trivial. Unfortunately,
recent computations done by Shah [96] suggest that minimal geodesics between curves
do not exist in general.
1.3 Contributions of this Thesis
The main contribution of this thesis is to essentially introduce global minimizing flows
to solve active contour problems. By global flow, we mean that the curve deformation
at a particular point at all instants of time for active contours depends on global
information from the entire curve, not just information local to the point as in all
previous active contour models. There are many reasons for introducing these flows,
including to avoid local minima of energies caused by unlikely shape deformations.
This thesis also moves a step in the direction of obtaining a consistent theory of both
shape optimization and shape analysis, which has been elusive in the past.
More specifically, the contributions of this thesis are the following:
• In Chapter 2, we start by introducing a novel geometric double integral energy
for active contours. This introduces a new class of energies that are different
than traditional active contour energies, which are often “linear.” The gradient
descent flow of this energy depends on global information of the curve. We
apply this type of energy to construct a new class of active contours with global
regularizing and topology preserving properties. This can be thought of as a
“shape prior” for active contour segmentation. A topology preserving active
contour is of great interest for applications such as brain cortex segmentation
where the cortex is always homeomorphic to a sphere.
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• Next in Chapter 3, we introduce the fact that gradient flows for active contour
energies depend on the metric that exists on the space of curves (shapes). This
fact has been ignored in the active contour literature throughout the 20 year
history of the field. We formalize the theory of active contours and introduce
the manifold in which they live. We then introduce Sobolev-type metrics in
the space of curves. This change of metric changes all previous gradient flows
for active contours, which have all been (knowingly or unknowingly) based on
the traditional H0 “metric.” This gives a completely new way of optimizing
any active contour energy. These new gradient flows are global flows that in
particular avoid local minima of energies that plague H0 gradient flows. We
illustrate and discuss the many useful properties of these new flows, including
applications to both segmentation and visual tracking in Chapters 4 and 5. This
work also moves in the direction of a consistent theory of shape optimization
and analysis as we will show.
This thesis is a combination of the following papers: [100, 101, 102, 103].
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CHAPTER II
GLOBAL REGULARIZING FLOWS WITH TOPOLOGY
PRESERVATION FOR ACTIVE CONTOURS AND
POLYGONS
In some applications for image segmentation using active contours, the topology of
the object(s) to be detected from an image is known a priori, despite a complex
unknown geometry, and it is important that the active contour or polygon maintain
the desired topology. In this chapter, we construct a novel geometric flow that can be
added to image-based evolutions of active contours and polygons in order to preserve
the topology of the initial contour or polygon. We emphasize that, unlike other
methods for topology preservation, the proposed geometric flow continually adjusts
the geometry of the original evolution in a gradual and graceful manner so as to
prevent a topology change long before the curve or polygon becomes close to topology
change. The flow also serves as a global regularity term for the evolving contour, and
has smoothness properties similar to curvature flow. These properties of gradually
adjusting the original flow and global regularization prevent geometrical inaccuracies
common with simple discrete topology preservation schemes. The proposed topology
preserving geometric flow is the gradient flow arising from an energy that is based on
electrostatic principles. The evolution of a single point on the contour depends on
all other points of the contour, which is different from traditional curve evolutions in
the computer vision literature.
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2.1 Introduction
The active contour field has seen a number of modeling techniques from early edge-
based strategies to more sophisticated region-based techniques. All of these energy-
based active contour models have two common features: a data fidelity term, which
matches the curve to the image, and a term that incorporates prior information of
the object to be detected, most often a regularity penalty. One possible way to nu-
merically implement active contour evolutions is using level set methods, introduced
by Osher and Sethian [78]. Advantages of this approach are that it is independent of
parametrization of the curve, and that splitting and merging, i.e., topology changes,
of the evolving curve or curves are handled without additional effort.
Although topological flexibility is an advantage of level set methods in many
applications, in some applications, such topologies changes are not desirable [45,
44]. In these applications, the topology of the object to be segmented is known a
priori, and must be enforced during the evolution. The work of Han et al. [45, 44]
examines the segmentation of the cortex of the brain. It is known that the cortex is
homeomorphic to a two dimensional sphere, and so this topology must be enforced
during the evolution. Han et al. give examples where using a level set method
to segment the cortex without enforcing the topology of a sphere gives a wrong
segmentation. The method for topology preservation in [45, 44] assumes that the
active contour evolution is implemented using level sets. Therefore, it is assumed that
the curve is evolving in a finite subset of R2, i.e., the domain of the level set function.
The idea of Han et al.’s algorithm is to detect the grid points of the domain of the level
set function that will change sign at each iteration of the level set function evolution.
These grid points are the only locations where a topology change can occur. If a
topology change will occur at one of these grid points as a result of updating the level
set function, then the function value at this grid point is not changed. A condition
for detecting topology change at a grid point is derived; the condition is based on
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the configuration of the level set function in a small neighborhood of the grid point.
One of the advantages of this method is computational speed; the method does not
accrue much computational cost compared with the scheme without any topology
preservation.
Although the method of Han et al. guarantees that the resulting segmentation has
the correct topology, there are some undesirable features resulting from the way this
method is used in [45, 44]. The most notable disadvantage of Han et al.’s method as
presented there is that topology preservation is an abrupt, discontinuous motion that
is unnatural. Often times, as we shall see in Section 2.4, one obtains an unnatural
segmentation, plagued by geometric inconsistencies, which is close to self intersection,
and is only separated by a minimal spacing that is determined by the grid spacing.
The undesirable features resulting from the method of Han et al. stem from the
fact that the underlying partial differential equation (PDE) guiding the evolving
contour does not, in general, have any “desire” to preserve topology. Thus, the abrupt
stopping of the curve in the method of Han et al. does not in any way simulate the
actual behavior of the underlying PDE. It would be justified to use the method of
Han et al., as a numerical scheme, in conjunction with a PDE that actually preserves
topology much like the use of numerical schemes that are designed to simulate certain
features of continuous-time PDEs (for example, conservation laws). Thus, in the
case that limitations of the discretized PDE prevent topology preservation in the
simulation of the PDE, the method of Han et al. can be used to prevent a discrete
topology change. This would actually be a better simulation of the PDE, which
actually preserves topology, than not using a designed discrete topology preserving
step considering the limiting factors of the discretization.
In the proposed work, we construct a PDE that actually preserves topology. We
construct a geometric term that can be added to an existing image-based contour evo-
lution. This novel geometric flow preserves the topology of the contour by continually
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adjusting the original flow so that the contour is gradually moved away from changing
topology well before the contour becomes close to changing topology. We will show
that the flow we construct serves to globally regularize the evolving contour and may
be used as a contour regularizer that, among other properties, ensures smoothness
of the contour. Therefore, the usual curvature smoothness term that is used in most
active contour works can be replaced with the proposed geometric flow when topology
preservation is needed. Geometric inconsistencies in the resulting segmentation that
typically arise from using the method of Han et al. on a PDE that does not preserve
topology are not likely with our new flow because of the global regularizing properties
and gradual topology preservation of our flow. Because we use a geometric flow, our
method is not restricted to level set methods, and any active contour implementa-
tion can be used to implement our flow. We also construct a global regularizing and
topology preserving term for the case of evolving polygons [10, 108].
We pair the discrete numerical scheme of Han et al. (or any other discrete topology
preservation scheme) with our continuous-time topology preserving PDE because of
limiting factors from the discretization of our PDE. The pairing we make is not so
different from the pairing of discrete numerical schemes with appropriate PDEs. For
example, it is well known that first order evolution PDEs require an appropriate
upwinding discretizing scheme. If one were to use an upwinding scheme for second
order PDEs, it would lead to numerical artifacts not representative of the PDE. In the
same way, using the numerical scheme of Han et al. on an inappropriate PDE leads
to numerical artifacts not representative of the actual PDE. Therefore, our method
gives new justification for using the numerical scheme of Han et al. in conjunction
with a class of PDEs that actually preserve topology. Because implementing our
new PDE preserves topology in continuous time, and the underlying PDE prevents
topology change before the curve is close to self-intersection, the proposed method is
much less likely to suffer from the disadvantages of using the method of Han et al.
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on an inappropriate PDE (see Section 2.3.2.2 for more details).
In order to derive a geometric flow for topology preservation in the presence of
image-based forces, we observe a necessary property of the flow. Note that a topology
change is a self intersection of the contour. In order for a point on the contour to move
away from self intersection, it must have some “knowledge” of the location of the other
points on the contour. Thus, the evolution of a point must depend globally on other
points of the contour, as opposed to a local dependence as a curvature regularizer.
The idea of a contour evolution that depends on each point of the contour has been
used in recent works, for example, in the work of Rochery et al. [86, 87]. In the work
of Rochery et al., an energy is introduced that is a double integral around a contour of
some function. This energy is used to enforce a global shape prior that curves are long
and thin. The resulting curve evolution depends on an integral around the contour.
A similar idea of energies that are double integrals is also used in the work of Kim et
al. [54]. In this case, however, the energy is a double integral over the region enclosed
by the contour rather than the contour itself. In this chapter, we introduce an energy
that depends on a double integral over the contour, and has natural connections to
electrostatics.
Applying principles from electrostatics to computer vision has been done in recent
work. For example, the authors in [18] use simulated charge inside the region enclosed
by an active contour. The contour moves in response to both the electric potential due
to the charge and a potential derived from the image to be segmented. The electric
field moves the contour outward, and the field from the image potential pushes the
contour toward the object to be segmented. This method cannot be used for topology
preservation; in fact, the authors in [18] give results that show merging and splitting
of contours is possible with their method. A similar use of electrostatics is used in
[50], but again, this method cannot be used for topology preservation.
Recent works that incorporate topological priors into image segmentation are [97,
21
3]. In [97], an energy is constructed to favor distinct connected components of the
contour from intersecting; however, there is nothing in the energy that prevents a
single connected component from splitting. In [3], a level set scheme is formulated
for preserving topology. This method is different than ours in that it is based on the
level set representation of the contour whereas our geometric flow can be used with
any implementation of the contour evolution. The key difference is that their level
set evolution does not provide global regularization of the contour, which is often
necessary in applications, and a major contribution of our work.
2.2 Variational Approach to Topology Preservation
We shall first give a mathematical definition of the active polygons and active contours
that we consider in this chapter. Let the domain of the image we wish to segment
with a polygon or contour be denoted by I, where I ⊂ R2. An active polygon is
a polygon with vertexes v0, . . . , vn−1, where n ∈ N\{1, 2}, in I that moves at each
instant of time according to the set of ordinary differential equations
dvk
dt
(t) = Ik(t) + αRk(t),where k = 0, 1, . . . , n− 1 (16)
where Ik, Rk : R+ → R2; Ik is the force derived from the image we wish to segment, Rk
is a regularizing and topology preserving force that is derived only from the geometry




‖Ik(t)‖ < +∞, (17)
where ‖ · ‖ is the Euclidean norm of ·. An active contour C is a twice differentiable




(p, t) = i(p, t)N (p, t) + αR(p, t) (18)
where p ∈ S1 denotes a parametrization of the curve C, S1 = [0, 1]/{0, 1} is the unit
interval with endpoints identified, i : S1 × R+ → R, and R : S1 × R+ → R2. The
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image-based force is the term iN , where N is the unit normal vector to the curve C.
The regularizing and topology preserving term of the active contour is R. We make
the assumption that i is uniformly bounded, i.e.,
sup
t∈R+,p∈S1
|i(p, t)| < +∞. (19)
Note that our assumptions in (17) and (19) are not too restrictive, and are typically
true in practical applications. For example, the data terms of Mumford-Shah [72],
Chan-Vese [17], and other region based curve evolutions satisfy these conditions when
the image is bounded, which is true for digital images.
Our approach to derive Rk and R so that (16) and (18) preserve the topology of
the initial configurations is to minimize an energy. The motion to minimize the energy
as fast as possible with respect some given inner product will correspond to the terms
Rk and R. The energy approaches infinity as the curve approaches self intersection,
and becomes large when the curve is “irregular”. The intuition for our approach is
from electrostatics. We imagine that the curve has a uniformly distributed charge
along its perimeter, and that the curve moves in response to the charge as well as
its original image based force. We expect that as the curve becomes close to self
intersection, a repulsive force will arise due to its charge distribution and prevent









where C denotes a curve, ds and dŝ are arclength measures, ‖·‖ is the usual Euclidean
norm, and γ > 0. Each pair of points on the curve contributes an amount inversely
proportional to its distance to the total energy. Note that in the case when γ = 1, Eγ is
the electric potential energy of the charge configuration assuming a three dimensional
flux.
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It should be noted that for γ ≥ 1, Eγ = +∞ for all curves. In this case, the
inner integral diverges for every C(s). If we consider a small neighborhood around
the point C(s), then the curve can be approximated by a straight line and the inner




|x|γ where ε > 0 is a small
number related to the size of the neighborhood around C(s). This integral diverges
in the case when γ ≥ 1, and thus so does Eγ. In the case when γ < 1, the energy is




|x|γ < ∞); however, one can show that as a
point on the curve approaches a segment of a curve that the gradient of the energy is
finite. That is, for γ < 1, a topology change, i.e., self intersection, can occur if there
is an external image-based term present.
Energies similar to Eγ have been considered in mathematical literature on knot
energies [76, 33, 77, 1]. A knot is an embedding of the circle S1 into a three dimensional
manifold that is usually taken to be R3. Two knots are said to be equivalent (or have
the same knot type) if there exists an orientation preserving homeomorphism of R3
that maps one knot onto the other. As knots can be very complicated, it is of interest
in the mathematical literature to introduce invariants of knots. One approach by
O’Hara [76, 77] proposes an energy that becomes infinite as the knot changes its knot













where 1 < γ < 3, and dC(s, ŝ) is the geodesic distance along the curve C from point
C(s) to point C(ŝ). The geodesic distance is the shortest distance along the curve
from one point to another. The second term of (21) is used to “subtract out” the
infinity from the first term, and thus the result is that the energy is finite. However,
the property that the energy becomes infinite as the knot changes knot type still holds.
Our approach will be to consider (21) with γ = 1 for active contours, which has not
been considered for use as a knot invariant in the mathematical literature because it
does not diverge as the curve changes knot-type. We choose the energy with γ = 1
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since, unlike the energy for γ ≥ 2, it roughly favors curves with shorter length. This
can be seen by evaluating the energy of a circle with radius R as a function of γ.
Indeed, for γ ≥ 2, the circle’s radius does not favor smaller radii circles. Therefore,
it seemed the corresponding gradient flow for γ = 1 would have a length shrinking
effect, that would regularize the curve as in the curve shortening flow; indeed this is
the case as we will show. Moreover, based on experimental and analytical results, we
believe the gradient flow still preserves topology.
2.2.1 Polygon Case
In this section, we define an energy for the case of polygons, and then derive its
gradient flow. We define an n-polygon, where n ≥ 3, to be a closed contour, embedded
in the plane, consisting of a n straight line segments. First, we introduce some
notation: Zn = {0, 1, . . . , n− 1}, C is the set of all points in the polygon, vi is the ith
vertex of C where i ∈ Zn, and Ci is the edge of C connecting vi to vi+1.
2.2.1.1 Energy
We define an energy on n-polygons, Ep : R2 × · · · × R2︸ ︷︷ ︸
n times
→ R, as
Ep(v0, . . . , vn−1) =
∑
i∈Zn










where |Ci| denotes the length of Ci. First, we note that the terms where the integral




‖C(ŝ)−C(s)‖ , are replaced by the first
term of (22). It should be noted that the first term in (22) arises from taking the




‖C(ŝ)−C(s)‖ , that is the self-energies, and discard-
ing the “infinite component”. This is somewhat similar to the ideas in [76, 77] where
the infinite part of the integral is subtracted out with another component. For the
specific case of polygons, the self-energies can be computed explicitly, in an analytic
form, and the “infinite component” can be removed, leaving the “finite component”.
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Therefore, the first term is simply the self energies with the infinite component re-
moved. Further, we note that the energy defined above is Eγ in (20) for γ = 1,
with the modification mentioned to keep the energy finite; it is not the energy in
(21) evaluated for a polygon. The second term in (22) is the energy in (20) with
γ = 1 excluding the interactions between a segment and itself, that is, excluding the
self-energies. Second, we remark that the polygon energy in (22) has the desirable
property that as the polygon approaches self intersection, the gradient of energy be-
comes infinite. We believe that adding the resulting gradient descent flow of (22) to
a image-based evolution will prevent self intersection and thus, a topology change.
An analytical justification of this conjecture is given in Section 2.2.1.3.
A polygon regularizer using similar ideas to our approach is considered by Unal
et al. in [108]. Unal et al. assume that the polygon consists of a uniform charge
distributed along the polygon’s perimeter. However, an energy is not minimized;
instead, the electrostatic force at each vertex is computed numerically, and the vertex
is moved in the direction of the force. The electrostatic force at each vertex is infinite
due to the near neighbor effects of the adjacent segments to the vertex. To deal
with the numerical problems associated with the computation of the electrostatic
force, the near neighbor effects are simply ignored. While this method may prevent
some topology changes, it will not prevent the angle between two adjacent sides from
becoming zero; therefore it will not prevent the two adjacent sides from touching.
Moreover, as the number of vertices increases and the length of the segments decreases,
thus approaching the continuum, the flow appears to be unstable. We shall see that




We now derive a motion of the vertexes that minimizes the energy given in (22). The
energy, Ep, is defined on R2×n and hence the gradient of Ep is defined with respect
to the usual inner product on R2×n. Therefore, the gradient of Ep, is the vector












where Fk := −∂Ep/∂vk,










F self,ji = − ln |Cj|
vi − v∗j
|Cj|
for j = i− 1, i. (24)
Note that v∗j = vj when j = i − 1, and v∗j = vj+1 when j = i. The F ’s in the above
expressions represent “forces”; they get their name from the fact that they are the
negative gradient of some term of the energy, Ep. It is important to note, however,
that Fk is not the same as the electrostatic force, which is the negative gradient
of the potential integral, i.e., a single integral. Moreover, Fk is finite for embedded
polygons, but the electrostatic force is infinite along the polygon. We have derived
simplifications for Fk, which are found in Appendix A.1. The motion of the vertices
to minimize Ep is
dvk
dt
= Fk = −
∂Ep
∂vk
for k ∈ Zn (25)
where t denotes an artificial time variable.
2.2.1.3 Embeddedness of Polygon
In this section, we analytically justify that an active polygon with the regularizer
Rk = Fk does not change topology, i.e., stays embedded. It can be shown that Ep
does not become infinite, in general, as a polygon approaches a topology change;
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therefore, our approach is to show that Rk becomes infinite and moves the polygon
away from changing topology. The system of ODE (25) is nonlinear and autonomous,
and therefore, an approach to prove existence and uniqueness of the equation is to
show that R = (Rk)
n−1
k=0 is Lipschitz. The force R is not Lipschitz on bounded sets in
Rn×2 because R is infinite for non-embedded configurations of the vertices. It may
possible to show short-time existence and uniqueness of (25), then show that the
vertices stay suitably far from non-embedded configurations, and then continue the
solution; we are not certain of the details. Therefore, we only show that
Proposition 2.2.1 (Embeddedness of Polygon). Suppose {v00, v01, . . . , v0n−1} de-
fines an embedded n-polygon, Ik satisfies the condition in (17), and a continous solu-
tion of (16) exists and is unique. Then the n-polygon evolving in time according to
(16) with initial conditions vk(0) = v
0
k for k ∈ Zn maintains its initial topology for all
t ∈ R+ and any α > 0.
Proof. We assume that the n-polygon defined according to (16) changes topology in
finite time and derive a contradiction. The contradiction will arise, as we shall show,
from the fact that ‖Rk‖ = ‖Fk‖ → +∞ for an appropriate k ∈ Zn and that the
direction of this Rk is opposite to the direction of topology change. Since Ik remains
bounded by assumption, this is enough to derive the contradiction. There are three
types of topology changes as illustrated in Fig. 1.
We consider the first type of topology change, that is, we assume that the length
of a segment approaches zero, or equivalently, we assume that a vertex approaches
an adjacent vertex1. Let us assume that |Ck| → 0. Without loss of generality we
assume that |Ck| < 1. Then we see from (24) that ‖F self,kk ‖ = − ln |Ck| since |Ck| =
‖vk − vk+1‖, and thus lim|Ck|→0 ‖F self,kk ‖ = +∞. Moreover, we see that F self,kk is in
the direction of vk − vk+1, which moves vk away from vk+1. Thus, it is impossible for
1Note that this case is not a topology change for n 6= 3 in the usual sense; however, we refer to



















































Figure 1: Illustration of three different cases of polygon topology change or self
intersection are shown in (a), (b), (c). Definition of quantities used in justifying
Proposition 2.2.1 is given in (d).
|Ck| → 0.
Now we assume that the angle between two adjacent segments, Ck and Ck−1,
approaches zero. By the previous case, we can assume that the lengths of the two
adjacent segments do not approach zero. Further, we assume that both segments
have the same length, `, which remains constant with respect to the angle. If this
is not the case, then because |Ck|, |Ck−1| 9 0 there exists segments of Ck and Ck−1
that are adjacent and have constant lengths throughout the evolution. In this case
replace Ck and Ck−1 with these segments for the next computation. From (127) in

















where θ is the angle between the segments Ck and Ck−1. It is clear that Ek−1,kp → +∞
as θ → 0+. Hence it follows that limθ→0 ∂Ek−1,kp /∂θ = −∞. Therefore, ‖Fk‖ → +∞,
and Fk is in the direction to increase θ. This contradicts the assumption that θ → 0.
Next, assume a vertex, vk, of the n-polygon approaches a segment, Cl, which is
not adjacent to the segment containing vk and does not contain vk. We do not lose
generality by assuming that ‖vk − vl‖ → 0 where vl is a vertex of Cl. If this is not
the case, then clearly there is some point p ∈ Cl such that ‖p − vk‖ → 0. In this
case, replace vl by p and ignore a segment of Cl that is on one side of p. Just as
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in the previous case, we may assume that |Cl| = |Ck| = ` without loss of generality.
The diagram in Fig. 1(d) illustrates vk and Cl, and labels some quantities that will
be used. In this diagram, we can assume θ ∈ [0, π). For the moment we assume
that θ 6= 0 for all time up to and including the time of topology change. After an










`jj + `i⊕j,i⊕j + `
`jj + `i⊕j,i⊕j − `
)
(27)
where ⊕ denotes the xor operation, · ⊕ · denotes not xor, the quantities on the right
hand side are defined in Fig. 1(d), `∗00 = `1, `
∗
01 = ` + `1, `
∗
10 = r1, and `
∗
11 = ` + r1.
Note that the independent variables are d, r and θ. Differentiating (27) with respect












`jj + `i⊕j,i⊕j + `












It is clear that the terms of the sum in (28) for (i, j) 6= (1, 0) have finite limit as
(d, r) → (0, 0). Thus, to show ∂Ek,lp /∂d → −∞, we only need to show the term
with (i, j) = (1, 0) diverges. To show this, first note that `00 =
√
(r + `)2 + d2,
`01 =
√
r2 + d2, and `∗10 = d/ sin θ. This gives that (`00)d = d/`00, (`01)d = d/`01
and (`10)
∗
d = 1/ sin θ where the subscript d denotes partial differentiation. With some













`01(r2 + r`+ d2) + (r2 + d2)`00
. (29)
We claim that (29) has finite limit along any path. To show this, note that locally
around (r, d) = (0, 0), a path may be represented as a function. Further, from con-
tinuity of the flow, the function is continuous. There are two cases. First, r = r(d)
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and r′(0) exists in that case, r = O(d), where O denotes big-oh. It is easy to verify
that the limit in (29) is finite in this case. The second case is when d = d(r) and d′(0)












`00 + `01 + `
`00 + `01 − `
)
= −∞. (30)
Hence, it is clear that ‖Fk‖ → +∞, and the direction of Fk is in a direction away from
d→ 0. This contradicts the assumption that d→ 0. In the case when θ = 0, none of
the above equations hold. However, since it is intuitive that ∂Ek,lp /∂d is continuous in
the angle θ, we may approximate ∂Ek,lp /∂d at θ = 0 by θ = ε for ε small. Therefore,
in this case too, we obtain a contradiction.
2.2.2 Differentiable Contour Case
In this section, we shall consider the case when the curve is not restricted to be a
polygon; the curve is allowed to be any twice differentiable curve.
2.2.2.1 Energy Functional
Let C denote the set of all twice differentiable embedded curves in R2. Then we define













where ‖ · ‖ is the usual Euclidean norm, s and ŝ denote arclength parameters, and
dc(·, ·) denotes geodesic distance. Note that we set dC(s, ŝ) = +∞ if there is no path
along C connecting C(s) to C(ŝ), which is possible if the curve consists of two or more
closed curves. First, note that the energy in (31) is the same energy as in (21) with
γ = 1, and therefore it is not a knot energy, i.e., it does not, in general, diverge as a
curve approaches self-intersection. Nevertheless, we shall give analytical jjustification
in Section 2.2.2.4 that the gradient flow will preserve the embeddedness of a curve.
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Second, the proof that the integral in (31) exists and is not infinite for embedded
curves is given in [77]. Third, it is important to note that the regularization term,
i.e., the second term, in (31) only “cancels out” the infinity of the electrostatic term,
i.e., first term, due to points on the curve that are close together in the geodesic sense.
The regularization does not affect the asymptotic behavior of the electrostatic term
as a curve approaches self-intersection. This is because points on the curve that touch
during self-intersection are far away in the geodesic sense. Finally, we note that the
integral of the regularization term does not depend on the geometry of the curve; it
only depends on the length of the curve. In fact, one can think of the energy Ec of
a curve, formally, as the difference of the electrostatic energy, which is the energy in
(20) with γ = 1, and twice the electrostatic energy of a line segment that is half of
the length of the curve.
2.2.2.2 Curve Evolution
For each curve C ∈ C, we use the following inner product that is defined on the set








C̃1(p) · C̃2(p)‖C ′(p)‖ dp, (32)
where S1 = [0, 1]/{0, 1}, dp denotes the push forward of Lebesgue measure onto
S1, C̃1, C̃2 ∈ C2(S1,R2) are perturbations of C, and C ∈ C2(S1,R2) represents a
parametrization of the curve C. The goal of this section is to find the perturbation of
C that decreases the energy Ec the fastest with respect to the inner product defined
in (32). By the Cauchy-Schwartz inequality, this perturbation is the negative gradient
(if it exists), −∇Ec(C), which is defined by the relation






where dEc(C) · C̃ denotes the variation of Ec at C in the direction of a perturbation
C̃. With this definition, we state the following proposition.
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‖C(s)− C(ŝ)‖ , (35)
κ denotes the curvature of C, N is the unit inward normal to C, L denotes the length
of C, and BC(ε, s) = {C(ŝ) : dC(ŝ, s) > ε}.
Proof. The computation is quite long. We refer the interested reader to idea in
Appendix A.2.
Therefore, the curve evolution given by the PDE,
Ct = −∇Ec(C) =: R (36)
minimizes the energy Ec optimally, in the sense of the inner product given in (32).
Notice that this flow at a particular point depends on all other points on the curve in
the form of integrals around the curve. This evolution therefore satisfies the property,
mentioned in the Introduction, that each point of the curve must have some “knowl-
edge” of other points on the curve in order to preserve topology in the presence of
bounded image-based forces.
The term Eε(s) + Pε(s)κ(s) arises from the electrostatic term, or the first term,
of Ec, and the term ln (L/2ε)κ(s) arises from the regularization term, or second
term, of Ec. It should be noted that although R appears to have a term that is
negative curvature, when the limit is evaluated, there is only a positive curvature
component, and thus the flow is stable. For the sake of gaining intuition, let us
ignore the regularization term (the term that keeps the quantities finite) in both Ec
and R. The energy Ec(C) can then be regarded as the potential energy of a uniform
charge distributed along the curve C, as alluded to at the beginning of Section 2.2.
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The term, Eε(s), can be regarded as the projection of the electric field vector of the
charge distribution at the point C(s) onto the inward normal of C. The term, Pε(s),
can be regarded as the electrostatic potential of the charge distribution at the point
C(s). With these observations, we verify that the motion of the curve under the
flow, Ct = R, corresponds to a reduction of the energy Ec. Notice that there are two
factors that contribute to the energy Ec. One factor is the length of the curve, which
is equivalent to total charge because of our assumption of uniform charge distribution.
The other factor is the “closeness” of points on the curve to other points on the curve.
Thus, to reduce energy, the curve should contract, which is equivalent to reducing
its charge, in such a way that is consistent with close points moving away from each
other due to repulsion of charge. Notice that the term, κPεN of the flow given in
(36), corresponds to contraction of the curve since Pε is positive, and any positive
function multiplied by the curvature vector shrinks the length of the evolving curve.
Moreover, since this term is a curvature flow, it keeps the curve smooth and away
from irregularities. Repulsion from close points arises from the term, EεN , which is
the electrostatic force. The intuition given above applies also when the regularization
terms are considered in the flow. The purpose of the regularization term is to cancel
out the infinity arising from Eε + Pεκ as ε→ 0.
2.2.2.3 Behavior of the Circle
We consider a simple, yet insightful, example of a circle whose energy, Ec, and negative
gradient, R are to be computed. Let us assume that the circle has a radius of length
R, and it is centered at the origin of R2. Note that by symmetry of the circle, it is
clear that Eε(s), Pε(s), and the inner integral of Ec do not depend on s. Therefore, we
choose for simplicity to evaluate the previous quantities at s = 0, i.e., the point (R, 0).
We use the parametrization C(θ) = R(cos θ, sin θ) where θ ∈ [0, 2π] and ŝ = Rθ. A
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computation gives
‖C(0)− C(ŝ)‖ = 2R sin θ
2
for θ ∈ [0, 2π] and dC(0, ŝ) = Rθ for θ ∈ [0, π]. (37)


























where we have substituted (37) into (38). By standard calculus techniques, we find





















Noting that the inward normal is given by N (0) = (−1, 0), and that (C(0)− C(ŝ)) ·























Using a similar computation as for Ec, the expression








































where standard calculus techniques were applied.
First observe that the energy computed in (39) clearly reconciles with the flow
Ct(s) = ln (4/π)/RN (s) computed in (41). Second, we see from the flow that the
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circle shrinks to a point, in fact, this happens in finite time. This property is also seen
in the curve shortening flow. This suggests that the flow Ct = R may shrink arbitrary
curves to points in finite time. These remarks clearly show similarities between curve
shortening and the flow in (36).
2.2.2.4 Embeddedness of Curve
Although there are similarities between curve shortening flow and the flow of (36), in
this section we highlight a major difference. Namely, curve shortening flow does not
preserve the topology of a curve when combined with a bounded image-based force,
although it preserves topology in the absence of another force. Since we are not aware
of any existence or uniqueness results, or any results that say that the curvature stays
well-defined for all time as the curve evolves according to the integral PDE (36), we
can only give a non-rigorous, intuitive justification that an active contour evolving
with (36) and a bounded force stays embedded. We can only justify is that if the curve
stays smooth, then as the curve approaches topology change, R becomes infinite and
points in a direction away from topology change.
Conjecture 2.2.1 (Embeddedness of Curve). Suppose C0 ∈ C2(S1,R) defines
an embedded curve and i ∈ C2(S1 × R+,R) satisfies the condition in (19). Then
the curve evolving in time according to (18) with initial condition C(·, 0) = C0 stays
embedded for all t ∈ R+ for any α > 0.
Proof. We sketch our justification in several steps. Let us first define for convenience,
I(p, q, t) :=
(
κ(p, t)
‖C(p, t)− C(q, t)‖ +
C(p, t)− C(q, t)
‖C(p, t)− C(q, t)‖3 · N (p, t)
)
‖Cp(q, t)‖N (p, t).
1. We assume for the sake of contradiction that C(·, t) changes topology, for the








































Figure 2: A curve moving toward topology change with quantities labeled as in the
justification of Conjecture 2.2.1 is shown in (a). A topology change cannot occur,
that is C(p2(t), t) 9 C(p1(t), t), if locally, the curve and directions are indicated in
(b) for all time close to ti. (c) shows a diagram for quantities defined in Step 4 and
5 of the proof.
2. By translating the coordinate axis so that C(p1(t), t) coincides with the ori-
gin, we may assume that d/ dtC(p1(t), t) = 0. This, along with the conclu-
sion in Step 1, implies that ∃t0 ∈ (0, ti) such that d/ dtC(p2(t), t) 6= 0 ∀t ∈
[t0, ti). We may now assume without loss of generality that ( d/ dtC(p2(t), t)) ·
κ(p1(t), t)N (p1(t), t) ≥ 0 ∀t ∈ [t0, ti). This statement says that C(p2(t), t), after
some time, moves with a component in the same direction as κ(p1(t), t)N (p1(t), t).
If this is not the case, then simply switch the roles of p1(t) and p2(t), and the
statement will hold. We give an intuitive argument for this statement illus-
trated in Fig. 2(b). If the opposite of the statement is true, then for time near
enough to ti, the curve locally looks as shown in Fig. 2(b). But a topology
change cannot occur in this case.
3. We must prove that the curve C(·, t) remains smooth, that is sufficiently differ-
entiable, for t ∈ [0, ti). We do not have the details for this, but comment that
this seems intuitive since the expression for R contains a curvature term, which
should keep C(·, t) smooth.
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4. By Lemma A.3.1 in Appendix A.3, ∃δ1 > 0 such that
κ(p1(t), t)








C(p1(t), t)− C(p, t)
‖C(p1(t), t)− C(p, t)‖3







for p ∈ S1 satisfying s(t) := dC(·,t)(p1(t), p) < δ1. We assume that δ1 does not
depend on t ∈ (t0, ti). Therefore, for t fixed, the previous estimates yield




I(p1(t), p, t) dp− ln
L(t)
2ε


































where Aε(t) := {p ∈ S1 : ε < dC(·,t)(p1(t), t) < δ1}. In particular, since L(t) 9 0
as t → ti because of the result in Step 1 and L(t) 9 +∞ as t → ti, we have
that R1(p1(t), t) stays uniformly bounded for t ∈ [t0, ti).
5. Now, since C(·, t) is smooth for t ∈ [0, ti), ∃δ2 > 0 such that C(p, t) can be
approximated by a line segment Lt passing through the point C(p2(t), t) for
p ∈ S1 satisfying dC(·,t)(p2(t), p) < δ2. We assume that δ2 is independent of
t ∈ [t0, ti). By Step 1, the neighborhood for which the approximation of Lt
holds is far away from C(p1(t), t) in the geodesic sense.
6. Setting Bt = {p ∈ S1 : dC(·,t)(p1(t), p) > δ1, dC(·,t)(p2(t), p) > δ2} and noting
that the Euclidean of C(p1(t), t) to points in the set Bt remains far away from




I(p1(t), p, t) dp
is uniformly bounded over t ∈ (t0, ts).
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7. By Step 5 and elementary integration, we see that
∫
Ct











· N (p1(t), t) dsN (p1(t), t)
= ln
(
r1(t) + r2(t) + `
r1(t) + r2(t)− `
)
κ(p1(t), t)N (p1(t), t)
+
2








· N (p1(t), t)N (p1(t), t) (42)
where ~r1(t) and ~r2(t) are the vectors from the endpoints of Lt to C(p1(t), t)
and r1(t) and r2(t) are the norms of the vectors, ` is the length of Lt, which is
assumed constant without loss of generality because of the independence of δ2
with time, and Ct := {p ∈ S1 : dC(·,t)(p1(t), p) < δ2}. By Step 1, we have that
limt→ti ‖C(p1(t), t) − C(p2(t), t)‖ = 0, and since C(p2(t), t) ∈ Lt for t ∈ (t0, ti),
we conclude that r1(t) + r2(t) → ` as t → ti. It is clear that for t near ti,
the second term of (42) points in the same direction as κ(p1(t), t)N (p1(t), t).
Moreover, the norm of both terms of (42) approach +∞ as t → ti. Since we
have chosen the coordinate system so that C(p1(t), t) remains fixed, it follows
that for t close to ti, we have that ( d/ dtC(p2(t), t)) · κ(p1(t), t)N (p1(t), t) < 0.
But this contradicts the conclusion in Step 2.
2.2.2.5 Remarks on Related Work
There has been a recent work in the computer vision literature, namely the work of
Rochery et al. [86] that uses the idea of energies that are defined as double integrals
around curves rather than single integrals that are traditionally used. One purpose of
these double integral energies in [86] is to impose a global shape prior on the contour,
as opposed to a prior that is only local. The goal of [86] is to segment line structures
in satellite images, and thus a priori knowledge of the shape of the contour, which is
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thin elongated structures, is incorporated. The energy proposed to be minimized to






g(‖C(p)− C(p′)‖)~t(p) · ~t(p′) dp dp′ (43)
where p and p′ are parameters denoting a parametrization of C, ~t(p) = C ′(p) and
g : R → R is heuristically chosen so that E will be minimized by thin elongated
structures.
We now illustrate the differences between the model of Rochery et al. and our
model. First, we note that the energy in (43) contains the term ~t(p) · ~t(p′) in the
integrand. This is different in our model in which the contribution a pair of points
makes to the energy depends only on the distance between them in the Euclidean and
geodesic sense. We learned from a reviewer that this tangent term leads to producing
‘arms’ of the contour, which is not desirable for the purpose of this work. Another
difference between the model of Rochery and our model is the lack of the term κPN ,
or any other regularization term arising from the gradient flow that minimizes (43).
Indeed, for regularity, the authors of [86] add a separate curvature term to the flow.
Finally, (43) does not allow for a term inside the integrand depending on geodesic
distance, as in our model. Indeed, the general formulation of [86] does not allow
for a function inside the integrand that is also a function of the curve, C, as in the
geodesic distance. Deriving the gradient flow for this type of term requires a different
computation than the computation for (43).





φ(C(s), C(ŝ)) dŝ ds, although gradient flows of these energies are not considered,




In this section, we describe possible approaches of implementing the polygon vertex
evolution given in (25) and the curve evolution given in (36).
2.3.1 Polygons
We implement the polygon evolution using a standard marker particle method. That
is, the vertexes of the evolving polygon are stored in a N × 2 array where N is the
number of vertexes of the polygon. The vertices are assumed to be ordered so that







where vnk denotes the k
th vertex at time n, similarly for the force F nk , and ∆t is the
step size, which is a small positive number. There are no restrictions on the step
size to guarantee stability. Typically, we use ∆t = 1. However, due to the fact
that finite time steps are used, it may be necessary to use an additional discrete
topology preservation step to guarantee that the topology is preserved numerically
(see Section 2.3.2.2 for a detailed discussion and possible scheme). Note that F nk is the
sum of N forces that are given in (24). The final expressions for these forces are given
in Appendix A.1. Note that for segments that are not adjacent, the expression for
the force given in Appendix A.1 is not closed form, and thus a numerical integration
must be performed. We use a simple Riemann sum approximation to approximate this
integral. We remark that the continuous curve evolution can be done using marker
particles (replacing Fk with R) in this manner. One can use multiple contours, and
the topology is guaranteed to be preserved.
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2.3.2 Level Set Method
2.3.2.1 Approximating the Flow
We consider the flow
Ct(s) = (Eε(s) + κ(s)P̃ε(s))N (s) (45)
where P̃ε = Pε− ln (L/2ε) and ε > 0 chosen small, as an approximation of implement-
ing (36). We should comment that for ε > 0 small enough, P̃ε will be positive. Note
that − ln (L/2ε) counters the infinity arising from both the terms Eε and Pε. In the
case that ε is chosen quite small, the term is needed for preventing blowup of the flow
due to near neighbor effects. However, when ε is not chosen too small, in the case
that the curve is not very finely sampled, we found experimentally that ignoring the
term − ln (L/(2ε)) better simulated the actual continuous-time behavior of the PDE.
For example, in the case of the curve not being sampled (hence, ε ≥ 1), we found
ignoring that term more accurately matched the behavior of the evolution when the
curve was sampled very finely (hence, ε small) and the − lnL/2ε term was included.
The − ln (L/2ε) mainly removes the infinity from the Eε and Pε terms as ε→ 0, but
when ε ≥ 1, the previous terms are already finite and not large, and therefore there
may not be a need for using the log term, when ε ≥ 1. This may explain why ignor-
ing the term − ln (L/2ε) seems to simulate the PDE better when ε ≥ 1. Note that
ignoring this term, in this case, does not prevent the flow from preventing topology
change as the other terms in the flow still become infinite in the case when the curve
approaches topology change.
We perform the numerical implementation of the curve evolution given in (45)
using level set methods [78], although one can use a marker particle method. To
implement the flow in (36), the evolving curve is embedded as the zero level set of a
scalar function Ψ : R2 × R+ → R that evolves in time. The evolution of Ψ becomes
Ψt(x, t) = −∇Ψ(x, t) · Ct(x) for x ∈ C(t)
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where Ψt denotes the derivative with respect to the second argument, and∇Ψ denotes
the gradient with respect to the first argument. Note that we have only specified the
evolution of Ψ along the zero-level set of Ψ. We shall defer how to extend this
evolution to all points of the domain of Ψ until later in this section. Noting that
N = −∇Ψ/‖∇Ψ‖ (if Ψ is arranged to be positive outside the curve, and negative
inside the curve) the curve evolution in (36) becomes






‖C(s)− C(ŝ)‖3 dŝ, andP = P̃ε. (47)
We implement (46) on a finite square grid, so a discretization of the equation must
be performed. Careful attention is paid to estimating the derivatives of Ψ, which are
performed using appropriate differencing schemes to ensure stability and to capture
the viscosity solution. We note that the first term of (46) is a transport term, and
thus, an upwinding difference scheme must be used to capture the viscosity solution.
The estimate of the term becomes
∇Ψ · ~E ≈ (D+x Ψ)ExχEx>0 + (D−x Ψ)ExχEx<0 + (D+y Ψ)EyχEy>0 + (D−y Ψ)EyχEy<0
where
D+x Ψ(i, j) = Ψ(i+ 1, j)−Ψ(i, j), D−x Ψ(i, j) = Ψ(i, j)−Ψ(i− 1, j),
D+y and D
−
y are defined similarly, and χ denotes the indicator function. The second
term of (46) can be written as
κP‖∇Ψ‖ = P Ψ
2




and each of the partial derivatives of Ψ are estimated using central differences. The
discrete approximation to (46) using a forward Euler scheme is
Ψn+1(i, j) = Ψn(i, j) + ∆t(−∇Ψn(i, j) · ~E + κP‖∇Ψ‖n(i, j)) (48)
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where the quantities on the right denote the discrete approximation. The time step,










2 maxs |P (s)|
}
.
To efficiently implement (48), we note that Ψ needs to be updated only around a
small neighborhood of the zero-level set of Ψ, which is called the “narrow band”. We
can now define ~E and P in the narrow band by simply defining them to be the same
value as at its closest point to the contour, i.e., the zero-level set. Since the narrow
band will be thin, this definition makes sense, that is, there is a unique closest point
to the contour. A high-level description of the algorithm to implement the level set
evolution is given below.
1. Find polygonal estimate of zero-level set of Ψ
2. Compute ~E and P at each vertex of polygonal estimate
3. Extend ~E and P to narrow band of zero-level set of Ψ
4. Update Ψ based on (48)
5. Repeat above steps until Ψ converges
2.3.2.2 Ensuring Discrete Topology Preservation
Note that because of the finite grid size and a discrete time step in the discretization
(discussed in the previous section), it is possible that when the time step is not chosen
sufficiently small, there may be a topology change in the discretization of the proposed
PDE when there large image-based forces. Instead of trying to derive a bound on the
step size to guarantee that the topology is preserved, which may lead to excessively
small time steps and therefore a time consuming implementation, we pair the discrete
topology preserving scheme of Han et al. [45, 44] (any other discrete topology scheme
will suffice) with the constructed geometric flow. One may wonder what the necessity
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of using the proposed flow is when the method of Han et al. already preserves discrete
topology. Again, as mentioned in the introduction, topology is a very weak property
of a contour and often one wants more than simple topology preservation as will be
demonstrated in the experiments in Section 2.4. Two important properties that our
flow provides are global regularization and gradually adjusting the flow in a continous
manner so that the topology preservation usually takes place well before the curve is
about to self-intersect. This makes it much less likely that the geometric pathologies
of using the method of Han et al. alone will occur. We add that the method of
Han et al. is quite efficient and does not add a significant computational cost to the
algorithm.
Using a discrete topology preserving step is also a better simulation of the under-
lying PDE than not using such a step considering the discrete time step and the finite
resolution grid. This is because without such a discrete step, a topology change may
occur, and such a change is inconsistant with the topology preserving property of the
PDE. Also, as the grid resolution becomes finer and the step size becomes smaller,
then eventually the proposed method will not need to invoke the discrete topology
preserving step to guaruntee topology preservation, and the evolution with the dis-
crete topology step approaches the true solution of the PDE in this case. Therefore,
the use of the discrete step leads to a good approximation of the true solution of the
PDE, which is also consistent with the topology preserving property of the PDE.
The key to the method of Han et al. is the definition of a simple point. A point is
said to be simple if its addition to or removal from a digital object does not change
the object topology. A local condition to determine if a point is simple is proved in
[4]. A point x is simple iff the number of connected components of the foreground
in a 3× 3 neighborhood of x is equal to the number of connected components in the
background, and both numbers are one. Note that when defining connectivity, the
foreground and background connectivity must be a connectivity pair, that is, a 4 pixel
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neighborhood defined for connectivity of the foreground and an 8 pixel neighborhood
for the background, or vice-versa. The algorithm of Han et al. updates each grid
point of the level set function successively and checks each grid point to see whether
the point is simple; if the point is simple then the level set function at the point is
updated ordinarily; if not and the point would change sign, then the point is updated
as far as possible without changing sign, thus preventing a discrete topology change.
It should be noted that the method of Han et al. can also be used in conjunction
with the polygon evolution or marker particle method described in Section 2.3.1. To
do this, one simply uses an artificial grid that is the size of the image to be segmented;
the grid indicates whether or not the grid point is inside or outside the contour or
polygon. Note that this array can be updated efficiently by noting that only points in
a one pixel neighborhood of the polygon can change values if the time step is chosen
(as is usually done).
2.3.3 Alternative Implementation using FFT







φ(C(s), C(ŝ)) dŝ ds
where φ : R × R → R is symmetric and is a function of the Euclidean distance





∇1φ(C(s), C(ŝ)) dŝ and p(s) =
∫
C
φ(C(s), C(ŝ)) dŝ (49)
We give an efficient scheme to implement the level set version of this evolution, which
does not require the polygon extraction steps described in Section 2.3.2.1. This
method may be of use when φ is chosen to be non-singular. For example, if we choose
φ(x,y) = 1/
√
‖x− y‖2 + ε2 where ε > 0, we get a non-singular “approximation” to
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‖C(s)− C(ŝ)‖2 + ε2
. (50)
These terms may be considered approximations to ~E and P (with the log term ig-
nored) (47), respectively. Note that the gradient no longer becomes infinite as a curve
approaches self-intersection, and therefore it cannot be guaranteed that topology is
preserved in the presence of an image-based term. However, we observed experimen-
tally that this flow has similar properties to (36) and may preserve topology. Again,
this method is probably more useful for applications where a non-singular φ is needed,
not necessarily for topology preservation.
The functions p and ~e, which are integrals around C of some quantity, may be
written as region integrals over the image domain Ω ⊂ R2 with the use of the Dirac




(δ ◦Ψ)(y)K(x− y)‖∇Ψ(y)‖ dy (51)
where δ is the one dimensional Dirac distribution, Ψ is the level set function of the
curve C, K : Ω→ R is
K(ξ) = φ(ξ, 0)(=
1√
‖ξ‖2 + ε2
in the special case),
and dy denotes Lebesgue measure on R2. With this definition, we can see P|C = p
where P|C denotes the restriction of P to C. A similar expression to (51) can be
obtained for both components of ~e. Note that (51) is in the form of a convolution,
and therefore it follows that
P = ( ̂δ ◦Ψ‖∇Ψ‖K̂)∨ (52)
where ·̂ denotes the Fourier transform of ·, and ·∨ denotes the inverse Fourier transform
of ·.
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Since we are implementing the curve evolution on a finite grid, we must use a
discrete equivalent to the continuous equations given above. If we assume that the
grid spacing is one in both the x and y directions, then (51) remains valid if we change
the measure dy to two dimensional counting measure. Equation (52) remains valid,
however, we note that the Fourier integrals are with respect to counting measure. To
represent δ ◦ Ψ on a finite grid, we use an approximation of δ. The approximation
is simply a function that is peaked at zero, and integrates to one over R (see [17]
for some examples). Fast computation of the discrete Fourier and inverse Fourier
transforms are done using the FFT. We are now ready to describe the algorithm for
computing P and ~E on the narrow band of the level set function Ψ.
1. Compute K̂ using the FFT, and store it. This will only need to be done once
since K does not depend on the curve.
2. Compute δ ◦Ψ‖∇Ψ‖, and then ̂δ ◦Ψ‖∇Ψ‖ using the FFT.
3. Multiply K̂ with ̂δ ◦Ψ‖∇Ψ‖ and compute the inverse Fourier transform using
the FFT. This gives P defined on the whole grid.
4. Interpolate P to find P on the zero level set of Ψ, which is actually p.
5. Extend p to the narrow band of Ψ.
The computation of ~e follows the same steps as for p, but K is replaced with the
function, K̃ : Ω→ R2,
K̃(ξ) = ∇1φ(ξ, 0) = (
ξ
(‖ξ‖2 + ε2)3/2 ).
This algorithm is definitely easier to implement than steps 1 and 2 of the algorithm
in the previous section. Efficiently finding a polygonal estimate of the zero level set
and organizing it in such a way that p and ~e can be easily computed is a little laborious.
Although we do not consider the case of evolving surfaces in this work, we can say
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finding a polyhedral estimate of the zero level set is much more of a programming
hassle than the case of curves. In this case, an algorithm similar to marching cubes
[61] is needed. The runtime of steps 1 and 2 of the algorithm in the previous section
is O(N 2) where N is the number of vertices of the polygonal estimate of the zero level
set. The number of vertices is dependent on the length of the curve, and the grid
size. The runtime of the algorithm presented in this section is O(N 2 logN) where in
this case N 2 is the grid size of the image. Thus, if the length of the curve is small
relative to the size of the grid then the algorithm of the previous section is faster; if
the length of the curve is large relative to the grid size, then the algorithm presented
in this section is faster.
2.4 Simulations
In this section, we present some results illustrating the geometric properties of the
proposed topology preserving flows, and we also present examples illustrating the use
of the topology preserving flows in segmentations of real images.
2.4.1 Geometric Properties
The top row of Fig. 3 shows the evolution of a polygonal spiral evolving solely under
the polygon topology preserving flow (25). Notice that the spiral unravels from the
inside by shrinking its inner segments and pushing segments into a small area. Al-
though it looks as if several vertexes of the polygon have collapsed to a single point in
the evolution, this cannot happen as was proved in Section 2.2.1.3. The polygon then
becomes convex, and finally converges to a regular polygon. We should note that the
polygon does not shrink to a point, but converges to a regular polygon of some fixed
perimeter. This is expected because of the term,
∑
i∈Zn (|Ci| ln |Ci| − |Ci|). Based
on several other experiments, which are not shown here in the interest of space, we
believe that any polygon converges to a regular polygon under this flow, but this has
not been proven. Therefore, this flow can also be used as a global regularity term in
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Figure 3: Snapshots of an evolution of a polygonal spiral (top) under (25), and
evolution of a spiral (bottom) under (45). The polygon is evolving solely under the
proposed topology preserving flow. For visibility, the spatial scale is shrunk as the
evolution progresses.
addition to preserving topology of active polygons.
The bottom row of Fig. 3 shows the evolution of a spiral evolving solely under
the topology preserving flow (45). The spiral eventually becomes convex, becomes
circular, and shrinks to a configuration that is not representable with the given res-
olution of the level set function. The behavior of this flow, as witnessed through
this experiment, shows some similarities to curve shortening flow. In particular, the
topology preserving flow has smoothness properties like the curve shortening flow. It
also unwinds the spiral without crossing itself like the curve shortening flow. Note
that it is shown in [1] that the energy Ec is minimized by a circle among curves having
a constant perimeter, which is similar to the energy that is defined as the length of
a closed curve. Fig. 4 shows an obvious difference between (45), which is shown on
the bottom, and the curve shortening flow, which is shown on the top. In this figure,
the evolution of a thin, long curve is shown. Notice, in the bottom of Fig. 4, that the
curve becomes thicker as parallel sides are pushed apart. This is due to the term EεN
in the curve evolution of (45). Since these parallel sides have nearly zero curvature,
the curve shortening flow cannot not push the sides apart. For topology preservation,
this repulsion is a desirable property.
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Figure 4: Illustration of a difference between curvature flow (top) and proposed flow
(45) (bottom).
2.4.2 Image Segmentations
In all the following image segmentations, we have used the flow considered in [17] as
the image-based term. The flow, in summary, moves a contour or polygon to separate
an image into two regions that are piecewise constant.
In all the following results, it should be noted that any weight on the proposed
flow can be used to preserve topology. However, the lower the weight on the topology
preserving term, the greater the possibility for dependence on the method of Han et al.
The weights are given so that the results can be reproduced. Results of segmentation
of a simple leaf image with an active polygon are shown in Fig. 5. The result of
running the Chan and Vese [17] flow without the proposed topology preserving flow
is shown on the top row of Fig. 5. Notice that a topology change occurs. From the
nature of the Chan-Vese flow, the vertices indicated by the arrows in Fig. 5 will move
the polygon toward self intersection. This is because the vertices will move in the
direction that reduces the white area as fast as possible; clearly, the direction of the
vertices that decreases white area fastest moves the polygon toward self intersection.
After self intersection, the normal vectors become flipped at the indicated vertices,
and the flow moves in the wrong direction. Since there is no way to consistently define




Figure 5: Snapshots of an evolution of active polygon using Chan-Vese flow with
the proposed topology preserving flow.
be corrected. The bottom row of Fig. 5 shows snapshots of the evolution of Chan-
Vese flow weighted 98% and the topology preserving flow weighted 2%. Notice the
continuous motion of the polygon to keep the polygon away from self intersection.
The polygon is more “regular” during the evolution than the polygon that results
without using the proposed flow, and this verifies that the flow serves to globally
regularize the polygon.
The next simulations are using active contours for image segmentation. Figure 6
shows the results of segmentation of an image with two closely spaced bones with
no topology preservation, topology preservation of Han et al. [44] alone, and the
proposed method. The top row is the result with a curvature regularization term;
the curvature term is weighted 50% to compensate for the noise. As can be seen,
the two contours merge across the thin gap between the two bones. This merging
is due to the nature of the image and Chan-Vese flow, and not a step size problem.
The middle row shows the result of the topology preserving method of Han et al.
with curvature weighted 50%. The final row shows the result with our proposed flow
weighted 27% and the remaining percent is the image-based term. It should be noted
that 27% is not a “magic number”, and that a wide range of weights give similar
segmentations. Moreover, any weight theoretically prevents topology change without
the use of the method of Han et al. A zoom of the region separating the two bones is
shown in Fig. 7. Notice that the contour is stopped abruptly in an arbitrary location
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Figure 6: Segmentation of bones CT image with no topology preservation (left),
with topology preservation of Han et al. alone (middle), and with proposed topology
preservation (right).
Figure 7: Gap between bones with contours overlayed. Results of no topology
preservation, topology preservation of Han alone, and proposed topology preservation.
relative to the image features in the result of the method of Han et al. without the
proposed flow. These kind of artifacts are typical of a forced topology constraint
that does not model the actual behavior of the underlying PDE. In contrast, using
the proposed flow globally regularizes the evolving contour and thereby pushes the
contour to attract relevant image features. Also, since the proposed flow gradually
adjusts the curve motion away from topology change, the curve is never one pixel
away from self-intersecting, and thus the discrete topology preservation step never
needs to be invoked in this example.
Figure 8 shows the evolution of an active contour segmenting a simple image of
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Figure 8: Geometrical pathology typical of forced topology preservation constraint
of Han et al. alone (top), and the correct segmentation by the proposed geometric
regularization flow.
two circles connected by a thin strip. The top row shows the result of the topology
preserving level set method of Han et al. alone, and the bottom row shows the
results of the proposed method. Note that we have used curvature regularization
(weighted 10%) in the method of Han to keep the curve smooth. Although the
topology is correct, the segmentation is geometrically inaccurate. One may argue
that weighting the curvature high enough in the method of Han et al. alone will
correct this problem. However, weighting the curvature just high enough to overcome
the pathology, produces a flow that looks like curvature flow, and fails to even capture
the circles in the image. The bottom row of Fig. 8 shows the result of segmentation
with Chan-Vese flow weighed 96% and the proposed flow weighted 4%. The curve
repels from itself in a continuous manner as it becomes close to self intersection. The
curve is then pushed in the right direction to capture the thin strip as the thin strip
slowly becomes detected by the image-based term. This experiment serves to illustrate
the geometrical pathologies that generally occur when a discrete topology constraint
is artificially forced on a PDE that exhibits no topology preserving properties. The
experiment also illustrates that a true topology preserving PDE with global geometric
regularization reduces the possibilities of these geometric pathologies.
A simulation illustrating the effect of the weighting factor of the proposed flow
on the final segmentation is shown in Fig. 9. The initial contour is shown in (a).
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(a) (b) (c) (d) (e)
(f) (g) (h) (i)
Figure 9: The effect of changing the weight on the topology preserving term. (a)
Initial contour, (b) and (f) result of Han et al., (c) and (g) 33%, (d) and (h) 20%,
(e) and (i) 7% weights on proposed topology preserving term. (f), (g), (h). (i) are
enlargements of the middle area between the circles.
The result of Han et al. algorithm with Chan-Vese flow weighted 70% and curvature
regularization weighted 30% is shown in (b), and the region between the two circles is
enlarged in (f). Final results of the proposed flow weighted 33%, 20% and 7% along
with Chan-Vese flow are given in (c)-(e) and (g)-(i), respectively. In the simulations
showing the proposed flow, the portion of the contour between the circles stops when
the Chan-Vese force balances the proposed force. Weighting the proposed term lower
gives a result similar to using Han et al.’s method alone. Increasing the weight of the
proposed term ensures the final segmentation is increasingly further from changing
topology, and is more globally regular. It should be noted that the proposed flow
affects the original image-based evolution significantly when the curve is close to self
intersection, and is highly irregular.
2.5 Conclusion
In summary, we have presented a novel method for introducing global regularity into
contour and polygon evolutions and simultaneously enforcing a prior assumption on
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the topology of objects to be detected from an image. This was done by construct-
ing a geometric flow that can be added to existing image-based evolutions of active
polygons or contours. We have demonstrated that the contructed flow through its
global regularization and gradual topology preservation reduces the possibility of ge-
ometric pathologies that plague discrete topology constraints forced on PDEs having
no tendency to preserve topology. In particular, we noted that the justified way
for using a discrete topology constraint is in conjunction with a PDE that preserves
topology as an appropriate numerical technique (much as conservation laws are en-
forced through proper numerical techniques). We have given analytical justification
that the constructed geometric flow preserves topology in the presence of arbitrary
bounded image-based forces in continuous time. Experiments verified the topology
preserving properties of the proposed flow, and showed that global regularization and
gradually adjusting topology produces geometrically accurate segmentations that are




All previous geometric active contour models that have been formulated as gradient
flows of various energies use the same L2-type inner product to define the notion
of gradient. Recent work has shown that this inner product induces a pathological
Riemannian metric on the space of smooth curves. However, there are also undesirable
features associated with the gradient flows that this inner product induces. In this
chapter, we reformulate the generic geometric active contour model by redefining
the notion of gradient in accordance with Sobolev-type inner products. We call the
resulting flows Sobolev active contours. Sobolev metrics induce favorable regularity
properties in their gradient flows. In addition, Sobolev active contours favor global
translations, but are not restricted to such motions; they are also less susceptible
to certain types of local minima in contrast to traditional active contours. These
properties are particularly useful in tracking applications. We demonstrate the general
methodology by reformulating some standard edge-based and region-based active
contour models as Sobolev active contours and show the substantial improvements
gained in segmentation.
3.1 Introduction
Throughout the history of active contours, there has been much interest in defining
new (and more complicated) energies to drive these contours. The need for more
complicated energies is not only because of the need to segment increasingly more
complicated images, but also in part due to the optimization technique used to opti-
mize these energies, which often times becomes trapped in local minima. With few
exceptions, all active contour methods use the same optimization technique based on
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gradient descent. However, as noted in Chapter 1, [68, 116] observed that all previous
works on geometric active contours that derive gradient flows to minimize energies
imply a natural notion of distance induced by a Riemannian structure. Indeed, the
notion of gradient of such energies relies on an inner product defined the set of pertur-
bations of a curve. All of these previous works on geometric active contours use the
same geometric L2-type inner product, which we refer to as H0, to define gradient.
However, [68, 113] have shown a surprising property: the Riemannian metric on the
space of curves induced by the H0 inner product is pathological, i.e., the “distance”
between any two curves is zero.
In addition to the pathologies of the Riemannian structure induced by H0, there
are also undesirable features of H0 gradient flows as we will demonstrate in this
chapter. Some of these features are listed below.
1. There are no regularity terms in the definition of the H0 inner product. That
is, there is nothing in the definition of H0 that discourages flows that are not
smooth in the space of curves. By smooth in the spaces of curves, we mean
that the surface formed by plotting the evolving curve as a function of time
is smooth. Thus, when energies are designed to depend on the image that
is to be segmented, the H0 gradient is very sensitive to noise in the image.
As a result, the curve becomes non-smooth instantly. Therefore, in geometric
active contours models, a penalty on the curve’s length is added to keep the
curve smooth in addition to producing a variational problem that is well-posed.
However, this changes the energy that is being optimized. Moreover, as we
shall demonstrate, the length penalty is sometimes insufficient, and leads to
other problems.
2. H0 gradients, evaluated at a particular point on the curve, depend locally on
derivatives of the curve. Therefore, as the curve becomes non-smooth, as men-
tioned above, the derivative estimates become inaccurate, and thus, the curve
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evolution becomes inaccurate. Moreover, for region-based and edge-based ac-
tive contours, the H0 gradient at a particular point on the curve depends locally
on image data at the particular point. Although region-based energies may de-
pend on global statistics, such as mean values of regions, the H0 gradient still
depends on local image data. These facts imply that the H0 is sensitive to noise
and local features.
3. TheH0 norm gives non-preferential treatment to arbitrary deformations regard-
less of whether the deformations are global motions (not changing the shape of
the curve) such as translations, rotations and scales or whether they are more
local deformations. This implies, as we shall show, that the H0-gradient of
image dependent energies “encourages” points on the evolving curve to move
“independently” to decrease energy rather than encouraging the points to move
more collectively. This restricts the gradient at a particular point from “seeing”
information located at other points of the curve. Therefore, the curve evolving
according to the H0 gradient flow is susceptible to local minima of the energy.
4. Many geometric active contours (such as edge and region-based active contours)
require that the unit normal to the evolving curve be defined. As such, the
evolution does not make sense for polygons. Moreover, since in general, an H0
active contour does not remain smooth, one needs special numerical schemes
based on viscosity theory in a level set framework to define the flow.
5. If the energy depends on n derivatives of the curve, then the H0 gradient has
2n derivatives of the curve. Since the corresponding level set flows with higher
than two derivatives are not known to have a maximum principle, level set
methods [78] are difficult to use for the numerical implementation [23]. There-
fore, one may try to use particle methods to implement the flow. However, flows
with higher than two derivatives are generally difficult to implement because of
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numerical artifacts.
6. Lastly, as a specific example, the H0 gradient ascent for arclength, i.e., backward
heat flow, is ill-posed. This is quite odd in an intuitive manner because there
is nothing in the definition of length itself that indicates that a flow to increase
length should be ill-posed. We shall see that this ill-posedness is a property of
H0 not just the energy itself.
In this chapter, we consider using inner products arising from Sobolev spaces to
define gradients. Unlike the research done in active contours for the past 20 years,
which has focused on finding various new energies to deal with local minima and other
problems, we present a new way of doing active contours by giving an alternative way
of minimizing active contour energies.
By changing the Riemannian metric associated with the space of curves, we are
able to regularize the minimizing flows associated with active contour energies with-
out requiring the addition of regularization penalties in the aforementioned energies.
Indeed, the change of metric does not affect the global minima of the energy, but it
changes the notion of gradient, and the notion of “neighborhood of a curve”. While
previous local minimizers continue to be local minimizers (or at least critical points)
in the Sobolev metrics, the definition of locality is completely different. As a result,
Sobolev active contours are much more robust to the local minima which strongly
influence previous, standard, active contours. Moreover, any existing active contour
method can get the added benefits of this new approach with minimal changes to its
existing implementation and with little extra computational time.
We would like to point out that Sobolev gradient methods have been used in the
past; for example the book [74] (see also references within) presents the Sobolev gra-
dient and applies it to the numerical solution of various physical problems. More
recently, [12] has examined using various Sobolev gradients (especially fractional
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Sobolev gradients) to various inverse problems of boundary reconstruction, and ex-
amined rates of convergence among the various gradients considered. We and (in-
dependently) [19] have introduced the Sobolev method to active contour problems.
Charpiat et al. [19] also go on to consider other “coherent” motions resulting from
various inner products (see also the work of [64] for a related idea).
3.2 General Theory
In the next sections, we begin by using principles from Riemannian geometry [30, 57]
and show how they fit into the framework of geometric active contours, which is
essential to construct the Sobolev active contour.
3.2.1 Structure on the Space of Curves
Let M denote the set of smooth immersed curves in Rd, where d ≥ 2. We show how
to make M a differentiable manifold. Let us give a precise definition of M :
M := {c ∈ C∞(S1,Rd) : c′(θ) 6= 0 ∀ θ ∈ S1},
where S1 denotes the circle. Denote by F the Fréchet space C∞(S1,Rd) of smooth
vector fields on S1 whose topology is defined by the following seminorms:
pn(h) = sup
θ∈S1
|h(n)(θ)|, n = 0, 1, . . .
where h ∈ F . We now show
Proposition 3.2.1. M is a differentiable manifold whose model space is the infinite
dimensional space, F .
Proof. 1. We first define charts from M to F . Let c ∈ M , then denote by Φ−1c :
Ũc ⊂ F → Uc ⊂ M a chart at c ∈ M defined by Φ−1c (h) = c + h. We must
define the neighborhood Ũc, and show that c+ h ∈M where h ∈ Ũc. Choose




Note the choice of ε is possible since |c′(θ)| 6= 0 (c ∈ M), and the infimum
cannot be zero since |c′| is continuous on the compact set S1. Now define
Ũc := {h ∈ F : p1(h) < ε}, which by definition of F is open. It is now clear
that c+ h ∈M for h ∈ Ũc. It is also clear that Φc is a bijection.
2. We now show that the charts defined above are compatible. Let c, c̃ ∈ M ,
c 6= c̃ and Uc ∩ Uc̃ 6= ∅. First note that Φc(Uc ∩ Uc̃) = {h ∈ F : p1(h) <
εc, p1(h − (c̃ − c)) < εc̃}, which is clearly open. Next, we see that Φc̃ ◦ Φ−1c :
Φc(Uc ∩ Uc̃)→ Φc̃(Uc ∩ Uc̃) is given by
(Φc̃ ◦ Φ−1c )(h) = (c− c̃) + h,
which is clearly a C∞ diffeomorphism.
Remark 3.2.1. Note, we may consider M = {c ∈ C1(S1,Rd) : c′(θ) 6= 0∀θ ∈ S1}
and F to be the Banach space C1(S1,Rd) with topology defined by the norm ‖h‖ =
supθ∈S1(|h(θ)| + |h′(θ)|). In this case, M is also a differentiable manifold. However,
the tangent to the curve, c′ is no longer in the model space. See [67] for more details.
Remark 3.2.2. Let Diff(S1) be the set of smooth automorphisms of S1. Note that
in our definition of the manifold M , the space of immersed curves, two different
parameterizations of a curve (i.e., c1, c2 ∈M such that c1 = c2◦φ where φ 6= idS1 is in
Diff(S1)) are considered two distinct elements of M . For computer vision applications
one should consider the quotient space
B := M/Diff(S1);
this quotient models the space of geometrical curves, which are “curves up to a choice





of the freely immersed curves is a manifold. In our work, we will use M . The
results we obtain, however, are geometric in that they do not depend on a particular
parameterization of a curve; so they may be “projected” to Bf .
For c ∈ M , we denote by TcM the tangent space of M at c. Since M is an open
subspace of C∞(S1,Rd), the tangent space may be identified with C∞(S1,Rd) itself.
It is easy to see that this identification satisfies all standard requirements and/or
different choices of definitions for TcM .
3.2.2 Inner Products on TcM
We now define inner products on TcM .
Definition 3.2.1. Let c ∈ M , L be the length of c, and h, k ∈ TcM . Let λ > 0, and
n ∈ N. We assume h and k are parameterized by the arclength parameter of c.





h(s) · k(s) ds

















h(n) denotes the nth derivative of h with respect to arclength.
It is easy to verify that the above definitions are inner products. Note that we have
introduced length dependent scale factors so that the above inner products (and the
corresponding norms) are independent of curve rescaling (we do not want a rescaling
of the curve to change the inner product).
Remark 3.2.3. The most general scale invariant definition of Hn is










where λj ≥ 0 for j = 1, . . . , n− 1, and λn > 0. We will see in Section 3.2.4 that it is
unnecessary for our purposes to use this general definition.
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Remark 3.2.4. Other definitions of Hn and H̃n are possible [113]. We illustrate the
ideas on planar curves (d = 2). We recall from Remark 3.2.2 that one main goal
of the present theory is to be geometric; that is, any result may be projected to the
space Bf of geometrical curves. A possible choice for representing the tangent TcBf
is TcM/ ∼ where h ∼ k iff h · N = k · N where N is the inward normal of c. The
other definitions are as follows: Let α, β : S1 → R be the normal components of two
















α(s)β(s) + λL2(α(s)N (s))′ · (β(s)N (s))′
]
ds. (55)







(1 + λL2κ2(s))α(s)β(s) + λL2α′(s)β′(s)
]
ds. (56)
Ignoring the α′β′ term and the length factors, (56) becomes the same inner product
considered in [68] for shape analysis.
One of the important consequences of defining an inner product on TcM is that,
with some other smoothness and compatibility conditions, it produces a Riemannian
structure on M . This means that specifying an inner product on TcM induces a
distance between points on M . The authors in [68, 113] consider the Riemannian
structure induced from the H0 inner product and show that it is pathological; they
also propose alternative inner products to achieve a non-trivial Riemannian distance.
We explore this idea in [67] (see also [117]).
3.2.3 Gradient of Functionals on M
We now define the notion of gradient of a functional E : M → R.
Definition 3.2.2. Let E : M → R.
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1. If c ∈M and h ∈ TcM , then the variation of E in the direction h is






where (c + th)(θ) := c(θ) + th(θ) and θ ∈ S1. Note dE(c) ∈ T ∗cM is a linear
operator on TcM , dE(c) is called the differential at c.
2. Assume 〈, 〉c is an inner product on TcM . The gradient of E is a vector field
∇E(c) ∈ TcM that satisfies
dE(c) · h = 〈h,∇E(c)〉c
for all h ∈ TcM .
We now give an intuitive interpretation of the gradient, which tells us the signifi-
cance of this perturbation. We show that the gradient is the most efficient perturba-
tion; that is, the gradient maximizes the change in energy per “cost” of perturbing
the curve.
Proposition 3.2.2. Let ‖ · ‖c be the norm induced from the inner product 〈·, ·〉c on









has a unique solution, k = ∇E(c) ∈ TcM,h = k/‖k‖.
Proof. Note dE(c) · h = 〈∇E(c), h〉c ≤ ‖∇E(c)‖c‖h‖c by the Cauchy-Schwartz in-
equality; moreover, dE(c) · (∇E(c)) = ‖∇E(c)‖2c .
If the gradient of E exists, then by the proposition above, we have that k = ∇E(c)
attains the supremum on the right hand side of (57). Note for λ→ +∞, translations
have negligible norm with respect to other directions in the tangent space, that is,
if h is a translation (i.e. it is constant w.r.t. s) and k is not a translation, then
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limλ→+∞ ‖h‖/‖k‖ = 0 , both when ‖ · ‖ is the norm induced by Hn and when it
comes from H̃n. In light of the interpretation of the gradient as the perturbation that
attains the supremum in (57), it follows that translations are favored for gradients in
Hn and H̃n when λ is large (if they reduce energy).
Remark 3.2.5 (Comment on Hn for n ≥ 2). Translations are favored for Hn and
H̃n gradients when λ → +∞. This can be quite important for tracking applications
where the object to be tracked is usually translating. One may wonder whether using
higher order Sobolev inner products, Hn and H̃n for n ≥ 2, will favor higher order
polynomial motions of degree n. Note however, that any polynomial perturbation
defined on S1, the circle, must be constant to conform to periodic boundary conditions.
Thus, higher than order n = 1 Sobolev gradients also favor just translations. In this
sense, there is not an advantage, with respect to gaining higher dimensional preferred
motions, in using higher order Sobolev gradients. However, one gains added regularity
of the gradient flow in using higher order Sobolev gradients.
Remark 3.2.6. For the inner product on TcM/ ∼ defined in (54), it follows that
dilations (i.e., perturbations of the form h = ±N ) are favored for gradients when λ
is large.
3.2.4 Relation Between Hn and H̃n














Proposition 3.2.3 (Equivalence of Hn and H̃n). The norms defined by (58) and
(59) on TcM are topologically equivalent; that is,
α‖h‖H̃n ≤ ‖h‖Hn ≤ β‖h‖H̃n
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for all h ∈ TcM , and α, β > 0 are not a function of c ∈M and h ∈ TcM .
Proof. We first derive a simple Poincaré inequality. For convenience, we will replace








since h is periodic. Now,

















































so that by replacing 0 with an arbitrary point, we have
sup
u





Now, using (60) and Hölder’s inequality, we see
√∫ L
0















which is the Poincaré inequality.


































≤ |avg(h)|2 + L(1 + λ)
∫ L
0
|h′(s)|2 ds ≤ ((1 + λ)/λ)‖h‖2
H̃1
One can iterate Poincaré’s inequality to demonstrate the equivalence of Hn and H̃n.
The use of the Poincaré inequality can also be used to show the equivalence
between the generic Hn norm (53) and the Hn norm we consider (58).
Note that we have not established any relation between the geometry of the inner
products Hn and H̃n; however, in the next sections, we show that the gradients with
respect to Hn and H̃n have similar properties.
3.3 H1 and H̃1 Gradients
In this section, we describe how to compute first order Sobolev gradients from the
H0 gradient. Denote by f = ∇H0E(c) the gradient of E with respect to the H0
inner product at c. We would like to compute first the H1 gradient at c. Assuming
g = ∇H1E(c) exists, we have for all h ∈ TcM ,
dE(c) · h = 〈h, g〉H0 + λL2 〈h′, g′〉H0 =
〈
h, g − λL2g′′
〉
H0
where we have integrated by parts and noted that we have periodic boundary condi-
tions. Since gradients are unique (if they exist), we must have that
f(s) = g(s)− λL2g′′(s) where s ∈ [0, L]. (61)
Note that this is an ODE defined on [0, L] with periodic boundary conditions, that
is, all derivatives match on the boundary of [0, L].
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Now we take a similar approach to compute the H̃1 gradient. Assuming g =
∇H̃1E(c) exists, we have






Again by uniqueness, we have that f = avg(g) − λL2g′′. Noting periodic boundary
conditions, we have that avg(g) = avg(f), and so
f(s) = avg(f)− λL2g′′(s) where s ∈ [0, L] (62)
and we have periodic boundary conditions.
3.3.1 Solving the ODEs
We want to first solve the ODE (61) for g. It suffices to solve (61) with the boundary








(s, ŝ) = δ(s− ŝ) (63a)
kλ(0, ŝ) = kλ(L, ŝ); ∂skλ(0, ŝ) = ∂skλ(L, ŝ) (63b)
and δ denotes the Dirac distribution. It can be shown that the solution to the previous
















) , for s ∈ [0, L], (64)




Kλ(ŝ− s)∇H0E(ŝ) dŝ = (Kλ ∗ ∇H0E)(s) (65)
where the integral over c denotes any range of ŝ that corresponds to one full period
around the curve c (e.g. [0,L], [–L,0], [–L/2,L/2], etc.).
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We now solve the second ODE (62). It suffices to solve (62) with the boundary
conditions g(0) = g(L), g′(0) = g′(L), and the relation avg(f) = avg(g). Integrating
(62) twice yields




(s− ŝ)(f(ŝ)− avg(f)) dŝ. (66)
Using (66), applying the boundary conditions, and noting that avg(g) = avg(f), after
some manipulation, yields








where the formula for K̃λ is in equation (68).
Remark 3.3.1. We want to remark that the above yields a solution to the ODE (62)
without resorting to a convolution; the same is true for the similar equation for the
H̃n gradients. So, H̃n gradients may be computed from H0 gradients in O(N) time,
where N is the number of vertices of the polygon approximation.
The equation (62) may be nonetheless solved using a convolution, where the kernel






(s/L)2 − (s/L) + 1/6
2λ
)
, s ∈ [0, L]. (68)
and it is (unsurprisingly) the same kernel that is used in equation (67). Note that
K̃λ(0) = K̃λ(L) and thus we may periodically extend K̃λ as before. In this case, we
may rewrite, g(0) =
∫
c
f(ŝ)K̃λ(ŝ) dŝ, where, again, the integral over c denotes any




K̃λ(ŝ− s)∇H0E(ŝ) dŝ = (K̃λ ∗ ∇H0E)(s). (69)
3.3.2 Properties of the Kernels












, s ∈ [0, L). (70)
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Figure 10: Plots of Kλ (left) and K̃λ (right) for various λ with L = 1. The plots
show the kernels over one period.
The first property is just the relation in (63a), and the second is obtained through
differentiation of K̃λ. Using these relations, it is easy to see that Kλ ∗ f and K̃λ ∗ f
formally solve (61) and (62), respectively. Next, note that
∫
c
Kλ(ŝ) dŝ = 1 and
∫
c
K̃λ(ŝ) dŝ = 1 (71)
for all λ > 0. Also observe that Kλ ≥ 0 for all λ > 0, and that K̃λ ≥ 0 only when
λ ≥ 1/24. Finally, it is easy to verify that as λ → +∞, Kλ → 1/L and K̃λ → 1/L.
See Figure 10 for plots of Kλ and K̃λ.
3.3.3 Properties of Sobolev Gradients
First note, from formulas (65) and (69), that the H1 and H̃1 gradients are geometric,
i.e., they do not depend on a particular parameterization chosen for the curve. This
is also evident from the definition of these inner products. The formulas (65) and (69)
show that there may be a tangential component of the gradients; but these tangential
components may be ignored when considering gradient flows. This is different fromH0
where if the energy is geometric, then the gradient will have only a normal component.
Because H1 and H̃1 gradients are given by integrals of the H0 gradient, given in
formulas (65) and (69), integration by parts and the relations in (70) imply that two
derivatives of the curve can be moved to derivatives on the kernels. This means that
H1 and H̃1 gradients involve two fewer derivatives of the curve than H0 gradients
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involve. Note that H0 gradients have twice the number of derivatives of the curve as
is defined in the energy E to be optimized. Thus, fourth order evolution equations of
curves in H0 may reduce to second order equations in H1 and H̃1. A similar remark
can be made for Hn and H̃n gradients; these gradients require 2n less derivatives of
the curve than the H0 gradient requires.
The property that the integral of both the kernels is unity (71) implies that the
H1 gradient can be interpreted as a weighted average of the H0 gradient; the same
interpretation holds for H̃1 when λ > 1/24. In light of this weighted average interpre-
tation, we see that Sobolev gradients are less sensitive to noise and local features than
H0 gradients are. Moreover, the property that the kernels approach 1/L as λ→ +∞
shows that, in this case, the H1 and H̃1 gradients approach pure translations equal to
the average value of the H0 gradient, as expected from the interpretation of gradient
noted in Section 3.2.1.
While local minimizers in the H0 metric continue to be local minimizers in the
H1 metric (but not vice-versa), the definition of locality is completely different. As
a result, Sobolev active contours are much more robust to the local minima which
strongly influence H0 active contours. This property arises due to the fact that
Sobolev active contours are able to exploit much more relevant information contained
in the initial contour about the shape of the desired contour. This is because the
Sobolev active contour is more resistant to changing the local structure of the initial
curve since local perturbations induce high derivatives in the flow field compared to
more global motions which are smoother. Thus, if one starts with a contour that is
smooth on a local scale, the cost to perturb the initially smooth contour into a “noisy”
version of the same contour is enormous. This renders a very large distance between
a smooth and non-smooth contour even though the two contours may be very close
in other senses, such as in the Hausdorff distance. As such, local minimizers due to
noise are no longer “local” to the initial contour if the initial contour is smooth and
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the local minimizer is not. Switching to the Sobolev metric has the effect of pushing
many undesirable minimizers so far away from the initial contour that they are no
longer able to influence the gradient flow towards a more desirable minimizer which
is now much closer to the initial contour.
Remark 3.3.2. One may wonder whether any smoothing kernel can used to smooth
out the H0-gradient to form a smoother perturbation, which is robust to noise. The
answer may be yes, but it is not guaranteed to reduce the energy in question. The fact
that the kernels we’ve derived come directly from a gradient means that the energy is
guaranteed to be reduced.
The previous comment also relates to various numerical methods for energy de-
scent algorithms where the H0 gradient is modified by an operator known as a pre-
conditioner to yield a better descent direction for faster convergence to a solution.
For example, the Newton method uses the inverse Hessian of the energy as the pre-
conditioner (see for example [46, 13] for applications to active contours). The dis-
advantage of this approach is that one has to be careful to make sure the resulting
algorithm reduces the energy; even for the Newton algorithm, the inverse Hessian
pre-conditioner is not guaranteed to reduce the energy, in general.
3.3.4 Advantages of H̃1 over H1
There is a computational advantage of using the H̃1 gradient as opposed to the H1
gradient since the formulas (66), (67) give the H̃1 gradient as a single integral without
convolution, as opposed to the convolution for H1. Another advantage of H̃1 over H1
is that we can eliminate the dependence on the parameter λ when implementing H̃1
gradient flows. Observe from the kernel definition (68) that K̃λ is a sum of two terms:
one that depends on λ and another that does not. Thus, the H̃1 gradient is a sum of
two components: one that depends on λ by a simple scale factor, and another that is
independent of λ. The component that does not depend on λ is avg(∇H0E), which is
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a just a translation. The other component is a complex deformation. An algorithm to
implement an approximate version of the H̃1 gradient flow is to first evolve the curve
by the translation component until this component becomes zero, then to evolve the
curve by the deformation component, and the process is repeated until convergence.
Note that λ does not need to be chosen for evolving the deformation component
because λ only changes the speed of the curve, not the geometry. Therefore, this
algorithm also gives a way of separating the (rigid) motion of the curve from the
deformation. Separating the motion from deformation has particular importance in
tracking applications [99]. Note that this algorithm is equivalent to optimizing the
energy first according to the H̃1 inner product as λ → +∞, and then according to
H̃1 with any λ (as there is no dependence on λ after the first step).
3.4 Some Sobolev Gradient Flows
In this section, we simplify the formulas (65) and (69) for some common geometric
energies, note some interesting properties, and compare these with the usual H0
gradients. A question that arises when considering these gradient flows is whether
an initial curve c ∈ M , the manifold of curves, stays in the manifold of curves (this
also relates to existence of a solution for the PDE). The manifold of curves consists
of curves being immersed and regular. Since the flows we consider are geometric
and we represent the curve by arclength parameterization, the curves always remain
immersed by representation if their derivative is defined. The question of regularity
is a difficult one in general, and we do not address it in this thesis.
In what follows, we use K to denote either the kernel (64) or (68), and ∇1 will
denote either the H1 or H̃1 gradient; when the distinction is needed, we will use the
subscript λ on the kernels, and write H1 or H̃1.
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3.4.1 Length and Weighted Length





where φ : R2 → R+. Then the gradient with respect to H0 is
∇H0E = L(∇φ(c) · N )N − Lφ(c)κN
where N is the unit inward normal, and κ is the curvature. We omit the argument in
φ(c), for simplicity, and write c′ for arc parameter derivation. Let us first note that
∇H0E = L∇φ− L(φc′)′. Integrating by parts we find that
1
L
∇1E = ∇φ ∗K − (φc′)′ ∗K = ∇φ ∗K − (φsc) ∗K ′ − (φc) ∗K ′′,




− L(φsc) ∗ K̃ ′λ + L∇φ ∗ K̃λ. (72)
The above does not require that the curve be twice differentiable, and thus we may
prove that




exists for small (positive) times; if lim infx→∞ φ(x)|x| > 0, then it exists for all (pos-
itive) times.
Proof. The proof is based on the inequality







where the ball of radius r centered at 0 contains c, and
1
Mr







(max{φ(x), |∇φ(x)|}) and mr := inf|x|<r φ(x) ;
the above (by using the Euler method) implies existence, in the class of curve evolu-
tions c(θ, t) that are Lipschitz in both variables.
Details will be available in a forthcoming paper.






It is interesting to notice that the H1 and H̃1 gradient flows are stable for both ascent
and descent while the H0 gradient flow is only stable for descent. Note that the H̃1
gradient flow constitutes a simple rescaling of the curve about its centroid. While
the H0 gradient descent smooths the curve, the H̃1 gradient descent (or ascent) has
neither a beneficial nor a detrimental effect on the regularity of the curve.
3.4.2 Area and Weighted Area






where cin denotes the region enclosed by the closed curve c, φ : R2 → R and dA is
the area form; this energy is defined only for embedded curves. The gradient with
respect to H0 is
∇H0E = −LφN = −LφJc′
and J is a rotation by 90o matrix. Integrating by parts we find that
1
L
∇1E = −(φJc′) ∗K = (φsJc) ∗K + (φJc) ∗K ′. (73)









ŝ dŝ+ (φsJc) ∗ K̃λ. (74)
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Of particular interest is when φ = 1, that is E = A, the area enclosed by the










in the H̃1 gradient case.
3.4.3 Elastic Energy





where L is the length of c, and κ is the signed curvature. This may serve as a regular-
izer that does not favor smaller length curves, unlike the standard curve shortening
term. It is also the term that is commonly omitted in the original snakes model of
[51] since it leads to a fourth order gradient flow.
We now derive the H̃1 flow by first calculating the H0- gradient. Let us write a




Css · Css ds.





































(Css · Css) = 2Csst · Css,
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but using (76) twice, we see




(Cts − (Cts · Cs)Cs)− (Cts · Cs)Css
= Ctss − (Ctss · Cs + Cts · Css)Cs − (Cts · Cs)Css − (Cts · Cs)Css
= Ctss − (Ctss · Cs + Cts · Css)Cs − 2(Cts · Cs)Css,
and since Cs · Css = 0, we have
∂
∂t


















(Css · Css) ds.












3(Cts · Cs)(Css · Css) ds+ 2
∫
C




(2(Ctss · Css)− 3(Cts · Cs)(Css · Css)) ds.






Ct · (2L∂ss(css) + 3L∂s((css · css)cs)) ds.
Hence,
∇H0E(c) = 2Lcssss + 3L∂s((css · css)cs). (78)
Computing the Sobolev gradient from (78), we have
∇H̃1E = K ∗ ∇H0E
= 2LK ′′ ∗ (css)− 3LK ′ ∗ ((css · css)cs)
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κN − 3LK ′ ∗ (κ2T ) (79)
since avg(κN ) = 0. Notice that the corresponding H̃1 gradient flow is second order,
although it is an integral-PDE.
3.4.4 Comparison of H0 and H1, H̃1
We notice several advantages of the gradients flows for H1 and H̃1 gradients as com-
pared with H0 gradients. First note that both the expressions for edge-based and
region-based active contour gradients with respect to H1 and H̃1 (72), (73) do not
involve any derivatives of the curve. This is in contrast to H0, which requires two
derivatives for geodesic active contours and one derivative for region-based active con-
tours. Hence, these Sobolev flows are defined for non-smooth curves, e.g., polygons,
without the need to resort to numerical techniques based on viscosity solutions of the
corresponding level set equations. Moreover, Proposition 3.4.1 shows that we do not
need viscosity theory to define the H̃1 flow at least for the weighted length energy.
Note that the expression in (72) does not require any more derivatives of φ than the
expression for H0 does. This is not the case for (73), which requires a derivative of
φ. However, since φs is contained within a convolution, the possible noise generated
by φs is mitigated. Alternatively, the original expressions (65) and (69) may be used
if a derivative of φ is not desired to be computed.
Notice the expressions of Sobolev gradients for the elastic energy (79) only require
two derivatives of the curve; this is in contrast to the H0 gradient, which requires
four derivatives of the curve. Since there is no maximum principle for fourth order
equations, the H0 gradient descent of the elastic energy is difficult to implement using
level set methods [23, 31]. A particle method can be used; however, this is prone to
numerical problems. Note that the integral-PDE (79) may not have a maximum prin-
ciple, but in our numerical implementation with level set methods (see Section 3.5.2),
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we bypass this issue for the following reason. The local term certainly has a maxi-
mum principle, and for the global term, we perform extensions of this quantity from
the zero level set, which is done, for example, in image-based evolutions. Therefore,
we expect that level sets do not collide, that the level set function gradient doesn’t
become ill-defined, and that the level set evolution is modeling the curve evolution.
These are issues that need to be dealt with for the H0 gradient flow using a level set
method.
3.5 Numerical Implementation
In this section, we describe the numerical scheme used to simulate Sobolev active
contours. Sobolev active contours are naturally suited for a parametric or a marker
particle based implementation. This is because computing Sobolev gradients requires
computing an integral around the curve, which is straightforward to compute if one
has an ordered set of sample points of the curve.
3.5.1 Multiple Curves Evolution
In this section, we consider evolving multiple curves according to gradient flows for
the metrics defined in Section 3.2.2. We consider defining the flows for curves that
undergo topological changes. Consider a family of embedded curves c = (ci) in the
plane and of displacements h = (hi), where ci, hi : S
1 → Rd and i = 1 . . . N = N(c).
We may define a metric on multiple curves 〈, 〉c using a choice of some metric 〈, 〉ci
that was defined for a single curve in Section 3.2.2. We define the inner product on











Figure 11: Some illustrations of topological changes.
then, the variation of E for several embedded curves is




for some given inner product. Thus, we consider evolving the curves according to the
curve evolution
∂tci = −∇E(ci) i = 1, . . . , N(c). (80)
Clearly, if the curves are moved according to the above equation, and the curves do
not undergo topological changes then the evolution reduces the energy, E.
We now consider the possibility of topological changes of c, that is merging and
splitting of curves in c. Two ways of topological changes are pictorially shown in Fig-
ure 11. On the left, the curves develop kinks; on the right, they develop cusps. Note
that other topological changes may be possible. We consider whether the evolution of
(80) reduces the energy, E of the curve c, even when topology changes occur. First,
we note a problem for actually defining the evolution in (80) for Sobolev metrics.
Note that during the instant in which the curve undergoes a topology change an am-
biguity arises in how to parameterize the curve at the point of self-intersection. Since
the Sobolev inner product depends upon the arclength parameterization of the curve
this leads to an ambiguity in defining the gradient and the resulting curve evolution.
For example, on the right side of Figure 11, at the instant of topology change, there
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is an ambiguity over whether to treat c as a single curve or as two separate curves. In
the case of the H0 gradient, this ambiguity is unimportant since in both cases the H0
gradient is the same at all points of the curve except the point of self-intersection as
the H0 does not depend upon the curve globally as does the Sobolev gradient. Since
gradient descent flows are designed to minimize their corresponding energy functional
as quickly as possible, there is a very natural solution to the ambiguity that arises
in the case of the Sobolev gradient at the moment a topological change occurs. In
theory, one may simply compute the derivative of the energy corresponding to either
interpretation of the curve (each of which results in a different gradient under the
Sobolev metric) and choose the one which the larger derivative as it will lead to a
faster instantaneous descent of the energy. In practice, though, an even simpler nu-
merical procedure may be employed based on the same essential idea. We will outline
the procedure below for the case of level set methods.
When employing level set methods for Sobolev active contours (as described in
Section 3.5.2), the contour extracted at any discrete moment in time from the discrete
spatial grid always exhibits the simple topology of an embedded curve(s), which
bypasses the ambiguity discussed above. Thus a topological change occurs more
abruptly after one discrete evolution step in which the curve passes from one topology
to another, never passing through the ambiguous intermediate configuration in which
the curve no longer remains embedded. Thus, there is never a need to resolve the
Sobolev gradient of the curve in such configurations. Instead, noting that there is
typically a discontinuity in the Sobolev gradient flow before and after topology change,
we may simply verify that the energy has decreased after the topological change. If
E is continuous, there is no reason to expect repeated oscillations in the topology of
the curve even though the Sobolev gradient flow may exhibit a discontinuity across
the topology change. The weighted length and area energies defined in Section 3.4
satisfy this continuity condition (since these functionals remain unambiguous through
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a topology change even though their Sobolev gradients do not). Indeed on the right-
hand side of Figure 11, these energies remain constant for the curve just before and
just after the topology change. On the other hand, energies that depend on local
derivatives of the curve such as the elastic energy defined in Section 3.4 may not
be continuous through the topology change. As such there is no guarantee that
the energy E decreases after an evolution step that creates a topological change. If
the energy decreases, it makes sense to continue evolving. If instead an increase is
detected, then one should stop evolving the curve and restore its prior configuration.
Otherwise, oscillations may occur.
While the elastic energy pose a potential problem for Sobolev metrics (and indeed
even the H0 metric) in the event of certain types of topological changes (those for
which the elastic energy increases), they pose an even greater problem for the standard
H0 metric which yields gradient flows of fourth order that are much more difficult to
implement numerically even in the absence of topological changes.
3.5.2 Level Set Method
We first describe a straightforward numerical method to extend curve evolutions that
depend on integrals around the curve to level set evolutions, introduced in [78]. The
algorithm for updating the level set function, Ψ : R2 × R → R, for most Sobolev
active contours is
1. Compute polygon(s) estimate of zero level set of Ψ from the narrowband, Un.
2. Calculate and interpolate H0-gradient to polygon(s) estimate
3. Compute Sobolev gradient on polygon(s) estimate by using one of the formulas
for the H1 or H̃1-gradients in terms of the H0-gradient shown in Section 3.3.1.
4. Extend polygon(s) forces to narrowband band of level set function domain.
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5. Evolve Ψ by the transport equation Ψt = −∇Ψ · ~F , where ~F : Un ⊂ R2 → R is
the extended Sobolev gradient to the narrowband region, Un.
The computational complexity of the entire algorithm for extracting the polygon(s),
and computing the extensions is linear in the size of the narrowband, Un.
In most of the cases of various energy functionals, the H0 gradient of the energy
must be computed on the narrowband Un in the usual fashion; or in our case, we
directly compute the H0-gradient to the polygon estimate of {Ψ = 0}. In other cases
(such as for the elastic energy), the H0 gradient does not need to be computed, but
only certain expressions that do not involve the convolutions. For example, in the
elastic energy, the term κ2T should be computed at every point of the polygon esti-
mate. Note that in computing quantities such as the normal vector, and curvature
of {Ψ = 0}, we compute them directly from Ψ using standard formulas and interpo-
late them to the polygon estimate. The Sobolev gradient is then computed using a
convolution or simple integral with the formulas in Section 3.3.1. Note that we must
compute separate convolutions or integrals on each polygon extracted from Ψ (or con-
nected component of Ψ) in the fashion described in Section 3.5.1. We use a standard
Riemann sum to compute the curve integrals, and the polygon estimate is used to
determine the arclength measure, ds. After the Sobolev gradient is computed on the
polygon estimate, it can be extended to Un. We call the extended Sobolev gradient
~F . Note that we are extending the gradient along the curve so that ∇Ψ · ∇Fi = 0
where i = 1, 2 and ~F = (F1, F2). That is, we assume that all the level sets of Ψ
are moving by the same speed function, which means that the level sets of Ψ do not
collide. Now the level set evolution can be computed by
Ψt(x) = −∇Ψ(x) · ~F (x).
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3.5.3 Level Set Method Without Polygon Extraction
In this section, we describe an approach where we can directly compute (without
polygon extraction) an approximation to the Sobolev gradient from the H0 gradient
that is defined on the narrowband, Un, of the level set function. This may be of use
since the polygon extraction step is cumbersome.
Our approach is to approximate the convolution integrals (65) and (69) with region
integrals evaluated within the narrowband Un. The arc-distance between points on the
curve (i.e., s− ŝ) that is required by the formulas (65) and (69) can be approximated
by the use of the eikonal equation [90]. Consider an embedded curve, c ∈ C2(S1,R2),





+∞ for x /∈ {c}
1 for x ∈ {c}





F (γ(θ))‖γ ′(θ)‖ dθ,
where Γ := {γ : [0, 1] → R2, γ(0) = c(ŝ), γ(1) = c(s)}; then clearly, we see that
u(c(s)) equals the minimum distance between the points c(s) and c(ŝ) along the
curve c. Because of the symmetry of the kernels in (64) and (68), it suffices to use
the quantity u(c(s)) as a substitute for s − ŝ in the convolutions formulas (65) and
(69). As in [90], we may solve for the viscosity solution of the eikonal equation
‖∇u(x)‖ = F (x), u(c(ŝ)) = 0 (81)
to obtain the desired solution of u at all points along the curve, c. As we will solve
this equation numerically on a grid, we consider the following approximation to (81),
‖∇u(x)‖ = 1 + |Ψ(x)|/ε, u(c(ŝ)) = 0 (82)
where ε > 0 is chosen small enough, and Ψ is the level set function with Ψ(c(s)) = 0
for all s.
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Next, note the co-area formula for a Borel measurable function f : R2 → R, a








f(x) dH 1(x) dt
where dH 1 is the one-dimensional Hausdorff measure, that is, arc-length measure.
We use this formula to convert the contours integrals of interest to integrals over the
domain of the level set (or the narrowband region). Thus, we find by the co-area
formula and the Lebesgue differentiation theorem,
∫
c




where δa : R→ R is a smooth approximation to the Dirac distribution, H : R2 → R is
some function, u is the solution to (82), and A ⊂ R2, such that {c} ⊂ Ao, the interior
of A. According to the previous comments, we propose the following theorem:
Theorem 3.5.1. Suppose that c : S1 → R2 is a C2 curve embedded in the plane, Ψ







|∇Ψ(x)|Z(|Ψ(x)|/ε) dx = length of the curve (83)




1 and limx→∞ xZ(x) = 0 (for example Z(x) = exp(−x)); the integral on the left hand
side is on a compact set A such that the curve is contained in Ao, the interior of A.
Fix a continuous H : R2 → R, a kernel K : R+ → R, and suppose that
limx→∞K(x)/x = 1. Let ε > 0, and c(s̄) be a point in the curve and let u : R2 → R
be the viscosity solution of











H(c(s))K(|s− ŝ|) ds (85)
where |s− ŝ| is the shortest arclength distance between c(s) and c(ŝ) along c.
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To solve the eikonal equation (84) numerically, we use the fast marching method
[2]. We discretize on aN×N grid, then the integrals above are numerically substituted
by a sum; if ε → 0 while N is kept constant, then clearly the numerical versions of
(83) and (85) would converge to zero rather than to the desired result; so we propose





|∇Ψ(xi,j)|Z(|Ψ(xi,j)|/ε) ≈ length of the curve (86)
where xi,j are points of the discretization of the domain of Ψ to an N ×N grid, and
ε→ 0, N → +∞ and Nε→ +∞. Similarly, we use the method by [2] to solve for a











In this section, we show some simulations of Sobolev active contours used for seg-
mentation of static images and some simple image sequences.
We tried both the method of Section 3.5.2 and 3.5.3; the latter is simpler to
implement, but is difficult to tune w.r.t. the choice of ε and N . The following
numerical experiments use the polygon(s) estimate of the zero level set, as in Section
3.5.2.
In all the simulations done below, the results for the Sobolev active contours are
done with the H̃1 inner product (λ = 10 unless stated otherwise, although a wide
range of λ give similar results). Using the H1 inner product gives visually similar
results as to what are shown. We consider two energies to illustrate the advantages of
Sobolev active contours over H0 active contours. The edge-based energy we consider
87
Figure 12: Segmentation of various shapes using a Sobolev active contour for a
region-based energy (89). This illustrates the ability of Sobolev active contours to





φ(c(s)) ds, where φ =
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1 + ‖∇I‖2 , (88)
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and α ≥ 0 specifies a penalty on the length, L(·), of the curve. This is the piecewise-
constant model of [72] (see also [17]). The use of the length penalty is partly to keep
the evolving H0 contour smooth, and avoid undesirable local minimum of the first
terms caused by noise. This term has a smoothing effect since the H0 gradient flow
of L is curvature flow, which has smoothing properties; as we saw in Section 3.4.1
this length penalty for the Sobolev flow is futile in terms of giving smoothness to the
contour.
3.6.1 Merging and Splitting
In Figure 12, we demonstrate the experimental evidence for the ideas presented in
Section 3.5.1. In this experiment, we segment an image using the region-based energy
(89), and a Sobolev active contour. We see that the active contour can change
topology to achieve the global minimum.
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3.6.2 Noisy Square Segmentation
In Figure 13, we show the results of an experiment in which we segment a noisy
square image with the region-based energy (89). We added salt and pepper noise
with densities of ρ = 0.5, 0.6, 0.7 to the binary image. In this experiment, we compare
the results obtained from using the usual H0 active contour with the result obtained
from using a Sobolev active contour.
First, we explore the effects of various weights, α, on the length penalty in (89)
for the H0 active contour. In Figure 13, we see that with using a small α, the
contour becomes stuck in the noise, at an intermediate local minimum of Er (89).
The image second from the right in each row is the result of the H0-active contour
with a minimum α just high enough so that the contour is not stuck in noise at a
local minimum. In Figure 13(a), we see that with relatively low noise, the result
of the H0-active contour with just high enough α to overcome the local minimum
captures the desired square accurately. As the noise increases, a higher α is needed to
overcome local minima; however, because of such a high length penalty and therefore
higher smoothness, the active contour is unable to capture the fine-scale structure of
the desired object. In Figure 13(c), we see that using the minimal α to overcome the
noise results in the contour failing to capture the corners of the desired square object.
Notice that for each of the noise levels, the Sobolev active contour without any
length penalty (α = 0) or additional regularization terms in the energy moves in such
a way as to avoid any local minimum of the energy, Er, as it moves in a global fashion
first before resorting to finer scale deformations (the final segmentation of the square
images are the last image in each row of Figure 13). The end result captures the
square accurately and looks to be the global minimum of the region-based energy.
The result is independent of λ, the weighting on the derivative component of the
H̃1 inner product since translations do not optimize the energy. Notice that the
converged Sobolev contour becomes more rugged as the noise increases. This is
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because the image is corrupted by the noise, and the original square is no longer
the global minimum of energy. We should point out that the Sobolev active contour
gives smoothness in the contour flow ; it does not guarantee smoothness in the final
contour, which is determined by the energy that is being minimized.
Besides obtaining a more accurate segmentation, the Sobolev active contour con-
verges much faster than the H0 active contour with just high enough length penalty,
α, to get passed local minima. The reason for this is because of the small step size
needed for stability of the curvature term arising from the length penalty in the level
set implementation. A crude estimate for the Sobolev active contour shows that
the step size is less than 0.5/2552 = 130 050−1, whereas for the H0-active contour
with α = 300 000, as in Figure 13(c), a step size of less than min{0.5/300 000 =
600 000−1, 0.5/2552 = 130 050−1} = 600 000−1 is needed. This is a factor of about 5
for this crude estimate.
3.6.3 Segmentation of Real Images
We illustrate the advantages of using Sobolev active contours over H0 with the same
energy on real medical images in Figures 14, 15, and 16.
In Figure 14, we use the edge-based energy, Ee (88) to segment a cardiac image.
We show the results with two different initializations using both H0 and Sobolev
active contours. Because of the complicated texture of the image, the edge-based
energy is riddled with local minima. Because the Sobolev active contour moves more
globally, it is less likely than the H0 active contour to become stuck in local minima,
as shown in Figure 14.
In Figure 15, we segment an ultrasound image using the region-based energy
(89). In Figure 15(a), the results are shown using an H0 active contour with two
different weightings, α, on the length penalty. In both cases, extraneous features
of the image are detected. In Figure 15(b), we see that the Sobolev contour moves
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(a) ρ = 0.5. Left to right: Initialization, H0 : α = 20 000, 50 000, 90 000, Sobolev.
(b) ρ = 0.6. Left to right: Initialization, H0 : α = 50 000, 120 000, 160 000, Sobolev.
(c) ρ = 0.7. Left to right: Initialization, H0 : α = 50 000, 100 000, 300 000, Sobolev.
Figure 13: Segmentation of square binary image with salt and pepper noise of
various densities. The experiment shows the results with H0 (of various degrees of
regularization, α) and the Sobolev active contour.
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(a) H0 active contour.
(b) Sobolev active contour.
Figure 14: Segmentation of a cardiac image using the edge-based energy in (88)
(two different initializations).
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(a) H0 active contour with low (α = 10, top) and with high (α = 5000, bottom)
regularization.
(b) Sobolev active contour (no regularization).
Figure 15: Segmentation of an ultrasound image using the region-based energy (89).
initially according to global motions (translation and dilation), and finally detects
the more fine features of the image when more global motions cannot optimize the
energy. Thus, the contour is able to avoid irrelevant local features that disturbs the
H0 active contour.
In Figure 16, we segment a vessel image using a the region-based energy (89). As
we see, the Sobolev active contour is less affected by local features, which causes the
H0 active contour to leak into an irrelevant region of the image.
3.7 Conclusion
In summary, we have observed that much of the literature on active contours uses
the concept of gradient flow to minimize energies, but it has always been assumed
(knowingly or unknowingly) that the inner product on curve perturbations, on which
the gradient depends, is the H0 inner product. We have introduced using Sobolev
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(a) H0 active contour with length penalty.
(b) Sobolev active contour (no length penalty).
Figure 16: Segmentation of a vessel image using the region-based energy (89) with
both the H0 active contour and the Sobolev active contour. The Sobolev active
contour is able to avoid distracting fine features of the image and therefore does not
leak into an irrelevant region of the image.
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inner products on the set of perturbations of a curve. We have demonstrated the
general methodology for computing Sobolev gradients, which requires integrating
the H0 gradient. The procedure requires very little extra computational time and
little change of existing computer code when compared with the H0 gradient flow, in
particular for the H̃n family of norms, as remarked in 3.3.1. It was demonstrated by
theory and experiments that Sobolev gradient flows are global flows, in which a single
point on the curve depends on all other points of the curve, and the flows deform
locally after global motions (e.g., translations) can no longer optimize the energy.
This particular property shows that the Sobolev method gives a smooth flow (not
necessarily a smooth contour), which in many cases helps avoid certain undesirable
local minimum of active contour energies that disturb the (local) H0 flows. Explicit
formulas for Sobolev gradient flows of typical energies found in the active contour
literature, which were derived, showed many interesting properties of Sobolev active
contours. One of the notable properties that these explicit formulas shows is that the
Sobolev method regularizes the corresponding H0 gradient flow by reducing the order
of the PDE. In particular, derivatives of the curve need not be defined for region-based
and edge-based energies, and the elastic energy, which is results in a fourth order H0
flow is reduced to a second order flow using a first order Sobolev flow.
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CHAPTER IV
COARSE-TO-FINE SEGMENTATION AND TRACKING
USING SOBOLEV ACTIVE CONTOURS
Sobolev active contours introduced in Chapter 3 introduced a new paradigm for min-
imizing energies defined on curves by changing the traditional cost of perturbing a
curve and thereby redefining their gradients. Sobolev active contours evolve more
globally and are less attracted to certain intermediate local minima than traditional
active contours, and it is based on a well-structured Riemannian metric, which is im-
portant for shape analysis and shape priors. In this chapter, we analyze Sobolev active
contours using scale-space analysis in order to understand their evolution across differ-
ent scales. This analysis shows an extremely important and useful behavior of Sobolev
contours, namely, that they move successively from coarse to increasingly finer scale
motions in a continuous manner. This property illustrates that one justification for
using the Sobolev technique is for applications where coarse-scale deformations are
preferred over fine scale deformations. Along with other properties to be discussed,
the coarse-to-fine observation reveals that Sobolev active contours are, in particular,
ideally suited for tracking algorithms that use active contours. We will also justify
our assertion that the Sobolev metric should be used over the traditional metric for
active contours in tracking problems by experimentally showing how a variety of ac-
tive contour based tracking methods can be significantly improved merely by evolving
the active contour according to the Sobolev method.
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4.1 Introduction
Tracking objects in video sequences with active contours has been an active research
area ever since the introduction of snakes in [51] (see [6] for a survey). This is often a
two step procedure. The first step is detection. Here an initial estimate of the object
boundary being tracked in a particular image (video frame) is given, and the goal is
to evolve this initial contour towards the object of interest in that particular frame.
A wide variety of different energy-based schemes have been proposed to do this,
including both edge-based [51, 16, 53, 39] and region-based [72, 118, 114, 79, 17, 80]
active contours. The second step is prediction, where the objective is to predict the
object’s boundary in the upcoming image based on the presently detected contour as
well as contours detected in previous images. Measured (or assumed) dynamics are
then extrapolated forward to predict the upcoming contour. Many times, the result
from prediction is then averaged in an appropriate manner with the result of detection
on the prediction to form an estimate of the contour (for example see [104, 49]). A
trivial approach, which we call the naive tracker, assumes no change in dynamics
and therefore uses the contour detected in the current frame as the prediction (initial
contour) for the next frame. More sophisticated prediction steps may be found in
[5, 104, 48, 82] for parametric snakes and more recently [75, 49, 84] for geometric
active contours. In [49], a dynamical model of the object being tracked is used, and
[84] uses particle filtering for geometric active contours building on the approach in
[48].
The prediction step in many contour tracking algorithms is needed because the
detection step is too sensitive to initial contour placement, thereby rendering the naive
tracker inadequate. Indeed, if we had a robust detection scheme that could operate in
real-time, then the prediction step could be eliminated and the naive tracker would
suffice. This sensitivity of active contour models comes in part due to a lack of
inherent smoothness in the way the active contours evolve or deform.
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Typically an object being tracked deforms rather smoothly from frame to frame,
otherwise a prediction would make no sense. Note that we are referring to smoothness
of the contour deformation (along the contour), not the contour itself. Active contour
energies, through the use of regularizers, may easily be adapted to favor smoothness in
the final detected contour. However, in tracking it makes sense to ensure smoothness
of the deformation of the contour from one frame to the next, regardless of how smooth
we want the contour to be. Most current and previous active contour algorithms
allow an initial contour to deform in very complex ways, as it flows toward an energy
minimum. Even if the final contour has the exact same shape as the initial contour
up to translation, the intermediate contours attained during the evolution may vary
immensely from the initial and final shapes. This non-preferential freedom of the
contour to undergo arbitrarily complicated deformations as it flows can attract the
contour to undesirable, intermediate local minima before it reaches the desired object
boundary.
It would thus be beneficial, when tracking with active contours, to evolve the
initial contour, whether or not it was obtained by the naive tracker or by a prediction
step, toward its final configuration in a manner that mimics the evolution behavior of
objects we wish to track. In particular, it would be ideal if the evolution first favored
rigid motions that did not change the actual shape of the evolving contour and then
gave preferential treatment to coarser or more global deformations, resorting only at
the end to finer or more local deformations when necessary.
In Chapter 3, Sobolev Active Contours introduced a new paradigm for minimizing
energies defined on curves (see also [19, 21]). This yields a completely new way to
evolve active contours by exploiting the fact that the gradient flow used to evolve a
contour is not only influenced by the energy it minimizes but also by how we measure
the cost of perturbing the curve. The works [68, 113] revealed many undesirable prop-
erties associated with the usual cost (H0) inherent in all previous geometric active
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contour models. Accordingly, in Chapter 3, we considered using other norms for per-
turbing active contours based on Sobolev spaces. Sobolev active contours evolve more
globally and are less attracted to certain intermediate local minima than traditional
active contours. In contrast to the usual strategy of substituting simple energies
with more complex (and costly) energies exhibiting fewer local minima, Sobolev ac-
tive contours minimize the same energy, but follow an entirely different deformation
to reach their steady state configuration, thereby avoiding many local minima that
would otherwise have been encountered along the way.
Applying Sobolev norms to variational problems has been done in areas other
than active contours to gain many of the same advantages that are gained in active
contour problems. For example, the book [74] (see also references within) presents
the theory of Sobolev gradients and applies it to various physical problems. The
key difference between those metrics and the ones we are considering is that we are
defining geometrized Sobolev norms; these are to be thought of as the metrics for
a (yet to be completely studied) Riemannian manifold of curves, equivalent up to
reparametrization – whereas the usual Sobolev norms are associated to Hilbert (or
Banach) vector spaces of parametrized curves. Recent work that uses the Sobolev
gradient for boundary reconstruction is [12]. Geometrized Sobolev metrics have been
used for defining shape spaces for shape analysis, where the objective is to be able
to perform statistical operations on shapes, which may be contours. For example,
[117, 67, 69] consider Sobolev metrics on the space of plane contours for shape analysis,
and other variants are considered by [70].
The contribution of this chapter is to expand Sobolev active contours to tracking
applications and give a detailed new analysis, which among other things explains the
compelling reasons for using the Sobolev metric in tracking situations. Indeed, we
examine Sobolev active contours using a scale-space type analysis which shows, along
with other properties to be discussed, that these active contours are quite naturally
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suited for tracking problems, performing (given the exact same energy functional)
significantly better than the corresponding traditional active contour. This makes
the generic tracking algorithm less dependent on its prediction step as the initial
contour does not need to be placed within as narrow an attraction basin in order to
reach the desired minimum. In fact, we will see Sobolev active contours often allows
even the naive tracker to perform well with simple energies that are otherwise plagued
by undesirable local minima problems. For a more detailed discussion and analysis
of the benefits of Sobolev active contours for tracking, see Section 4.4.
4.1.1 Related Works
We now discuss previous techniques that have been explicitly designed to obtain
multiscale and global motion properties that are naturally inherent in Sobolev ac-
tive contours, discuss the advantages of Sobolev active contours in relation to these
techniques.
Many active contour works have explicitly incorporated information from succes-
sive scales of an image to perform a systematic segmentation that matches image
data at both coarse and fine scales. For example, in [59] the image is down-sampled
to a coarse scale, and an active contour [51] is evolved until convergence. The re-
sulting active contour is up-sampled to a finer scale of the image, and the process
is continued on successively finer scale representations of the image until the active
contour is evolved in the image itself. The method of [59] makes it less likely that the
active contour becomes stuck in irrelevant local minimum of the underlying energy
caused by fine scale features of the image. There is also a computational advantage
of these methods since the algorithm works with down-sampled images.
• One problem with this method is knowing which and how many scales of the
image to use. Ideally, one would like to use a continuum of scales that have
gradually more information added at each successive scale. However, this is
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practically not possible in the framework of [59].
• When an arbitrary discrete sampling of scales is chosen, there is a greater pos-
sibility of the evolving contour becoming trapped in artificial local minima.
• Choosing a large number of scales reduces the chance of being trapped in a local
minimum; however, the computational cost increases.
• One limitation of multiscale techniques like [59] is that there is a limit to how
much the domain of the image may be coarsened whenever complicated geomet-
rical objects are present in the image, and it is not trivial to obtain the limit.
To illustrate this point, consider a simple example of a binary image consisting
of two large circles connected by a long thin strip (an elongated version of the
object in Fig. 22). If coarsened or down-sampled enough, the object will be-
come two circles separated by a space, a completely different topology than the
actual object. Imagine that an active contour is initialized to enclose the two
circles, and the geodesic active contour energy [16, 53] (see also (88)) is used.
The contour will split and become two circles. When the contour is evolved in
a finer scale of the image, which shows the strip, the contour will not capture
the strip because there is a more favorable local minimum of the energy, which
is the curve consisting of two circles that slightly protrude into the strip, but do
not capture it. In general, this problem is exhibited whenever thin structures
are present in the image. This example serves to illustrate that pathologies aris-
ing from topological inconsistency of the object to be segmented across scale
can result from multiscale methods like [59] if careful attention is not paid to
the amount of coarsification performed. We note that Sobolev active contours
has no such limitation in that the object to be segmented stays a consistent
topology across each instant of time during the contour evolution (even when
complicated geometrical objects and even thin structures are present).
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A solution to the problem of selecting scales is proposed in [8], which considers seg-
menting all scales of a scale space of an image simultaneously. Although this method
has some advantages, the main drawback is a significant increase in computational
time because a surface rather than a curve evolution is needed.
As shown in the Chapter 3, Sobolev active contours are global flows in that they
incorporate image and curve information from the entire curve in order to evolve a
single point on the curve. Typical multiscale methods that are used for curve evo-
lutions also use global information in order to deform the contour, but the notion
of “global” is different than for Sobolev active contours. Indeed in the coarse scale
evolution of a multiscale algorithm, a point c(s) of the curve uses image information
from the neighborhood {x ∈ R2 : ‖x − c(s)‖ < R} where R > 0 depends on the
amount of smoothing/down-sampling performed. While this gives some advantages
over traditional active contours including that the evolution incorporates coarse scale
information before finer details, the evolution of the curve is not coarse-to-fine and
there is no preference to coarse scale deformations before finer deformations because
the traditional metric is used. Our scale-space type analysis shows that Sobolev active
contours has inherent multiscale behavior. Indeed, the Sobolev technique incorporates
information from all scales of the image in a systematic fashion first incorporating
coarse scale information and favoring coarse deformations of the curve, before gradu-
ally moving to finer deformations when coarse deformations can no longer minimize
the energy of interest.
Numerous approaches have been applied to tracking that deal with the problem
of traditional active contours being attracted to irrelevant local features of an image
resulting from the flexibility of the contour to undergo arbitrary deformations. The
approach taken by some to avoid arbitrary (and unlikely) deformations in tracking
applications has been to restrict the degrees of freedom of the active contour so that
more global deformations of the contour are only possible. For example, this approach
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has been taken by [28, 108, 109]. In [28], a deforming contour is represented by b-
splines, and [108, 109] uses polygons. Since there are fewer control points for a b-spline
and polygon than a typical parametric snake, this results in more global deformations
of the contour. An advantage of [108, 109] over traditional active contours is that
information is integrated over adjacent edges of the polygon in order to move the
corresponding vertex, and hence this adds robustness of the polygon to noise and
other local features. Other related methods use of a finite number of Fourier or
wavelet coefficients to represent the evolving contour (for example, see [59]).
• An advantage of these methods that restrict the contour to more global defor-
mations, besides being less attracted to local features, is that they are compu-
tationally fast compared to both parametric and level set implementations [78].
This is because they have inherent regularization and typically do not require
an additional regularization term (such as a curvature term), which implies that
these methods may take much larger time steps than traditional methods.
• One disadvantage is that topological changes become hard to handle (see [66]).
• Another disadvantage of these approaches is that the motion of the contour is
restricted, and therefore, it becomes impossible to detect fine features of the
image when they are needed.
• Moreover, these methods do not generally evolve in a coarse-to-fine fashion,
which is an advantage of the Sobolev active contours.
Techniques have been designed to force a coarse-to-fine evolution of active contours
in order to avoid undesirable local minima of energies in tracking applications. For
example, in [115, 99], the authors propose to optimize energies that are defined on
both the set of curves and on a set of global group motions. In the simplest case,
these energies are defined as Enew(c, g) := E(g ◦ c) where E is an active contour
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energy, c is a curve and g is a global group action (e.g. affine motion). For tracking,
it is beneficial to optimize with respect to g first while keeping c fixed since the global
motion is the most important, and then to optimize (using the traditional metric) with
respect to c to obtain fine scale changes of the object being tracked. More recently,
[19, 21] (see a related idea in [64]) have proposed to optimize energies using “spatially
coherent” flows to achieve the effect of [115, 99] by constructing inner products on
the space of perturbations of a curve that favor various group motions such as affine
motions. The corresponding norms are equivalent (unlike Sobolev-type norms) to
the traditional H0 norm, and thus the notion of “locality” is the same for both H0
and “spatially coherent” norms (see Section 4.2.2 for a consequence of this fact).
This approach is useful for tracking if one has a prior assumption that the object of
interest is moving according to an affine motion. The advantage of using Sobolev
active contours for tracking is the inherent coarse-to-fine behavior, which the inner
products based on group motions do not have, and the fact that explicit groups do not
need to be chosen. In many tracking situations (for example see the real sequences
in Section 4.5), it is not necessarily the case that the object of interest is moving
according to an affine motion nor close to it (w.r.t. boundary movements). However,
one can generally say that the object is moving according to “coarse” deformations
w.r.t. its boundary that cannot be captured with simple groups motions (such as
affine). The Sobolev active contour is ideal for such a situation where one does not
have an explicit representation of the motion because it favors general coarse-scale
deformations before finer deformations.
4.2 Some Motivation for Sobolev Metrics
4.2.1 Consistent Theory of Shape
One of the main motivations of our work on Sobolev metrics in the space of curves
is to obtain a consistent way of doing both shape analysis (e.g., computing statistics
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of shapes) and shape optimization (e.g., optimizing active contour energies) in a
consistent manner, and to date this is the only work that offers such a consistent
theory. Indeed, it has recently been proven that the Riemannian metric arising from
the Sobolev metrics we consider in the space of curves yield well-defined, that is non-
zero distances, and that the metrics are complete with respect to Lipschitz curves [67].
Also recently, [69] computed the geodesic equation for the Hn metric, and proved the
existence of geodesics for small times and smooth initial data. In the past, there have
been many metrics proposed for doing shape analysis (e.g. [107, 20, 99, 70]), but
the optimization procedure for energies defined on the space of shapes is completely
inconsistent with this metric and the geometry of the space, and therefore completely
artificial.
There are many advantages of the Riemannian metric approach for shape analysis,
for example being able to define a principal component analysis of a set of shapes:
we may perform a PCA in the tangent space to the mean shape on the vectors
that point in the geodesic direction of each individual shape. A consistent approach
for optimization on the space of curves is desired for many reasons. For example,
consider the simple application of incorporating prior information into segmentation
using active contours (e.g. see [60, 107, 89, 22, 26]). In the simplest case, we may
have prior information that the object to be detected from an image is close in the
sense of our metric to the shape c0. Our active contour energy may be the following:
E(c) = Eimage(c) + d(c, c0)
where c is a shape (e.g. curve), d is the Riemannian metric (shape metric) on the
space of curves, and Eimage is an image-based term. To minimize the energy, one can
consider calculating the gradient descent flow, which depends on the metric used to
define gradient. If we choose consistent Riemannian metrics for d and the gradient,
then the gradient of d(·, c0) becomes simply the vector pointing in the direction of
the geodesic, which is quite natural. On the other hand, if we make an inconsistent
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choice, then the gradient of d(·, c0) is the direction which maximizes the change in
d(c, c0) while also minimizing the (inconsistent) cost of perturbing c, which is quite
artificial. Moreover, when minimizing E with respect to a different metric than d, we
end up far away (in the sense of d) from the initial curve as we step in the gradient
direction, which may have detrimental effects for tracking applications where the
initial curve is usually quite close to the target curve. Even when computing the
average of two shapes, which is a typical computation for shape analysis, a typical
procedure is to use a gradient descent to find the average. While using the same
metric to define the gradient leads to a gradient descent that is intimately tied to
geodesics and therefore to the geometry of the shape space, an inconsistent metric
has no such natural connection to the geometry of the space.
4.2.2 Fewer Numerical Local Minimizers
A very important motivation for using Sobolev metrics to define gradient flows is the
fact that, as mentioned eariler, the notion of “local” in the space of curves changes.
Indeed since the Sobolev norms are not equivalent to the H0 norm, the notion of
“local” completely changes. Local minimizers for the same energy in H0 may not be
local minimizers when considering Sobolev norms (they may change to critical points
that are not local minimizers). However, a local minimizer wrt Sobolev norms is a
local minimizer wrt H0 since Sobolev norms dominate the H0 norm (i.e., ‖h‖H0 ≤
‖h‖
Sobolev
). Another consequence of the change of locality in Sobolev norms is that
numerically many local minimizers of an energy due to noise vanish. Indeed curves
that are local to a local minimizer due to noise in H0 are “pushed” so far away
from the “local” minimizer when considering Sobolev metrics that numerically the
local minimum nolonger exists. These previous points are not true for the “spatially
coherent” norms where rigid motions are favored (considered in [21]) since these norms
are equivalent to the H0 norm.
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To demonstrate the numerical vanishing of local minima due to noise, we conduct
the following experiment:
1. Initialize contour in a noisy image.
2. Run H0 gradient flow on the energy
E(c) = Ecv(c) + L(c), (90)
where Ecv is the Chan-Vese energy, and L is the length functional. Call the
converged contour c0.
3. Adjust c0 at one sample point by one pixel; call modification ĉ0 (ĉ0 is an
H0 local perturbation of c0).
4. Run and compare H0, translation favored H0 and Sobolev gradient flows ini-
tialized with ĉ0.
The results are given in Fig. 17. The H0 active contour flows back to the local
minimizer, c0, since that is local to ĉ0 wrt to H
0. The same is true for the translation
favored H0 flow since the corresponding norm is equivalent to the H0 norm. On
the otherhand, the Sobolev active contour is not attacted to the “local” minimizer
c0 since ĉ0 is no longer local to c0. Note that identical results are achieved for this
experiment even if the local minimum c0 is not perturbed!! This is because numerically
a local minimum cannot be represented exactly due to finite precision issues, and these
finite precision perturbations are local wrt the H0 norm but not wrt Sobolev norms.
Therefore numerically, these local minimum due to noise no longer exist.
4.3 Scale-Space Type Analysis of Sobolev Active Contours
In this section, through Fourier analysis, we show that Sobolev active contours favor
more coarse-scale motions than regular active contours, and that they generally first
undergo coarse scale motions before resorting to fine scale deformations in optimizing
the chosen energy.
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Figure 17: Top row: H0, middle: translation favored H0, and bottom: Sobolev
flows for (90). The initialization is a “local” minimum wrt to H0 of the energy (90)
(this is ĉ0 as noted in the text). Noise: salt and pepper (density = 0.6).
4.3.1 Sobolev Norms in Frequency Domain
Notice that since any h ∈ TcM is smooth on S1, it follows that h ∈ L2(S1). Thus, we

























It should be noted that (91) decomposes the perturbation into the orthonormal basis
of exponentials. This allows us to write Definition 3.2.1 in the frequency domain. By
Parseval’s theorem, ∫ L
0




where · denotes complex conjugation. We also have that
∫ L
0
















(1 + λ(2πl)2n)ĥ(l) · k̂(l) (93)
〈h, k〉H̃n = ĥ(0) · k̂(0) +
∑
l∈Z
λ(2πl)2nĥ(l) · k̂(l). (94)











Notice that Proposition 4.3.1 allows us to define the Hn and H̃n inner products for
n that is any real number greater than 0. These inner products are defined the same
way as in (93) and (94). It is easy to verify in this case too that the definitions
are indeed inner products. Unfortunately for n that is not an integer, the inner
products (therefore, norms) are not local, that is, they cannot be written as integrals
of derivatives of the curves; but, given r ∈ R+ we can represent them, for n integer
n > r+1/4 as 〈h, k〉H̃r = avg(h) ·avg(k)+L2n
〈
h(n), K ∗ k(n)
〉
H0






1 if l = 0
λ(2πl)2r−2n if l 6= 0.
The norms shown in (95) and (96) measure the perturbation magnitude in terms
of its Fourier coefficients, which are the weights of its corresponding frequency com-
ponents. We see that for both Hn and H̃n norms, high frequency components of the
perturbation contribute increasingly to the norm of the perturbation.
4.3.2 Sobolev Gradients in Frequency Domain
We now calculate Sobolev gradients of an arbitrary energy in the frequency domain.
By Definition 3.2.2, if the H0 and Hn gradients of an energy E : M → R exist, then
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it follows that






for all h ∈ TcM . Using Parseval’s Theorem, the last expression becomes
∑
l∈Z




Since the last expression holds for all h ∈ TcM , we have
∇̂HnE(l) = (1 + λ(2πl)2n)−1∇̂H0E(l) for l ∈ Z (97)





∇̂H0E(0) l = 0
(λ(2πl)2n)−1∇̂H0E(l) l ∈ Z\{0}.
It is clear from the previous expressions that high frequency components of ∇H0E are
less pronounced in the various forms of Sobolev gradients when compared with the H0
gradient, with higher order Sobolev gradients damping high frequency components
with faster decay rates.
4.3.3 Coarse-To-Fine Motion of Sobolev Contours
We now discuss the implications of the results in the previous sections. Note that
the Fourier basis of the perturbations of a curve decomposes TcM from global pertur-
bations (low frequency perturbations) to increasingly more finer perturbations (high
frequency perturbations). Indeed the zero frequency perturbation is a simple trans-
lation of the curve, which is completely global. See Fig. 18. Therefore, by (97), and
comments in the previous section, it is apparent that Sobolev gradients yield per-
turbations with more pronounced global components than the standard H0 gradient.
While H0 gradients give equal weighting across all scales, Sobolev gradients give less
weight to finer scales. However, this does not mean that very fine scale deformations
of the curve are restricted in Sobolev gradient flows. It just means that if there exists
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Figure 18: Increasingly higher frequency perturbations applied to a circle (left to
right, l = 0, 2, 5, 10).
a low order perturbation (a more global motion) that increases the given energy just
as would a higher order perturbation (a more finer deformation), then the low order
perturbation will be preferred in the Sobolev gradient, as shown by Proposition 3.2.2.

















can increase the energy, E; that is dE(c) · h ≤ 0 for all h ∈ Gm, then by Defini-







0, |l| ≤ m
1
(2πl/(m+1))2n
∇̂H0E(l), |l| > m
.
We see that since the gradient flow does not geometrically depend on a scale factor,
the Sobolev gradient automatically has the weights on high order perturbations of
the gradient readjusted (so that perturbations near |l| = m + 1 become more pro-
nounced). This means the Sobolev gradient flow at this particular instant of the
evolution changes the finer scale structure of the curve. Thus, with Sobolev active
contours, this implies at least locally, a progression from coarse scale motion to finer
scale motion, unlike the standard H0 active contour. These comments are illustrated
in Fig. 19, which shows the tracking of a noisy square image using both H0 and H1
active contours. Notice that with the H0 active contour, the fine structure of the
curve is changed immediately, while the H1 active contour gradually changes finer
scale features of the curve after changing coarse-scale features.
The effect of using higher order (n large) Sobolev gradients is higher favorability
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Figure 19: Standard (H0) active contour (top) alters fine structure of the curve
immediately; Sobolev (H1) active contour (bottom) moves from coarse to finer scale
motions. Both use same energy.
to lower order perturbations in the flow.
4.3.4 Analytic Examples of Coarse-To-Fine Motion of Sobolev Flows
In this section, we give two analytic examples of Sobolev gradient flows and show
explicitly that as the artificial time parameter of the evolution increases, the gradient
generally moves from coarse scale to finer scale perturbations. This will verify that
the curve initially deforms in a coarse manner before resorting to finer deformations
to decrease the energy of interest. Since geometric energies make use of the arc-length
parameterization, which lead to non-linear equations that are difficult to analyze an-
alytically, we perform an analysis on related parametric energies. Indeed, it took
decades to analyze the H0 gradient flow of a simple geometric energy, length, analyt-
ically in the mathematical community [37, 40]. However, the parametric analysis we
perform is relevant in inferring the qualitative behaviors, particularly the coarse-to-
fine properties, of the geometric Sobolev gradient flows as we shall justify throughout
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this section by illustrating the similarities between the parametric and geometric evo-
lutions in the cases where the geometric behavior is known through analysis from
other methods.
The inner products that we use are the parametric equivalent of those given in





h(u) · k(u) du








h(u) du, and h(n) is the nth derivative with respect to the param-
eter u. Note that we use H̃n instead of Hn for simplicity, but similar conclusions hold
for the Hn inner product







|c(u)− c0(u)|2 du (98)
where c0 : S
1 → R2 is a pre-specified target curve, which is the known data. This
energy is a representative of data-based energies, e.g., possibly energies that depend
on image data such as the image-based term of the Chan and Vese energy [17].







|c(s)− c0(L0/Lc · s+ b)|2 ds
where s is the arc-length parameter of c, L0 is the length of c0, and Lc is the length
of c. An optimization of this energy would require a joint evolution of the parameter
b and the curve c. The H0 gradient of this energy w.r.t c is
∇H0E(c)(s) = (c(s)− c0(L0/Lc · s+ b)) · N (s)− |c(s)− c0(L0/Lc · s+ b)|2css(s).
As we will see, the first term is the normal component of the evolution of Em, and
we will show later when we consider the energy Es below that the second term in the
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Sobolev domain has the coarse-to-fine property we seek to show. Thus, our parametric
analysis gives us a good idea of the behavior of the geometric energy also.
Obviously the optimum curve for (98) is c = c0, which is the global minimizer.
However, we are interested in how the curve evolves in the frequency domain to




f(u) exp (−2πiku) du
where f : S1 → R. Note that
dEm(c) · h =
∫
S1
(c(u)− c0(u)) · h(u) du,










, l ∈ Z\{0}.
Let’s now consider the H̃n gradient flow
∂tc(u, t) = −∇H̃nEm(c);




ĉ(l, t) exp (2πilu)












Assuming that ĉ(·, t) is uniformly bounded by an `1(Z) function, the flow becomes
∑
l∈Z







Since {exp (2πil·)}l∈Z is an orthogonal basis; we have that
∂tĉ(0, t) = −(ĉ(0, t)− ĉ0(0)) and
∂tĉ(l, t) = −
ĉ(l, t)− ĉ0(l)
λ(2πl)2n
for l ∈ Z\{0}.
or







for l ∈ Z\{0}
solving the previous equations yield
ĉ(0, t) = exp (−t)ĉ(0, 0) + ĉ0(0) [1− exp (−t)]






































• limt→+∞ gn(l, t) = 0 for all l ∈ Z, and also the rate of convergence to zero as
|l| becomes larger is slower (when n > 0). Thus, we find that the coarse scale
frequency components (|l| small) of c converge to the global minimum much
faster than the fine scale frequencies.
• lim|l|→+∞ gn(l, t) = 0.
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• We want to show that as time increases, the low frequency components of
∇̂H̃nEm decrease to zero monotonically for a gradually increasing number of
low frequency components. Note that ‖∇̂H̃nEm‖`∞(Z) → 0 as t→ +∞. Because
a common scale factor for ∇̂H̃nEm does not have any effect on the geometry
of the curve evolution, we scale ∇̂H̃nEm by its maximum value in l to show
the convergence to zero of low frequency components relative to the rest of the




















when l < 1
2π
(t/λ)1/(2n). Note also that limt→+∞ g̃n(l, t) = 0 for all l ∈ Z. These
facts verify our assertion.
• For a fixed time, we approximate the frequency component that is changing the
most. To do this, we suppose l is a real number (even though it is an integer)















and so l∗ ≈ ±t
1
2n is the frequency component being changed the most at a
particular time instant. In particular, this shows a successive transition through
all possible frequencies in a coarse-to-fine manner (see the right plot in Fig. 20).
In the left of Fig. 20, we show a plot of g̃n to visually show the movement of ∇̂H̃nEm
from coarse to finer scale perturbations. The figure shows the case when n = 2;
however, other n > 0 have the same qualitative behavior. Larger n shows a slower








, which is constant in l for a fixed time, and so the plot on the left of Fig. 20,
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Figure 20: Left: Plot of g̃n(·, t) with n = 2 for various t, which shows coarse-to-fine
behavior. Right: Plot of frequency component changing most rapidly versus time,
which shows that the evolution transitions through all possible frequencies.
would simply be a horizontal line for all time. The right of Fig. 20 shows (when n = 2)
the frequency for which g̃n(·, t) (or gn(·, t)) is maximized versus time. This plot shows
that the Sobolev active contour transitions through all possible frequencies.
The evolutions (H0 and H̃2) minimizing Em are shown in Fig. 21. Notice that the
H0-evolution favors all frequency components the same, and so the coarse and fine
features of the target curve are both detected at the same times. On the other hand,
the Sobolev evolution changes in a coarse manner, detecting the coarse structure of
the target curve, before finally detecting the fine “spiked” structure and deforming in
a fine-scale manner.
Remark 4.3.2. For real images, as long as the image data does not undergo drastic
changes with respect to movements of the curve, this coarse-to-fine motion shown in
this example also applies to real image-based evolutions (in particular, for many track-
ing applications). In the general case, we would expect this coarse-to-fine deformation
to repeat during successive intervals of time.
The next energy we consider is the following smoothing energy, Es : C
∞(S1,R2)→
117










Initial Curve (a circle)




























































Initial Curve (a circle)


















































Figure 21: Minimizing Em using a “spiked circle” (which is shown on the right of
each row) for c0, and the initialized curve is a circle: c(u, 0) = ε(cos 2πu, sin 2πu), ε =
0.001 for u ∈ S1 (left of each row, enlarged for visibility). Top: Snapshots of the H0
evolution. Bottom: Snapshots of the H̃2 evolution. The right of each row shows that








where m ≥ 1.







In the case that m = 1, the energy is half of arc-length, and in the case m = 2,
the energy is the elastic energy. The Sobolev flows for these energies were calculated
in Chapter 3, Section 3.4 . As we progress, we will illustrate the similar qualitative
behavior between the parametric and geometric energies, which justifies our use of a
parametric analysis to infer some qualitative behaviors in the geometric case.
Note that ∇H0Es(c) = (−1)mc(2m); therefore,






0 for l = 0
−λ−1(2πl)2(m−n)ĉ(l) for l 6= 0
.
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We would like to compute the gradients as a function of time in Fourier domain.





0 l = 0
−λ−1(2πl)2(m−n)ĉ(l) l 6= 0
,






















ĉ(l, 0) l 6= 0
.
We make the following observations:
• For n < m, the rate of convergence of ∇̂H̃nEs(l, ·) to 0 (also ĉ(l, ·) to 0) increases
as |l| increases. Using similar arguments as for Em, one can see that this means
that ∇̂H̃nEs moves from fine to coarse scale perturbations. Note that this case
includes the case when m = 1 and n = 0, which is linear heat flow. This flow is
well-known to have a smoothing effect on the curve, and removes fine scale curve
information before removing coarser scale information (i.e., ∇̂H̃nEs moves from
fine to coarse). Similarly, in the geometric case when m = 1 (i.e., the energy is
the length of the curve) and n = 0, the evolution is non-linear geometric heat
flow [40, 37], which is well-known to have a fine to coarse smoothing effect.
• For n = m, the rate of convergence of all frequency components of ∇̂H̃nEs(l, ·)
to 0 is the same for all l. The curve evolution is a simple rescaling of the
contour about its parametric centroid. It is also apparent in this case that the
curve evolution exists when the gradient ascent flow is considered. Similarly, as
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verified in Chapter 3, Section 3.4 through direct computations, in the case of the
geometric energy when m = 1 and n = 1, the evolution is a simple rescaling of
the curve about the geometric centroid, and therefore also stable for the ascent.
• For n > m, the rate of convergence of ∇̂H̃nEs(l, ·) to 0 (also ĉ(l, ·) to 0) decreases
as |l| increases. As in the case of the energy Em, we can show that ∇̂H̃nEs moves
from coarse to finer scale motions.
• From the above statements, we see that the Sobolev gradient flows move in a
more coarse to fine way than the H0 gradient flow, and as the order of the
Sobolev gradient increases, this coarse-to-fine motion is more pronounced.
4.4 Benefits of Sobolev Contours for Tracking
In this section, we outline the benefits of switching from the standard H0 active
contour evolution to a Sobolev active contour in tracking algorithms that use active
contours.
The scale-space analysis of Sobolev active contours performed in Section 4.3 that
shows a coarse-to-fine evolution of the contour also shows why Sobolev active contours
are ideal for tracking. The fact that H0 gradient flows change fine structure of the
curve immediately when energetically favorable, and hence are easily attracted by
undesirable local minima, is one reason for predicting motion and dynamics of the
object being tracked. By predicting motion and dynamics of the moving object, a
better estimate of the object’s upcoming position can be attained thereby placing the
initial guess hopefully closer to its desired final position. Many prediction schemes
apply low dimensional global motions to the contour. Thus, the initial global motion
followed by an H0 flow is less likely than the naive tracker to get caught in an
intermediate, undesirable local minimum of the energy. Notice that since Sobolev
gradient flows naturally move from coarse to successively finer motions, the contour
is less likely to be trapped by intermediate local minima caused by local features of
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the image, and is therefore likely to be less dependent on the prediction of motion
and dynamics of the object. We also wish to emphasize that the transition from
coarse to increasingly finer motions is automatic and continuous in comparison to
other works (e.g., [99]) where the global motions must be deliberately specified, and
the transition from the global motion to more local deformation is not continuous.
Indeed, even discrete attempts to deliberately graduate from more global to more
local motions are not trivial as one typically starts from translations, then rotations,
then scale, but beyond this it becomes less clear and natural how to progress to finer
scale deformations.
Another advantage of using Sobolev active contours for tracking is speed of conver-
gence compared to standard H0 active contours. While computing the H̃n gradient is
slightly more computationally costly than computing the H0 gradient, though both
have the same order of complexity, we point out that without accurate prediction,
the number of iterations in typical contour tracking applications required to update
the active contour from frame to frame is usually much smaller with Sobolev active
contours. Therefore the total computational time for processing between frames is sig-
nificantly lower with Sobolev active contours. The reason is that the frame-to-frame
motion of the object to be tracked is, as mentioned previously, usually dominated by
more global motions: translations, scaling, and coarse scale deformations. Accord-
ingly, a Sobolev active contour needs only a few iterations to lock onto the object in
the next frame because the Sobolev gradient moves globally at first, preferring coarse
scale motions in the first few iterations before proceeding to fine scale motions in
later iterations. In contrast, standard H0 active contours requires many more iter-
ations since they immediately deform by local motions, significantly changing their
initial shape (often to meaningless intermediate shapes), before deforming back to
only slightly deformed, translated and scaled versions of their initial shape, and that
is assuming they don’t first get trapped into intermediate local minima!
121
Figure 22: Simple tracking using geodesic active contours: Standard (H0) active
contour (left column) deforms the initialized contour greatly and is stuck in local
minima, and Sobolev active contour (right column) moves in a global manner only
slightly changing shape. In each frame, the initial curve (given by the contour detected
in the previous frame) is blue, the intermediate curve is green, and the final detected
curve is red.
We now illustrate the advantages discussed in the previous paragraphs with a
simple synthetic image sequence (Fig. 22) in which we employ the naive tracker using




φ(c(s)) ds, where φ =
1
1 + ‖∇I‖2 . (100)
Fig. 22 shows the tracking for both the H0 gradient flow and the H̃1 gradient flow.
The flows are run until convergence in each frame. Note that the H0 active contour
deforms its initial shape greatly to react to local information. Hence the contour
changes shape and must re-deform back to its initial shape. However, the contour
gets trapped in an undesirable local minimum. The Sobolev active contour, on the
other hand, only changes shape slightly while moving in an overall translation. This
means that the number of iterations until convergence for the H0 active contour is
much greater than the Sobolev active contour, and therefore the computational time
is also much greater. See Fig. 23 for a simple quantitative analysis of the number of
iterations and computational times. In this simulation, we segment the object shown
in Fig. 22 when the initial contour is a translated and a slightly deformed version of
the object. We quantify the difference by using the set symmetric difference between
the desired object and the initial contour. From the graph in Fig. 23, we see that
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Figure 23: Graphs showing number of iterations to converge and total time for
convergence versus set symmetric difference (SSD) of initial region and desired object
in percent (scaled by desired object area).
the number of iterations and the computational time is significantly lower for the H̃1
active contour.
4.5 Experiments
We now demonstrate significant performance gains by replacing standard H0 active
contours with their Sobolev counterparts for the exact same detection energy in a
variety of tracking scenarios on real videos, both when using the naive tracker as well
as when tracking with a predictor. These experiments give evidence to support our
claim that the Sobolev metric rather than the traditional metric should be used in
tracking applications that make use of active contours.
Note that in the next experiments, we use the H̃1 active contour and the algorithm
described in Chapter 3, Section 3.3.4 that is independent of the parameter λ in
the definition of the H̃1 inner product. The algorithm evolves by the translation
component of the H̃1 gradient until this term becomes zero followed by one iteration
of the deformation component, which is geometrically independent of λ, and the
process is iterated.
Fig. 24 shows the results for a sequence in which a man is walking on a street.
The sequence is heavily corrupted by noise (Gaussian noise: µ = 0, σ2 = 0.3). The
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tracking is done using the naive tracker (no prediction) where the detection energy is




(I − u)2 dA+
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cout















and α ≥ 0 specifies a penalty on the length (used for curve regularity for the H0 active
contour) L(·) of the curve. The top row shows the standard H0 (α = 5000) active
contour, and the bottom row shows the Sobolev H̃1 (α = 0) active contour. Sobolev
active contours in particular favor translations; therefore in order to show that the
translation favoring property of Sobolev active contours is not solely responsible for
the pleasing tracking results, but more generally it is the coarse-to-fine property, we
also show the results of tracking where the energy minimization is performed using
an H0 inner product that has a heavily weighted translation component in the middle
of Fig. 24 (note the advantages of the Sobolev technique over such explicitly favored
groups was discussed at the end of Section 4.1.1); a similar result is obtained for
an affine favored H0 gradient. We have used an alternating algorithm between a
translation and the H0 gradient minus the translation, to avoid picking the weight
on the translation, but the result is similar to Fig. 24 (middle row). Note that such
an inner product was considered in [21]. The contours are evolved until convergence
between frames. After a few frames, the H0 active contour gets stuck in noise and
loses track of the person. The translation favored H0 contour initially does better
than the H0 active contour, but soon loses track of the person, becoming stuck in
noise. Note that the translation, in the first frames, initially pushes the contour
in the vicinity of the person, but then the active contour immediately detects the
fine scale noise since H0 minus the translation does not favor coarser motions, and
cannot more accurately detect the person. The Sobolev active contour, because of
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Figure 24: Tracking of a person in a noisy image sequence with a region-based
(Chan-Vese) energy with H0 (top row), with H0 translation favored (middle row),
and with H̃1 (bottom row) active contours.
its more global initial motions (translations and other coarse motions), avoids the
intermediate local minima caused by noise and keeps tracking the person. Due to the
high noise level, however, the precise shape of the person is not captured in all of the
cases. Note that one may try different weights, α, to obtain better results for the H0
and the translation favored H0 active contours; however, we have found that lower
values (than α = 5000) produce results that are more easily trapped in noise and
higher values simply shrink the curve to a point. It should be noted that although a
length penalty for the Sobolev H̃1 is not needed (and indeed does not make the curve
more regular: see Chapter 3, Section 3.4), a length penalty of α = 5000, does not
significantly affect the results shown. Of course a much higher α would also shrink
the curve to a point.
To quantify the robustness to noise of the Sobolev active contour versus the tra-
ditional H0 active contour as seen in the previous experiment, we have conducted
experiments with a synthetically generated image sequence (so that the ground truth
is known) in which various degrees of noise are added. The sequence is binary images
in which a square is translating (to represent motion) and changing its area slightly
(to represent deformation). In the first experiment, we use the naive tracker and the
detection energy (100). In this case the square is translated by three pixels and the
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Figure 25: Plots of error for tracking a square that is translating and slightly
changing its area with various degrees of noise (Gaussian mean 0, standard deviation
σ). Left: Using geodesic active contours, right: using the Chan-Vese model. Note
the difference in the scales of each plot; in particular, the plots show that the results
of using Sobolev active contours is vastly better than the corresponding H0 active
contour.
length of the side is randomly changed by ±2 pixels when compared with the square
in the previous frame. The segmentation error for various degrees of Gaussian noise
(µ = 0, and standard deviation σ specified) using both H0 and Sobolev H̃1 active
contours is shown in the left of Fig. 25. Similar experiments are done using the en-
ergy (101), but the square is translated by 17 pixels and the length is adjusted by a
random ±5 pixels. Results are shown in the right of Fig. 25. The results for the H0
active contour are shown for the best value of α chosen for the given noise levels. Note
that our measure of error is one-half of the number of false positive classified pixels
plus false negative classified pixels divided by the ground truth number of pixels of
the object. In both cases of the detection energies chosen, the Sobolev active contour
does significantly better than the corresponding H0 active contour.
In the next experiment (Fig. 26), we demonstrate that the Sobolev active contour
is useful not only for noisy situations, but in other cases where one is trying to track
an object in a cluttered or textured environment where the object shares some visual
characteristics with the background. In this experiment, we track a sea creature at
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the bottom of an ocean using the naive tracker and the detection energy,


















Since the mean values of some regions in the background are closer to the mean
value inside the creature rather than to other regions of the background, a first order
Chan-Vese energy is not enough to capture the object, and thus, we incorporate
second order information. For this experiment, we chose β = 0.6 although different
β produced similar results. In Fig. 26, we see that the H0 active contour tracks the
object for some time, but when the object’s statistics look closer to the light part
of the background than the dark part, the contour leaks into the background. On
the other hand, because the Sobolev active contour moves globally before gradually
changing its fine structure, the contour is able to avoid the distracting features of
the background and get a rough approximation of the object before detecting finer
features of the object, and thereby locking into a more desirable local minimum than
the H0-active contour.
In the next experiment (in Fig. 27), we show that the Sobolev active contour can
offer improvements over the traditional metric for tracking an object through partial
occlusions. In particular, we track a car that moves under a lamp post. The energy
functional used for the active contours is the Mumford-Shah functional [72]:
Ems(c, f, g) =
∫
cin
(I − f)2 dA+
∫
cout
(I − g)2 dA (102)
where f and g are smooth functions defined inside (resp. outside) the curve. The
functional is minimized jointly in c, f , and g (see [106, 28, 110] for implementation
details). A fixed number of iterations (300) is used to evolve the curve at each frame.
The top row shows the H0 active contour, which is thrown off as soon as the contour
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(a) Tracking using the H0 active contour.
(b) Tracking using the Sobolev (H̃1) active contour.
Figure 26: Tracking of a sea-creature at the sea bottom using an energy which incor-
porates the mean intensity and variance information inside and outside the contour.
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Figure 27: Tracking of a car under an occlusion using the Mumford-Shah energy
with H0 (top) and H̃1 active contours.
hits the lamp post. This is because each point of the H0 active contour moves in a
direction independent from the other points. Hence, the points close to the lamp post
do not want to move past the post. On the other hand, the Sobolev H̃1 flow moves
globally first, and hence does not get stuck on the lamp post and continues to track
the car, although at the end, the contour misses the outer parts of the car.
In the last experiment, we illustrate that the Sobolev active contour can improve
the traditional active contour even when a prediction step is used to obtain the overall
global motion (indeed an affine motion is predicted). The experiment (in Fig. 28)
tries to address the problem with the previous experiment by using a predictor and
observer/estimator. We use the detection/prediction algorithm considered in [49].
The detection step involves a simultaneous segmentation and rigid registration (i.e.,
affine) of three consecutive frames using the Mumford-Shah functional (102) and a
fixed (300) number of iterations. For the prediction, a constant acceleration model
is assumed for the parameters of the rigid registration. The measurements that the
estimator uses to estimate the contour and its registrations are just the results of the
detection step. A Kalman gain is used to determine if more weight is put on the
measured contour versus the model prediction. As can be seen in Fig. 28, the H0
active contour prefers coarse scale and fine scale perturbations equally and therefore
the contour immediately becomes distracted by the pole, which is detected by fine
scale perturbations, and the estimator/predictor is of little help. Note that a higher
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Figure 28: Tracking a car under an occlusion using estimation with Mumford-Shah
energy functional for the detection. H0 (top) and H̃1 (bottom) active contours.
regularization penalty may be used; however, like the previous experiments, the length
penalty, in addition to restricting the deformation into the pole, also shrinks the
curve and a significant portion of the car is not detected. On the other hand, for
the Sobolev H̃1, the estimator/predictor greatly improves the result, as the shape
is more accurately captured. Note that if the detection step is iterated for a very
large number of iterations, the Sobolev active contour will also be distracted by the
pole in this experiment. However, in real-time tracking applications it is often the
case that the detection is not run until convergence; therefore, it is nice to know
that with a limited number of iterations, the Sobolev active contour detects the
coarse deformations, which are more essential than the fine deformations. In both
cases (with and without the predictor/estimator), it is clear that simply replacing
the standard H0 active contour with the Sobolev active contour greatly improves the
tracking performance.
4.6 Conclusion
We have shown that Sobolev active contours move successively from coarse to fine
scale motions in a continuous manner through a scale-space type analysis. This prop-
erty gives more justification for using the Sobolev framework. We have shown that
this property, along with others, makes Sobolev active contours natural for track-
ing, and experiments have shown that the Sobolev technique is beneficial over the
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standard technique both when tracking with or without a predictor. The property
of coarse to fine motion, as we saw, implies that Sobolev active contours take fewer
iterations (and also less time) to converge to the desired local minimum than H0
active contours. This is important for real-time tracking systems where a more effi-
cient detection scheme with better accuracy is beneficial. Note that existing tracking
algorithms, which use active contours, need not be modified; nor does the energy
functional for the active contour, just a simple addition of a procedure to compute
the Sobolev active contours is necessary, which is straight forward to obtain from the
original active contour.
In this article, we have analyzed Sobolev gradient flows for curves and showed
important properties of these flows, which are quite useful for tracking applications.
The next step is to extend these ideas to surface evolutions, where there are many
applications such as tracking of the heart in ultrasound sequences. Although the
Sobolev method extends to surfaces, there are no equivalent convolution formulas
(and in particular no simple integral solution as in H̃n) for Sobolev gradients with
respect to surfaces, and they are computationally expensive to compute. Future work
is to formulate computationally feasible methods for computing the Sobolev gradients
for surfaces, or consider alternate definitions of the Sobolev metric that lead to fast
computations of the corresponding gradient.
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CHAPTER V
FURTHER APPLICATIONS OF SOBOLEV ACTIVE
CONTOURS
Some interesting properties of Sobolev gradient flows are that they stabilize certain
unstable traditional flows, and the order of the evolution PDEs are reduced when
compared with traditional gradient flows of the same energies. In this chapter, we
explore new possibilities for active contours made possible by Sobolev active contours.
The Sobolev method allows one to implement new energy-based active contour models
that were not otherwise considered because the traditional minimizing method cannot
be used. In particular, we exploit the stabilizing and the order reducing properties of
Sobolev gradients to implement the gradient descent of these new energies. We give
examples of this class of energies, which include some simple geometric priors and
new edge-based energies. We will show that these energies can be quite useful for
segmentation and tracking. We will show that the gradient flows using the traditional
metric are either ill-posed or numerically difficult to implement, and then show that
the flows can be implemented in a stable and numerically feasible manner using the
Sobolev gradient.
5.1 Introduction
The main purpose of Chapter 3 and Chapter 4 was to show advantages of using
Sobolev active contours over the traditional active contour based on the same energy.
In contrast, in this chapter we introduce new active contour energies that are quite
useful for various segmentation tasks, but cannot be minimized with the traditional
H0 active contour (nor other global optimization techniques), and the Sobolev active
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contour must be used. We show a few examples of these energies, which include
simple geometric priors for active contours and new edge-based energies. These new
energies fall into two categories: one in which the resulting H0 flows are not stable,
and another in which the traditional gradient flow results in high order PDEs that
are numerically difficult to implement using level set or particle based methods. We
propose to use Sobolev active contours, which avoid both of these problems.
This chapter is meant to illustrate that energies that result in H0 unstable or
high order flows can still be considered for optimization with the Sobolev method
(and these energies need not be discarded or adjusted). As such we give a few simple
examples of the energies that fall into these categories. Experiments in this chapter
show the types of behaviors that can be obtained from the simple energies considered,
and one can obtain good results on more complex images by combining these results
with other energies.
The graph cut method, a global minimization technique for minimizing discrete
approximations of some active contour energies, is known to be able to minimize three
types of geometric energies: weighted length, flux of a vector field, and weighted area
[56]. Some of the energies we consider are non-simple operations (such as division) of
the previous energies mentioned, and the technique in [56] does not apply; indeed we
are not certain that a graph for the energies we consider can be constructed. Other
energies we consider have curvature inside the integral; since edge weights in graph
cuts depend on an edge (between a pixel and its neighbor), it is unclear whether a
curvature term may be incorporated in the framework since to compute curvature
one needs three points. In any case, since graph cut methods do not have sub pixel
accuracy, curvature computations would be extremely inaccurate.
In [19], the authors consider various different metrics resulting in ‘coherent’ gradi-
ent flows; indeed they construct flows that favor certain group motions such as affine
motions. In the case of the affine group (others are analogous), the flow is formed by
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re-weighting the affine component of the traditional gradient higher and the compo-
nent orthogonal (according to the H0 inner product) lower. For the class of energies
that we wish to explore in this chapter however, the metrics proposed by [19] based
on group motions also suffer from the same problems as the traditional H0 metric;
namely, these flows are either not stable or are high order PDEs and are difficult to
implement numerically.
5.2 Some Useful Energies Precluded by H0
In this section, we introduce three geometric “energies”, which can be used as building
blocks to produce a variety of other useful energies (to be described in subsequent
sections). We then derive the H0 gradient and show that the gradient descent flow
is either ill-posed or very difficult to implement numerically. We then derive the
Sobolev gradient flows, and justify that they are well-posed and numerically feasible
to implement.
Before we proceed, we introduce the notation used in this chapter. A contour will
be denoted, c; its length is L. We define · := L−1
∫
c
· ds, where ds is the arc length
measure of c. Throughout this chapter, we define the Sobolev metric as ‖h‖2
Sobolev
:=
|avg(h)|2 +λ‖h′‖2H0, where h is a perturbation of c, h′ is the arc parameter derivative,
and λ > 0 is a scaling factor. We note the fact from Chapter 3, Section 3.3.1 that the
Sobolev gradient can be computed from the H0 gradient as ∇H̃1E = K ∗∇H0E, where
∗ is circular convolution and K is found in Chapter 3, Section 3.3.1 whose second
derivative exists in a distributional sense.







φ(c(s)) ds = avg(φ), (103)
where φ : R2 → Rk where k ≥ 1. The H0 gradient of this energy is
∇H0E(c) = N [N T (Dφ)T − κ(φ− avg(φ))T ] (104)
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where T denotes transpose, and D denotes derivative. Since φ−avg(φ) is not strictly
positive, the gradient descent flow has a component that is reverse heat flow on half of
the contour, and therefore the H0 gradient descent is ill-posed. Note that the reverse
heat component attempts to increase the length of certain portions of the contour.
Since the ill-posedness of the H0 flow only arises from the length increasing effect,
we expect the Sobolev gradient flow to be well-posed. This is because increasing the
length of the contour is a well-posed process using the Sobolev gradient; indeed, the
Sobolev gradient ascent for length is simply a rescaling of the contour (see Chapter 3,




avg(φ)T +K ∗ (Dφ)T +K ′ ∗ (csφT ) (105)
Notice that the component, Navg(φ)Tκ, of the H0 gradient that caused the ill-
posedness has been converted to the first term of the Sobolev gradient (105), which
is a stable rescaling of the contour.










where φ : R2 → R, R is the region enclosed by c, and dA is the area measure in R2.
Similar to the previous energy, the ill-posedness of the H0 gradient descent flow of
(106) is due to the scale factor of L−2, which causes a length increasing component in



























which leads to a well-posed descent (and ascent).
135





where φ : R2 → R, and κ is the signed curvature of c. The factor of L multiplying the
integral makes the energy scale-invariant when φ is a constant. Note that without
the L factor, one can make the elastic energy arbitrarily small by scaling a contour
large enough. We will also consider the scale-varying elastic energy without the
L. These energies have been used in the past for the “curve completion” problem,
which is a curve interpolation problem between two points [47, 11]. In [11], for
the numerical implementation, a discrete version of the energy is minimized with a
“shooting” method. One can show that the H0 gradient of (108) is
∇H0E(c) = −Ecss + 2L2∂ss(φcss) + 3L2∂s(φκ2cs) + L2κ2∇φ (109)
We note the result of [83], which considers the H0 gradient descent flow of an energy





(κ2(s) + α) ds
where α > 0. It is proven that an immersed/regular curve evolving under this fourth-
order flow stays immersed/regular, and a solution exists for all time. In the case when
φ is a constant, the flow (109) is similar to the flow that is considered in [83], except
that α is time varying in (109). For numerical implementation, the fourth order flow
(109) is difficult to implement with marker particle methods because of numerical
artifacts arising from fourth order differences, and it is even more problematic to
implement with level set methods because the flow is not known to have a maximum







(avg((φκN ))−φκN )−3L2K ′∗(φκ2T )+L2K ∗(κ2∇φ).
(110)
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The Sobolev flow is second order, although it is a integral PDE. We can bypass
the question about a maximum principle for this flow since the local terms have a
maximum principle, and we perform extensions in the level set implementation for
global terms.
5.3 Geometric Priors for Active Contours
In this section, we introduce some simple geometric shape priors for use in active
contour segmentation. As these energies are formed from the energies presented in
the previous section, they cannot be minimized with the usual H0 gradient descent.
5.3.1 Length and Smoothness Priors
In many active contour models, a curvature term, i.e., ακN (where α > 0 is a weight),
is added to a data-based curve evolution. The resulting flow will inherit regularizing
properties such as smoothing the curve from the addition of this term. If the active
contour model is based on minimizing an energy, then adding a curvature term is
equivalent to adding a length penalty to the original energy, that is, if Edata is the
original energy then the new energy being optimized (w.r.t the traditional H0 metric)
is
E(c) = Edata(c) + αL(c). (111)
This may be considered as a simple prior in which we assume that the length of the
curve is to be shrunk. In general segmentation situations, this assumption may not
be applicable. A more general energy incorporating length information, when such
prior length information is known, is
E(c) = Edata(c) + α(L(c)− L0)2, (112)
in which it is assumed that length of the target curve is near L0. See [93] (and
references within) for related flows where the length of the curve is preserved. Note
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that this prior allows for increasing or decreasing the length of the curve based on
the current length of the curve and the value of L0. The H
0 gradient is
∇H0E(c) = ∇H0Edata(c)− 2α(L− L0)κN ,
which leads to an unstable flow if L− L0 < 0. The Sobolev gradient is




which is stable if the data term is stable.
In active contour works, the goal of adding the length penalty may have been
mainly for obtaining the regularizing properties of the resulting flow, even though
the energy itself does not favor more regular curves. It is evident that the Sobolev
length descent does not regularize the active contour since the flow is a rescaling of
the curve. Thus, to introduce smoothness into the Sobolev active contour (and even
the H0 active contour), we introduce the smoothness prior given by the energy,




The energy itself favors smoother contours, and we are not relying on the properties
of a particular metric for regularity; it is inherent in the energy itself. The factor
of L is for scale-invariance (unlike the length descent, this regularizer does not favor
shrinking the length of the contour). Using the scale-varying and scale-invariant
elastic energies as smoothness measures for active contours is mentioned but not
implemented in [29, 9].
5.3.2 Centroid and Isoperimetric Priors
We now consider incorporating prior information on the centroid, length, and area of
a curve into active contour segmentation. We consider the energy
E(c) = Edata(c) + α‖avg(c)− v‖2 + β(L− L0)2 + γ(A− A0)2 (114)
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where α, β, γ ≥ 0 are weights, avg(c) is the centroid of the curve c, v ∈ R2 is the cen-
troid known a-priori (see Section 5.5.2 for an example of how this may be obtained),
L0 and A0 are the prior values for the length and area. If detailed information is not
known about the length and area, then that part of the energy may be replaced by
the energy






is the isoperimetric ratio, which is a geometric measure of the relative relation between
the length and area of a curve. Note that ρ is scale-invariant. It is a well known fact
that the isoperimetric ratio is maximized by circles, and the maximum ratio is 1/(4π).
Thus, the prior ratio must be constrained so that ρ0 ≤ 1/(4π). Note that a low (near
zero) isoperimetric ratio can be obtained by a snake-like shape, and a high ratio
implies a shape that looks close to a circle. The isoperimetric ratio is mentioned to
be used as a smoothness measure in [29], but this idea is not pursued.
Note that both theH0 gradient descents for the centroid constraint and the isoperi-
metric penalties are ill-posed. The isoperimetric ratio is a special case of (106) (when
φ = 1), and the constraint gives a gradient of (ρ − ρ0)∇ρ, which gives an unstable
H0 gradient descent flow when ρ > ρ0. Note that the centroid is a special case of
(103) (when φ : R2 → R2 is φ(x) = x). The gradient of the centroid penalty is
∇(avg(c))(avg(c)− v), which gives an H0 gradient of
[(avg(c)− v) · N − (c− avg(c)) · (avg(c)− v)κ]N
using (104). The gradient descent is unstable when (c − avg(c)) · (avg(c) − v) < 0.
The Sobolev gradient using (105) is
(c̄− v) +K ′ ∗ [cs(c− avg(c)) · (avg(c)− v)].
One possible use for (114) and (115) is in tracking applications (see Section 5.5.2).
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5.4 New Edge-Based Active Contour Models






where φ : R2 → R is chosen low near edges (a common example is φ = 1/(1 +
‖∇(G ∗ I)‖) where G is a Gaussian smoothing filter). There are several undesirable
features of this model (even if a perfect edge-map φ is chosen). The energy has trivial
(undesirable) minima and even minima that are not at the edges of the image (see
for example [62]). This is in part due to the bias that the model has in preferring
shorter length contours, which may not always be beneficial. Therefore, we propose
new edge-based models.
5.4.1 Non-Shrinking Edge-Based Model









where α ≥ 0, which we claim alleviates some of the undesirable properties of (117).
An energy, which is similar to (118) (except for the factor of L on the curvature term),
is considered by [34], but a discrete version of the energy is used for implementation.




φ ds (i.e., (118) when α = 0), is the same as the energy used for
the geodesic active contour model, but there is a scale factor of 1/L. This removes the
length shrinking effect of (117) in descent flows; in particular if there are no edges (φ
is constant), then a descent flow will not shrink the contour. The H0 gradient of the
first term (when α = 0 in (118)) as noted in (104) is −L(φ−avg(φ))κN+L(∇φ·N )N ,
which is zero when the contour is aligned on true edges of the image (note that this
may not be the case with the geodesic active contour model). The flow is stable with
respect to the Sobolev metric, but not with respect to H0.
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Dividing the energy (117) by L, as in the first term of (118), loses regularizing
effects of the original flow, and it is possible that the contour can become non-smooth
from irrelevant noise. This observation is the reason for the second term of (118).
The second term, L
∫
c
φκ2 ds, is an image dependent version of the scale-invariant
elastic energy. This term favors smooth contours, but smoothness is relaxed in the
presence of edges, which are determined by φ. The factor of L makes the energy scale-
invariant when φ is constant; therefore, a descent flow will not increase or decrease
the length of the contour unless these behaviors make the curvature smaller or make
the contour align along the edges. The reason for not considering this term alone is
for the following reason. Suppose we are considering open curves with two endpoints
fixed. Regardless of the φ that is chosen, the minimum of this term is always zero,
and it is minimized by a straight line (the curvature is zero). For closed contours,
we have observed in the numerical implementation that the contour sticks to isolated
points where there is an edge of the image, and the converged contour is a straight
line between these points (even if there is no edge along the line). Thus, the contour
looks polygon-like. Even though the κ = +∞ at vertices of polygons, this is not true
numerically where κ is finite. Therefore, in a numerical implementation, the second
term of (118) is not useful by itself.
5.4.2 Increasing Weighted Length
Instead of a non-shrinking edge-based model, if we have prior information that the
length of the curve should increase, e.g., the initial curve is within the object of








where α ≥ 0, and φ, contrary to the geodesic active contour model, is designed to
be large near edges (one example is choosing φ = ‖∇I‖). The first term of the
energy is weighted length, and therefore this term favors increasing the length of the
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curve while stopping near edges. Considering only the first term ((119) when α = 0),
since the length of the curve is being increased, it is likely that when the curve has
converged on a coarse scale, fine details due to noise become detected and the curve
becomes rough, thereby further increasing length. Therefore, we add a regularizer,
which is the second term of (119), to the weighted length. Note that we propose to
use the scale-varying elastic energy, which in addition to regularity, gives an effect of
increasing the length of curve, which is beneficial based on the prior assumption.
The H0 gradient ascent of the weighted length term results in one term that is
−φκN , which makes the length of the curve increase and is unstable. If α > 0,
then the H0 flow of (119) may become well-posed since this results in higher order
regularity terms, but the elastic energy has its own problems using the H0 gradient
flow. Therefore, we use the Sobolev flow.
5.5 Experiments
5.5.1 Regularity of Sobolev Active Contour
In this experiment, we show a case when the scale-invariant elastic regularity term
(113) is more beneficial than the using the traditional length penalty (111). Note that
the elastic regularizer does not generally have a length shrinking effect, but keeps the
contour regular. This length shrinking effect may have a detrimental effect as shown
in Fig. 29. Note that the length penalty restricts the curve from moving into the
groves between the fingers. The elastic regularity term, on the other hand, has no
such restriction, and makes the curve more smooth and rounded.
5.5.2 Tracking with Centroid/ Isoperimetric Prior
In this experiment, we illustrate one possible application of the energy (115) in track-
ing a man through an occlusion. For the data-based term in (115), we use the
Mumford-Shah energy [72]. The prior information on the centroid and isoperimet-
ric ratio can be obtained through a filtering process (indeed, we assume a constant
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Figure 29: H0 regularization (top two rows). Left to right: α = 1000, α = 1000
followed by curvature smoothing to remove the noise (least number of iterations
to remove noise), α = 10000, 50000, 90000. The image-based term is Chan-Vese.
Sobolev elastic regularization (bottom two rows). Left to right: α = 0, 0.1, 5, 10, 25.
The second and fourth row show the same result as the row above them, but the
image is removed for visibility.
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Figure 30: Tracking a man through an occlusion. Bottom row shows the results
of using a prediction (filtering) on the centroid and the isoperimetric ratio, and then
penalizing deviations of the contour away from predicted parameters by (115) (α =
50000, β = 100). The top row gives the result with no such penalty. Both use Sobolev
active contours.
acceleration model of both quantities). We use the tracking framework of [49] for
both simulations in Fig. 30. The top row shows the result using the framework of
[49] without the use of prior centroid and isoperimetric information; the bottom row
incorporates this prior information. Notice that the prior information on the centroid
keeps the contour moving through the occlusion, while the isoperimetric ratio (and
because we are using Sobolev active contours) keeps the shape constrained.
5.5.3 Edge Detection with Non-Shrinking Model
In this experiment, we demonstrate that the traditional edge-based geodesic active
contour model has an arbitrary length shrinking effect that causes the contour to
pass over some meaningful edges. We show that the non-shrinking edge-based model












Br(x) = {y ∈ R2 : ‖y − x‖ ≤ r}, and |Br| denotes the area of Br.
In Fig. 31, we segment a cyst image using various initializations. Notice that the
contour with the traditional edge-based energy (using the H0 or the Sobolev descents)
consistently passes over the edge on the right side of the cyst. The non-shrinking
model consistently captures the correct segmentation.
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Figure 31: Segmentation of cyst image with three different initializations (first
image in each row). Converged results for the (117) and H0 active contour (second
image), (117) with the Sobolev active contour (third image), and the energy (118)
(last image).
5.5.4 Edge Detection by Increasing Weighted Length
In this experiment, we apply the weighted length increasing energy (119) to vessel
segmentation. We show the results of using the traditional edge-based technique with








We use (120) as the edge-map for the weighted length increasing flow. The edge-map
for (121) is 1/(1 + φ) where φ is given in (120).
In the case of vessel segmentation, it beneficial to increase the length of the initial
contour more so than area. Since a vessel is characterized as a long, thin structure,
a balloon term will fail to capture the global geometry of the vessel. This is demon-
strated in Fig. 32: a small weight on the balloon term results in the flow capturing
local features close to the initial contour; larger weights on the balloon makes the
contour balloon out to capture the entire image. Note the weighted length maximiz-
ing flow does not pass the walls of the vessel since that does not increase the length
(although it does increase area) of the contour, and is therefore able to capture the
vessel.
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Figure 32: Left to right: initial contour, minimizing (121) α = 0.2, 0.25, 0.4 using
H0, and increasing weighted (119) α = 0.1 using Sobolev (all images show converged
contour). The contour expands to enclose the entire image (fifth image).
5.6 Conclusion
We have demonstrated that the Sobolev gradient method allows one to consider
active contour energies that were not considered in the past because the gradient
method using the traditional metric cannot be used. In particular, we have given
examples of energies that result in H0 gradients that are ill-posed or high order PDEs
(and hence numerically difficult to implement). These energies, as we have shown,
result in Sobolev gradient flows that are both well-posed and numerically simple to
implement. The experiments have shown potential uses for some energies introduced




We have introduced novel global flows for optimizing active contour energies. The
primary purpose of considering these novel flows was to avoid local minima of tra-
ditional active contour models. We have demonstrated both analytically as well as
experimentally that these global flows avoid many undesirable configurations of the
active contour and thereby avoid many of the local minima of traditional active con-
tour models. As we have demonstrated, these flows have led to many applications for
the object detection problem in computer vision.
We have, in Chapter 2, introduced a new class of quadratic (i.e., double) inte-
gral energies that have not been considered before in the active contour literature.
These energies lead to traditional gradient flows that are global in the sense that the
evolution of a point on the contour depends on all other points of the contour. We
have introduced and analyzed thoroughly a specific example of this class of new flows
based on electrostatic principles. This specific example was used to construct a new
class of active contour evolutions that perform object detection, while also having
global regularity and topology preserving properties. This is useful for applications
where there is an a priori assumption on the geometry and topology of the object to
be detected. Analytical and experimental evidence was given to support the claim
that these evolutions preserve topology.
In Chapter 3, we have derived global optimizing flows for all previous active con-
tour models by considering a new class of Sobolev-type metrics in the space of curves.
We have noted that gradient flows depend not only on the energy they minimize, but
also on the metric that is used in the space of curves. This fact has been ignored in
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the active contour literature in the past, and the standard H0 metric is always used
to define gradient flows. We have shown a number of undesirable properties of H0
gradient flows, and that the Sobolev-type metrics correct these problems of H0 gradi-
ent flows. In particular, we have shown that Sobolev gradient flows are global flows,
are less susceptible to certain local minima, are reduced order PDE when compared
with H0 gradient flows, and do not take extra computational effort when compared
to H0 gradient flows. They also produce meaningful metrics in the space of curves,
and therefore our framework is a step in the direction of obtaining a consistent theory
of shape analysis and shape optimization. In Chapter 4, we have further analyzed
Sobolev gradient flows and showed that they are ideal for tracking since they have
an automatic coarse-to-fine evolution property. Finally, in Chapter 5, we have shown
that the Sobolev gradient flows not only give benefits over H0 gradient flows, but
also allow one to optimize a variety of new active contour energies that cannot be
implemented using traditional H0 gradient flows because of ill-posedness or numerical
issues of the H0 PDE.
This thesis has opened up a new avenue of research in the active contour field. In
particular, we have shown how the metric structure on the space of shapes greatly af-
fects the technique for optimizing energies on the space of these shapes. The Sobolev-
type metrics, which we considered, illustrated this point very well. Sobolev metrics
are useful for specific applications, but not all. Therefore, a direction of research is
to examine other metrics on the space of shapes, and examine their applications to
both shape optimization and shape analysis. Another interesting point to examine is
whether the definition of shape as a region in the plane represented by its boundary
contour is the best representation in order to calculate gradient flows and do calcula-
tions related to shape analysis. In particular, is there a better representation of shape
that leads to meaningful and useful metrics?
In the immediate future, it is of interest to extent all of the ideas presented in
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this thesis to surfaces. Specifically, we would like to extent the topology preserving
flow presented in Chapter 2 to surfaces, where the problem is not only of interest
for applications in computer vision, but also of great interest in the mathematics
literature. Indeed, in computer vision, many researchers are interested in constructing
smoothing flows that do not break the surface, unlike mean curvature flow. In the
mathematics community, it is of interest to construct a flow that can retract a surface
with trivial fundamental group to a sphere. The flow presented in Chapter 2 extended
to surfaces may be able to achieve this retraction. In addition, we would like to extent
Sobolev gradient flows to surfaces because of the many potential applications that
this thesis has illustrated. One application may be tracking of heart ventricles in
ultrasound 3D image sequences. Although the Sobolev norms naturally extend to
surfaces, the gradients require one to solve a nonlinear Laplace equation on a surface,
and this is difficult to do in a computationally feasible manner. Therefore, it may
be of interest to consider modifications of these norms in order to derive simplier




CALCULATIONS FOR CHAPTER 2
A.1 Expressions for Polygon Forces
In this section, we give the expressions for F i,jk .
A.1.1 Non-adjacent Segments Forces
In this section, we derive the expressions for F i,jk . We shall assume that Ci ∩Cj = ∅,
and that vk is as shown in Fig. 33. Let `i and `j denote the lengths of segment Ci and
Cj, respectively. Then, the energy contribution due to the interactions of Ci with Cj




‖x−y‖ . We shall first evaluate the inner integral. We may
assume Cj lies along an x-axis with one end point at the origin, and that (x0, y0) ∈ Ci.





. By choosing the change of variable













Now let r1 =
√




0; these are the lengths from vj and
















r1 + r2 + `j
r1 + r2 − `j
)
where the absolute value becomes unnecessary because of the triangle inequality:
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Figure 34: Names of various distances, segment lengths and angles for non-adjacent
segments.
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r1(`i, θ) + r2(`i, θ) + `j





















(r1(y, θ) + r2(y, θ))
(r1(y, θ) + r2(y, θ))2 − `2j
dy.








2 + y2 − 2`12ij cos θ′′
where θ′ and θ′′ are related to θ by a simple translation as shown in Fig. 34. Expres-








































after substituting expressions derived above. This integral cannot be evaluated ex-
plicitly; therefore, a numerical integration must be performed in the implementation.
We now relate ∂Ei,j/∂`i and ∂Ei,j/∂θ to ∂Ei,j/∂vk where we have assumed vk is
















(`i, θ) = DEi,j(vk(`i, θ)) ◦Dvk(`i, θ).
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Thus, we can readily derive that







`i cos θ sin θ











where ∂Ei,j/∂`i and ∂Ei,j/∂θ are given in (124) and (125), respectively.
A.1.2 Adjacent Segments Forces
In this section, we derive the expressions for F i−1,ii , F
i−1,i
i−1 , and F
i−1,i
i+1 . Let θ be the
adjacent angle between Cj and Cj−1. Then Ei−1,i, the energy contribution due to the
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√
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√
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√











`i − `i−1 cos θ + `22i−1i
)
− `i log (−`i cos θ + `i)− `i−1 log (−`i−1 cos θ + `i−1)
where we have noted that (`22i−1i)
2 = `2i−1 + `
2
i − 2`i−1`i cos θ. Now we substitute
− cos θ = ((`22i−1i)2 − `2i−1 − `2i )/(2`i−1`i) into the above expression to find
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We now note that








and the other partial derivatives of the lengths defined in (128) are similar to above.
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Hence, by substituting expressions for the partial derivatives of the lengths that are
given in (129), we have
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(vi − vi−1)− `i−1`i (vi − vi+1)
(`22i−1i + `i)
2 − `2i−1
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Similarly, we can compute F i−1,ii−1 = −∂Ei−1,i/∂vi−1. The resulting expression is
F i−1,ii−1 = 2`i
`i−1
`22i−1i











`22i−1i + `i−1 + `i










and F i−1,ii+1 = −∂Ei−1,i/∂vi+1 is obtained simply by switching vi−1 with vi+1, and
vice-versa in (131).
154
A.2 Computation of ∇Ec
A.2.1 Notation
Define f : R→ R as f(x) = x−1, and φ : R2 × R2 → R as φ(x, y) = f(‖x− y‖). Let
p ∈ S1 then define Bp(ε) = {q ∈ S1 : dS1(p, q) < ε} where dS1 : S1 × S1 → [0, 1/2] is





min{p− q, 1 + q − p} for p > q
min{q − p, 1 + p− q} for p ≤ q
If C ∈ C2(S1,R2) is a parametrization of a curve, then the geodesic distance is
dC : S











‖C ′(ξ)‖ dξ +
∫ q
0







‖C ′(ξ)‖ dξ +
∫ p
0
‖C ′(ξ)‖ dξ} for p ≤ q
. (132)
Define Eε : C2(S1,R2)→ R+ as




















f(dC(p, q))‖C ′(q)‖‖C ′(p)‖ dq dp. (135)
We note that dp, dq, dξ are push forwards of Lebesgue measure onto S1. D1φ and
D2φ will denote the first and second partial derivatives of φ.
A.2.2 Overview of Computation
First, it is easy to see that Ec(C) = limε→0 Eε(C). It is important to notice that
Eε(C) depends on the parametrization chosen for a curve, but the limit does not. The
computation goes as follows. First, dEε(C) · C̃ is computed where C ∈ C2(S1,R2).
Then, some useful estimates of quantities of the form φ − f will be derived. These
estimates will help compute limε→0 dEε(C) · C̃. Finally, we show that dEc(C) · C̃ =
limε→0 dEε(C) · C̃, which will finish the computation.
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A.2.3 Computation of dEε
We first compute the first variation of Eε1:


















C̃ ′(q) · C ′(q)
‖C ′(q)‖ ‖C







C̃ ′(p) · C ′(p)
‖C ′(p)‖ ‖C
′(q)‖ dq dp. (139)
We note that D2φ(x, y) = D1φ(y, x) by symmetry of φ. Note that in (137) and (138)
that the integrands are bounded, and the measures are finite. Thus, by Fubini’s
Theorem, we may switch order of integration. Switching order of integration and
substituting p for q and q for p in (137) and (138), we arrive at







D1φ(C(p), C(q))‖C ′(q)‖ dq
〉








φ(C(p), C(q))‖C ′(q)‖ dq T (p)
〉
dp. (141)








D1φ(C(p), C(q))‖C ′(q)‖ dq
〉



























C̃(p), [φ(C(p), C(p− ε))‖C ′(p− ε)‖
−φ(C(p), C(p+ ε))‖C ′(p+ ε)‖]T (p)〉 dp. (145)
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Combining (142) and (144) we find







D1φ(C(p), C(q)) · N (p)‖C ′(q)‖ dqN (p)
〉
















C̃(p), [φ(C(p), C(p− ε))‖C ′(p− ε)‖
−φ(C(p), C(p+ ε))‖C ′(p+ ε)‖]T (p)〉 dp. (148)






F (p, C)‖C ′(p)‖ dp (149)
where F : S1 × C2(S1,R2)→ R+ is given by
F (p, C) =
∫
S1\Bp(ε)
f(dC(p, q))‖C ′(q)‖ dq. (150)
Computing the first variation of Eε2 in terms of F we see that
dEε2(C) · C̃ =
∫
S1




C ′(p) · C̃ ′(p)
‖C ′(p)‖ dp. (151)
Integrating the second term in (151) by parts we see that
dEε2(C) · C̃ =
∫
S1

































We now compute δF (p, C) · C̃ and Fp(p, C). But we first note that by the change of
variable u = dC(p, q) where p is fixed, F can be written in the form









where L denotes the length of C. Therefore,
δF (p, C) · C̃ = f(L/2)δL(C) · C̃ − f(dC(p, p− ε))δdC(p, p− ε) · C̃
− f(dC(p, p+ ε))δdC(p, p+ ε) · C̃ (156)
and
Fp(p, C) = −f(dC(p, p− ε))(‖C ′(p)‖ − ‖C ′(p− ε)‖)
− f(dC(p, p+ ε))(‖C ′(p+ ε)‖ − ‖C ′(p)‖) (157)
where we note that






‖C ′(q)‖ dq (158)












‖C ′(q)‖ dq (159)












‖C ′(q)‖ dq. (160)
We now simplify the expression in (152) by substituting the expressions in (156) and











































Putting this together with the normal terms and combining this with (146), we arrive
at







D1φ(C(p), C(q)) · N (p)‖C ′(q)‖ dqN (p)
〉























































C̃(p), [φ(C(p), C(p− ε))





C̃(p), [φ(C(p), C(p+ ε))
−f(dC(p, p+ ε))] ‖C ′(p+ ε)‖T (p)〉 dp. (170)
159
A.2.4 Limit Variation





















= 〈C(p), κ(p)N (p)〉 .
Since C̃ ∈ L2, and C ′ and κ are bounded (they are continuous functions on a compact



























































‖C ′(q)‖ dq‖C ′(p)‖ dp.
Therefore, in the limit, (165)-(167) combine to give 0 since Lf(L/2) = 2.
We now compute the limit of the terms involving tangent components (169) and
(170). By Lemma A.3.1 in Appendix A.3, we have that φ(C(s+ t), C(s)) = 1/t+ ct
where we have abused notation using an argument of arclength in C. Switching back
to the parametric domain, and substituting t = dC(p, p + ε) and t = dC(p, p − ε),
respectively, we have that
φ(C(p), C(p+ ε))− f(dC(p, p+ ε)) = c1(p)dC(p, p+ ε)
φ(C(p), C(p− ε))− f(dC(p, p− ε)) = c2(p)dC(p, p− ε).
160
where c1, c2 ∈ C(S1,R+). Thus, clearly we see that
lim
ε→0
φ(C(p), C(p+ ε))− f(dC(p, p+ ε))=lim
ε→0
φ(C(p), C(p− ε))− f(dC(p, p− ε))=0.
Also, since c1dC(·, ·+ ε) and c2dC(·, · − ε) are continuous functions on a compact set,














C̃(p), [φ(C(p), C(p+ ε))− f(dC(p, p+ ε))] ‖C ′(p+ ε)‖T (p)
〉
dp = 0.
By combining all the previous results, we see that
lim
ε→0








































Lemma A.3.1. If C : S1 → R2 is smooth and C is parametrized by arclength then
κ(s)





(C(s)− C(s+ t)) · N (s)






for t small. Note κ is the curvature and N is the inward unit normal to C.
Proof. The proof of the first estimate is essentially given in [77]. For the second
estimate, using that f(x) = (1+x)−3/2 = 1−3/2x+o(x) and that ‖C(s+t)−C(s)‖2 =
t2(1− 1/12κ2(s)t2 + o(t2)) we find ‖C(s+ t)−C(s)‖−3 = t−3(1 + 1/8κ2(s)t2 + o(t2)).
Also, it is easy to see that (C(s)−C(s+ t)) · N (s) = −t2/2(κ(s) + 1/3κ′(s)t+ o(t)).
Multiplying the last two estimates, gives us the second result of the lemma.
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