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THE MAGNUS EXPANSION AND POST-LIE ALGEBRAS
CHARLES CURRY, KURUSCH EBRAHIMI-FARD, BRYNJULF OWREN
Abstract. We relate the classical and post-Lie Magnus expansions. Inter-
twining algebraic and geometric arguments allows to placing the classical Mag-
nus expansion in the context of Lie group integrators.
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1. Introduction
Consider the classical non-autonomous linear initial value problem
(1) Y˙ (t) = A(t)Y (t), Y (0) = y0,
where Y (t) ∈ GL(n,R), and A(t) ∈ gl(n,R). It is easy to see that if A(t) = A is
constant, the solution of (1) is given by a matrix exponential, Y (t) = exp(tA)y0.
In the non-autonomous case the exponential exp(
∫ t
0
A(s)ds)y0 fails in general to
solve (1) due to the non-commutativity of A(t) at different times [16]. However,
it turns out that by adding particular Lie polynomials to the integral
∫ t
0
A(s)ds in
the exponential exp(
∫ t
0
A(s)ds)y0, one can approximate the solution Y (t) of (1) in
the non-autonomous case to an arbitrary high precision. Magnus [22] understood
how to obtain the exact solution of (1) by describing the Lie series yielding an
exponential solution of (1). More precisely, he showed that the logarithm of Y (t)
can be characterised as the solution of a particular differential equation summarised
in the next theorem.
Theorem 1 (Classical Magnus expansion, [22]). The solution of (1) can be ex-
pressed in terms of a matrix exponential,
Y (t) = exp
(
Ω(A)(t)
)
y0,
1
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where Ω(A)(t) is a matrix-valued function solving the differential equation
(2) Ω˙(A)(t) = dexp−1Ω(A)(A)(t) =
∑
n≥0
Bn
n!
ad
(n)
Ω(A)(A)(t)
with initial value Ω(0) = 0, and with Bn denoting the nth Bernoulli number.
Recall that ad
(n)
X (Y ) := [X, ad
(n−1)
X (Y )], and ad
(0)
X (Y ) := Y . Introducing a
parameter λ, we see that from integrating and iteratively expanding (2) an infinite
powers series Ω(λA)(t) =
∑
j>0 Ωj(A)(t)λ
j of nested integrals over iterated matrix
commutators of the function A(t) results. The coefficients of the first three orders
of Ω(λA)(t) are
Ω1(A)(t) =
∫ t
0
dt1A(t1)
Ω2(A)(t) = −1
2
∫ t
0
dt1
∫ t1
0
dt2[A(t2), A(t1)]
Ω3(A)(t) =
1
4
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3[[A(t3), A(t2)], A(t1)]
+
1
12
∫ t
0
dt1
∫ t1
0
dt2
∫ t1
0
dt3[A(t2), [A(t3), A(t1)]].
Over the decades, the Magnus expansion Ω(A)(t) has been studied in great detail
from the point of view of applied mathematics [2, 20, 24, 25, 30]. More recently,
deeper mathematical fine structures of the Magnus expansion have been unfolded
using more advanced algebraic tools. See, e.g., the references [8, 9, 14, 15].
The last remark is related to an observation that links the above series to the
general solution of certain linear fixed point equations under the name pre-Lie
Magnus expansion. Indeed for two matrix-valued functions U and V , define the
product [1, 15]
(3) (U y V )(t) =
∫ t
0
ds[U(s), V (t)].
One verifies that the following identity
(4) (U y V )yW − U y (V yW ) = (V y U)yW − V y (U yW )
is satisfied, which is known as left pre-Lie relation. The product (3) therefore
defines a pre-Lie algebra [4, 23] on the space of matrix-valued functions. Note that
the commutator JU, V K := U y V − V y U defines a Lie bracket, i.e., pre-Lie
algebras are Lie admissible. Let ℓ
(n)
Uy(V ) := U y (ℓ
(n−1)
Uy (V )), where ℓ
(0)
Uy(V ) := V .
Using the product (3) in expansion (2) yields the simple presentation of the Magnus
expansion in terms of its underlying pre-Lie product (3).
Corollary 1 (Pre-Lie Magnus expansion, [1, 15]). The Magnus expansion solves
the fixed point equation
(5) Ω˙(A)(t) =
∑
n≥0
Bn
n!
ℓ
(n)
Ω˙(A)y
(A)(t).
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In [15] it was observed that the pre-Lie relation (4) allows to reduce the number
of terms in the expansion Ω(λA)(t). For instance, at order four, one finds that
Ω4(A)(t) =
1
6
((Ay A)y A)y A+
1
12
Ay ((Ay A)y A).
For details and more recent results we refer the reader to [17, 18].
In this article, we show that by an appropriate ‘autonomization’ the linear initial
value problem (1) can be presented as a Lie group integration problem along the
lines of [19]. In this context, post-Lie algebras [21, 11] occur naturally replacing
pre-Lie algebras. The classical Magnus expansion (2) is seen to be a special case of
the so-called post-Lie Magnus expansion introduced in [11, 12, 13]. This observation
motivates to compare explicitly certain Runge–Kutta–Munthe-Kaas schemes with
Magnus integrator schemes. It is hoped that this comment may help to relate the
theories of Lie group integrators [5, 19] and Magnus integrators [2], which have
hitherto developed on separate lines.
The paper is organised as follows. In Section 2 we recall the notions of pre-
and post-Lie algebras and show how the pre- and post-Lie Magnus expansions
are naturally defined. Section 3 shows how Lie group integration and the post-
Lie Magnus expansion can be related to the classical Magnus expansion. Section
4 compares Runge–Kutta versus Magnus integration methods, and ends with a
remark regarding continuous stage methods and a link to the classical Magnus
expansion.
Acknowledgements: This research was supported by The Research Council of
Norway, the FRIPRO programme, grant No. 231632 and by the European Union’s
Horizon 2020 research and innovation programme under the Marie Sklodowska–
Curie grant agreement No. 691070.
2. Post- and Pre-Lie Magnus expansions
We briefly recall the algebraic notions of post- and pre-Lie algebras [4, 11, 21, 23].
Definition 1. A post-Lie algebra (g, [·, ·], ⊲) consists of a Lie algebra (g, [·, ·]) and a
binary product ⊲ : g⊗ g→ g such that the following relations hold for all elements
x, y, z ∈ g
x ⊲ [y, z] = [x ⊲ y, z] + [y, x ⊲ z],(6)
[x, y] ⊲ z = a⊲(x, y, z)− a⊲(y, x, z),(7)
where the associator a⊲(x, y, z) := x ⊲ (y ⊲ z)− (x ⊲ y) ⊲ z.
Proposition 1. [21] Let (g, [·, ·], ⊲) be a post-Lie algebra. For x, y ∈ g the bracket
(8) Jx, yK := x ⊲ y − y ⊲ x+ [x, y]
satisfies the Jacobi identity. The resulting Lie algebra is denoted (g, J·, ·K).
We remark that the above notion of post-Lie algebra has an adjoint (g,−[·, ·],◮).
Proposition 2. [21] If (g, [·, ·], ⊲) is a post-Lie algebra, then (g,−[·, ·],◮), where
x ◮ y := x ⊲ y + [x, y],
is also a post-Lie algebra.
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Proof. We repeat the proof as it is instructive to get acquainted with this set of
identities. Indeed, we have
−x ◮ [y, z] = −x ⊲ [y, z]− [x, [y, z]]
= −[x ⊲ y, z]− [y, x ⊲ z]− [[x, y], z]− [y, [x, z]]
= −[x ◮ y, z]− [y, x ◮ z].
Next we calculate
(y ◮ x) ◮ z = (y ⊲ x) ⊲ z + [y, x] ⊲ z + [y ⊲ x, z] + [[y, x], z]
and
y ◮ (x ◮ z) = y ⊲ (x ⊲ z) + [y ⊲ x, z] + [x, y ⊲ z] + [y, x ⊲ z] + [y, [x, z]].
The difference gives
a◮(y, x, z) = a⊲(y, x, z) + [x, y ⊲ z] + [y, x ⊲ z] + [y, [x, z]]− [y, x] ⊲ z − [[y, x], z].
Together with a◮(x, y, z) this gives the difference
a◮(x, y, z)− a◮(y, x, z) = −[x, y] ⊲ z − [[x, y], z] = −[x, y] ◮ z.

Example 1. Let X (M) be the space of vector fields on a manifold M , equipped
with a linear connection. The covariant derivative of Y in the direction of X ,
denoted ∇XY , defines an R-linear, non-associative binary product X ⊲ Y := ∇XY
on X (M). The torsion T is a skew-symmetric tensor field of type (1, 2) defined by
T (X,Y ) := X ⊲ Y − Y ⊲ X − JX,Y K,(9)
where the bracket J·, ·K on the right is the Jacobi bracket of vector fields. The
torsion admits a covariant differential ∇T , a tensor field of type (1, 3). Recall the
definition of the curvature tensor R, a tensor field of type (1, 3) given by
R(X,Y )Z = X ⊲ (Y ⊲ Z)− Y ⊲ (X ⊲ Z)− JX,Y K ⊲ Z.
In the case of a flat connection with constant torsion, i.e., R = 0 = ∇T , we have
that (X (M),−T (·, ·), ⊲) defines a post-Lie algebra. Indeed, the first Bianchi identity
shows that −T (·, ·) obeys the Jacobi identity; as T is skew-symmetric it therefore
defines a Lie bracket. Moreover, flatness is equivalent to (7) as can be seen by
inserting (9) into the statement R = 0, whilst (6) follows from the definition of the
covariant differential of T :
0 = ∇T (Y, Z;X) = X ⊲ T (Y, Z)− T (Y,X ⊲ Z)− T (X ⊲ Y,Z).
The formalism of post-Lie algebras assists greatly in understanding the interplay
between covariant derivatives and integral curves of vector fields, which is central
to the study of numerical analysis on manifolds.
Recall that for a Lie algebra (g, [·, ·]), its enveloping algebra is an associative
algebra (U(g), ·) such that g ⊂ U(g) and [a, b] = a · b − b · a in U(g). As a Lie
algebra g with product ⊲, the enveloping algebra of a post-Lie algebra (g, [·, ·], ⊲) is
U(g) together with an extension of the post-Lie product ⊲ onto U(g) defined such
that for all u ∈ g and A,B ∈ U(g)
u ⊲ (A · B) = (u ⊲ A) ·B +A · (u ⊲ B)
(u · A) ⊲ B = a⊲(u,A,B).
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Proposition 1 implies that a post-Lie algebra (g, [·, ·], ⊲) has a second Lie algebra
structure g¯ associated to the bracket J·, ·K defined in (8). As a vector space, its
enveloping algebra (U(g¯), ∗) is isomorphic to U(g). Moreover, the post-Lie product
of (g, [·, ·], ⊲) lifted to U(g) permits to define another associative product on U(g),
such that U(g) with this new product is isomorphic as a Hopf algebra to (U(g¯), ∗).
See [12] for details. By some abuse of notation we denote the lifted post-Lie product
and new associative product on U(g) by ⊲ respectively ∗. One of the central results
is the following
Proposition 3. [12] For A,B,C ∈ U(g) we have
(10) (A ∗B) ⊲ C = A ⊲ (B ⊲ C).
From the point of view of Lie group integration we are interested in comparing
the two exponentials exp· and exp∗, both defined in appropriate completions of
(U(g), ·) respectively (U(g¯), ∗).
Proposition 4. [12] Consider the post-Lie algebra (X (G),−T (·, ·), ⊲) associated to
a flat, constant torsion connection ⊲, as per Example 1. Then
(1) The exponential exp∗(tf) is associated with the pullback of functions along
integral curves, i.e., let
y˙(t) = f(y(t)), y(0) = y0,
then exp∗(tf) : g
(
y0
) 7→ g(y(t)) for any g ∈ C∞(M).
(2) The exponential exp.(tf) gives the pullback of functions along geodesics of
the product ⊲, i.e., let z(t) solve the geodesic equation
z˙(t) ⊲ z˙(t) = 0, z(0) = z0, z˙(0) = f(z0),
then exp.(tf) : g
(
z0
) 7→ g(z(t)) for any g ∈ C∞(M).
The two exponentials are related by the post-Lie Magnus expansion:
Lemma 1 (Post-Lie Magnus expansion, [12, 14]). The exponentials exp· and exp∗
are related by the mapping θ(t) : g→ g,
(11) exp∗(tf) = exp·(θ(f)(t)),
where θ(f)(t) solves the differential equation
(12) θ˙(f)(t) = dexp·−1θ(f)
(
exp·
(
θ(f)
)
⊲ f
)
(t), θ(f)(0) = 0.
For sufficiently small t > 0, the map θ(f)(t) is invertible, and its inverse χ(f)(t)
solves
(13) χ˙(f)(t) = dexp∗−1−χ(f)
(
exp∗
(− χ(f)) ⊲ f)(t), χ(f)(0) = 0,
such that
(14) exp∗(χ(f)(t)) = exp·(tf).
Remark 1. We remark that identity (14) encodes backward error analysis for
the forward exponential Euler method [11, 21]. Indeed, the Lie–Euler integration
scheme is the numerical method that approximates solutions of the initial value
problem (21) below by following Lie group exponentials, i.e.,
y1 = exp
(
hλ∗f(y0)
)
y0.
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Backward error analysis studies properties of the approximate flow by finding mod-
ified vector fields f˜ for which the exact flow y˜(t) coincides with yn at the dis-
cretisation times tn. This problem is exactly that of finding χ(f)(t) for which
exp·(tf) = exp∗(χ(f)(t)), for the post-Lie algebra structure on C∞(M, g) defined
in [21, Prop. 2.10].
We also remark that the inverse of the post-Lie Magnus expansion has appeared
in the study of isospectral flows [13].
2.0.1. Pre-Lie Magnus expansion. Observe that if the Lie algebra g in Definition 1
is trivial, i.e., [·, ·] = 0, then the post-Lie algebra (g, [·, ·], ⊲) reduces to (g, ⊲), which
satisfies the definition of a pre-Lie algebra. The latter being defined as:
Definition 2. A left pre-Lie algebra (p,y) consists of a vector space p and a binary
product y : p⊗ p→ p such that, for all elements x, y, z ∈ p
ay(x, y, z) = ay(y, x, z).(15)
Note that (15) in explicit form already appeared in (4) above. The notion of right
pre-Lie algebra is analogously defined with ax(x, y, z) = ax(x, z, y) replacing (15).
Example 2. The natural geometric example of a pre-Lie algebra is given in terms
of a differentiable manifold M with a flat and torsion-free connection. Vanish-
ing torsion and curvature are expressed in terms of the corresponding covariant
derivation ∇ on the space χ(M) of vector fields on M satisfying the two equali-
ties ∇fg − ∇gf = [f, g] and ∇[f,g] = [∇f ,∇g], respectively. From this we deduce
that f ⊲ g := ∇fg defines a left pre-lie algebra structure on χ(M). Let M = Rn
with its standard flat connection. For two vector fields f(x) =
∑n
i=1 f
i(x) ∂
∂xi
and
g(x) =
∑n
i=1 g
i(x) ∂
∂xi
it follows that
(16) (f y g)(x) =
n∑
i=1
( n∑
j=1
f j(x)
∂
∂xj
gi(x)
) ∂
∂xi
.
Let us look at Lemma 1 from the pre-Lie algebra point of view. Guin and Oudom
[27] lifted the pre-Lie product of a pre-Lie algebra (p,y) to the symmetric algebra
S(p), and showed that this permits to introduce a noncommutative associative
product on S(p), widely referred to as Grossman–Larson product, such that the
resulting (Hopf) algebra is isomorphic (as a Hopf algebra) to the enveloping algebra
(U(g¯), ∗). Recall that g is the Lie algebra defined in terms of the pre-Lie product,
see Definition 2. Chapoton and Patras [9] proved an analog of Lemma 1 in the
pre-Lie case, i.e., the exponential exp· and the Grossman–Larson exponential exp∗,
defined in appropriate completions of (S(p), ·) respectively (U(g¯), ∗), are related by
the pre-Lie Magnus expansion:
(17) exp∗(Ωy(x)(t)) = exp·(xt),
where
(18) Ωy(x) :=
∑
n≥0
Bn
n!
ℓ
(n)
Ω(x)y(x).
Recall that the compositional inverse W (x) := Ω−1
y
(x) is given by
(19) W (x) :=
∑
n≥0
1
(n+ 1)!
ℓ(n)xy(x),
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such that
(20) exp∗(tx) = exp·(W (x)(t)).
Returning to Example 2, where the particular pre-Lie algebra (16) is defined, we
consider the initial value problem y˙ = f(y), y(0) = y0, where f is a vector field
on Rn. The exact solution is given by the Grossman–Larson exponential, y(t) =
exp∗(tf). Identity (17) defines the backward error analysis of the explicit forward
Euler method on Rn, i.e., exp∗(Ωy(hf))(y) = y+ f(hy), where h denotes the step
size [7, 10, 26]. On the other hand, from (20) we deduce that the Taylor expansion
of the exact solution can be expressed as a series in iterated pre-Lie products
exp∗(tf)(y) = y+W (tf)(y) = y+tf(y)+
t2
2
(f y f)(y)+
t3
6
(f y (f y f))(y)+· · · .
3. Lie group integration and the Post-Lie Magnus expansion
Let X (M) be the space of vector fields on a manifold M . Lie group integration
[5, 19] concerns initial value problems of the form
(21) y˙ =
(
λ∗f(y, t)
)
(y), y(0) = p,
where f : M × R+ → g, and λ∗ : g → X (M) is the infinitesimal action of the Lie
algebra g arising from a transitive group action Λ: G×M →M as
λ∗(u)(p) =
d
dt
∣∣∣∣
t=0
Λ(exp(tu), p).
Whilst Runge–Kutta–Munthe-Kaas (RKMK) methods can be applied to non-
autonomous problems, many theoretical results have only been derived in the au-
tonomous setting. It is a standard result for equations on Rn that non-autonomous
problems may be autonomized by the addition of an extra variable corresponding
to time. Whilst this results in an equivalent method (provided the RK coefficients
in the Butcher tableau obey ci =
∑
j aij , as is usually assumed), this can be useful
for theoretical purposes.
We now perform a similar autonomization for the Lie group integration problem,
for which the most convenient method is to augment the Lie group G to G×Aff(1).
We recall the definition of the group of affine transformations
Aff(1) :=
{(
x t
0 1
)
| x, t ∈ R
}
.
The associated Lie algebra, aff(1), is generated by the two matrices
e0 =
(
0 1
0 0
)
, e−1 =
(
1 0
0 0
)
.
The first element corresponds to translation, indeed we have
exp(te0) =
(
1 t
0 1
)
From this last result, the following is immediate:
Lemma 2. The non-autonomous linear initial value problem (1) is equivalent to
the following Lie group integration representation on G
Y˙ = A(Y) · Y, Y(0) =
(
y0 0
0 I
)
,
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where G := GL(n)×Aff(1), g := gl(n)× aff(1), and Y(t) ∈ G, A : G→ g take the
form
(22) Y =

Y 0 00 x t
0 0 1

 , A(y, x, t) =

A(t) 0 00 0 1
0 0 0

 .
Note that this corresponds to the special case where the manifold M = G and
the group action on G is simply defined in terms of the product in G. By abuse of
notation, we identify the map A : G → g with the vector field λ∗(A) ∈ X (G). In
the autonomous case, this corresponds to the identification of A ∈ gl(n) with the
right-invariant vector field with tangent vector A at the origin.
In contrast, here the vector field A is not fully right-invariant due to the time-
dependence. Instead, let e−1, e0, e1, . . . , ed be a basis for the space of right-invariant
vector fields g, where e−1, e0 are the products of the basis vectors for aff(1) with
the zero vectors in gl(n). A general vector field takes the form
V =
d∑
i=−1
vi(y, x, t)ei,
whilst the vector fields A live in the Lie subalgebra t ⊂ X (G) comprising vector
fields of the form
V = v0e0 +
d∑
i=1
vi(t)ei.
Note that these are precisely the vector fields of the form
λ∗

A(t) 0 00 0 a
0 0 0


for some constant v0 = a and matrix A(t) ∈ gl(n). We will write such vectors A˜,
distinguished from A as we allow the constant to be any real a rather than 1. For
our purposes, a will always be either 1 or 0, but as it is important to distinguish
the two, we preserve this distinction of notation. To see that the space t is indeed
a Lie subalgebra in X (G), we use the identification of vector fields with derivations
on C∞(G) functions ϕ to obtain
[fH˜, gK˜](ϕ) = fH˜(gK˜(ϕ)) − gK˜(fH˜(ϕ))
= fH˜(g)K˜(ϕ) − gK˜(f)H˜(ϕ) + fg[H˜, K˜](ϕ),
from which we see that given vector fields H˜, K˜, their Jacobi bracket is
(23) JH˜, K˜K = λ∗

[H(t),K(t)] + hK˙(t)− kH˙(t) 0 00 0 0
0 0 0

 .
Following [28], we recall that the right Cartan connection ⊲ on X (G) is defined
by setting H˜ ⊲ K˜ := 0 for right-invariant H˜, K˜. Indeed, this extends uniquely to a
connection ⊲ on X (G) by writing a general vector field in the from fiH˜i for some
fi ∈ C∞(G) and H˜i a basis for g and enforcing
(24) (fiH˜i) ⊲ (gjK˜j) = fi dgj(H˜i)K˜j + figj(H˜i ⊲ K˜j).
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This restricts to a bilinear product on t, indeed we compute
(25) H˜ ⊲ K˜ = λ∗

h
∂K
∂t
(t) 0 0
0 0 0
0 0 0

 .
Lemma 3. The space (t, [·, ·]t, ⊲) is a post-Lie algebra, where ⊲ is the right Cartan
connection and [·, ·]t is the negative of the associated torsion tensor. The two expo-
nentials in the corresponding enveloping algebras are interpreted as follows: for any
H˜, exp·(H˜t).K˜0 is the geodesic through the point K˜0 ∈ G in the direction H˜(K˜0)
and hence coincides with the matrix exponential. In contrast, exp∗(H˜t).K˜0 is the
integral curve of H˜ passing through K˜0, and hence solves the equation (1).
Proof. This is essentially a specialisation of Example 1, as the Cartan connection
⊲ defined above is flat and has constant torsion (see [28]). In this instance we
can give the calculations explicitly. Indeed, defining the Lie bracket [H˜, K˜]t =
JH˜, K˜K− H˜ ⊲ K˜+ K˜ ⊲ H˜ as per Example 1, from (23) and (25) we find
[H˜, K˜]t = λ∗

[H(t),K(t)] 0 00 0 0
0 0 0

 .
As per Example 1, flatness of the connection is expressed by
H˜ ⊲ (K˜ ⊲ J˜ )− K˜ ⊲ (H˜ ⊲ J˜ )− JH˜, K˜K ⊲ J˜ = 0.
To see this, we note that we need only check the top left block in the matrix
representation of elements of t, which is
h
∂
∂t
(k
∂J
∂t
)− k ∂
∂t
(h
∂J
∂t
)− 0 = 0.
The remaining post-Lie axiom to check is the constant torsion relation
H˜ ⊲ [K˜, J˜ ]− [K˜, H˜ ⊲ J˜ ]− [H˜ ⊲ K˜, J˜ ] = 0,
which as all but the top left block of the associated matrix are zero reduces to the
computation
h
(
∂
∂t
[K, J ]− [K, ∂J
∂t
]− [∂K
∂t
, J ]
)
= 0,
as can be seen by expanding the commutators using Leibniz rule. 
We are now in a position to relate the classical and post-Lie Magnus expansions.
Theorem 2 (Geometric Magnus expansion). Let A ∈ t be associated to the GL(n;R)-
valued function A(t) as per (22). The solution of the equation defining the post-Lie
Magnus expansion in the post-Lie algebra (t, [·, ·], ⊲),
θ˙(A)(τ) = dexp−1θ(A)
(
exp
(
θ(A)) ⊲A)(τ),
evaluated at initial time t = 0, is given by
θ˙(A)(τ)(0) =

Ω(A)(τ) 0 00 0 1
0 0 0

 ,
where Ω(A) is the classical Magnus expansion.
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Proof. We begin by noting that the identity (11) allows us to write exp·(θ(A˜)(τ))⊲
A˜ = exp∗(τA˜) ⊲ A˜. Using (10) we find that
exp∗(τA˜) ⊲ A˜ = A˜+ τA˜ ⊲ A˜+ τ2 1
2
A˜ ⊲ (A˜ ⊲ A˜) + τ3 1
6
A˜ ⊲ (A˜ ⊲ (A˜ ⊲ A˜)) + · · · .
By the definition of the connection ⊲, we have for all n ≥ 1
(26) ℓ
(n)
A˜⊲ (A˜)(t) = A˜ ⊲ (ℓ
(n−1)
A˜⊲ (A˜))(t) =

a
n ∂
nA
∂tn
(t) 0 0
0 0 0
0 0 0

 ,
from which it follows that
(exp∗(τA) ⊲A)(t) =


∑
k≥0
τk
k! A
(k)(t) 0 0
0 0 1
0 0 0

 .
In particular, exp∗(τA)⊲A is the vector field which evaluates to A(t+ τ) at time t.
Now θ(A)(τ) is a vector field in t, which we evaluate at time t = 0 (the position in
space is unimportant due to (quasi-)right-invariance). By the above, the differential
equation may then be re-written
θ˙(A)(τ)(0) = dexp·−1
θ(A˜)(A˜)(τ)(0).
We recall that the Lie bracket [·, ·] on t takes the form
[A˜(t), B˜(t)] = λ∗

[A(t), B(t)] 0 00 0 0
0 0 0

 .
By expanding the series for dexp·−1 in the above brackets, it follows that the com-
ponent of θ(A)(τ) in aff(1) is simply e0, and hence the equation for the remaining
component in GL(n;R) reduces to the classical Magnus equation (2). 
4. Runge–Kutta versus Magnus integration methods
The post-Lie Magnus expansion is a key ingredient in Runge–Kutta–Munthe-
Kaas (RKMK) schemes for the numerical solution of differential equations on ho-
mogeneous spaces [12]. In this section we illustrate by means of examples that
Magnus integrators may be seen as special instances of RKMK methods applied to
equations of the type
Y˙ = A(t)Y, Y (0) = Y0,
where A, Y ∈ Rm×m. We recall that when applying an RKMK method to such an
equation, the internal stages (with i = 1, . . . , s) take the form
ui = h
s∑
j=1
aij f˜j(27)
f˜i = dexp
−1
ui
A(t0 + hci) = A(t0 + hci)− 1
2
[ui, A(t0 + hci)] + · · · ,(28)
and the scheme progresses by
(29) Y1 = exp
(
h
s∑
i=1
bif˜i
)
Y0,
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where aij , bi, ci form the Butcher tableau of the underlying RK scheme. We evaluate
the consequences of two two-stage methods: the Heun scheme and the two stage
Gauss–Legendre method. The corresponding tableaux are:
0 0 0
1 1 0
1
2
1
2
1
2 − ω 14 14 − ω
1
2 + ω
1
4 + ω
1
4
1
2
1
2
where Heun is on the left and Gauss–Legendre on the right, with ω =
√
3
6 .
Heun scheme
This method is explicit. Indeed we will begin by noting that u1 = 0, so that
f˜1 = dexp
−1
0 (A)(t0) = A(t0).
We then find that u2 = hA(t0), and hence
f˜2 = dexp
−1
hA(t0)
(A)(t1) ≈ A(t1)− h
2
[A(t0), A(t1)].
Using the two term approximation for dexp−1 above, we therefore obtain the inte-
gration scheme
Y1 = exp
(h
2
(A0 + A1)− h
2
4
[A0, A1]
)
Y0,
where A0 := A(t0) and A1 := A(t1). It can be shown that this is the Magnus
integrator obtained from taking the first two terms in the Magnus series and ap-
proximating the integrals by the trapezoidal rule.
Gauss–Legendre scheme
Here the situation is somewhat more complicated, as the method is implicit. In-
deed, for simplicity write τi = t + hci, i = 1, 2. We will then use the shorthand
Ai := A(τi), giving the system
u1 =
h
4
f˜1 + h(
1
4
− ω)f˜2
u2 = h(
1
4
+ ω)f˜1 +
h
4
f˜2
f˜1 = dexp
−1
u1
A1
f˜2 = dexp
−1
u2
A2.
If we truncate the series for dexp−1 to two terms once again, we find
f˜1 = A1 −
[h
4
f˜1 + h(
1
4
− ω)f˜2, A1
]
f˜2 = A2 −
[
h(
1
4
+ ω)f˜1 +
h
4
f˜2, A2
]
.
Suppose we solve the above system by a single function iteration starting from the
first order approximation f˜i = Ai. This gives the explicit forms
f˜1 = A1 +
h
2
(
1
4
− ω)[A1, A2]
f˜2 = A2 − h
2
(
1
4
+ ω)[A1, A2].
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The resulting integration scheme is (inserting the value ω =
√
3
6 )
Y1 = exp
(h
2
(A1 +A2)− h
2
√
3
12
[A1, A2]
)
Y0,
which is identical to the standard order four Magnus integrator obtained from the
two point Gauss quadrature [2].
Continuous stage methods
In his monograph from 1987, Butcher [3, Section 385] suggested to study the ex-
act solution of an ordinary differential equation obtained by applying a continu-
ous stage Runge–Kutta method. Sums are replaced by integrals, this means that
rather than indexing the stages ui, f˜i in (27–28), one may consider a continuum
of stages u(τ), f˜(τ), τ ∈ [0, 1] and introduce continuous Runge–Kutta coefficients
a(τ, σ), b(τ). By choosing
(30) b(τ) ≡ 1, a(τ, σ) =
{
1 0 ≤ σ ≤ τ
0 otherwise
the resulting Runge–Kutta scheme will produce the exact solution to the ordinary
differential equation.
More recently, there has been a growing interest in studying such continuous
stage schemes in their own right, for instance, the averaged vector field method (see,
e.g., [6]) can be written in such a format, and more general studies of continuous
stage Runge–Kutta methods have been undertaken by several authors (see, e.g.,
[29]). By inserting the coefficients of a continuous stage method into (27–29) and
eliminating f˜(τ) we obtain
u(τ) = h
∫ 1
0
a(τ, σ)dexp−1
u(σ) A(t0 + hc(σ)) dσ
v = h
∫ 1
0
b(τ)dexp−1
u(τ)A(t0 + hc(τ)) dτ
Y1 = exp(v) · Y0,
where c(τ) =
∫ 1
0 a(τ, σ) dσ. It is perhaps no surprise that if a(τ, σ) and b(τ) are
chosen as in (30) one finds that u(τ) ≡ Ω(A)(t0+τh) in (2) as well as v = Ω(A)(t0+
h) so the exact Magnus series expansion is recovered. One may also note that
deformations of the Magnus expansion can be obtained by choosing other coefficient
functions.
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