Abstract. Let M be a simple matroid on the ground set [n] := {1, . . . , n}. The Orlik-Solomon algebra OS(M) is the exterior algebra E = n i=1 Ze i modulo the ideal ℑ(M) spanned by the circuit boundaries
Ze i modulo the ideal ℑ(M) spanned by the circuit boundaries ∂(e C ) = ∂(e i 1 ∧ · · · ∧ e im ) = (−1) j−1 e i 1 ∧ · · · ∧ e i j−1 ∧ e i j+1 · · · ∧ e im , where C = {i 1 , . . . , im}, denotes a circuit of M. When M is the vector matroid of n distinct linear forms θ i ∈ Hom C (C d , C) , the Z-algebra OS(M) is isomorphic to the cohomology Z-algebra of the manifold
Ker(θ i ). For every term order of the monoids of E, we construct the corresponding reduced Gröbner basis of the Orlik-Solomon ideal ℑ(M). We prove that the set of circuit boundaries is a universal Gröbner basis of ℑ(M). Every ordering of the elements of M determines a canonical basis of OS(M) (termed in the literature as the "no broken circuit basis"). We give here a characterization of these bases in terms of the reduced Gröbner bases of ℑ(M).
We give a short proof that, for every element x of M, there is a short exact splitting sequence of modules
INTRODUCTION AND SOME NOTATIONS
Let V be a vector space of dimension d over some field K. Let V ⋆ be the dual space of V . A (central) arrangement of hyperplanes in V, A K = {H 1 , . . . , H n }, is a finite listed set of codimension one vector subspaces. Given an arrangement A K we suppose always fixed a family of linear forms {θ Hi } Hi∈A K , θ Hi ∈ V * , Ker(θ Hi ) = H i . There is a matroid M(A K ), on the ground set [n] := {1, . . . , n}, canonically determined by A K : by definition, a subset D ⊂ [n] is a dependent set of the matroid M(A K ) if and only if there are scalars {λ i ∈ K : i ∈ D}, not all null, such that i∈D λ i θ Hi = 0. A circuit is a minimal dependent set with respect to inclusion. Set M(A K ) = V \ H∈A K H. The manifold M(A C ) plays an important role in the Aomoto-Gelfand theory of A-hypergeometric functions (see [10] for a recent introduction from the point of view of arrangement theory). Let K be a commutative ring. In [7, 8, 9 ] the determination of the cohomology K-algebra H * M(A C ); K from the matroid M(A C ) is accomplished by first defining the Orlik-Solomon K-algebra OS(A C ) in terms of generators and relators which depends only on the matroid M(A C ) , and then by showing that this algebra is isomorphic to H * M(A C ); K . The Orlik-Solomon algebras have been then intensively studied. Descriptions of developments from the late 1980s to the end of 1999, together with the contributions of many authors, can be found in [5, 14] .
Throughout this note M denotes a matroid of rank r on the ground set [n]. We refer to [12, 13] as standard sources for matroids. Let C = C(M) be the set of circuits of M. Let I ℓ (M) be the family of independent sets of cardinality ℓ of the matroid M and set I(M) = ℓ∈N I ℓ (M). We say that a subset U ⊂ [n] is a unidependent set of M if U contains a unique circuit, denoted C(U ). Let U(M) denote the set of unidependent sets of M. When the smallest element inf(C) of a circuit C, |C| > 1, is deleted, the remaining set, C \inf(C), is called a broken circuit. For shortening, the singleton set {x} is denoted by x. A no broken circuit set of the matroid M is an independent set of M which contains no broken circuit. Let nbc ℓ (M) be the set of the no broken circuit sets of cardinality ℓ of M. In particular nbc 0 (M) = {∅}. Set nbc(M) = ℓ∈N nbc ℓ (M). Consider now an independent set X. Let cl M (X) or shortly cl(X) be the closure of X in M. An element x ∈ cl(X) \ X is called (externally) active for the independent set X if x is not a loop and it is the minimal element of the circuit C(X ∪ x). Let act(X) denote the set of active elements for X. Note that X ∈ nbc(M) iff act(X) = ∅. If act(X) = ∅, let α(X) denote the smallest element of act(X).
Let e∈E Ze be the free Z-module, spanned by the family of linear ordered set of generators E := (e 1 ≺ e 2 ≺ · · · ≺ e n ). For every natural number ℓ ∈ N, consider the ℓth exterior power E ℓ = ℓ e∈E Ze and let E := e∈E Ze = ℓ∈N ℓ e∈E Ze be the graded exterior algebra, of the Z-module e∈E Ze. (By convention E 0 = Z even in the case where E = ∅.) For every linear ordered subset X = (e i1 , . . . , e ip ) ⊂ E, i 1 < · · · < i p , set e X := e i1 ∧ e i2 ∧ · · · ∧ e ip and set e ∅ := 1 ∈ Z. Let ∂ : E → E be the unique morphism such that ∂(e i ∧ e j ) = ∂(e i ) ∧ e j − e i ∧ ∂(e j ) and ∂(e i ) = 1, for all e i , e j ∈ E. If S is a subset of a ring K let S denote the two-sided ideal spanned by S.
THE ORLIK-SOLOMON ALGEBRA
The following definition is due to I. M. Gel'fand and G. L. Rybnikov [6] . It is the "combinatorial analogous" of the one proposed in [8] .
Definition 2.1. The quotient E ℑ(M) is termed the Orlik-Solomon Z-algebra of the matroid M, denoted OS(M). Or, equivalently OS(M) is the Z-algebra given by the set of generators {1} ∪ {e ∈ E} and the relations:
The residue class in OS(M) determined by the element e X ∈ E is denoted by [X] OS , or shortly by e X or [X] when no confusion will result. Remark 2.2. We recall that the algebra OS(M) does not depend on the linear ordering e 1 ≺ · · · ≺ e n . Indeed consider the adjacent transposition π = (i, i+1) ∈ S n and the new linear ordering
extends linearly to an isomorphismφ : OS(M) ∼ = OS(M π ). Since any permutation is expressed as a product of adjacent transposition the remark follows.
Proof. If x is a loop the result is obvious. Suppose that x is parallel to y. From a re-ordering of the elements of [n] we can suppose that x = 1 and y = 2. So the result is a direct consequence of the definition of the algebras OS(M) and OS(M \ x).
It results from Proposition 2.3 that if M is the simplification of M (i.e., we identify the parallel elements and eliminate the loops) then OS(M) ∼ = OS(M). So, in the sequel we will suppose that M is a simple matroid. If the algebra OS(M) is presented "abstractly" (i.e., if the Z-algebra OS(M) is determined by a generic basis B and the corresponding structure constants), we cannot recover in general the matroid M, see [4] . However OS(M) has a canonical graduation, reminding some of the structure of the matroid M.
The algebra graduation
, it is independent of the knowledge of the matroid M.
If we know the modules OS r , . . . , OS r−ℓ and OS ℓ+1 := OS r ⊕· · ·⊕OS r−ℓ = OS(M)\Z, (i.e., r−ℓ > 1) the module OS r−ℓ−1 , ℓ = 0, . . . , r−2, can be defined recursively by
A FUNDAMENTAL EXACT SEQUENCE
Theorem 3.4 below is the "combinatorial generalization" of a well known theorem of Orlik & Solomon for realizable matroids [8] (see also [9, Theorem 3 .127] and [11] ). Note that, for every circuit C ∈ C, we have e C = 0. To see this, pick an element y ∈ C. Then 0 = e y ∧ ∂(e C ) = ±e C . We conclude that e I : I ∈ I(M) is a spanning family of OS(M). For technical reasons we begin by the proof of the following proposition. Proof. It is enough to prove that
We can suppose that X ∩ C = ∅ and x ∈ X ∪ C. We remind that C \ x is a dependent set of M/x. So we have Proof. It remains to prove the implication "X independent" =⇒ "[X] OS = 0". We prove it by induction on n. We know that [∅] OS = e ∅ = 1. Suppose the implication true for all the matroids with at most n−1 elements. Let X be an independent set of M([n]), such that |X| > 0 and pick an element x ∈ X. Suppose for a contradiction that [X] OS = 0. X \ x is an independent set of M/x. From the Proposition 3.1 we conclude that
Proof. The map i x is well defined. Indeed from Corollary 3.2 we know that 
The exact sequence splits, i.e., the map p x has a linear right inverse p
We postpone the proof of the theorem. The central role in the theory of Theorem 3.4 can be measured by the following Corollaries 3.5, 3.6 and 3.7 below. We remark that a direct proof of Corollary 3.5 (in the realizable case) is delicate (see for example [9] ).
Corollary 3.5 ([9]). For all subset X ⊂ [n], OS(M\X) is a subalgebra of OS(M).

Proof. From Theorem 3.4 we know that OS(M\X) is a submodule of OS(M). From the definitions we see that the product of two elements of the algebra OS(M \ X) is in OS(M \ X).
We say that the matroid
B ∪ {n + 1} : B basis of M . The matroid T(M) := M ext /n + 1 is called the truncation of M. The truncation part of the next corollary is attributed to C. Pandergrass by M. Falk (see [5, Theorem 3.11] ). We remark that a complete proof of the corollary can be made without making use of Theorem 3.4 (following the proof of Falk in [5] ). However Theorem 3.4 explains why the free extensions and truncations of matroids play a dual role in the Orlik-Solomon algebra. Proof. Consider the graded isomorphism Φ :
r+1 , and suppose that X ′′ = X ′ \ n + 1 is not a basis of M, i.e., it is a dependent set. Then ∂(e X ′′ ) ∈ ℑ(M) and we have also
As the other inclusion is trivial the equality (3.4) follows. The restriction of the automorphism Φ to OS 1 (M) = E 1 , fixes a graded automorphismΦ : We make use of the following well known result: Lemma 3.8 ( [9] ). nbc ℓ is a spanning family of the Z-module OS ℓ .
Proof of Corollary 3.7. We prove the corollary by induction on the number of elements of M. If n = 0 the result is clear. Suppose that n > 0 and the result true for all the matroids with at most n − 1 elements. It follows from Remark 2.2 that we can re-ordered the elements of [n], so we can suppose x = n. From the definitions we know that C(M \ n) = {C ∈ C(M) : n ∈ C}, so nbc(M \ n) = {I : n ∈ I ∈ nbc(M)}. From a result of Brylawski (see [3, Proposition 3.2 .e]), we know that the minimal broken circuits of M/n are the minimal sets X such that either X or X ∪ {n} is a broken circuit of M, so nbc(M/n) = I \ n : n ∈ I ∈ nbc(M) . We conclude that nbc(M) = {I : n ∈ I ∈ nbc(M)} I ∪ n : I ∈ nbc(M/n) , (3.5) and then Corollary 3.7 is a consequence of the induction hypothesis.
The proof of Theorem 3.4. is a consequence of the lemmas 3.9 − 3.12 below. 
Proof. From the definitions we know that p x •i x is the null map, so Im(i x ) ⊂ Ker(p x ). It remains to prove the reverse inclusion. By a re-ordering of the elements of the matroid M, we can suppose that x = n. From the induction hypothesis and Corollary 3.7 we know that nbc(M \ n) and nbc(M/n) are bases of OS(M \ n) and OS(M/n), respectively. Suppose that m i=1 θ i e Ii ∈ Ker(p n ), with θ i ∈ Z and I i ∈ nbc(M \ x). Consider the partition of the sum
where [X i ′′ \ n] OS(M/n) are in the basis nbc M/n . So (3.6) implies that ζ i ′′ = 0 for every i ′′ . Hence 
Proof. From (3.1) we see that if
. From Lemma 3.9 we know that
Im(i x ) = Z.
Lemma 3.11. Suppose that the sequence (3.3) is exact for all the matroids with at most n−1 elements. Then the map i x : OS(M\x) → OS(M), is a monomorphism.
Proof. The case n = 1 is trivial. Suppose that n > 1. It is well known that M \ x/y = M/y \ x, for every pair of elements x, y ∈ [n], x = y. Consider the epimorphism p 
We prove the implication i x (a) = i x (b) =⇒ a = b, for every pair a, b ∈ OS(M \ x). We know that: 
x is the identity map and
Proof. We can suppose that x = n. From Corollary 3.7, we know that nbc(M), nbc(M \ x) and nbc(M/x) are bases of OS(M), OS(M \ x) and OS(M/x), respectively. There is a morphism of modules p
n is the identity map. From (3.5) we conclude that the exact sequence (3.3) splits.
Gröbner bases and nbc bases
The aim of this section is to find the reduced and universal Gröbner bases of the Orlik-Solomon ideal ℑ(M). We prove that the Gröbner basis found in [14] is a universal Gröbner basis. For details on Gröbner bases, see [1] . We give a characterization of the nbc(M) bases in terms of the reduced Gröbner bases of ℑ(M). We begin by adapting some definitions to the exterior algebra. We suppose here that E is an exterior algebra over a field K, spanned by e ∅ := 1 and the elements E = {e 1 , . . . , e n }. A linear order ≺ of the set T := e X : X = {e i1 , . . . , e im } ⊂ E, i 1 < · · · < i m , is said a term order of T if e ∅ = 1 is the minimal element and
Example 4.1. A permutation π ∈ S n defines a linear re-ordering of the elements
The corresponding degree lexicographic ordering in T is a term order, denoted here by ≺ π .
Given a term order ≺, and a non-zero element f ∈ E, we may write
where a i ∈ K \ 0, and e Xm ≺ · · · ≺ e X1 . We say that the a i e Xi [resp. e Xi ] are the terms [resp. powers] of f. We say that lp ≺ (f ) := e X1 [resp. lt ≺ (f ) := a 1 e X1 ] is the leading power [resp. leading term] of f (with respect to ≺). We also define lp ≺ (0) = lt ≺ (0) = 0. Note that in general we have lp ≺ (hg) = lp ≺ (h)lp ≺ (g), contrarily to the cases considered in [1] . Let I be an ideal of E and let ≺ be a term order of T. A subset of non-zero elements G ⊂ I is a Gröbner basis for the ideal I with respect to ≺ iff, for all non-zero element f ∈ I, there exits g ∈ G such that lp ≺ (g) = e Y divides lp ≺ (f ) = e X (⇔ Y ⊂ X). For any subset S of E, we define the leading power ideal of S with respect to ≺, Lp ≺ (S), to be the ideal of E spanned by the elements {lp ≺ (s) : s ∈ S}, i.e., Lp 
A Gröbner basis (G r ) ≺ is called a reduced Gröbner basis with respect to the term order ≺ if, for every element g ∈ (G r ) ≺ we have lt ≺ (g) = lp ≺ (g), and for every two distinct elements g, g
Proposition 4.3. Let G be a Gröbner basis of the Orlik-Solomon ideal ℑ(M) with respect to the term order ≺ of T. Then
is a basis of OS(M).
We say that B G is the canonical basis of the Orlik-Solomon algebra OS(M) for the Gröbner basis G of the ideal ℑ(M).
Remark 4.4. From the preceding proposition we see that, for every term order ≺ of T, there is a unique monomial basis of OS(M) denoted by B ≺ . We say that B ≺ is the canonical basis of OS(M) for the term order ≺ . On the other hand it is well known that the term order ≺ determines a unique reduced Gröbner basis of ℑ(M) denoted (G r ) ≺ . From the definitions we can deduce also that
Consider the subset of powers
] be the K-vector subspaces of E generated by the bases T i and
as the ideal of E generated by the set {e C : C ∈ C(M)}. Let j : E → K[T i ] be the first projection. We define the term orders of T i in a similar way to the corresponding definition for the set T. It is clear that the restriction of every term order of T to the subset T i is also a term order of T i . We can also add to K[T i ] a structure of K-algebra with the product
, determined by the equalities e I ⋆ e I ′ = j(e I ∧ e I ′ ) for all I, I
′ ∈ I(M). Note that if e I ⋆ e I ′ = 0, then e I ⋆ e I ′ = e I ∧ e I ′ in fact e I ⋆ e I ′ = 0 iff I ∩ I ′ = ∅ and I ∪ I ′ is an independent set of M . So Proof. Let G i be a Gröbner basis for ℑ i (M) with respect to the term order ≺ . Pick a non-null element f ∈ ℑ(M). If we see ℑ(M) as a K-vector space it is clear that
if X is a dependent set of M. If X ∈ I(M) there is an element g ∈ G i such that lp ≺ (g) = e I such that I ⊂ X, so lp ≺ (g) divides lp ≺ (f ) in ℑ(M). Suppose now that X is a dependent set of M. Then there is a circuit C ⊂ X. We know that ∂(e C ) ∈ ℑ i (M) and if lp ≺ (∂(e C )) = e Y then Y ⊂ C ⊂ X. So, lp ≺ (∂(e C )) divides lp ≺ (f ) in ℑ(M) and G i is also a Gröbner basis for ℑ(M) with respect to ≺ .
We say that a unidependent set U ⊂ [n], is inactive with respect to the linear re-ordering < π of [n], if there is an independent set I such that U = I ∪ α π (I), where α π (I) is the minimum active element relatively to the re-ordering < π . We set α π (U ) := α π (I). Let U π (M) or shortly U π denote the set of inactive unidependents of M with respect to < π . Given U ∈ U π (M) it is clear that α π (C(U )) = α π (U ). Proposition 4.6. For every permutation π ∈ S n the set of vectors
is a basis of the K-vector space ℑ i (M).
Proof. From the definitions we know that
From Corollary 3.7 we conclude that dim ℑ i (M) = B . Every term order is, by definition, a total ordering in T. Also, it is clear that Lp(B) = B implies that the vectors B are linearly independent. It results from the definition of the α π (U ) that
On the other hand, lp ≺π j(∂(e U )) = lp ≺π ∂(e U ) = e U\απ(U) . So U ′ = U ′′ implies lp ≺π (j(∂(e U ′ ))) = lp ≺π (j(∂(e U ′′ ))) and Proposition 4.6 follows.
Definition 4.7. For a term order ≺ of T we say that π ≺ ∈ S n , is the permutation compatible with ≺ if, for every pair i, j ∈ [n], we have e i ≺ e j iff i < π≺ j ⇔ π ≺ −1 (i) < π ≺ −1 (j) . Let C π≺ be the subset of circuits of M such that:
is inclusion minimal with this property. In the following we replace "π ≺ " by "π" if no mistake can results. Proof. From Proposition 4.5 it is enough to prove that (G r ) ≺ is a reduced Gröbner of ℑ i (M). Suppose that f ∈ ℑ i (M). From Proposition 4.6 we know that f = U∈Uπ ξ U j(∂(e U )), ξ U ∈ K ⋆ . We have already remarked in the preceding proof that lp ≺ j(∂(e U )) = e U\απ (U) and that these terms are all different, so lp ≺ (f ) = sup ≺ lp ≺ (j(∂(e U ))) . Note that for a circuit C we have lp ≺ (j(∂(e C ))) = lp ≺ (∂(e C )). The equality
. We conclude that lp ≺ (∂(e C ′ )) divides lp ≺ (∂(e C(U) )), and that (G r ) ≺ is a Gröbner basis.
Suppose for a contradiction that (G r ) ≺ is not a reduced Gröbner basis: i.e., there exists two circuits C and C ′ in C π≺ and an element c ∈ C such that e C ′ \απ(
First we can say that c = α π (C) because the sets C ′ \ α π (C ′ ) and C \ α π (C) are incomparable. This in particular implies that α π (C) ∈ C ′ \ α π (C ′ ), and α π (C ′ ) ≺ α π (C). On the other hand we have α π (C ′ ) ∈ cl C ′ \ α π (C ′ ) ⊂ cl(C \ c) = cl(C \ α π (C)), so α π (C) ≺ α π (C ′ ), a contradiction. Proof. From Theorem 4.8, the reduced Gröbner basis constructed for the different orders ≺ are all contained in G u . We prove the minimality by contradiction. Let C 0 = {i 1 , . . . , i m } be a circuit of M and let π ∈ S n be a permutation such that π −1 (i j ) = j, j = 1, . . . , m. Then G ′ u := {∂(e C ) : C ∈ C \ C 0 } is not a Gröbner basis because lp ≺π (∂(e C0 )) = e C0\i1 is not in Lp ≺π (G ′ u ).
To finish we give a characterization of the no broken circuit bases of the OrlikSolomon algebras in terms of the Gröbner bases of their ideals. Consider a permutation π ∈ S n and the associated re-ordering < π of [n]. When the < π -smallest element inf <π (C) of a circuit C ∈ C(M) is deleted, the remaining set, C \ inf <π (C), is called a π-broken circuit of M. We say that π-nbc(M) := {e X : X ⊂ [n] contains no π-broken circuit of M} is the π-no broken circuit basis of OS(M). As the algebra OS(M) does not depend of the ordering of the elements of M (see Remark 2.2) we know that π-nbc(M) is a "no broken circuit basis" of OS(M). Proof. (4.9.1) ⇒ (4.9.2) Since G u is a universal Gröbner basis of ℑ(M) (see Corollary 4.9) it is trivially a Gröbner basis relatively to ≺ . We have already remarked that the leading term of ∂(e C ) is e C\inf< π ≺ (C) . From Proposition 4.3 we conclude that B ≺ = π ≺ -nbc(M). (4.9.2) ⇒ (4.9.3) Suppose that B = π-nbc(M). Let ≺ π be the degree lexicographic order of T determined by the permutation π ∈ S n . Note that π ≺π = π. From Theorem 4.8 we know that (G r ) ≺π = ∂(e C ) : C ∈ C ≺π } is the reduced Gröbner basis of ℑ(M) with respect to the term order ≺ π . Then B is the canonical basis for the reduced Gröbner basis (G r ) ≺π . 
