The subject of the paper is the solvability theory of evolution free boundary problems of magnetohydrodynamics for viscous incompressible liquid in multi-connected domains. The main result is the local existence theorem for such problems under rather general assumptions on the initial data of the problem, i.e., on the initial configuration of the liquid and on the initial values of the velocity vector field v and of the magnetic field H . The solution is found in anisotropic SobolevSlobodetskii spaces. 
Formulation of the problem
We consider the problem of motion of a viscous incompressible capillary electrically conducting liquid with a free surface surrounded with a vacuum. The liquid is subject to the mass forces, capillary force at the free boundary and forces generated by the magnetic field. This field is induced by the electric current prescribed in a fixed domain separated from the domain occupied with the liquid.
The governing equations are the Navier-Stokes equations with the additional terms containing the magnetic field and the Maxwell equations in quasistationary approximation, i.e., without the displacement current (see [1, 2] ).
Evolution initial-boundary value problems of magnetohydrodynamics are intensively studied in the mathematical literature (see, for instance, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] ). The major part of the papers deals with the problems in fixed domains. It seems that the first rigorous proof of the solvability of such problems is given in the paper [23] , where a global existence of a weak solution of the Hopf's type and a local existence of a weak solution with the square integrable time derivative is established (moreover, it was proved that in the two-dimensional case this solution is global). These results are analogous to those of Kiselev-Ladyzhenskaya [18] and Ladyzhenskaya [19] for the Navier-Stokes equations. It has to be emphasized that in some problems studied in [3] the magnetic and electric fields are sought not only in the domain˝1 filled with the liquid but also outside˝1, in a surrounding vacuum region 2 , where the governing equations are of a completely different type in comparison with˝1. The construction of the strong solution possessing square integrable second space derivatives of the velocity of the liquid v.x; t/ and of the magnetic field H is carried out in [4] in the case of simply connected and in [17] for multi-connected˝i . In particular, it is shown that in both cases where˛is a piece-wise constant function of conductivity, positive for x 2˝1 t [˝3 and equal to zero in˝2 t . The last equation for E follows from the fact that the vacuum region˝2 t can not contain electric charges. Let us turn to the boundary conditions on the exterior boundary S and on the interfaces t and S 3 separating media with different physical properties. On fixed surfaces S 3 D @˝3 and S standard boundary and jump conditions are prescribed (see [1, 2] and on the free surface t we have ( T .v; p/ C OET M .H / n D nH; V n D v n; OEH n D 0; OEH D 0; (1.5) where H is the doubled mean curvature of t , H D H n.n H /, E D E n.n E / are tangential components of H and E , OEF is a jump of the vector field F .x/; x 2˝1 t [˝2 t [˝3, on t and S 3 , V n is the velocity of evolution of t in the direction of the exterior normal n. It remains to write the jump condition for E on t . Usually the jump conditions are deduced from the Maxwell equations, assuming that they are satisfied in the sense of the distribution theory. OEB n'dS D 0;
and this implies r B D 0; x 2 K n t ; OEB n D 0; x 2 t \ K: (1.6)
In the same way the jump condition OEH j t D 0 is deduced. Moreover, if the equation B t D rotE is satisfied in a generalized sense, i.e.,
then on the manifold G D fx 2 t ; t 2 .t 0 ; t 0 C /g R 4 the relation
holds, where n x D .n 1 ; n 2 ; n 3 / and n t are components of the normal vector n to G in R 4 . In particular, for fixed interfaces, when n t D 0, the condition (1.7) takes a standard form OEn x E D 0, i.e., OEE D 0:
The following proposition is important for the construction of the solution of (1.2)-(1.5), (1.7 . The functions given on G can be considered as functions of 1 ; 2 ; t. The normal n to G is parallel to the vector .e n; z t /; where e n D .z 1 ; z 2 ; 1/:
It is easily verified that
where E i;j is the partial derivative of E i with respect to j and @E @˛D E ;˛C z ˛E ;3 ;˛D 1; 2;
are derivatives calculated taking into account the dependence of E on 3 . By (1.7), the equation (1.9) is equivalent to
Now we differentiate OEe n B D 0 with respect to t, which leads to
When we add (1.11) to (1.10) and take the equation r B D 0 into account, we obtain
The proof of the Proposition is due to Dr. N. Filonov. Let us go back to the formulation of the problem. At the initial moment t D 0 the configuration of the liquid and the values of v.x; 0/ and H .x; 0/ are prescribed:
(1.12) where˝1 0 ;˝2 0 are given domains. Finally, we need some normalization conditions for E .x; t/, x 2˝2. Indeed, together with E the vector field E C E 0 also satisfies (1.3), (1.4) , if E 0 D 0 in 1t [˝3 and E 0 is so called Dirichlet vector field in˝2 t , satisfying the conditions
where S k , k D 1; : : : ; b 2 are all the connected components of @˝2 t , except t and b 2 is the second Betti number of˝2 t . The normalization conditions can be taken in the form Z
Since the matrix with the elements R S i @ j @n dS , i; j D 1; : : : ; b 2 is not degenerate, the equations (1.13) define C j .t/ (and the vector field E .x; t/, x 2˝2 t ) in a unique way.
The aim of the paper is to prove local (in time) unique solvability of the problem (1.2)-(1.5), (1.7), (1.12), (1.13) under the assumption that the initial data satisfy only natural compatibility conditions
(1.14)
where n 0 is the exterior normal to 0 .
The precise formulation of the result is given in Theorem 2.1.
Transformation of the problem and formulation of the main result
It is customary to write free boundary problems as nonlinear problems in fixed domains. We introduce now the corresponding coordinate transformation. We assume that 0 is located in the neighborhood of a smooth connected surface G of arbitrary topological type, and can be regarded as a normal perturbation of G:
where 0 is a given small function and N .y/ is the exterior normal to G. Moreover, we assume that also for t > 0
with an unknown function .y; t/ such that .y; 0/ D 0 .y/. We extend N .y/ and .y; t/ from G into˝in such a way that the extension N of N is a smooth non-zero regular function in˝and vanishes in˝3 and near S [ S 3 and satisfies the inequalities (4.11) (hence is small for small ). We denote by F 1 the domain bounded by G and we set F 2 D˝n .F 1 [˝3/;˝3 F 3 (for uniformity of notation).
The transformation x e .y; t/ D y C N .y/ .y; t/; y 2 G (2.2) maps F i on˝i t , i D 1; 2, and leaves˝3 invariant. We denote by L D L.y; / D .l ij / i;j D1;2;3 the Jacobi matrix of the transformation (2.2) and we and make use of the formulas 
Repeating the calculations from [20] , Sec.1, we show that the transformation (2.2) converts (
roth D˛e C j .y; t/; r h D 0; y 2 F 3 ;
T is the transformed rate-of-strain tensor, e T .u; q/ D qI C e S.u/ is the transformed stress tensor,
2 K G .y/ and H G , K G are the doubled mean curvature and the Gaussian curvature of G; respectively. Now we turn to the boundary condition (1.7). We compute the components n t and n x of the normal to the surface fx 2 t ; t 2 .0; T /g in R 4 . We consider the four-dimensional transformation .x; t 0 / D e .y; t/ defined by x D e .y; t/; t 0 D t (2.11)
and we make use of the four-dimensional analog of (2.4), i.e.,
where N 0 .y/ D .N 1 .y/; N 2 .y/; N 3 .y/; 0/ is the normal to G .0; T / and b L is the co-factors matrix corresponding to the transformation (2.11). The Jacobi matrix of this transformation is given by 
It follows that (1.7) is equivalent to
or, in view of the algebraic identity Af Ag D b A T .f g/ and the kinematic boundary condition, to We find the solution of the problem (2.7)-(2.10), (2.13), (2.14) in anisotropic Sobolev-Slobodetskii spaces. We recall the definition of the corresponding norms. Let˝be a domain in R n . The (isotropic) Sobolev space W l 2 .˝/ with l > 0 is the space of functions u.x/, x 2˝, with the norm kuk
l is an integral number, and .Q T /; some of them will be used below. Sobolev spaces of functions given on smooth surfaces, in particular, on G and on G T D G .0; T /, are introduced in a standard way, with the help of local maps and partition of unity. We also find it convenient to introduce the spaces W l;0
˝//I the squares of norms in these spaces coincide, respectively, with the first and the second integral in (2.15).
In order to obtain uniform estimates of the solutions of the above problem for small T , we introduce in W l;l=2 2
.Q T / equivalent norms defined by
if 2 .0; 1=2/, and
Similar norms can be introduced on the manifold G T D G .0; T /. The advantages furnished by working with H -norms are discussed in [22, Propositions 1.1 and 1.2]. We prove the following theorem.
.F i /; i D 1; 2; 3; with 1=2 < l 0 < l < 1, and let the compatibility conditions
and the smallness condition
be satisfied. Assume also that
and that the condition (1.1) holds. Then the problem (2.7)-(2.11) has a unique solution defined in a certain (small) time interval .0; T / with the following regularity properties:
where
The solution satisfies the inequality
For the problem (1.2)-(1.5), (1.7), (1.12), (1.13) this means that it is solvable in the time interval .0; T / and v ı e 2 W 2Cl:1Cl=2 2
Once the solution with the above-mentioned properties is obtained, it can be shown that where ' is a solution of the Neumann problem
and 
where B is a non-local linear operator defined through (2.21 
n D 0; y 2 S:
Since, in view of (2.13), Z˝r otP e.y; t/ .y; t/dy D
it is easy to obtain from the equations (2.8) the integral identity
This identity, together with the initial and boundary conditions for h and the equation rotP h D 0 in˝2, constitutes a nonlinear problem studied in Sec. 4.
Linear problems
The proof of the solvability of the problem (2.7)-(2.10) is based on the analysis of the following non-homogeneous linear problems: 1. Find .v; p; / such that 8 < :
Find the vector field H .y; t/, satisfying the equations
H n D 0; y 2 S:
and the integral identity
with the same kind of the test function .y; t/ as in (2.24).
In addition, we need to consider the auxiliary problem 8 < :
h n.y/ D 0; y 2 S:
We start with the existence theorem for the problem (3.1).
THEOREM 2 Assume that l 2 .1=2; 1/ and that the data of the problem (3.1) possess the following regularity properties:
.G/ and let the compatibility conditions
is the tangential component of d on G. Then the problem (3.1) has a unique solution v; p; such that
and the solution satisfies the inequality
.G/ :
This theorem is proved in [23] in the case m D 0. The term m in (3.1) is weak and can be estimated by the interpolation inequality
with arbitrarily small , so the result of [23] extends to the case m ¤ 0 in a standard way.
Before discussing the problems (3.2), (3.3) and (3.4), we recall some basic results concerning the space L 2 .D/ of square summable vector fields given in the domain D R 3 with a smooth connected boundary @D. We introduce the finite dimensional spaces of the Neumann and Dirichlet vector fields
The We also recall the Weyl decomposition formula for the space OEe u q n D 0; OEe u q D 0; x 2 S 3 ; e u q .x/ n.x/ D 0; x 2 S:
We denote by H l .˝/ the space of the vector fields 2 W because has no sense in this case. By H 0 .˝/ we mean the closure of
and ' is the solution of the Neumann problem 8 < :
Along with (3.7), we shall use in˝the decomposition
where L 2; .˝/ is the space L 2 .˝/ supplied with the scalar product It is easily verified that for f 2 J .˝/
where '.y/ is a solution of the Neumann problem 8 < : The solution satisfies the inequality
.F i / 6 c.
and a is representable in the form a D OEA G with
Proof. Following [20] , we construct the solution in the form
where a is the extension of a into˝such that a .y/ D 0 for y 2 F 2 [ F 3 and
The functions .x/ and we define as solutions to the problems
The solution of (3.21) has the form .x/ D 1 C r! with
The constants c j are found from the orthogonality conditions (3.14):
It is clear that
which implies
Making use of well known estimates of the Newtonian potential and of solutions of the elliptic boundary value problems (3.20) and (3.22), we obtain
.G/
/:
Together with (3.24), these inequalities yield (3.15) The uniqueness follows from the fact that the solution of a homogeneous problem (3.4) belongs to e U n .˝/. Now we prove (3.17). We use the following representation formula for h:
where « and X are solutions to the problems (
Since Aj S D 0; OEA N j G D 0; OEA nj S 3 D 0; the problem (3.25) is solvable, and
As for X , we represent it as the sum
jx yj .K A/dy, and by the Calderon-Zygmund theorem
Putting the inequalities (3.26)-(3.28) together, we obtain (3.17). The theorem is proved.
Estimate (3.29) follows from (3.15) and from (3.17) applied to the time derivative h t and to the finite difference of the time derivative h t .x; t C s/ h t .x; t/ (cf. the analogous corollary in [20] .Q T / and that the compatibility conditions 
(3.31) The solution is unique in the class of vector fields with the above-mentioned regularity properties that are orthogonal to e U n .˝/:
Z˝ H e u k .y/dy D 0; k D 1; : : : ; b 1 .˝/:
Proof.
Step 1. Reduction to the case`D 0, a D 0. We extend`from F 2 in F 1 in such a way that the extension` satisfies
For y 2 F 3 we set`.y; t/ D 0: We define h 1 as a solution of the problem (3.4) with k D rot.` C A/; it satisfies the inequality (3.29) with K D` C A. For h D H h 1 we obtain the problem 2. with`D 0, a D 0 and with
Step 2. Proof of the solvability of the Problem 2 with`D 0; a D 0.
This problem can be written in the form 8 < :
1 roth rot .y; t/dydt where
P J is the orthogonal projection on the space
/. Now we decompose g 2 and h in the sum of linear combinations of the modified Neumann vector fields e u q .x/ in˝and of the vector fields that are orthogonal to e U n .˝/. We set
where and for h 0 we obtain the problem As for (3.35), this problem is studied in [17] . Indeed, let E be the extension operator defined on the
Consequently (3.35) can be written as the Cauchy problem
The operator A is a positive operator defined on the space of vector fields h 2 W [17] ). Now we pass to the proof of (3.31). It is clear that
Next, we estimate the functions g 0 2 and g 3 in (3.37) making use of the boundedness of the projection operators P J , P , P H , P H ? :
This implies
Now we make use of the following result. .˝/ the problem (3.37) has a unique solution
This result is obtained in [17] for l D 0, F 3 D ;, and in [20] it is extended to l 2 .1=2; 1/ in the case of simply connected F 1 and˝, when e U n .˝/ D ;. The general case is considered in a similar manner.
The inequality (3.31) for the solution of the Problem 2 is a consequence of (3.29), (3.40)-(3.43). The uniqueness follows from the uniqueness of the solution of (3.37). Theorem 4 is proved.
Nonlinear problem
In this section we consider the main nonlinear problem
where is an arbitrary test function satisfying the conditions (2.22), (2.23).
As in [20] , we transform the problem (4.1) by separating the linear and nonlinear parts with respect to u; q; ; h in all the equations and separating the tangential and normal components in the equation e T .u; q/n.e / D H.e /n. We also make use of the formulas where N is the extension of N in˝mentioned in Sec.2 and
Finally, we introduce the vector field V 2 W lC3=2 2
.G/, satisfying the condition
.G/ 6 ı 1:
It is easily seen that (4.1) is equivalent to
u t .y; t/ r 2 u C rq .y/.N .y/ r/f .y; t/ D f .y; t/ C l 1 .u; q; /; r u D l 2 .u; /; y 2 F 1 ; 
l 3 .u; / D˘G.˘GS.u/N /.y/ ˘e S .u/n.e .y//;
(4.6)
We note that the vector field
is divergence free and˚D 0 in F 3 and in the neighborhood of S [ S 3 .
The solvability of the problem (4.5) can be proved by successive approximations, according to a usual scheme 8 < : u mC1;t .y; t/ r 2 u mC1 C rq mC1 mC1 .y/.N .y/ r/f .y; t/ D f .y; t/ C l 1 .u m ; q m ; m /; r u mC1 D l 2 .u m ; m /; y 2 F 1 ;
1 roth mC1 rot .y; t/dydt 
(concerning the construction of 1 , see [23] , Proposition 4.1). The proof of the solvability of (4.7) is based on the estimates of non-linear terms and of the solutions of the linear Problems 1 and 2 studied in Sec. 3. Let
The following proposition is an analog of Theorem 7 in [20] . where ı 1 is a small number dependent on ı and T .
The non-linear terms (4.6) are identical or very similar to the nonlinear terms (1.10), (1.11) in [20] , and they are estimated in the same manner (cf. [20] , Sec. 4, [22] , Sec. 3). We point out that the estimate of l 9 are made here slightly better than in [20] , because the norms in W 1=2 2
.G/ are excluded from the final inequality (4.12) .
Making use of the inequalities (3.6) and (3.31) applied to the problem (4.7), we obtain
where ı 1 1,
and the constants c 1 and c 2 are independent of T . It follows that in the case of small ı 1 the estimate
holds and, in addition,
(4.14)
Thus, we have proved that (4.13) is satisfied for all m > 1. The convergence of the sequences u m ; q m , h m , m follows from the estimates of the differences u mC1 u m ; q mC1 q m , h mC1 h m , mC1 m (cf. [20] , Theorem 8). Making m tend to infinity, we obtain the inequality
for the solution of the problem (4.7) constructed above ( here X.T / is defined by (4.9) with u; q; ; h instead of u m ; q m ; m ; h m ). The uniqueness of the solution obtained in this way follows from the same kind of estimates for the differences u u 0 ,0 , 0 , h h 0 of two possible solutions of (4.5). We conclude the proof of Theorem 1 by the construction of the vector field e assuming that the solution of (4.1) is already obtained. For this we need to solve the problem
OEP 1 E N D 0; OEE D˛.y/; y 2 G; The solution satisfies the inequality
. It is easily seen that rotE 1 D rot˛: The function g is defined as follows. Since . rot˛/ nj S D 0, we have R˙r otE 1 ndS D 0 for arbitrary˙ S , and this relation holds also foṙ D˙k, k D 1; : : : ; b 1 .˝/; where˙k are cuts of˝that make˝simply connected (this follows from the orthogonality conditions (4.18), i.e., from Z˝. rota / u q dy D 0;
see [6] ). Hence by the Stokes formula, the relation Z
holds for arbitrary closed contour S , which implies E 1 j S D r g.y/ with a certain singlevalued g.y/. Now the relations (4.16) are easily verified. Making use of the estimates of the volume potential and of the solution of elliptic problem (4.22) for Z, we estimate E 1 and rZ, after which the term P b 2 .˝/ j D1 d j v j .y/ is estimated with the help of the condition of orthogonality of E to v j (cf. the proof of (3.15)). In this way we obtain (4.20) . The uniqueness of the solution in the class indicated in the statement of the theorem is obvious. The theorem is proved. Now we pass to the construction of e. We want to solve the problem (4.16) with D h t C and˛D N « ; in this case the condition OEE D˛on G is equivalent to OEN E D « : 
For b D h, this coincides with the main compatibility condition in (4.17). As for (4.18), this condition can be verified by setting D e u q in the integral identity in (4.1). Hence the problem (4.16) with the above-mentioned data is solvable, and the solution satisfies the identity
. Then the equations r e .2/ .y; t/ D 0; y 2 F 2 ; OE.P e/ j y2G D˛; y 2 G;
OE.P e/ j y2S 3 D 0; .P e/ j y2S D 0 are satisfied. We pass to the estimates of e. By (4.20),
The functions C j .t/ are found from the condition (1.13), since the matrix with the elements R S k P 1 r! j ndS is non-degenerate. Indeed, otherwise there would exist the constants a j such that Z 
