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PROLOGO
El presents trabajo, con el que aspiramos al grado de 
Doctor, se desarrolla a lo largo de sels capitules y consta de dos 
partes bien diferenciadas.
üna primera parte, que esta constitulda por los cuatro 
primeros capitules, recoge, sistematiza y ordena los principles bâ- 
slcos de la taxonomia numêrica y del anâlisis de conglornerados asi 
como los procedimientos existentes para la évaluaciôn y comparaciôn 
de las tècnicas de dicho anâlisis.
Entcndemos que esta primera parte era necesaria por dos 
razones: la primera, porque sirve de fundamento e introducciùn al 
reste del trabajo y, la segunda raz&n es que, a pesar del gran nû- 
mero de trabajos existentes, era necesaria una ordenaci&n y siste- 
matizaci&n de los conceptos aqui recogidos ya que se encontraban 
desperdigados.
Otras aportaciones nuestras en estes cuatro capitules, son 
un catâlogo de medidas de similitud y disimilitud que ofrecemos y 
que hemos subdividido en medidas de asociaci&n, coeficientes angu- 
lares, medidas de distancia, medidas probabilisticas y medidas fun- 
cionales de similitud, nuevas medidas de distancia entre OTUS y en­
tre conglornerados y un nuevo m&todo de conglorneraciôn que hemos de- 
nominado S •
A la segunda parte, pertenecen los dos capitulos restan­
tes.
En el capitule V se ha clasificado, por primera vez, una 
colecci&n de ejemplares del gênero NEUROPTERIS, PTERIDOSPERMEAS, fo- 
siles del Carbonifero Siperior, mediante cuatro mêtodos de conglorne- 
raci&n, distancia minima, distancia maxima, método de la media y mê- 
todo ^  , habiendo obtenido una clasificaci&n objetiva que era muy 
necesaria en Paleobotânica.
Asi mismo hemos comparado los résultados obtenidos por di- 
chos métodos, mediante el coeficiente cofenêtico de SOKAL, ccmpro- 
bando la eficiencia y buenos resultados de nuestro mètodo S
En el capitule VI hemos vuelto el anâlisis de conglornera- 
dos sobre si mismo para realizar un estudio comparative de mètricas. 
Se seleccionaron las raêtricas Euclidea, de manzanas, de Chebyshev, 
y de Canberra y, una vez definida en dicho conjunte la mètrica , 
hemos conglomerado los resultados utilizando très mêtodos: enlace 
sencillo, enlace complete y distancia promedio no ponderado.
Finaimente, y a partir de los correspondientes dendrogra- 
mas, hemos obtenido las matrices de valores cofenêticos que se han 
comparado mediante el coeficiente de correlaciên cofenêtico.
Es de observer que todo lo realizado en este ûltimo capi­
tule se ha hecho a partir de dos conjuntos totaimente distintos de 
OTUS, los elementos no metales del siStema periêdico y los ejempla- 
res de Neuropteris del capitule V.
Entendemos que quedan abièrtos caminos de investigaci&n y 
que, con la ayuda de los medios inf or mati ces se podrîan repetir es­
tes estudios ampliando el nûmero de mêtricas a comparar y evaluar 
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TAXONOMIA
La TAXONOMIA (del griego TAXIS, arreglo, ordenaci&n, y 
NOMOS, ley) es la ciencia de la clasificaci&n y como dice GARRIDO 
MARECA"es instrumente para analizar la realidad, mêtede de traba- 
je para agrupar observacienes y dates disperses, clave de nuestro 
cenocimiente de la naturaleza".
Adoptâmes para el têrmine TAXONCMIA, la siguiente défi­
ni ci &n . "El estudie de las bases, fundamentes, conceptos, mêtodos 
y preblemas relacienades con la clasificaci6n",
Les orîgenes filesêfices del desarrelle actual de la ta- 
xenomia se remontan al trabajo del betânice francês del sigle XVIII 
Michel ADANSON (I760), aunque parece ser que el primer e que utili- 
zê la palabra taxonomia fue el betânice ginebrine A.P. de CANDOLLE 
(1778-1841).
Otre nombre que se ha dade a la taxonomia es el de SIS- 
TEMATICA. Teda ciencia implica sistematizaciên, lo que quiere de- 
cir clasificaci&n previa de sus ideas y de las materias en estudie.
A menudo, se utilizan indistintamente los têrminos TAXO- 
NCMIA, SISTEMATICA y CLASIFICACION. SIMPSON (115) nos da las siguien- 
tes definiciones para estes têrminos:
SISTEMATICA es el estudie cientifico de las ciases y di­
ver sidad de organismes y de todas y cada una de las relaciones en­
tre ellas.
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CLASIFICACION es la ordenaci6n de los organismes en gru- 
pos sobre la base de sus relaciones, es decir, a sus asociaciones 
por contigUidad, similitud o ambas.
Tal como estâ aqui definido el têrmine clasificaci&n nos 
indica un proceso, aunque se utiliza, a menudo, para designar el 
producte final del proceso.
TAXONOMIA es el estudio te&rico de la clasificaci&n, in- 
cl.uyendo sus bases, principios, procedimientos y reglasj al igual 
que ocurriria con el têrmine anterior, la palabra taxonomia se ha 
usado para designar los productos finales del proceso taxonêmico.
La taxonomia es una ciencia, y, como tal, no buscarâ la 
confecci&n de catâlogos sine que pretenderâ lo universal, partien- 
do de una idea b&sica como es la consideraci&n de los caractères 
definitorios de los elementos a clasificar.
Af irma GARRIDO MARECA ( 49 ) que "la taxonomia es posible 
gracias a la existencia de diseontinuidades. Existen diverses espe- 
cies de seres y de objetos y, dentro de cada especie, pueden exis- 
tir multitud de individuos todos ellos, con los caractères de la 
especie a que pertenecen, pero diferenciândose por accidentes par- 
ticulares, propios de los individuos o de los grupos de individuos 
que pueden constituir subespecies mâs o menos diferenciables".
Llegamos asi a una cuesti&n importante, nudo gordiano al 
que se enfrentarè cualquier tax&nomo que pretenda formar conjuntos 
de seres u objetos homogèneos o comparables, y es: ^quê obj etos o 
seres englobarâ en un mismo grupoîj por supuesto, la contestaci&n 
a la cuesti&n antcrior estarâ intimamente relacionada con la si—
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guiente: q^ufe criterios debo utilizar? y aqui he personalizedo a 
ese cientifico que investiga, puesto que no hemos de olvidar que 
la taxonomia, por su esencia, es una ciencia que, mas que ninguna 
otra, estâ enormemente influenciada por las opiniones subjetivas 
de sus practicantes y en la medida en la que el tax&nomo se inde- 
pendice de ese carâcter subjetivo en la elecci&n de "sus propie- 
dades", asi, saldrâ una clasificaci&n mas o menos particular, mas 
o menos cientifica y, creo, mas o menos natural, puesto que al de­
cir de SOKAL ( 21 ) "el prop&sito de la taxonomia es agrupar en cla- 
t es NATURALES los objetos a clasificar".
La noci&n de CLASE NATURAL ha sido definida de distintas
formas, pero detr&s de todas ellas estâ la idea com&n de que un
miembro cualquiera de una de estas clases naturaies estâ mas pr&-
ximo a los de su misma clase que a cualquier otro.
Esto nos lleva a dos conceptos fondamentales: a) propie- 
dades taxon&micas y b) relaciones taxon&micas.
En cuanto a las primeras, podrîamos definirlas diciendo 
que "son aquellas propiedades inherentes a cualquier ser u objeto 
a clasificar que lo individualizan, independientemente de cualquier 
criterio de clasificaci&n".
En cuanto a las relaciones taxon&micas, y, a pesar de 
que taxonomistas tradicionales pretenden identifiearias con las 
relaciones évolutives, realmente, se pueden dividir en très clases: 
FENETICAS, CLAD1STICAS y CRONISTICAS.
Se llaman relaciones FENETICAS a aquellas relaciones ba- 
sadas en una semejanza general entre los objetos a clasificar.
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CLADISTICAS, a aquellas otras basadas en lineas comunes de descen- 
dencia y CRONISTICAS o TEMPORALES a las relaciones entre varias ra­
mas de evoluciùn.
Las clasificaciones FILOGENETICAS de la taxonomia con- 
vencional se basan, en general, en una mezcla indefinida de rela­
ciones fenêticas y cladîsticas y, en muchos casos, sf>lo represen- 
tan una semejanza general entre los organismos clasificados, pero 
el têrmino semejanza lo estudiaremos mâs tarde y ahora,no entrâmes 
en mâs consideraciones.
Terminâmes este apartado, con la distinciên que hizo 
GREGG ( 58 ) entre TAXONOMIA PROFIA y METODOLOGICA, segûn que se 
trate de observar, describir y clasificar, formulando y sometien- 
do a verificacifen ciertas leyes o bien, de resolver principios fi- 
los&ficos générales relatives a la clasificaci&n. Aplica la Ifegica 




El têrmino TAXON (MIA NUMERICA y tambiên el de TAXONOMIA 
MATEMATICA se utiliza en aquelles casos en los que se incluyen, no 
s6lo el use de mediciones, sino, tambiên, la aplicaci&n de otros 
conceptos maternâtices, como la particiên de conjuntos discretes y 
continues y los de analogîa, proximidad o distancia, heterogeneidad, 
etc. (AZORIN POCH).
Segûn SNEATH y SOKAL (112), TAXONOMIA NUMERICA "es la 
evaluaciên, por mêtodos numêricos, de la afinidad o similitud en­
tre unidades taxonomicas y el empleo de estas afinidades para cons- 
truir un orden jerârquico de taxones".
U.H. HEYWOOD (66) dice que la TAXONOMIA NUMERICA es la 
evaluaciên de la semejanza entre grupos de organismos, y la orde­
naci&n de esos grupos en taxones de mâs alto rango, tomando como 
base estas semejanzas.
Cuando en la clasificaci&n desempefian papel principal las 
mediciones en sentido amplio, incluyendo determinaci&n de modalida- 
des o atributos, se suele emplear el têrmino TAXIMETRIA o TAXOME- 
TRIA que propuso GOC®, I.J. (tambiên sugiriê el nombre de BOTRIO- 
METRIA) para distinguirla de la taxonomia descriptiva o tradicio- 
nal y de la clasificaci&n aplicada a las ciencias naturales.
El desarrollo reciente de la taxonomia numêrica se debe 
a los trabajos del microbi&logo britânico SNEATH y de los entomê- 
logos MICHENER y SOKAL.
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La taxonomia numêrica se basa en las ideas expresadas 
por primera vez por ADANSON, y que se describen concisamente en 
los siguientes axiornas modificados por SNEATH en 1958 (115):
I) La taxonomia ideal es aquella en la que los taxones 
tienen el mayor contenido de informaciên y que se basa en la mayor 
cantidad posible de caractères.
El têrmino taxên es una abreviatura del grupo taxonêmico 
de cualquier naturaleza y rango, segûn sugirieron LAM (1950) y 
RICKETT (1958).
II) A priori, cada carâcter tiene igual peso en la crea- 
ciên de taxones naturales.
Ill) La similitud total o afinidad entre dos entidades, 
cualesquiera, es una funciên de la similitud de los muchos caractè­
res por los cuales se comparan.
IV) Taxones distintos se pueden construir por las correla- 
ciones de diverses caractères en los grupos bajo estudio.
V) La taxonomia se concibe, por tanto, como una ciencia 
estrictamente empirica.
VI) La AFINIDAD se estima independientemente de las consi­
deraciones filogenêticas.
La taxonomia numêrica que tiene como fines primordiales 
la repetibilidad y la qbjetividad, estâ basada en la evidencia, 
es decir, en las semejanzas presentadas por caractères de taxo-
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mes observados y registrados y no sobre probabilidades filogenê- 
ticas. No s&lo es empirica, sino, tambiên,operative, es decir, em- 
plea mêtodos que se basan sobre exposiciones e hipêtesis formula- 
das de tal manera que pueden ser confirmadas por la observaciên y 
experimentaciên.
Las clasificaciones por medio de la taxonomia numêrica 
se basan en una gran cantidad de caractères expresados numêrica- 
mente.
Las operaciones lêgicas que se realizan en la taxonomia 
numêrica son las siguientes;
1.- Elecciên de las unidades que han de ser estudiadas ; 
(objetos, individuos, razas, etc.).
Aqui se necesita el concepto de UNIDAD TAXONOMICA OPERA- 
CIONAL (OTU) que definieron SNEATH y SOKAL (115) y que se estudiarâ 
en otro apartado.
2.- Selecciên del carâcter: Los caractères usados en ta- 
xonomia numêrica tienen que ser descompuestos en caractères UNITA- 
RIOS, que son aquellos que no pueden ser subdivididos en otros ca­
ractères lêgica o empiricamente independientes.
3.- Medida de la semejanza; La semejanza compléta (S) se 
calcula por comparaciên de cada UTO con todos los demâs y, normal- 
mente, se expresa en percentajes y se construye, enfonces, una ta­
bla de semejanza o matriz, tabulando los coeficientes (S) de cada 
UTO.
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4.- Anâlisis de grupos; La matriz de semejanza se reor- 
dena ahora para que queden agrupadas aquellas UTO (S) cuyas compo­
nent es tienen la mayor semejanza entre si. Esto puede realizarse 
por varies mêtodos y permite reconocer taxa o grupos relacienades 
que se denominan FENONES y que se pueden ordenar de manera jerâr- 
quica en un dendrograma.
5«- Discriminaciên: Una vez efectuada la clasificaci&n,
podemos volver sobre nuestros pasos y examiner de nuevo los carac­
tères para descubrir cuâles son los mâs constantes y, por tanto, 
los mâs vâlidos para construir claves y diagnosis.
Iftia ûltiraa consideraciôn obtenida de las clasificaciones 
numêricas es que no^  tienen que ser necesarlamente jerârquicas en 
el sentido de formar grupos comprendidcB^ a su vez, en grupos ma- 
yores.
Los taxênomos numêricos proponen basar enteramente
las clasificaciones sobre la semejanza, definiendo las clasifica­
ciones naturales como aquellas cuyos mlembros son en algûn sentido 
mâs semejantes entre si que a los mierabros de otra clase.
De esta noci&n de "natural", basada en las ideas del bo- 
tânico GILMOUR, se deduce que las clases naturales serân altamente 
predictivas, lo que se acerca a las ideas de ADANSON que era par- 
tidario de considérai' al mayor nûmero posible de caractères, sin 
que prédominé uno sobre los demâs, lo que nos lleva a la semejanza 
fenêtica global, basândose asi las clases naturales en el concepto 
esencialmente fenêtico de AFINIDAD.
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Y terminamos este apartado, comentando dos aspectos fon­
damentales .
El primero estâ relacionado con la naturaleza de la se­
me janza, une de les problemas fundamentales de la taxonomîa que 
euenta entre sus hip&tesis fundamentales con la de que résulta 
posible cuantiflcar los grados de semejanza, que puede ser esta- 
blecida sobre la base de caractères homôlogos o correspondientes.
La homologia, tal y como la interpretan los taxônomos, consiste 
fâs bien, en un semejanza global de la estructura que en una se­
me janza debida a una ascendencia comdn. 1*
El segundo aspecto estâ relacionado con el nûmero de ca­
ractères que deben elegirse para la descripcibn de la semejanza 
fenêtica.
Nos plantea SOKAL (21) dos alternativas que estimo inte- 
resantîsimas;
^Existe una semejanza asist&tica entre los organismos s 
la que se va uno acercando a medida que aumenta el nûmero de ca­
ractères medidos? ^o bien, cada conjunto adicional de caractères 
contribuye a dotar a la semejanza de una nueva dimensibn, haciendo, 
de este modo, <^e la estructura taxon&mica de un grupo sea intrin- 
secamente inestable?
Esta importante cuestiôn aûn no estâ diliicidada total-
mente.
El propio SOKAL (21) afirma que si se quieren obtener 
medidas vâlidad de la semejanza global, se deben emplear tantos
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conjuntos de caractères, y tan variados, como sea posible:
"Si queremos establecer las clasificaclones atendiendo 
a la semejanza global, la taxonomta numèrica deberâ dar a sus pro- 
cedimientos una base operacional y cuantitativa".
Algunos de estos proedimientos de la taxonomîa numèrica 
comenzaron a desarrollarse a principios de siglo, pero no dieron 
fruto hasta la aparici&n de las computadoras, debido, probablemen- 
te, a lo insuperable de las dificultades de câlculo.
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CLASIFICACION
Segûn indica AZCHIIN POCH (5) en su trabajo "Estadlstica 
y -taxonomîa matemâtica", se pueden considerar los siguientes as­
pectos;
I. OBJETIVOS. Para quê se quiere clasificar.
II. MATERIAL. Quê se quiere clasificar.
III. CARACTERES Y SU MEDICION (puntuaciên, codificaciên, 
ponderaciên, etc.).
IV. ANALOGIA, PROXIMIDAD, HOMOGENEIDAD.
V. CRITERIOS DE CLASIFICACION.
VI. CLASES. Su definiciên, tipos de clases, agrupaciones 
o conglomerados, etc.
VII. PROCEDIMIENTOS Y ALGORITMOS: ANALISIS DE CONGLOMERADOS.
VIII. IDENTIFICACION Y ADSCRIPCION DE NUEVOS OBJ ETOS 0 UNI- 
DADES A CLASES PREESTABLECIDAS.
Este ûltimo aspecto es el que algunos autores llaman, 
simpiemente, CLASIFICACION. Corresponde al mêtodo estadîstico de- 
nominado ANALISIS DISCRIMINANTE y constituye un caso especial del 
llamado RECONOCIMIENTO DE PATRWES.
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Los anterlores puntos comprenden,especialmente, el anâ—  
lis!s de agrupaciones o conglomerados y constituyen un caso par­
ticular de la construcciên de patrones.
I. OBJETIVOS DE LA CLASIFICACION;
"En una divertida y clarificadora clasificaci&n de cia— 
sificaciones, GOOD (23 ) senala cinco prop&sitos;
1. Para clarificaciên mental y comunicaciên.
2. Para descubrir nuevos campos de investigaciên.
3« Para planificaciên de una estructura orgânica.
4. Como lista de control.
5. Como diversiên.
Para FLEISS y ZUBIN (23) el objetivo de una clasifica- 
ci ên es llegar a una descripciên ûtil de la muestra y descubrir 
conglomerados o clases no conocidos, que puedan ser importantes.
Segûn JARDINE (23), hay que clasificar,para represen- 
tar los datos de tal modo que sugieran hipêtesis fructîferas".
"Una clasificaciên es predictiva y su propêsito preciso 
es desconocido en el momento de la clasificaciên. No puede ser 
cierta o incierta, probable o improbable, sêlo ûtil o inûtil (WI­
LLIAMS y LANCE (1965)".
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"üsualmente, una clasificaci&n no se hace para obtener 
una respuesta a un problema planteado", JARDINE (23 ), aunque,a 
menudo se hace en la prâctica, sin validez alguna, para probar una 
hip&tesis, frecuentemente, de la existencia de los conglomerados 
que encuentra.
De todas formas, la primera decisi&n, con relaci&n a los
objetivos es medir hasta quê punto el esfuerzo y el tiempo compen-
san la clasificaci&n,
Mâs concretamente, y siguiendo a AZCRIN ( 7 ), habrâ que 
decidir sobre los siguientes puntos:
a) Si conviene atender a uno o mâs objetivos, eligiendo
entre mayor precisi&n o informaci&n o mayor sencillez
y economla.
b) Si se quiere caracterizar en el sentido de que la per- 
tenencia a una clase proporcione inf ormaci&n sobre sus 
caracteristicas, o s&lamente "catalogar" o "etiquetar".
c) Si hay retroacci&n en el sistema, ya que pueden pre- 
sentarse resultados que no se esperan, o dificultades de medici&n.
II. MATERIAL;
El material a clasificar puede ser discrète o continue. 
A los elementos u objetos a clasificar se les denomina UNIDADES 
TAXONOMICAS OPERACIONALES, OTU. Pueden ser objetos en sentido ce-
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rriente, individuos, estirpes, especies, estîmulos aplicados a su­
jet os, agrupaciones o clases con las que se van a formar otras mâs 
amplias, o abstracciones estadlsticas de los grupos taxon6micos de 
orden mâs elevado.
Las clasificaciones, por medio de la taxonomîa numèrica, 
se hacen a partii’ de las unidades taxonomicas operacional es, ba- 
sândonos en una gran cantidad de caractères expresados numêrica- 
mente. Los caractères son rasgos que definen una unidadj dentro 
de un determinado carâcter, se pueden distinguir diversas modali- 
dades.
A cada objeto se le asocia una lista de descripciones o 
vector de estados de carâcter y la clasificaci&n se lleva a cabo 
sobre una MATRIZ DE DATOS formada por una colecci&n de vectores.
Los OTUS se representarân en un espacio cuyas dimensio- 
nes son los caractères. Este espacio de atributos, A-espacio, es 
formalmente de n-dimensiones (para n caractères) pero, a causa de 
las correlaciones de los caractères de los OTUS, puede reducirse, 
generaimente, a un nûmero menor de dimensiones, con una pequena 
pêrdida de informaci&n,
III. CARACTERES Y SU MEDICION;
El têrmino "carâcter" ha sido, al menos, empleado en dos 
formas distintas por los taxonomistas. Su uso mâs frecuente es co­
mo un rasgo que distingue a los taxones, una caracterîstica de una 
especie de organismos que lo distinguirâ de cualquier otra. Este 
parece ser el sentido con que MAYR, LINSLEY y USINGER ( 1 1 5 )  defi­
nen un carâcter taxonèmico;
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"Cualquier atributo de un organisme o de un grupo de or­
ganismos, por el que difiere de otro organisme perteneciente a una 
categorîa taxonômica diferente o se asemeja a un organisme perte- 
neciente a la misma categorîa". Pero con estas definiciones, desa- 
fortunadas, caemos en un cîrculo vicioso, pues si el têrmino ca­
râcter se restringe a las diferencias entre taxones, los taxones, 
por sî solos, no pueden ser reconocidos sin que los mismos carac­
tères sean conocidos primero.
Otro significado frecuente del têrmino carâcter, que ha 
sido expuesto por taxonomistas numêricos, es que un carâcter es"un 
rasgo que varîa de una especie de organismos a otra", MICHENER y 
SOKAL (112) o "si consideramos dos cosas al raismo tiempo, la que 
podamos tcmar como variable independiente", GAIN y HARRISON (114).
Asî, por ejemplo, si hablamos de figura de los cuerpos,
se tratarâ de un carâcter; y el ser redondo o cuadrado, serân di- 
2*
ferentes "estados" del carâcter, CAIN y HARRISON llamarîan a és- 
tos los "valores" de un carâcter, pero segûn SNEATH y SOKAL es pre- 
ferible el têrmino primero, ya que êste no emplea una expresiôn 
cuantitativa y es, por lo tanto, mâs aceptable en casos de dife­
rencias cualitativas. La palabra "estado" puede implicar una sub- 
divisiên cualitativa mâs que una subdivisiên cuantitativa, pero en 
ausencia de un têrmino mâs apropiado, lo empleamos en los dos sen- 
tidos (cualitativo y cuantitativo).
Asî pues, podemos decir que los têrminos descriptivos 
aplicables a individuos o partes de individuos, son los estados de 
un carâcter, por ejemplo, ser cuadrado.
Y el conjunto de têrminos descriptivos mutuamente exclu-
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yentes sera el carâcter o propiedad, por ejemplo: figura de los 
cuerpos.
Un carâcter puede ser CUALITATIVO, esto es lo que se lla­
ma en Estadlstica, un atributo, o bien, CUANTITATIVO o variable 
propiamente dicha, que toma valores numêricos.
Algunas cualidades pueden expresarse por medio de un nû­
mero, resultado de una medida, y el atributo correspondiente, es 
un atributo cuantitativo continue, tal como ocurre con el peso.
Hay atributos cuyos estados no varian de un modo continue, sine 
discrete, son atributos cuantitativos enumerables, tal como ocurre, 
por ejemplo, con la simetriaj entre dos grupos de simetria no exis­
te têrmino medio. Los atributos no cuantificables ni enumerables 
se pueden expresar en têrminos de una dicotomîa, bien por ausencia 
o presencia de un determinado carâcter, o por una tricotomîa: pre- 
sencia de un carâcter o su opuesto, o ausencia de ese carâcter.
Un carâcter serâ INTRINSECO cuando se refiera a propie- 
dades propi as de los individu os y, serâ EXTRINSECO si corresponde 
a relaciones de los individuos con seres o circunstancias de ori- 
gen y filiaciên.
El nûmero de caractères que se pueden considerar en un 
individuo es muy grande, y, ademâs debe indicarse el peso que se 
asignarâ a cada carâcter, segûn la importancia que estimamos que 
tiene, aunque la idea de que algunos caractères son mâs importan­
tes que otros es muy vaga, algunas veces, lo que significa es que 
los estados de algunos caractères nos dan un criterio de diagnos- 
tico mejor que los de los otros.
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El famoso botânico ADANSON (I760) era partidario de con­
siderar el mayor nûmero de caractères y todos con igual peso, pero 
en la prâctica, a veces, hay que reducir el nûmero de los mismos, 
lo que équivale a atribuir ponderaciên cero a los caractères ex- 
cluîdos. Por otra parte, tampoco se puede dar una justificaciên sa- 
tisfactoria de las ponderaciones, ya que hay que tener présente 
que una vez establecidos los caractères a considerar, los objetos 
o unidades en estudio que dan definidos por dichos car act ei^ es, ha­
ciendo abstracciên de todo lo dem&s.
Debe distinguirse, ademas, entre las ponderaciones y los 
coef ici entes que se emplean en el câlculo de disimilitudes o dis- 
tancias, para corregir las posibles correlaciones entre caractères 
como ocurre en las expresiônes de MAHALANOBIS y de IVANOVIC.
Por tanto, se tiene que, en el caso de variales, cada ob­
jeto queda definido por el vector de los valores de cada uno de sus 
caractères o propiedades y puede representarse por un punto en el 
espacio euclideo de tantas dimensiones y ejes coordenados como ca­
ractères o variables.
Otro modo de representaciên es el perfil, que exprèsa los 
valores de los p-caracteres o propiedades de un objeto sobre per­
pendicular es en p-puntos sucesivos a distancias constantes en un 
mismo eje. Anâlogamente, se puede obtener el perfil de un carâcter 
sobre perpendiculares en puntos correspondientes a los n individuos 
o unidades taxonêmicas en estudio.
Los caractères taxonêmicos se pueden agrupar "a grosso
modo" en ;
oooo;8
1. Caractères morfol&gicos (externes, internos, micros- 
c&picos, incluyendo caractères citolêgicos y de dé- 
sarrollo).
2. Caractères funcionales.
3. Caractères de comportamiento
4. Caractères situacionales (ecol&gicos, de distribuci&n 
habitat, alimentaciên, huèspedes, parâsitos, dinâmica 
de poblaciones, distribuai6n geogrâfica).
Los caractères pueden dividirse, tambi&n, en ESTATICOS 
(o FENETICOS) y DINAMICOS (o FILETICOS) segûn que se refieran a la 
situaci6n o a la evoluciên del individuo o en SIMPLES Y COMPUESTOS.
Estas denominaciones se aplican, tartiên, a las clasifi­
caciones basadas en dichos caractères o atributos. A veces, convie­
ne agrupar los caractères por facetas (GUTTMAN) o AFINIDADES.
Debemos distinguir, tambiên, entre caractères observados 
directamente y caractères que resultan de aplicar a las observacio- 
nes una cierta transformaci&n, siendo una de las mâs corrlentes la 
estandarizaci&n para hacer ccmparables los valores de caractères 
que se miden en unidades distintas.
3*Finàlmente, los caractères se pueden dividir en INTRIN- 
SECOS, propios de los individuos, y EXTRINSECOS, correspcxidientes a 
relaciones de los individuos con seres o circunstancias exteriores 
a êl o a circunstancias de origen y filiaciên.
Los atributos intrlnsecos de los seres material es pueden 
clasificarse de un modo natural en cuatro categorîas:
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Atributos GEOMETRICOS que se refieren a las relaciones 
de situaciôn y medida y a las regularidades de los ele­
mentos que lo constituyen.
Atributos FISICOS, que son expresables por magnitudes 
referidas a sistemas de unidad.
Atributos QUIMICOS, que indican la constituciôn y la es­
tructura atêmica del ser o las variacion» s de êstos
frente a los agentes fîsicos o qulmicos.
Atributos BIOLOGICOS, que solo se presentan en los seres 
vivos y se refieren a las funciones de êstos, sus posibles 
relaciones con el medio y sus relaciones de origen y fi- 
liaci&n.
El problema de encontrar medidas del parecido entre pa­
res de entidades basadas en un determinado nûmero de caracteris­
ticas, no es nuevo. Ha sido acometido en diversas ciencias siempre 
que era necesaria la labor clasificatoria.
Una vez elegidos los p-caracteres (variables) y obtenido 
el valor correspondiente de la mediciên para cada uno de ellos y 
en cada uno de los n objetos, individuos o unidades taxonêmicas en 
estudio, se confecciona una matriz,llamada MATRIZ TAXONOMICA BASICA.
^ 1 1 ......... "ip
""21......... ""2p
nl np
donde el elemento x . désigna el valor numêrico del j-êsimo carâc- 
ter en el i-esimo objeto.
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Si se trata de atributos dicot&micos, se podrîa ex­
presar por 1 (presencia del atributo) o 0 (ausencia de ese atribu­
to, o presencia del contrario.
Cada vector o linea horizontal de la matriz taxonêmica 
puede representarse por un solo sîmbolo correspondiente al vector 
fila individual p-caracterizado. Anâlogamente, cada vector colum- 
na puede representarse por un slmbolo correspondiente a cada uno 
de los p vectores "caracteriales" n-individualizados.
A los vectores de individuos o "individuales" se les pue­
de aplicar la llamada têcnica Q y a los vectores de carâcter o "ca- 
racterales", la têcnica R.
Dada una matriz como la anterior, podemos examinarla des- 
de dos puntos de vista. Si observâmes la asociaciên de pares de unida­
des taxonêmicas operacionales sobre todos los caractères, estâmes 
empleando la llamada têcnica Q; y si hacemos lo contrario, es de­
cir, la asociaciên de pares de caractères sobre todas las unidades 
taxonêmicas operacionales, es la llamada têcnica R.
Las mencionadas têcnicas Q y R han sido muy empleadas y 
en los mâs diverses campos desde la Psicologîa hasta la Ecologia.
En taxonomîa han sido empleadas ambas têcnicas.En este 
campe, la têcnica R se refiere a las correlaciones entre caractè­
res basadas en unidades taxonêmicas operacionales. Estas podrlan 
Ir desde el range mâs bajo posible (organisme individuales) hasta 
poblaciones, especies y taxones supraespecificos. A un nivel in- 
fraespeclfico se han llevado a cabo muchos trabajos del tipo R, en­
tre los cuales podemos citar los de CLARK ( 1 9 4 1 ) ,  JOLICOEUR ( 1 9 5 9 ) ,  
OLSON y MILLER ( 1 9 5 8 ) ,  SOKAL ( 1 9 5 2 ,  1 9 5 9 ,  1 9 6 2 ) ,  SOKAL y HUNTER ( 1 9 5 5 )
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y SOKAL y RINKEL (1963), taies trabajos contribuyen principalmente 
a un entend!miento de procèsos ontogênicos y de diferenciaciên ge- 
nêtica secundaria. En los mâs altos niveles taxonêmicos, el anâli- 
6is de matrices del tipo R nos suministra inf ormaciên sobre facto- 
res filogenêticos.
Sin embargo, en taxonomîa numèrica son mâs importantes 
los estudios del tipo Q. Se refieren a las cuantificaciones de re­
laciones entre pares de taxones frecuentemente especies, basadas en 
un gran nûmero de caractères.
IV. ANALOGIA;
La analogîa es el primer paso para la clasificaciên y se 
refiere a la participaciên de dos o mâs objetos en los valores o 
modalidades de sus caractères.
Una vez que se han sustituîdo los objetos por las coorde- 
nadas que los definen, puede introducirse una expresiên de analogîa, 
proximidad, similitud o parecido, o bien, el concepto contrario, que 
si cumple las propiedades de identidad, simetrîa y triangularidad 
es una distancia propiamente dicha. Estas medidas de proximidad o 
aiejamiento entre los puntos représentât!vos de los objetos en es­
tudio permiten construir una matriz Q de orden nxn, donde el ele­
mento . représenta la similitud o disimilitud que existe entre el 
objeto i-êsimo y el objeto j-êsimo.
De manera anâloga, puede construirse una matriz R de orden 
pxp. Asî como la anterior daba las relaciones de similitud o disimi-
litud entre los[” \ pares de objetos, la R nos da dichas relaciones
/p\ 'entre losl^j pares de caractères.
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En el primer caso se obtiene una matriz simétrica
^ ®12 ® 1 2 ..........®ln
®21 ^ 2 1 ................. ®2n
^nl " « 2 ...........
en donde ^ indica la similitud entre el objeto o unidad taxonê- 
mica i-êsima y la j-êsima.
Para todo i se verifies que S. =» 1
i
Anâloagamente se obtendria una matriz con elementos d^^ 
que indican distancia o disimilitud:
“ " l 2 .............. "in
'21 «  '2„
'ni ' . 2 .............'
donde para todo i se verifies, 0
Asi pues, basadas en los mismos datos originales, obten 
dremos las matrices de correlaci&n Q y Rj donde Q represents co­
rrelaciones entre OTUS y R correlaciones entre caractères.
V . CRITERIOS DE CLASIFICACION;
Distinguiremos, antes de estudiar los criterios, très 
tipos de procedimientos de clasificaci&n, que nos ofrece R.M. 
CORMACH ( 23 ).
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1. CLASIFICACION JERARQUICA, en la qie las clases se - 
clasifican ellas mismas en grupos, repitiêndose el 
proceso a diferentes niveles, hasta formar un ârbol.
2. PARTICION, en la que las clases son mutuamente exclu- 
yentes, formando asî una particibn del conjunto de 
entidades a clasificar,
3» EN BLOQUES, en la que las clases o bloques pueden su- 
perponerse, considerândose como diferentes tipos de 
clases a un bloque y a su complemento.
Tambi&n, debe hacerse la distinci&n entre las situacio- 
nes en las que a los elementos o entidades de una clase se les 
exija o no que sean "distantes" de los elementos de otra clase: 
situaciones denominadas por KENDALL ( 23), respectivamente, CLASI­
FICACION y DISECCION, "toda colecci&n de elementos puede ser di-
secada, no todas pueden ser clasificadas 1'.
"Si hay dos conglcmierados densos de edificios separados 
por un gran espacio vaclo, no existe dificultad en percibir la 
existencia de dos pueblos, mientras que si un pueblo con un nombre 
enlaza con otro de distinto nombre sentimos que la separaci&n es
artificial y que no existen dos entidades sino un GENGERELLI (52),
En lo que se refiere a los criterios de clasificaci&n, 
que influyen mas o menos segûn que los puntos sean disperses y las 
fronteras borrosas o que sean claras las agrupaciones y mâs estruc- 
turado esté el patr&n, podemos destacar las siguientes dicotomîas;
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la) CLASIFICACIONES MONOTETICAS que se basan en la pre­
sencia o ausencia de los diferentes valores o moda­
lidades de cada carâcter, para la inclusibn o exclu- 
si6n en una clase.
Ib) CLASIFICACIONES POLITETICAS, que consideran slmul- 
taneamente todos los caractères establecidos, a 
fin de construir una matriz Q de similitudes o di­
similitudes, como base de la clasificaciên.
La primera es mâs ûtil para là formaci6n 
de claves de identificaci&n o clasificaci&n, y la 
segunda, para la constitucibn de agrupaciones, cla­
ses o conglomerados homogèneos.
2a) CLASIFICACIONES NITIDAS, de clases mutuamente exclu- 
yentes.
2b) CLASIFICACKMïES BORROSAS, vaga s o dif usas, en las que 
un mismo elemento puede pertenecer a dos o mâs cla­
ses.
3a) CLASIFICACIONES NATURALES, en las qxe las clases es- 
tân basadas en caractères propios de su esencia.
3b) CLASIFICACIONES ARTIFICIALES, en las qie los elemen­
tos se agrupan en clases establecidas de modo sub- 
jetivo. Se denominan, tambi&n, catâlogos.
4a) CLASIFICACIONES JERARQUICAS, en las que se estable- 
cen clases o taxones a distintos niveles en diagrams
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arborescente o dendrograma.
4b) CLASIFICACIONES NO JERARQUICAS, que solo presentan 
un nivel,
5a) CLASIFICACIONES FENETICAS, basadas en las simili­
tudes o disimilitudes obtenidas a partir de los va­
lores o modalidades de los objetos o unidades ta­
xon&mica s en los caractères considerados.
5b) CLASIFICACIONES FILETICAS 0 CLADISTICAS, basadas 
en aspectos evolutivos y de ascendencia.
Tambi&n, puede distinguirse entre clasificaciones con 
un nûmero prefijado de clases y clasificaciones con grado prefi- 
jado de homogeneidad.
Al efectuar una clasificaci&n ha de procurarse que la
misma sea:
a. La mâs HOMOGENEA, es decir, aquella que est& consti- 
tuida por conglomerados dfe element os mâs parecidos en­
tre si, entre las que tengan el mismo nûmero de con­
glomerados o clases.
b. La mâs ECONOMICA, &sto es, la que tiene menor nûmero 
de clases, entre las que tienen un mismo grado de ho­
mogeneidad .
c. OPTIMA, o al menos aceptable para el par dbal, homo­
geneidad y economla.
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En el primer caso se empieza por fijar el nûmero de con­
glomerados o clases que se considéra adecuado, y se aplica Un pro- 
cedimiento de conglomeraci&n hasta conseguir la mâs homogènea, de 
acuerdo con el criterio de homogeneidad que se establezca.
En el segundo caso, se empieza por fijar el grado de ho­
mogeneidad mînimo (mînimo admisible) y se aplica un procedimiento 
de conglomeracibn hasta alcanzar dicho grado con el menor nûmero 
posible de clases.
En el tercer caso se parte, por ejemplo, de un nûmero de 
clases provisional y se trata de ir ganando,en lo posible, en am­
bas caracteristicas, mejor dicho, de ir ganando en una sin perder 
excesivamente en la otra.
Puede elegirse un nûmero final de clases, tal que el au- 
mentar en uno el nûmero de èstas, no resuite importante o aprecia- 
ble la ganancia en homogeneidad.
Segûn cita R. M. CORMACK ( 23 ) en su trabajo "A REVIEW 
OF CLASSIFICATION".
SILVESTRI y HILL ( 23 ) establecieron très condiciones 
deseables para una clasificaci6n biolbgica:
a'. OBJ ETIVIDAD. Investigadores independientes deben 
llegar a conclusiones similares.
b'. ESTABILIDAD. La clasificaci&n debe ser poco afecta- 
da por la adici&n de nuevos datos.
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C*. PREDICTIBILIDAD, de las variantes en nuevos indivi­
duos .
Estas condiciones no se aplican necesariamente a todos 
los campos. A veces, por ejemplo, en la clasificaci&n de una co- 
lecciôn compléta de documentes de la cual ha de extraerse la in- 
formaci&n, no hay nuevos individuos y la c' no es aplicable^
"El requerimiento de estabilidad debe, tambi&n, tomarse 
en el sentido de implicaci&n de robustez contra los errores en los 
datos", JONES y NEEDHAM (23 ).
Si una clasificaci&n ha de permanecer virtualmente inal­
terable cuando se miden variables adicionales sobre los mismo obje­
tos debe, claramente, ser capaz, en cierto sentido, de predecir va­
riables no observadas aûn, cosa que serâ posible si las variables no 
observadas estân correlacionadas con las variables observadas.
Si una variable observada particular v es la variable 
ûnica mâs altamente correlacionada con las otras variables obser­
vadas, es razonable suponer que, tambi&n es la mâs altamente co­
rrelacionada con las variables no observadas.
Esto conduce en ordenaci&n, a la consideraci&n de compo- 
nentes principales, y en clasificaci&n a mêtodos de estructura de- 
rivada, WILLIAMS y DALE ( 2 ), que no implican ninguna medida de 
"proximidad" entre individuos. Podremos dividir los individuos en­
tre conglomerados de acuerdo con su valor de v.
VI. CLASES:
Partiendo de las unidades taxon&micas operacionales y
000025
basândonos en los caractères, se pueden establecer las CLASES o 
CWGLCMERADOS. Cada clase estarâ formada por un conjunto de UTO (S) 
con varios caractères en comûn, lo cual no quiere decir que todos 
los elementos que estên en una misma clase, tengan el mismo nûmero 
de caractères en comûn.
Toda clasificacifen debe cumplir dos condiciones: a) que 
las categorîas (ordenables o no) sean mutuamente excluyentes, y b) 
que sean exhaustivas.
Esto nos lleva a que las fronteras que delimitan dos 
clases distintas, deben estar bien definidas, aunque, a veces, hay 
que utilizar clasif icaciones BORROSAS en las cuales las fronteras 
no sean excluyentes.
Es ventajoso poner los limites o fronteras en los puntos 
o zonas de rareza (mejor de ausencia, cuando sea posible) con el 
objeto de tener la mâxima informaciûn.
Hemos de distinguir, tambiên, entre agrupaciones o cla­
ses que tengan, s&lamente, importancia en un estudio particular 
que hayamos realizado y clases que presentan una mayor permanencia. 
Surgen, asî, très conceptos fundamentales:
TAXON: Agrupaci&n o partici&n establecida con carâcter de permanen­
cia, ampliamente reconocida y con nombre determinado. El ta- 
x6n contiene una parte substancial de los caractères consi­
derados en una clasificaci&n.
A una clase de este tipo no se llega a partir de una ûnica 
propiedad, sino de un conjunto de ellas, y dos elementos, 
cualesquiera, de la misma clase, no tienen que tener nece-
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sariamente los mismos caractères comunes.
FENON: Es una agrupaci&n o partici&n que puede completar o susti- 
tuir a los taxones, segûn los casos. Se le puede atribuir 
un nombre o nûmero que exprese el grado de homogeneidad 
de las UTO (S) que lo constituyen.
CONGLCMERADO 0 CLASE: Agrupaci&n o partici&n de cualquier natura­
leza o jerarquîa obtenida, como las anteriorcs, por mètodos 
de taxonomîa numèrica y que se scxnete a estuuio y anâlisis 
comparative, con diversas finalidades, en particular, la de 
llegar a constituir fenones.
Segûn el diccionario de têrminos estadîsticos, KENDALL y 
BUCKLAND definen el têrmino conglomerado; como "un grupo 
de elementos contiguos de una poblaci&n estadistica".^
Otras definiciones son;
"Un conglomerado es un conjunto de entidades que son seme- 
jantes y entidades de diferentes conglomerados no lo son".
"Las entidades de un conglomerado son mâs similares unas a 
otras que las entidades de otros conglomerados".
WALLACE y BOULTON (23 ) proponent "un conglomerado es un 
subconjunto de entidades que pueden, ûtilmente, ser trata- 
das como équivalentes en alguna discusi&n".
GENGRELLI (51 ) define un conglomerado como una agregaci&n 
de puntos del espacio de prueba, tal que la DISTANCIA entre 
dos puntos, cualesquiera, del conglomerado es menor que la 
distancia entre cualquier punto del conglomerado y otro cual- 
quiera que no pertenezca al mismo.
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De todas formas, existen conceptos fundamentales como los 
de conglomerado o similitud, que,como dijo BONNER (1964),
"el ûltimo criterio para evaluar el significado de taies 
têrminos es el juicio de valor del usuario" y, como afir- 
ma CCRMACK (23) existen muchas ideas intuitivas de lo que 
constituye un conglomerado, pero pocas definiciones forraa- 
les, aunque siempre se incluyen dos ideas bâsicas: COHESION 
interna y AISLAMIENTO externo.
Otros autores definen diferentes tipos de conglomerados.
Por ejemplo, JOHNSON (72 ) considéra entidades que son 6p- 
timamente compactas (en algûn sentido) como un tipo de con­
glomerado y entidades que estân conectadas bptimamente co- 
1*0 otro tipo. Estos dos tipos de conglomerados parecen simi­
lares a los que describieron CATTELL y COULTER ( 23 ) como 
(HCMOSTATS y SEGREGATES) homostâticos y segregados, donde 
un homostâtico es un conjunto de individuos no generalmen- 
te similares, mientras que un segregado efe una serie de in­
dividuos con similares por encima de la media.
VAN RYSBERGEN (109 ) define conglomerado L* como subconjun­
tos de entidades en las que toda similitud, dentro del con­
glomerado, es menor que toda similitud desde dentro del sub­
conjunto hacia fuera de êl.
Una descripciên de lo que constituye un conglomerado y que 
se aproxima a nuestra idea intuitiva del têrmino, puede ser 
el considerar las entidades como puntos^de espacio p-dimen- 
sional, en donde cada una de las p variables estân repre- 
sentadas por los ejes de dicho espacio. Los valores de la 
variable, para cada entidad, nos definen ahora una coorde- 
nada p-dimensional de este espacio. Los conglomerados pue-
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den, de esta forma, describirse como regiones continuas de 
este espacio que contienen una, relativamente, alta densi- 
dad de puntos, separadas de otras regiones por regiones que 
contienen una, relativamente, baja densidad de puntos. Los 
conglomerados asî descritos, se suelen denominar conglome­
rados naturales.
VII. PROCEDIMIENTOS Y ALGORITMOS; ANALISIS DE CONGLOMERADOS;
El têrmino mâs utilizado para las têcnicas que intentan 
separar datos constituyendo grupos es el ANALISIS DE CONGLOMERADOS
que desempena un importantîsimo papel en la ciencias taxon&mica y
del que pretendemos hacer, a continuaci&n, una breve exposici&n.
KENDALL y STUART (42) propusieron que el têrmino anâli­
ais de conglomerados se utilizara cuando se intentara agrupar va - 
riables y clasificaci&n para agrupar individuos.
El primer trabajo en el que se describe lo que entende-
mos por ANALISIS DE CONGLOMERADOS fue debido a TRYON (1939).
Con posterioridad, los principales investigadores de las 
têcnicas de conglomeraci&n han sido WILLIAM y LAMBERT (1959), CA- 
SETTI (1964), BALL y HALL (1965), EDWARDS y CANALLI-SFORZA (1965), 
GOWER (1966), JOHNSON (1968), HARRISON (1968), FISHER (1968), GREEN 
y RAD (1969), FLEISS y ZUBIN (1969), BOLSHEV (1969), COLE (1969),
HUNG y RUBES (1970), RAND (1970), JARDINE y SIBS0N(1971), BALL (1971) 
KAND y HOLLEY (1972).
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A - EL PROBLEMA DE LA CONGLWIERACION
Consideremos una poblaci&n de n Individuos que représen­
tâmes por I = (l^...... I^).
Suponemos que existe un conjunto de caractères
C *=  C ) que hemos observado, y que pueden poseer los
anteriores individuos.
Sea Xj^ j la medida del carâcter i para el individuo j y 
sea Xj = (Xj^j) el vector pxl de taies medidas; de esta forma, obte- 
nemos un conjunto de pxl vectores de medida, X = (X^^fX^* * « X^) que 
nos describen el conjunto I.
El c<mjunto X puede ser considerado como n puntos de un 
espacio p-dimensional Euclideo, Ep.
Entonces, el importantîsimo problema de la conglomo'aci&a 
puede plantearse de la siguiente manerat "Si m es un entero menor 
que n, hemos de determinar m subconjuntos, que llamaremos CONGLOME­
RADOS (CLUSTERS) de individuos de .*• 1^, taies que
pertenezca a uno y solo uno de dichos subconjuntos, de modo que 
aquelles individuos que sean asignados al mismo conglomerado, sean 
similares, mientras que los diferentes conglomerados no sean simi­
lar es". I .
Una Boluci&n al problema anterior consiste, generalmente, 
en determinar una partici&n que satisfaga algûn criterio de optima- 
lidad, criterio que puede darse en têrminos de una relaci&n funcio- 
nal que refleje los niveles de deseabilidad de las diversas
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partielones o agrupaciones. Esta relaci&n funcional se denomina 
FUNCION OBJETIVO.
Tal y como ha quedado planteado el problema de la con­
glomeraci&n, se hace necesario définir el têrmino SIMILITUD y, 
por tanto, el de NO similitud que denominaremos DISIMILITUD, co­
sa que haremos mâs adelante.
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B.- DIVERSAS DEFINICIONES BE CONGLCMERADO
Segûn el Diccionario de têrminos estadlsticos de KENDALL 
y BUCKLAND, un CONGLCMERADO es "un grupo (conjunto) de elementos 
contigtlos de uria poblaciôn estadlstica". Naturalmente, habrla que 
determinar la idea de contlgUldad, palabra clave de la definlclbn 
anterior.
Okras définiciones del têrmino "conglomerado" son:
- "Oh conglomerado es un conjunto de entidades que son semejantes
y entidades de diferentes conglornerados no son semejantes",
- "Entidades de un mismo conglomerado son mâs similares unas a
otras que entidades de diferentes conglomerados".
- Segûn WALLACE y BOULTON (23), "un conglomerado es un subconjun- 
to de entidades que se pueden considerar équivalentes en alguna 
discusi&n".
- GENGRELLI (51) define un conglomerado como una agregacibn de 
puntos de un espacio "prueba" tal que la distancia entre dos 
punt os del conglomerado es me nor <jie la distancia entre todo 
punto del conglomerado y todo punto que no pertenezca a dicho 
conglomerado.
- Segûn GEOFFREY H. BALL, en su "Glosario de têrminos comunes" 
(11), un conglomerado es un conjunto de objetos similares y 
aRade que "intuitivamente es una colecci&n de objetos que son 
similares unos a otros y no demasiado similares a otros objetos
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del conjunto de datos".
- JARDINE (70) define un conglomerado como un subconjunto del 
conjunto de objetos tal que los objetos interiores al conglome­
rado estân mas cercanos entre si que los objetos que no est&n 
en êl.
Se observa claramente en todas las definiclones anterlo­
res que en cada una de ellas figura una palabra clave que, a su 
vez, necesitarîa définirse para clarificar las idea .
Siguiendo a EVERITT ( 11 )"no existe un acuerdo universal 
sobre lo que es un conglomerado: y de hecho es, probablemente, cier- 
to que ninguna definicibn aislada sea suficiente".
BONNER ( 42 ) sugirife que "el criterio final para evaluar 
el significado de têrminos taies como conglomerado o similitud es 
el juicio de valor del usuario".
Vèmos que existen, como afirma CORMACK, "muchas ideas 
intuitivas, a menudo conflictivas, de lo que constituye un conglo­
merado, pero pocas definiclones formales".
Lo que si es cierto es que en todo lo que se puede afir- 
mar y comentar acerca de la idea de conglomerado, subyacen dos as­
pect os fundamentales: COHESION INTERNA y AISLAMIENTO EXTERNO. 7^
A veces, se hace hincapiê en el aislaraiento:
ROGERS (23) encontrô la maxima restricciên aceptable:
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entidades similares no serân incluldas en diferentes conglomera- 
dos y, ademâs, se observarla una dlscontinuidad entre los conglo- 
merados.
A veces, se destaca el têrmino cohesibn:
CATTELL (23) decla que: "se incluirâ un individuo en un 
conglomerado si su mâs baja (pequeRa) correlacibn con todo miem- 
bro, es mayor que algûn umbral (THRESHOLD).
NEEDHAM (23) : "la suma de las similitudes de todo miem- 
bro con otro miembro, séria mayor que la suma de sus similitudes a 
los no miembros y, reciprocamente, para los no mlembros".
Otros autores definen varios tipos diferentes de conglo­
merado. Asi, JOHNSON (72) considéra entidades que son bptimamente 
COMPACTAS (en algûn sentido) como un tipo de conglomerado y enti­
dades que estân bptimamente CONECTADAS como otro tipo.
Estes dos tipos de conglomerado parecen ser similares a 
los que describieron CATTELL y COULTER (23) y a los que denomina- 
ron HOMOSTATIVOS y SEGREGADOS donde un conglomerado homostâtico es 
un conjunto de individuos inusitadamente (insblitamente) similares, 
mientras que un conglomerado segregado es una serie de individuos 
con altas similaridades médias. Estas ideas formalizan la distin- 
cibn que hace SNEATH entre conglomerados COMPACTOS y conglomerados 
DXSEMINADAMENTE LARGOS.
EVERITT (42) nos da una descripcibn muy clara de lo que 
constituye un conglomerado: se consideran los objetos como puntos
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de un espacio p-dimensional en el que cada una de las p-variables 
se représenta en cada uno de los diferentes ejes de este espacio, 
Los distintos valores para cada objeto, nos definen una coordena- 
da p-dimensional o p-coordenadas en este espacio. Los conglomera­
dos pueden describirse ya como régiones continuas de este espacio 
que contienen una densidad de puntos relativamente alta separados 
de otras regiones por zonas que contienen una densidad de puntos 
relativamente baja. A estos conglcmerados, EVERITT los llama NA- 
TURALES.
Lo que si es évidente, y es una idea intuitiva en todos 
los que trabajan en este campo, es que los miembros de un conglo­
merado son mâs pr&ximos o cercanos o afines unos a otros que al 
resto de los individuos, pero las peculiaridades de esta relacibn 
no son descifradas.
Para définir los conglomerados, tambiên, se recurre, a 
veces, al estudio de sus paramètres como pueden ser, por ejemplo, 
la densidad de OTUS en el hiperespacio de atributos, "el volumen 
ocupado" por el conglomerado, la conexiôn existente entre los miem­
bros de un mismo conglomerado, los espacios entre conglomerados ad- 
yacentes comparados con los diâmetros de dichos conglomerados, etc.
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C.- FUNDAMENTOS TEŒIICOS DEL ANALISIS DE CONGLOMERADOS
C.l. INTRODUCCION:
Segûn afirma CORMACK (23), "se han desarrollado muchas 
t&cnicas de ANALISIS DE CONGLCMERADOS pero sin base formal alguna".
Por tal razbn, vamos a intentar, en este apartado, dar 
una fundamentaci&n te&rica de dicho anâlisis con vistas, ademâs, 
al estudio de las tècnicas jerârquicas, las mâs utilizadas, y que 
nos permitirân, mâs adelante, entrar en el estudio comparative de 
algunas mêtricas.
Ya hemos dado diferentes definiclones de lo que se en- 
tiende por ANALISIS DE CONGLCMERADOS que, resumiendo todas a quelles 
definiclones, es un conjunto de mêtodos y tècnicas para resolver 
importantisimos problèmes de clasificar elementos, individuos u ob— 
jetos, problems que, en têrminos générales, consiste en colocar o 
adscribir dichos elementos en grupos o clases, de tal modo que los 
que pertenezcan a una clase sean mâs cercanos en algûn sentido, es 
decir, conseguir clases natureles o conglomerados.
El hecho frecuente de que no exista una clasificaciên "a 
priori" de los elementos, nos lleva al hecho de que el anâlisis de 
conglomerados es, fundamentalmente, una herramienta para la explo- 
raciên de los datos, es decir, estudiamos los datos para ver si, 
efectivamente, existen agrupaciones ûtiles y naturales.
Pensemos, a modo de ejemplo, en diverses problemas: el 
biêlogo, que pretende clasificar bacterias a partir de los résulta-
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dos de un conjunto de pruebas; el meteorblogo que desea agrupar o 
définir zonas climâticas a partir de una coleccibn de datos; el 
bot&nico que pretende conseguir fenones, basândose en los lazos 
de parentesco de las especies, y asl sucesivamente.
Es bastante sorprendente observer quê problemas tan di­
ferentes como los anteriores posean rasgos y caracterlsticas co­
munes y, aûn lo es mâs, el hecho de que los datos de cada proble­
ms pertenecen a una misma clase general, es decir, un conjunto de 
objetos y otro de descripciones que estân basados o constituîdos 
por una colecci&n de caracterlsticas.
El primer paso de todo problems clasificatorio es défi­
nir con precisi&n y ccmocer lo mejor posible los objetos o enti­
dades, OTUS, a clasificar. Dichos objetos estarân definidos por 
sus respectivos caractères y los podemos disponer en la forma de 
una matriz, de datos.
Los OTUS se representan en un espacio cuyas dimensiones 
son los caractères, un espacio de n dimensiones, por ejemplo, (pa­
ra n caractères) pero a causa de las correlaciones de los caractè­
res de los OTUS puede, generaImente, reducirse a otro espacio de 
men or nûmero de dimensiones, con pequefia pel-dida de informaci&n, 
puesto que de esta forma es mâs fâcil y cômodo el trabajo y, ade- 
mâs, eliminamos aquelles caractères que sean ineficaces. Ahora 
bien, aunque el objetivo sea reducir la dimensionalidad, ha de 
mantenerse, tanto como sea posible, la ESTRUCTURA de las observa- 
ciones.
Para obtener ese nuevo espacio de menor nûmero de dimen­
siones necesitamos;
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a) una medida de la aproximacl6n de los dos espacios.
b) un algoritmo para encontrar el nuevo subespaclo que 
optimlce la medida anterior.
Para resolver el apartado b) se utilizarân las trans- 
formaciones lineales que permiten eliminar los caractères menos 
importantes; el procedimiento mâs utilizado es el de las "compo­
nent es principales".
Para la bûsquëda del nuevo espacio, se suelen utilizer, 
entre otros, los dos criterios siguientes: (HAND)
1. Se elige el hiperespacio que maximice la suma de 
cuadrados entre las distancias muestrales:
2« La funciôn de entropla que mide la unif ormidad de 
las proyecciones sobre los ejes del hiperespacio de 
dimensibn d ’.
- TZ Pf log P\
Ivl
siendo la media muestral de los cuadrados de las 
proyecciones de los x sobre la nueva i-êsima coor- 
denada. °
Segûn BARTKO ( 2 ): "a menos que exista una pronunciada 
estructura de conglomeracibn, los resultadcs de un anâlisis de con­
glomerados aplicados a las variables originales, pueden diferir
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marcadamente de un anâlisis similar aplicado al espacio definido 
por las nuevas componentes".
Esto es, naturalmente, un riesgo, sin embargo, la reduc-
ci6n de la dimensionalidad no lleva implicite un sacrificio de da­
tes.
Tambiên se han aplicado en esta linea los mêtodos no li­
neales. Las trânsformaclones no lineales de la muestra del espacio 
original, de dimensi&n d, al nuevo espacio de dimens 6n d', d'< d, 
se han basado en diverses criterios estructurales.
Uno de los mâs frecuentes es el criterio del STRESS, de
KRUSKAL (2 ) definido por
i . j
donde . es la distancia (o disimilitud)entre los objetos y 
Xj del espacio d-dimensional y es la correspondiente distan­
cia del espacio d '-dimensional.
Otro criterio es el de SAMMON (2 ):
C»2. FUNCIONES d e COMPARACION: SIMILITUDES Y DISIMILITUDES:
"Los mêtodos basados en la idea de similitud o disimili-
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tud son considerados como el grupo mâs importante de tècnicas para 
analizar matrices de objetos por atributos" SIBSON (109) «
La eleccièn de esa medida de similitud o disimilitud en­
tre los OTUS, que ya constituyen la matriz de datos, constituye, 
junto a la tècnica de conglomeracibn conveniente, el nudo gordiano 
del anâlisis de conglomerados,
Todas estas medidas tienen algo en com&n, y es que estân, 
en alguna forma, derivadas de la informacièn obtenida a partir de 
los objetos a clasificar, bien sean individuos o clases de indivi­
duos.
Los têrminos SIMILITUD y DISIMILITUD son ambigUos, pues­
to que pueden cubrir, al menos, los siguientes conceptos distintos 
JARDINE (7 o) :
a) A-SIMILITUD, que se aplica a individuos o a clases de 
individuos que no VARIAN con respecto a los atributos 
considerados, es decir, es el concepto de similitud 
asociado con la posesiên de propiedades comunes. Es­
te tipo de medidas se pueden transformer en medidas 
de atributos, pero no al contrario,
Pueden distinguirse dos clases de medidas de simili­
tud, segûn que dependan o no del . cootrCl^ preliminar 
de los estados de cada atributo.
b) I-D1STINGUIBILIDAD, es la disimilitud asociada con la 
diagnosis de individuos, o sea, la extensi&n a quê
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clase de individuos pueden ser distinguidos y que pue­
de contemplarse en têrminos de la probabilidad de rea- 
signaci&n de un individuo de una de las clases sobre 
una base de informaciên relativa a sus estados de 
atributos. Una medida de distinguibilidad es, gene- 
raimente, un coeficiente de disimilitud.
c) D-DXSIMILITUD, concepto muy sutil y que depende de la 
informaciên suministrada por el hecho de que una cla­
se de individuos se adscriba a una o a otra de las 
diferentes clases o tipos ya establecidos. La canti- 
dad de informaciên dada de esta forma no esté bien de- 
finida, puesto que puede diferir de los resuItados de 
la identificaciên. La disimilitud es un valor tîpico 
y adecuado de la informaciên que se espera lograr pa­
ra tal identificaciên.
Los conceptos anteriores dan lugar a très clases de medi­
das que, globalmente, llamaremos FUNCIONES DE COMPARACION y que son
funciones de X x X --> |R siendo X el conjunto de OTUS a clasificar
y IR el conjunto de los nCuneros reales.
Taies funciones se representan mediante matrices nxn cu­
yas filas y columnas corresponden a los n elementos del conjunto 
X a clasificar.
Es évidente que,
f (x,x) > f(x,y) para SIMILITUDES
f (x,x) < f(x,y) para DISIMILITUDES
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siendo x,y dos elementos cualesquiera de X.
Si la funciên de comparaciên es simètrica entonces serâ: 
f(x,y) = f(x,y) Vx,y.6X, y si f mide SIMILITUDES, -f medirâ DISI­
MILITUDES y reciprocamente:
DEFINICION: Una funcifen de comparaciên con valores rea­
les no negativos. S, se dice que es una medida de SIMI­
LITUD si se verifican las siguientes condiciones:
1. 0 < S (x,y)< 1 para x ^  y
2. S(x,y) =  1 si y solo si x = y
3. S(x,y) » S(y,x)
A partir de las similitudes de los n elementos del con­
junto X, se construye la matriz nxn, o matriz de similitud, que 
es simètrica y cuyos elementos son coeficientes de similitud.
DEFINICION: Un coeficiente de disimilitud es una fun- 
ciên de comparaciên d: X x X  Rf ü |o| tal que
1. d(x,y) > 0  V x,y-éX
2. d(x,x) — 0 V x ^ X
3. d(x,y) = d(y,x) V  x,y^ X
A veces, los coeficientes de disimilitud pueden tener 
alguna o algunas de las propiedades siguientes:
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4. UNIFORMIDAD;
d(x,y) = 0 =» d(x,z) = d(y,z) V x,y, z
y entonces, los coeficientes de disimilitud se llaman
UNIFORMES.
5. PRECISION:
d(x,y) = 0 x==y , V x,yg X 
Se dice, entonces, que d es PRECISO.
6. DESIGUALDAD TRIANGULAR (METRICA): 
d(x,y) + d(y,z) ^  d (x,z), V x,y, z 4>X
a tales coeficientes se les llama METRICOS o METRICAS.
7. DESIGUALDAD ULTRAMETRICA:
d(x, z) < mâx (d(x,y), d(y,z)) V x,y, z X 
cuando d, cumple la condiciên anterior, se dice que 
es ULTRAMETRICO.
Es importante observer que un coeficiente de disimili­
tud no tiene por quê satisfacer la condiciên de PRECISION puesto 
que tal cosa podria ser un reflejo del hecho de que los objetos 
distintos pudieran coincidir en sus descripciones.
Hay otro hecho mucho mas significativo para un coeficien­
te de disimilitud, como es el que no necesita satisfacer la desi- 
gualdad mêtrica: "estâmes acostumbrados, SIBSON (109), a pensar 
en las disimilitudes como algo prêximo a las distancias y, por 
ello, es sorprendente que la desigualdad mêtrica, tan importante 
en la geometrîa de las distancias, sea omitida en la definici&n 
de un coeficiente de disimilitud".
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La razên de la omisiên es que la desigualdad mêtrica nos 
fuerza a considerar la adiciên de valores de un coeficiente de di­
similitud, cosa que, no nos estâ permitido hacer. Por tanto, las 
disimilitudes pueden considerarse como el polo opuesto del espec- 
tro de las distancias geomêtricas.
Segûn ESCUDERO (41 ), las cualidades que ha de tener una 
apropiada medida de disimilitud entre dos elementos x e y con f 
caracterlsticas son
a*. La disimilitud serâ positiva para los elementos dis­
tintos: d(x,y/ 1,2, f)=> 0
b'« La disimilitud de un elemento consigo mismo es nula: 
d(x,xy 1,2, •*., f) =  0
c*. La disimilitud entre x e y no debe estar afectada 
por la denominaciên de los elementos: 
d(x,y/ 1,2, ..,,f)= d(x,y/ 1,2, ...,f)
d*. La disimilitud debe ser aditiva para caracterlsticas
independientes: ^
d(x,y/ 1,2, ...,f) «  ZL d (x,y/ f)
i=l
e*. La disimilitud no debe decrecer al aRadir mâs carac­
terlsticas :
d(x,y/ 1,2 ... f) ^  d(x,y/ 1,2, ...,f, f+1)
f .  La disimilitud debe ser invariante a rotaciones y 
transf ormaciones.
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g ’. La disimilitud debe tener en cuenta la interdepen- 
dencia de las caracterlsticas en el grupo en el que 
estân los elementos.
h*. La disimilitud debe ser sensible a la diferente pon- 
deraci&n a introducir en la cuantificaciên de la di- 
vergencia de cada caracterlstica, de acuerdo con su 
mayor o menor importancia en la discriminaciên de 
los elementos
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D.- TECNICAS DE CONGLOMERACION
Han sido desarrolladas muchas tècnicas de conglomeracièn 
sin base formai, como algoritmos.
En general, y siguiendo a CORMACK (23) se utilizan para 
la conglomeracièn très tipos de procedimientos:
a. A6L0MERATIV0S: Una serie de fusiones sucesivas de 
los n objetos en grupos.
b. DIVISIVOS: Particièn del conjunto completo E, suce­
sivamente en otras particiones mâs finas.
c. CONGL(MERACXON: &icesivas recolocaciones de indivi­
duos entre los conjuntos de alguna particièn inicial.
Los mêtodos a. y b. representan los datos como un DENDRO- 
GRAMA en el que los conglomerados se obtienen cortando a distintos 
niveles. Los procedimientos del apartado c. se utilizan para hallar 
directamente una particièn de E con propiedades que se aproximan a 
algûn deseo o motive.
Segûn EVERITT (42) las tècnicas o procedimientos de anè- 
lisis de conglomerados son los siguientes:
a. TECNICAS JERARQUICAS en las que las clases, a su vez, 
son clasificadas en grupos repitièndose el proceso a 
diferentes niveles para formar un ârbol.
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b. TECNICAS DE OPTIMACION-PARTICION segûn las cuales,
las clases se forman por optimaciên de un criterio
de conglomeracièn. Las clases son mutuamente exclu- 
t
yentes, formando asi una particièn del conjunto de 
entidades.
c. TECNICAS DE DENSIDAD 0 INVESTIGACION MODAL en las 
que los conglomerados se forman buscando regiones 
que contengan una concentracièn relativamente densa 
de entidades.
d. TECNICAS DE FORMACION DE GRUPOS cuyas clases o blo­
ques puedan superponerse,
e. OTRAS, que son mêtodos que no encajan claramente en 
alguna de las anteriores
Los mencionados grupos no se excluyen unos a otros y se 
pueden colocar varias tècnicas de conglomeracièn en mâs de una ca- 
tegorîa.
Los OBJETIVOS de los usuarios de las tècnicas de conglo­
meracièn son, frecuentemente, distintos;
BALL ( 12 ) nos indica siete usos posibles de dichas têc-
nicas;
a. Encontrar una verdadera tipologia
b. Modelo adecuado
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C. Predlccl&n basada en grupos 
d« Prueba de hipètesis
e. Exploraclèn de datos 
f « Generaclèn de hlpètesls
g. Reduccièn de los datos
Como nos dice AZORIN POCH, hemos de buscar una CLASIFI- 
CACION que sea,
- La mâs HOMOGENEA, constitulda por conglomerados de 
elementos mâs parecidos entre si, entre las que son 
igualmente econ&micas, en el sentido de tener el mis­
mo nûmero de conglomerados o clases.
- La mâs ECONCMICA, es decir, la que tenga menor nûmero 
de clases entre las que tienen un mismo grado de homo- 
geneidad.
- La OPTIMA, o al menos aceptable para el par dual: ho- 
mogeneidad y economla.
Un esquema general de los procedimientos de clasificaciên 
o conglomeracièn es el siguiente:
CONGLOMERACION
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A un solo nivel, estable- 
clendo,previamente,-------
El nûmero de conglomerados para 
hacer mâxima la homogeneidad de 
los mismos.
El grado de homogeneidad, para ha­
cer mlnimo el nûmero de conglome­
rados.
Aglomerativa
Jerârquica a varios 




SIMPLE, o de vecino
mâs prèximo.







Como resûmen de los diversos mêtodos que hemos estudia- 
do a lo largo de la bibliografîa relacionada con este tema, ofre- 














METC®0 DE WARD 
METODO DE MC AUITTY




METODO DE MC NAUGHT ON 




a. PARA INICIAR CONGLOMERADOS
b. RECOLOCACION
TRAZA DE W 
DETERMINANTEj^DE W 





METODO DE RUBIN 
MEDIDA DE INFORMACION
Matriz de dispersiôn 
entre-grupos
III
TECNICAS QUE INVESTIGAN 
LA DENSIDAD
METODO TAXMAP DE CARMICHAEL y SNEATH
METODO DE GITMAN y LEVINE
METODO DE CAT TEL y COULTER








METODO DE CATTEL 
METODO DE ROHLF
METODO DE SAWREYj KELLER y CONGER 
METODO DE LAZARSFER y HENRY
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D.l. CARACTERISTICAS FUNDAMENTALES PE LOS GRANDES GRUPOS PE METODOS 
PE CONGLOMERACION:
1. METODOS JERARQUICOS
Tienen por objeto formar conglomerados finales, agru- 
pando subc onglomer ados iniciales, es decir, se puede 
empezar con n subconglomerados de un punto cada uno y 
combinarlos para formar otros mayores que, a su vez, 
se vuelven a cranbinar para conseguir otros nuevos y 
asl sucesivamente hasta conseguir un nûmero determi- 
nado de conglomerados. Naturalmente, en cada paso se 
van combinando aquelles grupos que sean mâs similares.
El proceso anterior se puede efectuar al rev&s, es de­
cir, comenzando con un c cmglomer ado que contiene to- 
dos los puntos y dividirlo en dos que, a su vez, se 
vuelven a dividir, y asl sucesivamente.
Los dos procedimientos anteriores, que son jerârqii- 
cos y cOTiplementarios, se denominan respectivamente, 
AGLOMERATIVOS y DIVISIVOS.
La representacibn mâs sencilia de los resultados de 
un anâlisis jerârtpiico de conglomeracièn es el DENDRO- 
GRAMA, cuyo eje vertical properciona una escala para 
medir la distancia o disimilitud entre dos conglome­
rados .
2. METODOS DE PARTICION
El objeto de estos mêtodos es la particièn del conjun-
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to de n objetos en un determinado nûmero de conglome­
rados disjuntos de tal modo que cada objeto o indivi­
duo pertenezca a un grupo.
3. METODOS DE DENSIDAD
Cada objeto de alta densidad se utiliza como centre
de un conglomerado al que se van anadiendo aquelles
i
puntos cercanos de alta densidad.
4. METODOS DE AGLCMERACICW (CLUMPING)
Asl como en los mêtodos de particièn, los conglomera­
dos no tienen elementos comunes, en éstos mêtodos los 
conglomerados se solapan de tal modo que cada objeto 
pertenece, al menos, a un
A tal divisièn del conjunto en agiomerados, se le
llama RECUBRIMIENTO del conjunto de datos.
5. METODOS GEOMETRICOS
En estos mêtodos cada objeto se représenta por un pun­
to de un espacio, que suele ser de dos o très dimensio­
nes. Esta representacièn geomêtrica tiene la propie- 
dad de que aquellos elementos que sean mâs similares, 
se representan por puntos mâs cercanos.
Dl2. CUALIDADES DE LOS METODOS DE CONGLOMERACION;
A continuaciên, exponemos ocho cualidades que, teorica- 
mente, pueden tener un mêtodo de conglomeracièn y que, el hecho de
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poseer unas y no otras, marcan las dlferencias substanciales en­
tre unos y otro mêtodos, (SNEATH (110 y ESCUDERO (40).
Pueden dar lugar a 2^ tipos diferentes de mêtodos de los 
que algunos son probablemente imposibles.
la. METODOS AGLOMERATIVOS
Se parte de n grupos y se pretende llegar al grupo 
total procediendo, en cada nivel, a fusionar aque­
llos dos grupos que sean m£s similares.
lb. METODOS DIVISIVOS
Partiendo de un grupo formado, al nivel cero, por to- 
dos los elementos, se reparten dichos elementos al ni­
vel uno para formar dos grupos, maximizando alguna me­
dida de divergencia preestablecida.
2a. METODOS JERARQUICOS
Tienen por objeto agrupar conglomerados para formar 
uno nuevo, o bien separar conglomerados formândolos 
nuevos.
2b. METODOS NO JERARQUICOS
En ellos se escoge una particièn inicial de los ele­
mentos, y, a continuaciên se altera dieha particièn 
moviendo los elementos de un grupo a otro buscando 
una particièn mejor. El nûmero inicial de particiones 




IM Individuo puede pertenecer simultaneamente a mâs 
de un grupo.
3b. METODOS NO SOLAPADOS ( 0 EXCLUYENTES)
Un elemento solo puede pertenecer a un grupo.
4a. METODOS SECUENCIALES
A cada elemento se le aplica la misma sucesièn de 
operaciones para conseguir los grupos.
4b. METODOS SIMULTANEOS
En estos mêtodos, con una simple operaciên se consi­
gne la agrupaciên en conglomerados de toda la colec- 
ciên de elementos.
5a. METODOS DIRECT OS
Utilizan algoritmos taies que una vez que un elemen­
to ha sido asignado a un grupo, no vuelve a salir del 
mismo.
5b. METODOS ITERATIVOS
Corrigen sus propias asignaciones volviendo a compro- 
bar en sucesivas iteraciones si la asignaciên es êp-





Estos mêtodos "aprenden" en su ejecuciên y van cam- 
blândo de medida o de criterio a optimizar a lo lar­
go del proceso.
6b. METODOS NO ADAPTATIVOS
El mêtodo es fijo a lo largo de todo el proceso y el 
algoritmo se encamina directa o iterativamente hacia 
la soluciên.
7a. METODOS PONDERADOS
Los diferentes algoritmos utilizados en estos mêto­
dos consideran como mâs importantes ciertos tipos de 
relaciones o ciertas dimensiones.
7b. METODOS NO PONDERADOS
Mejor séria llamar a estos mêtodos, mêtodos de igual 
ponderaciên. En su utili zaciên no se prefiere ningu­
na direcciên, ni ningûn elemento. Todas las relacio­
nes tienen la misma importancia.
8a. METODOS QUE UTILIZAN CRITERIOS LOCALES
El procedimiento de conglomeracièn se lleva a cabo
i
observando en cada nivel la bondad de los resultados
e incluso se pueden utilizer distintas mêtricas en
las diferentes partes de la clasificaciên taxonèmica.
I
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8b. METODOS QUE UTILIZAN CRITERIOS GLOBALES
No se tienen en cuenta los resultados a diferentes 
niveles. Lo importante es el resultado final sin 




Un mètodo jerârquico de conglomeracl6n obtiene las cla- 
ses, grupos o conglomerados finales, objet© del estudio, agrupan- 
do jerârquicamente subconglornerados o dividiendo en otros mâs pe- 
queflos, los conglomerados iniciales.
Asi, podemos comenzar con n subconglomerados (n es el 
nüunero de element os) que contienen un element© cada un© y los com- 
binamos para formar subconglomerados mayores y despuès volver a 
combiner êstos para conseguir otros nuevos y asi sucesivamente, 
hasta obtener el nûmero deseado o hasta que todos los elementos 
forman un ûnico conglomerado.
En este proceso, en el pas© o nivel h, habrà un nûmero 
c(h) de conglomerados y algunos de êstos se agruparên para formar 
un© nuevo, de acuerdo con un cierto criterioj en el pas© h+1 ten- 
dremos c(h+l) conglomerados, verificândose que c(h+l) ^  c(h).
Alternativamente, podriamos comenzar con un ûnico con­
glomerado que contiene todos los elementos a clasificar y dividir- 
lo para dar lugar a dos nuevos conglomerados m&s pequefios.
Volviendo a dividir êstos ûltimos, obtenemos otros mâs 
pequeflos y seguiremos asl sucesivamente hasta conseguir el nûmero 
deseado, o llegar a tantos conglomerados como elementos.
Los dos procèsos anteriores, ambos jerârquicos, son, evi- 
dentemente, complementarios y son llamados mêtodos AGLŒIERATIVOS y 
DIVISIVOS, respectivamente.
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Todo el proceso de conglomeracifen depende y parte de una
triz, nxn, de similitudes o de disimilitudes; por tanto, podria-
os decir que el INPUT de un proceso jerârquico de conglomeraci&n
onsiste, ûnicamente, en un c cm junto de n(n-l) medidas de simili-
2
ud o de disimilitud entre los n elementos a clasificar; la elec- 
i6n de esa medida de acercamiento o de separaci&n entre los ele- 
entos y su generali zaciên a las medidas correspondientes entre 
onglomerados, constituyen el punto neurâlgico del proceso de con- 
lomeraciên.
Vamos a exponer, a continuaci&n, un estudio te&rico de 
os mêtodos jerârquicos numêricamente estratificados, que son los 
âs frecuentemente utilizados. Estudio que hemos elaborado siguien- 
o las ideas de JOHNSON (72 ), JARDINE y SIBSON (70 ) y GCWER y 
OSS (35 )» y que nos llevarâ al centro de este trabajo de compa- 
aciên de algunas mêtricas.
El punto de partida de todo mêtodo de conglomeraciên es 
coeficiente de disimilitud o de similitud.
A lo largo de la siguiente exposiciên, nos referiremos 
los primeros, ya que es fâcil obtener,a partir de ellos, las 
imilitudes.
DEFINICION; Un coeficiente de disimilitud sobre un
conjunto X de elementos u OTUS es una funciên;
d: X X X --> IR que satisface las siguientes con-
diciones:
1. d (x,y) > 0  V x,y «. X
2. d (x,x) = 0  V X fe. X
3. d (x,y) = d (y,x) V(x,y)t»X
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El punto final de un mêtodo jerârquico de conglomeraciên 
es un DENDROGRAMA o diagrams de êrbol.
Un dendrograms es una representsciên diagram&tica de los 
resultados de un proceso jerârquico de conglomeraciên, proceso que 
es realizado a partir de una matriz de disimilitudes o similitudes,
El dendrograms es, por tanto, una estructura que repre­
sents grâfica o geomêtricamente los conglomerados jerâquicos que 
resultan cuando un proceso de conglomeraciên opera sobre una ma­
triz de disimilitudes o de disimilitudes.
Hay varias formas de dibujar un diagrams de êrbol corres- 
pondiente a determinado dendrograms.
Én un diagrams de ârbol, los objetos pueden colocarse 
sobre una lines horizontal, y los resultados de la conglomeraciên, 
hacia arriba. Los niveles de similitud o de disimilitud a los que 
se forman los conglomerados, se indican verticalmente.
En la figura siguiente, exponemos el mismo dendrograms 
pero de diferentes formas, pero teniendo en cuenta que, en todos 

























Dada una de las ramas finales del ârbol represents los 
objetos aislados. Cada punto (o segmento) en el que se unen las 
ramas tiene asociado un valor numêrlco, de similitud o disimili­
tud, d^j, y que es nivel en el que se unen las ramas i y j, el 
mâs bajo en el que los elementos i y j pertenecen al mismo conglo­
merado.
Si seccionamos horizcmtalmente el diagrams por un nivel 
cualquiera, obtenemos una partici&n del conjunto de los elemen­
tos iniciales.
por ejemplo, la linea de puntos trazada en la figura 
anterior al nivel 0,2 4 nos indica los grupos (1,3)» 6,(5,4)»2.
Dados n elementos existen muchos ârboles que puedan ser 
construidos a partir del procedimiento jerârquico,pero dada una 
matriz de disimilitudes o de similitudes, le corresponde ûnica- 
mente un diagrams de ârbol.
Los conglomerados correspondientes a un determinado ni­
vel en un dendrograma, tienen la propiedad de que son dis juntos y 
todo element o del con junto X perteuece a un conglomerado, que 
puede estar ccwistituldo por êl solo.
Es decir, los conglomerados forman una PART ICI ON del 
conjunto X.
Existe una correspondencia 1-1 entre las particiones de 
un conjunto y las relaciones de equivalencia definidas sobre âl.
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Las relaciones definidas en el conjunto X son subconjun- 
tos de X X X.
"Si R es una relacibn de equivalencia definida en X, en-
f
tonces los conjuntos Ca =[x/(x,a) * Rj forman una partici&n de X". 
reelprocamente, "si los conjuntos j forman una partici&n de X,
entonces la relaci&n R = M x es una relaci&n de equivalen­
cia" .
"Las transformaciones de relaciones de equivalencia a 
particiones y de particiones a relaciones de equivalencia, son in­
versas" .
Al formalizar la idea de dendrograma podemos hacer uso 
de una relaci&n de equivalencia para describir los conglomerados 
a cada nivelj los conglomerados son, asi las clases de equivalencia
f
de la relaci&n asociada.
iQuè sucede a diferentes niveles?
Si h < h ', y C es un conglomerado al nivel h, entonces 
C estâ completamente contenido en un conglomerado al nivel h'j se 
dice entonces que las particiones son ANIDADAS, o ENCAJADAS.
Es évidente que a un determinado nivel, el que fuere, 
pero que existe, todo elemento del conjunto X pertenece a un solo 
conglomerado, el conjunto P.
iQuè ocurre en los niveles donde cambia el sistema de 
conglomerados?
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Vamos a exiglr, una vez que tenemos los resultados an- 
teriores, la siguiente condicion;
"el sistema de conglomerados a cada nivel, ha de ser 
el mismo que a un nivel ligeramente mâs alto".
Estamos ya en condiclones de dar la siguiente defini- 
ci6n formai de DENDROGRAMA:
DEFINICION: Sea E(X) el conjunto de las relaciones
de equivalencia definidas en el conjunto X. Un
DENDROGRAMA es una funciSn c;^0,«<)--------- E(X)
que satisface las siguientes condiciones:
1. 0 < h < h» =» c(h) C c(h*)
2. c(h) =* X X X para un cierto h.
3» Dado h, 3 5 tal que c(h+5 ) =  c(h)
Las anteriores condiciones que ha de cumplir un dendro­
grama se pueden escribir, mâs claramente,asl:
1. Todo conglomerado a un nivel dada h' es una unibn de 
conglomerados del nivel h, siendo 0 ^  h h'.
2. Para un h, suficientemente grande, O <_ h £ h*.
3« Dado h, existe un 5 > 0 tal que las conglomer aci ones
a los niveles h y h+^ son exactamente iguales.
Hasta ahora no hemos requerido que todos los elementos 
de X sean distintos al nivel cero. Los dendrogramas con esta
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ropledad se llamar PRECISOS, es decir,
"Diremos que un dendrograma es PRECIS0 cuando 
satisface la siguiente condici6n: 
c(0) =AX, siendo AX = { (x,x) (x X) j " .
Ya podemos contempler los mêtodos de conglomeraciên como 
ransformaciones de coeficientes de disimilitud en dendrogramas.
Ahora bien ^es posible que esas transf ormaciones sean
unciones?
De esta forma podriamos asociar a cada coeficiente de 
isimilitud un dendrograma y conseguir;
»
a. Dado un determinado conjunto de elementos y con un de 
terminado coeficiente de disimilitud, siempre se ob- 
tendrS el mismo dendrograma.
b. Todo mêtodo de conglomeraciên numêricamente estrati- 
ficado, serâ representable por una funciên que aplica 
el conjunto de coeficientes de disimilitud definidos 
en X en el conjunto de dendrogramas de X.
Este problems se resuelve de la siguiente forma;
1. Si c es un dendrograma, define una aplicaciên aso­
ciada al dendrograma C asi:
(H^)(x,y) = inf (h/(s,y) g-c(h) ) 
aplicaciên que es una correspondencia 1 - 1  entre el
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conjunto de dendrogramas de X y algûn subconjunto 
del conjunto de los coefIcientes de disimilitud dé [.
2. Define una relaciên, T, simètrica y reflexiva, tal pie 
si d es un coeficiente arbitrario de disimilitud.
(Td) (h) =  j(x,y)/d(x,y) £  h}
3. Demuestra que Td es un dendrograma si y, solo si 
(Td)(h) es una relaci&n de equivalencia para todo
h > 0.
4* Y finalmente, llega a que "T es una correspondencia 
1-1 entre el conjunto de las ULTRAMETRICAS de X" y H" 
es su inversa", por tanto,
" Como T y H definen una correspondencia natural 1-, 
es posible IDENTIFICAR el c<wijunto de los dendrog a- 
mas de X con el conjunto de las ultraniètricas de » 
de esta forma "podemos considerar un mêtodo numfer.- 
camente estratificado como una funciên del conjun o 
de los coeficientes de disimilitud del conjunto X en 
el conjunto de las ultramêtricas de dicho conjunt»" «
Es decir, "un mêtodo de conglomeraci&n es un procès» 
que transforma un coeficiente de disimilitud en una 
clase especial, las ultramêtricas, de coeficientes te 
disimilitud".
JOHNSON (72 ) considéra esquemas jerârquicos de conglome­
raci&n y establece una correspondencia entre taies esquemas y lai 
ultramêtricas.
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Consideremos la suceslên de conglorneraclones *''"
y a cada una de ellas le asoclamos un nûmero h^, j=0,l, ... m.
Existe una congloméraci6n (conjunto de conglomerados)
Cj asociada con cada nivel h^.
La conglomeraci&n contiene n (hay n elementos) conglo­
merados de un ûnico element o cada uno, al nivel cero, = 0.
Luego, se verifies que h <h ,  < h _ <  ... < h y cada
o — 1 — 2 —  — m
conglomerado de la conglomeraci&n es la uniûn de conglomerados
de la conglomeraci&n C, ,, es decir, si C es un conglomerado al
J-i
nivel h, C estâ completamente contenido en un conglomerado C' al 
nivel h'.
El esquema asl definido se denomina ESQUEMA DE CONGLOME- 
RACION JERARQUICA.
Sea el siguiente esquema:
 ^ ^1 * ••• ... ,1 I I
h©» h^, ... ... , h
Definimos la siguiente mètrica entre los elementos de X:
d(x,y) “ , siendo i el menor entero del conjunto
(0,1,2,   m) tal que x e C^.
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PROPOSICION.- "d no s61o es una mètrica, sino que 
es una ultramètrica, ya que verifica la propiedad
d(x,z) < mâx Jd(x,y) , d(y, z) J "
Ver JOHNSON (72 )
Sea D(d) la matriz nxn cuyos elementos son las distan- 
cia s d(x,y) entre todos los pares de elementos del conjunto X, 
entonces,
"Dado un escpiema jerârquico de congl omeraciên, le co­
rresponde una mètrica d",
y reclprocamente,
"Dada la matriz D(d) se puede reconstruir el correspon- 
diente diagrams de ârbol".
Es évidente qite aquellas très condiciones que JARDINE 
imponla al dendrograma en su definicièn, son similares a las que 
impone JOHNSON.
La (mica diferencia entre ambos pr ocedimientos estâ en 
que la definicièn de JARDINE y SIBSON no exige que los objetos 
sean distintos al nivel h =» 0.




DEFINICION. Dados n puntos, un ârbol extendido sobre 
sobre estos puntos es cualquier conjunto de segmentos 
que unen pares de puntos tales que,
a. no existen recintos cerrados
b. por cada punto pasa,al menos, un segmento
c. el ârbol estâ totalmente conectado.
Las ideas de esta definicièn proceden de la teorîa de
"La longitud de un ârbol es la suma de las longitudes 
de los segmentos que constituyen el ârbol".
"El MINIMO ârbol extendido es el ârbol de menor longitud",
Sean (d^,d^, ......  , d©) las longitudes de los segmen-
tos de un minime ârbol, donde h es el nûmero de segmentes.
Un dendrograma puede derivarse del conjunto de los d^ 
agrupando aquellos dos puntos que estân unidos por el menor seg­
mento y procediendo como en una conglomeraci&n de uniôn simple.
En la siguiente figura, podemos observar el minime ârbol 
extendido correspondiente a los mismos elementos para los que se 
ha dibujade, tambièn, el dendrograma.
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ttia vez definido lo que es un mêtodo de conglomeraciên, 
el siguiente paso estâ relacionado con los mêtodos de conglomera- 
ciên numêricamente estratificados.
para ello se definen, en primer lugar, los CONJUNTOS 
UNIDOS MAXIMALMENTE;
DEFINICION: Sea R una relaciên reflesiva y simètrica 
del conjunto de elementos X, entonces, "un CONJUNTO DE 
UNION MAXIMAL es un subconjunto M C X que satisface las 
dos condiciones siguientes:
1. M X M R
2. X ^ M 3 y 6 M tal que (x,y) ^  R"
De esta forma un c cm junto de uniên maxima.', es un subcon- 
junto de X en el que la relaciên R es universal.
Sea, ahora, %[(X) el conjunto de las relaciones reflexi- 
vas y simêtricas del conjunto X.
Si el procedimiento de conglomeraciên es jerârquico, el 
sistema de conglomerados a cada nivel, serân conjuntos de uniên 
maximal en los que la relaciên R es de equivalencia.
Ya se puede dar la definicièn de CONGLOMERACION NUMERI- 
CAMENTE ESTRATIFICADA, en base a la generalizaciên del dendrograma;
DEFINICION.- Un mêtodo de conglomeraciên numêricamente
estratificado es una FUNCION, C : [ ( 0 , oo) ---- > H(X) que
satisface las siguientes condicicmes:
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1. 0 < h < h'<cO = c(h)cc(h»)
2. C(h) es X X X para un cierto h
3. Dado h > 0, 3 S tal que C(h+S‘ ) =  C(h)
Las condiciones son las mismas que las que se impusieron 
en la definicièn de dendrograma; la diferencia estâ en que en sque­
lls, el conjunto final de la aplicaciên era el conjunto E(X), de 
las relaciones de equivalencia, definidas en X y en esta definicièn 
el c w junto final de la aplicaciên es el conjunto Z(X) de las rela­
ciones reflexivas y simêtricas del conjunto X.
Anteriormente se estableclê una correspondencia 1-1 en­
tre los dendrogramas de X y las ultramêtricas de X y ahora, aque­
lls correspondencia se extiende a una correspondencia 1-1 entre el 
conjunto de los mêtodos numêricamente estratificados de X y el con­
junto de los coeficientes de disimilitud sobre X.
Por tanto, se pueden identificar los mêtodos numêricamen­
te estratificados sobre X con los coeficientes de disimilitud de X 
y, de esta forma, podemos considerar el mêtodo de conglomeraciên 
como una funciên D, que aplica el conjunto de los coeficientes de 
disimilitud sobre X en algûn subconjunto del mismo.
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p.- COMENTARIO SUCIHTO DE LAS lECNICAS DE CONGLOMERACION MAS OTILIZADAS
Las técnicas mâs conocidas y mâs utilizadas son las que 
se llaman ENLACE SENCILLO y ENLACE CCMPLETO o de la DISTANCIA MA­
XIMA.
F.l. ENLACE COMPLETO 0 PE LA DISTANCIA MAXIMA:
Este mêtodo consiste en lo siguiente:
a) Se construye una matriz simètrica de medidas de dis- 
tancia para determinar la menor distancia entre pares de objetos.
b) Una vez determinada tal distancia, se agrupan esos 
individuos en un conglomerado.
c) Se construye una nueva matriz de medidas de distancia 
seleccionando de entre todas las medidas de esos dos individuos, 
uno a uno, a todos los otros individuos de la matriz, la mayor me­
dida de distancia. Esta distancia mâxima se convierte, entonces, 
en la medida que represents la relaciên del conglomerado con los 
otros objetos o individuos.
d) Se repite el proceso hasta que todos los objetos o in­
dividu os y los conglomerados se reunen en un ûnico conglomerado.
Este mêtodo puede ser utilizado con similitudes y con 
medidas de distancia.
Esta estrategia produce conglomerados compactos sin en- 
cadenami ent o.
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PiJ. ENLACE SENCILLO 0 PE LA MINIMA DISTANCIA:
Este mêtodo utiliza las mismas operaclones que el ante­
rior, con la excepciên de que la distancia seleccionada es la MI­
NIMA y représenta la relaciên de proximidad del nuevo conglomera­
do , -individuo a cualquier otro conglomerado-individuo»
Este es el mâs sencillo procedimiento aglomerativo, que 
puede ser utilizado ccm medidas de similitud y con medidas de dis- 
tancia.
La ventaja del enlace SIMPLE es que las sucesivas fusio- 
nes de conglomerates tienen lugar siempre a bajos niveles de simi­
litud entre conglomerados.
Al utilizar este procedimiento, los conglomerados forma-
dos estân definidos por la condiciên de que dos entidades E^ y E^
pertenecen al mismo conglomerado si existe una cadena de entidades
E, ,E, , ... ... E ,E tal e S,, ,S, , ... ..., S ,S , son t odos k l q r ik ke' qr rj
mayores que algûn valor inicial t.
WILLIAMS (116) define un "coeficiente de encadenami ent o" 
que expresa la tendencia que las entidades tienen a ser incorpora- 
das a los conglomerados existantes mejor que a construir un nuevo 
conglomerado.
Los resultados de este mêtodo no son satisfactorios si 
existen entre los conglomerados lo qie HODSON denominê "ruidos alea- 
torios, habiendo sido propuestos diferentes mêtodos para eliminar 
dichas perturbaciones. ~
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P.3.- METODO DEL CENTROIDE!
Fue propuesto por SOKAL y MICHENER (1958) y KING (1966).
Todo conglomerado se considéra como un solo punto, su 
centro de gravedad, CENTROIDE, del espacio euclideo. La distan- 
cia entre grupos se define como la distancia entre sus centroidesj 
el procedimiento a seguir consiste en fusionar grupos, de acuerdo 
con las distancias entre sus centroides, empezando por aquellos que 
tienen la menor distancia.
Aunque la base geomfetrica del mêtodo sugiere el empleo 
de la distancia euclidea, tambiên, pueden utilizarse otras medidas 
de distancia o de similitud.
Fi 4. MET0)0 DE LA MEDIANA;
Una desventaja del mêtodo del CENTROIDE es que si los tama- 
Hos de los grupos que se van a fusionar son muy diferentes, el cen- 
troide el nuevo grupo estarâ muy prêximo al centroide del grupo ma­
yor e incluso, puede "caer” dentro de êl; ello implica que las pro- 
piedades caracteristicas del grupo mâs pequeRo, se perderân virtual- 
mente.
La estrategia del présente mêtodo conlleva la independen- 
cla de los tamafios de los conglomerados a fusionar suponiendo que 
todos tienen el mismo y, por tanto, el nuevo grupo estarâ siempre 
entre los grupos a fusionar. Ademâs, si représentâmes los centroi 
des de los grupos a fusionar por (i) y (j), entonces la distancia 
del centroide de un tercer grupo (h) al grupo formado por la fusiên
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de (1) y (j) pasa por la medlana del trlângulo definido por (i)(j) 
y (h) y por esta razên, el autor del mêtodo, GOWER ( 56), propuso 
el nombre de MEDIANA y dérivé sus propiedades del teorema de APO­
LLONIUS.
Aunque este mêtodo puede ser apropiado para medidas de 
similitud y de distancia, LANCE y WILLIAMS (84 ) indicaron que es 
incompatible para medidas taies como los coeficientes de correla- 
ciên de diflcil interpretaciên geomêtrica.
F.5» METODO DE LA DISTANCIA MEDIAt
Este mêtodo define la distancia entre grupos, como la me­
dia de las distancias entre todos los pares de individuos de los 
dos grupos.
SOKAL y MICHENER (115) utilizaron esta media como una 
medida de distancia entre un individuo y un grupo de individuos, 
mientras que LANCE y WILLIAMS (84 ) la extendieron a una medida de 
distancia entre grupos.
El procedimiento puede ser utilizado con medidas de si­
militud y de distancia.
LANCE y WILLIAMS ( 84 ) sugirieron la siguiente medida 
d^j, de disimilitud entre los grupos i y j.
‘ -i -j i,j
siendo n^ y n^ los nûmeros de lementos de los grupos y una me­
dida simple entre individuos.
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F.é. METODO DE CATTELL;
Este mêtodo es muy utilizado en psicologîa y se denomi­
na tambiên ANALISIS FACTORIAL Q; el tipo corriente de anâlisis 
factorial, que opera con correlaclones entre variables, se llama 
an&lisis factorial R .
En el présente mêtodo, se intercambian individuos y va­
riables con respecto a un "factor de anâlisis" normal,de modo que 
las correlaciones pasan a ser correlaciones entre individuos mejor 
que entre variables,
Los mêtodos corrientes del an&lisis factorial incluyen 
rotaciên y se aplican a la matriz de correlaciones. Los individuos 
son, entonces,asignados a los grupos, dependiendo del "peso" del 
factor.
r*7. CRITERIO DE OPTIMIZACION DE LA COVARlANZAt
Se colocan los puntos en k conglomerados y, luego, se 
hacen reasignaciones, teniendo en cuenta un criterio de varianza- 
covarianza.
Si T es la matriz que représenta la dispersiên total de 
n puntos en un p-espacio, es la matriz de dispersiên de n^ pun­
tos en el conglomerado i y B es la matriz de dispersiên de los 
centroides de K conglomerados, entonces, T = W  + B, siendo W =
pueden ser desarrollados, entre otros, dos criterios; 
minimizar la traza de W y maximizar el cociente|Tl/ I s i e n d o
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preferido este ûltimo criterio por ser invariante bajo transfor­
maciones lineales.
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VlIl.IDENTIFICACION Y ADSCRIPCION DE NUEVOS OBJETOS 0 UNIDAPES 
TAXONOMICAS A CLASES YA ESTABLECIDAS:
Como se ha dicho anteriormente, este aspecto correspon­
de al mêtodo estadîstico denominado ANALISIS DISCRIMINANTE que es 
un problems estadîstico cl&sico tratado, entre otros, por FISHER 
y MAHALANOBIS y que forma parte del RECONOCIMIENTO DE PATRONES.
"El proceso de définir en cual, de un conjunto de gru­
pos definidos a priori, se coloca un individuo, se llama IDENTIFI- 
CACION o ASIGNACION", DAGNELIE (22).
Un esquema del proceso clasificatorio puede ser el si­
guiente :
Informaciên
j Evaluaciên e Interpretaciên ^
Normali zaciên 




Pueden ofrecerse otros esquemas clasificatorios en los 
que,una vez efectuada, segûn determinados criterios, la conglome­
raciên y fijados los grupos, hemos de colocar nuevos entes en los 
mencionados grupos. Aqui surge el problems de la asignaciên t
Un procedimiento sencillo de adscripciên, séria incluir 
el objeto o unidad taxonêmica en las clases cuyos promedios de
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valores de los caractères considerados estèn m&s prêxlmos al punto 
representativo del objeto o unidad taxonêmica en el espacio de ca-» 
racteres. La proximidad supone una previa definicièn de DISTANCIA 
entre el centro de gravedad de la clase y el punto a clasificar, 
distancia que no necesari amente es la euclidèa, sino qie puede in- 
troducir coeficientes de correcciên de las posibles correlaciones 
entre caractères o tener cualquier expresiên analltica que se con­
sidéré conveniente.
En general, podemos hablar de la situaciên tipica del 
ANALISIS DISCRIMINANTE: una vez conocida la existencia de dos o mâs 
clases, y conocida una muestra de individuos de cada una de ellas, 
ha de conseguirse un procedimiento o régla mediante la cual, un ob­
jeto de origen desconocido pueda ser asignado a una clase correcta- 
mente en algûn sentido êptimo como puede ser, por ejemplo, la mi­
nimi zaciên del error.
Es caracteristico del anâlisis discriminante que las cla­
ses dadas sean distintas y separadas, mientras que en el an&lisis 
de conglomerados no conocemos de antemano si los individuos del con­
junto en escrutinio ir&n a clases separadas o no.
Por tanto, el problema de la conglomeraciên es anterior 
al de la discriminaciên; sin embargo, estas dos materias se han de- 
sarrollado en orden inverso.
El an&lisis discriminante ha sido estudiado intensamente 
por los estadlsticos durante los ûltimos euarenta ahos, mientras 
que el an&lisis de conglomerados es mucho m&s reciente. La razên, 
segûn afirma KENDALL,es que para el uso del an&lisis de congloméra-
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dos se requiere la ayuda de una computadora electrênica que, ade- 
m&s, invertirâ grandes cantidades de tiempo.
T. CACOULLOS (19 ), director del Institute de Estudios 
Avanzados sobre An&lisis Discriminante y sus Aplicaciones, nos di­
ce;
"El Anâlisis Discriminante, tambiên conocido como Teo- 
rla de la clasificaciên, es una de las m&s importantes âreas del 
an&lisis estadîstico. Un problema de discriminaciên estadîstica 
o de clasificaciên consiste en asignar un individuo o grupo de 
individuos a una o varias poblaciones conocidas o desconocidas 
sobre la base de varias medidas de los individuos y muestras de 
las poblaciones desconocidas".
BALL ( 11 ) nos ofrece una tabla en la que clasifica las 
técnicas de conglomeraciên y discriminaciên "de modo que para ca­









FORMACim DE CROP OS 
(SOKAL y SNEATH, 1963)
VECINO MAS PROXIMO 
(COVER y HART, 196?)
PARTICION
(FRIEDMAN y RUBIN, 1967)
INVESTIGACION MODAL 
(ROSEN y MALL, 1966)
DESCCMPOSICION DE MEZCLAS 
(SPRAGINS, 1966)
TEORIA DE DECISION 
(CHERNOFF y MOSES, 1959)
MET cm OS DEL CŒIREDCR MAQUINAS LINEALES ADAPTABLES 
(NILSSON, 1965)
Las tècnicas de conglomeracl6n incluyen:
- ENUMERACION TOTAL (FORTIER y SOLOMON, 1966)
- TECRIA DE GRAFOS (ZAHN, 1969)
- FUNCIONES POTENCIALES (MEISEL, 1968)
- TECNICAS DE FUNCIONES ORIENTADAS (GILMAN, 1970)
- APPROACHES DE ACUMULACIOW (BlfTLER, 1969)
- CONGLOMERACION POR LINEAS (EUSEBIO y BALL, 1968)
- CONGLCMERACION INl'ERACTIVA (HALL, BALL y WOLF, 1969)
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Los primeros cientîficos que utilizaron el ANALISIS DIS­
CRIMINANTE fueron R.A. FISHER, P.C. MAHALANOBIS, C.R. RAO, T.W. 
ANDERSON, D.G. KENDALL y R.A. REYMENT.
000086
UN NUEVO METODO DE CONGLOMERACION: EL METODO A
Como hemos visto anteriormente, exlsten dlferentes mèto- 
dos de conglomeraclôn.
Una vez deflnldos los OTUS a claslflcar y ■seleccionada 
una dlstancia, se inlcia el proceso de la conglomeraci&n, que pue- 
de llevarse a cabo segûn dlferentes algorltmos, que dlfieren unos 
de otros en la distancia elegida entre los conglomerados.
Nosotros proponemos un nuevo algorItmo, al que denomlna- 
mos y cuya caracteristlca fundamental es que tlene en cuenta los 
valores m&xlmo y mînimo de la distancia entre los OTUS, pretendlen- 
do determlnar, al Igual que los mêtodos ya establecidos, la estruc- 
tura bâslca, o mejor, la estructura natural de un conjunto de ele­
ment os ,
En todo mêtodo de conglomeracibn, se ellge una distancia 
d entre los OTUS y se define una distancia d* entre los conglomera­
dos ; y es en la definicibn de d* donde reside la distinciSn funda­
mental entre unos y otros mètodos.
merados :
Nosotros proponemos la siguiente distancia entre conglo-
DEFINICION: Sean los conglomerados
A = .........ajJ y B = [ b^,bg....... b^jconstituldo
respeetivamente, por los OTUS
a^, 1 = 1 ••• ••• h y b j, 1 = 1  « ». « «. le.
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donde d es una mêtrica asociada al conjunto X, inicial, de OTUS.
Tenemos asl un procedimiento o algoritmo de conglomera­
clôn que tiene en cuenta los valores mâxlmos y mînimos de d para 
el conjunto X, por lo que, podrîamos declr, que este nuevo mêtodo 
cs”lntermedio" entre los m&todos de la distancia maxima y de la 
distancia minima, debidos a JŒINSON (1967), como lo es el mêtodo 
de la media ( ), debido a SOKAL y MICHENER (1958), pero difiere
esencialmente de este ôltimo ya que mientras que estos autores 
consideran la media aritmêtica de las distancias mâxima y minima 
nosotros consideramos la media aritmêtica de los valores maximo y 
minimo de las distancias, d, entre TC®CS los elementos de dos con­
gle mer ados, como puede verse en la clasificaciên que hemos h echo 
segôn los mêtodos anteriormente citados de ciertos ejemplares de 
NEUROPTERIS, y comparando los coeficientes de correlaciôn cofenê- 
ticos entre los datos originales y los dendrogramas correspondien- 
tes, obtenemos mejores resultados, con nuestro mêtodo^ que los 
que se logran con los algoritmos de la distancia mêxdLma y de la 
media.
DESCRIPCION DEL METODO
1. Sea X = I *1 * * 2 ....... » nn c cm junto finito de
OTUS cpie deseamos clasificar.
A cada uno de ellos se le asocian sus caractères, es de- 
cir, un conjunto de p nûmeros reales que nos permiten considerar 
a los OTUS como puntos de un p-espacio euclideo cuyos p ejes de
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de coordenadas son los caractères.
Sea d, la mètrica elegida, es declr, d es una aplicaciôn 
del conjunto X x X en el conjunto R de los nûmeros reales.
d: X X X R
d(x±,Xj) = dij
Obtenemos asl un conjunto de ^ n (n-1) nûmeros reales o 
distancias dij entre OTUS que disponemos en la matriz slmêtrica,D 
de dlmensiones n x n :
Xn _




que se asocia a la partlciôn inlclal P^: (x^^), (xg)
2. Sea d(x^,Xj) ■» min dlj/l= 1,2,... n, j « 1,2, ... n 
entonces los OTUS x^ y x^ se fusionan y pasan a formar el conglome- 
rado Xj^,Xj al nlvel de congl orner a ci 6n d(x^,x^).
La nueva partlclôn es, ahora.
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l*nl
asociada a P^, que sera una matriz simêtrica de dlmensiones
' ' r k i i ' N  •••
Hemos de obtener la correspondiente matriz de distancias 
]
(n-1) X (n-1).
Las distancias entre los conglomerados constituîdos por 
un ûnico elemento serân las mismas que las que figuran en la ma­
triz y para obtener las*'nuevas” distancias entre el conglome-
rado (x^,Xj) y los restantes elementos de P^ considérâmes la dis­
tancia S  , que define y caracteriza este mêtodo, de la siguiente 
f orma;
’’‘J
La matriz asociada a esta participaciêii sera,ahora:
■>2 !*iî ......
0 ^11 • • • ^In
1 *ll 0 *^ 23 • « • • • • ^2n
!*2Î 0 • • • • • • ‘^ 3n
. • . •
0
3. Se elige de nuevo, el menor elemento de la matriz 
anterior y los correspondientes elementos pasan a formar un nuevo 
conglomerado, al nivel correpondiente, lo que da lugar a una nue­
va partieiên para la que, aplicando la definiciôn de la distancia 
^  entre conglomerados, se calcula su matriz asociada de distancias
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4. Se replte el proceso hasta que todos los elementos 
hayan sido agrupados a un determlnado nlvel.
5. Se construye el correspondiente dendrograma en el que 
se reflejar&n los niveles que, en cada fusiôn, se han ido obte- 
nlendo.
En el capitule V: se ofrece la clasificaciôn que hemos 
hecho, aplicando el mêtodo 5 , de 13 ejemplares de Neuropteris y 
una comparaciên de los resultados con los obtenidos medlante otros 
algoritmos.
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1** ; Asl como el têrmino homologia estâ relacionado con la seme- 
janza global, existe otro têrmino, analogla que se utilize 
para expresar la semejanza intermedia de una relaciên con­
tinua en la que los extremos serîan la identidad total y la 
disimilitud total. Segûn SNEATH y SOKAL (112): "mejor que 
hacer un contraste categêrico entre homologia y analogia, 
es preferible hablar de mayor o menor semejanza entre ôrga- 
nos, sistemas de êrganos y otros niveles de complejidad". 
Pero, existen, principalmente, en Zoologie y Botânica otras 
acepciones de los têrminos homologia y analogia.
STOIER y USINGER en su obra «GENERAL ZOOLOGY" (Mac Graw-Hill 
(1957) hablan de analogia al referirse a la similitud en la 
funci&n y no en el origen, por ejemplo, alas de insect os y 
alas de vertebrados y reservar el têrmino homologia para re- 
flejar la similitud en el origen y no en la f un ci ên.
Son, por ejemplo, êrganos homêlogos los pêtalos de las rosas, 
los zarcillos de los guisantes y las espinas de los agrace- 
jos. Vêase, tambiên "DICCIONARIO DE BOTANICA de P. FONT QUER, 
Edit. Labor, 1975".
2^ i Los "estados" de un carâcter tambiên se llaman modalidades.
: Cuando los caractères son cualitativos se utiliza la palabra 
"atributo".
4*^  : W.H. KRUSKAL y J.M. TANUR en su otra "INTERNATIONAL ENCYCLO­
PEDIA OF STATISTICS" hablan de mêtodos bilineales en Anâli- 
sis plurivariante para designar aquellos mêtodos que se ba- 
san en la consideraciên de matrices en las que las filas 
son unidades taxonêmicas operacionales y las columnas repre- 
sentan caractères.
5 * : En muestreo de poblaciones finitas se llama conglomerado a 
cualquier unidad de muestreo constituida por varias unida­
des ûltimas o de objetos en estudio.
6^ : Estos puntos se denominan, a veces, PATRONES (PATTERN)porque 
son una representaciôn de un individuo u OTU definido por los 
valores o estados de los caractères en consideraciên.
7^ i Es importante observar que en los problemas de muestreo de 
poblaciones finitas, los conglomerados, para que realmente 
sean representatives, han de ser heterogêneos.
8 ^  : La entropia o informaciên no es una medida de la "cantidad" 
de conocimiento que se posee sobre un grupo, sino, mâs bien
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es una medida del desorden de la variaciôn de la confusdôn 
(112).
Hay que distingulr entre entropia Intrataxônlca, que permi­
ts clasificar elementos y entropia intertaxônica que se uti­
lisa para la evaluaciôn de clasificaciones.
J. GARRIDO y F. AZORIN en "ENTROPIA Y CLASIFICACION DE LAS 
ESTRUCTURAS CRISTALINAS", U.A.M. Madrid (1976) relaclonan 
el concepto de especiflcidad de los caractères taxonomlcos 
con la valoraciôn de la calldad y utllldad de las dlversas 
clasifIcaciones de las estructuras crlstallnas y diseuten 
esta noclôn de calldad aplicando el concepto de entropia de 
una clasificaciên que mide la homogenelda d interna de los 
grupos taxonômicos y su relaciên con las diferencias exis­
tent es entre los diversos grupos.
Consideran, especialmente, el caso de los caractères cuali­
tativos aplicândolo a las clasifIcaciones mlneralêgicas.
93
CAPITULO II






I. METRICA DE MINKOWSKI:
II. METRICA DE CANBERRA:
III. DISTANCIA ABSOLUTA;
IV. DISTANCIA DE MAHALANOBIS:
V. DISTANCIA GENERAL CON PESOS:
VI. COEFICIENTE DE DIVERGENCIA;
VII. DISTANCIA DE JEFFREYS-MATUSITA:
VIII. COEFICIENTE DE PARECIDO RACIAL:




DIFERENCIAS EN TAMAR 0 Y F (MIMA:
XII. COEFICIENTES DE DISIMILITUD QUE MIDEN LA VARIACION DENTRO DE 
LOS OTUS;
MEDIDAS PROBABILISTICAS 
MEDIDAS FUNCIONALES DE DISIMILITUD
OTROS COEFICIENTES DE DISIMILITUD
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INTRODUCCION
El problema de la analogia taxonômica consiste en encon- 
trar el mayor nûmero de relaciones entre los elementos de un con­
junto dado, bien sea dos a dos, bien entre cada uno de ellos y los 
demas.
En esta definiciôn encontramos dos palabras clave, ele­
mento y relaciôn, que son elementos fondamentales del problema ta-
I xonômico.
Los objetos, que tambiên se llaman elementos o unidades 
taxonêmicas operacionales, "OTUS"  ^constituyen la entidad bâsica 
del problema de clasificaciên, tanto en el sentido de formaciên de 
clases como en el de asignaciên, o discriminaciên y estân defini- 
dos por un conjunto de medidas, estados o nûmeros, correspondien­
tes a los caractères elegidos para identificarlos
2* -Taies variables caracterizan el objeto y contienen toda 
la informaciên acerca del mismo, por tanto, cada objeto u OTU esta- 
râ descrito mediante las variables o caractères.
Una vez conocidos los OTUS habrâ que seleccionar las va­
riables, procurando reducir su nûmero, eliminando las menos efec- 
tivas, lo que es équivalente a reducir la dimensionalidad del es- 
pacio de medida, que tendrâ tantas dimensiones como caractères los 
OTUS, tratando de mantener, siempre, la estructura de las observa- 
ciones.
Las variables o caractères pueden ser numêricas, nomina­
les, ordinales, binaries, multifâsicas o multivariantes y condicio- 
nalmente présentes.
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Una vez que se conocen los valores o estados de los ca­
ractères de todos los objetos u OTUS a estudiar, se dlsponen u or-
3 ^denan en una MATRIZ DE DAT OS ORIGINALES de n filas, correspond! en 
tes a n elementos y p columnas, correspondientes a p caractères, es 
decir, cada elementos de la misma es el resultado de la observa- 
ci6n del carâcter j en el OTU i; las p columnas représentas los p 
caractères y las n filas, los n OTUS.
ELEMENTOS 
o UTOS CARACTERES
1 1 2  3 ........... P
^ *11 *12   *lp
^ *21 *22   *2p
X - X  ^ e ^ * # # * # * * # X_ni n2 np
Antes de calculer ^ns coeficientes de analogia se suele 
aplicar a la matriz de datos originales alguna transformaciên ten­
dante a minimizar o eliminar propiedades indeseables para el cAlcu- 
lo posterior y a facilitar el mismo; estas transformaciones usuai­
mante , son transformaciones lineales y tipificaciones o el câlculo 
de las denominadas rankitas (rankits).
El estudio de la matriz de datos puede hacerse utilizando 
dos grandes grupos de têcnicas, correspondientes a dos distintos 
puntos de vista:
- La têcnica Q estudia la a soda c iên de los OTUS (filas) en 
base a los caractères (columnas)
- La asoclaciên àe pares de los p caractères, columnas, pue­
de ser examinada sobre todos los OTUS (filas). Es la 11a- 
mada têcnica R.
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Una vez determinada la matriz de datos transformados o 
no, ya podemos acometer el estudio de la analogia entre todas las 
parejas de OTUS calculando coeficientes de analogia que no son 
otra cosa que herramientas matemâticas que cuantifican el pareci- 
do de los objetos.
Los conceptos générales de analogia, semejanza y pare- 
cido, y sus complementarios se concretan, desde ahora en otros dos 
que utilizaremos constantemente: SIMILITUD y DISIMILITUD.
"Los mêtodos basados en la idea de similitud o disimi­
litud constituyen, como dice SIBSON (l09) el mis importante gru­
po de têcnicas para analizar matrices de objetos por caractères".
Antes de pasar al apartado siguiente, queremos insistir 
en la gran importancia que tiene el conocimiento de la mêtrica 
del espacio en el que se definen los OTUS con objeto de conocer e 
interpretar las relaciones fenêticas que existen entre los mismos.
Los dlferentes coeficientes o medidas a utillzar, los 
vamos a dividir en cinco grupos:
- MEDIDAS DE ASOCIACION
- COEFICIENTES ANGULARES
- MEDIDAS DE DISTANCIA
- MEDIDAS PROBABILISTICAS
- MEDIDAS FUNCIONALES DE SIMILITUD
Todas las medidas o funciones de semejanza son aplica- 
ciones del conjunto producto X x X en el conjunto IR, siendo X el 
conjunto o espacio de los objetos, individuos, element os u OTUS
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a clasificar y que tendrâ un nûmero de dlmensiones igual al de 
caractères o atributos en consideraciên.
A cada OTU; se le asocia un vector 
cuyas coordenadas corresponden al valor del carâcter j para di- 
cho OTU.
De esta forma podemos considerar un espacio de vectores 
E y toda medida de similitud S, como una aplicaciên de E x E XR.
Ray que observar que en muchos campos de estudio, las en- 
tidades u OTUS son Individuos ûnicos y, en otros, como, por ejemplo
en la taxonomia de organismes vivos, los OTUS son poblaciones bien
definidas y las observaclohes tendrân, pues, una distribuciên de 
probabilidad.
En todo caso, cuando todas las coordenadas de los vecto­
res son cuantitativas, es natural considerar el conjunto E como n 
puntos en un espacio de dimensiên p (nûmero de caractères) que 
suele ser geomêtrico o euclideo, aunque èsto no es una condiciên 
necesaria.
KARTI6AN da la siguiente lista de doce estructuras de si­
militud :
1.- S definida sobre E x E es la distancia euclidea.
2.- S definida sobre E x E es una mêtrica
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3.- S definida sobre E x E es simêtrica con valores rea­
les.
4.“ S definida sobre E x E toma valores reales.
5.“ S es un orden complete, — , sobre E x E.
6.- S es un orden parcial, , sobre E x E (cada par com 
parable de entidades, puede ser ordenado, pero no t^ 
dos los pares de objetos son comparables).
7.- S es un ârbol jl sobre E un orden parcial de simili­
tud, (i,j)£ (k,l) siempre que
supy. (i,j) ^  sup (k,l)
8.- S es un orden complete relative de similitud ^ i, s£ 
bre E, para cada entidad de E:  ^ ^ ^k significa 
que Xj no es mâs similar a X^ que X^.
9.- S es un orden parcial relative de similitud ^  so­
bre E.
10.- S es una dicotomia de similitud sobre E x E en donde 
E X E estâ dividido en un conjunto de pares simila- 
res y un conjunto de pares no similares.
11.- S es una tricotomia de similitud sobre E x E (pares 
similares, pares no similares y el reste).
OOfltOO




1 Estas medidas, que tlenen una larga historia, se utili-
I zar on, en principio, en taxonomia biolêgica y tlenen por objeto 
 ^ medir la similitud o afinidad entre dos OTUS a partir de los va- 
I lores de un conjunto de caractères comunes a ambos.
Los coeficientes de asoclaciên mâs simples, expresan la 
razên entre las identidades o coincidencias observadas en los es­
tados de los caractères para el par de OTUS en euestiên y el nûme­
ro total de caractères.
Estos coeficientes suelen tomar valores comprendidos en­
tre 0 y 1, caracteristlca que los diferencia de las distancias que 
pueden adoptar cualquier valor, cuando no estân previamente estan- 
d.'îrizadas.
En la mayoria de los cas os en los que se utilizan estas 
medidas, las variables son del tipo PRESENCIA-AUSENCIA que se sue­
len notar por 1(+) 6 O(-).
Los atributos cuantitativos pueden utilizarse ûnicamen- 
te en aquellos casos en que se pueda encontrar alguna forma o pro­
cedimiento de "partir" (dividir) el recorrido de variaciên en in- 
tervalos taies que dicho recorrido de variaciên de cada poblaciôn 
esté comprendido enteramente dentro de un intervalo ûnico.
Los datos cualitativos, para lo que las variables pueden 
tomar dlferentes estados, modalidades o niveles, se deben tratar 
de forma similar a los datos binarios con cada nivel de variaciên, 
que se considerarâ como una variable binaria y ûnica.
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Es muy importante observar que los distintos coeficien­
tes de similitud pueden tomar diferentes valores para el mismo 
conjunto de datos, lo que es fâcil de comprender, puesto que cada 
uno de ellos expresa un aspecto distinto de la similitud entre 
los objetos.
SOKAL y SNEATH (115) discutieron el uso de los coefi­
cientes de similitud para datos binarios y decidieron que n^ se 
puede establecer ninguna régla para la utilizaciên de uno u otro 
coeficiente, sino para cada conjunto de datos debe ser c<msidera- 
do "por sus propios mêritos" por aquel investigador mâs familiari- 
zado con dicho material.
Estos coeficientes se calculan sobre las columnas de 
una matriz y las fêrmulas pueden generalizarse para las matrices 
aleatorias.
DEFINICION: Una funciên con valores reales no négatives
s (X,,Xj) =
se dice que es una medida de similitud si.
1. 0 < S(X^,Xj) < 1 para X^ ^ Xj
2. S(X^,Xj) = 1 si y solo si i = j
3. S(X^,Xj) = S(Xj,X^)




®2l ^  ®2„
cn la que cada elemento es un coeficiente de similitud o coefi- 
ciente de asociacion.
I ---------------------I
I Supongamos que cada vector observaci&n contiens ûnica-
I mente ceros y unos, es decir, tenemos datos binariosj dados dos 
I vectores de medida X. y X. definimos;
I
; a. Mjj como el nûmero de caracterîsticas que toman el
I valor 1 en X. y en X .
l *
b, es el nûmero de veces que toma el valor cero en
ambos.
c. el nûmero de veces que toma 0 en X^  y 1 en X^.
De esta forma: es el nûmero de unos en
X. y M. = M + M . es el nûmero de ceros en X .
J J ij X J J
A continuaci&n, damos la tabla de coeficientes de SIMI- 








TABLA DE COEFICIENTES DE SIMILITUD PARA DATOS BINARIOS;
1 " u
JACCARD (1908), SNEATH (1957)
SOKAL y MICHENER (1958)
; P
H
IJ RUSSEL y C.R. RAO (1940)
^^IJ______  SORENSEN (1948), DICE (1845)
+ ""u + "id
_______
M u  + 2 (M^ + M^j)
M u  ROGERS y TANIMOTO (I960) .
 ^ ^ ” ld  ^
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pueden definirse nuevos coeficientes de asociaci&n como 
promedios simples o ponderados de los anteriormente definidos.
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Finalmente vamos a hacer un breve eomentario sobre el 
CœFICIENTE GENERAL DE SIMILITUD DE GOWER (1971), de gran traS- 
cendencia en taxonomia y del que son casos particulares la mayo­
ria de los coeficientes de similitud. Puede ser utilizado para 
datos binarios, cualitativos y cuantitativos.
/ n5 lij i-1 ijk ijk ' i«l "ijk
Los pesos, W. , toman los valores 1 6 0 dependiendo de 
ijk
qpe la comparaciên se considéré vâlida para la variable k, o que 
dicha variable sea desconocida para uno al menos de los UTOS en 
estudio, exceptuando el caso de variables dicotêmicas, en el que 
W^j^ se toma igual a cero, cuando la mencionada variable no figu­
ra en los UTOS. Siempre que W^^j^ = 0, S^^^ es igual a cero y si 
W^j^ es cero para todas las variables, entonces S^^ no estâ defi­
nido.
Los valores de S^^^ 0 ^  ®ijk — ^ asignan de la for­
ma siguiente:
a. DATOS BINARIOS;
UTO i + + - -
UTO j + - + -
=ijk 1 0  0 0
"ijk 1 1 1 0
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b. DATOS CUALITATIVOS:
En este caso = 1 si los UTOS i y j son
iguales para el caracter k y, = 0 si
difieren.
c. DATOS CUANTITATIVOS:
En este caso, = 1 - i^ik - *ik'
donde es el valor del UTO i para la va­
riable k y es el rango de la variable k.
El coeficiente de similitud de GOWER se puede utilizer, 
tambiên, con datos que contengan mezcla de variables binaries cua- 
litativas y cuantitativas.
Entre las medidas de asociaci&n se pueden considérer las 
medidas entre variables nominales, que ofrecemos a continuacibn:
En la siguiente table de contingencia représentâmes la 
distribucibn de dos variables, ordinales o nominales). El elemen- 
to n^j es el nûmero de coincidencias de la variable A en la clase





1 2 * • q Totales
1 " u "l2 **• ”lq "l







Totales n.l n .2 ... • • n.q n..
00011
SI todos los elementos de la tabla junto con los margi­
nales totales se dividen por n.., que es el numéro total de ele­
ment os , expresariamos los elementos en têrminos de frecuencias, - 
fij. Las medidas ordinales de asociaciôn dependen de la sucesiôn 
de filas y coluronas mientras que las medidas nominales son inva­
riantes a cualquier permutaciôn de filas y columnas.
Veamos los siguientes tipos de medidas entre variables
nominales:
2
a. Medidas basadas en la X
Si es el valor observado en la célula ij y e^^ es
el correspondiente valor esperado bajo la hipôtesis de inde-
2
pendencia, el estadistico muestral X se define como
El valor de aumenta cuando lo hace n.. y no es una 
buena medida de asociaciôn. Un remedio parcial estâ en
que se denomina la contingencia media cuadrâtica, cantidad que 
depende del tamaBo de la tabla; se han hecho varies intentes - 
para que 0^ varie entre O y 1:
TSCHUPROW propuso la media geomêtrica de p-1 y q-1 como 
factor normalizante y obtuvo la siguiente medida
0001
. ( x'/n.. U
(p-1) (q-l)è j
CRAMER dio la medida:
f x V n . .  ) i
^min. (p-1),(q-1) J
2
PEARSON sugirib otra medida basada en 0 :
{r:^ )
medida que se llama COEFICIENTE DE CONTINGENCIA 
b« Medidas basadas en la prediccibn de clase bptima.
Una de las formas mas atractivas de dar significado a 
. la asociacibn entre variables es midiendo el poder de una va­
riable como predictora de la otra.
Si suponemos que el objetivo es "adivinar" la clase 
B para una observacibn.
Si las observaclones de la clase A son desconocidas, 
la mejor forma de hacerlo es elegir la clase B con la mayor 
frecuencia o probabilidad marginal total, es decir, el valor de 
m que satisface :
f.m = mâx f., ,... ,f. -
"La probabilidad de error en este caso es = 1- f.m "
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Supongamos ahora que es conocido a, el valor de una 
observacibn de la clase A. Entonces solo interesa la fila a de 
la tabla de contingencia y la conjetura es la clase B que co­
rresponde al mayor elemento en la fila a, es decir, el valor de 
que satisface
f ® mâx |f .9 ••• ••», f I 
am^ ' a l  aq'
dcnnde el subindice a de m indica que la clase bptima B puede 
varier de fila a fila.
Como a es conocido la probabilidad de error es 
= 1 - /f^. Pero bay p filas, cada una de las cuales tie-
ne frecuencia f^.
Por tanto, la probabilidad incondicional de error es
•■2 "  L  /  ^ )  -  1 - él
GOODMAN y KRUSKAL sugiriercm una medida del poder predictivo 
de A sobre B
. _ iL L il _ w J f ü k l Z i
B “ P 1 - f
1 m
Anâlogamente, la prediccibn de la clase A estâ dada por:
JA
Otra medida relacionada con L es
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1 - '’2 = jSl V j  -D = P
M. m + 5^  M6n.j — M.nt — Mn.
D = ----------------
2n . .
Y terminamos este apartado con la siguiente frase de 
I JARDINE y SIBSONî "La elecci&n de una medida de asociacibn entre 
I individuos, suele estar determinada, frecuentemente, por la natu- 
I raleza del problema clasificatorio".
o o o n
COEFICIENTES ANGULARES
A. La utillzaci&n del angulo como una medida del pare- 
cido o afinidad entre UTOS fue sugerido, en primer lugar por 
BHATTACHARYYA ( 35 ).
Con posterioridad, EDWARS y CAVALLI-SFORZA (1964), en 
un estudio de relaciones entre poblaciones humanas, midib el pa- 
recido o afinidad por angulos entre puntos, que representaban las 
poblaciones sobre la superficie de una hiperesfera unidad*
El coseno del ângulo que forman los vectores que unen 
los puntos, imâgenes geomêtricas de los UTOS, con el origen de 
coordenadas estâ dado por la fbrmula:
i l l
Cos.
i l l  V S i k
2
Cuando los caractères utilizados al hacer una compara- 
ci6n, son principalmente morfolbgicos, a los taxbnomos : les in­
teresa separar en el estudio de la afinidad entre modelos, las 
componentes de tamaBo y de forma.
Una medida del tamaBo nos la puede dar el mbdulo del 
vector cuyo origen es el de coordenadas y su extreme, el punto 
que représenta una UTO.
Dos puntos a- diferentes distancias, pero alineados con
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el origen, representan dos modèles que difieren ûnicamente en el 
tamaBo y dos puntos no alineados con el origen, pero a igual dis- 
tancia del mismo, representan dos modelos que difieren ûnicamente 
en la forma.
Dos modelos pertenecerân a la misma linea, que es inci­
dente con el origen, si sus valores de caractères (coordenadas) 
son proporcionales.
Esta clase de diferencias de tamaBo es una diferencia 
PROPCRCIONAL y es évidente que si dos modelos pertenecen a la mis­
ma linea que pasa por el origen, y asî, difieren ûnicamente en ta­
maBo, el coseno del ângulo entre los correspondientes vectores es 
1, le que indica que la SIMILITUD ES TOTAL.
"El coseno puede interpreterse como una medida de la 
similitud que ignora diferencias proporcionales de tamano".
El têrmino DIFERENCIA DE TAMASO puede utilizarse para 
describir la situacibn en que los valores de los caractères de un 
modelo o UTO difieren de los de otro en alguna cantidad constan­
te. Es êsta una diferencia de tamaBo ADITIVA.
B. El segundo coeficiente angular que vamos a ccnside- 
rar es el COEFICIENTE DE CORRELACION que no tiene en euenta las 
diferencias de tamaBo aditivas y proporcionales y que es igual al 
coseno del ângulo de los vectores cuyas coordenadas son los valo­
res de los caractères de los UTOS expresados como desviaciones 
respecto de la media de todos los valores de caractères de cada 
UTO.
000
Como indicb MINKOTT (112) el uso taxon&mico del coefi­
ciente de correlacibn como una medida de similitud exige que todos 
los caractères tengan las mismas propiedades direccionales y di­
mensional es .
La fbrmula del coeficiente de correlaci&n es: 
n
=jk- \1&
para los UTOS j y k, siendo x^^ el valor del caracter i en la UTO 
j, la media de todos los valores de los caractères para la UTO 
j, y n el nûmero de caractères.
Como la fôrmula anterior se basa en momentos respecto de 
la media, considéra la no^  asociaciones entre las UTOS para carac­
tères con mâs de dos estados, por lo que, en este aspecto, los coe 
ficientes de correlacibn son mas eficaces tpie los coeficientes de 
asociaciôn.
C. COEFICIENTE DE PARECIDO RACIAL DE K. PEARSON (1926) 
("Coefficient of racial likeness). En la mayorla de las antiguas 
aplicaciones en Biologia y Psicologia se utilizaron los objetos 
individuales como UTOS, y, tambiên, en muchas aplicaciones del 
anâlisis de conglomerados, êste es aûn el modelo apropiado. Sin 
embargo, las primeras aplicaciones en Antropologîa, se basaron en 
muestras taies que cada UTO (una muestra de una poblaciôn) no solo 
se représenté por un vector, sino, tambiên, por una matriz de va- 
rianzas - covarianzas.
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Un primer Intento de estudio de estos problemas lo 11e- 
v6 a cabo K. PEARSON con su COEFICIENTE DE PARECIDO RACIAL que 
permitîa las varianzas pero no las covarianzas entre caractères 
como distancias estimadas entre muestras de poblaciôn. La fôrmu­
la para este coeficiente es;
C. R. L. —
1 f
en donde X,, représenta la media de la muestra del carâcter i-êsi-
2
mo para la muestra J, S^ ^^  es la varianza de la misma y n^, el tama­
Bo de la muestra J.
D. COEFICIENTE DE CORRELACION DE CATTELL. Los coeficien- 
tes de distancia basados en caractères estandarizados pueden trans- 
formarse fâcilmente en coeficientes de correlaciôn, como ocurre con 




donde X ^ es el valor medio X para n grades de libertad.
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MEDIDAS DE DISTANCIA
Aunque hlstôrlcamente los coeficlentes de asociaciôn o 
de similitud, incluidos los coeficlentes angulares y los de corre­
laciôn, ocupan el primer lugar en taxonomla, la mayorla de los coe 
ficientes utilizados, sobre todo en anâlisis de conglomerados, son 
los coeficlentes o medidas de distancia y de disimilitud.
La distancia y la disimilitud pueden transformerse en - 
medidas de similitud mediante diverses transformaclones, como pu^ 
de ser o = c-dij siendo c una constante y donde
o dij expresan la similitud o disimilitud, re spe et ivament e, - 
entre los OTUS i y j. Sin embargo, pasar de similitudes, ij, a —  
distancias, dij, es mucho mâs diflcil, puesto que las distancias 
han de satisfacer la desigualdad triangular y es aqui donde resi­
de la diferencia esencial entre estos dos tipos de medidas.
La diferencia mâs obvia entre similitud y distancia es- 
triba en que las similitudes toman valores comprendidos entre 0 y 
1 y las medidas de distancia pueden tomar cualquier valor positivo.
Antes de continuer, hemos de observer que, aunque los 
têrminos distancia y disimilitud se utilizan, en general, como si 
fueran sinônimos, porque expresan (o se refieren a) la desemejan- 
za o disparidad entre objetos u OTUS, desde un punto de vista em_i 
nentemente cientlfico, se distinguen perfectamente.
DEFINICIOM: Sea X un conjunto no vacio de OTUS; una mê- 
trica o distancia definida en X es una aplicaciôn de -
X X X  / R, en la que a cada par ordenado (x,y) de -
element os. de X le corresponde un nûmero real, que
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cumple las condicxones siguientes:
Axioma 1.- d(x,y) > 0 , V x,y^ X
Axioma 2.- d(x,y) = 0 si y solo si X = y
Axioma 3.- d(x,y) = d(y,x), V x,y e  X
Axioma 4.- d(x,z) £  d(x,y) + d(y,z) i/'x,y, zé-E
La condici&n e exige que la mètrica o distancia d sea 
SIMBTRICA respecto de x e yj y la condiciôn 4, que es anâloga a 
la propiedad de las longitudes de los lados de un triângulo, se 
denomina DESIGUALDAD TRIANGULAR.
DEFINICION: Espacio mêtrico es el par {x,d|formado por
un conjunto X, no vacîo, y una mêtrica o distancia defi­
nida en el mismo.
De esta definicibn résulta que dos espacios mêtricos 
son distintos cuando difieren en el conjunto soporte X, o cuando 
teniendo el mismo conjunto X, difieren en las mètricas o distancias
Algunas propiedades de las mètricas o distancias y que 
utilizaremos en este trabajo, son las siguientes:
El axioma 2 implica que la distancia entre un punto y 
el mismo es cero y, si dos puntos tienen distancia cero, son idên- 
tlcos.
El axioma 1 prohibe las distancias negativas.
El axioma 3 impone la simetrîa.
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Estas propiedades concuerdan con las nociones intuiti- 
vas ya que la concepcibn popular de una distancia es la distancia 
euclidea de la geometria elemental, que es una mêtrica.
"La suma de dos mètricas es una mêtrica".
"El producto de dos mètricas(en particular el cuadrado 
de una mêtrica) no satisface necesariamente la desigualdad trian­
gular y no es una mêtrica".
"Cualquier mûltiplo positive de una mêtrica es una mê­
trica ".
"Si d es una mêtrica y W es un nûmero positive, enton­
ces d'= — ——  es tambiên, una mêtrica". 
w + d
Si{x,dj es un espacio mêtrico y X^  ^^ 0 es un subconjun­
to de X, considerando la restricciên dé d a los pares de elemen- 
tos de X^, se obtiene una distancia d^, definida en X^, pues con- 
tinûan verificândose las cuatro condiciones que definen una dis­
tancia; por tanto "el par j X^ ,d^ j^ es un subespacio mêtrico del es­
pacio mêtrico |x,d} ".
DEFINICION; Una PSEUDOMETRIC/^ en un conjunto X es una
funciên
d: X X X ---- * R U  ( ^j qq® verifica las siguientes
condiciones:
Axioma 1.- d (x,x) = 0 , -V-xfe-X
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Axioma 2.- d(x,y) £rd(x,z) + d(y,z).
DEFINICION; Se llama espacio pseudometrico (o semime- 
trico) al par (X,d).
DEFINICION; Sea X un conjunto no vacio con elementos - 
llamados OTUS, un COEFICIENTE DE DISIMILITUD sobre X - 
es una funciôn d = X x X  # R que cumple las siguien­
tes condiciones;
Axioma 1.- d (x,y) ^  0 Vx,y £. X
Axioma 2.- d (x,x) = 0  V  x Ê. X
Axioma 3.- d (x,y) = d (y,x) Vx,y g. X
DEFINICION; Un coeficiente de disimilitud se llama coe­
ficiente mêtrico o mêtrica o distancia, si verifica la 
siguiepte condiciôn, llamada desigualdad triangular;
d (x,z) £  d (x,y) + d (y,z) Vx,y,z 6 X
DEFINICION; Un coeficiente de disimilitud se llama ultra- 
mêtrico si cumple la siguiente condiciôn, llamada desi­
gualdad ultramétrica,
d (x,z) 6  mâx I d(x,y), d(y,z)j
Es évidente que esta ultima condiciôn es mucho mâs fuer- 
te que la desigualdad mêtrica, y tiencÿ ademâs, una gran impotancia.
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El axioma 3 de la définici6n de coeficiente de disimi­
litud excluye las medidas aritmêticas de disimilitud y junto al 
axioma 2, implica que se pueden especificar completamente las di- 
similitudes entre los elementos, mediante una matriz triangular de 
n (n-1)
 ^  elementos.
I. METRICA DE MINKOWSKI:
Sea X. , el valor del elemento u OTU j para la variable i,
T
y sea Xj = ^*ij* * * ***nj^ vector correspondiente al elemento j , 
entonces la mêtrica o distancia de MINKOWSKI entre los elementos j 
y k estâ dada por:
siendo __ 1.
Para diverses valores de ^obtenemos diferentes distan­
cias :
Si = 1 ,  se obtiene la mêtrica Lj, de manzanas (city- 
block) o distancia de MANHATTAN:
2. d, - r  x J
Si 2 se obtiene la distancia euclidea o mêtrica :
3. dj (Xj.x^) = *
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si K  se obtiene la mêtrica Lc>o o distancia de -
CHEBYSHEV;
4. (X.,%. ) = mâx |x -X 1
 ^ ^  i=l,...,n
que es sencilla compatacionalmente, aunque implica un procedimein- 
to de ordenaciôn.
La distancia de Manhattan, dividida por n, nûmero de —  
elementos, nos proporciona la mêtrica "diferencia media de carac­
tères de CAIN y HARRISON, o M.C.D.;
d (X ,X^)
5. M.C.D. (Xj,X^) = ----^----
que es una medida de gran sencillez estadistica y de fécil manejo, 
aunque infraestima la distancia euclidea entre los OTUS.
Como la distancia euclidea aumenta con el nûmero de ca­
ractères utilizados en la comparaciôn de los OTUS, generalmente - 
se calcula, a partir de ella, una distancia media, llamada DISTAN 
CIA TAXONOMICA:
Todas las distintàs variedades de la mêtrica de Minkow­
ski tienen très caracteristicas:
a. Tanto las variables, como su forma de epresentaciên 
se toman tal y como vienen dadas. Si, por ejemplo, - 
una variable se expresa en metros y otra en litros -
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entonces la mêtrica incluye la suma de la potencia K 
de una diferencia en litros,^
b. Cada variable se expresa linealmente, es decir, sin 
transformaciên alguna.
c. Cada variable se trata independientemente de las res­
tantes variables. La contribuciên de cada variable es 
la potencia ^  de la diferencia de los datos unitarios 
y esta cantidad no depende de las otras.
II. METRICA DE CANBERRA;
Ha sido definida por la escuela australiana y tiene por
fêrmula:
j
Tambiên ha sido propuesta por LANCE y WILLIAMS.
El numerador es la mêtrica Lj y el denominador puede ser 
considerado como una medida de la magnitud de los dos datos unita­
rios. Aunque Lance y Williams no insistieron en ello, pareceria 
juicioso utilizar esta medida ûnicamente con valores no negativos, 
puesto que de otra manera se obtendrian distancias negativas.
Hay que tener en cuenta que cono para cada para de datos 
unitarios o elementos, se utiliza distinto denominador, no siempre 
satisfarâ la desigualdad triangular y, entonces, no séria una mê­
trica.
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Una alternativa soluclôh a esta mêtrica, la dio GOWER, 
que cambiô el denominador y obtuvo.
8
III. DISTANCIA ABSOLUTA;
9. I*,. - x J
Es debida a CARMICHAEL y SNEATH quienes la justificaron 
alegando que cuando, por ejemplo, dos UTOS estân definidos median­
te dos variables cuyas unidades de escala tienen el mismo valor, 
dichos OTUS tendrân entre si la misma distancia tanto si de con- 
sideran como unidades diferentes para cada variable, como si se 
les considéra como una unidad aparté para una variable y très uni­
dades independientes sobre la otra.
IV. DISTANCIA DE MAHALANOBIS:
Esta distancia, cjue lleva el ncmibre de su autor quien 
la propuso en 1936, fue utilizada en têcnicas de conglomeraciôn 
por FRIEDMAN y RUBIN (1967) y por MCRAE (1971).
Una de sus expresiones es
le) d^(Xj,X^) = (Xj-X^)^ w"^(Xj-X^) siendo w"^ la matriz 
inversa de la matriz de dispersiên interior a los 
grupos o matriz de varianza-covarianza.
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Esta distancia tiene la ventaja sobre la euclidea y la 
absoluta de tomar en cuenta correlaciones entre las variables y 
compensa o corrige su efecto. Cuando dichas correlaciones son nu- 
las es équivalente a la distancia euclidea utilizando variables 
estandarizadas. Se considéra, frecuentemente, como una distancia 
generalizada y es invariante bajo transformaciones lineales no ne­
gativas.
Otra expresiôn de esta distancia es la siguiente:
....... (xjp-
en donde p es la matriz inversa de la matriz p x p de correlacio­
nes entre caractères.
V. DISTANCIA GENERAL CON PESOS:
5^
La asignaciôn de pesos a las variables puede hacerse 
o como fruto de una primera évaluaciôn de la importancia de cada va­
riable o por otras distintas razones que estên relacionadas con el 
problema clasificatorio.
i
donde son loa pesos de las variables.
VI. COEFICIENTE DE DIVERGENCIA:
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e estâ relacionado con la mêtrica de Canberra y que se debe a 
LARK (I952); es una medida heurîstica de distancia, aunque no es 
erdaderamente mêtrica.
I. DISTANCIA DE JEFFREYS-MATUSITA;
i
Es una medida heurîstica de distancia y que no es verda- 
eramente mêtrica, aunque ha sido utilizada con frecuencia. Esta 
istancia fue, originalmente, definida como una distancia entre 
os funciones de densidad de probabilidad, aunque en la forma da- 
a se puede utilizar como una medida de distancia entre un par de 
UTOS.
VIII. COEFICIENTE DE PARECIDO RACIAL:
Fue desarrollado por K. Pearson (I926)
Aunque se incluyê este coeficiente entre los angulares, 
tambiên figura aqui porque se suele utilizar como coeficiente de 
disimilitud.







donde X.. représenta la media muestral del carâcter i-êsimo para 
2
la UTO 3, la varianza del mismo y t ^ , el tamaBo de la muestra
UTO,.
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En taxonomla numérica se puede trabajar con la fôrmula:
Il ”~  S i  ("ij- "jk» 1 * - ^
empleando datos del tipo Q que han sido estandarizados por filas 
ya que no tenemos médias, sino ûnicamente, valores ûnicos (con una 
varianza igual a uno), representando las UTOS.
IX. COEFICIENTE DE ROGERS Y TANIMOTO (l96o):
d(Xj.X^) - - losj
siendo S^ j^  un coeficiente de asociaciôn entre las UTOS j y k y los 
rangos, variando entre 0 y 1.
Estas distancias definen un espacio SEMIMETRICO, mejor 
que uno mêtrico, es decir, que no verifican la condiciôn "d >■ G 
para i 0 j).
Para medir la heterogeneidad o desemejanza, se puede 
emplear la fôrmula siguiente




f m= nûmero de grupos de indicadores
g
f P nûmero de indicadores del grupo k
f
ï . y .^ . . =* valores de los indicadores h del grupo i
I jnk khx
3 en los UTOS j y k respectivamente.
La expresiSn anterior es invariante a cambios de escala, 
asl como a inversiones, pero no a cambios de origen ni complemen- 
taciones.
Si el nûmero de grupos coincidiese con el nûmero de in­
dicadores 0, lo que es lo mismo, si hubiese un solo indicador en 
cada grupo, o no se ponderase, se verificarîa P^ ...P^ = 1, P = m.
y se obtiene la fôrmula: 
2)
\ h=l \Jjhk *khi.
La medida de la desemejanza varia entre G y 1 para cada 
indicador positive.
Con esta fôrmula, la diferencia absoluta entre las mag­
nitudes entre las cuales se produce, sea mayor o menor.
Las anteriores expresiones 1) y 2) tienen las siguien­
tes ventajas;
a* TIPIFICACICN: En general, la estandarizaciôn de los 
caractères o indicadores es necesaria para que las me­
didas sean comparables, ya que los caractères pueden 
expresarse en valores absolutos con unidades que pue­
den ser rauy distintas en porcentajes, etc.
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b. PONDERACION; La influencia de la magnitud de los in­
dicadores estâ compensada, ya que cada diferencia se 
divide por la suma.
Ademâs, en 1) se trata de compenser la variaciôn en el 
nûmero de indicadores de cada grupo, dividiendo por este nûmero, 
P^, el cuadrado de la diferencia dividida por la suma de los valo­
res del indicador correspondiente en ambos paises.
X. IVANOVIC;
üha expresiôn que tiene en cuenta las correlaciones en­
tre caractères y que se debe a IVANOVIC (1965) es la siguiente:
P |d j P-1
h=l i=l \  “ *jh " \ h
o tambiên.
r  i-JlL c  (l-r
h=l i=l ' hi, l,2,...,i-l)
En donde représenta la desviaciôn estadard del carâcter o indi­
cador h y r^ j^  la correlaciôn entre los caractères h,i.






XI. DIFERENCIAS EN TAMASO Y EN FORMA;
En el câlculo de medidas de similitud entre UTOS, PEN- 
R(ÆE (I954) sugiere que se incluya el estudio de las diferencias 
en tamaBo y en forma.
Penrose define el tamaBo de una UTO como la media de sus 
valores de carâcter y la distancia entre tamaBos de dos UTOS, co­
mo el cuadrado de la diferencia de sus tamaBos. Cuando esta dis­
tancia se resta de la llamada distancia MSD^^esto es.
d^
V  ■ " T  ( S l  *13 + £ 1  *ik - * &  *13 *lk)
permanece un têrmino que es la varianza de las diferencias en va­
lores de caracter de los dos UTOS que han sido comparados.
PENROSE sugiere que esta varianza, que denominê DISTAN­
CIA ENTRE F(RMAS,se utilice como una medida de la diferencia de 
formas entre las dos UTOS, ignorando las diferencias de tamaBo.
Sin embargo, como indicaron ROHLF y SCNCAL (I965), la distancia en­
tre formas, ûnicamente. ignora las diferencias aditivas de tamaBo.
Las fêrmulas para estas distancias de PENROSE son;
DIFERENCIA ENTRE TAMASOS:
2 , /  n ■>
« 3k - *13" S i  *ik )
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DIFERENCIA ENTRE FORMAS:
2 ' n ,.2 2 .
^jk " n-1 ( jk" ®jk^
2
en donde d^^ es la FED cornentada mâs arriba.
XII. COEFICIENTES DE DISIMILITUD QUE MIDEN LA VARIACION DENTRO 
DE LOS OTUS;
Existen varies coeficientes de semejanza que miden la 
variaciôn dentro de los OTUS asî como la diferencia entre las mé­
dias.
Similar al C.R.L. de Pearson es el coeficiente de
SANGHUI:
Otro coeficiente es el de CROUELLO:
H
en ambas fôrmulas X^j es la media y S^^ la desviaciôn estândar 
del caracter i en el OTU j.
Para cuantificar la similitud entre muestras de pobla­
ciones caraeterizadas por frecuencias de genes EDWARDS y CAVALLI- 
SFORZA dieron la siguiente medida:
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d(Xj.X^) - ( 2 - 2  cosb<j)|
donde existe n lugares y, cuando para cualquier i, con m aleles y
frecuencia P cos (X . = ZZ (P .,P , 
g 1 g ^  g] gk
Otro coeficiente, relacionado con el mismo tema fue pro- 
puesto por STEWART;
^ / g i j  ^**gik
siendo n el nûmero de locis y Pg^ j^ la frecuencia del alele g en el 
lugar i para el OTU j.
ROGERS desarroll6 el siguiente coeficiente de distancia:
n r m , ^
H i I * H i  '
XIII. DISTANCIA PE CALHOUN:
BARTELS y otros propusieron una medida de distancia que 
utiliza ûnicamente la ordenaciôn de los OTUS a lo largo de una or­
denaciôn de los OTUS a lo largo de una de las dimensiones del espacio.
El concepto bâsico para medir la distancia entre dos OTUS 
es imaginarlos como vêrtices opuestos de un hiperpar alelepipedo cu- 
yos lados son paralelos a los ejes del espacio. La distancia es 
b&sicamente la fracciôn de OTUS que "caen" o estân dentro del hi- 
perparalelepipedo y sus extensiones.
00013
Sean: el nûmero de puntos que estân situados entre
les dos puntos de interês en, al menos, una variable, es decir, 
puntos del interior del hiperparalelepipedo y sus extensiones.
No es el nûmero de puntos que no estân entre los dos 
puntos de interês en cualquier dimensiên, pero que es igual en va­
lor, sobre una o mâs variables, con uno u otro de los OTUS.
N^ es el nûmero de puntos que tienen valor igual sobre, 
al menos, una variable con los puntos de interês pero que no per- 
tenecen ni al interior ni a la frontera del hiperparalelepipedo, 
es decir, los dos OTUS de interês son iguales sobre una o mâs va­
riables de modo que la porciên asociada del hiperparalelepipedo 
extcndido es de espesor ceroj entonces la distancia de CALHOUN es.
D = 6 N. + 3N. + 2 N  c i b z
si el nûmero total de OTUS es n, entonces el mayor valor posible 
de es 6(n-2), en cuyo caso la distancia normalizada es
La distancia de Calhoun no es una mêtrica, no cumple ni 
la desigualdad triangular ni el axioma 2» es invariante a trans­
forma ci ones que conserven el orden de los OTUS a lo largo de los 
ejes de medida y no es invariante a las rotaciones ortogonales
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MEDIDAS PROBABILISTICAS
Este tipo de medidas son de utilidad cuando sea conve- 
niente utilizar la poblaci6n estadistica para modificar los pesos 
de las variables.
Cuando el peso estâ determinado por la poblaci&n esta­
distica, estas medida8 muestran especial sensibilidad para la elec- 
ci6n de la poblacibn, El peso depende del valor de la variable, 
al igual que la variable particular utilizada en la distancia afec- 
tada por pesos; por ejemplo, el peso o importancia del significado 
de la similitud sera, en general, diferente si los objetos compa- 
rados toman los valores 1 y 1, cômo si son opuestos a tomar los 
valores 0 y 0. Mientras que los autores antiguos utilizaron los 
pesos como funciones de la poblaci&n estadistica, hoy en dia, el 
usuario puede desarrollar su propio proceso para la asignaci&n de 
los pesos.
La f&rmula m&s importante para las medidas probabilisti-
cas es,
V 4> 1
£  (- 1) log
i-x "'■'’‘’•J
siendo v el nûmero de variables y tomando +1 si y -1 si
Dada una distribuci&n de probabilidad para la ocurrencia 
de varies estados de caracter sobre n OTUS, se puede construir una 
medida de INFORMACION o ENTROPIA, aunque la informaci&n, en el sen- 
tido têcnico no es una medida que nos ilustre o nos ayude a conocer 
mucho un grupo, aunque es una medida del desorden o confusi&n .
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La medida del desorden para el caracter i es,
H (i) - - ^  ■’ig \  ’•ig
g=l
donde m^ es el nûmero de diferentes estados para el carâcter 1 y
p es la proporciôn observada de los n OTUS que tienen o exhiben 
ig
el estado g para el carâcter i.
Si los n caractères no est&n correlacionados, podemos 
sumar los valores separados de H(i) para conseguir la informaci&n 
total del grupo:
n
I ” + H  H(i) 
i=l
Un indice basado sobre informaci&n mutua, ESTABROOK y 
ORLOCl, es el cociente de las sumas de informaci&n contenida ex- 
clusivamente en los caractères h e i, y la informaci&n total que 
poseen h e i conjuntamente.
Bajo especiales condiciones todos estos coeficientes de 
desorden podrian ser mêtricos y puestos en la forma de coeficien- 
tes de similitud (coeficiente de coherencia de RAJSKI) de la si- 
guiente f orma:
S(h,i) = [l - d^(h,i) J ^
que serû una medida de la similitud entre los caractères h e i ba 
sada en una medida del desorden entre ellos.
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Finalmente, diremos que el coeficiente de Rogers y Tani- 
moto, que hemos incluido en la secci&n anterior, es, en esencia, 
un coeficiente de similitud probabilîstico y de informaci&n, su 
formulaci&n fue d ( , X^) = - log^ S(Xj,X^), donde d representaba 
la distancia entre dos OTUS j y k y S era un coeficiente de simi­
litud entre los OTUS j y k; a partir de esta distancia y similitud 
definieron,
t t
H. =Z1 = Z  - logo )
^ k=l  ^ k=l ^
donde k j , y S 0, que es una media del contenido de inf orma­
ci&n (en bits) del OTU j.
Una medida de divergencia entre dos distribuciones de 
probabilidad (x) y P^ (x) es el RADIO DE INFORMACION de SIBSON.
"ij - [■■j'‘yq(x)]}‘‘x
siendo q(x) = ^ |pj^ (x) + Pj (x)j
Otro tipo de medida, para variables binarias, puede de- 
rivarse de la tabla de concordancia-discordancia de un argumente 
probabilîstico!
Si ^ es la probabilidad condicional de que el OTU 2 
tome el valor^l^sobre la variable elegida aleatorlamente, dado que 
el OTU 1 toma el valor 1 sobre esa variable y, anâlogamente la pro­
babilidad -— —--- , entonces una medida simêtrica de la similitudA + B
entre los dos objetos estâ dada mediante la f&rmula.
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MEDIDAS FUNCIONALES DE SIMILITUD
Estas medidas son funciones de las diferentes distancias 
y pueden expresarse mediante la siguiente f&rmula general
s..= :
siendo d^^ una distancia.
En un estudio sobre contornos de isosimilitud elaborado 
por GEOFFREY H. BALL (12) nos demuestra que si una medida funcio- 
nal de similitud es una funci&n mon&tona decreciente de distancia, 
entonces la forma del contorno de isosimilitud es la misma que la 
de la distancia de la que la medida es funci&n.
En general podrian définirse otras funciones mon&tonas 
decrecientes de las distancias, como medidas de similitud.
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OTROS COEFICIENTES DE DISIMILITUD
Como complemento de este capitule, en el que présentâ­
mes un catâlogo de coeficientes de disimilitud, y ofrecemos, a 
continuaci&n, algunas nuevas distancias y coeficientes de disimi­
litud que pueden ser base de futures trabajos en este campe tan 
sugestivo de la taxonomia numèrica.
A» Consideremos los elementos atmosfêricos causantes de 
la poluci&n en una determinada zona.
Si hacemos un tratamiento de dicha zona con determina- 
dos productos, podemos conseguir que precipiten esos elementos no­
cives .
La cantidad precipitada cuando entran en contacte dos 
element os x e y de distinto peso atômico, es propercional a la 
diferencia de sus pesos, por lo que podemos définir una distancia 
d, entre el conjunto de los elementos y el cuerpo de los nûmeros 
reales de la siguiente forma:
d: E X E  ^ IR
d(x,y) = K|P^- Py |, K> 0
Efectivamente, d es una distancia o mêtrica puesto que 
se verifican las siguientes propiedades:
1. d(x,x) = K |P^- P^l = 0
2. d(x,y) = K I P^- P I = K I P - P j =  d(y,x)
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3. d(x,y) + d(y,z) __ d(x,z) ya que
I V  '■yl + *^ IV ‘’«1“ " \K- '■yl ^
i  K [fV fy) +fry- v ] -  ■'I''*- 'zl - " <*>')
La constante de proporclonalldad, K, podria servir para 
indicar la afinidad que existe entre los conjuntos formados por 
cada tipo de elementos nocivos.
B* Sea C(a,b) la clase de funciones continuas definidas so­
bre el intervalo (a,b). Definimos las distancia d asi:
ds C(a,b)
d(f,g) = V a  |f(x) - g(x) I dx
Efectivamente, d es una mêtrica sobre C(a,b) ya que,
1. Si f g, d(f,g) ^  |f(x) - g(x)| dx > 0
Precisamente, la integral anterior représenta el Area 
de la regi&n rayada en la figura.
Si f = g en (a,b) «=^f(x) » g(x), -V x 6(a,b), y f (x) - 
- g(x) * 0. luego, d(f,g) = 0. El area es cero
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2. d(f,g) - (x) - g(x)| dx g(x) - f(x) dx=
* d(g,f)
<3. d(f,h) < d(f,g) + d(g,h), ya que
|f(x)- h(x)| = |f(x)- g(x) + g(x) - h(x)|
<jf(x) - g(x)| + jg(x) - h(x)| y résulta que
d(f,h) |f (x) - h(x)j ( f (x) - g(x)| dx +
+^**|g(x) - h(x)| dx = d(f,g) + d(g,h)
La continuldad de las funciones en (a,b) nos asegura la 
existencia de las intégrales, aunque, en realidad, solo hace falta 
que las funciones sean continuas en todos los puntos de (a,b) sal­




f (t) = --- + X- sen t + X COS t + ...
**1 ^
*1g(t) •» --- + x' sen t + X* COS t + ...
*"1 ^
definidas en (-X , ), hemos de asegurarnos de que sean continuas,
menos en un nûmero finito de puntos, en (-T1 ,Tt ) para que d, de- 
finida por:
d(f,g) = J ^  |f(t)- g(t)| dt, sea efectivamente una 
distancia.
Grâficamente, d(f,g) es el nûmero que exprèsa el ârea 
rayada de la figura;
000
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Este nûmero nos puede dar una idea de la aproxima- 
ci6n de las funciones f y g en (-If, r()*
C. GEC®ESICAS
a. Consideraciones geomfetricas; Las Geodêsicas se suelen 
définir como "las curvas de minima distancia entre puntos de una 
superficie".
En el piano, las Geodêsicas son rectas, que dan la mini­
ma distancia entre dos cualesquiera de sus puntos.
En la superficie esfêrica "la distancia mas corta entre 
dos puntos A y B se mide sobre una geodêsica, que es un circule 
m&ximo".
Ahora bien, hay dos arcos de circule mâximo que unen dos 
puntos, siendo solo uno de ellos la curva de minima distancia, ex- 
ceptuando el caso en que A y B sean extremes de un diâmetro, ya qu 
entonces existen infinités arcos, de la misma longitud. decir, 
no siempre es cierto que por dos puntos pase una sola geodêsica.
En todo caso, t>ara hallar la distancia mas corta entre
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A y B, si existe, hay que determinar la funci&n,
V = v(u)
para que S tome el valor mlnimo.
(dS * E du + 2F du dv + G dv)
Este es un problems clâsico del c&lculo variacional.
"Si existe un s&lo arco de geodêsica que une dos puntos, 
de una misma regi&n, este arco da el camino mâs corto en esa re­
gi&n, que une estos puntos".
La cuesti&n de si una geodêsica es la minima distancia 
entre dos puntos fue planteada, por primera vez, por JACOBI.
b. Consideraciones taxon&micas; El anâlisis morfomêtri- 
co es una nueva têcnica que estudia viejos problemss : représenta 
un acercamiento cuantitativo a los problemas taxon&micos.
Ha sido tal su desarrollo que han surgido multitud de 
mêtodos, cada uno de los cuales enfatiza en un determinado aspec- 
to, y, por tanto, se hace necesaria su selecci&n.
Entre dichos mêtodos estân, naturaimente, los que facto— 
rizan la matriz de correlaclones entre taxones o grupos con res­
pect o a sus caractères (têcnicas Q) y los que factcrizan las co- 
rrelaciones entre los caractères con respecto a los taxones (têc­
nicas R) .
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En este estado de cosas es muy Importante considerar, co­
mo factor de peso, la generalidad de los mismos y, por tanto, sur- 
gen inmediatamente las distancias generalizadas y los mêtodos que 
permiten su câlculo, mêtodos que aplican la proposiciên segûn la 
cual "si estamos trabajando con variables correlacionadas en un 
espacio rectangular, podemos cambiar a un hiperespacio curvado con 
•Variables no correlacionadas".
Una aplicaciên de la mencionada proposici&n es la teo- 
rîa general de la relatividad, con la que estâ estrechamente re- 
lacionada la têcnica de la distancia generalizada (12 5 )•
La longitud de una geodêsica en la teorîa general estâ 
dada por la expresiên,.
dS^. dx^ dXj
siendo dx^ y dx^ las diferencias sobre los ejes x^ y x^, respecti 
vamente y g^ ^^  el tensor fundamental que describe la curvatura del 
hiperespacio en el que se mide la geodêsica
La expresiên anâloga para la distancia generalizada en­
tre dos grupos de organismes es
jdij A ^ jdjj o bien,
d “- A‘^|di||djj
donde A es la matriz de correlaciones entre los caractères y di^^ 
représenta el vector de las diferencias médias de los caractères 
para los dos grupos.
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Por tanto, la matriz inversa de la matriz de dispersi&n 
o «de correlaciên juega, esencialmente, el mismo papel que el ten­
sor fundamental g^ ^^  que describe la distorsiên del hiperespacio de 
Riemann, al acomodar las relaciones que existen entre los carac­
tères cuando se miden en el espacio euclideo.
Esta relaciôn se entiende cuando se sustituye el tensor 
fundamental g^^ por la delta de Krcwiecker, ^  que es una matriz 
unidad en la que los têrminos de la diagonal principal representan 
varianzas estandarizadas, y los restantes elementos nulos, lo que 
indica la ausencia de correlaciên entre los caractères.
La expresiên de la distancia generalizada, de esta for­
ma, se convierte en famoso resultado del teorema de Pitâgoras;
2 _,2 2D =»d^+dj + ...
en un espacio euclideo del mismo nûmero de dimensiones que de ca­
ractères.
Esta ûltima expresiên es una medida de distancia utiliza­
da en taxonomia, pero que se suele utilizar cuando los caractères 
no varian mucho de un individuo a otro dentro de un grupo.
En este caso, las covarianzas y las correlaciones no se 
hacen cada vez mâs pequefias, como las varianzas, sino que se hacen 
indeterminadas.
E. Sea X = ..., x^ un conjunto de n OTUS, cada
uno de los cuales estâ definido por los p caractères:
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*1 ^ ^11’*12’ *•* ’ *lp
*2  ^ *21’*22’ ••* ’ *2p
I
*n  ^ *nl’*n2’ ’ *np
podemos considerar la OTU fictlcia x cuyos caractères son.
X ----  ^ y. , y _  y siendoX z p
Yj= j i * 1,2,.. ., n| , j= 1,2, ... ,p
y hallar las distancias mâximas o minimas entre los elem^tos del 
conjunto X y la OTU ficticia x y, de esta forma, podemos ordenar 
jerârquicamente, segûn dichas distancias, el conjunto de elementos 
X con objeto de tomar alguna decisiôn sobre los elementos de X.
Si X = palses y x^ representan Indices econbmicos, x sé­
ria el pals menos desarrollado y asi podrlamos ordenar los palses 
segûn su riqueza o potencial econbmico.
Si considérâmes como x el elemento ficticio cuyos carac­
tères construimos as!:
i-Ax " " j +  irin
donde j= 1,2,........ p, cwistruirlamos un elemento medio ideal que
tambièn nos permitirla obtener una ordenacibn de los elementos u 
OTUS, a ambos lados de x, que tambibn nos servirla de pauta para 
tomar distintas decisiones sobre unos y otros elementos.
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F, Es évidente qpie lo perfect o no existe, que es impo- 
sible encoitrar la mejor distancia o el mejor coeficiente de di- 
similitud, pero el cientîfico ha de investigar procurando acer- 
carse hacia ese ideal, y una de las formas en que se suele llevar 
a cabo esa bûsqueda es a base de variaciones sobre coeficientes ya 
establecicbs; por ejemplo si d(X,Y) = ^ ^(x^^-y^^ es la distancia 
euclidea eitre los elementos u OTUS X e Y, cuyos caractères son,
respectivanente, x^  ^e y^ ,^ i = 1 ........ p, podrlamos tratar de






( i ^ )  
\jL\ * V y-
Los anteriores coeficientes de disimilitud, entre otros, 
nos permitlrân estudiar propiedades similares a las ya estableci- 
das para las mêtricas y es posible que en algûn problems concrete, 
considerâniolas como disimilitudes entre OTUS, siendo el soporte 
de algûn mevo mêtodo de clasificacibn, produjeran mejores resul- 
tados que los originados por los coeficientes clâsicos.
0001
: OPERATIONAL TAXONCMIC UNIT.
2^ : Desde ahora, consideraremos como sinbnimos, variables y 
caractères.
3?^  : Tambiên se la llama MATRIZ TAXONOMICA BASICA.
4 ^  : Como se advierte mâs adelante, se pueden tomar las variables 
estandarizadas de modo que sean independientes de las unida- 
des.
S* : Hay autores que no son partidarios de atribuir pesos, siguien- 
do la doctrina de M. Adanson (vêase cap. l).
6^  ^: Défini ci bn de E. PFLAUMAN y H. UNGER (96).
Segûn KELLEY en "TOPOLOGIA GENERAL", EUDEBA, 1962, una 
pseudomêtrica no puede tomar valores infinités.
En la bibliografla francesa suele denominarse "écart" a una 
funcibn con las propiedades de una mêtrica, pero que puede to 
mar valores infinites.











HmOGENEIDAD DE C ONGLWiERADOS
FUNCION DE COHESION
DIFUSION Y CONEXION
AGRUPACIONES DE MAXIMA HCMOGENEIDAD
I. EL FROBLEMA SIN RESTRICCIQNES;
II. EL FROBLEMA CON RESTRICCIONES:
LA DISTANCIA S  ENTRE CONGLOMERADOS
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il igual que entre individuos, objetos, entidades o -
OTUS se halla de SIMILITUD o de desemejanza, parece natural es­
tudiar estis conceptos entre conglornerados o clases.
Jl problems de la conglomeraciôn exige, al menos, dos
medidas, uia de homogeneidad dentro de un conglomerado y otra de 
heterogene:dad entre conglomerados. Estas medidas estân relacio- 
nadas con la nociôn de distancia entre conglomerados.
Ifrecemos, a continuaciôn, una serie de procedimientos 
para medir distancias entre conglomerados, distancias entre dis- 
tribucionei y distancias para conseguir agrupaciones de maxima - 
homogeneidid y, finalmente, los estudios que se han hecho con re^ 
pecto a loi conceptos de COHESION, DIFUSION y CONEXION que tan re 
lacionados estân con éstos procedimientos.
In primer lugar exponemos algunas ideas relacionadas - 
con el coniepto de distancias entre con juntos.
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DISTANCIAS ENTRE CONJBNTOS
La noclên de distancia entre puntos, que hemos estudiado 
en el capitule II, se relaciona con la de longitud, en particular 
con la de longitud de intervales que, inmediatamente,se extiende a 
a la nociôn general de medida. Asi, por ejemplo, definida la medi­
da como "una funci&n de conjunto tal que la medida de la uniôn de 
ccmjuntos disjuntos es igual a la suma de las medidas de dichos 
conjuntes", se tiene la aplicaciôn inmediata de este concepto a la 
distancia euclidea (longitud) de intervales.
Se ha definido la distancia entre conjuntos como el ex­
treme inferior de las distancias entre todos los pares posibles 
que pueden formarse ct»i un elemento del primer conjunto y uno del 
segundo.
Tambièn se han manejado otros conceptos que pueden, o no, 
ser coincidentes con el anterior, como, por ejemplo, el siguiente;
"Si y Xj son dos subconjuntos de un conjunto X, se 
llama DISTANCIA, D^^, entre X^ y X^ la medida de su 
diferencia simêtrica, es decir;
Dij - f I (Xj^-Xj)U(Xj-X^)| - f I (X^UXj) n  (XjUX^)j"
Es évidente que D^^^, que es una mêtrica, satisface las 
condiciones de una funciôn de medida entre conjuntos y que expo­
nemos a continuaciôn;
"Sea S = j X jjX^,........   X^j un conjunto de conjuntos
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nujnerables. Una funciôn f se dice que es la funciôn de 
medida del conjunto X si se cumplen las siguientes con 
diciones:
1. f(X^)=0, Vx^ Æ  X
2. f(0)=O
3.
j si X^nXj=0, f(X^UXj)=f(Xj^)+f(Xj)
(si Xj,n Xjf0, f(X^U Xj)=f(X^)+f(X^.)-f(X^n Xj)"
Este concepto de funciôn de medida satisface nuestra - 
idea intuitiva de medida de un conjunto al que pertenecen un nu­
méro finito de elementos, identificando f(X^ )^ con el numéro de - 
elementos del conjunto X^.
Como ejemplo de la aplicaciôn de las ideas anteriores 
a diverses ciencias citaremos el siguiente principio que utilize 
el têrmino SEMEJANZA como base para clasificar objetos en Psico- 
logia:
"Dos objetos estân psicolôgicernente CERRADOS (o SEPA­
RADOS) cuando son SEMEJANTES (o cuando no lo son".
Para establecer el concepto de que "dos elementos es­
tân psicologicernente cerrados o separados" hemos de b^ 
sarnos en la distancia entre dos conjuntos X^ y X^ es 
decir en "la medida del conjunto constituido por los - 
elementos no comunes a X^ y Xj, o sea , "la medida del 




Sean A =|x^/ i = 1,............ B ~|Yj/ j — 1,......
dos conglomerados cuyos elementos pertenecen a una poblaciôn P.
Sea D = I d(Xj^,Yj) j , i = 1,... ...,n j j « 1,....... ,m,
el conjunto de las distancias, entonces tenemos:
1. D^(A, B) = min |d(Xj^ , Yj) j , i = 1,....... ,n,
j ™ !,••• .# #,m
"La distancia entre dos conglomerados es la distan­
cia entre los puntos mâs prôximos de ambos conglome­
rados" .
Esta definiciôn coincide con la definici&n de dis­
tancia entre conjuntos finitos.
Esta medida es la base del mêtodo UNION SENCILLA, 
DISTANCIA AL VECINO MAS PROXIMO, ENLACE SIMPLE o 
ENLACE DEBIL.
2. Dg(A, B) = mâx j d(X^, Y^) j i = 1,..... ,n, j = 1, « • •, m
"La distancia entre dos conglomerados es la distancia 
entre los dos puntos mâs alejados de dichos conglome­
rados" .
Esta medida es la base del mêtodo UNION COMPLETA, 




3. D (A,B) = d(X.,T,)/n.m es la distancia me-
^ j=l i=l ^ ^
dia entre A y B con respecto a la funciôn de ' dis­
tancia.
"La distancia entre dos conglomerados, es la distan­
cia media entre todos los pares de individuos, toman
do uno de un conglomerado y otro del otro congloméra
do".
4. "La distancia entre dos conglomerados es la distancia 
entre las medids (o centroides, o centres de grave- 
dad) de dichos conglomerados".
5«— "La distancia entre dos conglomerados es la distan­
cia entre sus medianas o centres médianes".
Cada promedio (moda, media aritmètica, etc.) darà - 
origen a una definiciôn de distancia.
_  n X^ _  m
6. Si X = — —  e Y = —  , y considérâmes la
i=i " iTi ”
MATRIZ DE DISPERSION:
a  - Y) (X - ?)’’irhn
entonces la traza de esta matriz se llama DISTANCIA 
ESTADISTICA o SUMA DE CUADRADOS entre conglomerados 
A y B y se represents por:
i s -
"La distancia entre dos conglomerados es la suma de
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los cuadrados de las distancias de los elementos a 
la media del conglomerado total menos la suma de - 
los elementos a las médias de sus respectives con­
gl orner ados" .
Esta medida es la base del mêtodo de WARD.
LANCE y WILLIAMS (23) nos ofrecen la siguiente fôrmula 
general para el c&lculo de las DISIMILITUDES entre los grupos h 
y un grupo (j,k) forraado por la fusiôn de los grupos j y k;
'*jh "Sch
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Si en lugar de conocer las di similitudes, d^^^, cpnoce- 
mos las similitudes, j » subsisten las mismas relaclones, sin 
mâs que tener en cuenta que.
y si /3 = 1, se puede sustituir d por S directamente.
Las relaciones que se deducen de la fôrmula de LANCE y 
WILLIAMS se aplican, generaimente, en el proceso de conglomeraciôn 
como un procedimiento aglomerativo y, a partir de una matriz de 
similitud o disimilitud entre entidades u OTUS.
II. METODOS DIVISIVOS;
1. MŒOTETICOS: Se estudian las variables hasta encon- 
trar la dicotomîa que maximiza algûn criterio de di- 
similitud. Un criterio bastante utilizado es
d 2
^  » k=l,... d
j A
2
siendo X  el coeficiente de asociaciôn ji-cuadrad 
entre las variables y calculado a partir de la 
tabla (2 x 2) de la distribuciôn marginal. "Se sigue 
dividiendo el conglomerado hasta encontrar un valor 
de k que maximiza la expresi&i anterior".
2. POLITETICOS: El coeficiente de disimilitud de MAC- 
NAUGHTON-=SMITH para variables binarias es;
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"Sea la proporci&n de objetos en un grupo A que tie-
nen asignado el uno en la variable j y sea X . la pro-
Bj
porcibn de apareamiento para un grupo B. Entonces la 
disimilltud entre los grupos A y B es
donde los se calculan para el grupo combinado
A + B.
SIMILITUD ENTRE CONGLCMERADOS
La conglomeraciôn estratificada jerârquica es la repre- 
sentaclbn definida con mâs culdado y fue dada independientemente 
por CONSTANTINESLU (1966), MARTIGAN (1967), JARDINE (1967), JOHN­
SON (1967) y LERMAN (1970), (23).
Formalmente, "es un ârbol r = (E,A,T) que consiste en 
una raiz (origen) E, (el conglomerado que contiene todos los ele­
ment os, un conjunto finito. A, de nudos C (conglomerados de elemen 
tos) y una apllcacibn T de A en si mismo, tal que para todo K ^  1 
= C si y solo si C = E junto a una funcibn de valores reales ^  
sobre A tal que y(C) £  9^(C) si existe un K ^ 0 tal que T C'= C."
La representaci&n pict&rica de un dendrograma ha sido 
ampliamente utilizada para describir clasificaciones.
"La SIMILITUD, S^j> entre dos conglomerados (o dos ele- 
mentos) se define como el valor de en el primer nudo en el que 
dlchos conglomerados quedan unidos por T."




Consideremos cada conglomerado de puntos como una mues- 
tra extraida de una poblaci&n.
Sean f y g las funciones de densidad de probabilidad co- 
rrespondientes a los conglomerados A y B.
WACKER y LANGREBE discutieron diverses formas plurivalan­
tes de medidas de distancia y sus propiedades métricas. Sus resul- 
tados figuran en la tabla que ofrecemos a continuacibn en la que 
C indica la clase de todas las funciones de distribucibn p-varian- 
tes absolutamente continuas, PN, la clase de funciones plurivarian- 
tes de distribuci6n normal y la clase de funciones pluriva­
riantes de distribuci&n normal con matrices de igual c ovarianza.
La tabla tambièn nos da las propiedades mètricas de las 
medidas de distancia relatives a estas très clases de funciones de 
distribuci&n.
Algunas medidas de distancia entre conglomerados podrian 
résulter mâs ûtiles en aquelles casos en los que se puedan suponer 
normalidad y, entonces, se podrian estimaiy/Y y ZZ ccm X y S y, de 
este modo, séria posible calcular dichas medidas.
Muchas de las medidas de la mencionada tabla subs1sten 
para formas univariantes de las medidas de distancia (35)*
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FORMAS MÜLTIVARIANTES DE MEDIDAS DE DISTANCIA Y SUS PROPIEDADES 
METRICAS
1. CRAMER- VON MISES
,2 . J  èw
' 'oo
|y^G(x) - F(x)^ dxj
2. KOLMOGOROV - SMIRNOV
K = Sup |g (x ) - F(X)|
3. DIVERGENCIA
4. BHATTACHARYYA
5® JEFFREYS - MATUSITA
M -y^Ve(x) - \rf(x) ] ^  dx i
6. DISTANCIA DE KOLMOGOROV
''(p) k g  - ’’f
000163
7. MDMEtOS DE KDLtBACK - SIEBLER
'•tg
8. SWAH - FU
g
"f + ”g
f ' (p+') 1 *
9. MAHA-ANOBIS
ÎI 10. SAMIELS - BACHI
yV= \fo ^ - O”^ (‘><)j g* j donde,
f“^(6<) = inf I C/Q^n Q ^ jôj y
{*/ X. < c)j , (^ = I x/F(x) ><xj
2c
11. KIEIER - WOLFOWITZ
V =_y^F(x) - G(x)| e dx
donde |x|= vector norma de x
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DIVERGENCIA ENTRE DISTRIBUCIONES
Una medida de la Divergencia entre dos distribuciones 
de probabilidad nos la ofrece SIBSON bajo el nombre de RADIO DE 
INFORMACION (54).
Sean las distribuciones p^(x) y p^(x),
donde q(x) = & |P^(x) + p^(x)|
Esta medida puede ser sumada sobre diferentes variables X
A menudo, es conveniente categorizar variables numêricas, 
asl como obtener distribuciones discretas. En este caso la integra- 
ci 6n en la anterior expresi6n se sustituye por el sumatorio exten- 
dido a los diferentes estados.
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HOMOGENEIDAD DE CONGLOMERADOS
3ean (x) y (k) los dos conglomerados ccm menor distan­
cia (en la estrategia utilizada) en el nivel k, es decir, los mâs 
similar es, por tanto, en el nivel k+1, el nûmero de grupos séria 
C-1, 8lend) C el nûmero de grupos formados en el nivel k. Si al 
formar el auevo grupo (ik) el incremento en la distancia total J, 
siendo, ^
es may fue'te, se puede considerar que los grupos (i) y (k) no son 
H(MOGENEOS y que, por tanto, pertenecen a colectivos o a poblacio- 
nes, o a d.stribuciones probabilisticas distintas ( 38 ).
En cambio, si el Incremento en J es pequefio, en princi- 
pio, se piede admitir la "hip&tesis nula" de que ambos grupos per­
tenecen al mismo colectivo y, por tanto, que la nueva agrupaci&n 
(ik) es c<rrecta. ^Dbnde estâ el limite en base al cual se decide 
el agrupaniento o, por el contrario, se estima que ambos grupos no 
son HCMOGMEOS, y al no serlo los demâs, el dendrograma debe fina- 
lizar?
La respuesta a esta pregunta depende de la distribuci&n 
probabilisbica seguida por la variable j(ik).
- ‘ ‘ i ’
Antes de efectuar la fusi&n de los grupos (i) y (k), la
suma total de las desviaciones euclideas de ambos grupos serâ: 
n.
J, _'(ik) j=l
x f ) .  m(k)| '
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La distancia sera siempre mener o igual que la
distancia j
(ik)
Si los grupos (i) y (k) son HOMOGENEOS y, por tanto, pe
tenecen al mismo colectivo, la variable muestral J., ..es una bue
V i+k ) __
na estimaciôn de la variable y tiene el promerio cu-
ya estima ci 6n es Si J ^(ik) puede suponer que la
variable pertenece a un colectivo cuyo promedio es inferio
a y que, por tanto, al no ser (i) y (k) grupos homogèneos,
no pueden fusionarse.
Para obtener el limite L tal que para un «  por 100 de 
riesgo se supone
L J
que si L los grupos no son homogêneos, se procédé del
siguiente modo:
1. <H>tenci6n de las distancias J,. . y J,., . .(i+k) (ik)
2. Obtencibn del valor tipificado ^  en la ley normal 
para un por 100 de riesgo.
3. La tipificaci&n del limite L en la ley normal para
serâ :el promedio y varianza S^
(ik)
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^(ik) N  "k'''‘''(ik)
siendo,
•’(ik)" <V "kl-F-S
_ i   2
’{ik)“ <v V  <’“>
F = nûmero de caracteristlcas.
n “ n.+ n 1 k
S = promedio de la estimaciûn de la estimaci6n de 
las varianzas.
• y ("i+ %) Fpor tanto, L = J(,k)'
l. El test de hipûtesis consiste en analizar si
de tal forma que si asl ocurre, se aipone con un 
por lOO de riesgo que los grupos son HETEROGENEOS 
y, por tanto, no se debe continuar en la obtenci&n 
de nuevos niveles en el endograma.
Ahora bien, la prueba anterior tiene el inconvenien- 
te de que se basa en la hip&tesis de q«e los elemen- 
tos a agrupar siguen la ley multivariante normal.
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A continuaci6n, se ofrece un test de significaciûn F de 
Fisher aplicable sea cual fuere la distribuci&n probabilistica de 
los elementos a agrupar.
Vamos a estimar si una distribuci&n de elementos en Cj 
grupos es significativamente mejor que una subdivisi&n en gru­
pos donde ^  C^. Para ello, se parte de la base de que se conocen 
los valores muestrales de las desviaciones euclideas J(C^) y J(C^),
S  "i
J(C^) = 1 }  L
1=1 j=l
“l
j(Cj) ‘ Z  TL pj 
1=1 j=l ^
Dado que C^» résulta que J(C^)2 J(Cg). La variable
muestral en el test de Fisher serâ:
J(Cg)
J(cj)
El procèso a seguir es el siguiente:
A» Obtenci&n del valor te&rico de la F (de Fisher), para 
K^= F y Kg = F.(n-C) grades de libertad al nivel
B» Obtenci&n de j(C)




C» Obtenciôn de m 
(ik)




E* Comparaciôn de Fr y Ft
Si Fr Ft se puede asumir con un por 100 de 
riesgo que los grupos considerados no son homogè­
ne os y, por tanto, no deben fusionarse.
Si Fr / Ft no hay indicios estadistico como para 
considerar que j(C-l) es significativamente mayor 
que J(C); por tanto ,se fusionann los dos grupos 
considerados en el nivel K, alcanzando en el en­
dograma el nivel K+1 formado por C-1 grupos.
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F UNCI ON DE COHESION
En el estudio de los mètodos de aglomeraci&n (clumping) 
NEEDHAM défini6 una FUNCION DE COHESION, que mide la extensi&n a 
quê objetos del aglomerado (clump) estân relacionados con objetos 
del complemento y busc6 partielones que correspondienran a minimos 
locales de esta funciùn de cohesi&n simétrica entre un aglomerado y 
su complemento.
Si Sj^ j es la similitud entre los objetos i y j y si
S<A,B) =
mide la similitud entre los conglomerados A y B, entonces la funci&n 
de cohesiôn entre un aglomerado C, que contiene n^ objetos y su com- 
plemento C, es la siguiente:
S(C,C) I _ S(C,C)
S(C,C) I S (C,C) OCn^(n^-l)




ESTABROOK ha propuesto formas de medlr el aislamiento y 
a cohesi6n de los grupos que resultan de un estudio clasificatorio 
défini6 la DIFUSION y la CONEXION de un grupo (54).
"La DIFUSION de un grupo G es la diferencia entre el ni- 
el hj, nivel al que el grupo se formô y el nivel h^, nivel al que 
el grupo se incorporô o uni6 a otro grupo mayor".
Si el grupo contiene N^ objetos, el nûmero de segmentes 
ebe estar comprendido entre un minime, N^, y un maxime, ^ Ng(Ng-l)
Si el nûmero de segmentes es e, la conexi&n se define por
e - (Ng- 1)
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AGRUPACIONES DE MAXIMA HOMOGENEIDAD
W»D.FISHER ( 45 ) estudia, tambi&n, agrupaciones de mâxlma 
HWIOGENEIDAD y consigue un procedimiento practice para agrupar ele­
mentos buscando la minimizaci&n de la varianza dentre de los gru­
pos.
El problema estadistico, de gran importancia, como es el 
de définir grupos homogêneos, se plantea asi:
"Dado un conjunto de K elementos, cada elemento tiene asig 
nado un peso y una medida numêrica a^, dado un entero positive 
G, G <• K, hay que hallar un procedimiento sistemâtico y prâctico 
para agrupar los K elementos en G subconjuntos mutuamente excluyen- 
tes y exhaustives, taies que la suma DE CUADRADOS PONDERADA,
K _  2
i=i ^ ^ ^
sea MINIMA, siendo a^ la media aritmêtica ponderada de aquelles a^ 
que son asignados al subconjunto al que se asignê el elemento i".
Este problema ha sido llamado "PROBLEMA DE AGRUPACIŒ".
El valor D, que se llama "suma de cuadrados intergrupos" 
en el sentido del an&lisis de la varianza, serâ llamado DISTANCIA 
CUADRADA.
El problema anterior puede plantearse, desde un punto de 
vista geomêtrico, de la siguiente forma:
"Dados K puntos ponderados sobre una linea recta, agrupar
000173
los puntos en G grupos de modo que la suma de distancias cuadradas 
de los puntos a sus centros de gravedad de grupo, sea minima".
Un sistema de agrupaciên se llama una PARTICION, y una 
partiei6n asociada con la distancia cuadrâtica minima, D, se llama- 
râ "la mener partiel&n cuadrâtica.
ci&i:
Se distinguen dos subclases en el problema de la agrupa-
1. El problema "SIN RESTRICCIONES", donde no se ponen 
restricciones o condiciones latérales a las parti- 
ci ones admitidas.
2. El problema "CON RESTRICCIONES", donde la concicio- 
nes anteriores se imponen "a priori" sobre la base 
de un conocimiento previo, bien sea te&rico, o bien 
por razones de conveniencia.
FISHER supone que y a^ son conocidos y que la MEDIDA
DE HOMOGENEIDAD, D, es ûtil para muchos pr oblemas prficticos.
I. EL PROBLEMA SIN RESTRICCIONES;
Se puede plantear asi: supongamos que se desea encontrar 
el mejor mêtodo para conseguir un nûmero dado de estratos en un 
muestreo con estratificaci&n proporcional, segûn una variable re­
levante de una determinada poblaci&n, es decir, hay que restratifi- 
car una poblaci&n, de modo que la estimaci&n de la media de la pobla­
ci&n basada en una muestra estrat ifi cada tenga una varianza pequeRa, 
suponiendo que se toma como media muestral, la estimaci&n de la me­
dia de toda la poblaci&n.
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Ha sido deraostrado que, bajo las condiciones anteriores, 
si es el peso del elemento i de la poblaci&n, a^, la media de la 
clase i y a la media del estrato al que se asigna la clase i, en­
tonces, la varianza de la estimaci&n es proporcional a D, mâs una 
constante que représenta la varianza dentro de las clases origi­
nales. Para minimizar.la varianza de la estimaci&n, es suficiente 
minimizar D que représenta la varianza de las médias de los ele­
mentos dentro de los estratos finales.
Es obvio que cuando los K elementos originales se or- 
denan . segûn la variable elegida (i j si aXa^) las ûnicas par- 
ticiones que se deben considerar son las CONTIGUAS definidas para 
un conjunto de elementos completamente ordenados segûn una parti- 
ci &n que consiste en subcon juntos qpie satisfacen la siguiente con- 
dici&n: "si los elementos i,j y k estân en el orden i < j < k y los 
elementos i y k se asignan, al mismo estrato, tambièn lo debe ser 
el elemento j. Para encontrar la agrupaci&n èptima, es suficiente 
calcular los valores de D para cada una de^ ^  particiones con- 
tiguas de los elementos en los K grupos elegidos y seleccionar la 
que tenga el menor valor de D.
RESUMEN: Elegida una variable de una poblaci&n, al re­
solver el problema de agrupaci&n, se puede elegir libremente la 
ordenaci&n de las clases originales y, a continuaci&n, buscar 
una partiel&n contigua de esas clases que se ordenarân de modo 
que se minimice la distancia al cuadrado.
HANSEN, HURWITZ y MADOW, en su discusi&n de este proble­
ma, presentan el caso de una distribuci&n de frecuencias de fa­
milies de Atlanta, que se agruparon en diez clases de niveles de 
renta. El problema que resolvieron consisti& en combinar las diez
000175
clases en très estratos, de modo que la estimaciôn de la renta me- 
ia para todas las familias, basada sobre una muestra estratifica­
da tuviera una pequena varianza. La atenciôn se fij6 en las diver­
ses combinaciones posibles de las clases originales en estratos, 
suponiendo una colocaci&n proporcional de nûmeros de muestras en­
tre los très estratos y muestreo aleatorio dentro de cada estrato. 
Para hallar la agrupaci&n &ptima es suficiente calcular los valo­
res de D para cada una de las 36 posibles particiones contigtlas 
de diez elementos en très grupos, y seleccionar aquella que ofrez-
ca el menor (mlnimo) valor de D.
Para algunos pequeRos problemas sin r estricciones, 2 0  
y G ^  S, se puede obtener la soluci&n por enumeraci&n compléta de 
todas las posibles particiones contiguas, calculando los valores 
de D y seleccionando aquella que présente el menor valor, y en otros 
casos es posible obtener la soluci&n, mediante una simple inspec- 
ci&n ocular de la distribuci&n de frecuencias de a^, ordenando se­
gûn sus magnitudes.
II. EL PROBLEMA CON RESTRICCIONES;
Del problema de agrupaci&n anterior, sin restricciones, 
se pasa al problema CON RESTRICCIONES si al conjunto de particiones 
de K elementos en G subconjuntos admisibles para una soluci&n, se 
aftade alguna o algunas restricciones "a priori" y se exige, ademâs, 
que los subconjuntos sean mutuamente exclusives y exhaustives.
Muchos de los problemas prâcticos serân del tipo "con 
restricciones", ya que el investigador desearâ ahadir, o bien, cier- 
tos conocimientos previos o factores de conveniencia a las condicio­
nes de la agrupaci&n.
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Como caso interesante, aunque muy particular, de la mul- 
titud de problemas con restricciones que se pueden presenter, se 
puede considerar el que présenta una ordenaci&n compléta "a prio­
ri" de dos elementos, que es diferente del orden ntimferico de los 
«£ y que se debe a WALLIS y ROBERTS, quienes en la discusi&n de 
series de tiempo, presentan un ejemplo de cambio de niveles del 
lago Michigan - fftiron, a lo largo de no venta y seis ahos.
En su grâfica sugieren ciertas èpocas en las que el ni­
vel era alto y otras, en las que dicho nivel era bajo, aunque sin 
regularidad o periodicidad. Supongamos que se deseara définir G 
èpocas, tales que la variaci&n del nivel del lago, dentro de las 
èpocas, definido por la distancia cuadrada 0, sea minimizado. Na­
ture Imente , se exigirâ que cada êpoca comprenda ûnicamente ados 
consecutivos; esta es una ordenaci&n "a priori". Entonces, résulta 
un problema con restricciones en el que todos los pesos son igua- 
les a l .  La soluci&n debe ser una partici&n contigua segûn la or­
denaci&n en el tiempo y no necesariamente segûn la ordenaci&n de 
los niveles.
rês ;
De este modo se han considerado très problemas de inte-
a) Conglomeraciôn, en general.
b) Conglomeraciôn con la restricciôn de contigüidad sobre 
el terreno, como es, por ejemplo, el problema de la re- 
gionalizaciôn.
c) Problema de periodizaciôn que corresponde a la res­
tricciôn de contigtlidad con el tiempo.
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^ tLA DISTANCIA, 0 , ENTRE CŒfGLOMERADOS
En el capitule I hëmos hablado del mètodo de conglomera­
ciôn S  que hemos sugerido. Dicho mêtodo utiliza la nueva distancia, 
que hemos llamado 6 , entre conglomerados, y que esponemos a con- 
tinuaciôn:
Sean A = | ..., a^ j y B = > b^jdos ccn-
glornerado o clases constituidos, respectivamente, por los elemen­
tos a^,i = 1 ,  ... h y b j , j  =1,... k, y sea d la mêtrica asociada 
al conjunto de OIUS.
DEFINICION: La distancia <5 entre los conglomerados A y B
es la siguiente:
<, , 1 =  1,2,... h
o 2 j = 1,2, ... k
La distancia S entre conglomerados se puede utilizar en 
el proceso de la conglomeraciôn, una vez que entre los OTUS ha si­
do definida una mêtrica d.
Esta distancia puede considerarse como la aplicaciôn a 
conglomerados o conjuntos de la nociôn de centro-recorrido (mid­
range) que se aplica a distribuciones unidimensionales de frecuen- 
cia o probabilidad con recorrido finito.
CAPITULO IV
EVALUACION Y CCMPARACION DE LAS TECNICAS DE CONGLOMERACION
i n
PROCEDIMIENTOS Y COEFICIENTES PARA EVALUAR LAS TECNICAS DE
COWGLOMERACION
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Vamos a abordar, en este capitule, los aspectos del 
anâlisls de conglomerados menos trabajados y, por tanto, con me­
nor nûmero de resultados.
Existen, en el anâlisis de conglomerados, multitud de 
problemas por resolver. Expondremos algunos de elles y ofrece- 
remos una revista de los resultados mâs destacados, hasta el pré­
sente, asl como el procedimiento que hemos seguido para comparar 
mètricas mediante el coeficiente de correlaciôn cofenêtico a tra- 
vès de los valores cofenêticos de los correspondientes dendrogra- 
mas.
Cuando se quiere conglornerar un conjunto de elementos, 
el primer paso que se ha de dar es elegir una medida de similitud 
o disimilitud y, a continuaciôn, seleccionar un mêtodo de anâlisis 
de conglomerados.
Y esa elecciên ha de hacerse sabiendo que:
1.- Existen tantas alternativas que es muy diflcil de- 
cidir quê medida y quê mêtodo resolverâ mejor un 
pr oblema part icular.
2.- Diferentes criterios de conglomeraciôn aplicados 
al mismo conjunto de elementos pueden producir re­
sultados distint os.
3.- Por otro lado, para un problema determinado, existe 
un gran nûmero de diferentes mêtodos que darân, subs 
tancialmente los mismos resultados, mientras que, 
quizâs, otros pocos proporcionarân resultados dife­
rentes.
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4.- Cada criterio de conglomeraciôn estâ "predispues- 
to" a encontrar tipos particulares de conglomera­
dos y puede darse el caso de que distorsione los 
resultados hacia ese ideal.
5.- Determinados mêtodos reaccionan a algunas caracte 
rlsticas fundamentales de un problema miestras que 
hay otras que detectan caracteristicas especiales, 
produciendose resultados distintos.
6.- En los datos pueden existir estructuras subyacien 
tes que pasan inadvertIdas a muchos mètodos de con 
glomeraciên.
7 «- Los conocimientos teêricos que se poseen son insu- 
ficientes para explicar s atis fact orlament e, en to­
dos los casos, la manera en la que los resultados 
de diverses mêtodos de conglorneraciên coinciden o 
difieren al ser aplicados a distintos conjuntos de 
datos.
Junto a las anterior es afir madones y a otras muchas - 
que pudieran hacerse, fruto de los trabajos en este campo, exis­
ten multitud de posibles preguntas, algunas de las cuales ofrecje 
mos a continuaciên, y cuyas contestaciones intentan (las hay a&n 
sin contestar, lo que hace atractive este campo de investigaciên) 
paliar muchos de los problemas del anâlisis de conglomerados.
SNEATH y SOKAL ( 112 ) nos ofrecen algunas de taies pre
guntas.
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a.- iQuê es una buena claslficaciên?
b.- 2Es mejor la clasificaci&n A que la B?
c.- ^Son similares dos clasificaciones?^en quê medida?
d.- ^Es importante la estructura en un conjunto de OTUS?
e.- ^Cual es la diferencia que existe entre los conglome­
rados obtenidos mediante procedimientos distintos?
A la vista de lo anteriormente dicho ^c&mo podemos abor­
dar la cuesti&n de la evaluaciôn de mètodos alternatives de conglo- 
meraci&n?
Cada mètodo nos ofrece una soluci&n, y "a priori" todas 
las soluciones son igualmente buenas a menos que, claro estâ, las 
propiedades conocidas de un determinado mètodo de conglomeraci&n 
nos propercionen alguna informaci&n adicional a la soluci&n.
Por tanto, parece razonable, en una primera etapa, comen- 
zar la tarea de la evaluaci&n de los mètodos de congloméra ci &n tra- 
tando de establecer sus caracteristicas fundamentales y a continua­
ci&n, llevar a la prâctica un procedimiento que se utiliza con fre­
çu encia, y que consiste en resolver problemas de los que se conoce 
la soluci&n.
Hechas las anteriores consideraciones, hemos de concluir 
que es necesario conseguir un procedimiento sistemâticos que rela-
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clone las poslbilldad.es de los mètodos de conglomeraci&n con las 
caracteristicas fundamentales de los problemas a resolver.
Como afirma ANDERBER6 ( 2 ) si fuera posible encon­
trar un conjunto de conceptos importantes que describan los pro 
blemas y otro conjunto que describa mêtodos, entonces podrian - 
ser alcanzadas una variedad de importantes capacidades;
la- podrian ser construidas nuevas estrategias de an& 
lisis.
2a- Aspectos de coincidencia y de distinci&n entre mè 
todos podrian ser identificados para ayudar a mi­
nimi zar el nûmero de particiones redondantes obt^ 
nidas al ccmgloraerar un solo conjunto de datos.
3a- Problemas caracterlsticos que estân fuera del al- 
cance de los mêtodos de conglomeraci&n podrian ser 
identificados y ayudar en la orientaci&n de inves- 
tigaciones que busquen nuevos mêtodos.
4a- El progrèso podrla hacerse en el esfuerzo para dis 
tinguir entre el poder de un mêtodo para revelar - 
la estructura de un conjunto de datos o su tenden- 
cia a imponer una estructura.
Una posible aproximaci&n para descubrir estas dimensic» 
nés conceptuales es volver el anâlisis de conglomerados sobre si 
mismo y conglomerar los resultados obtenidos aplicando mêtodos - 
provechoSos a conjuntos de datos especialmente construidos.
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Las similitudes y diferencias entre varies m&todos de 
conglomeraci&n pueden identificarse comparando les resultados ob- 
tenidos al conglomerar conjuntos de dates de caracteristicas cono- 
cidas, y las caracteristicas de diverses conjuntes de dates pueden 
descubrirse cenglemerandeles con m&tedes de prepiedadés cenecidas.
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. PROCEDIMIENTOS Y COEFICIENTES PARA EVALUAR LAS TECNICAS DE
CONGLOMERACION
1.- El primer mêtodo que se obtuvo, en la historia de la taxono 
mia numêrica, y que es debido a SOKAL y ROHLF en 1962, es el 
de las CORRELACIONES COFENETICAS. Este mètodo asigna un VALOR 
COFENETICO a la similitud entre todo par de OTUS de un dendr£ 
grama y da lugar a una matriz de taies valores para todo con- 
junto de OTUS.
"El valor cofenêtico entre dos OTUS j y k es la
similitud maxima Sj^ (o disimilitud minima d e n t r e  los dos 
OTUS del dendrograms". SNEATH y SOKAL (112 ).
Se calcula un coeficiente de correlaci&n momento- 
producto entre los elementos S^^ de la matriz de similitud - 
original, S, y los valores cofenêticos de la matriz C. -
Este coeficiente de correlaci&n cofenêtico es una medida de 
la concordancia entre los valores de similitud del fenograma 
y los de la matriz original. Se ha observado que varia de 0,6 
a 0,95 dependiendo del mêtodo que origina el fenograma y de - 
la estructura natural de los OTUS a clasificar.
Es un mêtodo muy popular entre biblogos y zo&logos, 
que lo utilizan como una medida de la bondad de ajuste entre 
la clasificaciên jerârquica y la matriz de similitud original.
Naturalmente, este importantîsimo coeficiente (y el 
mêtodo) ha sido sometido a toda clase de pruebas y se ha tra- 
jado mucho con êl y sobre êl.
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FARRIS (2) investiga mêtodos de conglorneraci&n que tra- 
tan de maximlzar el menclonado coeficiente y concluya que tales 
m&todos son excesivamente sensitivos para el tamaflo del conglome- 
rado. Sin embargo, el coeficiente de correlaci&n cofen&tico que 
es un ûtril utensilio evaluative, falla como criterio al^orîtmico 
(2), o sea, que dicho coeficiente no sirve para clasificar o con­
glomerar, sino para comparar las clasificaciones o conglorneraclo­
nes.
BORKO (2) utilizb virtualmente este mismo esquema de eva- 
luaci&n para comparar diferentes clasificaciones derivadas de un 
ûnico conjunto de dates unitarios
2,— HARTIGAN prefiriô caracterizar la comparaciôn de matrices de simi­
litud utilizando distancias mejor que correlaciones:
En particular, si (i,j) es el valor de similitud(o me­
dida de asociaci&n) entre las entidades i y j expresado en la k- 
èsima matriz de similitud, entonces la distancia entre las matri­
ces de similitud p y q es ;
R(S„,S ) - 2: 2 2  W (i,J) fs (i.j) - s (i,j))
^ i?2 j=l
siendo n el nûmero de entidades o elementos y W (i,j) una funci&n 
de ponderaci&n.
Los indices de los sumatorios i y j corresponden a filas 
y columnas, respectivamente, de la mas pequeda matriz de similitud.
3.- Una medida de la DISTORSION (el complemento de la concordan-
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cia representada por el coeficiente de corielaci6n cofenêtico) 
nos la prdporciona una familia de medidas* que es debida a - 
JARDINE y SIBSON (ver 70 )« Este coeficiente esté dada por
donde es el coeficiente de disimilitud entre los OTUS j
y k (3 ^ k), Cj^ es su valor cofenêtico es un coeficien
te arbitrario tal que Oé -1» Variando el coeficiente 
es posible acentuar las mayores o menores diferencias entre 
las disimilitudes y los valores cofenêticos respectivamente,
4.- MEZZICH (LIQ en un interesantlsimo estudio abordô y resolviê 
el problems de la évaluaci6n de procedimientos de congloméra 
ciên. Construyê, para ello, très Indices; una medida de vali^ 
dez externa, una medida de validez interna y una medida de - 
replicabilidad.
El mencionado autor midiê el criterio de validez - 
externa obteniendo el porcentaje de concordancia de las pre- 
dicciones de los expertos y los resultados de los procedimien 
tos de congloméraciên; esto puede ser llevado a cabo con una 
tabla de contingencia.
La medida del criterio de validez interna es el - 
coeficiente de correlaciên cofenêtico.
La medida de la REPLICABILIDAD o ESTABILIDAD es - 
tambiên, esencialmente, un coeficiente de correlaciên, Los
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datos iniciales se dividen aleatorlamente en dos conjuntos 
de Igual nûmero de elementos. Para cada uno de los dos con 
juntos de datos se obtiene la configuraci&n de conglornera- 
ciên correspondlente mediante el procedimiento en cuestiên. 
De cada una de las dos configuraciones de congloméraciên se 
dériva una matriz de similitud y es entonces cuando se cal­
cula un coeficiente de correlaciên a partir de cada una de 
ellas.
S»- A continuaciên exponemos el procèso referido, SOLOMON, para 
conglomerar dos têcnicas de conglomeraciên sobre la base de 
una matriz de similitud.
Supongamos que considérâmes una pareja cualquiera 
de têcnicas de conglomeraciên, A y B que ya han conglomerado 
un determinado conjunto, el ccxistituido por la mitad de los 
datos iniciales; hemos obtenido por tanto 2 configuraclones 
de similitud que darên lugar a sendas matrices de similitud.
Se puede calculer un coeficiente de correlaciên de 
una manera similar al coeficiente de correlaciên cofenêtico 
obteniendo el coeficiente de correlaciên momento producto so^  
bre todos los pares de elementos correspondientes en las dos 
ûltimas matrices de similitud. C(mo este procèso puede repe- 
tlrse para la mitad de las otras très bases de datos obten- 
dremos cuatro coeficientes de correlaciên diferentes para el 
mismo elemento si construimos una matriz de correlaciên pro- 
ducida por los procedimientos de conglomeraciên.
Utilicemos la medida de las cuatro correlaciones y
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tendremos una matriz de correlaciên en la que las filas y co 
lumnas son los diferentes procedimientos de conglorneraciên. 
Una matriz similar se construye a partir de la otta mitad de 
cada una de las cuatro bases de datos.
Como el procedimiento de la UNION COMPLETA es el - 
mejor algoritmo de conglomeraciên para las cuatro bases de - 
datos empleadas anteriormente, lo aplicamos a cada una de las 
dos matrices de correlaciên de conglomerado y observamos los 
resultados; a continuaciên descubriremos que la UNION COMPLE­
TA y el CRITERIO DE OPTIMACION de la COVARIANZA son las têcni 
cas que se encuentran en un conglomerado y juntas con los pro 
cedlmientos de congloméraciên denominados ISODATA y de KING - 
forman un conglomerado de cuatro procedimientos de congloméra 
ciên.
6.- Una comparaciên de los mêtodos de SOKAL y MIGHENER, EDWARDS y 
CAVALLI-SFORZA y WILLIAMS y LAMBERT nos la ofrece, GOWER ( )
en un interesantlsimo trabajo.
RAND présenta criterios objetivos para comparar dos 
c onglomer a ci one s diferentes sobre el mismo conjunto de datos.
FISHER y VAN NESS definen condiciones de admisibili 
dad que serlan deseables bajo ciertas cir cunstan cia s y compa- 
ran con ellas varies mêtodos de congloméraciên. Dichas condi­
ciones de admisibilidad son formuladas de manera que rechazan 
aquelles mêtodos que originen "malas conglomeraciones". Sin - 
embargo, podrla darse el caso de que rechazaran algûn proce- 
dimiento con resultados razonables.
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R&HTIGAN, JOHNSON y JARDINE y SIBSON discjiten y 
estudlan estas condiciones.
7.- Para la comparaciên de distancias euclideas, GOWER ( 2 3 ) -  
sigue el siguiente procedimiento:
Cualquier conjunto de distancias euclideas d^^ pue 
de ser representado por puntos taies que las distancias - 
(X.,X ) = d . Para comparar d con d ^ . se gira el conjun
J J ^  i n 2
to de puntos X^ relative a X^ hasta que A  (X^,X*)
sea minime. El coeficiente de dlâborsiên que puede ser —
utllizado como una distancia, es aplicable incluse en el ca­
so de que las d,'\ sean distancias ultramêtricas y, por tanto, 
2
M podrla utilizarse como un criterio de conglomeraciên jera£ 
quica.
8.- GORDON ( 54 ) expone un algoritmo para el estudio de dendro- 
gramas équivalentes de orden local maximal y que estâ basado 
en la siguiente definiciên de SIBS(R (l09 ):
Si y Tj son dos dendrogramas, se dice que son - 
équivalentes de orden local si
^ij^ - d|^^ y si y solo si
d^j^ —  *^ ik^  para todos los elementos i,j,k, siendo d^^^ el
m&s bajo nivel al que los objetos i y j pertenecen al mismo 
grupo en el dendrograms k; en el mismo trabajo tambiên se 
bla de la equivalencia de orden global.
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Tambiên se han efectuado estudios comparatives uti­
lizando los mêtodos geomêtricos, en los que cada objeto o
J elemento es representado por un punto de un espacio de baja
i
dimensibn, entre elles el mêtodo del, denominado por su ri- 
gldez, anâlisis de Procust o Procustes analysis.
!
Como afirma GORDON (54), "probablemente, los mâs 
fructifères estudios comparatives son los que combinan conglo­
meraciones con mêtodos geomêtricos.
9.- JARDINE y SIBSON (70) en su estudio sobre la evaluaci&n de
conglomeraciones, comparan, en primer lugar, coeficientes de
disimilitud, entradas (INPUTS) y salidas (OUTPUTS), con objeto 
de conocer cêmo ha funcionado un mêtodo de conglomeraciên en 
un determinado caso y despuês comparan dos coeficientes de di- 
î similitud.
Si d y D(d) son, respectivamente, el coeficiente de
similitud de entradas (inputs) y D(d) de salidad (outputs), los 
representan mediante puntos de un espacio euclideo de dimensiên 
^ ^ n(n-l)j , siendo n el conjunto de OTUS a clasificar.
Aunque se puede trabajar con la mêtrica euclidea, 
plantean el uso de las très mêtricas siguientes:
Si dj^  y d^ son dos coeficientes de disimilitud
1.- ^g(dj^,d^) = mâx f ]d^(x,y) - d^ (x,y)| / x,yg.xj
, 2 1 ^
2.- 5^ (dj^ ,dg) =j2lj^i - s  j
3.- “ ZrUi (^ ,y) - ^2 I
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teniendo en euenta que en les dos ûltimos casos, los sumato­
rios se toman sobre los ^ n (n-1) subconjuntos de los elemen­
tos de X.
Para evitar el factor de dimensionalidad es conve- 
niente dividir por un factor normalizante y considerar:
I o " ^ o
= [i n (n-1)
[ A " (n-1) ]'^
Tanto las primeras mêtricas como las segundas, son 
mêtricas sobre el conjunto C(X), de todos los coeficientes de 
disimilitud sobre X.
Ahora bien, para comparar mêtricas es necesario tam 
biên que dicha comparaciên sea independiente de las escalas d 
medida en ambos coeficientes de disimilitud, para lo cual hay 
que normalizar d^ y d^ y, a continuaciên, utilizar la mêtrica 
conveniente para compararias.
De esta forma se obtiene:
S i  \  1
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siendo S^Cd) = <^^(d,0)
S^(ld) *= ^  j^(d,0) donde 0 es el coeficiente de disin^ 
lltud representado por el origen del espacio euclideo asocia- 
do, es de cir, d(x,y)=0 "V x,y €. X
Otro mêtodo de comparaciên de coeficientes de disi­
militud, considéra la diferencia entre d^ y d^ como el ângulo 
entre las rectas Od^ y Od^,
X. = cos”^
 ^®l/2("l) ®l/2<"2) I
0.- El procedimiento que hemos seguido para comparar mêtricas, y 
que desarrollamos en el capitule VI, consiste en lo siguiente:
Una vez definido un conjunto de OTUS y obtenidas las 
matrices de distancias, a comparar, entre dichos OTUS y defi- 
nida una mêtrica éi entre las distancias anteriores conseguimos 
una matriz de distancias h , a la que aplicamos diverses pro— 
cedlmientos de conglomeraciên, cada uno de los cuales da lugar 
a un dendrograma que le corresponde una matriz de valores cofe­
nêticos. Las matrices anteriores las comparâmes mediante el 
coeficiente de correlaciên cofenêtico de SOKAL, coeficiente que 
nos indicara la concordancia entre los dendrogramas mencionados.

CAPITULO V
APLICACION DE ALGUNOS METODOS DE CONGLOMERACION PARA LA CLA- 
SIFICACION DE NEUROPTERIS Y COMPARACION DE LOS RESULTADOS.
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Este capitule consta de dos partes estrechamente rela- 
cionadas pero muy bien diferenciadas.
La primera de ellas esté dedicada a la aplicaciôn, y 
ello se hace por primera vez, de los mêtodos de taxonomla numérl 
ca para la clasificaciên de ejemplares del género NEUROPTERIS, - 
PTERIDOSPERMEAS fêsiles del Carbonifère Superior, resolviendo un 
problema planteado en Paleobotânica; entre los mêtodos que hemos 
apllcado figura el mêtodo , propuesto por nosotros, y que figu­
ra en el capitule II.
La segunda parte consiste en la comparaciên, mediante 
el coeficiente de correlaciên cofenêtico, que hemos expuesto en 
el capitule V, de los mêtodos utilizados en la primera parte.
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CIASIFICACION DE PTERIDOSPERMAS
Como ya se ha indicado vamos a utilizar diverses méto-
dos, enlace sencillo o distancia minima, enlace complète o dis­
tancia mâxima, mêtodo de la media y mêtodo é para clasificar 13 
ejemplares del género NEUROPTERIS.
La primera parte,todo mêtodo de clasificaciên, como es 
la elecciên del conjunto de OTUS a clasificar y là asignaciên de 
caractères a cada OTU,ha sido realizada en el laboratorio de Pa- 
leobotênica de la Facuitad de Ciencias Geolêgicas de la Univers! 
dad Complutense en un trabajo dirigido por el Dr. Talens, que fo 
tograflaron 13 ejemplares de NEUROPTERIS (en Paris), de los que 
obtuvieron diversas medidas con objeto de clasificarlos; tal fue 
el material que nos proporcionaron.
Hay que hacer la considéraciên de que la adscripciên es
peclfica en los fêsiles, a falta de otro tipo de caractères (posi.
bilidad de reproducciên, grupos serolêgicos, nûmero de cromosomas, 
etc.) se hace estrictamente sobre caractères morfolêgicos, hablén 
dose, incluse, de "parataxones de forma" para indicar los géneros 
y especies definidos en fêsiles.
Se nos propercionaron los siguientes datos correspondien 
tes a los 13 ejemplares mencionados:
A   (3, 2.1, 1.2, 2.3)
B —  (3.2, 2.2, 1.4, 2,3)
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2.3, 1.3, 1.4, 1.8)
2.6, 1.2, 1.2, 2)
3.7, 1.3, 1.7, 2.8)
3.9, 1.7, 1.2, 2.7)
4.9, 1.4, 0.7, 4.1)
6.6, 3.3, 2, 5.8)
I — 6.9, 3.7, 2.1,,6.1)
5.7, 2.4, 1.1, 5)
4.8, 1.6, 1.4, 3.9)
4.6, 2.2, 1.8, 3.8)
M 7.8, 2.6, 1.4, 6.6)
es declr a cada elemento se le ha asociado 4 caractères morfol6gl
COS.
El primer paso que hemos dado ha sido construir la ma— 
triz de distancias asociada a la partiên inicial:
'o'} 1*1 ' M  ' W . 1»!. I®) • W  » Joj. 1 h', ji', jjj M y  p»»-» ip
que hemos utllizado la distancia euclidea:
i' j
y hemos obtenido la siguiente matriz:
d (X,, X j  - \/ 2 2  (x. - y,)'
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A B C D E F G H I J K L M
3 3.2 2.3 2,6 3,7 3,9 4,9 6,6 6^ 9 5,7 4,8 4,6 7,8
2.1 2.2 1.3 1.2 1.3 1.7 1.4 3,3 3,7 2,4 1.6 2,2 2,6
1.2 1.4 1.4 1.2 1.7 1.2 0.7 2 2,1 1,1 1.4 1.8 1,4
2.3 2,3 1.8 2 2 f 2.7 4,1 6,1 9 3.9 3 f 6,6
A 3 -2 ,1 *1 .2 - 2.3 0 03 1,19 1,04 1.27 1,06 2)99 532 5,74 3,82 2,46 2p7 6,46
B 3,2 -2 ,2- 1.4- 2,3 0 1,36 132 1.1 0,96 2,69 5P3 6 ,2 3,69 2 3 4 2 p 9 6,3
C 2,3 -1 .3 . 1.4- 1.8 0 Q42 1.74 1,88 3,54 5,98 6,77 4,76 3,27 3,2 7,41
D 2.6 -1,2- 1.2- 2 0 1,45 1,55 3,16 5,95 6,91 4,47 3 9 4 2,93 7,84
E 3,7 -1,3 1.7- 2 f 0 0,67 2 ,03 4,63 5,24 3 3 2 1,61 1,62 5,61
F 3,9 -1 .7- 1.2- 2-7 0 1,81 4,48 5,03 3 1,51 1,51 5 3 9
G 4,9 -1.4 -0,7 •4,3 0 2,06 3,9 1,61 1,78 1.42 4,07
H 6,6 -3,3 2 - 0 0,53 1.75 3,17 3,04 1,71
I 6,9 -3,7. 2,1 6,1 0 231 3,7 3,59 1,66
J 5,7 2,4 -1.1- 9 0 1,65 1,78 2,66
K 4,8 -1,6 -1.4 -s;9 0 0,75 4,15
L 4,6 -2 ,2 -1.8 -3,8 0 438
M 7,8 -2 ,6 -1.4 -6,6 0
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que una vez normalizada se convierte en la matriz:
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A B C D E F G H I J K L M
3 3^ 2.3 2,6 3,7 3.9 4.9 6,6 6,9 5.7 4,8 4.6 7,8
2.1 2.2 1,3 1.2 1.3 1,7 1,4 3,3 3.7 2.4 1.6 2,2 2.6
1,2 1.4 1.4 1.2 1.7 1.2 0.7 2 2,1 1.1 1.4 %8 1,4
2.3 2.3 1.8 2 ^8 2.7 4.1 5,8 6,1 S 3,9 3,8 6,6
A 3 -2 ,1 -1 .2 - 2,3 0 Q03 0,15 Q I3 Q I6 0,13 Q 34 Q66 0 7 3 0 4 8 031 0 3 6 08 2
B 3,2 -2.2- 1.4- 2,3 0 0^17 0,15 0,14 0,12 0,34 0,64 0,79 0,47 03 9 0,26 OJBO
C 2,3 -1.3- 1.4- 1.8 0 0,05 032 Q23 0,45 0,76 0,86 opo 041 0 4 0 0,94
D 2,6 -1.2- 1.2- 2 0 Q » 0,D 0,40 Q75 0,88 0 5 7 037 0 3 7 1
E 3,7 -1.3 -1.7- 2,8 0 0,08 0 3 5 0,59 0,66 041 0 3 0 0 2 0 0,71
F 3,9 -1,7- 1.2- 2,7 0 033 Q57 0 6 4 0 3 8 0,19 0,19 0,71
G 4,9 -1.4 -0,7 -4J 0 0391 049 0 3 0 0 2 2 0,18 0,51
H 6,6 -3,3 2 - 5,8 0 Op6 0 3 2 0,40 0 3 8 0,21
I 6,9 ■3,7 2,1 6,1 0 0 3 9 04 7 0,45 021
J 5,7 2,4 -1,1- S 0 021 0,22 0 3 3
K 4,8 -1.6 -1,4 -3.9 0 0 P 9 0 5 2
L 4,6 2,2 -1.8 3,8 ' 0 0 5 4
M 7# -2 ,6 -1.4 -6,6 - 0
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A partir de la matriz anterior hemos comenzado a apli- 
car los cuatro mêtodos mencionados; el proceso seguido, que esté 
explicado en el capitule XI, y los resultados que en las diferen 
tes etapas hemos obtenido figuran ordenadamente a continuaciên:
I. METODO DE LA DISTANCIA MINIMA:
Como el mener elemento de la matriz es 0,03, les elemen 
tos A y B se fusionan para formar el primer conglomerado al nivel 
0,03.
Hemos de obtener, a continuaciên, las nuevas distancias 
entre dicho conglomerado j A, Bj y los restantes elementos:
d [(A,B),c|= min d(A,C), d(B,C) = min 0,15, 0,15=0,15
d [(A,B),d ] = 0,15
d [(A,B),e ] = 0,14
d [(A,B),F]= 0,12
d  ^(A,B) , G 1 = 0,34
d [(A,B,),l]= 0,64
d [(A,B),I 1= 0,73
d [(A,B),J ]= 0,47
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d [ (A,B),K ]= 0,29 
d [ (A,B),L ]= 0,26
d [(A,B),M 1 =  0,80
luego la nueva matriz de distancias es:
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LUEGO LA NUEVA MATRIZ ES :
A’B C D E F G H l  J K L M
A-B 0 0,6 0,15 0,14 0,12 0 3 4  0,64 Q 73 0,47 0,29 0 3 6  0 8 0
c 0 0,22 0 3 3  0,45 0 7 6  Oj86 0 ,60 041 0,40 034
Q  0  0,18 0,19 0 ,40  0,75 0 8 8  0,57 0 3 7  0,37 1
E 0  0 , 0 2 5  0 3 9  0,66 0,4! 0 2 0  0 2 0  0,71
F  O 023  0 5 7  0 ,64 0 3 8  0,19 0,19 Q 7I
G 0 0391 0,49 0 2 0  0,22 0,18 0,51
H 0  Op6 0 2 2  Q 40 Q38 0,21
I 0  0 3 9  C47 Q45 0,21
J 0 021 032 03 3
K  0  Oj09 052
L  0  034
M  0
NUEVO g r u p o : C"D AL NIVEL 0,05
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LUEGO LA NUEVA MATRIZ ES :
A-B C D E F G H 1 J K L M
A*B 0 0,13 0,14 0,12 0 3 4 0 6 4 0 7 3 0,47 0 3 9 0,26 0 8 0
CD 0 0,18 0,19 0 4 0 0,75 0 3 6 0 5 7 037 0 3 7 0 9 4
E 0 Qpe 03 5 03 9 0 6 6 041 0,20 0 2 0 071
F 0 023 0 5 7 0 6 4 038 0,19 0,19 071
G 0 0391 0 4 9 0 3 0 0,22 0,18 051
H 0 Qp6 02 2 0,40 038 0,21
1 0 029 047 04 5 031
J 0 021 0 2 2 0 3 3
K 0 0 0 9 0 3 2
L 0 0 5 4
M - 0
0Û0207
SE FORMA UN NUEVO GRUPO E " F AL NIVEL 0,06 
Y LA CORRESPONDIENTE MATRIZ ES:











0 0,13 0,64 014 0,12 0,34 047 029 026 0,80
0 0,75 0,18 0,19 0,40 0,41 030 0,20 071
0 020 057 0391 022 040 038 031
0 Ope 025 041 020 0,20 071
0 023 ope 0,19 019 0,71
0 02C 022 018 051
0 031 022 033
' 0 009 052
0 054
0











Y LA NUEVA MATRIZ ES :
AB CD H-I E-F G J K L M
0 0,13 0 ,6 4 012 0 3 4 0,47 0 2 9 0,26 0,80
0 0,75 0,18 0 ,40 0,41 0 2 0 0 2 0 071
0 037 0,39 0 2 2 0 4 0 0,38 031
0 0 2 3 0P 8 0,19 Q19 071
0 02 0 032 0,18 0,51
0 031 032 0,33
0 0 0 9 0 5 2




COMO EL ELEMENTO MAS PEQUENO DE LA MATRIZ ES 0,09 
A ESE NIVEL SE FORMA UN NUEVO GRUPO : K " L
Y LA CORRESPONOIENTE MATRIZ ES :
AB CD H-l E-F K-L G J M
A-B 0  0,13 0 ,6 4  0,12 0 2 6  Q34 0,47 0 3
C D  O 0 ,7 5  0,18 0 3 0  0 4 0  041 0,71
H I 0  0 ,57 0 3 8  0 3 9  Q22 031
E-p 0  0,19 0 3 3  038  0,71
K-L 0  0,18 021 032
G  0  0 2 0  0,51
J  0  0 3 3
M  0
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[(A*B),( E’F)j = 0 ,1 2  QUE ES LA MAS PEDUENA, LUEGO 
YA TENEMOS UN NUEVO GRUPO : [( A'B), ( E'F)] AL NIVEL 0,12 
Y LA CORRESPONOIENTE MATRIZ ES :
[(A-B),(E-F)] C-D H-l K-L G J M
[(A-B),(E-F)] 0 0,13 0 ,5 7 0,19 0,23 038 0,71
C-D 0 0 ,7 5 0 ,2 0 Q40 0,41 0,71
H-I 0 0 ,3 8 0 3 9 022 021
K-L 0 0,18 021 0,52
G 0 030 051
J 0 03 3
M 0
UN NUEVO GRUPO A B),( E-p)], (C D)j^  AL NIVEL 0,13 
Y LA NUEVA M ATRIZ ES:
[(A-B),(E-F)],(C-D) H-l K-L G J M
[(AB),(EF)],(C-D) 0 0 ,5 7 0,19 0 3 3 0 3 8 0,71
H-I 0 0 ,3 8 0,39 0,22 0,21
K-L 0 0,18 031 0,52




EL NUEVO GRUPO, AHORA ES: C(K-D,G) AL NIVEL 0,18
Y LA NUEVA MATRIZ ES :
{[(A-B),(E-F)],(C-D)) ((KL),G] H-I J M
| a b ),(e f 3/g d | 0 0,19 0,57 0,38 071
Ük -u .g ] - 0 0,38 020 0,5!
H-I • 0 022 031
J 0 033
M 0
NUEVO GRUPO { ( (A'B),(E-F)},(C'D)},((K*L),G}
AL NIVEL 0,19 Y LA MATRIZ ES :
{((A-B\(En].(OD)}.[(K-L),G] H-l J M
{((AB),(E-n},(C-D)HKL),(| 0 0,38 0,20 0,51
H-l 0 0,22 021
J - 0 033
M 0
NUEVO GRUPO :|{j(A’B)j(E*F)),(C-Dÿ‘,[(KL),G], J | 
'------------------ G"---------------
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LA  NUEVA M A TR IZ  E S :
(G*-J) H -l M
(G"-J) 0 0,22 0,33
H -l 0 0,21
M 0
LUEGO EL NUEVO GRUPO ES [( H I), MJ 






















DENDROGRAMA OBTENIDO POR EL METODO DE LA DISTANCIA MINIMA
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II. METODO DE EW.ACE COMPLETO 0 DISTANCIA MAXIMA;
Como el elemento mâs pequeflo de la matriz es 0,03, los 
elementos A y B se unen para formar el primer grupo (A,B).
Hallamos las 
tantes elementos:
d [ (A,B) ,C ] = mix
d [ (A,B),d ] = m&x
A,B),e ] = mSx
AjB),FJ = m&x
A,B) ,g ] = mâx
A,B),h ] = mâx
A,B),I ] = mâx
A,B) ,J ] = mâx
A,B) ,K ] = mâx
d [ (A,B) ,L ] = mâx
d [ (A,B) ,M ] = mâx



































METODO : ENLACE COMPLETO 
0  DISTANCIA MAXIMA (NEUROFTERB)
COMO EL ELEMENTO MAS PEOUEflO CE LA MATRIZ ES 0.0S 
LOS ELEMENTOS A V B SE UNEN PARA FORMAR EL 
PRIMER GRUPO ( A B) HALLAMOS LAS DISTANCIAS 
MAXIMAS DE ESTE GRUPO A LOS RESnNTES ELEMENTOS:
d[(A-B),C} = 




d^A-B),H ] = 
d ((A -B ),l] = 
d g A -B ) , j]  = 
d[(A-B),K l = 
d[(A -B),L] = 
d[(A-B),M] =
MAXIMA<[d^( A C] 
MAXIMA {d/ A-D) 
M axima  ^ d,( A-E)
MAXIMA {^ d,( A-F ) 
MAXIMA{di( A-G ) 
MAXIMA {di(A-H ) 
MAXIMA jdi(A-I ) 
MAXIMA {d/ A-J ) 
MAXIMA {d/A-K )
MAxiMA-[di( A-L)






di (B H)}=Q66 
d,(B*T)}=o,79 
d, ( B-J)}=0,48 









F G H 1 J K L M
A-B 0 0,17 0,15 Q16 Q13 0,34 0 6 6 0,79 0 4 8 0,31 0,26 0,82
C 0 0 0 5 0,22 0,23 045 0,76 0 ,86 0 ,60 0,41 0,40 094
D 0 0,18 019 0 4 0 07 5 0,88 0,57 037 037 1
E 0 ope 0 2 5 0,59 0,66 0,41 0,20 0,20 0,71
F 0 023 0,57 0 ,64 0,38 0,19 0,19 071
G 0 0,391 0,49 0 ,20 0,22 0,18 051
H 0 0 0 6 0 2 2 0,40 0 3 8 0,21
I 0 0 2 9 0,47 0.45 0,21
J 0 021 0 2 2 0,33
K 0 0,09 092




|eL ELEMENTO MAS PEQUENO DE LA MATRIZ ANTERIOR ES 0,05 j 
LUEGO LOS ELEMENTOS G Y D SE UNEN PARA FORMAR UN 
|NUEVO GRUPO A DICHO N IVEL:
LA  M A T R IZ  DE DISTANCIAS ES:
i
A-B C-D E F G H I J K L M
A-B 0 0,17 0,16 013 0,34 0,66 0,79 0 4 8 0,31 0 2 6 0,82
C-D 0 0 2 2 0,23 0 4 5 0 7 6 0 3 8 0,60 041 04 0 1
E 0 0,08 0,25 09 9 0 6 6 0,41 02 0 0 2 0 0,71
F 0 0,23 0 5 7 0 6 4 0 9 8 0,19 019 0,71
G 0 0,391 0,49 0 3 0 0 2 2 0,18 091
H 0 0 0 6 0 2 2 0,40 0,38 031
î 0 0,29 0 ,47 0,45 0,21
J 0 021 0,22 0 3 3




EL MENOR ELEMENTO DE LA 
ELEMENTOS H E I FORMAN 
MATRIZ DE DISTANCIAS ES
MATRIZ ES 0,06 LUEGO LOS 
UN NUEVO GRUPO, LA NUEVA
A-B C-D H-I E F G J K L M
A-B 0 0,17 0 ,79 0,16 0,13 034 0 4 8 0,31 0 3 6 0,82
C-D 0 0 8 8 0 2 2 0 2 3 0,45 060 0,41 0,40 1
H-I 0 0 3 6 0 ,64 0,49 039 0,47 0,45 0.21
E 0 O p8 03 5 0,4 ! 030 0,20 071
F 0 0 3 3 0,38 0,19 019 0,71
G 0 020 032 0,18 051
J 0 0,21 0,22 0,33






ELEMENTO MAS PEQUERO DE LA MATRIZ ANTERIOR
NUEVO GRUPO E~F
MATRIZ bE DISTANCIAS MAXIM AS:
0 ,0  8 i 1
i
I
' A-B C-D H-I E-F G J K L
A-B 0 0,17 0 7 9 016 0 3 4 0,48 0,31 0 3 6 0,82
C-D 0 0 8 8 0 3 3 0 4 5 Oeo 041 0 4 0 1
H -I 0 0 6 6 0 4 9 0 3 9 0,47 0,45 0,21
E-F 0 0,25 041 0 3 0 0 2 0 0,71
G 0 0,20 0 3 2 0,18 031
J 0 0,21 0,22 0 3 3
K 0 Op9 0,52
L - -1 0 0 5 4
M ’ - 0
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ELEMENTO MAS PEQUENO DE LA MATRIZ ANTERIOR 0 ,0 9
NUEVO GRUPO K-L
MATRIZ DE DISTANCIAS MAXIMAS:
■
•
AB C-D H-I E-F K-L G J M
A-B 0 0,17 0 7 9 016 091 0,34 0 ,4 8 0 9 2
C-D 0 0 8 8 0 3 3 041 0,45 0,60 1
H-I 0 0 6 6 0 4 7 0 4 9 0 2 9 0,21
E-F 0 030 0,25 041 071
K-L 0 022 0,22 0 3 4
G 0 0 2 0 031




MENOR ELEMENTO DE LA MATRIZ ANTERIOR 0,16
kU EVO  GRUPO (( A-B),( E"F))
gA-B),(EF|) CD H-l K-L G J M
B),(E-F)1 0  0 ,2 3 0 ,7 9 0,31 0 3 4  ,48  0,82
C-D 0 0 ,8 8 0,41 0,45 oeo 1
H-I 0 0 ,4 7 Q 49 0 2 9  021
K-L Q 0 3 2  0,22 0,54
6 0  0 2 0  0,51
J 0 033
M 0
ELEMENTO MAS PEOUERO DE LA MATRIZ ANTERIOR 0,20
NUEVO GRUPO G’J
M ATRIZ DE DISTANCIAS MAXIMAS :
[(AB),(E-F)] C-D H-l K-L G-J M
0  0 ,2 3 0 ,7 9 0,31 0 4 8 .82
CD 0 0 8 8 0,41 0 ,6 0 1
H-I 0 0 ,4 7 0 ,4 9




ELEMENTO MAS PEQUENO DE LA MATRIZ ANTERIOR 0,21 
NUEVO GRUPO H I ) m]
MATRIZ DE DISTANCIAS;
[(A-B).{E-Fll [(H-I),M| C-D K-L G-J
[(a -b)Æ-f )3 0 0 ,8 2 0 ,2 3 0,31 0 ,4 8
[(H-I), M) 0 1 0 ,5 4 0,51
C-D 0 0,41 0 ,6 0
K-L 0 0 ,2 2
GJ 0
ELEMENTO MENOR DE LA MATRIZ
NUEVO GRUPO [(K'L), (G'J))
ANTERIOR 0,22
MATRIZ DE DISTANCIAS MAXIMAS :
((A-B),(E-F)] ((H-l) M] ((K-Ü,(G-J| C-D
[(A-B),(E'F)1 0 0 ,8 2 0 ,4 8 0 ,2 3
Sh -i ),m] 0 0 ,5 4 1
[(K-U(G-J)] 0 0 ,6 0
C-D 0
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EL MENOR ELEMENTO DE LA MATRIZ ANTERIOR ES 0,23
n u e v6 grupo {((A-B),(E*F)],(C‘D)}
Y LA bORRESPONDIENTE MATRIZ DE DISTANCIAS:
I
{((A-B) ,(EF)1(C-D)} ((H-I), M] ((K-U,( G-J)]
{((A-B),(E-F3,(C-D} o 1 0 ,6 0
(iH-I), M] 0 0 ,5 4
((K-L),(G-J)] • 0
EL MENOR ELEMENTO DE LA MATRIZ ANTERIOR ES 0,54
NUEVO GRUPO {((H"I),IV(1,KK-U,(G-J)]}
LA CORRESPCNOIEMTE MATRIZ DE DISTANCIAS MAXIMAS ES:
|(A-B),(E-F)1,(G-D)>
((H-l),M]iK-U,(G-J|
LUEGO LOS GRUPOS {((A-B),(E-F)],(C-D)} y {((H'DM].((K-U (G'J)
SE UNEN AL NIVEL 1
000224
R E S U M E N
0 ,0 3 --------------------— ------------- A-B
0 ,0 5 --------  C-D
0,06 —------------   H - I
0 ,0 8 --------— ---------------------------    E-F
0 ,0 9 --------------------------------------— ---------K-L
0,16  -------------------------------------- [(A-B),(E-F)]
0,20 ----------------------------------------------------  G-J
0,21 --------------------------------------------- [(H -I),M ]
0,22 ------------ ------------------------- ((K-L),(G-J)]
0.23 :--------- ---------- - ------{[(A-B),(E-F)] ,(C-D)}
0.54  ----------:---------- {((H-I),M],((K-L),(G-J)]}
1 {[(A-B),(E-F)],(CO)y(((H-I),M],((K-L),(G-J)]}
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EL CORRESI^DIENTE DENDROGRAMA ES
























A B E F c D H M K L G J
DENDROGRAMA OBTENIDO POR EL METODO DE LA DISTANCIA MAXIMA
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METODO DE LA MEDIA
ELEMENTO MAS PEQUENO DE LA MATRIZ ANTERIOR 0,03 
LUEGO EL PRIMER GRUPO LO FORMAN LOS ELEMENTOS A y B 
LA MATRIZ CORRESPONOIENTE DE DISTANCIAS MEDIAS E S :
A-B C D E F G H I J K  L M
A-B 0 0,16 0,14 0,15 0,125 0 9 4 0 6 5 0,76 0,475 090 0 2 6 0,81
C 0 0,05 0 2 2 0,23 0 ,4 5 0,76 0JB6 0,60 0,41 0 ,40 0 ,9 4
D 0 0,18 019 0 ,40 0,75 0,88 0,57 0,37 0,37 1
E 0 0,08 0,25 0,59 0 ,6 6 0,41 0,20 0 ,2 0 0,71
F 0 0 2 3 0,57 0 ,6 4 0,38 0,19 0,19 0,71
G 0 0391 0 4 9 0,199 0,22 0,18 091
H 0 0 0 6 0,22 0 ,40 0 9 8 091
I 0 0 ,2 9 0,47 0 ,45 Q21
J 0 0,21 0,22 093
K 0 0 0 9 0 5 2





IELEMENTO m a s  PEQUERO de la  m a t r iz  ANTERIOR 0,05
INUEVO g N u P O : C D





I A-B C-D E F G H I J K L IV|:
A-B 0 Q15 0,15 0125 0 3 4 0 6 5 07 6 0,475 09Q 0 9 6 081
CD 0 0 3 0 021 0425 0755 097 0565 0,39 0965 0,97
Ë - 0 0 0 8 0,25 0,99 0 6 6 041 0 ,2 0 0 ,20 0,71
F 0 0 ,23 097 OJ64 0,38 0,19 0,19 0,71
G 0 0,391 0,49 0199 092 0,18 0,51
H 0 0,06 0 2 2 0 ,4 0 0 9 8 0,21
i ' 0 0 2 9 0 ,4 7 0 ,45 0,21
J 0 0,21 0,22 093




EL MENOR ELEMENTO DE LA MATRIZ ANTERIOR ES Op6 
NUEVO GRUPO H"I
Y LA CORRESPONOIENTE MATRIZ DE DISTANCIAS MEDIAS ES:
A-B C-D H-I E F G J K L M
A-B 0 0,15 0 ,705 0,15 0125 094 0,475 030 0,26 0,81
C-D 0 0,8125 0 90 0.21 0,425 0,585 0,39 0,385 0,97
H-I 0 0,625 O.eOG 0440 095s 0435 0415 091
E 0 0 ,0 8 095 0,41 0 ,2 0 0 9 0 0,71
F 0 0,23 038 0,19 0,19 0,71
G 0 0,199 0 ,2 2 018 0,51
J 0 0,22 0,18 051
K 0 0 ,0 9 0 ,5 2




EL MENOR ELEMENTO DELA MATRIZ ANTERIOR ES 0,08
NU EVO éRUPO Ë"F
Y l a  CORRESPONOIENTE MATRIZ DE DISTANCIAS MEDIAS ES :
A-B C-D H I E-F G J K L M
A-B 0 0,15 0 ,7 0 5 0 ,1 3 7 5 0 ,3 4 ,4 0,30 0 2 6 0,81
C-D 0 0,8125 0 2 0 5 ,425 0 3 9 0,38 0 9 7
H-t 0 0,615 0955 ,435 ,415 021
E-F 0 0,24 0386 .195 0195 071
G 0 199 0 2 2 0,18 0,51
J 0 0 9 2 0,18 0,51
K 0 0 ,0 9 092
L  0  0,54
M 0
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EL MENOR ELEMENTO DE LA MATRIZ ANTERIOR ES 0,09 
NUEVO GRUPO K’ L
Y LA CORRESPONOIENTE MATRIZ DE DISTANCIAS MEDIAS ES:
A-B C-D H-I E-F K-L G J M
A-B 0 0,15 0 ,7 0 5 0,1375 0 9 8 0 ,3 4 0,475 081
C-D 0 0,8125 0 ,205 0 ,3 8 7 5 0,425 0 5 8 5 0 9 7
\  H-I 0 0,615 0 ,4 25 0956 091
E-F 0 0,195 0 2 4 0,395 0,71
K-L 0 0,20 0 90 0 9 3





EN LA MATRIZ ANTERIOR EL ELEMENTO MENOR ES 0,1375
LUEGO EL NUEVO GRUPO ES : | A B),( E'F)]
1
LA CORRESPONOIENTE MATRIZ DE DISTANCIAS ES:








0 01775 0,66 0 ,2 3 7 5 0,29 0135 0,76
0 0,8125 0 ,3 8 7 5 0,425 0585 0,97
• 0 0 ,4 2 5 V4060256 021







MENOR ELEMENTO DE LA MATRIZ ANTERIOR ES 0,1775 
LUEGO EL NUEVO GRUPO ES :{((A-B) ,(E"F))j[C*D)}
Y LA NUEVA MATRIZ DE DISTANCIAS ES:
{[(A-B),(E-F)],(C-D)> H-I K-L 6 J M
0 0 ,7 3 6 2 5 0 3 1 2 5 5,3575 09101865
0 0 ,4 2 5 0,44050,25E 091









ELEMENTO MAS PEQŒRO DE LA MATRIZ ANTERIOR ES: 0,199 
Y EL NUEVO GRUPO ES G"J ; LA NUEVA MATRIZ ES:
{[(A-B).(E-F)],(C-D)} H-I KL G-J M
| ab),(Ef|,(gd| 0 0 ,7 3 6 2 5 0 ,3 1 2 5 0 ,4 3 3 7 5 DJ065
H-I 0 0,425 0 ,3 4 7 7 5 091
KL 0 0 ,2 0 0 9 3
J 0 091
M 0
EL ELEMENTO MAS PEQUENO DE LA MATRIZ ANTERIOR ES 0,20 
UIESO EL NUEVO GRUPO A FORMAR ES l{K"U
Y LA NUEVA MATRID DE DISTANCIAS MEDIAS ES:
{[(A-BWER],(C-D)} [(K-L),(GJ)] H-I M
{[(A-B),(E-F)],(OD)} 0 0 .373125 0 ,7 3 6 2 5 D965












{((A-B).(EFil,(C-0)} ((K-L), (G-J)] ((ri-i),M]
{tA-B),(E-F]l,(C-D| 0 0 ,3 7 3 1 2  5 0 ,8 0 0 6 2 5






||A-B),(E-FÎ(OD)),iK-U(GL|| 0 0 ,6 2 6 9 0 6 2 5
((H-D.M] 0
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RES U ME N
0,03 -------- ----------------------------— ------------ A-B
0,05 ----------------------------------------------------C D
0,06 -----------------  :--------------------  H - I
0,08 ------------------------------  E-F
0,09 ----------------------------------------------------  K-L
0,1375 -----  ;--------- ((A-B),(E-F))
0,1775 ---------------------------------- |AB),(E F)],(C-D)}
0,199 --------------------------------------- -----------  G-J
0,20 ------------------------- ------------ ((K-L),(G-J)}
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METODO DE LA DISTANCIA
EL MENOR ELEMENTO DE LA M ATRIZ ES 0 ,0 3  
LUEGO LOS OTUS A y B FORMAN EL PRIMER GRUPO 
LA MATRIZ DE DISTANCIAS ES:
-A-B
A-B Ç D E F G H 1 J K L M
A-B 0 0,16 0.14 0,15 QI25 0 ,34 0,65 0,76 0475 0,30 0 2 6 0,81
C 0 0,05 0,22 Q23 Q45 0,76 0,86 0 ,6 0 0,41 0,40 0,94
D 0 Q18 Q19 0 ,4 0 0,75 0,88 0,57 0,37 03 7 1
E 0 0 0 8 0,25 0 0 9 0,66 0,41 0,20 0,20 0,71
F 0 0,23 0 5 7 0,64 0,38 0,19 019 0,71
G 0 0,301 0 ,49 0199 0,22 0,18 031
H 0 0,0 6 0 2 2 0 4 0 038 0,21
I 0 0,29 0,47 0,45 0,21
J - 0 021 0,22 0,33















EL ELEMENTO MAS PEQUERO DE LA MATRIZ ANTERIOR ES 0,05
iLUEGO EL NUEVO GRUPO ES C D 
|y LA NUE VA MATRIZ ES :
A-B C-D E F G H I J K L M
0 0,10 0J5 0125 0,34 0,65 0,76 0475 0,30 0,26 081
0 0,20 0,21 0425 3,755 0 3 7 03% 0 3 9 0385 0,97
0 0 .0 8 0,25 0,59 0 6 6 0,41 0 2 0 0,20 0,71
0 023 0 5 7 0 6 4 0 3 8 0,19 0,19 0,71
0 0391 0,49 0 2 0 0,22 0,18 0,51
0 o p e 019S 0 ,4 0 0 3 8 021
0 0 3 9 0,47 0,45 031
0 0,21 032 033














MENOR ELEMENTO MATRIZ ANTERIOR ES 0 ,0 6
NUEVO GRUPO H - I
NUEVA MATRIZ DE DISTANCIAS ^
A-B C-D H -I E F G J K L M
0 0,10 0,715 0 ,6 0125 0,34 0475 0,30 0,26 0,81
0 0,815 0 3 0 021 0425 0585 0,39 0,385 09 7
0 0625 0605 CVMoe 0 ^ 0*35 0415 031
• 0 0 ,08 02 5 0,41 0 2 0 0 2 0 071
0 0 2 3 0,38 0,19 0,19 0,71
0 0199 0,22 0,18 051
0 0,22 018 0,51
0 0 p 9 0 5 2











MENOR ELEMENTO MATRIZ ANTERIOR 0,08
NUEVO éRUPO E~F i
1
NUEVA MATRIZ DE DISTANCIAS ^
- : - !
t
A-B C-D H -I E-F G J K L M
0 0,10 0,715 0,14 034 0,475 0 ,30 0,26 0,81
0 0,815 0,205 0425 0585 039 0385 0,97
0 0 ,6 1 5 344QE0356 0435 0415 0,21
0 0 2 4 0395 0195 0195 0,71
0 0,199 0 2 2 0,18 0,51





MENOR ELEMENTO MATRIZ ANTERIOR ES 0 ,0 9
NUEVO GRUPO K L
NUEVA MATRIZ DE DISTANCIAS ^
A-B C-D H -I E-F K-L G J M
A-B 0 0,10 0,715 0,14 0385 0,34 0475 0,81
C-D 0 0,815 0 ,2 0 5 0 3 9 3,425 0585 0,97
H -I 0 0,615 0 ,425 0255 021
E-F 0 0,195 024 0 ^ 5 0,71
K-L 0 0 2 0 030 0 3 3





MENOR ELEMENTO MATRIZ ANTERIOR 0,10
NUEVO GRUPO A*B“C"D Y LA NUEVA MATRIZ ES:
I A-B-C-D H-I E-F K-L G J M
A-B-C-D O 0 .7 6  0 ,1 75  0 ,3 3 5  ^
H I 0  0,615 0 ,4 25  031
E-F 0  0 ,1 9 5  034  0,71
K-L 0  0 ,23 0 30053
G ' 0  199 031
J
M
0  031 
0
MENOR ELEMENTO MATRIZ ANTERIOR 0,175
NUEVO GRUPO A B C D E F
M ATR IZ :
A-B-C-D E-F H-I K-L G J M
A-B-QD-E'F 0  0 ,7 2 5  0,3 34  0,49
H-I 0  0 ,4 2 5  03  021
K-L 0  0 3  0 2 0 0 ,5 3
G 0  1 ,51
J  0  031
M 0
0002
MENOR ELEMENTO MATRIZ ANTERIOR 0,199 
NUEVO GRUPO G"J 
MATRIZ :
A - B C D E - F H-I K-L G-J M
A-B-C-DEF 0 0 .7 2 5 0 ,3 0 ,4 1 5 3655
H-I 0 0 ,4 2 5 0 ,3 4 5 0,21
K-L 0 0 ,2 0 0,53
G-J 0 0,51
M , 0
MENOR ELEMENTO MATRIZ ANTERIOR 0,20
NUEVO GRUPO K L G - J
MATRIZ:
A-BC-DE-F K-L-G-J H-I M
A-B-C-DEF 0 0 ,3 9 5 0 ,7 2 5 0655




MENOR ELEMENTO MATRIZ ANTERIOR 0,21
NUEVO GRUPO H"I"M 
MATRIZ:
A-B-C-D-E-F K-L-G-J H-I-M
A-B-C-D-E-F 0  0 ,3 9 5  0 ,7 8 5
K-L-G-J 0  0 ,3 8
H-I-M 0
MENOR ELEMENTO MATRIZ ANTERIOR ES 0,38 
NUEVO GRUPO K LG J H I-J 
MATRIZ :
A-B C D'EF K-L-G-J-H’I’M
A-BCDE-F o 0,595
♦
K-L G J'HT M 0














   A - B
----------------- C- D
 ------- H - 1
---------------  E- F
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DENDROGRAMA OBTENIDO FOR EL METODO DE LA DISTANCIA i .
0002
Una vez obtenldos los dendrogramas anteriores, es declr, 
terminado el proceso de la conglomeraci6n hemos de trabajar en —  
las dlrecclones slguientes:
a.- Interpretaci6n de los resultados.
b.- Estudiar la relacl6n existente entre los datos ori­
ginales y los resultados de la conglomeraciôn.
c.- Comparaci6n de los dendrogramas.
Los apartados b y e  constituyen la segunda parte de este 
capitulo y en lo que respecta al apartado a entendemos que debe - 
ser el cientlfico especializado, en este caso el Dr. Talens quien 
comenta los resultados obtenidos, por lo que transcribimos litera^ 
mente el informe que nos ha facilitado, y que se refiere al dendr^ 
grama obtenido en primer lugar, por el mêtodo de la distancia mlh^ 
ma ya que, como veremos en la parte siguiente es el que nos ha pro 
porcionado el mayor coeficiente de correlaciôn al comparar sus re­
sult a dos con los datos originales.
"El dendrograms obtenido es esclarecedor en general, res­
pecte a las relaciones de las formas, pero, tambiên, indica posi- 
bles desviaciones, o una "mala clasificaciôn" de alguna de ellas.
Asl: Los ejemplares A y B con indice de 0,03 son clara- 
mente de la misma especie: Neuropteris heterophyla.
Lo mismo pasa para los E y F con 0,08 que son: N. —  
scheuzeri, y C y D con 0,05 que son N. tenuifolia.
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Ocurre lo mismo para el K y L que son Linopteris neurog 
teroides con 0,09, gênero de forma que estâ perfeetamente dentro 
del grupo y debe considerarse como "especie" dentro del paratax6n. 
Sin embargo, su separaci6n o nivel respecto al grueso del grupo - 
que forma el gênero es notablemente grande con un indice 0,19.
Los ejemplares del H e I son, tambiên, de modo claro, 
de la misma especie; Neuropteris linguaefolia que incluse parece 
un grupo altamente aparté del parataxên.
Ë1 ejemplar J que, clasificado seguin costumbre, perten^ 
ce tambiên al N. linguaefolia présenta un indice de 0,22 respecto 
à los que constituyen el grueso de la especie.
lo mismo ocurre con los G y M.
Este hecho puede procéder de errores en la toma de metü 
das, a malas interpretaciones en las fotografias o, incluse, a —  
una mala clasificaciên clâsica.
En este aspecto, es de destacar que pese a toda la obje 
tividad deseada por los sistemâticos y las precauciones (holotipos, 
dibujos, fotografias; y descripciones publiesdas) tomadas, muchas - 
veces para cada sutor (leasê paleontêlêgo) cada una de las especies 
queda como una representaciên ideal, casi un "sentimiento".
Es, precisamente, para obviar este factor subjetivo en - 
la clasificaciên de fêsiles, por lo que se hace necesaria la apli- 
caciên de los mêtodos de la taxonomia numêrical'
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COMPARACION DE LOS RESÜLTADOS
Como dijimos al final del apartado A, de este capitule, 
hemos de resolver aûn las dos cuestiones siguientesî
1.- iQuê relaciôn existe entre los datos originales y 
las clasificaciones propercionadas por los dendro 
gramas?
2.- Comparaciên de los dendrogramas anteriores.
La cuestiôn que planteamoc en primer lugar la hemos re^  
suelto mediante la utilizaciên del l coeficiente de correlaciên de 
SOKAL.
En primer lugar hemos obtenido, a partir de cada dendro^ 
grama la matriz de valores cofenéticos y en segundo lugar hemos - 
calculado, en cada une de los cuatro cases el coeficiente de co- 
rrelaciên cofenêtico entre esta matriz y la matriz de los datos - 
originales.
Los resultados, en cada caso, han side los siguientes:
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A B C D E F G H I J K L M
13 3,2 ^3  2.6 V  3J9 4,9 6,6 6.9 SJ 40 4,6 7,8
^  2.2 1.3 1,2 1.3 1,7 1,4 33  3.7 2.4 1.6 2 3  2.6
il.2 1,4 1,4 13 1,7 13 0.7 2 2.1 1,1 1.4 1.8 1,4
S3 2.3 13 2 2,8 2.7 4,1 S3 6.1 5 3.9 3.8 6,6
A 3 - 2 4 - 1 .2 - 2 ,3  
B  3 3 -2 .2 -1 .4 -2 .3
C 2,3-1,3-13-1,8 
[ )  2,6- 1,2-12- 2 
E  17  -1 .3 -1 ,7 - 2.8 
F  3 ,9 - | ,7 - I ,2 -2 .7  
Q  4 ,9 - |,4 -0 ,7 -4 . l
H  8 ,6 - 3 ,3 - 2 - A 8  
J 6 3 -3 .7 -2 .1 -6 ,1
J A 7 - 2 3 - I . I - S
K  4 ,8 -1.6 -1.4-3k9 
L  4 ,6 -2 ,2 -1 .8 -3 3
M  7 ,8 -2 .6 -1 .4 -6 .6
;0 0 0 3 0,15 0,13 0,16 013 0 3 4 0 ,6 6 0 7 3 0 4 8 031 0 2 6 0,82
a o 3 0 01 7 015 0J4 0,12 0 3 4 0,64 0 7 9 0,47 0 2 9 0 ,2 6 0 ,80
0,15 0.17 0 0 ,0 5 0 3 2 0 3 3 0,45 0 ,7 6 0 ,86 0 ,60 0,41 0 4 0 ,9 4
0,13 0,15 0 0 5 0 0,18 0,19 0 4 0 0,75 0 ,88 0,57 0 3 7 0 3 7 1
0,16 0,14 0 2 2 0,18 0 0 0 8 0 2 5 0 3 9 0 ,6 6 041 0 2 0 0 2 0 0,71
0,13 0,12 0 ,2 3 0,19 0 ,0 8 0 0 2 3 0 5 7 0,64 0 3 8 0,19 0,19 0,71
0 3 4 0 3 4 0 4 5 0 4 0 0,25 0,23 0 0391 0,49 0 2 0 0 2 2 0.18 031
0 ,6 6 0 6 4 0 7 6 0 ,75 0 3 9 0 3 7 0391 0 Ope 0 2 2 0 4 0 0 3 8 0,21
0 7 3 0 7 9 0 ,8 6 0 3 8 0 ,66 0 3 4 0,49 0 ,0 6 0 0 2 9 0 4 7 0,45 0,21
0 4 8 0/47 0.6C 0 3 7 0,41 0 3 8 0 2 0 0,22 0 2 9 0 021 0 2 2 0 3 3
031 0 3 9 041 0 3 7 0,20 019 0,22 0,40 0.47 0,21 0 0 ,0 9 0 3 2
0 .2 6 0 ,2 6 0 ,4 0 3 7 0 3 0 0,19 018 0 3 8 0 4 5 0 2 2 0 ,0 9 0 0,54
0 3 2 0 3 0 0,94 1 071 0,71 0.51 0,21 02 1 0 3 3 0 3 2 0 ,5 4 0
MATRIZ DE DISTANCIAS EUCLIDEAS OBTENIOAS A PARTIR DE LOS. 
DATOS ORIGINALES
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A B C D E F G H I J K L M
3 3.2 2.3 2.6 3.7 3.9 4.9 6.6 69 5.7 49 4.6 79
2J 2.2 1.3 1.2 1.3 1.7 1.4 33 3,7 2.4 1.6 29 2.6
1,2 1.4 1.4 1.2 1,7 1.2 0.7 2 2.1 l.l 1.4 1.8 1.4
23 2.3 1.9 2 2 9 2.7 4,1 S9 6.1 5 3,9 3.8 6.6
A 3-2,1 -1 ,2  -2 ,3 0 0 ,0 3 0,13 013 0,12 0 J2 0,19 0 ,2 2 0,22 0 2 0 0,19 0,19 0 ,2 2
B 3.2 -2 .2 -1 .4 -2 .3 0 j03 0 0,13 0,13 0,12 0,12 0,19 0 ,2 2 0 2 2 0 ,20 0,19 0,19 0 2 2
C 2.3 -1 ,3 -1 .4 -1 ,8 0,13 0,13 0 0,05 0,13 0,13 0,19 0 ,2 2 0 2 2 0 ,2 0,19 0,19 0,22
D 2 ,6 - | ,2 - | .2 -  2 0,13 0,13 0 0 5 0 0,13 0,13 0,19 0 2 2 0 2 2 0,2 0,19 0J9 0 2 2
E 3 ,7 -1 .3 -1 .7 -2 .8 0,12 0,12 0,13 01 3 0 0 0 8 019 0 2 2 0 2 2 0 ,2 0,19 0,19 0 ,2 2
F 3 ,9 - | .7 - | .2 -2 ,7 0.12 0,12 0,13 0.13 0 ,0 8 0 0,19 0 2 2 0 ,2 2 0 ,2 0,19 0,19 0 2 2
G 4,9 -1 .4 -0 ,7 -4 ,1 0,19 0,19 0,19 0,19 0,19 019 0 0 2 2 0 2 2 0 ,2 0,18 0,18 0,22
H  6 jS -3 ,3 -2 -5 ,8 0 2 2 0 2 2 0 ,22 0 2 2 0 2 2 0 2 2 0 2 2 0 0 0 6 0 ,2 2 0 ,22 0 2 2 0,21
I 6.9-3.7-2.1-6.1 0 2 2 0 ,2 2 0 2 2 0 2 2 0,22 0 2 2 0 2 2 0 0 6 0 0 ,2 2 0 2 2 0,22 021
J 5 .7 -2 .4 - I . I -  5 0 ,2 0 ,2 0 ,2 0 ,2 0 ,2 0 2 0 ,2 0 2 2 0 2 2 0 0 ,2 0 0 ,2 0 2 2
K 4 ,8 -1 ,6 -1 .4 -3 9 0,19 0,19 0,19 0,19 0,19 0,19 0,18 0 2 2 0 2 2 0 2 0 0 0 ,0 9 0 2 2
L 4 ,6 -2 .2  -1.8-3.8 0,19 019 0,19 0,19 0,19 0,19 0 J8 0 ,2 2 0 2 2 0 ,2 0 0 9 0 0,22
M 7 .8 -2 .6 - I .4 -6 .6 0,22 0 ,2 2 0 ,2 2 0 2 2 0 ,2 2 0 2 2 0 2 2 021 021 0 2 2 0 2 2 0 ,22 0
MATRIZ DE VALORES COFENETICOS CORRESPONDIENTE AL DENDRO­
GRAMA OBTENIDO POR EL METODO DE LA DISTANCIA MINIMA.
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A B C D E F G H I J K L M
i 3 3.2 2.3 2.6 3,7 3.9 43 6.6 6 3 57 4 3 4.6 7.8
%l 29  1.3 19 1.3 1.7 1.4 63 3.7 2,4 1.6 29  2.6
, 12 1.4 1.4 1.2 1.7 1.2 0.7 2 2.1 1.1 1.4 1.8 M
|2 3  2.3 1.8 2 2 3  2.7 4.1 68 61 5 3.9 6 8  6.6
A 3-24-1.2-23 I 0  0,03 0,23 0 2 3  0,16 0,16 1 1 1 1 1 1 1
B 3 9 -2 ,2 -1 ,4 -2 ,3 0 0 3  0  0 2 3  0 2 3  0,16 0,16 1 1 1 1 1 1
0 2.3 -1 .3 -1 .4 -1 .8 0 2 3  0 2 3  0  0 0 5  0 2 3  0,23 1 1 1 1 1 1 1
D 2 .8 -1 9 -1 .2 -  2 ,23  0 2 3  0 , 0  0 2 3  0 2 3 1 1 1 1 I 1
E 3,7- 1.3-1.7-2.8 0,16 0,16 2 3  0 2 3  0  0 ,0 8 1 1 1 1 1 1 1
F 3 9 -1 .7 -1 .2 -2 .7 0,16 0,16 0 2 3  0 ,2 3  0 0 8  0 1 1 1 1 1 1 1
G 4 .9 -I.4 -0 .7 -4 .1 1 1 1 1 1 1 0 0 3 4  0,54 0 ,2 0  0 2 2 2 2  0 3 4
H 6 .8 -3 ,3  -  2 -  8,8 1 1 1 1 1 1 0,54 0 0 ,0 6  0 ,54 0,54 ,54 021
I 8 3 -3 .7 -2 ,1 -6 .1 1 1 1 1  1 1 0 ,5 4  0 ,0 0 0 5 4 0 ,5 4  0 ,5 4  0,21
J 6,7-2.4  1.1-3 1 1 1 1 1 1 0 2 0  0 ,5 4  0 3 4 0 0,22 0 ,22 0 ,54
K 4 .8 -1 .6 -1 ,4 -3 3 1 1  1 1 1 1 0 2 2  0 5 4  0 3 4  0 ,22 0 0 ,0  0 3 4
L 4 .6 -2 9 -1 .8 -3 3 1 1 1 1 1 1 2 2 ,54 0 3 4  0 2 2  0 0 9 0  0 ,5 4
M 7 .8 -2 .6 -1 .4 -6 .6 1 1 1 1 1 1 54 021 021 0 3 4  0 ,5 4 3 4  6
MATRIZ DE VALORES COFENETICOS CORRESPONDIENTE AL DENDRO­
GRAMA OBTENIDO POR EL METODO DE LA DISTANCIA MAXIMA
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A B C D E F G H l J K L M
3 3 3 2.3 2.6 3.7 3.9 4.9 6.6 6.9 5.7 4.8 4.6 7.8
V 2.2 1.3 1.2 1.3 1.7 1.4 0 3 . 3.7 2.4 U6 2.2 2 6
u Iw4 1.4 1.2 1,7 1.2 0.7 2 . 2.1 1.1 1.4 1.8 1.4
2 3 2.3 13 2 2.8 2 7 4.1 56 6.1 5 3 6 3,8 6.6
A 3 -2 J  -1 .2  - 2 .3 0 0 .03 011776 01775 01375 01375 03731 06270 06270 03731 03731 03731 06270
B 3 .2 -2 .2 -1 .4 -2 .3 0.03 0 01775 0.1775 0J375 0.1375 03731 0.6270 062 A 03731 03731 03731 06270
C 2 .3 -1 .3 -1 .4 -1 .8 0.1775 0.1775 0 0 3 6 01775 0.1775 03731 06270 06270 03731 03731 03731 06270
D 2 .6 - I . 2 - I . 2 -  2 0.1775 0.1775 0.06 0 0J77S 0J775 03731 06270 06270 03731 03731 03731 06270
E 3 .7 - 1 .3 -1 .7 -2 .8 0J375 0.075 0.1775 01775 0 0 0 8 03731 06270 06270 03731 03731 03731 0.627C
F 3 g - l . 7 - | . 2 - 2 .7 0J375 0.1375 0J775 0.1775 0 3 8 0 03731 0.6270 0.627: 03731 03731 03731 06270
G 4 ,9 -1 .4 -0 .7 -4 .1 03731 03731 03731 03731 03731 03731 0 06270 06270 0J99 0 3 0 0 2 0 0627C
H 6 .6 - 3 .3 -  2 -  5.8 0.6270 03270 0327C 06270 06270 06270 06270 0 0 .0 6 06270 06270 06270 021
I 6 .9 -3 .7 -2 .1  -6.1 (X6270 0.6270 0627C 06270 06270 0627C 06270 0.06 0 0627C 0627: 06270 0.21
J 5 .7 - 2 .4 - I . I - 6 03731 03731 03731 03731 03731 03731 0.199 0.6270 0627C 0 0 3 0 0 2 0 0627:
K 4 .8 - 1 .6 - 1 .4 - 3 3 03731 03731 03731 03731 03731 03731 0 2 0 0.6270 0627C 0.20 0 0 0 9 06270
L 4 .6 - 2 3 - 1 .8 - 3 .8 03731 03731 03731 03731 03731 03731 0 2 0 0.6270 06270 0 3 0 0 6 9 0 06270
M 7 .8 - 2.6 -1 .4 -6 .6 03270 06270 0627C 06270 06270 06270 06273 031 0,21 06270 0627C 06270 0
MATRIZ DE VALORES COFENETICOS CORRESPONDIENTE AL DENDROGRA­
MA OBTENIDO POR EL METODO DE LA MEDIA
000253 :
A B C D E F G H I J K L M
1 3  3 3  2 .3  2.6 3.7 319 4 6  6.6 6 6  8,7 4 6  4.6 76
2J 2.2 1.3 1.2 1.3 1.7 1.4 A3 A7 2.4 1.6 2 3  2.6
; 1,2 1.4 1.4 13 1.7 13 0 7  2 2.1 l.l 1.4 1,8 1.4
2 6  2 3  1.6 2 2 6  2.7 4J 5 6  O I 5 3 .9 36  6.6
A  3 * 2 .1 - 1 ,2 - 2 .3  0 0,03 0,1 Q i  0,175 0,175 0^ 595 0,595 05 J59 0595 595 595
B  33 2.2 1.4-2.3 ,03 O 0,1 0,1 0175 0J75 0595 0595 0595 595 0595 0595 0595
Q  2 6  I . 3 - W - I . 8  0,1 0,1 O 0.05 0^75 0^ 75 595 0595 05 0.5 Q5 0595 595
[) 2,6 -1 3-1.2 - 2  0,1 0,1 0,05 0 0,175 0J75 0595 05950595 5 .595 .595 05
2  3 ,7 - 1 ,3 - 1,7 -2 .8  0)75 0J75 0,175 0175 O 0j06 0595 595 9 595 05 05950595
p  A 9 - I .7 - | , 2 - 2 .7  0175 ,175 0)75 ,175 008 O 0596 595 95 05950596 5
G  4 6 -1 .4 -0 .7 -4 ,1  595 0595 05 595 0595 595 O 038 058 ,199 0^0 050 038
|_| 6 , 6 - 3 6 - 2 * 5 6  950595 059 05950595 595 058 O 006 058 058 058 051
I  6 ,9 -3 .7 -2 ,1 -6 .1  5 0 5 9 5 0 5  059 059 0,38 0,06 0 058 038 058 0,21
J A 7 -2 .4 - 1 .1 - 5  0 0 5 9 5 0 5  0 5  0 5 0 0  0)99 058 0,38 0 0 5 0  0.20 0,38
K  4.8 -1.6 -1.4 -3.9 5  05950 0 5 9 5 0 5 9 0 5 9 5 0.20 0,38 058 0J20 0 Of)9 058
L  4 ,6-2 .2-1.8-A6 0 5 9 5 0 5 9 5 0 5 9 0 5  0 5  0595 0 5 0  058 0 5 8  0 5 0  0.09 0 0,38
M  Z8 -2.6 -I.4-6.6 0595 5 9  0 5  0 0 5 9 058 021 051 0.38 058 058 O
MATRIZ DE VALORES COFENETICOS CORRESPONDIENTE AL DENDROGRA­
MA OBTENIDO POR EL METODO DE LA DISTANCIA S
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Al comparar la matriz de distancias, d, euclideas con 
las matrices de valores cofenéticos obtenidas, respectivamente, 
por los métodos de la distancia minima, m, distancia m&xima, n, 
mêtodo de la media^ m , y nuestro mêtodo ^ hemos obtenido los - 





por lo que podemos hacer los siguientes comentarios:
a.“ El mêtodo que proporciona mayor correlaciôn entre -
sus resultados y los datos originales es el de la -
distancia minima,
b.“ Nuestro mêtodo,^, obtiene, tambiên buenos resulta- 
dos clasificatorios puesto que el coeficiente cofe­
nêtico obtenido, 0,706, difiere muy pocO del obteni 
do por el mêtodo de la distancia minima.
c.- El mêtodo que mayor distorsiên produce a la hora de
clasificar es el mêtodo de la distancia mêxima j el 
coeficiente de correlaciôn obtenido, muy bajo, —  
-0,391 nos indica que la covarianza es negativa.
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d.- El mêtodo de la media, como su nombre indica, y c^ 
mo es lêgico esperar por su estructura nos propor­
ciona una clasificaciên de los elementos que es in 
termedia entre los mêtodos de la distancia minima 
y de la distancia mêxima.
e.- La inspecciên ocular de los dendrogramas anteriores 
corrobora los comentarios anteriores, tanto en la - 




ESTUDIO CtMPARATIVO DE METRIC AS
0002
ISTRODUCCION
Al abordar este problema de la comparaciên de mêtrlcas 
surge, de una forma lôgica, la siguiente cuestiôn existe alguna 
experiencia satisfactoria en este campo? y en caso afirmativoj - 
flué procedimiento se siguiô para resolver tal cuestiôn?; ^cuales 
fueron los fundamentos teôricos de tal proceso? j i,quê result a dos 
se obtuvieron?; ^qué se deduce de los mismos?
Como las cuestiones anteriores présentés y de un modo 
ordenado, exponemos esquemâticamente lo siguiente:
1.- Las palabras clave del enunciado del problema son 
très: comparaciôn, môtrica y taxonomia.
2.- El punto anterior nos conduce, de forma lôgica al 
siguiente proceso escalonado de razonamiento:
a.- Es necesaria una comparaciôn, y posteriormente 
una evaluaciôn de los resultados de los mêtodos 
jerêrquicos del anêlisis de conglornerados pues- 
to que son muchos los resultados obtenidos has- 
ta el momento présente y se impone su clasific^ 
ciôn y ordenaciôn.
b.- Tambiên se necesitan conceptos générales de me- 
diciôn, en particular de la similitud y disimi- 
litud entre elementos lo que supone una sistema_ 
tizaciôn teôrica y un catâlogo de medidas y sus 
propiedades.
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c -  Al ser la taxonomla la clencia de la clasificà 
cl6n, y una de sus rainas ^ el anâlisis de conglo 
meradoSj que estudla la fonnacl6n de clases, ne 
cesitamos conocimientos teôrlcos bâsicos de ta­
ies cienclas.
d.- Plnalmente es tamblên necesario un conocimlento 
de dos mêtodos de conglorneracl6n, en particular 
de los Jerfirquicos y de su comparaci6n y évalua 
cl6n,
Todos los apartados anteriores constItuyen el marco cien 
tffico en el que se desarrollarS nuestro problems y sus distintos 
aspectos fundamentaies han motivado los capitulos expuestos ante- 
rlormente.
Podemos aflrmar que no conocemos antecedentes bibliogr^ 
flcos en los que se lleve a cabo un estudio comparative de distin 
tas fflêtricas; como afirma SNEATH y SOKAL ( 112).
"Aûn no tenemos un estudio sistemâtico acerca de la com 
paraci6n de los efectos de los dlferentes métodos de congloméraci6n 
ya estudiados. For esta raz6n la discusi6n que sigue debe basarse - 
en considéraclones teôricas cuya significaciôn debe ser validada - 
emplricamente”,
La realidad es que, aunque la frase anterior se escribié 
en 1963 seguimos en la misma situaciônj por tal raz6n hemos
intentado, con las llneas que siguen, aportar un procedimiento de 
resoluciôn y unos resultados al problems planteado de la compara-
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cl6n de mêtricasy ante los sorprendentes resultados obtenidos en 
una primera etapa, al estudiar elementos del grupo de los no me- 
tales del sistema periôdico, quisimos corroborer y contrastarlos 
con un nùevo ejemplo totalmente diferente del anterior y elegimos 
los ejemplares, ya estudiados, de NEUROPTERIS.
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B.- fLANTEAMIENTO DEL PROBLEMA
DEFINICIONî Sea Ë un conjunto no vacio.
Se dice que una aplicaci6n d de E x  E en R (d: E x  E— »R) 
cs una DISTANCIÀ sobre E si verifica las siguientes pro- 
piedades:
à) d(x,y) => 0 es equivalents a x = y, d(x,y)> 0
b) d(x,y) = d(y,x)
c) d(x,y)< d(x,z)+d(z,y), cualesquiera que scan 
x,y, z &E.
DEFINICION: Al par (E,d) se le llama ESPACIO METRICO.
Sea M(X) el c cm junto de dos mètricas (distancias) defi- 
ftidas sobre el conjunto X y sea = | M C M
un conjunto cuyos elementos son los siguientes:
dj^  es la distancia eu cl idea, d^ la distanoia de manzanas
(City-block), d la distancia de Chebychev y d la dis- 
3 4
tancia de Canberra, definidas en el capitule II.
Puesto que de^mos comparer las mètricas anteriores, de- 
finimos en la siguiente mêtrica:
S (dj|^ ,d^ ) = max j^|d^(x,y)- d^(x,y)|: x,ygX 
i,j = 1,2,3,4, ± jj
Puesto que vamos a hacer una comparacion de mètricas, 
calculadas de diferentes formas, dicha comparéei6n ha de ser inde- 
pendiente de los factores de escale en las mètricas por lo que ha- 
brS que normalizarlas y, a continue ci èn, utilizer la mètrica ade- 
cuada para compararias.
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= ‘^ [ V s o ( d p  ' Vso( d ^ ) ]  =
=  iwô -v^
dj^ (x,y) dj(x,y)
So(dj)So(d^) x,y€,X
i,j = 1,2,3,4, i 7^ j
I
siendo So(dj^) =<5(d^,0) y siendo 0 tal que 0 (x,y) = 0, Vx,yeX
A continua ci 6n, definimos los dos conjuntos de OTUS que 
vamos a utilizer para la comparaci6n de las mètricas indicadas :
1. X va a ser el conjunto de los elementos no metales 
del sistema perièdico, es decir,
en donde a cada elemento le hemos asociado como caractères, un 
subindice, su peso atèmico, y un superindice, su numéro atèmico, 
que lo identifican perfectamente.
2. En esta ocasiôn, el conjunto X va a ester constituldo 
por los trece ejemplares de Neuropteris con los que hemos trabaja- 




1. En primer lugar, hemos obtenido las matrices de dis­
tancias correspondientes a las distintas mètricas aplicadas a los 
elementos del conjunto X, que ofrecemos en las pâginas siguientes:
BUCLIDEA:
t 9. 1 1 »----------------------
2
DE MANZANAS (CITY BLOCK): 
2
k -  J - i l ”  k -  y j  +  1 * 2 -
CHEBTSHEV:
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0 3 5 0
162















































19g 0 180 ,064 240,086 850 ,306 1520.548 1520 ,548 2670 ,963
« 0
2








0 ,4 8 3
134
0 4 8 3
249















































L ^ Ç y z o o  en MINKOWSKI ^ môx ( )  =m âx { k - y,)' k -  yJ
C N 0 F P S Cl. Se. Br. Te. 1 At.
1 2 -6 14-7 1 6-8 19 -9 31-15 32-16 35-17 7 9 -3 4 8 0 -3 5 128-52 127-53 210-85
c 12 0 4 4 7 19 20 23 6 7 6 8 116 119 1986 0 ,0 2 0 0 ,0 2 0 0,035 0 ,095 0,10! 0,116 0,338 0 ,343 0,585 0,601 1
N 14 0
2 5 17 18 0,106 0,328 0,333 0,575 0,570 0,989
7 0,010 0,025 0,085 0 .0 9 0 2 , 65 66 114 113 196
0
16 0 3 15 16 19 63 64 112 n. 194
8 0,015 0 ,075 0,080 0,095 0,318 (X323 0 ,5 6 5  i 0 ,560 0,979
F 19 0 12 13
0 ,0 8 0 80 61 119 108 191
9 0 ,060^ 0 ,065 16 ,0 ,4 0 4 0 ,308 0,601 0,541 0,964












0 ,4 7 9  0 ,8 9 8




0 ,2 2 7
93









0 ,0 0 5
49
0 ,2 4 7
48













52 0 ,0 0 5 0,414






►CANBERRA dij - y  Ixik-Yjtd |x ;i-Y jt I  ^ |Xt2- Xj2 I
j r  (Xlk+Yjk) (Xvi^Yjt) (xi2*Yj2)
C N 0 F P s Cl. Se. Br. Te. I At.
1 2 -6 1 4 -7 16-8 1 9 -9 31-15 32-16 35-17 7 9 -3 4 8 0 -3 5  ;i 2 8 -5 2 127-53 210-85
12 0 .086 0,159 0,238 0/194 OkSII 0,545 0,812 0318 0,920 0,920 1
è 0,153 0,28 0,42 0,87 0,90 0p6 1,43 1,44 1,62 1,62 1.76
14 ( 0J073 01153 0,420 0.443 0,477 076 7 0 .7 » 0 3 8 6 0 3 8 6 0 3 7 7
7 i ° 0,13 0,27 0,74 0,7 B 0,84 1,35 1,36 1,56 1,56 1.72
19 ' 0P 79 0 35 2 0 37 5 0,414 0,727 0,732 0,857 0357 CX954
9 1 0,14 0,62 0,66 0,73 1,28 1,29 1.51 1.51 1,68
19 0 3 7 8 0,301 0 ,340 0^676 0,681 0L8I8 0318 0331
9 I 0,49 0,53 0,60 1.19 1 ,2 0 1.44 ! 1.44
031831 0 0,272 0J068 0,465 0/477 0.659 0,659
15 0,48 0 ,1 2 0,82 0,84--
0,454
1,16 1,16 1,44
32 % 039 0,443 0,636 0,642 0,801
16 0 ®,07 0,78 0 ,8  1 1.12 1,13 1.41
35 0/403 01414 0,607 0,613 0,784
' 17 0,71 0 ,7 3 1,07 1,08 1,38
D 0,011
0,250 0 3 5 5 0/465
- 3 4 0 ,0 2 0 ,4 4 0 ,4 5 0,82
80 0.238 034 4 0,488





















2. En segundo lugar, hemos normalizado todos los ele­
ment 08 de las matrices anteriores siguiendo el siguiente procesoi
S^(d^) = ^^(dj^jO) = mâx ||d^(x,y) - 0(x,y)j : x,ye xj
S^(d^) =^^(d^,0) => mâx I jd^(xyy) - 0(x,y)| ; x,y g X }
S^(d ) =<^^(dp^,0) = m â x | | d  (x,y) - 0(x,y)j :x,y 6>xj
S (d ) ,0) = mâx) I d (x,y) - 0(x*yj :x,y C,x!o c  o c  J j c  J
A)
B)




: x , yéX






C N 0 F P S Cl. Se. Br Te. I At.
1 2 - 6 1 4 -7 16-8 1 9 -9 31-15 32-16 35-17 7 9 -3 4 8 0 -3 5  128-52 127-53 210-85
c 12 0 2,23 4,47 7,61 21,02 0,104 0,117 0^340 0.470 0 ,5 8 5 0 .582 213J76 0,010 0 ,0 2 0  0 0 3 5 0,098 2236 25p7 72,61 100,28 124,78 124,23 1
N 14 o 2,23 5,38 18,78 20,12 23,25 69,64 71,69 12236 122 210357 0 0 1 0 0 0 2 5 0 ,088 0,094 0,109 0 ,326 0 3 3 6 0.574 0 ,574  I 0 9 2 9
0
18 0
3,16 16,55 17,80 21,02 68,15.69,46 0 5 6 4 0,561 ; 208,7
8 0,014 0 ,0 7 7 0 ,083 0 ,098 0,319 0,325 12033* 119,7710 9 7 9
F 199 0 13,410 ,0 6 2
14,76
0 ,0 6 9
17,88






0 .5 4 9  0 ,547
20
0,964










50,32 51,62 ,102,52:101,95 




35 47,16 48,46 9936198,43 187,74
17 0.221 0 ,2 2 7 0 ,466  ! 0.461 0 .8 8 0
Se.” 0
1,41 52,20 51,62 140,57






































7 9 -3 4
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F : 0 180 ,064 2 00 07 2 1520 ,546 2670 ,963








0 ,4 8 3
134
0 4 8 3
249
0 ,8 9 8
S « 0 40,014
65






































Lo.» (^ r = oo en MlNKOWèKI ) Wx (x^ -y^ max
Se.i Br.
14-712-6 1 9 -91 6 -8 31-13 32-16 35-17 7 9 -3 4 i 8 0 -3 5 128-52 127-53 210-85
11911620 23 67 68 198
0.116 ! 0 .338 :0 .3 4 3  0,585
0.106 0 ,328 j 0 ,333  j 0,575~
21 65 66 ! 114
0,035 0 ,0950,020 0,1010,020 0 ,601 I 
0 ,570  0 ,989
113 ; 1960,025 0 ,085  0 ,0 9 00,010
64 112
0,015 0 ,0 7 5  0 ,080
0 ,0 6 0  : 0 ,065 0 ,4 0 4  PL3 08  . 0 ,6 0 1 0 ,541
48 j 49 97 j 96
0 ,2 4 2  0 ,2 4 7  0 .4 8 9 1 0 ,4 8 4  0 ,9 0 4  
~47 I 4B
0 ,9 6 4
179
0 ,0 0 5  0J020
17832
0,015 0,48 4 0 ,4 7 9 0 ,8 9 8
92 17544 45 9335






0 ,2 4 7
79


















i4 _^rAMQCODA dlj= ] 
k
—  IXkk-Yjkl Ixvi-Yji 1  ^ |xi2- Yja 1
^(Xlk+Yjk) (Xlif Y)i ) (Xi2*- Yja)
c N 0 F P s Cl. Se. Br. Te. I At.
!i2*6 14-7 16*8 19-9 31-15 32-16 35-17 79 -34 80-35-128-521127-53 210-85
c
0,086 0,159 0,238 0^ 94 0511 0,545 0,812 Opt 8 0,920 0,920 1
0,153 028 0,42 0,87 0,90 0 9 6 1,43 1,44 1,62 1,62 1,76
N
0,073 0153 0/120 0,443 0,477 0767 0,772 0886 0P86 OP77
0,13 0,27 0.74 0,78 0,84 1.35 1,36 1,56 1,56 1,72
0 : 0
0P79 0,352 0,375 0,414 0,727 0,73 2 0,857 0,857 0954
0,14 0.62 0,66 0,73 1,28 1,29 1.51 1,51 1,68
F : 0,278 0,301 0,340 0,676 0,681 0818 0,818 0P3I0,49 0,53 0,60 1.19 J.20 j 1,44 1,44 1,64
p  31 
' 15
0 0,272 0,068 0,465 0/477 0,659 0.659 OJ8I8
0,48 0,12 0,82 j 0,84 ,.16 1.16 1,44
Q  32 
^  16
0,039 0.443 0.454 0,636 0,642 0,801
0 0,07 0,78 0.8 1,12 1,13 1.41
ci.-“
0/103 0414 0,607 0,613 0,784
0,71 0,73 1,07 1,08 1,38
Se.” 0,011 0,250 0P55 0/4650 ,0 2 0,44 0,45 0,82






I  : 0
0,267
0,47
At. « - 0
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3 - EN TERCER LUGAR OBTENEMOS LA MATRIZ CORRESPONDIENTE A LA METRICA S *  
DE LAS METRICAS YA INDICADAS :
S' (di.dj), ' Ys.Càj)) =
= max dl(x y) _ dj(x.y) j . %,y f p
I / . (d l )  i ( d j  ) I
DONDE I Y j VARIAN ENTRE 1,2,3 y 4
r d, <*2 d.
A 0 0,152 0,127 Q472




UNA VEZ OBTENIDA LA MATRIZ ANTERIOR UTILIZAMOS A PARTIR DE ELLA,
COMO OTUS A d, ,d2,d3y d4 UTILIZAMOS TRES METODOS JERAROUICOS DEL 
ANALISIS DE CONGLDMERADOS Y CONSTRUIMOS LOS CORRESPONDIENTES DENDRO* 
GRAMAS; LOS METODOS UTILIZADOS SON ENLACE SENCILLO. DISTANCIA PROMEDIO 
NO PONDERADO Y ENLACE COMPLETO.
1.- ENLACE SENCILLO (DISTANCIA MINIMA)
6 di dg ds d4
di 0 0,152 0127 0.472
d2 0 0153 0,470
d3 0 0,475
d4 0
di y d2 SON FUSIONADOS PARA FORMAR EL PRIMER CONGLOMERADO PUESTO QUE 
%  ES EL MAS PEQUENO, 0,127, DE LOS ELEMENTOS DE LA MATRIZ (ES LA ME* 
NOR DISTANCIA.CON LANUEVA METRICA, ENTRE ELEMENTOS DEL CONJUNTO
I d, ,dg ,dg ,d^
LAS DISTANCIAS EN ESTE NUEVO GRUPO (d, ,d3)v LOS RESTANTES UTOS.dg y d/, 
SE OBTIENEN A PARTIR DE LA MATRIZ DE DISTANCIAS DE LA SIGUIENTE MANERA:
S (d, ,d;)dg = mIn | d’g.djgj = min | 0,152 , 0,153 |= 0,152 
S* (d, ,dg)d,^  = min | dj^  ,d^j = min | 0,472 , 0,4751= 0,472
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Y FORMAMOS UNA NUEVA MATRIZ DE DISTANCIAS S,* CON LAS DISTANCIAS ENTRE 
INDIV1DU0S Y ENTRE GRUPO - INDIVIDUOS :
(dl dj) d2 d4
dt d3> 0 , 0,152 0,472
dg 0 0,470
<*4 0
COMO EL ELEMENTO MAS PEQUENO DE LA MATRIZ ES 0,152 ,SE FORMA UN NUEVO 
GRUPO (d, dj.dg) EL OTU d^ SE ANADE AL GRUPO QUE FORMAN LOS OTUS 
di Y d3
LA DISTANCIA, ENTRE EL NUEVO GRUPO Y EL OTU d.$ ES EL SIGUIENTE :
 ^ ^(di d3),d2j ,d4 j = min |(d^  j  ^ ^g'd^) j =
= min 0,472 , 0,470 = 0,470 , YA ESTAN AGRUPADOS 0 CONGLOMERADOS LOS









2.- DISTANCIA PROMEDIO NO PONDERADO
r dl dz ds d4
ài 0 0,152 0,127 0,477
d? 0 0,153 0,470
d) 0 0,475
d4 0
SE CONSIDERA QUE LA DISTANCIA ENTRE DOS GRUPOS VIENE DEFINIDA POR EL PROME' 
DjO DE LAS DISTANCIAS DE LOS ELEMENTOS DE UN GRUPO CON RESPECTO A LOS DEL 
OTRO.
PARTIMOS DEL NIVEL 0 Y HEMOS DE OBTENER EL NIVEL 1 A BASE DE AGRUPAR LOS 
DOS ELEMENTOS CUYA DISTANCIA SEA MINIMA.QUE EN ESTE CASO SON d, Y dj
r  (d, ,dg) = 0,127
LUEGO EL PRIMER CONGLOMERADO ES (d, , d 3)
OBTENEMOS A OONTINUACION LAS DISTANCIAS, à , ENTRE ELGRUPO ANTERIOR Y 
LOS OTUS d2 Y d4 :
S’ [(d, .d,).d,| = =0.1525
S' (d, , d , )  ,d.j = F (d i ,di)*S (d 3 .d t)_  -0.4735 
LO QUE NOS PROPORCIONA LA SIGUIENTE MATRIZ :
0002
(dl (I3) d2 d4
1 ^3) 0 0,1525 0,4735
dz 0 0.470
0
COMO LOS ELEMENTOS QUE MENOR DISTANCIA. i , TIENEN ENTRE SI SON (d^ .dg) 
Y dg EL ELEMENTO d SE FUSIONA CON EL CONGLOMERADO ( d, .dg) (AL NI­
VEL DE DISTANCIA 0,1525 )
Y, FIN ALMENTE .HEMOS DE HALLAR LA DISTANCIA, ENTRE EL NUEVO CON­
GLOMERADO
[^ (d, ,d3),d2 j Y EL OTU d4 :
T'I |(d, .d,) .djd]= ^ - fe’ W '"'L  = 0.4717








3 - ENLACE COMPLETO ( DISTANCIA MAXIMA )
0002
6 d, dg d . d4
d, 0 0,152 0,127 0,472




COMENZAMOS, AL IGUALQUE EN ELMETODO DE LA UNION SENCILLA, FUSIONANDO 
LOS INDIVIDUOS d Y d Y OBTENEMOS EL CONGLOMERADO (d ,d )
LA DISTANCIA ENTRE ESTE CONGLOMERADO Y LOS DOS RESTANTES OTUS SE OB' 
TIENE A PARTIR DE LA MATRIZ DE DISTANCIA, DE LA SIGUIENTE FORMA :
^ (d^  ,dj ^  dg = mox ^  6 (d, , d^ ,^ ^  (dg ,dg^j= môx |o,152 ,0,153| = 0,153
r  (d, ,dg ) d^  j = mÔK I  r  (d, , d^), r  (dg ,d^ )|= môx|Q472 , 0,47^  =0/ ,475
FORMAMOS LA NUEVA MATRIZ DE DISTANCIAS :
00028
(dl dg) dg d4
d)) 0 0,153 0,475
dg 0 0,470
d4 0
COMO EL NUMERO MAS PEQUENO DE ESTA MAtRIZ ES 0,153 SE FORMA UN NUEVO 
GRUPO [(d, dg), dg] , LA DISTANQA.é*, ENTRE EL NUEVO GRUPO
[^1 dg^.dgj Y ELOTU d4 ES:
& |[(dl d;),d2 j,d4 j =  môx |  & (^d, ,dg),d^j ,
,S |d2 »d4 = mâx I  0 ,4 75  , 0,470 |  =0,475










A la vlsta de los dendrogramas anteriores, ya podemos 
deducir consecuencias:
a. Las mètricas m&s afines son las d^ y d^. Euclldea 
y Chebyshev.
b. Las mètricas m&s dispares son d y d , Chebyshev y
3 4
Canberra.
c. La mètrica de Canberra es la mètrica que mâs discrê­
pa de las dem&s.
d. La mètrica de Canberra es la m&s costosa en tiempo 
de c&lculo y la m&s diflcil de llevar a cabo.
e. La mètrica d^, "de manzanas" (CITY BLOCK), es inter­
media entre d, y d por un lado y d por otro. 
1 3  4
000
COEFICIENTE DE CORRELACIDN COFENETICO
Para medir el grado de concordancia entre los dendrogra- 
mas obtenidos por diferentes métodos de cong1orneraci&n, utilizamos 
el mêtodo de las CWRELACIONES COFENETICAS de SOKAL y ROHLF.
Se define como valor cofenêtico de dos elementos, el nû- 
mero que expresa el nivel al que dichos elementos se unen en un 
dendrograms.
A partir de un dendrograms se obtiene la correspondiente 
matriz de valores cofenêticos.
La comparaci&n de dos dendrogramss mediante este mêtodo, 
se hace calculando el coeficiénte de correlaciên produeto-momento 
entre las correspondientes matrices de valores cofenêticos, Digamos 
que los autores de este mêtodo lo utilizaron para medir la correla- 
ciên entre los datos originales y los resultados de un dendrograms.
La magnitud del coeficiente de correlaciên asi obtenido, 
que se denomina coeficiente de correlaciên cofenêtico describirâ 
la concordancia entre los dendrogramss comparados y, por tanto, en­













. - 6.183 
■ - 0.127
MATRICES DE VALORES 
COFENÊTICOS
0002
<*1 dg d3 d4






<*1 dg d3 d4
X 0,152 0,127 0,4717





dt dg d 3 d4
d l X 0.153 Q127 0,475




COHPAKACION DE LOS DENDROGRAMAS D y D :
Se hace utlllzando las matrices de valores cofenêticos y 
calculando un coeficiente de correlaciên entre los dos conjuntos de 
elementos de dichas matrices.
Utilizaremos el coeficiente de correlaciên de PEARSON;
Æ l  *ik " n ±^^1 *ij^
jk
[(Æl - I * i k -  n * i k > î  j
O bien la fêrmula:
‘'jk j"n^ 2 V  n?
(1=1 (*ij" *j^ 1=1 (*ik" J
Los coeficientes de correlaciên cofenêticos que hemos ob­
tenido al comparar las matrices de valores cofenêticos asociados, 
respectivamente, a los dendrogramas anteriores son.
••d ^Dj ■ °’®'"’
•■d ^Dj -
V a  “ °’” '




”1 \ 0,840 0,912
“2 \ 0,972
”3 \
Si observâmes los coeficientes de correlaci&n cofenêti­
cos que hemos obtenido, podemos hablar de la mayor o menor simili- 
tud (o disimilitud) entre los dendrogramas obtenidos y, por tanto, 
de los mêtodos de conglomeraciên correspondientes.
Los mêtodos mâs similares son los de la distancia prome- 
dio no ponderado, y el de la distancia mâxima, y los menos simila­
res son los mêtodos de la distancia minima y de la distancia pro- 
medio no ponderado.
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RESOLVCIOM DEL PROBLEM* AHTERIOR SOBRE EJEMPLARES BE HEUROPTERIS
A contlnuaci&n, exponemos de una forma similar y total- 
mente paralela a la realizada anteriormente, la resoluci&n del pro- 
blema del estudio conçarativo de mêtricas, per o tonando como con- 
junto inicial de OTUS los trece ej emplares de NEUROPTERIS, que he­
mos clasificado en el capitule anterior.
La exposici&n ser& esquemAtica y en el mismo orden, Ofre- 
cemos, 6nicamente, los resultados obtenidos.
0002
d i =Euclidea A B c D E F G H I J K L M
3 3,2 2 3 2 6 3.7 3.9 4,9 6.6 6 0 5 7 4,8 4,6 7.8
2J 2,2 1.3 1.2 1.3 1.7 1,4 3,3 3.7 2A 1.6 2,2 2.6
U 14 14 1.2 1.7 1.2 07 2 2J l.l 1.4 1.6 1.4
2.3 2,3 1.8 2 2,8 2,7 4,1 5.8 6.1 5 3,9 3.8 6,6
































































































































































L 4 .6 -2 .2 - I.8 -3 J B 0
4 .2 8
0 ,54
M %8 - 2 ,6 -1 ,4 -6 6 0
MATRIZ DE Dl STAN Cl AS EUCLIDEAS ENTRE 13 EJEMPLARES DE 
NEUROPTERIS
000291
62= CITY-BUXK A B c D E F G H 1 J K L M


























1.2 1,4 1.4 1.2 1.7 1.2 0.7 2 ai 1.1 19 1.8 1.4
2 0 2,3 1.8 2 29 27 4.1 89 6,1 5 as a8 69













































































































































4,6 6,9 6.4 3,2













L 4.6 -2.2 -1.8 -3JB 0 6,80,5
M 7,8 - 2,6 - 1,4-6,6 0




d 3= CHEBSCHEV A B c D E F G H 1 J K L M
3 39 a3 ae 3,7 4,9 6,6 6,9 5.7 4,8 4,6 7,8
2J 29 10 1.2 1.3 l7 14 a3 37 24 1.6 29 23
1.2 1.4 14 1.2 1.7 1,2 0.7 2 ai l.l 1.4 1.8 1.4
20 2,3 1.8 2 2.8 2,7 4.1 53 6.1 5 33 33 63
A 3-2,1 -1,2-2,3 0 0.2 0.8 0.9 0.8 0.9 1.9 3.6 3.9 2.7 1.8 1.6 4.8
0.03 0,15 0.16 0,15 0,16 0,35 0,67 0,73 0,50 0,33 0,30 0.90






































































































0,4 0.9 1.9 2 1,2
0  6,6-3,3 - 2 - 5,8 0,07 0,16 0.35 0,37 0,22
1.3 2.2 2.3 0.9
£ 6,9-3,7-2,|-6,l 0,24 0,41 0,43 0,16
0 1.1 1.2 2.1






L  4,6-2,2-1,8-33 0
3.2
0,60
^  7,8-2,6-l,4-6,6 0
MATRIZ DE DISTANCIAS DE CHEBYCHEV ENTRE 13 EJEMPLARES DE
NEUROPTERIS
000293
d4= CANBERRA A B c D E F G H I J K L M
3 39 2.3 .29 3.7 a9 4.9 6.6 6.9 5.7 49 4.6 7.8
ai 29 1.3 1.2 1.3 1.7 1.4 39 3.7 2/4 1.6 29 2.6
1.2 1/4 1/4 19 1.7 19 0,7 2 a i l.l 1/4 19 1.4
29 Z3 1.8 2 a8 a7 4,1 59 6J 5 3.9 3,8 6,6
0 0,13 036 0.41 031 0.31 038 1,27 1.39 0,79 0,70 0,60 1.11
097 098 023 095 0,17 096 0,72 0,79 0/45 0/40 0,34 0,63A  3 2.1 -1,2-2.3
B O 0J54 0J54 0.52 0.38 1.04 1.15 1.27 0^ 81 0J36 0.55 0^83,2*2.2-l,4-2,3
091 091 0.29 091 099 096 0,72 046 0,49 0,31 096
r  2 3-1 - 4-ift O 0^2 0.66 1.12 1.62 1.72 1.31 0.77 1,07 1.44
^  .3-1.3-I, -1,8 092 099 097 094 0,93 096 <X75 0/44 0,61 092
Q 0,55 0^2 0;99 1,63 1.74 1,17 0;B3 1,08 1,48
D  2.61,2-1,2- 2 091 099 0,56 Ol93 1 097 0,47 0,62 095
0.35 0.78 1,14 1.25 1 0.49 0,54 1.19
E  3.7-1,3-1,7- 2,8 0,20 0/44 0,65 0,71 097 0,28 091 0.68
r  o (%87 1,19 1,30 0,70 039 0,57 1,03
r a9 -1,7-1,2-2,7 0,38 0,68 0^ 74 0/40 0,22 092 0,59
1.20 1.31 0,65j 0,43 0,73,1,09
G  4,9-1,4-0,7-4,1 O 0,75 097 ' 094 0/41 I 0,62
Q (112 039 0,87 0,63 0,44
|- j 6 .6-3 ,3-2 - 8,8 0,06 093 0,5 096 0,25
O 0,71 Q99 0.76 (%60
£ 69-3.7-2J-6,1 0,40 096 0/43 0,34
O 0 ^  0.51 0,45
J 5,7-2/4-1,1-5 099 0,29 095
O 0,31 073
^  49-1,6-1.4-3.9 0/47 0,41




MATRIZ DE DISTANCIAS DE CANBERRA ENTRE 13 EJEMPLARES DE 
NEUROPTERIS
0002
LA MATRIZ QUE HEMOS OBTENIDO PARA LA METRICA 5* ENTRE LAS 
MET RIO AS y d^  ES:
da d3 àA
dl 0 L2-N1 T?’-^L3 0,298 S3- Li





METODO DEL ENLACE SENQLLO 0 DISTANCIA MINIMA
r dl dg d3 d4
di 0 0,31 0,20 0,298
dz 0 0,291 0.37
d3 0 0,38
d4 0
d, Y dj SON FUSIONADOS PARA FORMAR UN GRUPO MUERTO QUE ^  d, d^ = 0,20 
ES EL MAS PEQUENO DE LOS ELEMEITTOS DE LA MATRIZ
LAS DISTANCIAS ENTRE ESTE GRUPO Y LOS DOS RESTANTES INOIVIDUOS (dg y d4) 
SE OBTIENEN A PARTIR DE <S*DE LASIGUIENTE FORMA :
6 (d, da)d2 =min d, dg,^  d^  dg j = min | 0,31 , 0^91 | = 0,291
^ <*3 )^4 =oiln d^  d/*. 5 dg d4 j = min ^  0398,0,38 j = 0,298
Y FORMA MOS UNA NUEVA MATRIZ DE DISTANCIAS DAN DO LAS DISTANCIAS
INDIVIDUALES Y LAS DISTANCIAS GRUPO" INDIVIDUO
"1 (d , dg) d a d4




COMO EL ELEMENTO MAS PEQUENO DELA MATRIZ ES 0,291 SE FORMA UN 
NUEVO GRUPO [(d^  dj) dg] !
LA DISTANCli ENTRE EL NUEVO GRUPO [(d, ,dg^dj Y EL ELEMEN­
TO ES :
S* {[(di .dg) dg]34 } = mm ([(d, d^ ), dj,(^,d4)}=mih [o398 ,(137}=q298






METODO DE LA DISTANCIA PROMEDIO NO PONDERADO : GROUP AVERAGE
h di da d3 d4
dl 0 0,31 0 ,2 0 01298
dg 0 0,291 0,37
0 0,38
d4 0
PARTIMOS DEL NIVEL CERO Y HEMOS DE OBTENER EL NIVEL 1 A BASE DE AGRU 
PAR LOS DOS ELEMENTOS CUYA DISTANCIA SE A MINIMA.QUE EN ESTE CASO SON 
d, Y d3
S* , dg)= 0,20
LUEGO EL PRIMER GRUPO ES (d, , d 3)
= 0,30S ’ [ ( i , , d j ) . d , j  = I *  = ° ' ! '
S- [(d, ,.d3).d,j = __
LUEGO LA NUEVA MATRIZ ES :
6 (d| 4 3) da d4




COMO LOS ELEMENTOS QUE MENOR DISTÂNCIA TIENEN ENTRE SI SON 
(d, dj}y dg , 0.30, EL ELEMENTO dg SE FUSIONA CON EL GRU­
PO (d, dg) ( AL NIVEL bE DISTANCIA , 0,30 }
Y, FINALMENTE, HEMOS DE HALLAR LA DISTANCIA ENTRE EL NUEVO 
GRUPO [(d,, dj^.dg] Y EL ELEMENTO d^ :









ENLACE COMPLETO ( DISTANCIA MAXIMA )
0002
6 di da d3 d4
d i 0 0,31 0,20 0,298
da 0 0,291 0,37
d3 0 0,38
d4 0
COMENZAMOS,COMO EN EL METODO DEL ENLACE SENCILLO,FUSIONANDO LOS ELE­
MENTOS d, Y dj , ^*(d ,d ) =0,20
LA DISTANCIA ENTRE ESTE GRUPO Y LOS DOS ELEMENTOS RESTANTES SE OBTIENE
A PARTIR DE LA MATRIZ 6* DE LA SIGUIENTE MANERA :
dg), dgj =m<3X (d, ,dg), 6  (dj ,dg^ j = mdx |o,31 , 0,291 | = 0,31
^ I  (^ 1 d^  =mox (d^ ^ 3  ,d^ = mdx jo,298,0,2
LUEGO LA NUEVA MATRIZ DE DISTANCIAS ES :
38 > = 0,38
(d, dj) da d4




COMO EL ELEMENTO MAS PEOUENO DE LA MATRIZ ES 0.31. SE FORMA, 
A ESE NIVEL, EL NUEVO GRUPO d,), dg ]
LA DISTANCIA ENTRE EL NUEVO GRUPO Y EL ELEMENTO d., ES LA 
SIGUIENTE :
= mox I 0,38 . 0,37 j  = 0,38 
Y EL CORRESPONDIENTE DENDROGRAMA ES, RNALMENTE


















5 S  0.3















d| d2 ds d4
0 0,291 0,20 0,298
da 0,291 0 0,291 0,298
“ 3 0,20 0,291 0 0,298
0,298 0,298 0,298 0
di da ds d4
d, 0 0,30 0,20 0,3545
da 0,30 0 0,30 0,3545
d$ 0,20 0,30 0 0,3545
d4 0,3545 0.3545 0,3545 0
di da ds d4
di 0 031 0,2 0,38
da 0,31 0 0,31 0,38
d. 0,2 0,31 0 0,38
d4 0,38 0,38 0.38 0
00030
Al comparar los dendrogramas anteriores obtenemos los 




T, finalmente, la matriz de coeficientes de correlaci&n
r ^2 “3




Como se puede observer en la ûltima matriz de coeficien­
tes de correlaci&n, los mêtodos de conglomer a ci &n mâs similares son 
los de la distancia promedio no ponderado y de la distancia maxima 
y los menos similares son los de la distancia minima y el de la 
distancia m&xima, lo q|ne hablamos observado cuando hicimos tal com­
paraci&n en el capitule V .
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RESUME*
El procèso que hemos seguido para comparar las mêtricas
EUCLIDEA, DE MANZANAS (CITY-BLOCK), CHEBYSHEV y CANBERRA, ha con-
sistido en lo siguiente:
1«- Hemos definido un conjunto bâsico de OTUS.
2.- Hemos obtenido las matrices euyos elementos son las distancias 
anteriores entre los OTUS del conjunto bâsico.
3.- A partir de dichas matrices y considerando como nuevos OTUS 
las mêtricas citadas, hemos obtenido, con la mêtrica ^ , la 
correspondiente matriz de distancias.
4.- Con la Altima matriz de distancias y mediante los mêtodos je- 
rârquicos del anâlisis de conglomerados, como son los de la 
distancia minima, de la distancia promedio no ponderado y de la 
distancia mâxima, hemos deducidos los correspondientes dendro- 
gramas, cada uno de los cuales ya nos permite estudiar la si- 
militud o disimilitud entre las mêtricas EUCLIDEA, DE MANZANAS, 
CHEBYSHEV y CANBERRA.
5.- utilizamos el coeficiente de correlaciên cofenêtico para compa- 
rar las matrices de valores cofenêticos obtenidas a partir de 
los dendrogramas anteriores. Los valores del coeficiente de co— 
rrelaci&n cofenêtico nos permiten estudiar la similitud entre 
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