Introduction
In Fortiana and Grané (2003) , we defined a sequence of statistics, nj j∈ , based on Hoeffding's maximum correlation. This quantity, + F 1 F 2 , for two univariate probability distributions F 1 and F 2 , is defined as the maximum of the correlation coefficients of all bivariant probability distributions having marginals F 1 and F 2 . It is a measure of proximity between both marginals and, when applied to an empirical and a theoretical distribution, yields a goodness-of-fit test.
The sequence nj j∈ appears when this test is decomposed along orthogonal axes, a construction analogous to that of the Cramér-von Mises statistic Knott, 1972, 1975) , studied in a general setting by Stephens (1974) . More precisely, let F n be the empirical cumulative distribution function (cdf) of n iid
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random variables and let F − n be its pseudo-inverse, then nj is the jth Fourier coefficient of F − n for the orthonormal (in L 2 0 1 ) sequence ≡ j t j∈ , t ∈ 0 1 , obtained from the eigenfunctions of the covariance kernel of a certain Bernoulli stochastic process associated with the 0 1 uniform distribution (see Fortiana, 1993, 1995; Fortiana and Grané, 2003 for details) . Henceforth, we will refer to this particular sequence of statistics as the Karhunen-Loève (KL) sequence. In Grané and Fortiana (2006) , we studied a class of statistics, linear combinations of nj j≥0 (where n0 ≡ 1), with adjustable coefficients depending on the alternative distribution or family of distributions. We found that their power properties were remarkably good, but for several alternatives their behavior was rather poor.
In this article, we substitute ≡ j t j≥0 , an orthonormal sequence in L 2 0 1 , for yielding the sequence nj j≥0 of statistics, as defined in Sec. 2. Sections 3 and 4 are parallel to the corresponding ones in Grané and Fortiana (2006) , with the obvious modifications: power optimization is translated into an eigenvaluetype problem with quadratic forms, functions of the first two moments of the order statistic. Some simplifications of the KL case are not possible, however.
As an illustration, we perform the actual computations for being the Legendre polynomials, comparing the power of the statistic obtained with this basis with that of the KL one. In Sec. 5, we find an easy computable formula for the Bahadur approximate slope, and we use the Bahadur asymptotic relative efficiency as a criterion to select a basis. Section 6 contains some practical issues.
Definition of the Statistic
Let F be a probability cdf with finite second order moment and let F n be the empirical distribution function of n iid ∼ F random variables. Given an orthonormal sequence, ≡ j t j≥0 , in L 2 0 1 , we define
where F − n is the pseudo-inverse of F n . They are L-statistics, i.e., linear combinations of the order statistic x ≡ x 1 x n , since
where a ij = i/n i−1 /n j t dt. We consider the class of all linear combinations
where 0 p are real parameters. They are L-statistics, too, In matrix notation,
Given an alternative cdf F 1 , we select to maximize power for testing H 0 F = F U , vs. H 1 F = F 1 , where F U is the cdf of a 0 1 uniform random variable. Clearly, the resulting test is less powerful than the optimal (Neyman-Pearson) one, but its distribution under the null hypothesis is easily computed, both for large samples, applying the asymptotic theory of L-statistics, and for small samples, with the exact distribution, as described in Fortiana and Grané (2003) .
Computation and Optimization of the Power Function
It is possible to use a one-sided test for a fixed alternative F 1 , since it may be proved that when H 1 is true T tends to its upper tail if var F 1 > 1/12 and to its lower tail otherwise. In general, however, for a family of alternatives we must consider the two-sided test. Henceforth, this will be our assumption. To test H 0 F = F U against H 1 F = F 1 , a known cdf with support contained in 0 1 , we consider (1) where is to be determined. Its asymptotic distribution is normal, from the general theory of L-statistics (see, e.g., Stigler, 1974, or Chap. 19 of Shorack and Wellner, 1986 ). For a fixed significance level ∈ 0 1 , we are looking for c 1 c 2 ∈ , such that:
We take c 1 , c 2 symmetric with respect to 0 = E T H 0 , that is, c 1 = 0 + c /2 0 , c 2 = 0 − c /2 0 , where 2 0 = var T p H 0 and c /2 is the 1 − /2 · 100-percentile of the N 0 1 distribution. The power function P T > c 1 H 1 + P T < c 2 H 1 is asymptotically approximated by: 
in terms of the following quadratic forms: Since remains invariant when is multiplied by an arbitrary constant, we assume c = 1, and we compute the extremes of:
where is the standard normal distribution function and is a Lagrange multiplier.
Degenerate Case. If a = 0, the expectation of T is the same under both hypotheses, the power function is:
with the constraint c = 1, and (4) is written as:
Equating to zero its gradient, we obtain an eigenvalue-type problem,
, and is the standard normal probability density function (pdf).
General Case. If a = 0, differentiating (4) and equating to zero we obtain:
, and has been redefined. The degenerate case appears when = 0. To compute set u = A 1 A 1/2 , G u = u E + u F, where u , u are those defined above in (5), now in terms of the new variable u, and
For a given u, we compute eigenvectors and eigenvalues of G u . The new u will be the eigenvector for which u is maximum. This process is iterated until stability. The last step is to recover and normalize . The result is rather robust, leading to a single maximum with a small number of iterations for a widely diverse choice of the initial u. A Matlab program implementing this computation may be requested from the authors.
Example 3.1 (Scale Alternatives). We consider an alternative distribution belonging to U 0 , the uniform on 0 family, with > 0. The expectation vector M 0 and the covariance matrix 0 of the order statistic x obtained from n iid ∼ U 0 1 random variables are (see, e.g., David, 1981) :
where
The corresponding quantities for U 0 are
Then (3) is:
We have to maximize the power , equivalently, to minimize In Grané and Fortiana (2006) , we used the orthonormal basis introduced in Sec. 1. Explicitly:
and we denoted by nj the resulting nj statistics. In this basis, formula (1) is T = p j=0 j nj . For a sample of size n = 20, a significance level = 0 05 and p = 4, we obtain:
In the context of smooth-tests (see, e.g., Best, 1989, 1990) , the sequence of Legendre polynomials is often used. After adapting them to the 0 1 interval and standardizing them, the first two of them are:
and the recurrence relation is: Denoting by nj the resulting nj statistics, formula (1) is T = p j=0 nj nj . For a sample of size n = 20, a significance level of = 0 05 and p = 4, we obtain:
In a practical situation, T and T should be expressed directly in terms of the observed order statistic using (2). Figure 1 shows a comparison between the different vectors of weights of the order statistic, obtained applying formula (2) for T and T .
We have compared T and T with the Q n statistic obtained in Fortiana and Grané (2003) , with the Kolmogorov-Smirnov statistic D n and with the Cramér-von Mises statistic W 2 n . Figure 2 shows the power curves at a 5% significance level for the tests based on these statistics. These curves have been plotted from 20 computed points, for each of which we have generated N = 1 000 samples of size n = 20. 
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We have also considered the natural test for testing uniformity on 0 , for 0 < < 1, based on the largest order statistic, x n . Note that the performance of the T statistic is rather similar to that of x n .
Generic Alternatives
In this section, we develop an algorithm for locating the optimal in (2) for an alternative cdf F whose pseudoinverse has the form:
where k are real numbers and k t k≥0 is an orthonormal sequence in L 2 0 1 , possibly different from j t j≥0 .
Given an arbitrary F , the first q Fourier terms of F − yield such an expression. In the present context, this is more natural than expanding F or the pdf, since the moments of the order statistics can be advantageously expressed in terms of F − , e.g.,
To solve (5) we must determine the quadratic forms a b c in (3). The expectation vector and the covariance matrix of the order statistic under H 0 are given by (6) and (8) gives the entries in M 1 . In general, an exact 1 will not be available. Instead, we can determine A 1 A from the asymptotic approximation given in the following proposition.
Proposition 4.1. Let T be the statistic defined in (1) and (2), where x is the order statistic from n iid random variables with cdf (7). We have the following convergences in law: Proof. The T statistic of (1) can be written as:
and b j i/n = i/n 0 j u du. Using these expressions the J i/n coefficients are:
verifying that B j tends to j when n tends to infinity. We can use the asymptotic approximation
Since J t is a continuous and bounded a.s. (F − ) function, we can compute the asymptotic expectation of T , under H 1 , as:
and also its asymptotic variance as:
where K s t = min s t − st, see, e.g., Shorack and Wellner (1986) . Substituting the expressions for function J and for the derivative of F − formulas (11) and (12) are obtained.
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The convergence of (9) and (10) are obtained applying the general theory for L-statistics described in Shorack and Wellner (1986) . These expressions can be simplified when both j t j≥0 and k t k≥0 are the KL (trigonometric) basis 1 √ 2 cos j t j≥1 . This is due to the fact that j t and k t in I jklm can be expressed in terms of eigenfunctions of K s t . In this case, the expression of where a nj = − √ 2 2n/ j sin j / 2n ,
if k = j, and is Kronecker's delta. For a complete proof see Grané and Fortiana (2006) . Comparing the expression for c = 2 1 = A 1 A in (3) with (12), we see that the entries in A 1 A are the limit jl = lim n→ n jl , but some computational examples suggest that a better approximation is obtained with n jl .
Some Examples
To illustrate the method we have chosen four parametric families of alternative distributions with support on 0 1 . We have chosen them so that either the mean or the variance differs from those of the null hypothesis, U 0 1 , which in each case is obtained for a value of the parameter. They are defined by the following probability distribution functions: A1. Lehmann alternatives,
A2. symmetric (with respect to 1/2) distributions having U -shaped pdf, for ∈ 0 1 , or wedge-shaped pdf, for > 1, 
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A3. compressed uniform alternatives, 
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A4. a bimodal locally uniform distribution, with probability mass concentrated near both extremes, 0 and 1,
As examples of construction of the test for generic alternatives, we have considered the families above for several values of the parameters. For each alternative we computed coefficients k of (7), for 0 ≤ k ≤ q = 5. For sample size n = 20 and significance level = 0 05, we have determined the vector of coefficients for p = 4 for the adaptive statistics T (KL test statistic) and T (with both j t j≥0 and k t k≥0 the Legendre polynomials). Note that the vector of coefficients depends on the parameter values. We have prepared a set of Matlab programs implementing these tests for A1-A4 families of alternatives, which can be easily extended for any alternative of the form (7). Table 1 These powers have been estimated from N = 10 000 samples of size n = 20 as the relative frequency of values of the statistic in the critical region. Since the UMP test is easy to compute for the A1 family and for the A2 family, the critical value of the UMP test can be reasonably easy obtained via a Monte Carlo study, we have included these results in Table 1 for comparison. In order to compare the performance of the two orthonormal systems in detecting alternatives coming from A1-A4 families, we have fixed a particular set of values of the parameter (six values for A1 and A2 families, three values for A3 family, and four values for A4 family), we have constructed the adaptive statistics for these particular values and we have computed the corresponding power functions. These power functions can be used to construct an envelop curve which can be used as a guide function for power comparisons. Figures 3-5 contain these power functions. It should be noted the bad performance of the KL system when the values of the parameter are close to the null hypothesis. In these cases the statistic constructed is under the expectative, as was pointed out in Grané and Fortiana (2006) , and the T statistic only succeeds in detecting A4 alternative for small values of the parameter. On the other hand, it is remarkable the good performance of the T statistic in A1 and A2 families, especially the ones constructed, for values of the parameter smaller than one, by taking = 1/2 for the A1 family ( = 1/2 for the A2 family) and, for values of the parameter greater than one, by taking = 2 for the A1 family ( = 2 for the A2 family). This suggests that the Legendre system is preferable to the KL system at least for A1-A3 alternatives.
Bahadur Approximate Slope
Let us consider the family of alternative distributions depending on a parameter , such that its cdf is F , and let F 0 be the cdf of the 0 1 uniform random variable.
Proposition 5.1. Let T be the statistic defined in (1) and in (13), and let j j≥0 be an orthonormal sequence in L 2 0 1 . Then we have the following convergences: Proof. The T statistic can be written as:
Convergence (14) is obtained from the general theory of L-statistics (see Theorem 3 in Ch. 19 of Shorack and Wellner, 1986) which ensures the following convergence in law:
and K s t = min s t − st. So substituting the expression of J t in , we have that: (16) and we apply the well-known result for large deviations of a standard normal random variable, described in p. 851 of Shorack and Wellner (1986 Nikitin (1995) . The Bahadur approximate slope of T for F is:
which is a quocient of two quadratic forms, since the numerator and denominator of (17) can be written in the following way: and the maximum Bahadur approximate slope of T for F , for a fixed value of , is c = S −1 .
Comparing Two Statistics: Bahadur ARE
Let j t j≥0 , j t j≥0 be two orthonormal bases in L 2 0 1 with 0 t = 0 t = 1. Let us consider T 1 and T 2 two statistics constructed in the following way: We will say that T 1 is asymptotically more efficient (in the Bahadur sense) than T 2 if:
or equivalently, if:
We have used the concept of Bahadur asymptotic efficiency to compare T and T statistics. Figure 6 shows the Bahadur approximate slopes of T and T for the A1-A4 families of distributions introduced in Sec. 4. In order to compare T and T statistics in terms of their Bahadur approximate slopes, we have constructed them for A1-A4 families taking p = 3 4 5 7, q = 2 3 4 5 and n = 20. T has been constructed using the Legendre system in both expressions (2) and (7), while T has been constructed using the KL system. For p = 3 5 7, the Bahadur approximate slopes of the two statistics present the same behavior described for p = 4 (see Fig. 6 ), therefore there will be no great changes in terms of Bahadur asymptotic relative efficiency. As a general comment, it can be said that T is preferable to T in detecting the A4 family and, only for very small values of q, it is still preferable in detecting A1 and A2 alternatives. But for values of q ≥ 3, which will be the usual case in practice, T statistic performs better for A1, A2, and A3 families. This same behavior has been observed in Sec. 4.
Table 2
Weights of the T -statistic to test uniformity against some patterns.
Sample size n = 20, p = 4. 
Practical Issues
A possible setting for applying the above results is when our data belongs to a given family F with support in 0 1 , and we need to test the null hypothesis H 0 = 0 vs. a fixed alternative H 1 = 1 (known). Suppose that the data is possibly coming from one of the five following patterns: right asymmetric pdf, left asymmetric pdf, U -shaped pdf, wedge-shaped pdf, or compressed unimodal pdf concentrated around 1/2. We propose to use the Figure 7 . Vectors of weights for the observed order statistic associated to the adaptive statistics described in Table 2 .
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Legendre orthonormal system in constructing the statistic T = p j=0 j nj (18) and weights j 0≤j≤p described in Table 2 to test uniformity against each pattern. These weights have been obtained for 1 = 1/2 for A1 alternative if the histogram Figure 8 . Comparison of the power of the test based on T , Q n , D n , and W 2 n for the A1 family (top), the A2 family (middle), the A3 family (bottom left), and the A4 family (bottom right). See Table 2. is right asymmetric, 1 = 1/2 for A2 alternative if the histogram is U -shaped, 1 = 2 for A1 alternative if the histogram is left asymmetric, 1 = 2 for A2 alternative if the histogram is wedge-shaped, and 1 = 0 10 for A3 alternative if the histogram is unimodal concentrated around 1/2.
If the data is coming from a bimodal pdf with mass concentrated near both extremes, we propose to use the Karhunen-Loève orthonormal system in constructing the statistic (18) and weights j 0≤j≤p described in Table 2 , obtained for 1 = 0 15 for A4 alternative. Figure 7 contains the different vectors of weights of the order statistic, associated to the adaptive statistics described in Table 2 . We have represented them by solid and dotted lines (and not points) just for better comparison. Figure 8 contains the power of the 5% significance level test based on the T -statistic described in Table 2 for the A1-A4 families of alternatives. We have compared them with the power of the tests based in Q n , D n , and W 2 n statistics. These powers have been estimated from N = 10 000 samples of size n = 20 as the relative frequency of values of the statistic in the critical region. Note the remarkably good performance of the adaptive statistics.
