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Abstract
Many economic situations are modeled as stopping problems. Examples include job
search, pricing of American options, timing of market entry and irreversible investment
decisions. The first part of the thesis analyzes optimal stopping in a dynamic mechanism
design framework. It deals with a principal-agent problem where the principal and the
agent have different preferences over stopping rules. The agent privately observes a one-
dimensional Markov process that influences her payoff. Based on her observation the
agent decides when to stop. In order to induce the agent to employ a different stopping
rule the principal commits to a transfer that depends only on the time the agent stopped.
The goal is to characterize the set of stopping rules that can be implemented using such
a transfer.
To this end the well-known single crossing condition from static mechanism design
is transferred to optimal stopping problems. In a discrete-time framework it is shown
that under this condition a stopping rule is implementable if and only if it is of cut-off
type. If time is continuous, a cut-off rule is implementable provided that the associated
threshold satisfies certain regularity assumptions. The transfer admits a closed form rep-
resentation based on the reflected version of the underlying Markov process. This allows
for a direct verification argument which in discrete-time draws on Bellman’s dynamic
programming principle. In the continuous-time framework the solution method solely
relies on probabilistic techniques such as comparison principles for reflected stochastic
differential equations.
A uniqueness result for the transfer is provided. As a consequence one obtains a
new nonlinear integral equation characterizing the optimal stopping boundary in one-
dimensional stopping problems.
The results are applied in the context of job search with and without recall. The set of
time-dependent reservation wage policies of a risk-averse job seeker that can be induced
by a transfer of the unemployment agency, is characterized.
The second part of this thesis analyzes the problem of how to close a large asset
position in an illiquid market. The first goal is to characterize trading strategies that
make very high liquidation costs unlikely. To this end a model that allows for a price-
sensitive closure of the position is set-up. It provides a simple device for designing and
controlling the distribution of the revenues/costs from unwinding the position. The risk
inherent in the open position is modeled by a functional that can be interpreted as
the time-average of the squared value-at-risk of the open position. Market illiquidity is
reflected by a linear, temporary price impact. The stochastic control problem consists
of minimizing a weighted sum of the execution costs and the risk functional.
By appealing to dynamic programming, semi-explicit formulas for the optimal exe-
cution strategies are derived in a discrete-time framework. Within the continuous-time
version of the model the optimal trading rates can be characterized in terms of a partial
differential equation (PDE) describing by how much they differ from the optimal risk-
neutral trading rate. The PDE possesses a singularity and does not, in general, have a
closed-form solution. A uniqueness result for solutions in the viscosity sense is provided,
allowing in the following to identify the value function and optimal trading rates. It is
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shown that optimal strategies from the discrete model converge to the continuous-time
optimal trading rates. A numerical algorithm is presented which approximates optimal
execution rates as functions of the price. The convergence of the algorithm is verified
by deriving explicit error bounds. Examples for the liquidation of forward positions in
illiquid energy markets illustrate the efficiency of the algorithm.
In the next step this model is generalized by incorporating a stochastic price impact.
The liquidation constraint is relaxed by introducing a set of scenarios where the posi-
tion does not have to be closed. A purely probabilistic solution of this not necessarily
Markovian control problem is provided by means of a backward stochastic differential
equation (BSDE). The BSDE in this problem possesses a singular terminal condition.
It is shown that a minimal supersolution of the BSDE exists - a result which partly
generalizes existence results obtained by Popier in [69] and [70]. The verification step
is based on a penalization argument. Special cases for which the control problem has
explicit solutions are discussed. The set of model specifications where optimal trading
strategies are deterministic, is characterized.
Finally, the impact of a cross-hedging opportunity on liquidation strategies is analyzed.
Suppose there is an open position to be closed in an illiquid forward market (e.g. a
commodity market) before delivery. The liquidity of the asset increases as the delivery
date approaches. Therefore, an early closure eliminates the risk inherent in the open
position but also omits the opportunity of reducing execution costs. Assume further
that there is a proxy market where forwards of a correlated asset are traded. Liquidity
in the proxy market is high and thus performing a cross-hedge reduces execution costs.
However, since the prices are not perfectly correlated, this hedging strategy entails basis
risk. Using techniques from singular stochastic control theory allows to obtain an optimal
trade-off between execution costs and basis risk. The two-dimensional hedging problem
is reduced to a family of stopping problems. Explicit optimal hedging strategies for
simple liquidity dynamics are derived.
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1. Introduction
This thesis consists of two independent parts. Each part has a separate introduction.
Part I: Inverse Optimal Stopping
In an optimal stopping problem a decision maker chooses a time when to carry out a
certain action in order to maximize her reward. The stopping decision is irreversible and
future rewards are uncertain. Hence, stopping today implies losing the option to stop
later with a potentially larger return. Optimal stopping problems originated in the work
of Wald [84] on sequential analysis - a method to determine when to stop sampling new
data in a statistical experiment. Subsequently, optimal stopping theory has been highly
influential in the economics literature. In labor economics, the seminal contributions of
[80] and [55] established the perspective on job search as an optimal stopping problem.
In finance the pricing of American options and other financial contracts is a classical
optimal stopping problem (cf. [57]). Following [56] the optimal timing of irreversible in-
vestments and market entry decisions are modeled as stopping problems in the industrial
organization literature (cf. [22]).
The mathematical literature on optimal stopping theory is very rich. The books
[67], [78] and [10] present comprehensive introductions, historical notes and references.
If the underlying stochastic process is Markovian, there is an analytical approach for
obtaining optimal stopping rules. It is based on the following reasoning: Under the
Markov property the future evolution of the process depends only on its present value
but not on its past. Intuitively, it follows that at every point in time the decision of
whether to stop or to continue can be based solely on the process’ current value. The
state space of the process thus decomposes into two regions. There is the stopping
region consisting of all points where it is optimal to stop, and there is its complement,
the continuation region. An optimal stopping rule is then given as the first time when
the process enters the stopping region. Bellman’s optimality principle allows for an
identification of the stopping region. It can be characterized by the free boundary of a
partial differential equation (PDE) in variational form.
The first part of the thesis considers optimal stopping in a mechanism design frame-
work. It addresses the question of how to modify the payoff in an optimal stopping
problem such that a given stopping rule becomes optimal. We focus on simple modifica-
tions that consist of adding a time-dependent function to the original payoff. Formally,
let T be the index set representing the points in time when stopping is allowed (take
e.g. T = [0, T ]). Let X denote the underlying Markov process and g : T × R → R the
1
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agent’s payoff function depending on time and the value of the process. The goal is to
find a time-dependent function pi : T→ R such that a given stopping rule τ ∗ is optimal
in the maximization problem
E[g(τ,Xτ ) + pi(τ)]→ max, (1.1)
where the maximum is taken over all stopping rules with values in T. A stopping rule for
which such a function exists is called implementable. The function pi is called a transfer.
Thus, the aim is to find an objective functional such that a given outcome becomes
optimal. Therefore, the problem is called inverse optimal stopping problem.
The model can be understood as a dynamic mechanism design or dynamic principal-
agent model. For an introduction to principal-agent problems and mechanism design see
e.g. Chapters 14 and 23 of [54]. There is an agent who privately observes a stochastic
process and chooses a stopping rule. The principal observes the stopping decision of the
agent, but not the realization of the process. In order to influence the agent’s stopping
decision the principal commits to a transfer - a payment which is due at the moment
when the agent stops. In this way she aims at inducing the agent to take a particular
stopping decision. For example, the agent could be an unemployed worker who receives
job offers until she stops the process and accepts an offer. The principal could be the
unemployment agency that wants the agent to accept certain offers, but that does not
observe the offers that the agent receives. By designing unemployment benefits that only
depend on the time the worker has been unemployed the agency aims at influencing the
worker’s search behavior. Alternatively, the agent could be a firm that has developed a
new technology and now has to decide when to introduce it to the market place. The
firm observes private signals regarding the demand, and this knowledge changes over
time. The principal is a social planner who also takes the consumer surplus of the new
technology into account and hence prefers a different stopping decision than the firm.
The first part of the thesis analyzes how the planner can align the preferences of the
firm by subsidizing the market entry through a transfer.
The approach of this thesis differs from the approach taken in other papers on dynamic
mechanism design. Here, the focus is on simple mechanisms where the only information
the principal receives is the agent’s stopping decision. In particular, there is no com-
munication between the two parties. Enlarging the set of mechanism by allowing for
communication leads to more complex optimization problems, since optimal communi-
cation strategies are in general not necessarily Markovian. This approach, nevertheless,
has been successfully used in a discrete-time setting in [11] for welfare maximization,
in [63] for revenue maximization, or in continuous-time to solve principal-agent prob-
lems in [74] and [86]. It turns out that for optimal stopping problems the focus on
simple mechanisms without communication is not restrictive. In Chapter 2 it is shown
that a principal-optimal stopping rule is always implementable by a transfer that only
conditions on time.
Both the discrete-time version (Chapter 2) and the continuous-time version (Chapter
3) of the model are considered. In the discrete-time part stopping is only allowed at
finitely many points in time (e.g. T = {0, 1, . . . , T}). In this case it is shown how to
2
solve inverse optimal stopping problems for a general class of one-dimensional Markov
processes satisfying only mild regularity assumptions. When stopping is allowed at
any point of a finite time period (T = [0, T ]) the analysis becomes mathematically more
challenging. The main properties of reflected stochastic differential equations are worked
out in order to transfer the results from discrete to continuous time.
Let us first outline the results in the discrete-time case which is based on [50]. The
main theorem shows that under a dynamic single crossing condition all cut-off rules are
implementable. A cut-off rule τb is a strategy that stops at the first time when the value
of the process exceeds a deterministic, time-dependent threshold b : T→ R,
τb = inf{t ∈ T|Xt ≥ b(t)}.
The dynamic single crossing condition is an assumption on the model parameters en-
suring that the expected gain from continuing one unit of time is the higher the smaller
the value of the process. Formally, assume that the function
x 7→ z(t, x) = E[g(t+ 1, Xt+1)|Xt = x]− g(t, x) (1.2)
is decreasing.
To get an intuition why cut-off rules are implementable, consider a point in time
and a value of the process where it is optimal to continue. The dynamic single crossing
condition implies that continuing is even better for lower values of the process. Thus, the
stopping region lies above the continuation region at every point in time. To implement
a cut-off rule, it consequently suffices to ensure that continuing is as good as stopping
whenever the process is on the threshold. Taking the future values of the transfer as
given, the present value of the transfer could be calculated recursively. But as future
values of the transfer are endogenous, this backward iteration requires the calculation
of the continuation value at every point in time. It is shown how to circumvent this
indirect approach by deriving a closed form representation of the transfer. To this end
the constrained version X˜ of the underlying process is introduced. This process is defined
as the unique Markov process that has the same dynamics as X below the threshold b but
is required to stay at b whenever X exceeds it. In the discrete-time setting of Chapter 2
one can directly construct the transition probabilities P˜t,t+1 of the constrained process by
modifying the transition probabilities of the original process. This construction allows
to define the candidate transfer
pi(t) =
T−1∑
s=t
(P˜t,sz)(t, b(t)).
In Chapter 2 it is verified that this transfer indeed implements the cut-off stopping rule
τb.
Remarkably, the converse implication of this result holds true as well. Under the
dynamic single crossing condition only cut-off rules are implementable. Consequently,
the set of implementable stopping rules coincides with the set of cut-off strategies.
The applicability of the results is illustrated in the context of job-search with and
without recall. Here cut-off stopping rules are called reservation wage policies: A job
3
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seeker accepts the first offer whose wage exceeds a certain threshold - the reservation
wage. The goal is to characterize the set of reservation wage policies that an unem-
ployment agency can implement through unemployment benefits that only condition on
time. An explicit representation of the benefits is derived.
The notion of implementability of stopping rules generalizes the notion of optimality.
Clearly, a stopping rule that is optimal for the agent in the first place, can be imple-
mented by the zero transfer pi(t) = 0 for all t. It is shown that a transfer implementing
a cut-off rule is unique up to an additive constant. As a consequence one obtains a new
probabilistic characterization of stopping boundaries for one-dimensional, discrete-time
optimal stopping problems. A cut-off stopping rule τb is optimal in the stopping problem
supτ E[g(τ,Xτ )] if and only if the associated threshold satisfies
T−1∑
s=t
(P˜t,sz)(t, b(t)) = 0 (1.3)
for all t ∈ T. Equation 1.3 can be solved via a backward recursion, and thus provides a
new technique to numerically compute optimal stopping rules. This may, for example,
be used in the pricing of Bermudan options.
The solution method for inverse optimal stopping problems in continuous-time draws
inspiration from the results from the discrete-time framework. Chapter 3, which is a re-
vised version of [49], considers a time-inhomogeneous Brownian diffusionX as underlying
stochastic process. Its infinitesimal generator is denoted by L. The dynamic single cross-
ing condition (1.2) translates into the assumption that the function x 7→ (∂t + L)g(t, x)
is decreasing. The question whether a cut-off rule τb is implementable is closely linked
to the existence of a solution X˜ to a stochastic differential equation with reflection at
the threshold b. In the continuous-time setting the version X˜ of X that is reflected at b
plays the same role as the constrained version of X in the discrete-time framework. In
contrast to Chapter 2 the construction of X˜ is not straightforward and requires some reg-
ularity assumptions on the threshold b. The main result shows that all cut-off stopping
rules τb are implementable provided that the threshold b is ca`dla`g and has summable
downward jumps. Furthermore, it is shown that the transfer pi implementing τb admits
the following closed form representation
pi(t) = E
[∫ T
t
(∂t + L)g(s, X˜ t,b(t)s )ds
]
. (1.4)
Here
(
X˜
t,b(t)
s
)
s≥t denotes the unique process starting on the threshold b(t) at time t
which results from reflecting the original process X at b. The existence and uniqueness of
X˜ for time-dependent thresholds with jumps is based on [72]. The verification argument
solely employs probabilistic arguments. Comparison principles for the original process X
and its reflected version X˜ are derived. Together with the single crossing condition they
allow to verify that the transfer pi from Equation (1.4) indeed implements the cut-off rule
τb. This approach requires only weak regularity assumptions on the model parameters.
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In particular, the threshold b is allowed to have jumps. Moreover, there is no ellipticity
condition imposed on the diffusion X.
There is a broad literature on reflected diffusions and their connection to solutions
of linear partial differential equations (PDE) with Neumann (gradient) boundary con-
ditions (see e.g. [85], [25] or [18]). One can use these Feynman-Kac type formulas to
study the Hamilton-Jacobi-Bellman (HJB) equation associated to the stopping problem
(1.1). For discontinuous thresholds b, however, the transfer given by Equation (1.4) may
have jumps and thus the value function of the stopping problem may be discontinuous
as well. Therefore, the value function is only expected to solve the associated HJB
equation in a weak (e.g. viscosity) sense. The purely probabilistic approach presented
in Chapter 3 circumvents the technical difficulties arising in a PDE characterization of
a discontinuous value function.
Furthermore, a uniqueness result for the transfer implementing a cut-off rule is es-
tablished. Again the proof employs purely probabilistic techniques. As in Chapter 2
this result leads to a new characterization of optimal stopping boundaries in stopping
problems of the form supτ E[g(τ,Xτ )]. A threshold b which is ca`dla`g and has summable
jumps leads to an optimal stopping rule τb if and only if it satisfies
E
[∫ T
t
(∂t + L)g(s, X˜ t,b(t)s )ds
]
= 0 (1.5)
for all t ∈ [0, T ]. For future research it is appealing to develop methods to solve Equation
(1.5) numerically. The resulting approximation schemes could then for example be used
to compute the optimal exercise boundary for American options or optimal irreversible
investment strategies. Chapter 3 also discusses the relation to the nonlinear integral
equation derived in [45], [41] and [17] (see also [67]).
Part II: Optimal Closure of Illiquid Positions
It is part of the daily business of many companies to close large asset positions in financial
markets. For example institutional investors (e.g. hedge funds, investment banks) sell
and buy large amounts of stocks when changing their investment strategy. Risk managers
of insurance companies need to trade large quantities of their assets to rebalance their
portfolio. Energy companies buy large amounts of coal and natural gas in order to run
their power plants. In many cases, the size of the position to be closed corresponds
to a large proportion of the daily volume traded in the asset. Due to limited market
liquidity, large block-trades cause significant price movements, a phenomenon referred
to as price impact. When closing a position in an illiquid market, trading large amounts
of the asset over a short time span, thus moves the price into an unfavorable direction.
Execution costs are the difference between the revenues if the whole position could be
closed at a given benchmark price (e.g. a quoted market price) and the actual revenues
from unwinding the position in a market with price impact. To minimize execution
costs traders split up their positions into smaller parts and place them successively in
the market. Splitting orders over time, however, entails price risk: Due to the enlarged
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holding period the risk of a decline of the asset price increases. Finding an optimal
schedule of trades is referred to as optimal liquidation problem (or likewise optimal
trade execution, optimal position closure) in the mathematical finance literature.
The importance for institutional investors to take into account the control of execution
costs when making investment decisions was pointed out by Pe´rold [64]. Enhanced by
the introduction of electronic trading platforms, research on how to liquidate a large
asset position has developed rapidly. Most models are formulated as a stochastic control
problem where the characteristics of the price impact are exogenously specified. A first
model is introduced in Bertsimas and Lo [12], who describe liquidation strategies that
minimize execution costs over a fixed time horizon. Almgren and Chriss [4] obtain
deterministic liquidation strategies that are optimal for an investor concerned about
the mean and the variance of returns. In these papers the authors distinguish between
a temporary and a permanent price impact. The first impact is just instantaneous
and only affects the current transaction but does not have any influence on subsequent
trades. The latter shifts the price permanently. Almgren and Chriss [4] assume that
both impact functions depend linearly on the amount traded at every point in time.
While being mathematically very tractable this simple framework still captures the most
relevant features of illiquid markets. In particular it turns out that spreading orders
over time reduces execution costs. Based on the Almgren and Chriss price impact
framework a variety of model extensions have emerged. In a follow-up paper Almgren
[2] analyzes a liquidation model where the price impact function is of power law type.
Schied, Scho¨neborn and Tehranchi [76] determine optimal trading strategies for investors
with constant absolute risk aversion. The solution method in this and several other
papers (see e.g. [33], [29], [81]) is based on Bellman’s dynamic programming principle.
This optimality principle for stochastic control problems leads in continuous-time to a
nonlinear partial differential equation (PDE), called the Hamilton-Jacobi-Bellman (HJB)
equation, which is satisfied by the value function. A particularity of this approach
applied to optimal liquidation problems originates from the liquidation constraint: At
the end of the liquidation period the open position has to be closed. This terminal
state constraint leads to a singularity in the HJB equation at the terminal time which
makes a PDE characterization of the value function challenging from a mathematical
perspective.
There is a further strand in the research on optimal trade execution which takes
into account a phenomenon called price resilience: In practice one often observes that
after a large block-trade, the price recovers and returns to its former level. In recent
years several papers have studied the influence of resilience on the optimal closure of
asset positions. For example Obizhaeva and Wang [60] set-up a model of the supply /
demand dynamics within a limit order book. The limit order book is block shaped and
the bid-ask-spread recovers exponentially from large trades. Alfonsi, Fruth and Schied
[1] consider a generalization of this model by allowing for a general shape of the limit
order book.
By now many model variations that aim at describing further aspects of optimal
liquidation problems, have been analyzed in the literature. Here are a few examples of
recent mathematical contributions: For instance, [37] set up a model with permanent
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multiplicative price impact and determine optimal execution strategies by solving a
singular continuous-time stochastic control problem. The papers [31] and [9] consider
models with time-dependent deterministic liquidity. In the first paper optimal execution
strategies are derived with dynamic programming techniques, whereas the second uses
a convex optimization. Løkka [52] analyzes a liquidation problem of an investor with
constant absolute risk aversion in a limit order book. Optimal trading strategies turn
out to be singular and are characterized in terms of the free boundary of the associated
HJB equation. The impact of so-called “dark” pools on liquidation strategies is analyzed
in [48].
Frequently traders set a minimum goal for the revenues they intend to generate from
selling a large asset position. For example they want to earn at least a certain proportion
of the book value of their position. To reach this target they follow a passive-in-the-
money strategy: When prices fall, they enlarge the trading speed in order to increase the
probability of achieving their goal. When prices increase, the risk of falling below the
minimum target gets smaller and they close the position slowly focusing on minimizing
execution costs. Accelerating trading when prices move into an unfavorable direction
implies that the revenues from closing a long position are right-skewed. The left-hand
tail of the distribution is thinner than when selling independently of price moves. In-
deed, there is empirical evidence that skewed distributions of proceeds are preferred to
unskewed ones (see e.g. [23] and [16]).
The aim of Chapter 4, which is based on [7] and [8], is to provide price-sensitive
trading strategies that reduce the risk of falling below a target when closing a large
position up to some fixed time horizon T . Based on the Almgren and Chriss framework
[4] a liquidation problem is set-up that consists of minimizing a weighted sum of expected
execution costs and a risk functional. The risk functional can be interpreted as the time
average of the squared value-at-risk of the open position. It turns out that the risk
associated with the open position depends on the price evolution of the asset to unwind.
The price of the asset at the beginning of the liquidation period determines a reference
price to which the average of the realized proceed/cost per share is compared once the
position is closed. If during the liquidation period prices move in favor of the agent,
then the risk exposure is reduced. On the contrary, if prices move into an unfavorable
direction, then the risk increases, and one expects that trading speed increases, too.
Chapter 4 analyzes a continuous-time as well as a discrete-time version of the model.
In the discrete-time case trading is only allowed at finitely many time steps. Using
discrete stochastic dynamic programming allows to derive optimal trading strategies for
closing a portfolio consisting of different assets. The strategies are in general not given
in closed form, but determined through a backward function recursion.
In the continuous-time case a characterization of optimal trading strategies is estab-
lished in terms of a solution to a nonlinear PDE. The novelty of the solution approach
is that instead of giving a direct PDE characterization of the value function of the
control problem, the PDE under consideration describes by how much optimal trading
strategies differ from the optimal risk-neutral trading strategy. Due to the liquidation
constraint the value function of the control problem possesses a singularity at time T .
7
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By considering the deviation from the optimal risk-neutral strategy one ends up with a
nonlinear PDE with finite terminal condition, that possesses a singularity at time T in
its generator. This singularity, however, turns out to be benign, allowing to establish a
uniqueness result in the class of viscosity solutions. In general the solution to the PDE
cannot be expected to be smooth. This is why one has to fall back to weak solutions
to nonlinear PDEs. Chapter 4 employs the concept of viscosity solutions. It has been
introduced in the 1980s by Lions and Crandall ([19]) and has subsequently been iden-
tified as an efficient tool to solve stochastic control problems. The reader is referred to
[40] for an introduction. The uniqueness result allows to characterize the value function
and optimal strategies of the stochastic control problem with terminal state constraint.
Moreover, a stability result for the model is established. As the number of time steps
in the discrete-time model goes to infinity, the discrete-time optimal trading strategies
converge to their continuous-time counterparts.
Furthermore, an algorithm is presented for computing optimal trading strategies from
the discrete-time model numerically. This approximation scheme is based on a linear
interpolation method which allows for a quick iteration through the function recursion.
The convergence of the algorithm is verified and errour bounds are derived.
To illustrate the efficiency of the algorithm numerical experiments are performed. In
a case study from energy finance, liquidation strategies for the closure of forward posi-
tions are computed. Statistical properties of the distribution of revenues are analyzed.
It is verified that employing price-sensitive trading strategies leads to a right-skewed
distribution of revenues.
In financial markets liquidity usually is not constant but fluctuates as time evolves.
There are times when trading is cheap and times when trading is expensive. For example
many markets exhibit intraday liquidity patterns: Trading activity is high in the morning
and before closure but low around noon (see e.g. [59]). In addition to this deterministic
market behavior there are also random variations of liquidity through the day. Research
on the influence of stochastic liquidity on how to unwind positions has emerged only very
recently. The dissertation of Fruth [30] extends the model of Obizhaeva and Wang [60]
by allowing the recovering rate to be stochastic. Almgren [3] models the temporary price
impact exogenously as a stochastic process, and derives optimal deterministic strategies
minimizing a weighted sum of the mean and the variance of the proceeds. A more
abstract perspective is taken by Schied [75], where the temporary price impact process
is assumed to be a Markov process. The control problem consists of minimizing a
weighted sum of expected execution costs and a risk functional depending on the price
paths. The solution is characterized in terms of super-processes. Graewe, Horst and Se´re´
[34] consider a variant of Schied’s liquidation problem, where traders are also allowed
to submit passive orders to a so-called “dark” pool to close their position. The impact
function is assumed to be a function of the price process. Under an ellipticity condition
on the price dynamics the authors establish existence and uniqueness of a classical
solution to the associated HJB equation with singular terminal condition.
Chapter 5 generalizes the model from Chapter 4 by allowing for a stochastic price
impact. In contrast to Schied’s setup (cf. [75]) it is based on a Brownian probability
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space but allows for general non-Markovian model parameters. Moreover, this chapter is
a slight extension of [5] as it considers a general liquidation constraint. A set of scenar-
ios is introuduced where the position does not have to be closed. For example a trader
might opt against closing the position if market liquidity is low throughout the liquida-
tion period. In all other events the liquidation constraint is still binding. In contrast to
Chapter 4, where analytical tools are employed to solve the control problem, Chapter 5
takes a purely probabilistic approach. A stochastic maximum principle of Pontryagin’s
type is derived and optimal strategies are characterized by means of backward stochas-
tic differential equations (BSDEs). BSDEs have turned out to be a powerful tool for
analyzing stochastic control problems, and for providing purely probabilistic solutions.
The reader is referred to the survey article [26] and the book by Pham [68] for examples
of control problems solved with BSDEs. Due to the liquidation constraint the BSDE
considered in Chapter 5 has a singular terminal condition: On the set of scenarios where
the position has to be closed, the solution of the BSDE converges to infinity as time
approaches the liquidation horizon. BSDEs with singular terminal condition have so far
only been studied in Popier [69] and [70]. One of the chapter’s goals is to reveal their
power for solving stochastic control problems with terminal state constraint.
To this end it is shown that a minimal supersolution of the BSDE exists, thus partly
generalizing the existence results obtained in [69] and [70]. Subsequently, it is verified
that optimal strategies are determined by this supersolution. The verification is based on
a penalization technique. Finally, special cases for which the control problem has explicit
solutions are discussed. In addition, the set of model specifications where deterministic
strategies are optimal is characterized.
In order to hedge their risk exposure and to protect themselves against price fluctu-
ations many companies trade on forward markets. They agree to buy or sell an asset
at a particular time in the future for a certain price. For example energy companies
approximately know in advance the amount of coal or natural gas they need in order
to run their power plants over a given future time span. To protect themselves against
rising prices they aim at closing these positions on forward markets long before the de-
livery starts. Likewise airline companies enter forward contracts on kerosine to hedge
against price risk. Often there is no liquid market for these particular contracts and the
manager has to find a counterparty that is willing to enter an over-the-counter (OTC)
contract. For entering the contract the counterparty will ask for a premium that usually
strongly depends on liquidity: The fewer other traders and hence potential risk takers,
the higher the liquidity costs. As the delivery period approaches, trading of forward con-
tracts becomes typically more active and thus liquidity increases. On energy exchanges
for instance only front periods (e.g. the next three months) are traded actively. There-
fore an early closure of the position implies foregoing the option to reduce execution
costs.
Frequently there is the opportunity to cross hedge the price risk by acquiring a dif-
ferent forward contract that is liquidly traded and follows the price movements of the
original contract closely. However, this forward contract does not perfectly replicate the
open position and thus entails basis risk. Chapter 6 analyzes the impact of cross-hedging
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opportunities on liquidation strategies. For example consider an energy company run-
ning gas power plants in Germany - an illiquid area of the European gas market (cf.
[27]). The company might consider to buy the natural gas in the more liquid Dutch
market. Once the German market becomes more liquid the operator sells the Dutch
gas again and buys the German gas she requires. Following this hedging strategy the
operator may reduce execution costs. Since the Dutch and the German market area are
physically connected by pipelines the prices in both market areas are highly correlated.
Nevertheless the price spread might move into an unfavorable direction and thus this
strategy entails basis risk. The aim is to find optimal trade-offs between minimizing
execution costs and basis risk.
Chapter 6, which is based on [6], deals with an optimal liquidation problem where an
investor has to close a short position in a primary market over a given time period. In
addition she has the opportunity to cross hedge the price risk by acquiring a more liquid,
positively correlated asset in a proxy market. In contrast to the preceding chapters, the
liquidity costs are modeled as proportional transaction costs and there is no volume-
dependent price impact. While the transaction costs in the primary asset are exogenously
given by a nonincreasing stochastic process, they are assumed to be constant in the proxy
market. The investor’s risk preferences are modeled by means of an increasing function
of the variance of the portfolio. In particular a well diversified portfolio reduces the
risk exposure of the investor. The aim of the investor is to minimize a weighted sum
of execution costs and the risk functional. The focus on proportional transaction costs
instead of including a price impact affects the choice of the mathematical tools required
to study the two-dimensional control problem. It turns out that optimal strategies are
not necessarily absolutely continuous with respect to Lebesgue measure but may possess
jumps. Therefore one has to fall back to methods from singular control theory instead
of relying on continuous control techniques as in Chapter 4 and Chapter 5. A solution
method is provided which is based on the well-known connection between singular control
and optimal stopping, see e.g. [43],[14],[36] and the references therein. These results
show how to reduce a one-dimensional singular control problem to a family of optimal
stopping problems. Since the aim of Chapter 6 is to find both the optimal strategy in the
primary and in the proxy market simultaneously, one cannot apply these results directly.
A sufficient condition is provided that allows to reduce the two-dimensional problem to
one-dimensional problems. In three stylized case studies it is verified that the condition
is satisfied and optimal positions in the primary and in the proxy market are determined
in closed form. For example, the case where active trading in the primary market kicks
in at a random time is analyzed. Furthermore a deterministic concave decay of liquidity
costs considered. In both cases one obtains a simple decision rule of the following form:
If the liquidity costs in the proxy market exceed L¯, then no cross hedge should be
performed. Whether the primary position is closed or not, depends on the ratio between
the liquidity cost savings and the risk when keeping the position open. If the liquidity
costs of the cross hedging instrument are smaller than a given threshold L¯, then the
position in the primary should be cross hedged.
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Inverse Optimal Stopping
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2. Inverse optimal stopping in
discrete-time
Most optimal stopping problems are concerned with a timing decision where all rele-
vant information is directly observable. There are, however, many economic situations
modeled as optimal stopping problems where private information is a crucial feature.
Important examples include the regulation of a firm that decides when to enter a mar-
ket, or the design of unemployment benefits where a worker privately observes her job
offers. Consider for example a firm that observes the stochastically changing demand
for a new product and needs to decide when to enter the market for this product. If the
firm starts selling the product, it pays an investment cost and receives the flow returns
from selling the product at all future times. When timing its market entry decision, the
firm solves an optimal stopping problem. While the resulting timing decision is optimal
for the firm, it is typically wasteful from a social perspective as the firm does not take
into account the consumer surplus of the new product. A question that naturally arises
is how a regulator can influence the incentives of the firm if the demand for the new
product is private information of the firm. Given an optimal stopping decision from
the regulator’s perspective, the challenge is to find a reward mechanism that makes this
stopping rule also optimal for the firm.
The aim of this chapter is to analyze this kind of inverse optimal stopping problem.
Time is discrete and the underlying stochastic process is one-dimensional and satisfies
the Markov property. Section 2.1 formulates inverse optimal stopping problems in this
framework and introduces the notion of implementable stopping rules. In Section 2.2 it
is shown that all cut-off rules are implementable under a single crossing condition. The
associated transfer admits a closed form representation involving constrained stochas-
tic processes. The transfer is unique up to an additive constant. This leads to a new
characterization of optimal stopping boundaries in Markovian stopping problems. Sec-
tion 2.3 presents an application of our approach to job search with and without recall.
For risk-averse agents the set of time-dependent reservation wage policies that can be
implemented through unemployment benefits is characterized.
2.1. The model
2.1.1. Evolution of the private information
Time is discrete and indexed by t ∈ {0, 1, . . . , T} = T, for some fixed time horizon
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T <∞. At every point in time t ∈ T an agent privately observes a real-valued Markov
process (Xt)t∈T on a filtered probability space (Ω,F ,P, (Ft)t∈T). The initial value of the
process X0 is distributed according to the distribution function F : R→ [0, 1],
P [X0 ≤ z] = F (z) .
Our formulation allows for completely general Markov processes which satisfy the fol-
lowing weak regularity assumptions.
Standing Assumption 2.1.1 (Polynomial Growth). X is of polynomial growth, i.e.
there exists a number p > 0 and a constant C > 0 such that
E [|Xt+1|p |Xt = x] ≤ C(1 + |x|p) for all x ∈ R .
We say that a function φ : R → R is of polynomial growth if there exists a constant
C˜ > 0 such that |φ(x)| ≤ C˜(1 + |x|p) for all x ∈ R with the same p as in Assumption
2.1.1. Assumption 2.1.1 assures that expected values of polynomial growth functions are
finite with respect to the conditional probability measure of the process X.
Standing Assumption 2.1.2 (Monotone Transitions). A higher value of the process
x′ ≥ x at time t leads to a higher value of the process at time t+ 1 in the sense of first
order stochastic dominance
P [Xt+1 ≤ z |Xt = x′] ≤ P [Xt+1 ≤ z |Xt = x] for all z ∈ R . (2.1)
Standing Assumption 2.1.3 (Continuous Transitions). For every t ∈ T and for every
continuous, polynomial growth function φ : R→ R the function x 7→ E [φ(Xt+1) |Xt = x]
is continuous.
Many Markov processes commonly used in the economic literature satisfy these as-
sumptions. The following result proven in the Appendix shows that for processes with
independent, multiplicative or additive random shocks the assumptions are satisfied.
Example 2.1.4 (Additive random walk). Let Xt = X0+
∑
s≤t s be the sum of identically
distributed, independent shocks (t)t∈T with finite second moment E [2t ] = σ2 <∞.
Example 2.1.5 (Multiplicative random walk). Let Xt = X0
∏
s≤t s be the product of
identically distributed, independent shocks (t)t∈T with finite second moments E [2t ] =
σ2 <∞.
Example 2.1.6 (Search without recall). Let (Xt)t∈T be a collection of integrable, inde-
pendent and identically distributed random variables.
Example 2.1.7 (Search with recall). Let (Yt)t∈T be a collection of integrable, indepen-
dent and identically distributed random variables. Set Xt = sups≤t Yt.
Proposition 2.1.8 (Regularity of random walks and search processes). Random walks
and search processes have continuous and monotone transitions. Random walks are of
polynomial growth of order p = 2 and search processes of order p = 1.
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Assumptions 2.1.1,2.1.2 and 2.1.3 are standing assumptions which hold throughout
the chapter. If explicitly stated we impose additional assumptions. For example for the
uniqueness result Proposition 2.2.9 we assume that the probability measure governing
the transitions of X has full support.
Assumption 2.1.9 (Full Support). For every x ∈ R, a < b and t < T we have
P [Xt+1 ∈ [a, b) |Xt = x] > 0 .
Moreover the distribution function F of the initial value X0 is absolutely continuous.
To simplify notation we define the transition kernel Pt,s of X for t < s ∈ T , which
acts on polynomial growth, measurable functions by
Pt,sφ(x) = E [φ(Xs) |Xt = x] .
If the function φ depends also on time we write Pt,sφ(x) = E [φ(s,Xs) |Xt = x]. By
slight abuse of notation we sometimes also write
Pt,s(x,A) = Pt,s1A(x) = P [Xs ∈ A|Xt = x]
for a Borel measurable set A ⊆ R. Assumption 2.1.2 implies that the kernel Pt,t+1
preserves monotonicity: If φ : R → R is nonincreasing then Pt,t+1φ is nonincreasing as
well. Assumptions 2.1.1 and 2.1.3 ensure that for every continuous, polynomial growth
function φ the function Pt,t+1φ is continuous and is of polynomial growth as well.
2.1.2. Strategies and payoffs of the agent
Based on her past observations of the process the agent decides when to stop. Denote
by T the set of (Ft)-adapted stopping rules1.
The payoff consists of three parts. At any time t before stopping the agent receives
a flow payoff f(t,Xt). At the time she stops she receives a final payoff g(τ,Xτ ). At
any time t after stopping she obtains a flow payoff h(t,Xt). The agent’s expected payoff
V (τ) when using the stopping rule τ equals
V (τ) = E
[(
τ−1∑
t=0
f(t,Xt)
)
+ g(τ,Xτ ) +
(
T∑
t=τ+1
h(t,Xt)
)]
. (2.2)
The continuous, polynomial growth payoff functions f, g, h : T×R→ R depend on time
t and the value of the process x.
Definition 2.1.10 (Marginal Incentive). We define the marginal incentive of the agent
to delay the stopping decision at t ∈ T when Xt = x by
z(t, x) = f(t, x) + E [g(t+ 1, Xt+1)− g(t, x)− h(t+ 1, Xt+1) |Xt = x] . (2.3)
1The terms stopping rule and stopping time are used interchangeably in this thesis.
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The marginal incentive z of the agent equals the expected change in payoffs when instead
of stopping in period t she stops in period t+ 1.
In static mechanism design with real valued private information one often imposes a
single crossing condition. The static single crossing condition ensures that the change
in utility from getting a higher allocation is decreasing in the private information. In
our dynamic setup, allocations differ in the time dimension. We impose the following
analogue of the static single crossing condition:
Standing Assumption 2.1.11 (Single Crossing). The marginal incentive z(t, x) is
strictly decreasing in x for every t ∈ T.
To ensure that Assumption 2.1.11 holds one can impose the following monotonicity
conditions on f, g and h. If h is increasing and f and E [g(t,Xt+1)− g(t,Xt) |Xt = x]
are decreasing in x and if there is at least one strict monotonicity, then z is strictly
decreasing. The single crossing condition has a natural interpretation in many economic
models. In a job search model, it means that it is more costly to reject a good offer
than to reject a bad offer. In an irreversible investment problem where the process X
represents the demand it means that the loss in profits from entering the market is higher
if the demand is higher. A further example is provided by a two-state one-armed bandit
model where X is the posterior belief. The single crossing condition is satisfied since the
expected payoff is lower the higher the probability that the state of the world is bad.
For some results we assume in addition that z is unbounded which will ensure that it
is optimal to stop for sufficiently high values of the process and optimal to continue for
sufficiently low values of the the process (cf. Proposition 2.2.6).
Assumption 2.1.12 (Unbounded Marginal Incentive). We have limx→∞ z(t, x) = −∞
and limx→−∞ z(t, x) =∞ for every t ∈ T.
2.1.3. Implementable stopping rules
We want to characterize how the behavior of the agent can be influenced using a transfer
pi : T→ R that is only a function of the realized stopping decision, but not of the path
of the process X the agent observes. The transfer pi is paid to the agent in addition to
her payoffs f, g, h and is thereby changing her preferences over stopping times.
Definition 2.1.13 (Implementable Stopping Rule). A stopping rule τ ? is implemented
by a transfer pi if τ ? is the minimal2 stopping rule satisfying
sup
τ∈T
V (τ) + E [pi(τ)] = V (τ ?) + E [pi(τ ?)] . (2.4)
We say that τ ? is implementable if there exists a transfer pi that implements it.
2A stopping rule τ is minimal in a set of stopping rules S ⊆ T if τ ≤ τ ′ almost surely for all τ ′ ∈ S.
Note that minimal stopping times are almost surely unique. If τ, τ ′ ∈ S ⊆ T are minimal stopping
times in S, then τ ≤ τ ′ ≤ τ and hence τ = τ ′ almost surely.
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Note that this is a strong notion of implementability since we also demand minimality
of the given stopping rule in addition to optimality. This additional requirement allows
us to derive a uniqueness result in Subsection 2.2.4.
A transfer rule pi : T → R has multiple attractive economic features: As the transfer
pi is independent of the realization of the process X it can be paid even if the realization
of X is unobservable. The only required information is the realized stopping decision.
Intuitively it suffices to know that the agent stopped, instead of for what reasons she
stopped. Furthermore, as the transfer depends only on the stopping decision it requires
no communication.
2.2. Characterization of implementable stopping rules
and transfers
The expected payoff V defines a preference relation over stopping times. The agent
prefers the stopping time τ over τ ′ if and only if V (τ) ≥ V (τ ′). The next result, proven
in the Appendix, shows that the preferences of the agent over stopping times depend
only on her marginal incentive to delay the allocation.
Proposition 2.2.1. The expected payoff of the agent when using the stopping rule τ
can be represented as the sum of the payoff of stopping in period zero plus her expected
marginal incentives
V (τ) = E
[
τ−1∑
t=0
z(t,Xt)
]
+ V (0).
Proposition 2.2.1 shows that the agent’s preferences over stopping times are completely
determined by the marginal incentive z to delay the allocation to next period. Note that
Proposition 2.2.1 is a result about expected payoffs. The realized payoffs for a given path
of X may differ. As a consequence of Proposition 2.2.1 the definition of implementability
can be simplified. A stopping time τ ? is implemented by the transfer pi if τ is the minimal
stopping time satisfying3
sup
τ∈T
E
[
τ−1∑
t=0
z(t,Xt) + pi(τ)
]
= E
[
τ?−1∑
t=0
z(t,Xt) + pi(τ
?)
]
. (2.5)
It is convenient to generalize the agent’s payoff V and to allow for arbitrary initial times
t and initial values x. For t ∈ T let Tt,T denote the set of all stopping rules with values
in {t, . . . , T}. For any stopping rule τ ∈ Tt,T we define the agent’s expected continuation
value by
Vt,x(τ) = E
[(
τ−1∑
s=t
f(s,Xs)
)
+ g(τ,Xτ ) +
(
T∑
s=τ+1
h(s,Xs)
) ∣∣Xt = x] . (2.6)
3We use the convention
∑t−1
s=t · = 0.
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For every transfer pi we introduce the agent’s value function vpi : T× R→ R as
vpi(t, x) = sup
τ∈Tt,T
(Vt,x(τ) + E [pi(τ) |Xt = x])− Vt,x(t).
Hence, vpi(t, x) − pi(t) is the difference between the expected payoff when continuing
optimally and stopping immediately. Put differently, the difference vpi(t, x) − pi(t) is
the agent’s willingness to pay for the option to stop after period t. It follows from the
argument in Proposition 2.2.1 that vpi is the supremum of the sum of expected future
marginal incentives and the transfer, when the agent follows the optimal continuation
strategy
vpi(t, x) = sup
τ∈Tt,T
E
[(
τ−1∑
s=t
z(s,Xs)
)
+ pi(τ) |Xt = x
]
. (2.7)
Since the agent always has the opportunity to stop immediately, i.e. to choose τ = t,
it follows vpi(t, x) − pi(t) ≥ 0. At each time t the agent faces the binary decision of
continuing or stopping. Given a value x of the process at time t she bases her decision
on whether the value of the option to continue is positive. If vpi(t, x) − pi(t) = 0, then
there is no gain from continuing and the agent stops. If vpi(t, x) − pi(t) > 0, the agent
continues at least one more period. Intuitively, it follows that the minimal optimal
stopping rule for the agent is given by
τ ? = inf {t ≥ 0 |Xt ∈ Dpi(t)} ∧ T, (2.8)
where the so-called stopping region Dpi(t) is defined by
Dpi(t) = {x ∈ R | vpi(t, x) = pi(t)}.
If the agent decides to stop at time t, she receives the transfer pi(t). If it is optimal to
continue, she obtains the marginal incentive z(t, x) plus the expected value of continuing
optimally in the next period E [vpi(t+ 1, Xt+1) |Xt = x] . This leads to the dynamic pro-
gramming principle which represents the value function in recursive form for all t ∈ T
and x ∈ R
vpi(t, x) = max {pi(t), z(t, x) + E [vpi(t+ 1, Xt+1) |Xt = x]} . (2.9)
For a rigorous derivation of Equations (2.8) and (2.9) we refer to [67, Chapter 1, Theorem
1.9]. The following Lemma establishes the regularity of the value function for every
transfer.
Lemma 2.2.2. The value function vpi is nonincreasing, continuous and of polynomial
growth in x.
We introduce the notion of cut-off rules. Cut-off rules are stopping rules such that
the agent stops the first time the process X exceeds a time-dependent threshold b. A
mapping b : T→ R 4with b(T ) = −∞ is called a cut-off.
4Here and in the sequel R = R ∪ {∞} ∪ {−∞}
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Definition 2.2.3 (Cut-Off Rule). A stopping rule τ is a cut-off rule if there exists a
cut-off b such that almost surely
τ = inf {t ∈ T |Xt ≥ b(t)} .
We denote the cut-off rule corresponding to the cut-off b by τb = inf {t ∈ T |Xt ≥ b(t)}.
If −∞ < b(t) <∞ for all t < T we call b a finite cut-off and τb a finite cut-off rule. The
next Lemma, proven in the Appendix, shows that under the full support assumption we
can uniquely recover the cut-off b of a cut-off rule τ .
Lemma 2.2.4. Suppose that the process X has full support, i.e. Assumption 2.1.9
holds. Then for every cut-off rule τ there exists a unique cut-off b satisfying τ = τb
almost surely.
In Section 2.2.1 we show that every implementable stopping rule, is a cut-off rule. In
Section 2.2.3 we show that all cut-off rules are implementable. The associated transfer
admits an explicit representation in terms of the constrained version of X which we
introduce in Section 2.2.2.
2.2.1. All implementable stopping rules are cut-off rules
It is known that if one imposes the single crossing condition in a static mechanism design
problem an allocation rule can be implemented if and only if it is monotone (see e.g.
[35]). In our dynamic setup cut-off rules play the role of monotone allocations. Indeed,
Assumption 2.1.2 implies that a cut-off rule τb is monotone in the sense of first order
stochastic dominance: For any t < s the probability that X exceeds b before time s is
increasing in the conditional value of X at time t
P [τb ≤ s |Xt = x′] ≤ P [τb ≤ s |Xt = x] for all x′ < x < b(t) .
The next Proposition shows that only cut-off rules are implementable.
Proposition 2.2.5. If the stopping rule τ is implementable, then τ is a cut-off rule.
Proof. Denote by pi the transfer implementing τ . Let τD be the first hitting time of X
of the stopping region
τD = inf{t ≥ 0 |Xt ∈ Dpi(t)} = inf{t ≥ 0 | vpi(t,Xt) = pi(t)} .
Then [67, Theorem 1.9] yields that τD is a minimal optimal stopping rule for the agent’s
stopping problem given the transfer pi. Fix a point in time t and a value of the process
x ∈ Dpi(t) such that it is optimal to stop. By Lemma 2.2.2 the value function vpi is
nonincreasing and hence for every point x′ ≥ x
pi(t) = vpi(t, x) ≥ vpi(t, x′) .
By definition the value function vpi is bounded from below by pi(t) and hence we
have vpi(t, x
′) = pi(t). Thus every value x′ ≥ x is in the region x′ ∈ Dpi(t) where it is
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optimal for the agent to stop. This implies that the stopping region Dpi(t) is an interval
which is unbounded on the right. Again by Lemma 2.2.2 the function x 7→ vpi(t, x) is
continuous and hence Dpi(t) is closed. Therefore there exists some b(t) ∈ R such that
Dpi(t) = [b(t),∞). This implies that τD is a cut-off rule with cut-off b. For every minimal
optimal stopping rule we have τ = τD almost surely and hence τ is a cut-off rule.
Under Assumption 2.1.12 the marginal incentive z(t, x) to delay the stopping decision
from time t to t+ 1 gets arbitrarily large as x decreases. We show that this assumption
suffices to guarantee that for any transfer pi there exists some level x ∈ R where it
is strictly optimal for the agent to continue. Moreover there exists a finite threshold x
where it is optimal to stop. In between these two levels there exists a number b(t) ∈ [x, x]
where the agent is indifferent between stopping and continuing.
Proposition 2.2.6. If Assumption 2.1.12 holds and the stopping rule τ is implemented
by a transfer pi, then τ is a cut-off rule with a finite cut-off b. The agent is indifferent
between stopping and continuing at the cut-off
vpi(t, b(t)) = pi(t) = z(t, b(t)) + E [v(t+ 1, Xt+1)|Xt = b(t)] . (2.10)
Proof. Let b be the cut-off from Proposition 2.2.5 such that Dpi(t) = [b(t),∞) and
τ = τb almost surely. Under Assumption 2.1.12, since vpi is nonincreasing in x, there
exist x, x ∈ R such that
z(t, x) + E [vpi(t+ 1, Xt+1) |Xt = x] ≤ pi(t) < z(t, x) + E [vpi(t+ 1, Xt+1) |Xt = x] .
Hence, at x it is optimal for the agent to stop and we have x ∈ Dpi(t). In particular it
follows that b(t) ≤ x <∞. The agent strictly prefers continuing to stopping at x which
means that x /∈ Dpi(t) and consequently b(t) > x > −∞. We deduce that τ is a finite
cut-off rule.
Since b(t) is the minimal element of Dpi(t) we have that vpi(t, b(t)) = pi(t). On the
other hand we have vpi(t, x) = z(t, x) + Pt,t+1vpi(x) for all x < b(t). Now taking the limit
x ↗ b(t) yields vpi(t, b(t)) = z(t, b(t)) + Pt,t+1vpi(b(t)), where we used Lemma 2.2.2 and
Assumption 2.1.3. The definition of vpi establishes Equation (2.10).
2.2.2. Constrained processes
In this section we introduce constrained processes. This class of processes plays a cru-
cial role in designing mechanisms for optimal stopping problems. We will show that
the transfer implementing a given cut-off rule can always be represented as an expec-
tation over the constrained version of the original process X. For a given cut-off b the
constrained version of X is a Markov process X˜ which evolves as X below b, but is
constrained to be on the cut-off b whenever X tries to exceed it. For an illustration we
first present the construction of a constrained random walk (see also Figure 2.1).
Example 2.2.7 (Constrained random walk). As in Example 2.1.4 let X be a random
walk, i.e. Xt = X0 +
∑
s≤t s with P [s = 1] = P [s = −1] = 12 . In this case the
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constrained version can be constructed path-by-path. First, set X˜0 = X0 ∧ b(0) and then
define X˜ recursively by X˜t+1 = (X˜t + t+1) ∧ b(t+ 1) for all t < T .
For general Markov processes we take a different approach to construct the constrained
version. We first modify the transition probabilities of the original process X and then
we define X˜ as the Markov process having these new transition probabilities. For every
t < T we define a kernel P˜t,t+1 which acts on bounded, measurable functions by
P˜t,t+1φ(x) = E [φ(Xt+1 ∧ b(t+ 1)) |Xt = x] .
We also write
P˜t,t+1(x,A) = P˜t,t+11A(x) = P [Xt+1 ∧ b(t+ 1) ∈ A |Xt = x]
for x ∈ R and a Borel measurable set A ⊂ R. We extend the family of kernels to a
semi-group (P˜t,s)t≤s via the usual composition
P˜t,sφ = P˜t,t+1(P˜t+1,t+2 . . . (P˜s−1,sφ)).
The operator P˜t,t is defined to be the identity. Then there exists a Markov process X˜
on some filtered probability space (Ω˜, F˜ , P˜, (F˜t)t∈T) satisfying
P˜
[
X˜t+1 ∈ A | X˜t = x
]
= P˜t,t+1(x,A) = P
[
Xt+1 ∧ b(t+ 1) ∈ A |Xt = x
]
(2.11)
for all x ∈ R, t < T and all Borel measurable sets A ⊂ R. We call X˜ the constrained
version of X. Choosing A ⊂ (−∞, b(t + 1)) implies P˜[X˜t+1 ∈ A|X˜t = x] = P[Xt+1 ∈
A|Xt = x
]
, i.e. the transition probabilities of X˜ and X coincide below the cut-off. For
A = (b(t+ 1),∞) we obtain P˜[X˜t+1 > b(t+ 1)|X˜t = x] = 0, which means that X˜ never
exceeds the cut-off.
2.2.3. All (finite) cut-off rules are implementable
As shown in Section 2.2.1 only cut-off rules are implementable. In this section we prove
the opposite direction, i.e. every finite cut-off rule is implementable. For a given cut-off
rule we define the transfer and explicitly verify that it implements the cut-off rule. In
static mechanism design every monotone allocation rule is implemented by a transfer
equal to the integral over marginal incentives (cf. [35]). In our dynamic model cut-
off rules are the equivalent of monotone allocation rules. The transfer pi implementing
a finite cut-off rule τb equals the expected future marginal incentive z to delay the
allocation evaluated at the process X˜ constrained by the cut-off b
pi(t) = E˜
[
T−1∑
s=t
z(s, X˜s) | X˜t = b(t)
]
for t < T and pi(T ) = 0 . (2.12)
Theorem 2.2.8. Every finite cut-off rule τb is implemented by the transfer defined in
Equation (2.12).
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Figure 2.1.: A binomial random walk (dashed line) and its constrained version (solid
line) starting in X0 = 8 constrained by the constant cut-off b(t) = 10.
Proof. First, we claim that for the transfer defined in Equation (2.12) the value function
defined in Equation (2.7) satisfies
vpi(t, x) =
T−1∑
s=t
P˜t,sz(x ∧ b(t)). (2.13)
To prove Equation (2.13) we proceed via backward induction. At time T we have by
definition pi(T ) = 0 and vpi(T, x) = 0 for all x ∈ R. At time t < T first observe that we
have by induction hypothesis
E [vpi(t+ 1, Xt+1) |Xt = x] =
T−1∑
s=t+1
E
[
P˜t+1,sz(Xt+1 ∧ b(t+ 1)) |Xt = x
]
=
T−1∑
s=t+1
P˜t,sz(x) .
The dynamic programming principle implies
vpi(t, x) = max {pi(t), z(t, x) + E [vpi(t+ 1, Xt+1) |Xt = x]} = max
{
pi(t),
T−1∑
s=t
P˜t,sz(x)
}
.
By the single crossing condition and Assumption (2.1) we obtain that the mapping x 7→
P˜t,sz(x) is nonincreasing for every s > t. As we have by definition pi(t) =
∑T−1
s=t P˜t,sz(b(t))
this yields Equation (2.13).
The fact that x 7→ z(t, x) is strictly decreasing implies that x 7→ ∑T−1s=t P˜t,sz(x) is
strictly decreasing as well. From Equation (2.13) we conclude that the stopping region
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is equal to the interval Dpi(t) = [b(t),∞). Then [67, Theorem 1.9] yields that τb is a
minimal stopping rule implemented by pi, i.e. solving Equation (2.5).
2.2.4. Uniqueness of the transfer
An important result in static mechanism design and auction theory is the revenue equiv-
alence theorem. It was first observed in [82] that many classical auction mechanisms
(first-price auctions, Dutch auctions, English auctions, and second-price auctions) lead
to the same expected transfers. This result was later generalized to many other auction
setups and mechanism design problems. The revenue equivalence theorem states that
for every fixed allocation rule the expected transfers implementing it are unique up to
a constant. The following proposition shows that revenue equivalence holds in our dy-
namic model, if one imposes a full support assumption similar to the condition necessary
in static mechanism design problems.
Proposition 2.2.9 (Revenue Equivalence). Suppose that X has full support (Assump-
tion 2.1.9) and let τ be a finite cut-off rule, then the transfer implementing τ is unique
up to an additive constant.
Proof. Let pi, pˆi be two payments implementing τ such that pi(T ) = pˆi(T ) and let v = vpi
and vˆ = vpˆi denote the associated value functions. We show that the two value functions
coincide: v(t, x) = vˆ(t, x) for all t ∈ T and x ∈ R. This implies uniqueness of the
transfer since by Lemma 2.2.4, there exists a unique cut-off b satisfying τ = τb and hence
Equation (2.10) holds for vpi as well as for vpˆi with the same cut-off b. In particular we
have pi(t) = v(t, b(t)) = vˆ(t, b(t)) = pˆi(t).
At time T we clearly have v(T, x) = vˆ(T, x) for all x ∈ R. Using this as induction
basis we obtain by Equation (2.10) for t < T
pi(t) = z(t, b(t)) + Pt,t+1v(b(t)) = z(t, b(t)) + Pt,t+1vˆ(b(t)) = pˆi(t).
Therefore the dynamic programming principle (2.9) implies v(t, x) = vˆ(t, x) for all x ∈
R.
2.2.5. Relation to optimal stopping
In this section we use our results to gain new insights into the structure of optimal
stopping problems. Especially, we provide a new closed form characterization of the
option value in general optimal stopping problems as an expectation over constrained
processes. We consider the standard optimal stopping problem, where the agent opti-
mizes her expected payoff V (τ) over the set of stopping rules τ ∈ T .5 We say that τ ? is
the minimal optimal stopping rule, if it is the minimal stopping rule satisfying
V (τ ?) = sup
τ∈T
V (τ). (2.14)
5Recall that the value V and its generalization Vt,x are defined in Equations (2.2) and (2.6), respec-
tively.
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The notion of implementability introduced in Definition 2.1.13 generalizes the notion
of optimality in the sense that every minimal optimal stopping rule is implementable by
a transfer of zero. Hence, we get the following immediate corollary of Proposition 2.2.5,
which reproduces the well known result from optimal stopping theory (see e.g. [42] for
the result in a continuous-time framework)
Corollary 2.2.10. The minimal optimal stopping rule is a cut-off rule.
Proof. As every minimal optimal stopping rule is implementable, the minimal optimal
stopping rule is a cut-off rule by Proposition 2.2.5.
We define the agent’s option value by6
w(t, x) = sup
τ∈Tt,T
Vt,x(τ)− Vt,x(t).
Similar arguments as in the proof of Proposition 2.2.1 show that w equals the sum of
marginal incentives z if the agent uses the optimal stopping rule
w(t, x) = sup
τ∈Tt,T
E
[
τ−1∑
s=t
z(s,Xs) |Xt = x
]
.
Note that by definition the option value w(t, x) is nonnegative as the agent can al-
ways choose τ = t and stop immediately. The option value plays an important role in
many economic applications of optimal stopping, especially in irreversible investment
and search theory.
Example 2.2.11 (Irreversible Investment). Consider for example the situation of a
firm, facing uncertainty over future market conditions. It has to decide if and when to
invest in a new factory. Here, Vt,x(t) is the net present value (NPV) of investing at
time t. A simple investment strategy would be to invest once the NPV is positive. The
real options literature (cf. [22]) highlights the fact that this is not an optimal strategy as
there is the option value of waiting. Instead it is optimal to invest at the first time when
the option value of waiting becomes zero, i.e. the stopping rule
τ ? = inf{t ∈ T |w(t,Xt) = 0} ,
is optimal in (2.14) (cf. [67, Chapter 1, Theorem 1.9])
Hence, to characterize optimal behavior of the agent in stopping problems it is impor-
tant to characterize the option value w. The next result yields a representation of w in
terms of constrained processes. Moreover, we characterize the optimal stopping cut-off
b.
6In the mathematical finance literature w is called the time value of V .
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Proposition 2.2.12 (Characterization of the Option Value).
Let b be a finite cut-off. If b satisfies
0 = E
[
T−1∑
s=t
z(s, X˜s) | X˜t = b(t)
]
, (2.15)
for all t ∈ T, then τb is the minimal optimal stopping rule and the option value of waiting
is the expected sum over future marginal incentives evaluated at the constrained process,
i.e. for all x ∈ R and all t ∈ T
w(t, x) = E
[
T−1∑
s=t
z(s, X˜s) | X˜t = x ∧ b(t)
]
. (2.16)
Under Assumption 2.1.9 the converse holds true as well. If τb is optimal, then b satisfies
Equation (2.15) for all t ∈ T.
Proof. Assume that Equation (2.15) holds. Then Theorem 2.2.8 implies that τb is imple-
mented by the zero transfer which means that τb is the minimal optimal stopping time
in (2.14). Equation (2.16) follows from Equation (2.13).
Now assume that τb is a minimal optimal stopping rule in (2.14). Hence, it is imple-
mented by the zero transfer. By Theorem 2.2.8 it is also implemented by the transfer
t 7→∑T−1s=t E˜[z(s, X˜s) | X˜t = b(t)]. Then Proposition 2.2.9 implies Equation (2.15).
2.3. Application to search problems
In this section, we use the characterization of the transfer derived in Section 2.2 to an-
alyze search problems. In a search problem, an agent chooses every period t between
accepting an offer Xt ∈ R+ and waiting for better offers. Here Xt denotes the wage
which is payed to the agent in every future period (e.g. week or month) if she accepted
the job offer at time t. In periods before accepting an offer the agent receives a nonneg-
ative benefit β(t) ∈ R+. For example, the agent could be an unemployed worker who
sequentially receives job offers. The benefit is provided by an unemployment agency
who wants the agent to accept certain offers but that does not observe the offers the
agent receives. In the following we analyze how the unemployment agency can influence
the agent’s search behavior by paying benefits that only depend on the time the worker
has spent in unemployment.
As before we denote by τ ∈ T a search strategy (stopping rule)7. The offers X
arrive according to a Markov process such that Assumptions 2.1.1, 2.1.2, 2.1.3 and 2.1.9
of Section 2.1 are satisfied. The agent discounts the future with a factor δ ∈ (0, 1).
After accepting an offer the agent receives the value of the offer forever, such that her
7Note that by the definition of T = T0,T the agent needs to accept an offer before T .
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discounted expected average utility equals
(1− δ)E
[
τ−1∑
s=0
δsu(β(s)) +
∞∑
s=τ
δsu(Xτ )
]
= E
[(
τ−1∑
s=0
(1− δ)δsu(β(s))
)
+ δτu(Xτ )
]
.
(2.17)
The utility function u : R+ → [u, u] is twice differentiable, surjective, increasing and
concave. Note that we do not assume the utility to be bounded, i.e. u, u ∈ R.
We generalize the definition of implementability when the agent is risk-averse with
respect to the benefit in the natural way.
Definition 2.3.1 (Implementability). A search strategy τ ? is implemented by a benefit
β if τ ? is the minimal stopping rule satisfying
sup
τ∈T
E
[
τ−1∑
s=0
(1− δ)δsu(β(s)) + δτu(Xτ )
]
= E
[
τ?−1∑
s=0
(1− δ)δsu(β(s)) + δτ?u(Xτ?)
]
.
(2.18)
For every benefit function β we define the transfer piβ : T→ R by
piβ(t) =
t−1∑
s=0
(1− δ)δsu(β(s)) . (2.19)
Using the definition of piβ from Equation (2.19) the search problem of the agent simplifies
to
sup
τ∈T
E [δτu(Xτ ) + piβ(τ)] . (2.20)
From Proposition 2.2.9 we derive uniqueness of the benefit implementing a cut-off rule.
Corollary 2.3.2. The benefit implementing a given finite cut-off rule is unique.
Proof. Assume that a cut-off rule is implemented by a benefit β. Then it is implemented
by the transfer piβ(t) =
∑t−1
s=0(1 − δ)δsu(β(s)). By Proposition 2.2.9 the term piβ(t) −
piβ(t − 1) = (1 − δ)δtu(β(t)) is independent of β, which implies uniqueness of β(t) for
any t as u is strictly increasing.
Theorem 2.2.8 shows that there exists a unique (up to a constant) transfer such that
a given cut-off rule τb = min{t ∈ T |Xt ≥ b(t)} is optimal for the agent in (2.20). Due to
the risk-aversion of the agent and the restriction to nonnegative benefits β, it is, however,
not clear that for every transfer pi there exists a benefit function β such that pi = piβ. In
the next sections we will explicitly calculate the transfers for the two standard setups
of search with and without recall. We then use this transfer to analyze which search
strategies can be implemented and explicitly derive the benefits β implementing them.
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2.3.1. Search without recall
The process X models the value of the agent’s current offer. The agent can not recall
offers. If she does not accept the offer Xt at time t, the offer expires and there arrives
a new offer at time t + 1. The offers Xt, t ∈ T, are identically and independently dis-
tributed according to the absolutely continuous, strictly increasing distribution function
G : R+ → [0, 1]. Then Proposition 2.1.8 ensures that all required assumptions are sat-
isfied. Let us denote by µ =
∫
u(x)dG(x) < ∞ the expected utility of a job offer. The
agent’s marginal incentive to delay the decision of taking a job by one period equals
z(t, x) = E
[
δt+1u(Xt+1)− δtu(Xt) |Xt = x
]
= δt (δµ− u(x)) .
As u is increasing the marginal incentive is decreasing and thus the dynamic single
crossing condition (Assumption 2.1.11) is satisfied. Furthermore if u is unbounded the
marginal incentive z is unbounded as well (Assumption 2.1.12) and by Proposition 2.2.6
only finite cut-off rules are implementable.
Let b be a finite cut-off. By definition of the constrained process X˜ in Equation (2.11)
the values X˜t are independently and identically distributed according to the distribution
function {
1 for all x ≥ b(t)
G(x) for all x < b(t)
.
It follows that for all t < s the expected marginal incentive evaluated at the constrained
process is given by
E
[
z(s, X˜s) | X˜t = b(t)
]
= δs
(
δµ−
∫ b(s)
0
u(x)dG(x)− u(b(s))(1−G(b(s)))
)
.
In particular, E
[
z(s, X˜s) | X˜t = b(t)
]
is independent of t. By Theorem 2.2.8 using the
cut-off rule τb maximizes the agents utility in Equation (2.17) if the benefits β are chosen
in such a way that the associated transfer piβ equals up to a constant
δt(δµ− u(b(t))) +
T−1∑
s=t+1
δs
(
δµ−
∫ b(s)
0
u(x)dG(x)− u(b(s))(1−G(b(s)))
)
.
This leads to a formula for the benefits paid in every period.
Proposition 2.3.3 (Benefits for Search without Recall). Let b be a finite cut-off. The
search strategy τb is implementable if and only if
u(b(t))
1− δ −
δ
1− δ
∫
R+
u(max{b(t+ 1), x})dG(x) ∈ [u, u] for all t < T . (2.21)
In this case τb is implemented by the benefit
β(t) = u−1
(
u(b(t))
1− δ −
δ
1− δ
∫
R+
u(max{b(t+ 1), x})dG(x)
)
. (2.22)
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While in the risk neutral case without the restriction to nonnegative benefits every
cut-off is implementable, Proposition 2.3.3 shows that in the case of bounded utility
functions the class of implementable search strategies is further restricted by Equation
(2.21).
Example 2.3.4. Let G be the uniform distribution on [0, 1], i.e. G(x) = min{x, 1}, and
assume that the agent exhibits constant relative risk aversion α, i.e.
u(x) =
{
x1−α
1−α for α 6= 1
log(x) for α = 1
. (2.23)
First note that µ = (1−α)−1 ∫ 1
0
x1−αdx is only finite for α ∈ [0, 2). Then a finite cut-off
rule is implementable if and only if α = 1 or for all t < T
b(t)1−α ≥ δ
2− α
(
(1− α)b(t+ 1)2−α + 1) .
The benefit equals
β(t) =
b(t)
1−δ exp
(
δ
1−δ (1− b(t+ 1))
)
for α = 1(
b(t)1−α
1−δ − δ(2−α)(1−δ) ((1− α)b(t+ 1)2−α + 1)
) 1
1−α
for α 6= 1
.
2.3.2. Search with recall
In this section we solve the case of search with recall. In every period t the worker
receives a job offer with nonnegative wage Y t. The wages are independent and identically
distributed according to the absolutely continuous, strictly increasing distribution G :
R+ → [0, 1]. Again we denote by µ =
∫
u(x)dG(x) the expected utility of a job offer. In
this section the worker can recall past offers. The process Xt = maxs≤t Ys models the
highest offer the worker received before time t. Then it follows from Proposition 2.1.8
that all required assumptions are satisfied. The agent’s marginal incentive to delay the
decision of taking a job equals
z(t, x) = δtE [δu(Xt+1)− u(Xt)|Xt = x] = δt+1
(
u(x)G(x) +
∫ ∞
x
u(y)dG(y)
)
− δtu(x).
Taking derivatives yields that zx(t, x) = −δtu′(x) (1− δG(x)) and thus the dynamic
single crossing condition (Assumption 2.1.11) is satisfied. Let b be a finite nonincreasing
cut-off, i.e. b(t) ≥ b(t + 1). Since X is pathwise nondecreasing one can verify, that the
process X˜t = b(t) ∧Xt satisfies the definition of the constrained process X˜ in Equation
(2.11). It follows that for all t ≤ s the expected marginal incentive evaluated at the
constrained process is given by
E
[
z(s, X˜s)|X˜t = b(t)
]
= δt
(
δ
∫
R+
u(max{b(s), x})dG(x)− u(b(s))
)
This leads the following proposition.
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Proposition 2.3.5 (Benefits for Search with Recall). Let b be a finite nonincreasing
cut-off. The search strategy τb is implementable if and only if
u(b(t))
1− δ −
δ
1− δ
∫
R+
u(max{b(t), x})dG(x) ∈ [u, u] for all t < T . (2.24)
In this case τb is implemented by the benefit
β(t) = u−1
(
u(b(t))
1− δ −
δ
1− δ
∫
R+
u(max{b(t), x})dG(x)
)
. (2.25)
We obtain the following corollary showing that for the case with recall the monotonic-
ity of the cut-off implies the monotonicity of the benefit.
Corollary 2.3.6. Let b be a nonincreasing cut-off and β the unique benefit implementing
it, then β is nonincreasing.
Proof. The result follows as the right-hand side of Equation (2.25) is increasing in b(t).
Finally we obtain a result comparing the benefit implementing a decreasing cut-off
with and without recall.
Corollary 2.3.7. Let b be a nonincreasing cut-off. Then the benefit implementing it
if the agent can recall past offers is weakly smaller than the benefit if the agent cannot
recall past offers.
Proof. The result follows as the right-hand side of Equation (2.22) is weakly larger than
the right-hand side of Equation (2.25).
Example 2.3.8. We take the same framework as in Example 2.3.4, i.e. G(x) =
min{x, 1} is the uniform distribution on [0, 1] and the utility function exhibits constant
relative risk aversion α (c.f. Equation (2.23)). Again note that µ = (1−α)−1 ∫ 1
0
x1−αdx
is only finite for α ∈ [0, 2). Then a finite nonincreasing cut-off rule is implementable if
and only if α = 1 or for all t < T
0 ≤ (1− α)δb(t)2−α − (2− α)b(t)1−α + δ .
The benefit equals
β(t) =
b(t)
1−δ exp
(
δ
1−δ (1− b(t))
)
for α = 1(
(1−α)δb(t)2−α−(2−α)b(t)1−α+δ
(2−α)(1−δ)
) 1
1−α
for α 6= 1
.
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2.4. Appendix
Proof of Proposition 2.1.8. We first consider the case of multiplicative increments. By
definition
E
[|X2t+1| |Xt = x] = x2E [2t+1] = x2σ2 ≤ σ2(1 + |x|2)
and hence X is of polynomial growth of order p = 2. For every x < x′ and any increasing
function φ we have that
E [φ(Xt+1) |Xt = x′]− E [φ(Xt+1) |Xt = x] = E [φ(t+1x′)− φ(t+1x)] ≥ 0.
Setting φ(x) = 1{x≥z} yields that the process X has monotone transitions. Next, let φ
be a continuous, polynomial growth function. Appealing to the dominated convergence
theorem yields
lim
h→0
|E [φ(Xt+1) |Xt = x+ h]− E [φ(Xt+1) |Xt = x]|
≤ lim
h→0
E [|φ(t+1(x+ h))− φ(t+1x)|] = E
[
lim
h→0
|φ(t+1(x+ h))− φ(t+1x)|
]
= 0 .
Hence X has continuous transitions.
Let us now turn to the additive random walk. We have
E
[|X2t+1| |Xt = x] = E [(x+ t+1)2] ≤ 2(x2 + σ2)
and hence X is of polynomial growth of order p = 2. For every x < x′ and any increasing
function φ we have that
E [φ(Xt+1) |Xt = x′]− E [φ(Xt+1) |Xt = x] = E [φ(x′ + t+1)− φ(x+ t+1)] ≥ 0.
As in the case of a multiplicative random walk setting φ(x) = 1{x≥z} yields that the
process X has monotone transitions. Finally, let φ be a continuous, polynomial growth
function. Again we employ the dominated convergence theorem to obtain
lim
h→0
|E [φ(Xt+1) |Xt = x+ h]− E [φ(Xt+1) |Xt = x]|
≤ E
[
lim
h→0
|φ(x+ h+ t+1)− φ(x+ t+1)|
]
= 0 .
In the case of search without recall the conditional expectation E[f(Xt+1)|Xt = x] =
E[f(Xt+1)] does not depend on x and t. Therefore all claims of the proposition follow
immediately.
If the agent can recall past offers we have E[f(Xt+1)|Xt = x] = E[f(Xt+1 ∨ x)].
The property of monotone transitions follows immediately. Polynomial growth and
continuous transition follow from the integrability of Xt+1.
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Proof of Proposition 2.2.1. Let τ ∈ T be an arbitrary stopping rule. We will show that
V (τ) = E
[
τ−1∑
t=0
z(t,Xt)
]
+ E
[
g(0, X0) +
T∑
t=1
h(t,Xt)
]
which yields the claim. To this end we rewrite V (τ) as follows
V (τ) = E
[(
τ−1∑
t=0
f(t,Xt)− h(t,Xt)
)
+ g(τ,Xτ )− h(τ,Xτ )
]
+E
[
T∑
t=0
h(t,Xt)
]
. (2.26)
Using the the tower property of conditional expectations we can represent the expected
payoff E [g(τ,Xτ )− h(τ,Xτ )] as a sum of flow payoffs as follows
E [g(τ,Xτ )− h(τ,Xτ )]
= E [g(0, X0)− h(0, X0)] + E
[
τ−1∑
t=0
g(t+ 1, Xt+1)− h(t+ 1, Xt+1)− g(t,Xt) + h(t,Xt)
]
= E [g(0, X0)− h(0, X0)]
+ E
[
τ−1∑
t=0
E [g(t+ 1, Xt+1)− h(t+ 1, Xt+1)− g(t,Xt) + h(t,Xt)| Ft]
]
= E [g(0, X0)− h(0, X0)] + E
[
τ−1∑
t=0
z˜(t,Xt)
]
,
with
z˜(t, x) = E [g(t+ 1, Xt+1)− h(t+ 1, Xt+1) |Xt = x]− g(t, x) + h(t, x)
= z(t, x)− f(t, x) + h(t, x).
Then Equation (2.26) implies
V (τ) = E
[
τ−1∑
t=0
f(t,Xt)− h(t,Xt) + z˜(t,Xt)
]
+ E
[
g(0, X0)− h(0, X0) +
T∑
t=0
h(t,Xt)
]
,
which yields the claim.
Proof of Lemma 2.2.2. We proceed by backward induction. At time T the value func-
tion vpi(T, x) = pi(T ) does not depend on x and hence satisfies the assertions of the
Lemma. At time t < T the induction hypothesis yields that the function x 7→ Pt,t+1v(x)
is continuous, nonincreasing and of polynomial growth of order p. Then the dynamic
programming principle (2.9) and the single crossing condition yield the claim for vpi.
Proof of Lemma 2.2.4. Suppose that Assumption 2.1.9 holds. We show that b is unique.
To this end assume that there exist two cut-offs b and bˆ such that τ = τb = τbˆ and
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b(t) < bˆ(t) for some t ∈ {0, . . . , T − 1}. By conditioning on Ft−1 and using the Markov
property of X we obtain
P[τb = t] = P[Xt ≥ b(t), τb > t− 1] = E[E[1{Xt≥b(t)}|Xt−1]1{τb>t−1}].
Similar considerations for τbˆ yield
0 = P[τb = t]− P[τbˆ = t] = E[E[1{Xt≥b(t)} − 1{Xt≥bˆ(t)}|Xt−1]1{τb>t−1}]
= E[E[1{b(t)≤Xt<bˆ(t)}|Xt−1]1{τb>t−1}].
By the full support assumption the random variable E[1{b(t)≤Xt<bˆ(t)}|Xt−1] is strictly
positive. Moreover, the full support assumption implies that the event {τb > t − 1}
happens with positive probability. This leads to the contradiction
E
[
E[1{b(t)≤Xt<bˆ(t)} |Xt−1]1{τb>t−1}
]
> 0 .
Proof of Proposition 2.3.3. First assume that Condition (2.21) is satisfied and let β be
given by Equation (2.22). Then we have by Equation (2.19)
piβ(t) =
t−1∑
s=0
δs
(
u(b(s))− δ
∫
R+
u(max{b(s+ 1), x})dG(x)
)
= δt
∫ b(t)
0
u(x)dG(x)− u(b(t))G(b(t))−
∫ b(0)
0
u(x)dG(x) + u(b(0))G(b(0))
−
t−1∑
s=0
δs
(
δµ−
∫ b(s)
0
u(x)dG(x)− u(b(s))(1−G(b(s))
)
= C +
T−1∑
s=t
E
[
z(s, X˜s) | X˜t = b(t)
]
,
where the constant C is given by
u(b(0))G(b(0)) −
∫ b(0)
0
u(x)dG(x)
−
T∑
s=0
δs
(
δµ−
∫ b(s)
0
u(x)dG(x)− u(b(s))(1−G(b(s)))
)
.
Then Theorem (2.2.8) implies that τb is implemented by β.
For the other direction assume that τb is implemented by the benefit β. Since β is
unique by Corollary 2.3.2 similar calculations as above imply that β satisfies for all t < T
(1− δ)δtu(β(t)) = u(b(t))− δ
∫
R+
u(max{b(t+ 1), x})dG(x) .
This implies that Condition (2.21) is satisfied.
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Proof of Proposition 2.3.5. If Condition (2.24) holds true, then the benefit β from Equa-
tion (2.25) is well-defined and satisfies
piβ(t) =
t−1∑
s=0
u(b(s))− δ
∫
R+
u(max{b(s), x})dG(x)
= C +
T−1∑
s=t
E
[
z(s, X˜s) | X˜t = b(t)
]
,
with
C =
T−1∑
s=0
u(b(s))− δ
∫
R+
u(max{b(s), x})dG(x) .
The converse direction follows by the same argument as in the proof of Proposition
2.3.3.
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3. Inverse optimal stopping in
continous-time
This chapter deals with the analogue of Chapter 2 in a continuous-time framework.
Some remarks concerning the differences between the two chapters are in order. First,
the model in this chapter is set-up in a Brownian framework and the underlying stochas-
tic process follows time-inhomogeneous diffusion dynamics. Second, the definition of
implementability is modified. The notion of implementability is introduced for subsets
of the state space [0, T ] × R. A set is called implementable if its first hitting time of
the diffusion is implemented by some transfer. The notion is strong since it requires
optimality of first hitting times for arbitrary initial conditions of the diffusion. This ap-
proach allows to derive a uniqueness result without imposing a full support assumption
on the diffusion. Moreover, in contrast to Chapter 2, the requirement of minimality of
the stopping times in the definition of implementability is dropped.
Section 3.1 introduces the model in detail and in particular provides the notion of
implementability. The subsequent sections proceed in the spirit of their discrete-time
counterparts. However, the mathematical techniques employed differ considerably. For
example, the verification arguments presented in this chapter do not rely on Bellman’s
optimality principle. In Section 3.2 it is shown that only cut-off regions are strictly
implementable. Section 3.3 is devoted to the converse implication. First, the explicit
representation of the transfer is formally derived. To this end reflected processes are
introduced (Subsection 3.3.1). Moreover, the crucial properties of reflected processes
which are required in the following sections, are established. Subsection 3.3.2 employs
these results to derive the main result about implementability of cut-off regions. Sub-
section 3.3.3 presents the some properties of the transfer and Subsection 3.3.4 provides
a uniqueness result. In Section 3.4 an integral equation characterizing optimal stopping
boundaries is presented.
3.1. Problem formulation
3.1.1. Dynamics
In this chapter we consider optimal stopping problems with finite time horizon T <∞.
The underlying probability space (Ω,F ,P) supports a one-dimensional Brownian motion
W . Let F = (Ft)t∈[0,T ] be the filtration generated by W satisfying the usual assumptions.
We denote the set of F-stopping times with values in [0, T ] by T . For t < T we refer to
Tt,T as the subset of stopping times which take values in [t, T ]. The process X follows
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the time-inhomogeneous diffusion dynamics
dXt = µ(t,Xt)dt+ σ(t,Xt)dWt. (3.1)
We denote by L = µ∂x + 12σ2∂xx the infinitesimal generator of X. The coefficients
µ, σ : [0, T ]×R→ R are continuous and Lipschitz continuous in the x variable uniformly
in t, i.e. there exists a positive constant L such that
|µ(t, x)− µ(t, y)|+ |σ(t, x)− σ(t, y)| ≤ L|x− y|
for all t ∈ [0, T ] and x, y ∈ R. Under this assumption there exists a unique solution
(X t,xs )s≥t to (3.1) for every initial condition X
t,x
t = x. Moreover, it follows that the
comparison principle holds true (see e.g. [44, Proposition 2.18]): The path of a signal
starting at a lower level x ≤ x′ at time t is smaller than the path of a signal starting in
x′ at all later times s > t
X t,xs ≤ X t,x
′
s P− a.s. (3.2)
3.1.2. Payoffs and transfers
As long as the process X is not stopped there is a flow payoff f and at the time of
stopping there is a terminal payoff g. The payoffs f, g : [0, T ]× R→ R depend on time
and the value of the signal. Thus the expected payoff for using a stopping time τ ∈ Tt,T
equals
W (t, x, τ) = E
[∫ τ
t
f(s,X t,xs )ds+ g(τ,X
t,x
τ )
]
,
given that the signal starts in x ∈ R at time t ∈ [0, T ]. We assume that the payoff func-
tion f is continous and Lipschitz continuous in the x variable uniformly in t. Moreover,
we suppose that g ∈ C1,2([0, T ]× R) with bounded derivatives.
We will analyze how preferences over stopping times change if there is an additional
payoff which only depends on time.
Definition 3.1.1. A measurable, bounded function pi : [0, T ]→ R is called a transfer.
We define the value function of the stopping problem with payoffs f and g and an
additional transfer pi by
vpi(t, x) = sup
τ∈Tt,T
(W (t, x, τ) + E [pi(τ)]) . (3.3)
Moreover we introduce for every t ∈ [0, T ] the stopping region
Dpit = {x ∈ R | vpi(t, x) = g(t, x) + pi(t)} .
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3.1.3. Implementability
A measurable set A ⊂ [0, T ]×R is called time-closed if for each time t ∈ [0, T ] the slice
At = {x ∈ R | (t, x) ∈ A} is a closed subset of R . Let X start in x ∈ R at time t ∈ [0, T ].
For a time-closed set A we introduce the first time when X hits A by
τ t,xA = inf
{
s ≥ t |X t,xs ∈ As
} ∧ T.
We now come to the definition of implementability.
Definition 3.1.2 (Implementability). A time-closed set A is implemented by a transfer
pi if the stopping time τ t,xA is optimal in (3.3), i.e. for every t ∈ [0, T ] and x ∈ R
vpi(t, x) = W (t, x, τ t,xA ) + E
[
pi(τ t,xA )
]
.
For a time-closed set A a necessary condition for implementability is that each slice
At is included in the stopping region D
pi
t . Indeed, let A be implemented by pi and let
t ∈ [0, T ] and x ∈ At. Then we have τ t,xA = t. Since τ t,xA is optimal, this implies
vpi(t, x) = g(t, x) + pi(t) and hence x ∈ Dpit . Consequently, we have At ⊆ Dpit .
Observe that the converse inclusion Dpit ⊆ At does not necessarily hold true, since
optimal stopping times are in general not unique. At some point (t, x) ∈ [0, T ] × R it
might be optimal to stop immediately (x ∈ Dpit ) as well as to wait a positive amount of
time until X hits A (x /∈ At). A particularly simple example is the case where X is a
martingale and f(t, x) = 0 and g(t, x) = x. The optional stopping theorem implies that
all stopping times τ ∈ Tt,T generate the same expected payoff W (t, x, τ) = x. Therefore,
every set A is implemented by the zero transfer. The stopping region consists of the
whole state space D0t = R.
We introduce the notion of strict implementability, where ambiguity in optimal strate-
gies is ruled out: whenever it is optimal to continue a positive amount of time it is not
optimal to stop.
Definition 3.1.3 (Strict implementability). A time-closed set A is strictly implemented
by a transfer pi if A is implemented by pi and vpi(t, x) > g(t, x) + pi(t) for all x /∈ At and
t ∈ [0, T ].
In particular, every strictly implementable set A satisfies At = D
pi
t for the transfer
pi. Since the stopping regions Dpit are closed (see Lemma 3.2.1 below) the restriction to
time-closed sets is no loss of generality. Any set which is not time-closed can not be
strictly implemented.
Note that the notion of implementability generalizes the notion of optimal stopping
times. If τ t,xA is an optimal stopping time in a stopping problem of the form
sup
τ∈Tt,T
E
[∫ τ
t
f(s,X t,xs )ds+ g(τ,X
t,x
τ )
]
for all (t, x) ∈ [0, T ]× R, then it is implemented by the zero transfer.
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3.1.4. Single crossing and cut-off regions
Next we introduce the main structural condition on the payoff functions.
Assumption 3.1.4 (Single Crossing). We say that the single crossing condition is sat-
isfied if the mapping x 7→ f(t, x) + (∂t +L)g(t, x) is nonincreasing. If this monotonicity
is strict, then we say that the strict single crossing condition holds.
Moreover, we define a special subclass of time-closed sets.
Definition 3.1.5 (Cut-off regions). A time-closed set A is called a cut-off region if
there exists a function b : [0, T ]→ R such that At = [b(t),∞). In this case we call b the
associated cut-off and we write
τ t,xA = τ
t,x
b = inf{s ≥ t |X t,xs ≥ b(s)} ∧ T
for (t, x) ∈ [0, T ]×R. We call τb a cut-off rule. We say that a cut-off region A is regular,
if the associated cut-off b : [0, T ] → R is ca`dla`g (i.e. is right continuous and has left
limits in R) and has summable downward jumps, i.e.∑
0≤s≤t
(∆bs)
− <∞.
3.2. Strictly implementable regions are cut-off regions
For optimal stopping problems it is well-known that under the single crossing condition
(or a weaker version of it) only cut-off rules are optimal (see e.g. [46], [42] or [83]). In
this section we show that this result holds more generally for implementable stopping
times: Only cut-off regions can be strictly implemented.
We first state the following regularity result about vpi.
Lemma 3.2.1. For every transfer pi and every t ∈ [0, T ] the mapping x 7→ vpi(t, x) is
Lipschitz continuous. In particular, the stopping region Dpit is closed.
Proof. Fix t ∈ [0, T ] and x, y ∈ R. By Lipschitz continuity of f and g we have
|vpi(t, x)− vpi(t, y)| ≤ sup
τ∈Tt,T
E
[∫ τ
t
∣∣f(s,X t,xs )− f(s,X t,ys )∣∣ ds+ ∣∣g(τ,X t,xτ )− g(τ,X t,yτ )∣∣]
≤ CE
[
sup
s∈[t,T ]
∣∣X t,xs −X t,ys ∣∣
]
.
By the well-known moment estimate for solutions of stochastic differential equations (see
e.g. [51, Theorem 3.2]) there exists a constant C˜ such that
E
[
sup
s∈[t,T ]
∣∣X t,xs −X t,ys ∣∣
]
≤ C˜|x− y|.
This yields the claim.
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The next result states that under the single crossing condition only cut-off regions are
strictly implementable.
Proposition 3.2.2. Assume that the single crossing condition holds true and let A be
strictly implemented by some transfer pi. Then A is a cut-off region.
Proof. Fix t ∈ [0, T ]. First observe that the single crossing condition implies that x 7→
vpi(t, x)− g(t, x) is nonincreasing. Indeed, Itoˆ’s formula applied to g(·, X) yields
W (t, x, τ) = g(t, x) + E
[∫ τ
t
(
f(s,X t,xs ) + (∂t + L)g(s,X t,xs )
)
ds
]
+E
[∫ τ
t
gx(s,X
t,x
s )σ(s,X
t,x
s )dWs
]
for every x ∈ R and τ ∈ Tt,T . Since gx is bounded and σ has linear growth the process∫ ·
t
gx(s,X
t,x
s )σ(s,X
t,x
s )dWs is a martingale. It follows from the comparison principle (3.2)
and the single crossing condition that for x ≤ y
vpi(t, x)− g(t, x) = sup
τ∈Tt,T
E
[∫ τ
t
(
f(s,X t,xs ) + (∂t + L)g(s,X t,xs )
)
ds+ pi(τ)
]
≥ sup
τ∈Tt,T
E
[∫ τ
t
(
f(s,X t,ys ) + (∂t + L)g(s,X t,ys )
)
ds+ pi(τ)
]
= vpi(t, y)− g(t, y).
This implies that y ∈ Dpit if y ≥ x and x ∈ Dpit . Hence Dpit is an interval which is
unbounded on the right. By Lemma 3.2.1 the set Dpit is closed. Hence there exists some
b(t) ∈ R such that Dpit = [b(t),∞). This implies that A is a cut-off region since At = Dpit
by the definition of strict implementability.
3.3. Implementability of cut-off regions
In this section we prove that the converse implication of Proposition 3.2.2 holds true
as well: Every regular cut-off region is implementable. We derive a closed form repre-
sentation for the transfer in terms of the reflected version of X in Subsection 3.3.1. In
Subsection 3.3.2 we verify that this candidate solution to the inverse optimal stopping
problem indeed implements cut-off regions. The main properties of the transfer are
presented in Subsection 3.3.3. In Subsection 3.3.4 we provide a uniqueness result for
transfers implementing a cut-off region.
3.3.1. Reflected SDEs and a formal derivation of the candidate
transfer
A solution to a reflected stochastic differential equation (RSDE) is a pair of processes
(X˜, l), where the process X˜ evolves according to the dynamics of the associated SDE
(3.1) below a given barrier b : [0, T ]→ R and is pushed below the barrier by the process
l whenever it tries to exceed b. Next we give a formal definition.
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Definition 3.3.1. Let b : [0, T ] → R be ca`dla`g, t ∈ [0, T ] a fixed point in time and
ξ˜ ≤ b(t) a Ft−measurable square-integrable random variable. A pair (X˜, l) of adapted
processes (with ca`dla`g trajectories) is called a solution to the stochastic differential equa-
tion (3.1) reflected at b with initial condition (t, ξ˜) if it satisfies the following properties.
1. X˜ is constrained to stay below the barrier, i.e. X˜s ≤ b(s) almost surely for every
s ∈ [t, T ].
2. For every s ∈ [t, T ] the following integral equation holds almost surely
X˜s = ξ˜ +
∫ s
t
µ(r, X˜r)dr +
∫ s
t
σ(r, X˜r)dWr − ls . (3.4)
3. The process l is nondecreasing and only increases when X˜t = b(t), i.e.∫ T
t
(b(s)− X˜s)dls = 0 . (3.5)
To stress the dependence of X˜ on the initial value we sometimes write X˜ t,ξ˜.
Remark 3.3.2. Consider the situation where b has a downward jump at time t and X˜
is above b(t) shortly before time t, i.e. X˜t−(ω) ∈ (b(t), b(t−)] for some ω ∈ Ω. Since
X˜t ≤ b(t) the reflected process X˜ has a downward jump at time t as well. Equation
(3.4) implies that l has an upward jump at time t. Then Equation (3.5) yields that X˜
is on the barrier at time t, i.e. X˜t = b(t). Hence, the jump of b is rather absorbed by X˜
than truly reflected (which would mean X˜t = 2b(t)− X˜t−). In this sense our definition
of X˜ coincides with the maximal version of X which stays below b. This property is
crucial in the proof of Theorem 3.3.5. Existence and uniqueness of X˜ are established in
[72]. We also refer to [79] who allow for general modes of reflection. For results about
RSDEs with “true” jump reflections we refer to [18].
A formal derivation
Here we establish the link between inverse optimal stopping problems and RSDEs and
derive the representation of a transfer implementing a cut-off region. To this end assume
that the cut-off region A = [b(t),∞) is implemented by a transfer pi. Without loss of
generality we assume that pi(T ) = 0 (else take p˜i(t) = pi(t) − pi(T )). Since we are only
interested in a formal derivation here, we make some regularity assumptions. We assume
that the value function of the stopping problem (3.3) is smooth (vpi ∈ C1,2([0, T ]× R))
and that b is continuous such that X˜ has continuous paths as well. Then vpi satisfies
(see e.g. [67, Chapter IV])
min {−(∂t + L)vpi − f, vpi − (g + pi)} = 0
vpi(T, ·) = g(T, ·)
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and b is the free boundary of this variational partial differential equation. In particular,
below the cut-off b the value function vpi satisfies the continuation equation
(∂t + L)vpi(t, x) = −f(t, x)
for all x ≤ b(t). On the cut-off, vpi satisfies the Dirichlet boundary condition
vpi(t, b(t)) = g(t, b(t)) + pi(t)
for all t ∈ [0, T ]. Moreover, if b is sufficiently regular the smooth fit principle
vx(t, b(t)) = gx(t, b(t))
holds for all t ∈ [0, T ] (see e.g. [67, Section 9.1]) Then Itoˆ’s formula implies
E
[
g(T, X˜
t,b(t)
T )
]
= E
[
vpi(T, X˜
t,b(t)
T )
]
= vpi(t, b(t)) + E
[∫ T
t
(∂t + L)vpi(s, X˜ t,b(t)s )ds−
∫ T
t
vx(s, X˜
t,b(t)
s )dls
]
= g(t, b(t)) + pi(t)− E
[∫ T
t
f(s, X˜ t,b(t)s )ds+
∫ T
t
gx(s, X˜
t,b(t)
s )dls
]
.
A further application of Itoˆ’s formula yields the following representation of pi
pi(t) = E
[
g(T, X˜
t,b(t)
T ) +
∫ T
t
f(s, X˜ t,b(t)s )ds+
∫ T
t
gx(s, X˜
t,b(t)
s )dls
]
− g(t, b(t))
= E
[∫ T
t
f(s, X˜ t,b(t)s ) + (∂t + L)g(s, X˜ t,b(t)s )ds
]
. (3.6)
In Theorem 3.3.5 below we verify that Equation (3.6) indeed leads to a transfer pi im-
plementing A. The proof does neither rely on any analytic methods nor on results
from the theory of partial differential equations. Instead we employ purely probabilis-
tic arguments based on the single crossing condition and comparison results for SDEs
and RSDEs. This methodology requires weak regularity assumptions on the model pa-
rameters. In particular there is no ellipticity condition on σ and b is allowed to have
jumps.
Properties of RSDEs
The next proposition proves auxiliary results about RSDEs which we will use in the
proof of Theorem 3.3.5. There is a broad literature on RSDEs including comparison
results (see e.g. [13]). To the best of our knowledge the comparison principles for RSDE
with ca`dla`g barriers and summable downward jumps as needed for our result have not
been shown before. While all results follow by standard arguments we give a proof in
the Appendix for the convenience of the reader. For the existence and uniqueness result
we refer to [72].
43
3. Inverse optimal stopping in continous-time
Proposition 3.3.3. For every regular1 cut-off b there exists a unique solution X˜ to the
RSDE (3.4). The process l is given by
ls = sup
t≤r≤s
(ξ˜ +
∫ r
t
µ(u, X˜u)du+
∫ r
t
σ(u, X˜u)dWu − b(r))+. (3.7)
Moreover, X˜ satisfies
1. (Square Integrability) E
[
supt≤s≤T (X˜
t,ξ
s )
2
]
<∞ for all t ∈ [0, T ].
2. (Minimality) X˜ t,ξs 1{s<τb} = X
t,ξ
s 1{s<τb} a.s. for all s ∈ [t, T ].
3. (Comparison Principle for the Reflected Process) If ξ1 ≤ ξ2 a.s., then for s ∈ [t, T ]
we have X˜ t,ξ1s ≤ X˜ t,ξ2s a.s.
4. (Moment Estimate) For ξ1, ξ2 ∈ L2(Ft) there exists a constant K > 0 such that
E
[
supt≤r≤s |X˜ t,ξ1r − X˜ t,ξ2r |p|Ft
]
≤ K|ξ1 − ξ2|p a.s. for all s ∈ [t, T ] and p = 1, 2.
5. (Comparison Principle for the Original Process) X˜ t,ξs ≤ X t,ξs a.s. for all s ∈ [t, T ].
6. (Left continuity) Let t ∈ [0, T ] and x ≤ b(t) ∧ b(t−). Then X˜s,y∧b(s)t → x in L2 for
s↗ t and y → x.
Using similar arguments as in [71, Chapter V, Section 6] one can show that X˜ satisfies
the strong Markov property.
Definition and Lemma 3.3.4. For s ≥ t we define the transition kernel P˜t,s of X˜ by
P˜t,sϕ(t, x) = E
[
ϕ(s, X˜ t,xs )
]
for any Borel measurable, bounded function ϕ : [0, T ] × R → R. Then X˜ satisfies for
any stopping time τ ∈ T and u ≥ 0
E
[
ϕ((τ + u) ∧ T, X˜(τ+u)∧T ) | Fτ
]
= P˜τ,(τ+u)∧Tϕ(τ, X˜τ ). (3.8)
Moreover, uniqueness of solutions of RSDEs implies the following flow property of X˜.
For t ≤ r ≤ s and x ∈ R we have a.s.
X˜ t,xs = X˜
r,X˜t,xr
s . (3.9)
1see Definition 3.1.5
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3.3.2. Regular cut-off regions are implementable
In this section we prove our main theorem stating that every regular cut-off region is
implemented by the transfer derived in Subsection 3.3.1.
Theorem 3.3.5. Assume that the single crossing condition is satisfied. Let A be a
regular cut-off region with cut-off b. Then it is implemented by the transfer
pi(t) = E
[∫ T
t
f(s, X˜ t,b(t)s ) + (∂t + L)g(s, X˜ t,b(t)s )ds
]
. (3.10)
Proof. First observe that the cut-off rule τ t,xb is a stopping time for all (t, x) ∈ [0, T ]×R.
Indeed, since X has continous paths and b is right-continuous, the De´but-theorem (see
e.g. [20, Chapter IV, Section 50]) implies τ t,xb ∈ Tt,T .
Let pi be given by Equation (3.10). For the boundedness and measurability of pi we
refer to Proposition 3.3.9. We set h = f + (∂t + L)g. As in the proof of Proposition
3.2.2 we have
W (t, x, τ) = g(t, x) + E
[∫ τ
t
h(s,X t,xs )ds
]
.
Note that we can write pi in terms of the transition function P˜ of X˜ as follows
pi(t) =
∫ T
t
P˜t,sh(t, b(t))ds.
The strong Markov property (Equation (3.8)) of X˜ implies
P˜τ,τ+uh(τ, b(τ)) = E
[
h(τ + u, X˜
τ,b(τ)
τ+u )|Fτ
]
for any stopping time τ ∈ T and u ≥ 0. Hence we have
pi(τ) = E
[∫ T
τ
h(s, X˜τ,b(τ)s )ds|Fτ
]
. (3.11)
Fix t ∈ [0, T ] and x ≥ b(t). Let τ ∈ Tt,T be an arbitrary stopping time. The
comparison principle between the original and the reflected process (Property 5.) implies
X t,xs ≥ X t,b(t)s ≥ X˜ t,b(t)s a.s. for every s ∈ [t, T ]. From the flow property (Equation
(3.9)) and the comparison principle for reflected processes (Property 3.) follows that
X˜
t,b(t)
s = X˜τ,X˜
t,b(t)
τ
s ≤ X˜τ,b(τ)s a.s. for every s ∈ [τ, T ]. Therefore the single crossing
condition implies
E
[∫ τ
t
h(s,X t,xs )ds+ pi(τ)
]
= E
[∫ τ
t
h(s,X t,xs )ds+
∫ T
τ
h(s, X˜τ,b(τ)s )ds
]
≤ E
[∫ τ
t
h(s, X˜ t,b(t)s )ds+
∫ T
τ
h(s, X˜ t,b(t)s )ds
]
= pi(t).
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This implies W (t, x, τ) + E [pi(τ)] ≤ W (t, x, t) + pi(t). Hence τ t,xb = t is optimal in (3.3)
as claimed.
In the second step fix x < b(t) and let τ ∈ Tt,T be an arbitrary stopping time. To
shorten notation we write τb = τ
t,x
b . First, we prove that the stopping min{τ, τb} performs
at least as well as τ. By (3.11) we have
E
[
1{τb<τ}pi(τ)
]
= E
[
1{τb<τ}E
[∫ T
τ
h(s, X˜τ,b(τ)s )ds | Fτ
]]
= E
[
1{τb<τ}
∫ T
τ
h(s, X˜τ,b(τ)s )ds
]
.
This leads to
E
[
1{τb<τ}
(∫ τ
t
h(s,X t,xs )ds+ pi(τ)
)]
= E
[
1{τb<τ}
(∫ τb
t
h(s,X t,xs )ds+
∫ τ
τb
h(s,X t,xs )ds+
∫ T
τ
h(s, X˜τ,b(τ)s )ds
)]
.
By construction of the reflected process X˜ we have X˜ t,xτb = b(τb) if τb < T . The compar-
ison principle between the original and the reflected process (Property 5.) and the flow
property of reflected processes (Equation (3.9)) imply almost surely
X˜τb,b(τb)s = X˜
τb,X˜
t,x
τb
s = X˜
t,x
s ≤ X t,xs
for T > s ≥ τb. Since X˜τb,b(τb)τ ≤ b(τ) we have on the set {τ > τb}
X˜τ,b(τ)s ≥ X˜τ,X˜
τb,b(τb)
τ
s = X˜
τb,b(τb)
s
for all s ≥ τ . These two inequalities combined with the monotonicity of h yield that
E
[
1{τb<τ}
(∫ τ
t
h(s,X t,xs )ds+ pi(τ)
)]
≤ E
[
1{τb<τ}
(∫ τb
t
h(s,X t,xs )ds+
∫ τ
τb
h(s, X˜τb,b(τb)s )ds
)
+
∫ T
τ
h(s, X˜τb,b(τb)s )ds
]
= E
[
1{τb<τ}
(∫ τb
t
h(s,X t,xs )ds+ pi(τb)
)]
.
Consequently using the stopping time min{τ, τb} is at least as good as using τ
W (t, x, τ) + E [pi(τ)] = g(t, x) + E
[∫ τ
t
h(s,X t,xs )ds+ pi(τ)
]
≤ g(t, x) + E
[∫ τ∧τb
t
h(s,X t,xs )ds+ pi(min{τ, τb})
]
= W (t, x,min{τ, τb}) + E [pi(min{τ, τb})] .
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Thus it suffices to consider stopping rules τ ≤ τb. In this case we have
E
[∫ τ
t
h(s,X t,xs )ds+ pi(τ)
]
= E
[∫ τ
t
h(s,X t,xs )ds+
∫ τb
τ
h(s, X˜τ,b(τ)s )ds+
∫ T
τb
h(s, X˜τ,b(τ)s )ds
]
.
From the comparison principle for reflected processes (Property 3.) and the flow property
Equation (3.9) follows X˜ t,xs = X˜
τ,X˜t,xτ
s ≤ X˜τ,b(τ)s for all s ≥ τ. By the minimality property
of reflected processes (Property 2.) we have that X t,xs = X˜
t,x
s for all s < τb. Similar
considerations as above yield
X˜τb,b(τb)s = X˜
τb,X˜
t,x
τb
s = X˜
t,x
s = X˜
τ,X˜t,xτ
s ≤ X˜τ,b(τ)s
a.s. for s ≥ τb. The monotonicity of h implies
E
[∫ τ
t
h(s,X t,xs )ds+ pi(τ)
]
≤ E
[∫ τ
t
h(s,X t,xs )ds+
∫ τb
τ
h(s,X t,xs )ds+
∫ T
τb
h(s, X˜τb,b(τb)s )ds
]
= E
[∫ τb
t
h(s,X t,xs )ds+ pi(τb)
]
and hence W (t, x, τ) + E [pi(τ)] ≤ W (t, x, τb) + E [pi(τb)]. This completes the proof of
implementability.
Example 3.3.6. Assume that X = σW is a Brownian motion with volatility σ >
0. Further suppose that there is no flow payoff f = 0 but only a final payoff of the
form g(t, x) = x2. Then the single crossing condition is satisfied and the transfer from
Theorem 3.3.5 does not depend on the cut-off b:
pi(t) = σ2(T − t).
Indeed, −pi is (up to a constant) the increasing part of the Doob-Meyer decomposition of
the submartingale g(·, X). Hence, the process g(·, X) + pi is a martingale and therefore
every region A is implemented by pi. The stopping region (and thus the only strictly
implementable region) of the stopping problem with payoff g+ pi is the whole state space
Dpit = R.
In Proposition 3.2.2 we showed that strictly implementable regions are necessarily of
cut-off type. The next result establishes the converse direction. Under the strict single
crossing condition cut-off regions are strictly implementable.
Theorem 3.3.7. If the strict single crossing condition holds true, then a regular cut-off
region with cut-off b is strictly implemented by the transfer from Equation (3.10).
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Proof. We use the same notation as in the proof of Theorem 3.3.5. Let t ∈ [0, T ] and
x < b(t). Then the right-continuity of b and X˜ and the strict monotonicity of h imply
that
E
[∫ τb
t
h(s, X˜ t,xs )ds
]
> E
[∫ τb
t
h(s, X˜ t,b(t)s )ds
]
Consequently we have
E
[∫ τb
t
h(s,X t,xs )ds+ pi(τb)
]
= E
[∫ τb
t
h(s, X˜ t,xs )ds+
∫ T
τb
h(s, X˜τb,b(τb)s )ds
]
> E
[∫ τb
t
h(s, X˜ t,b(t)s )ds+
∫ T
τb
h(s, X˜ t,b(t)s )ds
]
= pi(t).
This implies vpi(t, x) > pi(t) + g(t, x) and hence A is strictly implemented by pi.
In general the distribution of the reflected process X˜ is not explicitly known. Hence,
one has to fall back to numerical methods to approximate the transfer from Theorem
3.3.5. For example one could use discretization schemes for the RSDE (3.4) and Monte
Carlo simulations to evaluate the expectation in Equation (3.10) (see e.g. [73], [15]
or [61]). If X evolves according to a Brownian motion, then the distribution of X˜ is
available in closed form.
Example 3.3.8. First assume that X evolves according to a Brownian motion with
volatility σ > 0 and drift µ ∈ R
dXt = µdt+ σdWt.
For regular cut-offs b the reflected version (X˜, l) of X is given by
X˜ t,xs = X
t,x
s − sup
t≤r≤s
(
X t,xr − b(r)
)+
ls = sup
t≤r≤s
(
X t,xr − b(r)
)+
If b(t) = b is constant and X has vanishing drift (µ = 0) we have
X˜ t,b(t)s = b+ σ(Ws −Wt)− σ sup
t≤r≤s
(Wr −Wt) .
It follows from the reflection principle for the Brownian motion (see e.g. [44, Chapter 2
Section 8A]) that
X˜ t,b(t)s ∼ b− σ |Ws−t| .
This leads to the following representation of the transfer from Theorem 3.3.5
pi(t) =
∫ T
t
∫ ∞
0
√
2
pi(s− t)e
− x2
2(s−t)h(s, b− σx)dxds
where h = f + (∂t + L)g.
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3.3.3. Properties of the transfer
The next proposition summarizes properties of transfer implementing a cut-off region.
Proposition 3.3.9. Let b : [0, T ]→ R be a regular cut-off. The transfer pi from Equation
(3.10) satisfies the following properties
1. pi is ca`dla`g. In particular pi is bounded and measurable.
2. pi is continuous at t ∈ [0, T ] if b is continuous at t or if b has a downward jump at
t.
3. pi has no upward jumps.
4. If pi has a downward jump at t ∈ [0, T ], then b has an upward jump at t.
5. pi converges to 0 at time T : limt↗T pi(t) = 0.
Proof. As in the proof of Theorem 3.3.5 we introduce the function h(t, x) = f(t, x) +
(∂t + L) g(t, x). By assumption h is Lipschitz continuous and has linear growth in x.
The transfer pi is given by
pi(t) = E
[∫ T
t
h(s, X˜ t,b(t)s )ds
]
.
We first show that pi is right-continuous. For t ∈ [0, T ] and  > 0 we have
|pi(t)− pi(t+ )| ≤ E
[∫ t+
t
∣∣∣h(s, X˜ t,b(t)s )∣∣∣ ds]
+E
[∫ T
t+
∣∣∣h(s, X˜ t,b(t)s )− h(s, X˜ t+,b(t+)s )∣∣∣ ds] .
It follows from the linear growth of h and Property 1. of X˜ from Proposition 3.3.3 that
E
[∫ t+
t
∣∣∣h(s, X˜ t,b(t)s )∣∣∣ ds]→ 0 as → 0. Moreover, the Lipschitz continuity of h implies
E
[∫ T
t+
∣∣∣h(s, X˜ t,b(t)s )− h(s, X˜ t+,b(t+)s )∣∣∣ ds] ≤ CE
[
sup
s∈[t+,T ]
∣∣∣X˜ t,b(t)s − X˜ t+,b(t+)s ∣∣∣
]
for some constant C > 0. By the flow property (Equation (3.9)) we have X˜
t,b(t)
s =
X˜
t+,X˜
t,b(t)
t+
s . Property 4. from Proposition 3.3.3 yields
E
[
sup
s∈[t+,T ]
∣∣∣X˜ t,b(t)s − X˜ t+,b(t+)s ∣∣∣
]
≤ C˜E
[∣∣∣X˜ t,b(t)t+ − b(t+ )∣∣∣] .
Right continuity of X˜ and b then implies pi(t+) = pi(t).2
2Here and in the sequel we use the notation pi(t+) = lim↘0 pi(t+ ) and pi(t−) = lim↘0 pi(t− ) for
the one-sided limits.
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Concerning the left-hand limits of pi we show that
pi(t−) = E
[∫ T
t
h(s, X˜ t,b(t)∧b(t−)s )ds
]
. (3.12)
for all t ∈ (0, T ]. Equation (3.12) implies all remaining claims of Proposition 3.3.9. If b
is continuous at t or has a downward jump (b(t) ≤ b(t−)), then Equation (3.12) yields
continuity of pi at t: pi(t−) = pi(t). Monotonicity of h and the comparison principle
for the reflected process imply pi(t−) ≥ pi(t), i.e. pi has no upward jumps. If pi has
a downward jump at time t (pi(t−) > pi(t)), then Equation (3.12) yields that b has
necessarily an upward jump (b(t) > b(t−)). Moreover, it follows from Equation (3.12)
that pi(T−) = 0. To prove Equation (3.12) let t ∈ (0, T ] and  > 0. Then consider∣∣∣∣pi(t− )− E [∫ T
t
h(s, X˜ t,b(t)∧b(t−)s )ds
]∣∣∣∣
≤ E
[∫ t
t−
∣∣∣h(s, X˜ t−,b(t−)s )∣∣∣ ds]+ E [∫ T
t
∣∣∣h(s, X˜ t−,b(t−)s )− h(s, X˜ t,b(t)∧b(t−)s )∣∣∣ ds] .
Property 6. from Proposition 3.3.3 yields X˜
t−,b(t−)
s → X˜ t,b(t)∧b(t−)s in L2 if  ↘ 0.
Lipschitz continuity and linear growth of h then imply that
E
[∫ t
t−
∣∣∣h(s, X˜ t−,b(t−)s )∣∣∣ ds]→ 0
and
E
[∫ T
t
∣∣∣h(s, X˜ t−,b(t−)s )− h(s, X˜ t,b(t)∧b(t−)s )∣∣∣ ds]→ 0
for ↘ 0. This yields the claim.
3.3.4. Uniqueness of the transfer
To prove a uniqueness result for the transfer from Theorem 3.3.5 we need the following
auxiliary result about cut-off stopping times.
Lemma 3.3.10. Let b : [0, T ]→ R be bounded from below. Then we have τ t,xb ↗ T a.s.
for x↘ −∞ and for every t ∈ [0, T ].
Proof. Fix t ∈ [0, T ]. By [51, Lemma 3.7] there exists a constant C > 0 such that
E
[
sup
t≤s≤T
(
1
1 + (X t,xs )2
)2]
≤ C
(
1
1 + x2
)2
.
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Then Fatou’s lemma implies
E
[
lim inf
x→−∞
sup
t≤s≤T
(
1
1 + (X t,xs )2
)2]
≤ lim inf
x→−∞
E
[
sup
t≤s≤T
(
1
1 + (X t,xs )2
)2]
≤ lim inf
x→−∞
C
(
1
1 + x2
)2
= 0.
Consequently we have lim supx→−∞ inft≤s≤T |X t,xs | =∞ a.s. Together with the compar-
ison principle for X this yields lim supx→−∞ supt≤s≤T X
t,x
s = −∞ a.s. It follows that
τ t,xb ↗ T for x↘ −∞.
Theorem 3.3.11. Let A be a regular cut-off region with cut-off b. Assume that A
is implemented by two transfers pi and pˆi satisfying limt↗T pi(t) = limt↗T pˆi(t). Then
pi(t) = pˆi(t) for all t ∈ [0, T ).
Proof. Fix t ∈ [0, T ). To shorten notation we set v = vpi and vˆ = vpˆi. By Lemma 3.2.1 the
functions v and vˆ are Lipschitz continuous in the x variable. Similar considerations yield
that the function x 7→ W (t, x, τ) is Lipschitz continuous for every τ ∈ Tt,T . In particular,
these functions are absolutely continuous. Appealing to the envelope theorem from [58,
Theorem 1] yields that
vx(t, x) = Wx(t, x, τ
t,x
b ) = vˆx(t, x)
for Lebesgue almost every x ∈ R. Integrating from x < b(t) to b(t) gives
v(t, b(t))− v(t, x) = vˆ(t, b(t))− vˆ(t, x)
or equivalently
pi(t)− pˆi(t) = E [pi(τ t,xb )− pˆi(τ t,xb )] .
Since pi and pˆi are bounded we can appeal to Lemma 3.3.10 to obtain
pi(t)− pˆi(t) = lim
x→−∞
E
[
pi(τ t,xb )− pˆi(τ t,xb )
]
= 0,
where we used the dominated convergence theorem.
3.4. Application to optimal stopping
From Theorem 3.3.11 we derive a probabilistic characterization of optimal stopping times
for stopping problems of the form
v(t, x) = sup
τ∈Tt,T
E
[∫ τ
t
f(s,X t,xs )ds+ g(τ,X
t,x
τ )
]
, (3.13)
51
3. Inverse optimal stopping in continous-time
where f, g and X satisfy the single crossing condition. We say that a stopping time
τ ∈ Tt,T is optimal in (3.13) for (t, x) ∈ [0, T ]× R if
v(t, x) = E
[∫ τ
t
f(s,X t,xs )ds+ g(τ,X
t,x
τ )
]
.
Corollary 3.4.1. Assume that the single crossing condition is satisfied and let b :
[0, T ] → R be a regular cut-off. The stopping time τ t,xb is optimal in (3.13) for all
(t, x) ∈ [0, T ]× R, if and only if b satisfies the nonlinear integral equation
E
[∫ T
t
f(s, X˜ t,b(t)s ) + (∂t + L)g(s, X˜ t,b(t)s )ds
]
= 0 (3.14)
for all t ∈ [0, T ].
Proof. First assume that (3.14) holds true for every t ∈ [0, T ]. Then Theorem 3.3.5
implies that the cut-off region with cut-off b is implemented by the zero transfer. This
means that τ t,xb is optimal in (3.13) for every (t, x) ∈ [0, T ]× R.
For the converse direction assume that τ t,xb is optimal in (3.13) for every (t, x) ∈
[0, T ] × R. Then the cut-off region with cut-off b is implemented by the zero transfer
pˆi = 0. By Theorem 3.3.5 it is also implemented by the transfer
pi(t) = E
[∫ T
t
f(s, X˜ t,b(t)s ) + (∂t + L)g(s, X˜ t,b(t)s )ds
]
.
By Proposition 3.3.9 the transfer pi satisfies limt↗T pi(t) = 0. Then Theorem 3.3.11
implies that pi(t) = pˆi(t) = 0 for all t ∈ [0, T ].
In the literature on optimal stopping there is a well known link between optimal
stopping boundaries and a nonlinear integral equation differing from Equation (3.14). It
was established by [45], [41] and [17] who considered the optimal exercise of an American
option. For a more general framework and an overview we refer the reader to [67]. In
[67, Chapter IV, Section 14] the authors derive the integral equation
E
[∫ T
t
(
f(s,X t,b(t)s ) + (∂t + L)g(s,X t,b(t)s )
)
1{Xt,b(t)s ≤b(s)}ds
]
= 0 (3.15)
as a necessary optimality condition for a stopping boundary b. To verify that a solu-
tion to Equation (3.15) indeed yields an optimal stopping time the authors proceed as
follows. First, it is shown that an optimal stopping time τb exists and that the asso-
ciated boundary b necessarily satisfies Equation (3.15). In a second step the authors
verify that Equation (3.15) has at most one solution which consequently has to coincide
with b. This verification step, however, is carried out only for specific examples. These
examples include the cases of American ([65]) or Russian ([66]) option payoffs where
the price process X evolves according to a geometric Brownian motion. For general
diffusion processes and payoffs Equation (3.15) does not provide a sufficient condition
for optimality. This is illustrated by the next simple example.
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Example 3.4.2. Consider the static case, i.e. assume that µ = σ = 0 and hence
X t,xs = x for all s ≥ t and x ∈ R. Then every strictly decreasing function satisfies
Equation (3.15) since 1{Xt,b(t)s ≤b(s)} = 0 for all s > t. But clearly not every strictly
decreasing boundary is optimal in (3.13) for an arbitrary choice of f and g. Choose for
example f(t, x) = −x and g(t, x) = 0, where the unique optimal stopping boundary is
given by b(t) = 0.
By contrast Equation (3.14) leads to the following characterization of the optimal
stopping boundary under the single crossing condition. Since X˜
t,b(t)
s = b(s) for all s ∈
[t, T ], Equation (3.14) is satisfied by a function b if and only if f(t, b(t)) + gt(t, b(t)) = 0
for all t ∈ [0, T ]. In the case f(t, x) = −x and g(t, x) = 0, this condition indeed yields
the stopping boundary b(t) = 0.
3.5. Appendix
Proof of Proposition 3.3.3. Existence and uniqueness of (X˜, l) follow from [72]. See also
[79, Theorem 3.4] for the time-homogeneous case. By construction of (X˜, l) we also have
1.
We next show 2. Note that the solution to the unreflected SDE (3.1) solves the
reflected SDE for s < τb. As the solution to the reflected SDE is unique 2. follows.
To prove 3. and 4. we consider without loss of generality only the case t = 0. For
ξ1, ξ2 ∈ R we write (X˜ i, li) = (X˜0,ξi , l0,ξi), (i = 1, 2) and introduce the processes Dt =
X˜1t − X˜2t and Γt = sups≤t max(0, Ds)2. Applying the Meyer-Itoˆ formula [71, Theorem
71, Chapter 4] to the function x 7→ max(0, x)2 yields
max(0, Ds)
2 = max(0, D0)
2 + 2
∫ s
0
1{Dr−>0}Dr−dDr +
∫ s
0
1{Dr−>0}d [D]
c
r
+
∑
0<r≤s
(
max(0, Dr)
2 −max(0, Dr−)2 − 1{Dr−>0}Dr−∆Dr
)
.
(3.16)
Since D only jumps when b has a downward jump and since X˜ i jumps to the barrier we
have − (∆b(r))− ≤ ∆Dr ≤ 0 on the set {Dr− > 0}. Moreover, D has bounded paths.
Since b has summable downward jumps this implies
∑
0<r≤s 1{Dr−>0} |Dr−∆Dr| < ∞
a.s. Hence, we can rewrite Equation (3.16) as follows
max(0, Ds)
2 = max(0, D0)
2 + 2
∫ s
0
1{Dr>0}DrdD
c
r +
∫ s
0
1{Dr−>0}d [D]
c
r
+
∑
0<r≤s
(
max(0, Dr)
2 −max(0, Dr−)2
)
.
(3.17)
Regarding the jump terms in Equation (3.17), assume that there exists r ∈ (0, s] such
that max(0, Dr)
2 > max(0, Dr−)2. This implies Dr > 0 and Dr > Dr−. Since X˜ i jumps
if and only if li jumps (i = 1, 2) we obtain X˜1r > X˜
2
r and l
2
r − l2r− > l1r − l1r−. It follows
that l2r − l2r− > 0, since l1 is nondecreasing. Hence, l2 jumps at r, which implies that
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X˜2r = b(r). Thus, we obtain the contradiction X˜
1
r > b(r). Therefore we have∑
0<r≤s
(
max(0, Dr)
2 −max(0, Dr−)2
) ≤ 0.
For the last integral in Equation (3.17) the Lipschitz continuity of σ implies∫ s
0
1{Dr>0}d〈D〉cr =
∫ s
0
1{Dr>0}(σ(r, X˜
1
r )− σ(r, X˜2r ))2dr ≤ L2
∫ s
0
max(0, Dr)
2dr
≤ L2
∫ s
0
Γrdr.
The first integral of Equation (3.17) decomposes into the following terms, which we will
consider successively. By the Lipschitz continuity of µ we have
2
∫ s
0
1{Dr>0}Dr(µ(r, X˜
1
r )− µ(r, X˜2r ))dr ≤ 2L
∫ s
0
max(0, Dr)
2dr ≤ L
∫ s
0
Γrdr.
Next, we have
−2
∫ s
0
1{Dr>0}Drdl
1,c
r ≤ 0
and
2
∫ s
0
1{Dr>0}Drdl
2,c
r = 2
∫ s
0
1{X˜1r>b(r)}Drdl
2,c
r = 0.
Moreover, it follows from the Burkholder-Davis-Gundy inequality, the Lipschitz conti-
nuity of σ and Young’s inequality that
E
[
sup
s≤t
∫ s
0
1{Dr>0}Dr(σ(r, X˜
1
r )− σ(r, X˜2r ))dWr
]
≤ CE
√∫ t
0
1{Dr>0}D4rdr

≤ CE
√Γt ∫ t
0
Γrdr

≤ 1
2
E [Γt] +
1
2
C2E
[∫ t
0
Γrdr
]
.
Putting everything together, we obtain
E [Γt] ≤ Γ0 +K
∫ t
0
E [Γr] dr
for some constant K > 0. Then Gronwall’s lemma yields
E
[
sup
s≤t
max(0, X˜1s − X˜2s )2
]
= E[Γt] ≤ CΓ0 = C max(0, ξ1 − ξ2)2 (3.18)
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for some constant C > 0. If ξ1 ≤ ξ2 this directly yields 3. For 4. observe that we have
E
[
sup
s≤t
(X˜1s − X˜2s )2
]
≤ E
[
sup
s≤t
max(0, X˜1s − X˜2s )2
]
+ E
[
sup
s≤t
max(0, X˜2s − X˜1s )2
]
.
Then Inequality (3.18) yields E
[
sups≤t(X˜
1
s − X˜2s )2
]
≤ C˜(ξ1 − ξ2)2. The case p = 1
follows from Jensen’s inequality. Claim 5. follows by performing similar arguments with
D = X˜ t,ξ −X t,ξ.
In order to prove Equation (3.7), we set
Ys = Y
t,ξ
s =
∫ s
t
µ(u, X˜ t,ξu )du+
∫ r
t
σ(u, X˜ t,ξu−)dWu, lˆs = sup
t≤r≤s
(ξ + Yr − b(r))+ (3.19)
and Xˆ = ξ + Ys − lˆs. Then it is straightforward to show that (Xˆ, lˆ) is a solution to the
Skorokhod problem associated with Y and barrier b (cf. [79, Definition 2.5]). Since (X˜, l)
is also a solution, we obtain Equation (3.7) by uniqueness of solutions to the Skorokhod
problem (cf. [79, Proposition 2.4]).
Finally we prove Claim 6. To this end let x ≤ b(t) ∧ b(t−) and tn ↗ t and xn → x as
n → ∞. We write X˜n = X˜ tn,xn∧b(tn) and Y n = Y tn,xn∧b(tn) (see Equation (3.19) for the
definition of Y ). Then we have
|X˜nt − x| = |xn ∧ b(tn)− x+ Y nt − sup
tn≤r≤t
(xn ∧ b(tn) + Y nr − b(r))+|
≤ |xn ∧ b(tn)− x|+ sup
tn≤r≤t
(xn ∧ b(tn)− b(r))+ + 2 sup
tn≤r≤t
|Y nr |.
Squaring this inequality and taking expectations yields
E
[
|X˜nt − x|2
]
≤ 3|xn ∧ b(tn)− x|2 + 3 sup
tn≤r≤t
(
(xn ∧ b(tn)− b(r))+
)2
+ 6E
[
sup
tn≤r≤t
|Y nr |2
]
.
The first two terms converge to 0 for n→∞ since b is ca`dla`g and x ≤ b(t)∧ b(t−). Re-
garding the last term, observe that Jensen’s and the Burkholder-Davis-Gundy inequality
yields
E
[
sup
tn≤r≤t
|Y nr |2
]
≤ C
∫ t
tn
E
[
µ(s, X˜ns )
2 + σ(s, X˜ns )
2
]
ds
for some constant C > 0 (not depending on n). It remains to prove that the sequence
E
[
µ(s, X˜ns )
2 + σ(s, X˜ns )
2
]
is bounded. To this end assume without loss of generality
that X˜0 = X˜0,b(0), then the linear growth of µ and σ, the Markov property of X˜0 and
Claim 4 imply
E
[
µ(s, X˜ns )
2 + σ(s, X˜ns )
2
]
≤ C1
(
1 + E
[
(X˜ns − X˜0s )2 + (X˜0s )2
])
≤ C2
(
1 + E
[
(X˜0tn − xn ∧ b(tn))2 + (X˜0s )2
])
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for some C1, C2 > 0. This is a bounded sequence by Claim 1. which yields
E[ sup
tn≤r≤t
|Y nr |2]→ 0
as n→∞.
Proof of Lemma 3.3.4. Fix a stopping time τ ∈ T and introduce the σ-field Gτ =
σ{W(τ+u)∧T − Wτ |u ≥ 0}, which is independent of Fτ . Denote by X˜τ,x the unique
solution to the RSDE (3.4) starting at time τ in x ∈ R. It follows from the representa-
tions (3.4) and (3.7) that X˜τ,x(τ+u)∧T is Gτ -measurable for every u ≥ 0. In [72] the solution
X˜ t,x of the RSDE (3.4) is constructed as the limit of the usual Picard iteration on the
space of adapted, ca`dla`g processes Y with norm E[sup0≤s≤T Y 2s ]. As in the proof of
[71, Theorem 32, Chapter V] (see also [71, Theorem 62, Chapter IV]) it follows that the
mapping (x, u, ω) 7→ X˜τ,x(τ+u)∧T is B(R)⊗B([0, T ])⊗F -measurable and that by uniqueness
of solutions to RSDEs the flow property X˜0,x(τ+u)∧T = X˜
τ,X˜0,xτ
(τ+u)∧T holds true.
Let ϕ : [0, T ]× R→ R be a bounded function. Using the independence of Fτ and Gτ
we have
E[ϕ((τ + u) ∧ T, X˜0,x(τ+u)∧T )|Fτ ] = E[ϕ((τ + u) ∧ T, X˜τ,X˜
0,x
τ
(τ+u)∧T )|Fτ ] = ψ(τ, X˜0,xτ )
with ψ(t, y) = E[ϕ((t+ u) ∧ T, X˜ t,y(t+u)∧T )]. This establishes the claim.
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Part II.
Optimal Closure of Illiquid Positions
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4. Price-sensitive liquidation
When closing a large asset position agents often set a minimum goal for the average
price they want to get for any unit sold. The aim of this chapter is to provide trading
strategies that make it very unlikely to fall extremely below such a target. In Section 4.1
we set up a discrete-time liquidation model that allows for price-sensitive risk preferences
of agents. An additive risk functional is introduced that can be interpreted as the time
average of the squared value-at-risk of the open position. The value-at-risk of the open
position is assumed to depend on the current asset price level. The value function of
the control problem is a quadratic form in the remaining position size. The coefficient
functions are determined by a backward function recursion. Optimal trading strategies
are characterized by means of these coefficient functions and it is shown that at any
time, the optimal amount to trade is proportional to the remaining position size.
The aim of Section 4.2 is to derive optimal liquidation strategies in the continuous-
time version of the model presented in Section 4.1. The linear price impact entails
that the optimal change in the position size is absolutely continuous with respect to
the Lebesgue measure. In particular, there are no jumps in the position size as time
evolves. Thus, liquidation strategies are determined by trading rates, i.e. the amount
of shares sold in an infinitesimal amount of time. It turns out that optimal trading
rates can be characterized in terms of a PDE describing how much they differ from the
optimal trading rates of a risk-neutral agent. The PDE is nonstandard as it possesses
a singularity at the end of the liquidation period T . The singularity arises from the
terminal state constraint that the remaining position has to be zero at time T . A PDE
characterization of optimal trading strategies is provided in the viscosity sense. Moreover
it is shown that the optimal strategies from the discrete-time model from Section 4.1
converge to the continuous-time optimal trading rates.
In general the optimal trading strategies from Sections 4.1 and 4.2 do not admit a
closed form representation. Section 4.3 provides an algorithm of how to numerically
calculate the function coefficients derived in Section 4.1. As a case study the liquidation
of forward positions in illiquid energy markets is considered (Section 4.4). In numerical
experiments, the algorithm proves to be very fast, allowing to calculate optimal trading
strategies and statistical properties of the trading performance within a few seconds.
This simulation analysis shows that the model can incorporate skewness preferences of
agents. The more sensitive the risk measure responds to price changes, the more skewed
the realized proceeds are.
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4.1. Price-sensitive liquidation in discrete-time
In this section we set up a discrete-time liquidation model that allows for price-sensitive
risk preferences of agents. The portfolio to be liquidated consists of long and short
positions in d different assets. We allow for an absolute as well as for a relative linear,
temporary price impact. In what concerns the asset price dynamics, the martingale
and the Markov property are assumed, but there is no explicit assumption on the price
distribution.
The optimization problem of how to optimally liquidate the portfolio is then solved
by means of discrete dynamic programming. The formulas for the value function and
the optimal trade execution are semi-analytic. The value function is a quadratic form of
the remaining position. The coefficients of the quadratic form are functions of the price,
and can be characterized in terms of a function recursion, but in general not in closed
form.
4.1.1. Model description
Consider an agent wanting to unwind a position x = (x1, . . . , xd) of d ∈ N assets up to
some time horizon T . Assume that the agent can split the asset position into several
pieces and close them consecutively in N ∈ N trading periods, e.g. trading hours. We
denote by 0 = t0 < . . . < tN = T , the beginning of each trading period. We quote prices
as forward prices and denote the no-impact price of the assets at time tk by the vector
Sk = (S
1
k , . . . , S
d
k)
T ∈ Rd>0.
Asset price dynamics
We assume that every asset price (Sik) is a martingale and follows geometric time-
homogeneous Markovian dynamics. More precisely, let (Ik)1≤k≤N be an iid collection
of square-integrable d-dimensional vectors of positive random variables on some proba-
bility space (Ω,F ,P). For all 1 ≤ k ≤ N and 1 ≤ i ≤ d we assume that E[I ik] = 1. The
price process (Sk) satisfies
Sik = S
i
k−1I
i
k.
Note that E[|Sk|2] < ∞, where | · | denotes the Euclidian norm in Rd. Throughout let
(Fk) be the filtration generated by (Sk).
Execution strategies
We denote the remaining position at time tk by xk ∈ Rd. Besides we refer to zk ∈ Rd as
the amount sold resp. bought between tk and tk+1. In other words, zk is the change in
the portfolio’s position between tk and tk+1, and it must hold
xk+1 = xk − zk.
In the following we will sometimes refer to (xk) as the position trajectory.
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By an execution strategy of a position x ∈ Rd until time tN we mean an (Fk)-adapted
stochastic process (zk)k=0,...N−1 with values in Rd such that
N−1∑
k=0
zk = x,
or, equivalently, xN = 0. For integrability reasons we always require that E[|zk|p] < ∞
for all p ≥ 1 and 0 ≤ k ≤ N − 1.
Price impact
Prices at which trades are executed depend on the trade size. Given an execution
strategy (zl), the realized price per unit S˜l is assumed to be given by
S˜l = Sl − η(Sl)zl,
where η takes values in the set of diagonal matrices in Rd×d. The term η(Sl)zl describes
the temporary price impact of the current order. In the sequel we will consider two
choices for η. Note that diag(v) with v ∈ Rd denotes the d× d diagonal matrix with the
entries of v on the diagonal.
• Absolute price impact: η does not depend on the price s ∈ Rd>0, i.e. η(s) = diag(η)
for a vector η ∈ Rd>0.
• Relative price impact: For every s ∈ Rd>0 it holds that η(s) = diag(η1s1, . . . , ηdsd)
with η ∈ Rd>0.
The relative price impact may be more accurate in the long run. In the short run both
impact types essentially coincide since absolute price levels do not change much. When
closing position over short time intervals one may therefore use the more convenient
absolute impact. In the following we assume either an absolute or a relative impact.
The revenues of following an execution strategy (zl) amount to
R((zl)) =
N−1∑
l=0
S˜Tl zl =
N−1∑
l=0
STl zl −
N−1∑
l=0
zTl η(Sl)zl,
where we interpret the sum
∑N−1
l=0 z
T
l η(Sl)zl as the liquidation costs.
Risk
We assume that the risk associated to a position trajectory (xl) is of the form
N∑
l=0
xTl λ(Sl)xl, (4.1)
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where λ takes values in the set of positive semi-definite matrices in Rd×d. We keep λ
general at this stage, but assume that it incorporates the position’s correlation structure
and a weight function rating the risk in dependence of the price development. We will
refer to λ as the risk function and give some examples below.
Notice that the positive semi-definiteness of λ implies that the risk is always nonneg-
ative. Moreover, reducing the positions by factor 1
2
decreases the risk by factor 1
4
.
Objective functional
We suppose that the agent’s objective is to maximize, over all execution strategies (zl)
and associated position trajectories (xl), the expected revenues minus the risk
Liquidation problem: E
[
R((zl))−
N∑
l=0
xTl λ(Sl)xl
]
→ max! (4.2)
The additive form of the risk functional (4.1) is very convenient for solving the opti-
mization problem of finding the execution strategy maximizing (4.2). Nevertheless it is
flexible enough to allow for price-sensitive risk preferences.
Examples for the risk function
Suppose that the agent needs to liquidate a long position of a single asset. Possible
choices for the risk function λ are
λ1(s) = (max(0, c(a− s)))2 , (4.3)
λ2(s) = max(0, c(a− s)), (4.4)
where a > 0 is a reference price level and c a price sensitivity. We next give an interpre-
tation of the risk functions λ1 and λ2 in terms of a value-at-risk.
Suppose that the agent sets a threshold level s¯ ∈ R>0 as a minimum target price.
Given a price s ∈ R>0 at time tk and assuming an open long position x ≥ 0 until time
tk+1, the agent interprets Yk = x(s¯ − sIk+1) as loss at time tk+1. Suppose the price
risk is quantified in terms of the value-at-risk of Yk at level α ∈ (0, 1). Denote by Qα,
α ∈ (0, 1), the α-quantile. Then
Qα(Yk) = x (sQα(−Ik+1) + s¯) = xc(a− s),
with a = − s¯
Qα(−Ik+1) and c = −Qα(−Ik+1). Considering the positive part only, the
squared value-at-risk satisfies
max(0, Qα(−Yk))2 = λ1(s)x2.
Squaring only the position size corresponds to choosing a risk function of the form λ2.
When closing a short position x < 0, one can choose risk functions as in (4.3) and
(4.4) with a and s interchanged.
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We next give an example for λ in the multi-dimensional case. Recall the variance-
covariance method for estimating the value-at-risk of a portfolio of d > 1 assets (see e.g.
[21, Chapter 20]). The value-at-risk of the position x is approximately equal to
a
√
(x · s)TC(x · s) = a
√∑
i,j
xisiCijxjsj,
where C is the covariance matrix of the logreturns, a a quantile of the standard normal
distribution and x · s the pointwise product of the vectors x and s.
We draw inspiration from the variance-covariance method and suggest as a possible
choice for the risk function λ(s) = ξ(s)C, where ξ : Rd>0 → R+ is scalar function reflecting
the price sensitivity. For numerical purposes it turns out to be very convenient to work
with a weighted geometric mean G of the price vector s, and to set ξ(s) = max(0, G)2.
The advantage of choosing ξ this way will be explained in more detail in Subsections
4.1.2 and 4.4.2.
Possible extensions
If wanted, one can extend the model by a permanent price impact by assuming that the
realized price, given an execution strategy (zl), satisfies
S˜l = Sl − η(Sl)zl −
l−1∑
i=0
γ(Si)zi,
where γ is a matrix-valued function of the price. The term
∑l−1
i=0 γ(Si)zi represents the
permanent price impact accumulated by all transactions up to time tl−1. If either both
impacts are absolute or relative, then the liquidation problem can be simplified to a
problem with a temporary impact only. Indeed, observe that in this case the revenues
of following an execution strategy (zl) amount to
R((zl)) =
N−1∑
l=0
S˜Tl zl =
N−1∑
l=0
STl zl −
N−1∑
l=0
zTl η(Sl)zl −
N−1∑
l=0
zTl
l−1∑
i=0
γ(Si)zi
=
N−1∑
l=0
STl zl −
N−1∑
l=0
zTl η(Sl)zl −
N−1∑
l=0
xTl+1γ(Sl)zl
=
N−1∑
l=0
STl zl −
N−1∑
l=0
zTl
(
η(Sl)− 1
2
γ(Sl)
)
zl − 1
2
N−1∑
l=0
(xl + xl+1)
Tγ(Sl)zl.
The martingale property of (Sl) implies
E
[
N−1∑
l=0
(xl + xl+1)
Tγ(Sl)zl
]
= E
[
N−1∑
l=0
xTl γ(Sl)xl − xTl+1γ(Sl)xl+1
]
= xTγ(S0)x.
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Hence, the expected revenues of following (zl) are given by
E [R((zl))] = xTS0 − 1
2
xTγ(S0)x− E
[
N−1∑
l=0
zTl
(
η(Sl)− 1
2
γ(Sl)
)
zl
]
. (4.5)
Consequently, an execution strategy maximizing the revenues under a temporary impact
η and permanent impact γ also maximizes the revenues if there is only a temporary
impact of η − 1/2γ.
4.1.2. Semi-explicit representation of the value function
In this section we calculate the execution strategy maximizing (4.2). By making the
objective functional dynamic, we can appeal to discrete dynamic programming, and show
that the value function is a quadratic form in the remaining position. The coefficient of
the quadratic form is a matrix-valued function of the price vector, and can be derived via
a backward recursion. In every step of the recursion one has to calculate a conditional
expectation of the subsequent function with respect to the price transition probability.
For any x ∈ Rd and 0 ≤ k ≤ N we denote by Ak(x) the set of execution strategies
(zl), in the sense of Section 4.1.1, such that
∑N−1
l=k zl = x. The value function of the
liquidation problem, given an open position x ∈ Rd and a price s ∈ Rd at time tk, is
defined by
Vk(s, x) = sup
z∈Ak(x)
E
[
N−1∑
l=k
STl zl − zTl η(Sl)zl − xTl λ(Sl)xl
∣∣∣∣Sk = s, xk = x
]
. (4.6)
To apply the Dynamic Programming Principle we make integrability assumptions that
are collected in the next paragraph.
Assumption 4.1.1. For s ∈ Rd>0 and k ≥ 0 let µks denote the distribution of Sk
conditional to S0 = s. Moreover, define L1 =
⋂
s∈Rd>0 L
1(µ1s), with L
1(µ1s) = {f : Rd>0 →
Rd×d| ∫Rd>0 |fi,j|dµ1s <∞, ∀i, j ≤ d}. We assume that
(A1) η, λ ∈ L1;
(A2) the maximum eigenvalue of λ(Sk), denoted by λ¯(Sk), is square integrable for all
0 ≤ k ≤ N ;
(A3) the spectral condition of η(Sk) satisfies E|κ(η(Sk))|p < ∞, for all p ≥ 1 and
0 ≤ k ≤ N . Recall that the spectral condition κ(M) of a positive definite matrix
M is equal to the ratio of its largest and smallest eigenvalue.
Remark 4.1.2. Note that for d = 1 we have κ(η(Sk)) = 1 and hence the integrability
assumption (A3) on the spectral condition is trivially satisfied. The same holds true
for an absolute price impact, where the spectral condition of the price impact matrix is
constant.
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Optimal execution strategies are linear in the position
Due to its linear quadratic nature in the x and z variables the value function admits
an explicit representation in the x variable. In the price variable it is determined by a
backward function recursion.
Proposition 4.1.3. Assume that (A1)-(A3) hold true. Then the value function is
quadratic in the open position. More precisely, there exist functions ak : Rd>0 → Rd×d
such that the value function is given by
Vk(s, x) = x
T s− xTak(s)x. (4.7)
The matrices ak belong to L1 and are positive definite for every s ∈ Rd>0. They are
determined by the following recursion:
aN−1(s) = η(s) + λ(s)
ak(s) = η(s)(η(s) + Tak+1(s))
−1Tak+1(s) + λ(s)
(4.8)
for 0 ≤ k < N −1, where T is the operator on L1 defined by Tf(s) = E[f(Sk+1)|Sk = s].
The optimal execution strategy is given by
zk(s, x) = (η(s) + Tak+1(s))
−1Tak+1(s)x, 0 ≤ k ≤ N − 2. (4.9)
Observe that the value function (4.7) is the difference of the initial book value xT s
and a quadratic form comprising expected liquidation costs and risk. Moreover, the
optimal execution strategy (4.9) is linear in x. This means that at any time the amount
traded is proportional to the remaining position size. One can interpret the matrix
Mk(s) = (η(s) + Tak+1(s))
−1Tak+1(s) as the selling rate. In the one-dimensional case
the selling rate is equal to the percentage of the open position that is sold resp. bought.
We next consider the limiting cases where either λ or η vanish. Suppose first that
λ = 0. In this case we have Mk(s) = diag(
1
N−k , . . . ,
1
N−k ), which implies that the
position is closed linearly. Spreading orders evenly over time minimizes liquidation costs
and hence maximizes the objective functional of a risk-neutral agent.
Next suppose that λ(s) is positive definite for all s ∈ Rd>0. If the price impact matrix
η(s) vanishes, then Mk(s) converges to the identity matrix in Rd. In the limit there are
no liquidation costs and hence the position is closed immediately.
In the one-dimensional case and under absolute price impact the selling rate inherits
the monotonicity of the risk function. Let us assume that λ is nonincreasing, which
is a suitable assumption in the case of closing a long position (c.f. Subsection 4.1.1).
Then a straightforward proof by induction shows that the coefficient functions ak are
nonincreasing for all k ≤ N − 1. This implies that the selling rate Mk is nonincreasing
as well.
The strategy (4.9) can also be characterized as the strategy minimizing the sum of
expected liquidation costs and risk. Indeed the martingale property of (Sl) implies that
for any strategy (zl) ∈ Ak(x) we have
E
[
N−1∑
l=k
STl zl|Sk = s
]
= xT s,
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and hence the value function satisfies
Vk(s, x) = x
T s− inf
z∈Ak(x)
E
[
N−1∑
l=0
zTl η(Sl)zl + x
T
l λ(Sl)xl|Sk = s
]
.
Proof of Proposition 4.1.3. Notice first that for any (zl) ∈ Ak(x) the revenues
N−1∑
l=k
STl zl − zTl η(Sl)zl − xTl λ(Sl)xl
are integrable. The scalar product STl zl is integrable since S and z are square-integrable.
Moreover, recall that η is a diagonal matrix with entries depending linearly on the
price, and hence zTl η(Sl)zl is integrable. The risk part x
T
l λ(Sl)xl is integrable, since the
maximum eigenvalue of λ(Sk), denoted by λ¯(Sk), is square integrable for all 0 ≤ k ≤ N .
Indeed, by the Cauchy-Schwarz Inequality and the fact that the spectral matrix norm
‖·‖ on the set of d×d−matrices is induced by the Euclidian norm on Rd (see e.g. Section
5.6.6 in [38]), we have
|xTk λ(Sk)xk| ≤ |xk||λ(Sk)xk| ≤ |xk|2‖λ(Sk)‖.
Since λ(Sk) is positive semidefinite, we get ‖λ(Sk)‖ = λ¯(Sk), and hence Ho¨lder’s In-
equality yields integrability of |xTk λ(Sk)xk|.
We proceed by showing (4.7) and (4.9) via backward induction. For k = N − 1 the
only execution strategy is zk−1 = x. Hence, we get
VN−1 = xT s− xT (η(s) + λ(s))x
Consequently, aN−1(s) = η(s) + λ(s), which is positive definite and belongs to L1 by
assumption. Let us now assume that Vk+1(s, x) = x
T s − xTak+1(s)x for some positive
definite matrix ak+1(s) for every s ∈ Rd>0 and ak+1 ∈ L1. We set dk(s) = Tak+1(s). The
Dynamic Programming Principle implies
Vk(s, x) = sup
z∈R
E[sT z − zTη(s)z − xTλ(s)x+ Vk+1(Sk+1, x− z)]
= sTx− xT (λ(s) + dk(s))x+ sup
z∈R
(−zT (η(s) + dk(s))z + 2xTdk(s)z).(4.10)
By induction hypothesis ak+1(s) is positive definite for every s ∈ Rd>0 and so is dk(s).
Since η(s) is positive definite as well, there exists a unique maximizer of (4.10) which is
given by
zk(s, x) = (η(s) + dk(s))
−1dk(s)x.
This implies
Vk(s, x) = s
Tx− xT [λ(s) + dk(s)− dk(s)(η(s) + dk(s))−1dk(s)]x
= sTx− xT [λ(s) + η(s)(η(s) + dk(s))−1dk(s)]x.
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Thus, we have
ak(s) = η(s)(η(s) + dk(s))
−1dk(s) + λ(s)
= (dk(s)
−1 + η(s)−1)−1 + λ(s),
which is positive definite for every s ∈ Rd>0 by assumption and induction hypothesis.
Moreover, note that
ak(s) = η(s)− η(s)(η(s) + dk(s))−1η(s) + λ(s)
= η(s) + λ(s)− (η−1(s) + η−1(s)dk(s)η−1(s))−1.
Since (η−1(s) + η−1(s)dk(s)η−1(s))−1 is positive definite we have ak(s) ≤ η(s) + λ(s).
This implies vTakv ∈ L1(Rd>0, µks) for every s ∈ Rd>0 and v ∈ Rd. Using the factorization
(ak)i,j =
1
2
(eTj akej + e
T
i akei − (ej − ei)Tak(ej − ei)),
where ei denotes the i-th unit vector, we see that (ak)i,j ∈ L1(Rd>0, µks). This implies
ak ∈ L1.
It remains to show that the strategy (zl(Sl, xl))0≤l≤N−1 is Lp-integrable for all p ≥ 1.
To this end it is enough to prove that E[|xl|p] <∞ for all p ≥ 1 and 0 ≤ l ≤ N − 1. We
proceed via forward induction. Since x0 is deterministic, the induction basis holds true.
For the induction step, first note that
xk+1 = xk − zk = (Id−(η(Sk) + dk(Sk))−1dk(Sk))xk
= (η(Sk) + dk(Sk))
−1η(Sk)xk,
and hence
|xk+1| ≤ ‖(η(Sk) + dk(Sk))−1‖‖η(Sk)‖|xk|.
The maximal eigenvalue of (η(Sk) + dk(Sk))
−1 is smaller than the smallest eigenvalue of
η(Sk), and therefore
|xk+1| ≤ κ(η(Sk))|xk|.
By the induction hypothesis, the integrability assumption on the condition of η(Sk) and
Ho¨lder’s Inequality, we obtain E[|xk+1|p] <∞ for all p ≥ 1.
Remark 4.1.4. Observe that in the case of a price independent risk function λ and ab-
solute price impact Proposition 4.1.3 follows from [47, Theorem 1.3.4], where liquidation
paths even allow for the presence of dark pools.
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Scalar price sensitivity
If the matrix-valued risk function λ(s) is given by a price independent covariance matrix
multiplied with a nonnegative real function, then, under absolute price impact, a change
of coordinates reduces the matrix-valued recursion (4.8) to d independent real function
recursions.
To illustrate the dimension reduction we assume in this subsection that the price
impact is absolute, and that the trader’s risk preferences depend on the price only
through the variable r = r(s) =
∏d
j=1(s
j)βj with βj ∈ R; i.e. λ(s) = ξ(r)C, where C
is a covariance matrix and ξ : R → R+. The geometric Markovian nature of the price
process implies that the process Rk =
∏d
j=1(S
j
k)
βj satisfies the Markov property as well
(notice that the process R in general is not a martingale). Therefore,
T (ξ ◦ r)(s) = E[ξ(R1)|S0 = s] = E[ξ(R1)|R0 = r].
As in Proposition 4.1.3 we suppose that (A1)-(A3) hold true.
Proposition 4.1.5. There exists a regular matrix A such that ATCA = diag(c) for
some c ∈ Rd+ and the solutions bki : R>0 → R for 0 ≤ k ≤ N − 1 and 1 ≤ i ≤ d of the
decoupled system of function recursions
biN−1(r) = 1 + ξ(r)ci
bik(r) =
Tbik+1(r)
1 + Tbik+1(r)
+ ξ(r)ci
(4.11)
yield the following representation of the value function:
Vk(s, Ax) = s
TAx−
d∑
i=1
bik(r)x
2
i .
Moreover, the optimal execution strategy is given by
zk(s, Ax) = A diag
(
Tb1k+1(r)
1 + Tb1k+1(r)
, . . . ,
T bdk+1(r)
1 + Tbdk+1(r)
)
x.
Proof. Let
√
η = diag(
√
η1, . . . ,
√
ηd) be the positive definite square root of η. The
matrix
√
η−1C
√
η−1 is positive semidefinite by assumption. Hence, there exists an or-
thogonal matrix O such that OT
√
η−1C
√
η−1O = diag(c) for some c ∈ Rd+. We set
A =
√
η−1O. Then we have ATηA = Id and ATCA = diag(c). Let ak denote the
matrix-valued functions introduced in Proposition 4.1.3. Then we have Vk(s, Ax) =
sTAx− xTATak(s)Ax. Hence, we have to show that
ATak(s)A = diag(b
1
k(r), . . . , b
d
k(r)). (4.12)
We proceed via backward induction. At time tN−1 we have
ATaN−1(s)A = AT (η + ξ(r)C)A = Id +ξ(r) diag(c) = diag(b1N−1(r), . . . , b
d
N−1(r)).
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For k ≤ N − 2 note that
ak(s) = η(η + Tak+1(s))
−1Tak+1(s) + ξ(r)C = ((Tak+1(s))−1 + η−1)−1 + ξ(r)C.
Applying the induction hypothesis yields
ATak(s)A =
[
(T (ATak+1(s)A))
−1 + (ATηA)−1
]−1
+ ξ(r) diag(c)
= diag(b1k(r), . . . , b
d
k(r)).
Concerning the optimal execution strategy, note that we have
A(Id +T (ATak+1(s)A))
−1AT = (η + Tak+1(s))−1.
Then Proposition 4.1.3 and Equation (4.12) imply the desired result
zk(s, Ax) = (η + Tak+1(s))
−1Tak+1(s)Ax
= A(Id +T (ATak+1(s)A))
−1ATTak+1(s)Ax
= A diag
(
Tb1k+1(r)
1 + Tb1k+1(r)
, . . . ,
T bdk+1(r)
1 + Tbdk+1(r)
)
x.
4.2. Price-sensitive liquidation in continuous-time
In this section we consider the continuous-time counterpart of the stochastic control
problem from Section 4.1. We restrict attention to a single asset liquidation under a
linear, absolute and temporary price impact. This implies that optimal position paths
are absolutely continuous and therefore uniquely determined by their derivative which
is called the trading rate. The asset’s forward price is assumed to be a nonnegative
Brownian martingale. The requirement of closing the position up to the fixed time
horizon T leads to a terminal state constraint in the control problem. Due to the linear
price impact execution costs grow quadratically in the trading rate. Hence, it becomes
arbitrarily expensive to close a nonzero position as time runs out. Therefore, the terminal
state constraint entails that the value function of the control problem tends to infinity
as time approaches maturity T . We identify the speed of the explosion and show that
the value function grows inversely proportional to time to maturity. Moreover, we prove
that the value function is a quadratic form in the position size. Instead of giving a
direct PDE characterization of the value function we analyze how the optimal relative
trading rates differ from the linear relative rate which minimizes expected execution
costs. Due to the risk functional it is optimal to enlarge the linear relative trading rate
by a factor which depends on time and the asset price. We refer to this factor as the
trading rate inflator. As time tends to maturity T the price risk associated to an open
position gets negligible and it is optimal to close the position nearly linearly. Thus the
inflator converges to one as t↗ T . Hence, in contrast to the value function, the inflator
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converges to a finite terminal value. This allows to characterize the inflator as the unique
viscosity solution of a PDE. As a corollary we also obtain a PDE characterization of
the value function. Finally, we prove that the inflator of the associated time-discrete
model approximation converges to the continuous-time inflator as the number of time
steps converges to infinity.
4.2.1. Model description
We fix a time horizon T > 0. The forward price process (Sr)r∈[0,T ] is a nonnegative
Brownian martingale driven by the time-homogeneous dynamics dSr = σ(Sr)dWr, where
(Wr) is a Brownian motion on the stochastic basis (Ω,F ,P,F = (Ft)t∈[0,T ]) and σ is
Lipschitz continuous and has linear growth, i.e. there exists a constant L > 0 such that
for all s1, s2 ∈ (0,∞) we have
|σ(s1)− σ(s2)| ≤ L|s1 − s2|.
The price process conditional to St = s will be denoted by (S
t,s
r ), r ∈ [t, T ].
An execution strategy of an open position x at time t is a progressively measurable
process (zr) satisfying
∫ T
t
zrdr = x. We write At(x) for the set of all execution strategies.
The open position trajectory (xr) associated to an execution strategy (zr) is given by
xr = x −
∫ r
t
zudu, r ∈ [t, T ]. Selling at a rate of zt at time t is only possible at a
temporarily modified price
S˜t = St − ηzt,
where η > 0 represents the price impact parameter. The expected revenues following a
strategy (zr) satisfy
E
[∫ T
0
zrS˜rdr
]
= E
[∫ T
0
zrSrdr −
∫ T
0
ηz2rdr
]
= xS0 − E
∫ T
0
ηz2rdr.
The expectation, thus, consists of the so-called initial book value xS0 and the expected
implementation shortfall E
∫ T
0
ηz2rdr. We assume that an agent aims at minimizing the
expected implementation shortfall and the risk of the open position, more precisely an
objective functional J defined as
J(t, s, x; (zr)) = E
[∫ T
t
ηz2r + λ(Sr)x
2
rdr
∣∣∣∣St = s, xt = x] . (4.13)
Here, as in Section 4.1 the continuous function λ : [0,∞) → R+ measures the price
sensitivity of the agent’s risk preferences. We distinguish two cases: If the agent intends
to close a long position we assume that λ(0) = maxs≥0 λ(s). If a short position has to be
liquidated we assume that λ(0) = mins≥0 λ(s). We suppose that λ satisfies a polynomial
growth condition, i.e. there exist C > 0 and p ∈ N such that
λ(s) ≤ C(1 + sp)
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for all s ∈ [0,∞). Moreover, we require that for every (t, s) ∈ [0, T )× (0,∞) the random
variable λ(St,s· ) : [t, T ]× Ω→ R satisfies
λ(St,s· )→ λ(0) in L1(Leb[t, T ]× P) (4.14)
as s↘ 0. Note that a geometric Brownian motion meets this requirement. In the sequel
we will refer to λ as risk function. See Subsection 4.1.1 for possible choices of λ.
For (t, s, x) ∈ [0, T )× (0,∞)×R the value function of the liquidation problem is given
by
V (t, s, x) = inf
(zr)∈At(x)
J(t, s, x; (zr)). (4.15)
Remark 4.2.1. The results presented in the following can be shown to hold true also if
the price process is a time-inhomogeneous diffusion. For ease of notation, in particular
in Section 4.2.4, we stick to the homogeneous case only.
4.2.2. Formal derivation of optimal execution strategies
The Hamilton-Jacobi-Bellman Equation (HJB) associated to the stochastic control prob-
lem (4.15) is given by
−Vt − 1
2
σ(s)2Vss − λ(s)x2 − inf
z∈R
(ηz2 − Vxz) = 0 (4.16)
in [0, T )× (0,∞)× R. Since the infimum is attained at
z =
Vx
2η
(4.17)
Equation (4.16) is equivalent to the semilinear PDE
−Vt − 1
2
σ(s)2Vss +
1
4η
V 2x − λ(s)x2 = 0. (4.18)
The terminal state constraint xT = 0 leads to the following singular terminal condition
lim
t↗T
V (t, s, x) =
{
∞ for x 6= 0
0 for x = 0.
In Proposition 4.2.6 we derive the following two properties of V . First, we identify the
growth behavior of the value function as t ↗ T . Rescaling V by the factor T − t leads
to the finite terminal condition limt↗T (T − t)V (t, s, x) = ηx2. Moreover, one can reduce
the dimension of the state space, since in the x variable the value function has the
explicit representation V (t, s, x) = V (t, s, 1)x2. It is convenient, therefore, to introduce
the function
I(t, s) :=
T − t
η
V (t, s, 1) (4.19)
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in [0, T )× (0,∞) and study the PDE
−It − 1
2
σ(s)2Iss − I
T − t +
I2
(T − t) − (T − t)
λ(s)
η
= 0 (4.20)
with finite terminal condition I(T, s) = 1. Observe that by the transformation (4.19)
the singularity at time T moved from the terminal condition of the PDE (4.18) to
the generator of the PDE (4.20). In the following paragraph we present an economic
interpretation of the function I.
Interpretation of I as trading rate inflator
As Equation (4.17) suggests the optimal trading rate z is given in feedback form by
z(t, s, x) =
Vx(t, s, x)
2η
= I(t, s)
x
T − t .
Hence, the optimal relative trading rate r(t, s, x) = z(t,s,x)
x
is independent of the remaining
open position x and satisfies r(t, s) = I(t,s)
T−t . In the risk-neutral case where the agent is
aiming at minimizing the expected implementation shortfall E
∫ T
0
ηz2rdr it follows from
Jensen’s inequality that it is optimal to close the position linearly xt =
T−t
T
x0. In this
case the optimal relative trading rate is given by rlin(t) = 1
T−t . Consequently, the factor
I describes the deviation from a linear closure in the case with nonvanishing risk function
r(t, s) = I(t, s)rlin(t)
In Proposition 4.2.6 we show that I is bounded from below by one. Therefore, agents
with price-sensitive risk preferences increase the trading speed compared to agents with
risk-neutral preferences. The factor I(t, s) specifies the enlargement of the relative trad-
ing rate in dependence on the asset price s at time t ∈ [0, T ]. Therefore, we refer to I
as the trading rate inflator in the sequel.
4.2.3. Characterization of optimal execution strategies
In this Subsection we characterize the value function and the optimal execution strategy
by appealing to viscosity solutions of PDE. To this end we employ the explicit repre-
sentation of the value function for risk functions λ that are price independent, in which
case the control problem becomes deterministic. If λ is constant equal to c ∈ R+ we
define the value function
Vc(t, x) = inf
(zr)∈At(x), det
∫ T
t
ηz2r + cx
2
rdr,
for all (t, x) ∈ [0, T )× R. Moreover we introduce the function Ic : [0, T ]→ [1,∞) by
Ic(t) =

√
c
η
(T − t) coth
(√
c
η
(T − t)
)
if c > 0
1 if c = 0.
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The next result stems from [47, Section 2.5.1], where optimal liquidation in presence of
dark pools is considered. Note that coth(x) = e
2x+1
e2x−1 denotes the hyperbolic cotangent
function.
Lemma 4.2.2. In the case where the risk function is constant equal to c ≥ 0, the
optimal strategy of closing a postion x ∈ R at time t ∈ [0, T ) is given by zr = Ic(r) xrT−r
for r ∈ [t, T ]. In particular it is deterministic and the associated position trajectory
is strictly decreasing (increasing) if x > 0 (x < 0). The value function is given by
Vc(t, x) =
η
T−tIc(t)x
2.
Before stating the main theorem of this section, we remark that the control problem
(4.15) has a finite value function.
Remark 4.2.3. The assumptions made in Section 4.2.1 imply that the value function is
finite for every (t, s, x) ∈ [0, T )× (0,∞)×R. The Lipschitz and linear growth conditions
imposed on σ imply the following moment estimate (cf. [51, Theorem 3.2]). For any
p ∈ N there exists a constant K > 0 such that
E[ sup
t≤r≤T
(St,sr )
p] ≤ K(1 + sp). (4.21)
Choosing the execution strategy with constant trading rate zr = x/(T − t) for all r ∈
[t, T ) implies
V (t, s, x) ≤ J(t, s, x; (zr))
= η
x2
T − t + x
2E
[∫ T
t
λ(St,sr )
(
T − r
T − t
)2
dr
]
≤ η x
2
T − t + Cx
2E
[∫ T
t
1 + (St,sr )
pdr
]
≤ η x
2
T − t + Cx
2(T − t)(1 +K(1 + sp)).
In particular, the value function is locally bounded in [0, T )× (0,∞)× R.
The following theorem gives a rigorous justification of the results in Subsection 4.2.2.
The optimal trading rate at time t ∈ [0, T ), given an open position x ∈ R and a price
s ∈ (0,∞), is equal to z(t, s, x) = I(t, s) x
T−t and the inflator I is a the unique viscosity
solution of Equation (4.20).
Notice that the PDE (4.20) has a singularity in the time variable at time T . Therefore
we can not refer to standard results guaranteeing that the PDE possesses a unique
solution. We provide a self-contained proof of existence and uniqueness. In a first step
we need to show that the inflator is bounded from below by 1, and bounded from above
by a function that converges to 1 as t ↑ T .
73
4. Price-sensitive liquidation
Theorem 4.2.4. The inflator I is the unique viscosity solution of (4.20) in [0, T ) ×
(0,∞) that is bounded from below by one, has polynomial growth in s and satisfies the
boundary conditions
lim
t↗T
s→s0
I(t, s) = 1 for all s0 ∈ (0,∞),
lim
t→t0
s↘0
I(t, s) = Iλ(0)(t0) for all t0 ∈ [0, T ).
(4.22)
Moreover, I is continuous.
The optimal execution strategy is Markovian: For an open position x ∈ R and a price
s ∈ (0,∞) at time t ∈ [0, T ) the optimal trading speed is given by z(t, s, x) = I(t, s) x
T−t .
This leads to the associated position trajectory
xr = x exp
(
−
∫ r
t
I(u, St,su )
T − u du
)
. (4.23)
The proof of Theorem 4.2.4 is split into several parts. First we show that the inflator
is a solution of the PDE (4.20) (Prop. 4.2.6); then we show that it is the unique one.
Finally, for the proof that z(t, s, x) = I(t, s) x
T−t is the optimal trading rate we use
the discrete model approximations provided by Section 4.1. We show that the optimal
trading strategies from scaled discrete models converge to the optimal continuous-time
trading rate (Section 4.2.4).
Remark 4.2.5. Under additional assumptions on the volatility function σ, e.g. a uni-
form ellipticity condition, one can probably show that I(t, s) is a classical solution of
the PDE (4.20). In general, however, if σ is degenerate, no classical solution of (4.20)
may exist. For example if σ is equal to zero, and λ is not differentiable, then Iλ(s)(t) is
a solution in the viscosity, but not in the classical sense.
Let us introduce some notation: For a locally bounded function f : O ⊂ Rd → R we
define its upper semicontinuous (u.s.c.) envelope f ∗ and its lower semicontinuous (l.s.c.)
envelope f∗ by
f ∗(y) := lim sup
y′→y
f(y′), f∗(y) := lim inf
y′→y
f(y′), y ∈ O.
For the definition of viscosity solutions we refer to [68, Definition 4.2.1]. We will also
make use of the equivalent characterization of viscosity solutions via super- and subjets
[68, Lemma 4.4.5] or [28, Chapter V, Lemma 4.1].
Proposition 4.2.6.
i) For all (t, s, x) ∈ [0, T ) × (0,∞) × R the value function is given by V (t, s, x) =
I(t, s) ηx
2
T−t .
ii) The inflator I is a viscosity solution of (4.20) in [0, T ) × (0,∞) with boundary
conditions (4.22). Moreover, I has polynomial growth of order p in s and is bounded
from below by one.
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Proof. i) Fix (t, s) ∈ [0, T ) × (0,∞). Let y1 6= 0 and let (znr ) be a sequence of
execution strategies in At(y1) such that V (t, s, y1) = lim
n→∞
J(t, s, y1; (z
n
r )). Then for
y2 ∈ R we define a sequence (ξnr ) ∈ At(y2) by ξnr = znr y2/y1. Then we get
V (t, s, y2) ≤ lim
n→∞
J(t, s, y2; (ξ
n
r )) =
y22
y21
lim
n→∞
J(t, s, y1; (z
n
r )) =
y22
y21
V (t, s, y1).
For x 6= 0 choosing y1 = 1 and y2 = x yields V (t, s, x) ≤ V (t, s, 1)x2, while
choosing y1 = x and y2 = 1 yields the opposite inequality. The case x = 0 is
trivial.
ii) We will only show that I is a viscosity supersolution, since the arguments for the
subsolution property are identical. Fix a point (t0, s0) ∈ [0, T ) × (0,∞) and let
ϕ ∈ C1,2([0, T ) × (0,∞)) such that ϕ ≤ I∗ and ϕ(t0, s0) = I∗(t0, s0). Then i)
implies that we have
ϕ˜(t, s, x) :=
ηx2
T − tϕ(t, s) ≤ V∗(t, s, x)
ϕ˜(t0, s0, x) = V∗(t0, s0, x)
for all (t, s, x) ∈ [0, T ) × (0,∞) × R. It is straightforward to show that V is a
viscosity solution of (4.18) in [0, T ) × (0,∞) × R (see e.g. [68, Section 4.3] for
verification results). This implies at (t0, s0) for all x ∈ R
0 ≤ −ϕ˜t − 1
2
σ2ϕ˜ss +
1
4η
ϕ˜2x − λ(s0)x2
=
ηx2
T − t0
(
−ϕt − 1
2
σ2ϕss − ϕ
T − t0 +
ϕ2
T − t0 − (T − t0)
λ(s0)
η
)
,
which yields the viscosity supersolution property.
Let us now show that I is bounded from below by one. In the case of a vanishing
risk function (i.e. c = 0) Lemma 4.2.2 implies that it is optimal to close an open
position linearly and V0(t, x) =
η
T−tx
2. Moreover, we have V0(t, x) ≤ V (t, s, x) for
every (t, s, x) ∈ [0, T ) × (0,∞) × R. This implies I ≥ 1. Now, let us turn to the
terminal condition lim t↗T
s→s0
I(t, s) = 1. Closing the postion x = 1 at time t with
constant trading rate zr =
1
T−t is suboptimal and hence we have
I(t, s) ≤ 1 + T − t
η
E
[∫ T
t
λ(St,sr )
(
T − r
T − t
)2
dr
]
(4.24)
≤ 1 + T − t
η
E
[∫ T
t
λ(St,sr )
]
(4.25)
→ 1 (4.26)
as t↗ T . Since I is bounded from below by one this yields the claim.
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For the second boundary condition, note that we have to show that
lim
t→t0
s↘0
V (t, s, 1) = Vλ(0)(t0, 1)
for any t0 < T . Given a point (t, s) ∈ [0, T ) × (0,∞) let (z˜r) ∈ At(1) denote an
-optimal strategy of V (t, s, 1). We define zr := z˜r1x˜r∈[0,1], where (x˜r) denotes the
position trajectory associated to (z˜r). Then, (zr) belongs to At(1) and is -optimal
as well and the position trajectory (xr) satisfies 0 ≤ xr ≤ 1 a.s. for every r ∈ [t, T ].
This implies
Vλ(0)(t, 1)− V (t, s, 1) ≤ E
[∫ T
t
(λ(0)− λ(St,sr ))x2rdr
]
+ 
≤ E
[∫ T
t
|λ(0)− λ(St,sr )|dr
]
+ .
Letting  tend to 0 implies
Vλ(0)(t, 1)− V (t, s, 1) ≤ E
[∫ T
t
|λ(0)− λ(St,sr )|dr
]
→ 0,
as t → t0 and s ↘ 0 by assumption (4.14). For the opposite inequality, let (zr)
denote the optimal strategy from Lemma 4.2.2 for closing the position x = 1 at
time t < T with constant risk function c = λ(0). Then we have
V (t, s, 1)− Vλ(0)(t, 1) ≤ E
[∫ T
t
(λ(St,sr )− λ(0))x2rdr
]
.
Note that (xr) is deterministic and strictly decreasing. Then the same considera-
tions as above yield the claim.
The polynomial growth of I is a direct consequence of Remark 4.2.3, which com-
pletes the proof.
Remark 4.2.7. In the case where the agent intends to close a long position, it is
convenient to assume that λ(s) → 0 as s → ∞. If, moreover, λ(St,s· ) converges to 0
in L1(Leb[t, T ] × P) as s → ∞, then not only a polynomial growth, but even the finite
boundary condition
lim
t→t0
s→∞
I(t, s) = 1 for t0 ∈ [0, T ),
can be derived. This is a direct consequence of (4.25) and the fact that I is bounded
from below by one.
To complete the characterization of the inflator we derive a uniqueness result for (4.20)
via the following comparison principle.
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Proposition 4.2.8. Let I1 (respectively I2) be a u.s.c. viscosity subsolution (respec-
tively l.s.c. viscosity supersolution) of (4.20) in [0, T )× (0,∞), satisfying the boundary
conditions
lim
t↗T
s→s0
I1(t, s) ≤ lim
t↗T
s→s0
I2(t, s) for all s0 ∈ (0,∞),
lim
t→t0
s↘0
I1(t, s) ≤ lim
t→t0
s↘0
I2(t, s) for all t0 ∈ [0, T ).
(4.27)
Moreover, assume that I1 and I2 are bounded from below by one and have polynomial
growth in s, i.e. there exist K > 0, q ∈ N such that for all (t, s) ∈ [0, T )× (0,∞) we have
1 ≤ I1(t, s), I2(t, s) ≤ K(1 + sq). (4.28)
Then, we have I1 ≤ I2 in [0, T )× (0,∞).
Proof. Let M := sup
[0,T )×(0,∞)
I1 − I2. We divide the proof into two parts. In the first part
we consider the special case where M is attained in [0, T ) × (0,∞) and show that this
implies M ≤ 0. In the second part we illustrate how to employ conditions (4.27) and
(4.28) to reduce the general case to this special case.
Part i) Assume that M is attained in some bounded set O ⊂ [0, T ) × (0,∞), i.e. M =
max
O
I1 − I2. We argue by contradiction and assume that M > 0. For  > 0 we
introduce the functions ϕ,Φ : [0, T )
2 × (0,∞)2 → R defined by
ϕ(t1, t2, s1, s2) :=
1
2
(
(t1 − t2)2 + (s1 − s2)2
)
Φ(t1, t2, s1, s2) := I1(t1, s1)− I2(t2, s2)− ϕ(t1, t2, s1, s2).
Let M := maxO¯2
Φ denote the maximum of Φ in O¯2, which is attained by some
point (t1, t

2, s

1, s

2) ∈ O¯2 since Φ is u.s.c.. Note that we have
M ≤M = I1(t1, s1)− I2(t2, s2)− ϕ(t1, t2, s1, s2)
≤ I1(t1, s1)− I2(t2, s2),
(4.29)
which is equivalent to
0 ≤ ϕ(t1, t2, s1, s2) ≤ I1(t1, s1)− I2(t2, s2)−M. (4.30)
Since O¯2 is compact, we have lim
→0
(t1, s

1, t

2, s

2) = (t¯1, s¯1, t¯2, s¯2) for some subse-
quence. We will only work with this subsequence in the sequel. Since I1 − I2
is u.s.c., the sequence (I1(t

1, s

1) − I2(t2, s2)) is bounded from above, and so is
(ϕ(t

1, t

2, s

1, s

2)) by (4.30). This implies t¯1 = t¯2 =: t¯ and s¯1 = s¯2 =: s¯. Sending 
to 0 in (4.29) yields
M ≤ lim sup
→0
I1(t

1, s

1)− I2(t2, s2) ≤ I1(t¯, s¯)− I2(t¯, s¯) ≤M.
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Hence, we get
lim
→0
I1(t

1, s

1)− I2(t2, s2) = I1(t¯, s¯)− I2(t¯, s¯) = M > 0 (4.31)
and (4.30) implies
lim
→0
ϕ(t

1, t

2, s

1, s

2) = 0. (4.32)
Let P¯2,±I1,2(t, s) denote the closure of the second order super- resp. subjets of I1
resp. I2 at (t, s) (see [40, Section 2] for the definition). By Ishii’s Lemma (see [68,
Lemma 4.4.6] and [68, Remark 4.4.9], or [40, Theorem 8.3]) there exist h1, h

2 ∈ R+
such that (
1

(t1 − t2),
1

(s1 − s2), h1
)
∈ P¯2,+I1(t1, s1),(
1

(t1 − t2),
1

(s1 − s2), h2
)
∈ P¯2,−I2(t2, s2)
and
σ2(s1)h

1 − σ2(s2)h2 ≤
3

|σ(s1)− σ(s2)|2. (4.33)
Then the subsolution property of I1 and the supersolution property of I2 imply
respectively
−1

(t1 − t2)−
1
2
σ2(s1)h

1 −
I1(t

1, s

1)
T − t1
+
I1(t

1, s

1)
2
T − t1
− (T − t1)
λ(s1)
η
≤ 0
and
−1

(t1 − t2)−
1
2
σ2(s2)h

2 −
b2(t

2, s

2)
T − t2
+
b2(t

2, s

2)
2
T − t2
− (T − t2)
λ(s2)
η
≥ 0.
Subtracting the second from the first inequality yields
A1() + A2() + A3() ≤ 0
with
A1() =
1
2
(
σ2(s2)h

2 − σ2(s1)h1
)
,
A2() = (T − t2)
λ(s2)
η
− (T − t1)
λ(s1)
η
,
A3() =
I2(t

2, s

2)
T − t2
− I1(t

1, s

1)
T − t1
− I2(t

2, s

2)
2
T − t2
+
I1(t

1, s

1)
2
T − t1
.
78
4.2. Price-sensitive liquidation in continuous-time
Applying Inequality (4.33), the Lipschitz continuity of σ and Equation (4.32) im-
plies lim inf
→0
A1() ≥ 0. Moreover, continuity of λ yields lim
→0
A2() = 0. A straight-
forward calculation shows that
A3() =
I1(t

1, s

1) + I2(t

2, s

2)− 1
T − t2
(I1(t

1, s

1)− I2(t2, s2))
+
(1− I1(t1, s1))I1(t1, s1)
(T − t2)(T − t1)
(t2 − t1).
Since I1 and I2 are bounded from below by one and I1(t

1, s

1)− I2(t2, s2) is positive
by (4.29), we have
A3() ≥ I1(t

1, s

1)− I2(t2, s2)
T − t2
+
(1− I1(t1, s1))I1(t1, s1)
(T − t2)(T − t1)
(t2 − t1).
Note that the sequence ((1− I1(t1, s1))I1(t1, s1)) is bounded, since I1 is u.s.c. and
bounded from below by one. Then (4.31) implies
lim inf
→0
A3() ≥ M
T − t¯ .
Putting everything together we obtain the desired contradiction
0 ≥ lim inf
→0
A1() + A2() + A3() ≥ M
T − t¯ > 0.
Part ii) We introduce the function φ : [0, T ] × [0,∞) → R, φ(t, s) = e−αt 1+s2q
T−t with α ≥
σ(s)2q(2q − 1) s2(q−1)
1+s2q
for all s ∈ [0,∞). Note that the linear growth condition
on σ guarantees the existence of α ∈ R. Then for  > 0 we define the function
I2(t, s) = I2(t, s) + φ(t, s). A straightforward calculation yields
−φt − 1
2
σ2φss +
φ
T − t ≥ 0.
Since I2 is bounded from below by one we get

(
−φt − 1
2
σ2φss − φ
T − t
)
+
(I2)
2
T − t ≥ 
(
−φt − 1
2
σ2φss +
φ
T − t
)
+
I22
T − t
≥ I
2
2
T − t .
Then the supersolution property of I2 implies that I

2 is a viscosity supersolution
of (4.20) as well. Assume that M := sup
[0,T )×(0,∞)
I1 − I2 > 0. Then the polynomial
growth condition and Inequalities (4.27) and (4.28) imply that M is attained in
[0, T ) × (0,∞). But then Part i) implies M ≤ 0. Hence, we have for every
(t, s) ∈ [0, T )× (0,∞)
I1(t, s)− I2(t, s)− φ(t, s) ≤ 0.
Letting  tend to 0 completes the proof.
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Proof of Theorem 4.2.4. We check the uniqueness and continuity of I simultaneously,
since both are consequences of Proposition 4.2.8. Let I˜ be another viscosity solution
of (4.20) with I˜ ≥ 1, having polynomial growth in s and satisfying (4.22). Then I˜∗
and I˜∗ satisfy (4.22) as well. By Proposition 4.2.6 we have that I∗ is a u.s.c. viscosity
subsolution of (4.20), I∗ is a l.s.c. viscosity supersolution of (4.20) and both satisfy
(4.22). Moreover, I∗ and I∗ as well as I˜∗ and I˜∗ are bounded from below by one and
have polynomial growth in s, since I and I˜ have these properties. Hence, by Proposition
4.2.8 we have I˜∗ ≤ I∗ and I∗ ≤ I˜∗ in [0, T )× (0,∞), which implies
I˜∗ ≤ I˜∗ ≤ I∗ ≤ I∗ ≤ I˜∗.
But this means I∗ = I∗ = I = I˜.
For the representation of the optimal execution strategy we refer the reader to Corol-
lary 4.2.10 in Section 4.2.4 below.
4.2.4. Convergence of the discrete-time inflator
The first aim of this section is to characterize inflators in the discrete-time version of
the model studied in 4.1. We then show that the discrete-time inflator converges to its
continuous-time counterpart if model parameters are properly scaled. The convergence
allows us to give a simple proof that the candidate for the optimal position path in
continuous-time, given in (4.23), is indeed optimal (see Corollary 4.2.10).
We next briefly recall the formulation of the discrete-time optimal liquidation problem
with N trading periods. Notice that we only discretize the time variable, but not price
and position. For n ≤ N − 1 and (s, x) ∈ (0,∞)× R the value function is defined by
V Nn (s, x) := inf
(zk)∈Ak(x)
E
[
N−1∑
k=n
ηNz2k + λ
N(SNk )x
2
k
∣∣∣∣SNn = s, xn = x
]
. (4.34)
Let us introduce the discretization parameter hN = T/N . The price impact and the risk
function are rescaled in the following way (see [47, Page 130] for an explanation)
ηN =
N
T
η =
η
hN
, λN =
T
N
λ = hNλ, (4.35)
where η is the price impact parameter and λ the risk function in continuous-time from
Section 4.2.3. The discrete-time price process (SNn )n∈N is given by S
N
n = SnhN , where
(St) is the time-continuous price process introduced in Section 4.2.3. Proposition 4.1.3
yields the following semi-explicit representation of the value function V N
V Nn (s, x) = a
N
n (s)x
2,
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where the functions aNn are determined by the backward recurrence relation
aNN−1(s) = η
N + λN(s), aNn (s) =
ηNE[aNn+1(SNn+1)|Sn = s]
ηN + E[aNn+1(SNn+1)|Sn = s]
+ λN(s). (4.36)
We define the time-continuous versions of V N and aN as follows. For t ∈ [nhN , (n+1)hN)
we set V N(t, s, x) := V Nn (s, x) and a
N(t, s) := aNn (s) for all s ∈ (0,∞) and x ∈ R. As in
Section 4.2.3 we rescale aN by the factor T−t
η
and define IN(t, s) := T−t
η
aN(t, s) for all
(t, s) ∈ [0, T )× (0,∞). Note that the time-homogeneity of (St) implies that IN satisfies
IN(t, s) = (T − t)
(
E[IN(t+ hN , St+hN )|St = s]
T − t− hN + hNE[IN(t+ hN , St+hN )|St = s]
+ hN
λ(s)
η
)
(4.37)
for t < T − hN and s ∈ (0,∞). Let us introduce the u.s.c. respectively l.s.c. functions
I(t, s) := lim sup
N→∞
(t′,s′)→(t,s)
IN(t′, s′), I(t, s) := lim inf
N→∞
(t′,s′)→(t,s)
IN(t′, s′).
Next, we state the main result of this section, which shows that IN converges to I locally
uniformly in (t, s, x) as N tends to ∞.
Theorem 4.2.9. In [0, T )× (0,∞) we have I = I = I. In particular, we have V N → V
pointwise in [0, T )× (0,∞)× R as N →∞.
In Proposition 4.1.3 we showed that the optimal execution strategy in discrete-time
with N trading periods is Markovian: Given an open position x ∈ R and a price s ∈
(0,∞) in the n-th trading period, the optimal amount to sell is zNn (s, x) = hNfNn (s)x
with fNn (s) =
IN (nhN ,s)
T−nhN −hN λ(s)η . The associated position trajectory (xNk )k≥n (we suppress
the dependence on x, s, n and ω here and in the sequel) is given by
xNk = x
N
k−1 − zk−1(SNk−1, xNk−1) =
(
1− hNfNk−1(SNk−1))
)
xNk−1
= x
k−1∏
i=n
(1− hNfNi (SNi )).
(4.38)
For t ∈ [khN , (k + 1)hN) we set xN(t) = xNk .
Corollary 4.2.10. The discrete-time optimal position path converges to the continuous-
time optimal trajectory. More precisely, let xN denote the optimal trajectory for liqui-
dating a position x in N trading periods starting at time t with initial price s. Then we
have for every r ≥ t
lim
N→∞
xN(r) = x exp
(
−
∫ r
0
I(u, St,su )
T − u du
)
=: x(r), a.s.,
and
lim
N→∞
V N(t, s, x) = J(t, s, x, (x˙)). (4.39)
In particular, this implies J(t, s, x, (x˙)) = V (t, s, x).
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Proof. Without loss of generality we take t = 0. For r ∈ [0, T ) and N ∈ N let n ∈ N
such that r ∈ [nhN , (n+ 1)hN). Fix (s, x) ∈ (0,∞)× R. From (4.38) we have that
log
xN(r)
x
=
n−1∑
i=0
log(1− hNfNi (SihN )) = hN
n−1∑
i=0
log(1− hNfNi (SihN ))
hNfNi (SihN )
fNi (SihN ).
Note that Theorem 4.2.9 yields fNn (SnhN ) → I(r,S
t,s
r )
T−r as N → ∞. Then Lebesgue’s
theorem of dominated convergence (see Claim III in the proof of Theorem 4.2.9) implies
lim
N→∞
log
xN(r)
x
= −
∫ r
0
I(u, St,su )
T − u du, a.s..
From Proposition 4.1.3 we know that
V N(0, s, x) = hNE
[
N−1∑
i=0
(
η(fNi (SihN ))
2 + λ(SihN )
)
(xNi )
2
]
.
Appealing again to Lebesgue’s theorem of dominated convergence yields (4.39).
We will prove Theorem 4.2.9 using the comparison principle Proposition 4.2.8 and the
characterization of I provided by Theorem 4.2.4. Thus, one part of the proof is to verify
that I and I satisfy the boundary conditions (4.22). This will be established using the
following lemmata. In [47] optimal liquidation with price insensitve risk function in the
presence of dark pools was studied. We will make use of a special case of [47, Theorem
2.6.3.], which guarantees that the discrete-time inflator converges to the continuous-time
inflator if the risk function does not depend on the price. Let INc denote the discrete-time
inflator in the case that λ(s) = c. Recall the definition of the continuous-time inflator
Ic : [0, T )→ R from Lemma 4.2.2.
Lemma 4.2.11. Assume that the risk function is constant, λ(s) = c for all s ∈ [0,∞).
Then INc does not depend on the price and satisfies for every t0 ∈ [0, T )
lim
N→∞,t→t0
INc (t) = Ic(t0).
Lemma 4.2.12. For (t, s) ∈ [0, T ) × (0,∞) and N ∈ N let n ∈ N such that t ∈
[nhN , (n+ 1)hN). Then we have
IN(t, s) ≤ 1 + (T − nh
N)2
η
sup
t≤r≤T
E[λ(St,sr )].
In particular this implies
I(t, s) ≤ 1 + (T − t)
2
η
sup
t≤r≤T
E[λ(St,sr )].
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Proof. Let (t, s) ∈ [0, T ) × (0,∞), N ∈ N and n ∈ N such that t ∈ [nhN , (n + 1)hN).
Then we have
IN(t, s) =
T − t
η
V N(t, s, 1) ≤ T − nh
N
η
V Nn (s, 1).
Closing the position x = 1 at time nhN with constant trading rate zk =
1
N−n for k ≥ n is
clearly suboptimal. The associated position trajectory is given by xk =
N−k
N−n for k ≥ n.
This implies
IN(t, s) ≤ N − n
η
T
N
E
[
N−1∑
k=n
ηNz2k + λ
N(SNk )x
2
k
∣∣∣∣SNn = s
]
= 1 +
N − n
η
T 2
N2
E
[
N−1∑
k=n
λ(SNk )
(
N − k
N − n
)2 ∣∣∣∣SNn = s
]
≤ 1 + N − n
η
T 2
N2
E
[
N−1∑
k=n
λ(SNk )
∣∣∣∣SNn = s
]
≤ 1 + (T −
n
N
T )2
η
sup
n≤k≤N−1
E
[
λ(SNk )|SNn = s
]
≤ 1 + (T − nh
N)2
η
sup
t≤r≤T
E[λ(St,sr )].
Lemma 4.2.13. Let λ1, λ2 : [0,∞) → R+ be two risk functions such that λ1 ≤ λ2 in
[0,∞). For N ∈ N let λN1 and λN2 denote the rescaled risk functions defined by (4.35) and
let aN1 and a
N
2 denote the coefficient functions of the associated minimization problem
defined by (4.36), respectively. Then we have for every n ≤ N − 1 and s ∈ (0,∞)
0 ≤ aN2,n(s)− aN1,n(s) ≤
T
N
N−1∑
k=n
E[λ2(SNk )− λ1(SNk )|SNn = s].
Proof. For n ≤ N − 1 and s ∈ (0,∞) let (xk) be an -optimal strategy for V N2,n(s, 1).
Then we have
aN2,n(s)− aN1,n(s) = V N2,n(s, 1)− V N1,n(s, 1) ≥ E
[
N−1∑
k=n
(λN2 (Sk)− λN1 (Sk))x2k
]
−  ≥ −.
Letting  go to 0 yields the first inequality.
Concerning the second inequality let n ≤ N − 1 and s ∈ (0,∞). Then we have
aN2,n(s)− aN1,n(s)
= λN2 (s)− λN1 (s) +
(ηN)2(E[aN2,n+1(SNn+1)− aN1,n+1(SNn+1)|SNn = s]
(ηN + E[aN1,n+1(SNn+1)|SNn = s])(ηN + E[aN2,n+1(SNn+1)|SNn = s])
.
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Then the first inequality and the fact that aN1,n+1, a
N
2,n+1 ≥ 0 imply
aN2,n(s)− aN1,n(s) ≤
T
N
(λ2(s)− λ1(s)) + E[aN2,n+1(SNn+1)− aN1,n+1(SNn+1)|SNn = s].
Now a simple induction yields the claim.
Proof of Theorem 4.2.9. We divide the proof into 6 claims. In Claim I and II we prove
that I is a viscosity supersolution to (4.20). Claim III delivers the main argument why
the same reasoning as in Claims I and II can be applied to verify the subsolution property
of I. In Claims IV-VI we show that I as well as I satisfy the boundary conditions (4.22)
and are bounded from below by one. Then Proposition 4.2.8 implies that we have I = I.
Let us start by verifying the viscosity supersolution property of I. To this end fix
a point (t0, s0) ∈ [0, T ) × (0,∞) and a function ϕ ∈ C1,2([0, T ) × (0,∞)) such that
ϕ(t0, s0) = I(t0, s0) and ϕ ≤ I in [0, T )× (0,∞). Without loss of generality we assume
that (t0, s0) is a strict global minimum of I − ϕ. Moreover, we assume that ϕ = −c for
some constant c > 0 in the complement of a bounded neighborhood U of (t0, s0).
Claim I. There exists a sequence (Ni, ti, si) ∈ N×[0, T )×(0,∞) such that limi→∞(Ni, ti, si) =
(∞, t0, s0), limi→∞ INi(ti, si) = I(t0, s0) and that (ti, si) is a global minimum of
INi − ϕ for all i ∈ N.
Since I is nonnegative we have for all (t, s) ∈ U c and N ∈ N
IN(t, s)− ϕ(t, s) = IN(t, s) + c ≥ c.
By the very definition of I there exists a sequence (Ni, t
′
i, s
′
i) ∈ N× [0, T )× (0,∞) such
that limi→∞(Ni, t′i, s
′
i) = (∞, t0, s0) and limi→∞ INi(t′i, s′i) = I(t0, s0). In particular, we
have limi→∞ INi(t′i, s
′
i)− ϕ(t′i, s′i) = 0. Hence, for i large enough, we have
inf
[0,T )×(0,∞)
INi − ϕ = min
U¯
INi − ϕ = INi(ti, si)− ϕ(ti, si)
for a sequence (ti, si) ∈ U¯ . By compactness of U¯ there exists a converging subsequence,
also denoted by (ti, si), such that limi→∞(ti, si) = (t¯, s¯). This implies
I(t¯, s¯)− ϕ(t¯, s¯) ≤ lim inf
i→∞
INi(ti, si)− ϕ(ti, si)
= lim inf
i→∞
inf
[0,T )×(0,∞)
INi − ϕ
≤ lim inf
i→∞
INi(t′i, s
′
i)− ϕ(t′i, s′i)
= I(t0, s0)− ϕ(t0, s0).
Since (t0, s0) is a strict global minimum of I − ϕ this implies (t¯, s¯) = (t0, s0) and
limi→∞ INi(ti, si) = ϕ(t0, s0).
Claim II. At (t0, s0) the function ϕ satisfies
0 ≤ −ϕt − 1
2
σ2ϕss − ϕ
T − t0 +
ϕ2
T − t0 − (T − t0)
λ(s0)
η
.
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Let (Ni, ti, si) denote the sequence from Claim I. We introduce the sequence hi = T/Ni
for i large enough such that ti + hi ≤ T . Then we set
ρi = E[ϕ(ti + hi, Sti+hi)|Sti = si]− ϕ(ti, si).
Since ϕ is constant outside of U the derivatives ϕs, ϕss and ϕt are bounded. Itoˆ’s Formula
implies
ρi = E
[∫ ti+hi
ti
ϕt(r, Sr) +
1
2
σ2(Sr)ϕss(s, Sr)dr
∣∣∣∣Sti = si] .
Appealing to the mean value theorem and Lebesgue’s theorem of dominated convergence
yields
lim
i→∞
ρi
hi
= ϕt(t0, S0) +
1
2
σ2(s0)ϕss(t0, s0)
In particular we have ρi → 0 as i→∞. By Claim I we have
E[INi(ti + hi, Sti+hi)|Sti = si] ≥ E[ϕ(ti + hi, Sti+hi)|Sti = si] + INi(ti, Si)− ϕ(ti, si)
= ρi + I
Ni(ti, Si).
Note that the map
R 3 x 7→ x
T − t− hi + hix
is nondecreasing, since we have ti + hi ≤ T . Equation (4.37) yields
INi(ti, si) ≥ (T − ti)
(
ρi + I
Ni(ti, si)
T − ti − hi + hi(ρi + INi(ti, si)) + hi
λ(si)
η
)
.
Since ρi + I
Ni(ti, Si) is positive for i large enough, muliplying by
(T − ti − hi)η + hi(ρi + INi(ti, si))
(T − ti)hiη
yields
0 ≤ −ρi
hi
− I
Ni(ti, si)
T − ti +
INi(ti, si)
2
T − ti − (T − ti − hi)
λ(si)
η
− hiλ(si)
η
(INi(ti, si) + ρi) + ρi
INi(ti, si)
T − ti
Letting i tend to ∞ then yields the claim
0 ≤ −ϕt − 1
2
σ2ϕss − ϕ
T − t0 +
ϕ2
T − t0 − (T − t0)
λ(s0)
η
.
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The proof of the subsolution property goes along the lines of Claim I and II. There
is essentially only one difference: While the proof of Claim I relied on the fact that IN
is nonnegative, IN is in general not bounded from above by a constant independent of
N . But as Claim III will show, there exists a polynomial ψ : (0,∞) → R such that
IN(t, s) ≤ ψ(s) for all (t, s) ∈ [0, T )× (0,∞) and N ∈ N. Now, to verify the subsolution
property of I at a point (t0, s0) one can assume without loss of generality that the test
function is equal to ψ + c for some c > 0 outside of some bounded neighborhood U
of (t0, s0). Then the same reasoning as in Claim I and Claim II yields the subsolution
property.
Claim III. There exists a polynomial ψ : (0,∞)→ R such that IN(t, s) ≤ ψ(s) for all (s, t) ∈
[0, T )× (0,∞) and N ∈ N.
By Lemma 4.2.12 we have for every (t, s) ∈ [0, T )× (0,∞)
IN(t, s) ≤ 1 + T
2
η
sup
t≤r≤T
E[λ(St,sr )].
Using the polynomial growth of λ and appealing to the moment estimate (4.21) implies
IN(t, s) ≤ 1 + T
2
η
C(1 + sup
t≤r≤T
E[(St,sr )p]
≤ 1 + T
2
η
C(1 +K(1 + sp)).
Let us now turn to the boundary conditions.
Claim IV. For all t0 ∈ [0, T ) we have
lim
t→t0
s↘0
I(t, s) = lim
t→t0
s↘0
I(t, s) = Iλ(0)(t0).
We only consider the case λ(0) = maxs≥0 λ(s) here, because the proof of the other
case relies on the identical arguments. Note that Lemma 4.2.11 implies that Iλ(0)(t0) =
lim
N→∞,t→t0
INλ(0)(t). Lemma 4.2.13 implies I
N(t, s) ≤ INλ(0)(t). Hence, we have
lim sup
t→t0
s↘0
I(t, s) ≤ lim sup
t→t0
s↘0
I(t, s) ≤ Iλ(0)(t0).
Appealing to Lemma 4.2.13 and Lebesgue’s theorem of dominated convergence yields
Iλ(0)(t)− I(t, s) = lim inf
N→∞
(t′,s′)→(t,s)
INλ(0)(t
′)− IN(t′, s′)
≤ T − t
η
E
[∫ T
t
λ(0)− λ(St,sr )dr
]
.
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Taking the limit t→ t0 and s↘ 0 gives
lim inf
t→t0
s↘0
I(t, s) ≥ lim inf
t→t0
s↘0
I(t, s) ≥ Iλ(0)(t0),
and hence the result.
Claim V. I and I are bounded from below by one and have polynomial growth in s.
Again we appeal to Lemma 4.2.11 and note that 1 = I0(t0) = lim
N→∞,t→t0
IN0 (t). Since λ
is nonnegative, Lemma 4.2.13 implies for all (t, s) ∈ [0, T )× (0,∞)
η ≤ I(t, s) ≤ I(t, s).
The polynomial growth of I and I is a direct consequence of Claim III.
Claim VI. For all s0 > 0 we have
lim
t↗T
s→s0
I(t, s) = lim
t↗T
s→s0
I(t, s) = 1
Since we have I ≥ I ≥ 1 on [0, T )× (0,∞) by Claim V it suffices to show that
lim
t↗T
s→s0
I(t, s) ≤ 1.
But this is a direct consequence of Lemma 4.2.12.
4.3. Numerical approximation
In general neither the discrete-time nor the continuous-time liquidation problem pre-
sented in Sections 4.1 and 4.2 admit an explicit solution. Hence, the coefficient func-
tions ak of the discrete-time value function or the continuous-time inflator I have to be
approximated numerically. In this section we provide a numerical scheme that approx-
imates the functions ak. If we choose a sufficiently large number of time steps in the
discrete time model it follows from Theorem 4.2.9 that these functions also provide an
approximation of the continuous-time inflator.
Recall the backward recursion scheme (4.8) defining the coefficient functions ak
aN−1(s) = η(s) + λ(s)
ak(s) = η(s)(η(s) + Tak+1(s))
−1Tak+1(s) + λ(s),
(4.40)
where T denotes the expectation operator Tf(s) = E[f(Sk+1)|Sk = s]. The challenge
is to determine the function Tak in every time step k. A natural approximation is
to calculate values of ak+1 at finitely many points, to interpolate linearly and then
to apply the trapezoidal rule. In Subsection 4.3.1 we describe such a piecewise linear
87
4. Price-sensitive liquidation
approximation in more detail. To simplify the analysis, we consider only the case d =
1. Recall that Subsection 4.1.2 shows how a multi-asset liquidation problem can be
broken down into several one-dimensional problems. In Subsection 4.3.2 we analyze
how function approximation errors propagate through the recursion (4.40). We will see
that positive operators are benign, guaranteeing that the total error is bounded against
the sum of the approximation error made in every recursion step. In Section 4.3.3 we
prove error bounds of the linear approximation in dependence of the grid size and the
grid endpoints. We show that the error is essentially of order O(1/n2), where n is the
number of grid points.
4.3.1. Piecewise linear approximation
Given a function f ∈ L1 (see 4.1.2 for the definition of L1) we approximate the expecta-
tion Tf by interpolating f piecewise linearly on a finite partition of R>0 with logarithmic
scale. Choose a minimal and maximal price 0 < smin < smax <∞, a grid size n ≥ 1 and
define
∆ =
{
si =
(
smax
smin
) i
n
smin
∣∣∣∣i = 0, . . . , n
}
. (4.41)
Let Lf be the piecewise linear function that equals f at each point of ∆. On R \
[smin, smax] we set Lf = 0. The logscale mesh size is given by κ = (smax/smin)1/n. Note
that there exist mi, ζi ∈ R such that Lf(s) =
∑n−1
i=0 (mis+ ζi)1{si≤s≤si+1}. Then we have
TLf(sj) =
n−1∑
i=0
misjE[I1{κi−j≤I≤κi−j+1}] + ζiP[κi−j ≤ I ≤ κi−j+1], (4.42)
where I is the multiplicative price increment (see Section 4.1.1). All information we re-
quire for the recursion can be stored in advance in the vectors (E[I1{κl≤I≤κl+1}])−n≤l≤n−1
and (P[κl ≤ I ≤ κl+1])−n≤l≤n−1. No integrals need to be computed in the recursion,
which implies that the numerical effort of the algorithm is proportional to the number
of grid points n.
4.3.2. Error propagation
Define an operator F acting on the set of nonnegative functions on (0,∞) by
Ff(s) =
η(s)f(s)
η(s) + f(s)
.
Then the recurrence relation (4.40) may be rewritten as
aN−1 = η + λ
ak = FTak+1 + λ
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The challenge is to calculate Tak in every time step. In most examples, including
geometric Brownian motion, there is no explicit representation available. This is why one
has to approximate T by an operator T̂ , acting again on L1. A common choice is T̂ = TL,
where L is the piecewise linear approximation operator introduced in Subsection 4.3.1.
Alternatively, one can approximate functions with polynomials. Let P be an operator
that assigns to any function f a polynomial Pf , and set T̂ = TP . A polynomial
approximation has the drawback that it is not a positive operator and hence neither
T̂ = TP . As shown in the next lemma, however, positivity of T̂ is crucial to control the
error propagation of the recurrence relation. This is why we opt for the piecewise linear
interpolation in Section 4.3.3.
After having chosen a set of approximating operators (T̂k)k≤N−2 we set up the following
approximation scheme:
aˆN−1 = η + λ
aˆk = FT̂kaˆk+1 + λ
(4.43)
Note that we have Ff(s) ≤ η(s) for f ≥ 0, which implies aˆk ∈ L1. Hence, the approx-
imation scheme is well-defined if Tk is positive for every k ≤ N − 2. Moreover, F is
pointwise nonexpansive, since for f, g ≥ 0 and s ∈ R>0 we have
|Ff(s)− Fg(s)| =
∣∣∣∣ η2(s)(f(s)− g(s))(η(s) + f(s))(η(s) + g(s))
∣∣∣∣ ≤ |f(s)− g(s)|. (4.44)
This leads to the following pointwise error estimate.
Lemma 4.3.1. Suppose that T̂k is a positive operator for every k ≤ N − 1. Then the
approximation error at time tk ≤ tN−1 is bounded by
|ak(s)− aˆk(s)| ≤
N−2∑
l=k
T l−k|(T − T̂l)aˆl+1|(s) (4.45)
=
N−2∑
l=k
‖(T − T̂l)aˆl+1‖L1(µl−ks ). (4.46)
for every s ∈ R>0.
The previous lemma guarantees that in order to verify pointwise convergence of the
approximation scheme at s ∈ R>0, it suffices to specify subsets Ds,k ⊂ L1 for k ≤ N − 2
such that aˆl ∈ Ds,k for all l > k and T̂lf → Tf in L1(µks) for every f ∈ Ds,k and l ≥ k.
Proof of Lemma 4.3.1. To prove (4.45) we proceed via induction. The case k = N−1 is
clear, since aN−1 = aˆN−1. For k ≤ N − 2 Equation (4.44) and the induction hypothesis
imply
|ak(s)− aˆk(s)| ≤ |Tak+1(s)− T̂kaˆk+1(s)|
≤ T |ak+1 − aˆk+1|(s) + |(T − T̂k)aˆk+1|(s)
≤
N−2∑
l=k
T l−k|(T − T̂l)aˆl+1|(s).
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4.3.3. Error bounds for piecewise linear interpolations
In this section we provide error bounds for the piecewise linear approximation described
in Section 4.3.1. A linear interpolation operator is positive, and hence, by Lemma
4.3.1, its approximation error does not explode when transmitted through the function
recursion.
The error bounds depend on the grid size and the grid endpoints. We show that the
error is essentially of order O(1/n2), where n is the number of grid points. In particular
we obtain that the corresponding approximation scheme converges.
We use notation of Subsection 4.3.1. In particular we refer to ∆ as the set of dis-
cretization points defined in (4.41). Moreover, let L be the piecewise linear interpola-
tion operator on ∆ and let κ be the logscale mesh size. Whenever we want to stress the
dependence on n, the number of grid points, we write ∆ = ∆n, Ln = L and κn = κ.
Recall that the expectation of a piecewise linear function satisfies (4.42).
For k = 0, . . . , N − 2 we approximate T by T̂k = TLn(k) with n(k) ∈ N. To derive
error bounds of this approximation we define the function space
Ds,k :=
{
f ∈ L1(µks) ∩ C2(R>0)
∣∣∣∣ ∫ ∞
0
x2|f ′′(x)|µks(dx) <∞
}
for k ≤ N − 2 and s ∈ R>0. We suppose that the multiplicative increments Ik have a
twice differentiable density, denoted by ψ, and introduce the functions
Φ1(x) := 1 + x
ψ′(x)
ψ(x)
Φ2(x) := 2 + 4x
ψ′(x)
ψ(x)
+ x2
ψ′′(x)
ψ(x)
.
Let us state a list of conditions on λ and µks , which will turn out to be sufficient for the
convergence of the approximation scheme.
I The density function satisfies ψ ∈ C2(R>0).
II Φ1 belongs to L
4(µ11), while Φ2 ∈ L2(µ11).
III The risk function λ ≥ 0 belongs to Ds,k for all k ≤ N − 2.
IV There exists C ∈ R+ such that for any choice of 0 < smin < smax and n ∈ N the
associated interpolation operator Ln satisfies
‖Lnλ‖L4(µks ) < C for all k ≤ N − 1.
V For every k ≤ N − 2 we have η ∈ L1(µks).
In the case of a relative price impact, we further assume
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VI The function inv(x) = 1/x belongs to L2(µks) and µ
k
s admits finite fourth momemts
for all k ≤ N − 2.
Remark 4.3.2. Let us take a closer look at Condition IV. If λ is bounded, then Lnλ is
bounded uniformly in n. Hence, IV is satisfied.
If λ is concave, then 0 ≤ Lnλ ≤ λ. Hence, IV is met, if λ ∈ L4(µks) for all k ≤ N − 1.
If λ grows polynomially of order p ∈ N, i.e. there exist c0, c1 > 0 such that λ(x) ≤
c1x
p + c0 for all x ∈ R>0, then Lnλ(x) ≤ c1κpnxp + c0. Thus, it suffices to require that µsk
admits finite moments of order 4p and that n, smin and smax are chosen such that κn is
bounded.
Example 4.3.3. Let (Sk) be a discrete-time geometric Brownian motion and λ the risk
function given by (4.3) resp. (4.4). Then Assumptions I-VI are satisfied.
Indeed, notice that we have
ψ(x) =
1√
2piσx
exp
(
−(ln(x) +
1
2
σ2)2
2σ2
)
.
Hence, Condition VI is met. Moreover, I is satisfied with
ψ′(x) = −1
x
(
3
2
+
log x
σ2
)
ψ(x)
ψ′′(x) = − 1
x2
(
4
1
4
+
4 log(x)− 1
σ2
+
log(x)2
σ4
)
ψ(x).
This yields
Φ1(x) = −1
2
− log(x)
σ2
Φ2(x) = −1
4
− 1
σ2
+
log(x)2
σ4
.
Since the normal distribution has finite fourth moments, we have
∫
R>0 log(x)
4µ11(dx) <
∞, which implies Condition II.
Notice that λ /∈ C2(R>0) and hence Condition III is not satisfied. We can, however,
relax this assumption by requiring that λ ∈ C2(R>0 \ ∆n) and that λ admits left- and
right-hand second derivatives at every sampling point of ∆n for all n ∈ N. For λ(s) =
max(0, as+ s¯)2 we therefore have to require that s¯/a ∈ ∆n for all n ∈ N.
Finally, Conditions IV and V are easily verified.
We fix a price s ∈ R>0 for the rest of this subsection. Due to the special form of
T̂k = TLn(k), the error estimate of Lemma 4.3.1 becomes
|ak(s)− aˆk(s)| ≤
N−2∑
l=k
‖(Id−Ln(l))aˆl+1‖L1(µl−k+1s ),
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We fix l ∈ {0, . . . , N − 2} and simply write n instead of n(l) in the sequel. Then it
suffices to find error bounds of
‖(Id−Ln)aˆl+1‖L1(µks ) =
∫
R\[smin,smax]
|aˆl+1|dµks +
∫
[smin,smax]
|(Id−Ln)aˆl+1|dµks (4.47)
for k = 1, . . . , N −1. Since 0 ≤ aˆl+1 ≤ η+λ and η, λ ∈ L1(µks) by Condition V the error∫
R\[smin,smax]
|aˆl+1|dµks ≤
∫
R\[smin,smax]
η + λdµks
becomes arbitrarily small (independently of aˆl+1), if we choose [s
min, smax] large enough.
The next proposition yields that the second summand of (4.47) decays with the order
1/n2, again independently of aˆl+1.
Proposition 4.3.4. Assume that Conditions I-V are satisfied. If η(s) = ηs, suppose
that VI is met as well. Then for every k ≤ N − 2 there exists a constant ck > 0 such
that
lim sup
n→∞
n2
∫
[smin,smax]
|(Id−Ln)aˆl+1|dµks ≤ ck log
(
smax
smin
)
.
Note that Proposition 4.3.4 implies the convergence of the linear approximation algo-
rithm. For the proof we need the following two lemmata.
Lemma 4.3.5. Let f ∈ Ds,k and 0 < smin < smax < ∞. Then Lnf converges to f in
L1(µks , [s
min, smax]) as n→∞. More precisely, we have
lim sup
n→∞
n2
∫ smax
smin
|(Id−Ln)f |dµks ≤ log
(
smax
smin
)∫ ∞
0
x2|f ′′(x)|µks(dx).
Proof. We denote by {sni }i=0,...,n the grid points of ∆n. Since f ∈ C2(R>0) the error
estimate for piecewise linear interpolation yields for x ∈ [smin, smax]
|Lnf(x)− f(x)| ≤ 1
8
n−1∑
i=0
(sni+1 − sni )2|f ′′(ξni )|1{sni ≤x≤sni+1}
=
1
8
(κn − 1)
n−1∑
i=0
(sni )
2|f ′′(ξni )|1{sni ≤x≤sni+1}
with ξni ∈ [sni , sni+1]. This implies∫ smax
smin
|Lnf(x)− f(x)|µks(dx) ≤
1
8
(κn − 1)
n−1∑
i=0
(sni )
2|f ′′(ξni )|µks([sni , sni+1]).
Since f ′′ is bounded on [smin, smax], we have
n−1∑
i=0
(sni )
2|f ′′(ξni )|µks([sni , sni+1])→
∫ smax
smin
x2|f ′′(x)|µks(dx) ≤
∫ ∞
0
x2|f ′′(x)|µks(dx)
as n→∞. Using lim
n→∞
n2(κn − 1) = log
(
smax
smin
)
we obtain the desired result.
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For the second lemma we introduce the function space
C := {f ∈ L|0 ≤ f ≤ η + λ}.
Lemma 4.3.6. Assume that Conditions I-V are satisfied. If η(s) = ηs, suppose that
VI is met as well. Then, FT̂lf +λ ∈ C∩Ds,k for every f ∈ C, l ≤ N−2 and k ≤ N−2.
Moreover, for every k ≤ N − 2 there exists a constant ck > 0 such that for every f ∈ C
we have ∫ ∞
0
x2(FT̂lf + λ)
′′(x)µks(dx) ≤ ck. (4.48)
Proof. Let f ∈ C and k, l ≤ N − 2. Since T̂l is a positive operator, we have T̂lf ≥ 0.
This implies 0 ≤ FT̂lf + λ ≤ η + λ and FT̂lf + λ ∈ L1(µks) ∩ L by Condition V. Note
that for g ∈ C2(R>0) with g ≥ 0 we have Fg ∈ C2(R>0) with
(Fg)′′(x) = η2
(
g′′(x)
(g(x) + η)2
− 2g
′(x)2
(g(x) + η)3
)
(4.49)
in the case of absolute price impact (η(s) = η) and
(Fg)′′(x) = η2
(
x2g′′(x)
(g(x) + ηx)2
− (xg
′(x)− g(x))2
(g(x) + η)3
)
(4.50)
in the case of relative price impact (η(s) = ηs). Hence, in order to verify that FT̂lf + λ
is twice continuously differentiable, it remains to show that T̂lf ∈ C2(R>0). Note that
T̂lf(r) = E[Lnf(rI1)] =
1
r
∫ ∞
0
Lnf(x)ψ
(x
r
)
dx.
Using that Lnf is bounded on R>0 by construction of Ln and that Φ1 ∈ L1(µ11) by
Condition II we get
(T̂lf)
′(r) = − 1
r2
∫ ∞
0
Lnf(x)ψ
(x
r
)
dx− 1
r3
∫ ∞
0
Lnf(x)xψ
′
(x
r
)
dx (4.51)
= −1
r
E[Φ1(I1)Lnf(rI1)]. (4.52)
A similar argumentation using Φ2 ∈ L1(µ11) yields
(T̂lf)
′′(r) =
1
r2
E[Φ2(I1)Lnf(rI1)]. (4.53)
Thus, FT̂lf ∈ C2(R>0) and it remains to show that∫ ∞
0
x2(FT̂lf + λ)
′′(x)µks(dx) ≤ ck
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for some ck ≥ 0. Since λ′′ ∈ Ds,k by assumption III, it suffices to consider (FT̂lf)′′. By
Equations (4.49), (4.51) and (4.53) we have in the case η(s) = η
r2(FT̂lf)
′′(r) = η2
(
E[Φ2(I1)Lnf(rI1)]
(T̂lf(r) + η)2
− 2E[Φ1(I1)Lnf(rI1)]
2
(T̂lf(r) + η)3
)
.
Since T̂l is a positive operator and (Ik) are iid we get
|r2(FT̂lf)′′(r)| ≤ |E[Φ2(Ik+1)Lnf(rIk+1)]|+ 2
η
E[Φ1(Ik+1)Lnf(rIk+1)]2.
Using the definition of µks and applying Jensen’s and Ho¨lder’s inequality yields∫ ∞
0
x2(FT̂lf)
′′(x)µks(dx)
≤ E [|Φ2(Ik+1)|Lnf(Sk+1) + 2η−1Φ1(Ik+1)2Lnf(Sk+1)2|S0 = s]
≤ ‖Φ2‖L2(µ11)‖Lnf‖L2(µk+1s ) + 2η−1‖Φ1‖L4(µ11)‖Lnf‖L4(µk+1s ).
Since Ln is monotone and equal to the identity on linear functions, we have Lnf ≤
η + Lnλ. Hence, Conditions II and IV imply (4.48).
In the case η(s) = ηs similar considerations yield
|r2(FT̂lf)′′(r)| ≤ |E[Φ2(Ik+1)Lnf(rIk+1)]|+ 1
η3r
E[(Φ1(Ik+1) + 1)Lnf(rIk+1)]2.
and∫ ∞
0
x2(FT̂lf)
′′(x)µks(dx)
≤ E [|Φ2(Ik+1)|Lnf(Sk+1) + η−3S−1k ((Φ1(Ik+1) + 1)2Lnf(Sk+1)2|S0 = s]
≤ ‖Φ2‖L2(µ11)‖Lnf‖L2(µk+1s ) + η−3
√
E[S−2k (Φ1(Ik+1) + 1)4]‖Lnf‖L4(µk+1s )
= ‖Φ2‖L2(µ11)‖Lnf‖L2(µk+1s ) + η−3‖ inv ‖L2(µks )‖Φ1 + 1‖L4(µ11)‖Lnf‖L4(µk+1s ),
which yields (4.48) by Conditions II,IV and VI.
Proof of Proposition 4.3.4. Since we have aN−1 ∈ C, Lemma 4.3.6 implies that aˆl ∈ Ds,k
for every l, k ≤ N − 2. Moreover, it yields that there exist constants ck > 0 such that
for every l ≤ N − 2 we have ∫ ∞
0
x2aˆ′′l (x)µ
k
s(dx) ≤ ck.
Then Lemma 4.3.5 implies
lim sup
n→∞
n2
∫
[smin,smax]
|(Id−Ln)aˆl+1|dµks ≤ ck log
(
smax
smin
)
.
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4.4. Numerical experiments
For risk management purposes energy producers usually sell most, if not all, of the elec-
tricity they plan to generate on forward markets. Simultaneously they buy on forward
markets the commodities they need for producing the electricity, e.g. coal and natural
gas. Power markets in Europe are split into regional areas, all of which have their own
forward markets. With so many different areas most of the power forward markets are
not very liquid and frequently transactions entail considerable price impacts.
For numerical illustration of the linear approximation algorithm (see Subsection 4.3.1)
we first consider an energy trader aiming at closing a long forward position of electricity.
We then extend the example and assume that the trader wants to buy, over the same
trading period, also the amount of coal needed for the electricity production.
For a more detailed discussion of liquidity in power forward markets we refer to [87],
where also deterministic liquidation strategies within a Gaussian model are determined.
4.4.1. Liquidation of a long forward power position
A power trader has got the instruction to sell, within the next 50 trading days, a baseload
position with delivery in the front year, i.e. the next calendar year. Suppose that the
total position amounts to 5 TWh, which corresponds to a delivery at a constant rate of
approximately 570 MW per hour throughout the whole front year.
We assume that the forward price process of the front year power baseload is a geo-
metric Brownian motion. The volatility is set to 20% per year and we suppose that the
forward is initially traded at a price of S0 = 50 e per MWh.
The liquidity of power forwards strongly depends on the time to the begin of delivery.
For our numerical experiments we assume a price impact of 1 e/MWh per TWh sold.
More precisely, selling at time 0 an amount of 1 TWh is possible only at a price of 49
e per MWh. The relative price impact parameter therefore satisfies η(s) = 0.02 1
TWh
s,
where s is the power price in e per MWh.
The risk function is assumed to be of the form
λ(s) = max(0, c(a− s))2 (4.54)
(cf. Subsection 4.1.1). We interpret a as the price level beyond which the risk vanishes,
and c as the price sensitivity. The higher a and c, the more risk-averse the trader. In the
following we will set a either equal to S0, or equal to S0 multiplied with the exponential
of the standard deviation of 5 daily log returns, which is approximately 53.25.
Notice that by Example 4.3.3 the model assumptions guarantee the convergence of
the linear approximation algorithm. We choose an equidistant grid for the log price,
consisting of 201 discretization points. The distance between two gridpoints is chosen
to be equal to the standard deviation of a daily log return. We have implemented
the linear approximation algorithm in MATLAB. The calculation time of the optimal
decision rules depends linearly on the number of grid points. For 201 discretization points
the calculation takes e.g. on a 2.53 GHz Intel Core 2 Duo Processor approximately 0.8
seconds.
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Figure 4.1.: The left hand panel shows three realizations of the price process with initial value S0 = 50
e and a yearly volatility of 20%. The associated liquidation paths are depicted in the
right hand panel for c = 0.03 and a = S0.
Figure 4.1 illustrates the dependence of the liquidation path on the realized price
process. The left hand panel depicts three realizations of the price process, and the right
hand panel shows the corresponding optimal liquidation paths of the asset position. The
dashed price path moves upward at the beginning and stays above S0 almost throughout
the trading period, and thus the position is closed almost linearly. The solid and dotted
price processes have a downward trend over the whole trading period, and thus entail
higher initial selling rates.
Figure 4.2 shows how the optimal selling rate depends on the current asset price.
Recall that the selling rate is the percentage of the open position that is sold. The left
hand panel shows the optimal rate when 50, 25 respectively 10 trading days are left until
the position has to be closed. For asset prices smaller than the initial asset price S0, the
rate increases almost linearly as the asset price decreases. Moreover, the rate does not
depend on the time left, but is only determined by the large risk exposure due to low
asset prices. The high risk entails a quick closure of the remaining position in less than
10 days.
If the asset price exceeds S0, then the risk function vanishes and it is optimal sell at the
rate minimizing the liquidation costs, namely 1
# trading days left
. Put differently, whenever
the price exceeds the threshold S0, the position is essentially closed linearly.
The panel on the right hand side of Figure 4.2 demonstrates the dependence of the
optimal selling rate on the price sensitivity parameter c. The higher the sensitivity,
the faster the selling rate increases as asset prices fall. If the asset price exceeds the
threshold S0, then the difference vanishes and the selling rate converges to the constant
rate of 1
# trading days left
.
For the risk function λ given by (4.54) we can summarize the optimal selling rate in
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Figure 4.2.: The left hand panel shows the optimal selling rate, as a function of the current price,
for various time horizons. The risk threshold parameter is set to a = S0, and the price
sensitivity is chosen to be equal to c = 0.03. The right hand panel depicts the optimal
selling rate function for various sensitivities c. Here we assume that 25 trading days are
left.
a simple rule-of-thumb: to avoid downside risk the trader should sell, approximately, at
the rate
r(S) =
1
# trading days left
+ cmax(0, S − a),
where S is the current power price. The higher c, the faster the position is closed when
prices plunge below the reference price a. Note that this rule-of-thumb does not depend
on the price volatility σ.
We next turn to a simulation analysis of realized proceeds. To this end we simulate
500.000 price paths, and calculate the optimal liquidation along every realization. Ta-
ble 4.1 shows statistical features of the optimal liquidation paths obtained for various
threshold and sensitivity parameters. A higher threshold a resp. sensitivity c speeds up
the selling rate and hence increases liquidation costs. This is confirmed by the third
column of Table 4.1. Column 4-7 show that a higher c entails the left hand quantiles
of the proceeds to increase. Here Q(q) is the q-quantile of the implementation shortfall,
which is the book value minus the realized proceeds. Selling faster when prices are small,
implies that the left hand tail of the proceeds becomes thinner. In the case a = 50 the
right hand tail of the proceeds is not affected by the parameter c, and therefore skewness
of the proceeds increases as c increases. In the case a = 53.25 the price sensitivity c
has still a significant impact if the price lies between S0 and 53.25. As c increases it is
optimal to sell faster for all prices below 53.25. This explains why the skewness slightly
falls when c increases from 0.03 to 0.05.
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a c mean Q(0.001) Q(0.01) Q(0.02) Q(0.05) median std skewness
50 0.01 249.4831 30.4385 24.9187 22.6899 19.0909 248.8156 12.0493 0.3326
0.03 249.3340 23.0162 19.2262 17.7383 15.3153 247.9665 10.4723 0.6480
0.05 249.1471 20.2312 16.9013 15.5760 13.4930 247.5457 9.4249 0.8175
0.1 248.7049 17.4879 14.5188 13.3885 11.6060 247.2418 7.9205 1.0093
53.25 0.01 249.3924 25.6458 20.8929 19.0192 16.1043 248.3997 10.5286 0.5169
0.02 249.0665 20.2116 16.5431 15.0896 12.8258 247.9780 8.4513 0.7463
0.03 248.6863 17.7910 14.5253 13.2748 11.2892 247.8017 7.1252 0.8255
0.05 247.8973 15.4531 12.6676 11.6338 10.0240 247.3149 5.5554 0.8162
Table 4.1.: Price-sensitive liquidation
λ mean Q(0.001) Q(0.01) Q(0.02) Q(0.05) median std skewness
0 249.4969 36.3825 28.2279 25.2388 20.5966 249.1234 12.6347 0.1838
0.001 249.4530 31.5276 24.5447 21.9368 17.9504 249.1278 10.9327 0.1845
0.003 249.2788 26.4470 20.6615 18.4620 15.1503 249.0138 9.0543 0.1747
0.01 248.7534 20.5016 16.0774 14.4718 11.9651 248.5908 6.6788 0.1407
Table 4.2.: Price-insensitive liquidation
For comparison, Table 4.2 depicts the statistical characteristics of the realized proceeds
for constant risk function not depending on the price. The function λ is assumed to be
constant equal to the parameter shown in the first column.
The lower panel of Figure 4.3 shows the histogram of the realized proceeds for a = S0
and c = 0.05. Note that the left hand tail is considerably thinner than the right hand tail.
For comparison, the upper panel shows the histogram of realized proceeds, for the same
set of simulated paths, under price-insensitive risk function. The risk function is assumed
to be constant equal to 0.003. Table 4.1 and 4.2 show that in both cases the mean of
the proceeds are pretty close, though the 1% quantiles differ considerably. The dashed
line in both histograms indicates the level of the 1% quantile. The price-sensitive risk
function entails a shift of the quantile to the right. Moreover, the proceeds in the upper
panel are symmetrically distributed around the mean, whereas in the price-sensitive case
the revenues are right-skewed.
To sum up, we see that by adopting a price-sensitive selling a trader can shift mass
from the very left hand side of the revenue distribution into the center. Price-sensitive
selling, therefore, makes an extreme shortfall below the book value very unlikely.
4.4.2. Closing a long position of power and a short position of coal
We next demonstrate how our algorithm can be efficiently employed to a multi-asset
position. Consider again the trader from Subsection 4.4.1 aiming at closing a baseload
front year long position of 5 TWh over the next 50 trading days. Now suppose in
addition that the trader is working for an energy company that runs coal power plants
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Figure 4.3.: For a set of 500.000 price paths the upper panel depicts a histogram of realized proceeds
using a price-insensitive risk function λ = 0.003. The lower panel shows a histogram of
realized proceeds for the same price paths using the price-sensitive risk function λ(s) =
max(0, c(a − s))2 with a = S0 = 50e and c = 0.05. The dashed line indicates the
respective 1% quantile.
and that he has got the instruction to buy, over the same trading period, the amount of
coal needed for the power production.
We assume that the company’s coal power plants possess a thermodynamical efficiency
of 30% and that the coal type bought has an energy of 6.67 kWh per kg. This means
that the coal power plants generate 2 MWh out of 1 ton of coal. Therefore, 2.5 Mio tons
of coal are needed for a power production of 5 TWh.
The revenues from a coal power plant are essentially determined from the dark spread,
i.e. the spread between the power price and the coal price. The risk from an open power
and coal position is therefore determined by the dark spread, and not by the absolute
power and coal price. For determining dark-spread-sensitive liquidation strategies it
turns out to be convenient to work with the geometric dark spread defined by
GDS =
hS
K
,
where S is the power price, K the coal price, and h = 2MWh/t the power generation
rate of the coal plant.
For our numerical experiment we assume that the coal and the power forward price
processes are geometric Brownian motions with volatility σS = σK = 20%, and that
the correlation between the Brownian motions driving both processes is ρ = 70%. We
suppose that the power forward is initially traded at a price of S0 = 50 e per MWh, and
the coal forward at a price of K0 = 80 e per ton. Denote by GDSt the geometric dark
spread at time t. Notice that the initial geometric dark spread satisfies GDS0 = 1.25
and that GDSt is lognormally distributed. Moreover, the process (GDSt)t≥0 satisfies the
Markov property, i.e. the conditional expectation of GDST with respect to the market
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information at some earlier time t < T is a function of GDSt only (cf. Subsection 4.1.2).
Being more international, coal markets are usually far more liquid than power markets.
In order to appeal to Proposition 4.1.5 we employ absolute price impact and suppose
that the risk matrix λ is a scalar function of the GDS. More precisely, we assume that
the absolute power price impact is 1 e/MWh per TWh sold, i.e. η(s) = 1 e
MWh TWh
. The
coal price impact is set equal to 0.03 e/t per 106 tons bought. The risk matrix λ is the
price weighted covariance matrix C of the log returns multiplied with a scalar function
of the GDS, namely
λ(GDS) = max(0, c(a−GDS))2
(
σ2SS
2
0 ρσSσKS0K0
ρσSσKS0K0 σ
2
KK
2
0
)
, (4.55)
with c = 1 and a = GDS0. We can, therefore split the portfolio into two components
with orthogonal risk and price impact (see Proposition 4.1.5 for details). The optimal
liquidation of the total portfolio is hence the optimal liquidation of each orthogonal
component on its own.
The Markov property and the form of the risk matrix (4.55) imply that the value
function of each orthogonal portfolio component is a quadratic function of the size with
coefficients depending only on the geometric dark spread. The coefficients can be deter-
mined via a one-dimensional function recursion (cf. Subsection 4.1.2).
Figure 4.4 illustrates the dependence of the closure on the geometric dark spread evo-
lution. The left hand panel depicts two realizations of the GDS, and the right hand
panel shows the associated closure of the power position (5 TWh) and the coal position
(- 2.5 Mio tons). Observe that in both realizations the two positions are closed sym-
metrically, irrespective of the different price impacts. The coal price is highly correlated
with the power price, and hence buying coal faster than selling power would decrease
the diversifying effect and hence increase risk.
Finally observe that the overall closing rate increases when the GDS falls. In the solid
realization the GDS soon rises above the initial value, and hence the position is closed
almost linearly. The dashed realization has a downward trend during the first half of
the trading period, which entails a higher risk exposure and hence that the position is
closed faster.
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Figure 4.4.: The left hand panel depicts two realizations of the geometric dark spread and the right
hand panel shows the associated closure of the power position (5 TWh) and the coal
position (- 2.5 Mio tons).
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5. Optimal position closure under
stochastic liquidity
Liquidity in financial markets usually is not constant over time - it fluctuates and some-
times faces shocks. To benefit from periods when trading is cheap, traders aiming at
closing a large asset position need to employ trading strategies that dynamically respond
to the evolution of liquidity.
The aim of this chapter is to approach the liquidation problem with a randomly
changing price impact by means of backward stochastic differential equations (BSDEs).
To this end we consider the following generalization of the continuous-time liquidation
problem from Section 4.2. The goal is to minimize the functional
J(x) = E
[∫ T
0
(ηt|x˙t|p + γt|xt|p)dt+ 1Acξ|xT |p
]
(5.1)
over all absolutely continuous paths (xt)t∈[0,T ] starting in ζ ∈ R and satisfying the
terminal constraint xT = 0 on A. Here p > 1 and (η, γ) are two nonnegative stochastic
processes that are progressively measurable with respect to the natural filtration (Ft)
generated by a Brownian motion. The random variable ξ : Ω→ [0,∞] is FT -measurable
and the set A is defined as A = {ξ =∞}. The control strategies x are adapted to (Ft).
In the framework of an optimal liquidation problem the model parameters can be
interpreted as follows. The first term
∫ T
0
ηt|x˙t|pdt in (5.1) can be interpreted as the
liquidity costs entailed by closing the position, where η is a stochastic price impact
factor. The exponent p determines the dependence of the price impact on the trading
rate x˙. In Chapter 4 we only considered a linear impact (p = 2), i.e. the difference
between the realized price and the uninfluenced price is given by ηtx˙t. Here we allow for
the general power law dependence ηt sgn(x˙t)|x˙t|p−1. If p < 2, then the price increment
depends in a concave way on the trading rate, else the dependence is convex. We refer the
reader to [59] for empirical studies about the shape of the impact function. The second
term
∫ T
0
γt|xt|pdt can be seen as a measure of the risk associated to the open position.
For example one can draw inspiration from Section 4.1 and choose γt = λ(St), where λ
is a function of the asset’s forward price S. The random variable ξ allows to relax the
constraint of closing the position at all events. On the set Ac = {ξ < ∞} there is no
terminal constraint, but any nonzero terminal state is penalized by ξ|xT |p. For instance
one can specify a set of outcomes Ac where liquidation is particularly expensive, e.g.
Ac = {∫ T
0
ηtdt ≥ k} consists of all realizations where the average price impact exceeds
some threshold k > 0. Choosing ξ = ∞1A implies that the position has to be closed
only if
∫ T
0
ηtdt < k. The case ξ =∞ corresponds to a binding liquidation constraint as
in Chapter 4.
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In this chapter, the method for solving the control problem (5.1) draws on the notion
of backward stochastic differential equations (BSDEs). Its solution is characterized in
terms of the minimal solution of the BSDE
dYt =
(
(p− 1) Y
q
t
ηq−1t
− γt
)
dt+ ZtdWt (5.2)
(where q = 1/(1− 1
p
)) satisfying the singular terminal condition
lim inf
t↗T
Yt ≥ ξ. (5.3)
In particular, Y explodes on the set A: lim inft↗T 1AYt =∞. It is shown that if η and γ
satisfy some nice integrability condition, then there exists a minimal supersolution (Y, Z)
of the BSDE (5.2) with terminal condition (5.3). We subsequently prove, without any
further assumptions, that there exists an optimal control of the problem (5.1) and that
it is given by x∗t = ζe
− ∫ t0(Ysηs )q−1ds. Note that the terminal condition (5.3) is necessary
for the constraint x∗T = 0 on A to be satisfied.
The chapter is organized as follows. Section 5.1 precisely describes the modeling set-
up and presents the main results. Moreover, it contains a heuristic derivation of why the
BSDE (5.2) with singular terminal condition provides a solution of the control problem.
In Section 5.2 it is verified that under some nice integrability conditions on η and γ, there
exists a minimal supersolution of the BSDE (5.2). Section 5.3 turns to a verification:
It is shown that the optimal control and value function can indeed be characterized by
the BSDE solution constructed in Section 5.2. Finally, Section 5.4 studies in detail the
special case where γ is zero, ξ = ∞ and η has uncorrelated multiplicative increments.
In exactly this case the optimal control is deterministic.
5.1. Main results
Fix a deterministic, finite time horizon T > 0 and a probability space (Ω,F , P ) which
supports a d-dimensional Brownian motion (Wt)0≤t≤T , where d ∈ N. Let (Ft)t∈[0,T ] de-
note the completed filtration generated (Wt)0≤t≤T . Throughout we assume that (ηt)t∈[0,T ]
and (γt)t∈[0,T ] are nonnegative, progressively measurable stochastic processes. Moreover,
let ξ : Ω → [0,∞] be a (not necessarily finite) FT -measurable random variable. We in-
troduce the set A = {ξ =∞}. We assume p > 1 and denote by q = 1/(1− 1
p
) its Ho¨lder
conjugate. We consider the stochastic control problem to minimize the functional
J(x) = E
[∫ T
0
(ηt|x˙t|p + γt|xt|p)dt+ 1Acξ|xT |p
]
(5.4)
over all progressively measurable processes x : Ω × [0, T ] → R that possess absolutely
continuous sample paths and satisfy the constraints x0 = ζ ∈ R and xT = 0 a.s. on A.
We denote the set of all these controls by A0, and define
v = inf
x∈A0
J(x). (5.5)
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We show that under some nice integrability conditions on η and γ there exists an optimal
control x∗ ∈ A0; i.e. J(x∗) = v. Moreover we characterize the optimal control by means
of a BSDEs with a singular terminal condition. We define the notion of a solution in
the style of [69].
Definition 5.1.1. We say that a pair of progressively measurable processes (Y, Z) with
values in R × Rd solves the BSDE (5.2) with singular terminal condition YT = ξ if it
satisfies
(i) for all 0 ≤ s ≤ t < T : Ys = Yt −
∫ t
s
(
(p− 1) Y qr
ηq−1r
− γr
)
dr − ∫ t
s
ZrdWr;
(ii) for all 0 ≤ t < T : E
[
sup0≤s≤t |Ys|2 +
∫ t
0
|Zr|2dr
]
<∞;
(iii) limt↗T Yt = ξ, a.s.
If (iii) does not hold true, but lim inft↗T Yt ≥ ξ, then we say that (Y,Z) is a su-
persolution. We introduce the following spaces of processes. For i = 1, 2 and t ≤ T
let
Mi(0, t) = Li(Ω× [0, t],P , P ⊗ λ),
where λ is the Lebesgue measure and P denotes the σ-algebra of (Ft)-progressively
measurable subsets of Ω × [0, T ]. Throughout we assume that η and γ satisfy the
integrability conditions
(I1) η ∈M2(0, T ) and 1/ηq−1 ∈M1(0, T ),
(I2) E
∫ T
0
(T − s)pγsds <∞ and γ ∈M2(0, t) for all t < T.
In our first main result we prove existence of a minimal solution of the BSDE (5.2).
Theorem 5.1.2. Assume that Conditions (I1) and (I2) are satisfied. Then there exists a
minimal supersolution (Y, Z) of the BSDE (5.2) with singular terminal condition YT = ξ.
In the second main result we characterize the value function and the optimal control
in terms of the minimal solution.
Theorem 5.1.3. Suppose Conditions (I1) and (I2), and let (Y, Z) be the minimal so-
lution of (5.2). Then
v = Y0|ζ|p
and the optimal control is given by
x∗t = ζ exp
(
−
∫ t
0
(
Ys
ηs
)q−1
ds
)
,
for all t ∈ [0, T ].
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The following deterministic example illustrates that a violation of the integrability
condition 1/ηq−1 ∈ M1(0, T ) may lead to a minimization problem where no optimal
control exists.
Example 5.1.4. Let T = 1, ηt = (1 − t)β for some β ≥ 0 , γt = 0, ξ = ∞ and
p = q = 2. Then we have 1/ηq−1 ∈ L1([0, T ]) if and only if β < 1. In this case Theorem
5.1.3 yields that xt = (1 − t)1−β is an optimal control. In the case β ≥ 1 consider the
control xt = (1− t)α for some α > 0. We compute
J(x) =
∫ 1
0
ηtx˙
2
tdt = α
2
∫ 1
0
(1− t)2α+β−2dt.
Since β ≥ 1 > 1− 2α the integral is finite and has the value
J(x) =
α2
2α + β − 1 .
Taking the limit α ↘ 0 yields v = 0, but there exists no control in A0 attaining this
value.
Remark 5.1.5. If p = 1, then the control problem also does not possess an optimal
control in A0 (except for some simple cases). For p = 1 the right formulation of the
problem would be to allow for singular controls; and consequently the description of
optimal controls would require different methods.
We prove Theorem 5.1.2 in Section 5.2 (see Theorem 5.2.2) and Theorem 5.1.3 in Sec-
tion 5.3 (see Theorem 5.3.2). Before tackling the proofs we provide a heuristic derivation
of the BSDE (5.2).
Heuristic derivation of the BSDE
Throughout this section we assume ζ > 0. First we show that in this case we can
restrict attention to nonincreasing nonnegative controls. To this end we denote the set
of controls in A0 with nonincreasing sample paths by D0.
Lemma 5.1.6. Every control x ∈ A0 can be modified to a control x ∈ D0 such that
J(x) ≥ J(x). In particular, we have v = infx∈D0 J(x).
Proof. Let x ∈ A0 and define its running minimum cut off at zero by xt = min0≤s≤t xs∨0.
Notice that x is absolutely continuous since xt =
∫ t
0
x˙s1{xs=xs}ds. Hence x ∈ D0. Observe
that |x˙t| ≤ |x˙t|, and therefore we have E
[∫ T
0
ηt|x˙t|pdt
]
≥ E
[∫ T
0
ηt|x˙t|pdt
]
. Since x ≤ x
on Ω× [0, T ] it follows that E
[∫ T
0
γt|xt|pdt+ 1Acξ|xT |p
]
≥ E
[∫ T
0
γt|xt|pdt+ 1Acξ|xT |p
]
.
Thus, we obtain J(x) ≥ J(x).
The next result, a maximum principle, provides a sufficient condition for optimality
in (5.5). We remark that we use it only for the heuristic derivation of the BSDE (5.2).
The rigorous verification in Section 5.3 will be performed via a penalization.
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Proposition 5.1.7 (Maximum principle). Assume that x ∈ D0 such that
(i) x˙T = (
ξ
η
)q−1xT on Ac and
(ii) Mt = pηt|x˙t|p−1 + p
∫ t
0
γsx
p−1
s ds is a martingale with E[M
2
T ] <∞
Then x is optimal in (5.5).
Proof. Let g(z) = |z|p and x ∈ D0 such that Mt = pηt|x˙t|p−1 + p
∫ t
0
γsx
p−1
s ds is a
martingale with E[M2T ] < ∞. Let y ∈ D0 and introduce θt = xt − yt. Then θ satisfies
θ0 = θT = 0 a.s. Furthermore, since x and y are nonincreasing it follows that θ is
bounded: |θt| ≤ 2|ζ|. Since x˙ ≤ 0 on Ω × [0, T ] we have g′(x˙t) = −p|x˙t|p−1. The
convexity of g implies for all t ∈ [0, T ]
g(x˙t)− g(y˙t) ≤ g′(x˙t)(x˙t − y˙t).
Thus, by integration by parts we obtain∫ T
0
ηt(g(x˙t)− g(y˙t))dt ≤
∫ T
0
ηtg
′(x˙t)dθt =
∫ T
0
(∫ t
0
pγsx
p−1
s ds−Mt
)
dθt
= −1Acξg′(xT )θT +
∫ T
0
θtdMt −
∫ T
0
γtg
′(xt)θtdt.
Since θ is bounded and M is a martingale with E[M2T ] <∞ it follows that the integral
process
∫ ·
0
θtdMt is a martingale starting in 0. In particular, it vanishes in expectation.
Using again the convexity of g yields for t ∈ [0, T ]
g(xt)− g(yt) ≤ g′(xt)(xt − yt).
Taking expectations implies optimality of x:
E
[∫ T
0
ηt(g(x˙t)− g(y˙t))dt
]
≤ −E
[∫ T
0
γtg
′(xt)θtdt+ 1Acξg′(xT )θT
]
≤ −E
[∫ T
0
γt(g(xt)− g(yt))dt+ 1Acξ(g(xT )− g(yT ))
]
.
We next observe that the relative control rate rt =
x˙t
xt
of an optimal control x ∈ A0
is independent of the current state xt. To this end fix t < T and ζ2 > ζ1 > 0. Assume
that (x1s)t≤s≤T is an optimal control to close the position ζ1 in the period [t, T ]. Then
the homogeneity of y 7→ |y|p implies that the control x2s = ζ2ζ1x1s, s ∈ [t, T ], is optimal
to close the position ζ2 in the period [t, T ]. In particular the relative control rates at
time t coincide
x˙1t
ζ1
=
x˙2t
ζ2
. Hence, an optimal control can be represented in feedback form
x˙t = rtxt, where rt is the relative control rate, which does not depend on xt. Using q,
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the Ho¨lder conjugate of p, we rewrite rt as rt = −
(
Yt
ηt
)q−1
for some semi-martingale Y
and make the ansatz that an optimal control x is of the form
x˙t = −
(
Yt
ηt
)q−1
xt (5.6)
with x0 = 1. The solution of this pathwise ordinary differential equation is given by
xt = e
− ∫ t0(Ysηs )q−1ds. (5.7)
Proposition 5.1.7 shows that x ∈ A0 is optimal if the process pη|x˙|p−1 + p
∫ ·
0
γsx
p−1
s ds
is a martingale. Since (Ft) is a Brownian filtration this is equivalent to the existence of
a predictable process φ such that
d(η|x˙|p−1)t + γtxp−1t dt = φtdWt.
Using the equality ηt|x˙t|p−1 = Ytxp−1t and applying the integration by parts formula to
the product Y xp−1 we obtain
d(η|x˙|p−1)t + γtxp−1t dt = xp−1t dYt + (p− 1)Ytxp−2t dxt + γtxp−1t dt
= xp−1t
(
dYt −
(
(p− 1) Y
q
t
ηq−1t
− γt
)
dt
)
.
Setting Zt = φt/x
p−1
t we see that Y satisfies the BSDE
dYt =
(
(p− 1) Y
q
t
ηq−1t
− γt
)
dt+ ZtdWt. (5.8)
It remains to specify a terminal condition for Y . It follows from Proposition 5.1.7 (i) that
on Ac the terminal value of Y is given by YT = ξ. To meet the state constraint xT = 0
on A = {ξ = ∞} the integral ∫ t
0
(
Ys
ηs
)q−1
ds necessarily has to explode for t ↗ T . In
Theorem 5.3.2 we show that minimal solution of (5.8) satisfying the terminal condition
lim inft↗T Yt ≥ ξ leads indeed to an optimal strategy.
5.2. Construction of a BSDE solution with singular
terminal condition
In this section we construct a solution of the BSDE (5.2) with singular terminal condi-
tion. To this end we first show existence of solutions to BSDEs with cut off drivers and
finite terminal condition ξ∧L. In a second step we let L tend to infinity and obtain a su-
persolution with a singular terminal condition. We show that this particular solution is
the minimal supersolution of (5.8). We remark that the second step of our construction
bears similarities with the existence proof conducted by Popier in [69] resp. [70].
Let us clarify some terminology concerning BSDEs. The pair consisting of the driver
and the terminal condition of a BSDE will be referred to as its parameters. Given a
solution (Y, Z) of a BSDE, we call the first component Y the solution process and the
second component Z the martingale component.
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5.2.1. Approximation
Consider the BSDE
dY Lt =
(
(p− 1)(Y
L
t )
q
ηq−1t
− (γt ∧ L)
)
dt+ ZLt dWt, (5.9)
with terminal condition Y LT = ξ ∧ L.
Proposition 5.2.1. Assume that η ∈M2(0, T ) and 1
ηq−1 ∈M1(0, T ). Then there exists
a solution (Y L, ZL) to (5.9) with ZL ∈ M2(0, T ). For every t ∈ [0, T ] the random
variable Y Lt is bounded from above
Y Lt ≤ (1 + T )L ∧
1
(T − t)pE
[∫ T
t
(ηs + (T − s)pγs)ds
∣∣∣∣Ft] . (5.10)
Proof. Let f(t, y) = −(p− 1) yq
ηq−1t
+ (γt∧L) denote the driver of the BSDE (5.9). Define
f δ(t, y) = −(p − 1) yq
(ηt∨δ)q−1 + (γt ∧ L) for δ > 0. Being decreasing in y, bounded in ω,
the driver (ω, t, y) 7→ f δ(t, y ∨ 0) - which does not depend on z - satisfies all conditions
of Theorem 2.2. in [62]. Hence, for every L > 0 there exists a solution (Y δ,L, Zδ,L) to
the BSDE with parameters (f δ(t, y ∨ 0), ξ ∧ L). Moreover, any such solution satisfies
E
[
sup
0≤t≤T
|Y δ,Lt |2 +
∫ T
0
(Zδ,Lt )
2dt
]
<∞. (5.11)
For L = 0 the solution is given by (Y δ,0, Zδ,0) = (0, 0). The comparison theorem [62,
Theorem 2.4] implies that Y δ,L is nonnegative and, hence, Y δ,L is also a solution to the
BSDE with parameters (f δ, ξ ∧ L).
We can also derive an upper bound for Y δ,L by appealing to the comparison theorem.
Note that we have f δ(t, y) ≤ L for y ≥ 0. This implies
Y δ,Lt ≤ (1 + T )L (5.12)
for all t ∈ [0, T ].
We obtain a solution of the BSDE (5.9) by letting δ converge to zero. Indeed, the
mapping δ 7→ f δ is increasing, which implies that Y δ1,L ≤ Y δ2,L if δ1 ≤ δ2. In particular
we can define Y L as the decreasing limit of Y δ,L as δ ↘ 0. For the convergence of the
control process Zδ,L, let (δn)n≥0 be a sequence with δn ↘ 0 as n → ∞. Fix n ≥ m.
Then we have Y δn,L ≤ Y δm,L. For all 0 ≤ t ≤ T , Itoˆ’s formula leads to∫ T
0
(Zδn,Ls − Zδm,Ls )2ds =− (Y δn,L0 − Y δm,L0 )2
− 2
∫ T
0
(Y δn,Ls − Y δm,Ls )(Zδn,Ls − Zδm,Ls )dWs
+ 2
∫ T
0
(Y δn,Ls − Y δm,Ls )(f δn(s, Y δn,Ls )− f δm(s, Y δm,Ls ))ds
(5.13)
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Estimates (5.11) and (5.12) imply
E
[∫ T
0
(Y δn,Ls − Y δm,Ls )(Zδn,Ls − Zδm,Ls )dWs
]
= 0.
By monotonicity of f δm and estimate (5.12) we have
(Y δn,Ls − Y δm,Ls )(f δn(s, Y δn,Ls )− f δm(s, Y δm,Ls ))
≤ (Y δn,Ls − Y δm,Ls )(f δn(s, Y δn,Ls )− f δm(s, Y δn,Ls ))
= (p− 1)(Y δm,Ls − Y δn,Ls )(Y δn,Ls )q
(
1
(ηs ∨ δn)q−1 −
1
(ηs ∨ δm)q−1
)
≤ C
(
1
(ηs ∨ δn)q−1 −
1
(ηs ∨ δm)q−1
)
for all s ∈ [0, T ] and a constant C > 0. Taking expectations in Equation (5.13) yields
E
[∫ T
0
(Zδn,Ls − Zδm,Ls )2ds
]
≤ 2CE
[∫ T
0
(
1
(ηs ∨ δn)q−1 −
1
(ηs ∨ δm)q−1
)
ds
]
.
The sequence
(
1
(η∨δn)q−1
)
n≥0
converges in M1(0, T ) to 1
ηq−1 as n → ∞. This implies
that (Zδn,L)n≥0 is a Cauchy sequence in M2(0, T ) and converges to ZL ∈ M2(0, T ). In
particular the random variable
∫ T
t
Zδn,Lr dWr converges to
∫ T
t
ZLr dWr in L
2(Ω) as n→∞.
We obtain almost sure convergence by passing to a subsequence. Taking the limit n→∞
in
Y δn,Lt = ξ ∧ L− (p− 1)
∫ T
t
(Y δn,Lr )
q
(ηr ∨ δn)q−1dr −
∫ T
t
Zδn,Lr dWr,
and using estimate (5.12) yields that (Y L, ZL) satisfies almost surely the BSDE
Y Lt = ξ ∧ L− (p− 1)
∫ T
t
(Y Lr )
q
ηq−1r
dr −
∫ T
t
ZLr dWr.
We proceed by deriving the upper bound (5.10). We first estimate Y δ,L against a
linear BSDE with driver
g(t, y) = −p y
T − t +
ηt ∨ δ
(T − t)p + γt.
By using the inequality
(p− 1)yq − paq−1y + aq ≥ 0,
which holds for all y ≥ 0, a ≥ 0, one can show that f δ(t, y) ≤ g(t, y) (take a = (ηt ∨
δ)(T − t)−p/q). Let  > 0 and denote by Ψ the solution process of the BSDE on [0, T −]
with parameters (g, Y δ,LT−). By the solution formula for linear BSDEs we have
Ψt = E
[
ΓT−Y
δ,L
T− +
∫ T−
t
Γs
(
ηs ∨ δ
(T − s)p + γs
)
ds|Ft
]
,
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where
Γt = exp
(
−
∫ t
0
p
T − sds
)
=
(
T − t
T
)p
.
The comparison theorem implies
Y δ,Lt ≤ Ψt =
1
(T − t)pE
[
pY δ,LT− +
∫ T−
t
((ηs ∨ δ) + (T − s)pγs) ds|Ft
]
(5.14)
for all t ∈ [0, T ] and  > 0. By letting  ↓ 0 we obtain with dominated convergence
Y δ,Lt ≤
1
(T − t)pE
[∫ T
t
((ηs ∨ δ) + (T − s)pγs) ds|Ft
]
.
By letting δ ↓ 0 we obtain the upper bound in (5.10).
5.2.2. Existence of solutions for BSDEs with singular terminal
condition
First we establish the convergence of (Y L, ZL) from Proposition 5.2.1 to a pair (Y, Z)
which is a solution to the BSDE (5.8) with singular terminal condition lim inft↗T Yt ≥ ξ
in the sense of Definition 5.1.1.
Theorem 5.2.2. Assume (I1) and (I2) hold true. Let (Y L, ZL) be the solution to (5.9)
from Proposition 5.2.1. Then there exists a process (Y, Z) such that for every 0 ≤ t < T
the random variable Y Lt converges a.s. to Yt and Z
L converges in M2(0, t) to Z as
L → ∞. The limit process (Y, Z) is a supersolution to the BSDE (5.8) with singular
terminal condition YT = ξ.
Proof. The proof is partly a generalization of the arguments in [69] to our setting.
Appealing to the comparison theorem [62, Theorem 2.4] yields that Y L ≤ Y N if N > L
(Observe that although assumption (ii) of [62, Theorem 2.4] is not satisfied here, the
comparison holds, since the process αt from the proof is nonpositive here as well). By
Equation (5.10) for fixed t < T the family of random variables (Y Lt , L ≥ 0) is bounded
from above as follows
Y Lt ≤
1
(T − t)pE
[∫ T
t
(ηs + (T − s)pγs)ds|Ft
]
. (5.15)
Hence, for all t < T we can define Yt as the increasing limit of Y
L
t as L → ∞. Notice
that by Conditions (I1) and (I2) the random variable on the RHS of (5.15) is square
integrable. By dominated convergence, therefore, Y Lt converges to Yt in L
2(Ω).
111
5. Optimal position closure under stochastic liquidity
Moreover, the limit process Y satisfies lim inft↗T Yt ≥ lim inft↗T Y Lt = ξ ∧L for every
L > 0. Thus Y fulfills the terminal condition lim inft↗T Yt ≥ ξ. For the convergence of
(ZL) let 0 ≤ s ≤ t < T . Then Itoˆ’s formula implies, for N,L ≥ 0,
(Y Ns − Y Ls )2 +
∫ t
s
|ZNr − ZLr |2dr = (Y Nt − Y Lt )2 − 2
∫ t
s
(Y Nr − Y Lr )(ZNr − ZLr )dWr
+ 2
∫ t
s
(Y Nr − Y Lr )(fN(r, Y Nr )− fL(r, Y Lr ))dr.
(5.16)
The monotonicity of the driver fL(r, y) = −(p−1) yq
ηq−1t
+(γr∧L) in y yields for y, y′ ≥ 0
(y − y′)(fN(r, y)− fL(r, y′)) ≤ (y − y′)(fN(r, y)− fL(r, y)) = (y − y′)(γr ∧N − γr ∧ L),
and hence
(Y Ns − Y Ls )2 +
∫ t
s
|ZNr − ZLr |2dr ≤ (Y Nt − Y Lt )2 − 2
∫ t
s
(Y Nr − Y Lr )(ZNr − ZLr )dWr
+ 2
∫ t
s
(Y Nr − Y Lr )(γr ∧N − γr ∧ L)dr.
(5.17)
Since Y L and Y N are bounded and ZL, ZN ∈M2(0, T ), we have
E
[∫ t
s
(Y Nr − Y Lr )(ZNr − ZLr )dWr
]
= 0.
Then estimate (5.17) implies
E
[∫ t
0
|ZNr − ZLr |2dr
]
≤ E
[
(Y Nt − Y Lt )2] + 2
∫ t
s
(Y Nr − Y Lr )(γr ∧N − γr ∧ L)dr
]
,(5.18)
and for a constant C1
E
[
sup
0≤s≤t
(Y Ns − Y Ls )2
]
≤ E[(Y Nt − Y Lt )2] + C1E
√∫ t
0
(Y Nr − Y Lr )2|ZNr − ZLr |2dr

+2E
[∫ t
0
(Y Nr − Y Lr )(γr ∧N − γr ∧ L)dr
]
, (5.19)
where we used the Burkholder-Davis-Gundy inequality. From Young’s inequality we
derive
E
√∫ t
0
(Y Nr − Y Lr )2|ZNr − ZLr |2dr

≤ E
 sup
0≤s≤t
|Y Ns − Y Ls |
√∫ t
0
|ZNr − ZLr |2dr

≤ 1
4C1
E
[
sup
0≤s≤t
(Y Ns − Y Ls )2
]
+ C1E
[∫ t
0
|ZNr − ZLr |2dr
]
,
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which implies, together with (5.19) and (5.18),
3
4
E
[
sup
0≤s≤t
(Y Ns − Y Ls )2
]
≤ C2E[(Y Nt − Y Lt )2]
+2C2E
[∫ t
0
(Y Nr − Y Lr )(γr ∧N − γr ∧ L)dr
]
,
where C2 = 1 + C
2
1 . Again with Young’s inequality we get
E
[∫ t
0
(Y Nr − Y Lr )(γr ∧N − γr ∧ L)dr
]
≤ 1
4C2
E
[
sup
0≤s≤t
(Y Ns − Y Ls )2
]
+ C2E
[(∫ t
0
|γr ∧N − γr ∧ L|dr
)2]
.
Finally we arrive at
E
[
sup
0≤s≤t
(Y Ns − Y Ls )2
]
≤ C3E
[
(Y Nt − Y Lt )2 +
∫ t
0
(γr ∧N − γr ∧ L)2dr
]
, (5.20)
for a constant C3 ≥ 0. The RHS of (5.20) converges to zero as N , L → ∞. In
particular, Inequality (5.18) implies that (ZL) is a Cauchy sequence in M2(0, t) and
converges to Z ∈ M2(0, t) for every t < T . Moreover, Inequality (5.20) yields that
E
[
sup0≤s≤t Y
2
s
]
<∞. Finally, taking the limit L↗∞ in
Y Ls = Y
L
t −
∫ t
s
(
(p− 1)(Y
L
r )
q
ηq−1r
− γr
)
dr −
∫ t
s
ZLr dWr
implies that Y satisfies (5.8) for every 0 ≤ s ≤ t < T .
Proposition 5.2.3. The supersolution Y obtained in Theorem 5.2.2 is minimal: If
(Y ′, Z ′) is another nonnegative supersolution of (5.8) with singular terminal condition
Y ′T = ξ, then Y
′
t ≥ Yt a.s. for all t ∈ [0, T ].
Proof. The proof is an adaptation of [70, Theorem 7] to our setting.
Fix L > 0 and let (Y L, ZL) denote the solution of (5.9) with terminal condition
Y LT = ξ ∧ L. Let (Y ′, Z ′) be a nonnegative solution of (5.8) in the sense of Definition
5.1.1. Set ∆t = Y
′
t − Y Lt , Γt = Z ′t − ZLt and
αt =

p− 1
ηq−1t
(Y ′t )
q − (Y Lt )q
Y ′t − Y Lt
, if ηq−1t (Y
′
t − Y Lt ) 6= 0
0, else.
Note that α is nonnegative. Moreover, we have αt ≤ (p−1)qηq−1t ((Y
′
t )
q−1 ∨ (Y Lt )q−1). This
implies that
∫ t
0
αsds < ∞ a.s. for all t < T . For every t < T the process (∆,Γ) solves
the linear BSDE
d∆s = [αs∆s − (γs − L)+]ds+ ΓsdWs
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on [0, t] with terminal condition ∆t = Y
′
t −Y Lt . Hence, by Lemma 5.5.1 in the Appendix
the solution ∆ admits the explicit representation
∆s = E
[
∆te
− ∫ ts αrdr +
∫ t
s
e−
∫ u
s αrdr(γu − L)+du|Fs
]
.
Since Y ′ is nonnegative and Y L ≤ (1+T )L by Proposition 5.2.1, we have ∆t ≥ −(1+T )L.
Thus ∆te
− ∫ ts αrdr is bounded from below by −(1 +T )L and we can apply Fatou’s lemma
to obtain
Y ′s − Y Ls = ∆s = lim inf
t↗T
E
[
∆te
− ∫ ts αrdr +
∫ t
s
e−
∫ u
s αrdr(γu − L)+du|Fs
]
≥ E
[
lim inf
t↗T
∆te
− ∫ ts αrdr|Fs
]
≥ 0.
Finally, taking the limit L↗∞ yields the claim.
5.3. Optimal controls
In this section we first consider a variant of the minimization problem (5.5), where
we omit the constraint xT = 0 on A in the set of admissible controls but penalize
any nonzero terminal state by (ξ ∧ L)|xT |p. We show that optimal controls for this
unconstrained minimization problem admit a representation in terms of the solutions
Y L from Proposition 5.2.1. We then use this result to derive an optimal control for (5.5).
Throughout this section we assume (I1) and (I2) without further mentioning it.
5.3.1. Penalization
In this section we consider the unconstrained minimization problem
vL = inf
x∈A
JL(x) = inf
x∈A
E
[∫ T
0
(
ηt|x˙t|p + (γt ∧ L)|xt|p
)
dt+ ξ ∧ L|xT |p
]
(5.21)
for some L > 0, where we take the infimum overA, the set of all progressively measurable
processes x : Ω× [0, T ]→ R with absolutely continuous sample paths starting in x0 = ζ.
Next, we show how to obtain a minimizing control for (5.21) from the solution Y L to
(5.9).
Proposition 5.3.1. Let (Y L, ZL) be the solution to (5.9) from Proposition 5.2.1. Then
xLt = ζe
− ∫ t0(Y Lsηs
)q−1
ds
is optimal in (5.21) and we have vL = Y L0 |ζ|p.
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Proof. To simplify notation we assume ζ = 1 and set γLt = γt ∧ L. Let g(z) = |z|p and
Mt = pY
L
t (x
L
t )
p−1 + p
∫ t
0
γLs (x
L
s )
p−1dt. Applying the integration by parts formula to M
results in
dMt = p(x
L
t )
p−1dY Lt + p(p− 1)Y Lt (xLt )p−2dxLt + pγLt (xLt )p−1dt
= p(xLt )
p−1ZLt dWt.
Since xL is bounded and ZL ∈M2(0, T ), the process M is a martingale. Let x ∈ A and
introduce θt = x
L
t − xt. Then θ satisfies θ0 = 0. Similar considerations as in Lemma
5.1.6 imply that we can assume that x is pathwise nonincreasing and hence |θt| ≤ 2.
Furthermore, we have ηtg
′(x˙Lt ) = −pηt|x˙Lt |p−1 = −pY Lt (xLt )p−1. The convexity of g
implies for all t ∈ [0, T ]
g(x˙Lt )− g(x˙t) ≤ g′(x˙Lt )(x˙Lt − x˙t).
Thus, it follows from integration by parts∫ T
0
ηt(g(x˙
L
t )− g(x˙t))dt ≤
∫ T
0
ηtg
′(x˙Lt )dθt =
∫ T
0
(∫ t
0
pγLs x
p−1
s ds−Mt
)
dθt
= −(ξ ∧ L)g′(xLT )θT +
∫ T
0
θtdMt −
∫ T
0
γLt g
′(xt)θtdt
Since M is a square integrable martingale and θ is bounded, we obtain E
[∫ T
0
θtdMt
]
= 0.
Using convexity of g once more, we obtain
g(xLt )− g(xt) ≤ g′(xLt )(xLt − xt).
This implies optimality of xL:
E
[∫ T
0
ηt(g(x˙
L
t )− g(x˙t))dt
]
≤ −E
[
(ξ ∧ L)g′(xLT )θT +
∫ T
0
γLt g
′(xt)θtdt
]
≤ −E
[
(ξ ∧ L)(g(xLT )− g(xT )) +
∫ T
0
γLt (g(x
L
t )− g(xt))dt
]
.
It remains to verify the identity vL = Y L0 . To this end we apply the integration by parts
formula to the process Y (xL)p to obtain
d(Y (xL)p)t = −
(
(Y Lt )
q
ηq−1t
(xLt )
p + γLt (x
L
t )
p
)
dt+ (xLt )
pZLt dWt.
Moreover we have
|x˙Lt |p =
((
Y Lt
ηt
)q−1
xLt
)p
=
(
Y Lt
ηt
)q
(xLt )
p.
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Thus we obtain
Y L0 = E
[∫ T
0
ηt|x˙Lt |p + γLt |xLt |pdt+ (ξ ∧ L)|xLT |p
]
= JL(xL) = vL.
5.3.2. The constrained case
We now turn to the constrained case and prove Theorem 5.1.3. For the reader’s conve-
nience we restate the theorem here.
Theorem 5.3.2. Let (Y, Z) be the minimal supersolution to (5.8) with singular terminal
condition YT = ξ from Theorem 5.2.2. Then v = Y0|ζ|p; moreover the control xt =
ζ exp
(
− ∫ t
0
(
Ys
ηs
)q−1
ds
)
belongs to A0 and is optimal in (5.5).
Proof. To simplify notation assume that ζ = 1. As in the proof of Proposition 5.3.1 we
introduce Mt = pYtx
p−1
t + p
∫ t
0
γsx
p−1
s dt. Performing integration by parts yields
dMt = x
p−1
t ZtdWt.
Hence, M is a nonnegative local martingale on [0, T ) and in particular a nonnegative
super-martingale. Thus it converges almost surely in R as t↗ T . Since Y satisfies the
terminal condition lim inft↗T Yt =∞ on A we have that
0 ≤ xt =
(
Mt − p
∫ t
0
γsx
p−1
s ds
pYt
)q−1
≤
(
Mt
pYt
)q−1
→ 0 (5.22)
a.s. on A for t↗ T . It follows that xT = 0 on A and hence x ∈ A0.
Next we apply the integration by parts formula to the process Y xp to obtain
d(Y xp)t = − (ηt|x˙t|p + γtxpt ) dt+ xptZtdWt.
Since Z ∈M2(0, t) and |xt| ≤ 1 we can deduce for t < T
Y0 = E
[∫ t
0
(
ηs|x˙s|p + γsxps
)
ds+ Ytx
p
t
]
From Inequality (5.22) we know that 0 ≤ pYtxp−1t ≤Mt. Since M converges a.s. in R and
xt → 0 on A it follows that Ytxpt → 0 on A as t↗ T . On Ac we have lim inft↗T Ytxpt ≥
ξxpT . This yields lim inft↗T Ytx
p
t ≥ 1AcξxpT a.s. Fatou’s lemma implies
Y0 ≥ E
[∫ T
0
(
ηs|x˙s|p + γsxps
)
ds+ 1Acξx
p
T
]
= J(x). (5.23)
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Next, note that for every x ∈ A0 we have J(x) ≥ JL(x). This implies v ≥ vL for
every L > 0. By Proposition 5.3.1 we have Y L0 = v
L. Minimality of Y implies Y0 =
limL↗∞ Y L0 = limL↗∞ v
L ≤ v. Consequently we obtain with Inequality (5.23)
Y0 ≥ J(x) ≥ v ≥ Y0
and thus optimality of x.
Remark 5.3.3. The solution Y from Theorem 5.2.2 does not only lead to optimal
controls in the case where the liquidation period begins at time t = 0. If liquidation
starts at an arbitrary time t < T the minimization problem reads
Vt = essinf E
[∫ T
t
(ηs| ˙˜xs|p + γs|x˜s|p
)
ds+ 1Acξ|xT |p
∣∣∣∣Ft] ,
where the infimum is taken over all progressively measurable processes x˜ starting in a
Ft-measurable random variable ζ and ending in 0 on A. In this case the optimal control
is given by
xs = ζ exp
(
−
∫ s
t
(
Yr
ηr
)q−1
dr
)
and the value is equal to Vt = Yt|ζ|p.
In the next proposition we state an integrability condition that allows to identify the
minimal supersolution of (5.8) with terminal condition ξ = ∞. We employ this result
in Section 5.4.
Proposition 5.3.4. Let (Y, Z) be a nonnegative supersolution of (5.8) with singular
terminal condition YT = ∞. Let xt = exp
(
− ∫ t
0
(
Ys
ηs
)q−1
ds
)
denote the associated
position path and assume that xp−1Z ∈M2(0, T ). Then Y is the minimal supersolution
of (5.8).
Proof. Let Y min denote the minimal supersolution of (5.8). Without loss of generality we
only consider the point in time t = 0 and show that Y0 = Y
min
0 . For general t < T we refer
to Remark 5.3.3 which shows that Y mint is the value of the minimization problem starting
in time t. We proceed as in the proof of Theorem 5.3.2. Let Mt = pYtx
p−1
t +p
∫ t
0
γsx
p−1
s dt.
Then we obtain by integration by parts
dMt = x
p−1
t ZtdWt.
Hence, M is a nonnegative true martingale with E[M2T ] <∞ and converges a.s. in R as
t↗ T . Since Y satisfies the terminal condition lim inft↗T Yt =∞ we have that xt → 0
as t ↗ T . Consequently, x ∈ A0 and Lemma 5.1.7 implies optimality of x. Again an
application of the integration by parts formula yields
d(Y xp)t = (ηt|x˙t|p + γtxpt )dt+ xptZtdWt.
By assumption the process t 7→ ∫ t
0
xptZtdWt is a true martingale. Moreover we have
limt↗T Ytx
p
t = 0 and hence Theorem 5.3.2 implies Y0 = J(x) = v = Y
min
0 .
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5.4. Processes with uncorrelated multiplicative
increments
In this section we study the special case of the control problem (5.5) where γ = 0, ξ =∞
and η has uncorrelated multiplicative increments. We first give a rigorous definition of
what the latter means.
We say that a positive, progressively measurable process η has uncorrelated multi-
plicative increments if E
[
ηt
ηs
|Fs
]
= E
[
ηt
ηs
]
for all s ≤ t < T . We show that it is precisely
this class of processes which leads to deterministic optimal controls for the minimization
problem (5.5) (with γ = 0). Moreover we show that if η is a martingale, then it is
optimal to close the position at a constant rate.
Observe that any process η where ηt
ηs
is independent of Fs for s ≤ t < T has uncorre-
lated multiplicative increments. The converse does not hold true.
In the next lemma we give an equivalent characterization of processes with uncorre-
lated multiplicative increments.
Lemma 5.4.1. A positive, progressively measurable process η has uncorrelated multi-
plicative increments if and only if the process
(
ηt
E[ηt]
)
t<T
is a martingale. Any such
process satisfies E
[
ηt
ηs
]
= E[ηt]
E[ηs]
for all s ≤ t < T .
Proof. Let η have uncorrelated multiplicative increments. We first show that for s ≤
t < T any such η satisfies E
[
ηt
ηs
]
= E[ηt]
E[ηs]
. Indeed, we have
E[ηt] = E
[
ηsE
[
ηt
ηs
∣∣∣∣Fs]] = E[ηs]E [ηtηs
]
.
Next let Mt =
ηt
E[ηt]
for t < T . For s ≤ t < T the process M satisfies
E[Mt|Fs] = 1
E[ηt]
E[ηt|Fs] = 1
E[ηt]
E
[
ηt
ηs
ηs
∣∣∣∣Fs] = ηsE[ηt]E
[
ηt
ηs
]
= Ms.
For the converse direction, let Mt =
ηt
E[ηt]
be a martingale for t < T . Then we have for
s ≤ t < T
E[ηt|Fs] = E[ηt]E[Mt|Fs] = E[ηt]Ms = E[ηt]
E[ηs]
ηs.
Thus the random variable E
[
ηt
ηs
|Fs
]
is deterministic, which implies E
[
ηt
ηs
|Fs
]
= E
[
ηt
ηs
]
.
Lemma 5.4.1 implies that any positive martingale has uncorrelated multiplicative
increments. Further examples are provided by the following class of diffusions.
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Example 5.4.2. Let η be a diffusion with linear drift, i.e. η solves
dηt = µ(t)ηtdt+ σ(t, ηt)dWt,
where the drift µ is a deterministic function of time and the stochastic volatility σ :
[0, T ]× R× Ω→ R+ is such that t 7→ σ(t, ηt) ∈M2(0, T ). Then the process
t 7→ ηt exp(−
∫ t
0
µ(r)dr)
is a martingale, and hence we have E [ηt|Fs] = ηs exp(
∫ t
s
µ(r)dr). This implies that the
random variable E
[
ηt
ηs
|Fs
]
is deterministic. Therefore η has uncorrelated multiplicative
increments.
We first show that if the optimal control from Theorem 5.3.2 is deterministic, then
the process η has necessarily uncorrelated multiplicative increments.
Proposition 5.4.3. Let η be positive, progressively measurable and such that η ∈
M2(0, T ), 1/ηq−1 ∈ M1(0, T ). Assume that the optimal control x ∈ A0 from Theo-
rem 5.3.2 is deterministic. Then η has uncorrelated multiplicative increments.
Proof. The optimal control from Theorem 5.3.2 satisfies x˙t = −
(
Yt
ηt
)q−1
xt where Y
is the minimal solution of (5.8) with singular terminal condition YT = ∞. Since x is
deterministic it follows that the nonnegative process αt =
(
Yt
ηt
)q−1
is deterministic as
well. Moreover, we have
∫ t
0
αsds < ∞ for all t < T . The process Y satisfies the linear
BSDE
dYt = (p− 1)αtYtdt+ ZtdWt
and hence Lemma 5.5.1 in the Appendix implies for s ≤ t < T
αp−1s ηs = Ys = E
[
Yte
− ∫ ts (p−1)αrdr|Fs
]
= αp−1t e
− ∫ ts (p−1)αrdrE [ηt|Fs] .
Consequently, the random variable E
[
ηt
ηs
∣∣Fs] is deterministic for all s ≤ t < T and
hence η has uncorrelated multiplicative increments.
We next show that the converse of Proposition 5.4.3 holds true as well: If η has
uncorrelated multiplicative increments, then there exists an deterministic optimal control
for (5.5). Here and in the sequel we assume that ζ = x0 = 1
Proposition 5.4.4. Assume that η has uncorrelated multiplicative increments and sat-
isfies the integrability assumptions (I1) and ηT ∈ L2(Ω). Then
Yt =
1(∫ T
t
1
E[ηs|Ft]q−1ds
)p−1
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is the minimal solution to (5.8) with singular terminal condition. The deterministic
control
xt =
1∫ T
0
1
E[ηs]q−1ds
∫ T
t
1
E[ηs]q−1
ds
is optimal in (5.5). In particular the optimal control rate is inversely proportional to
E[ηt]
q−1.
Proof. First note that we have by Jensen’s inequality∫ T
t
1
E[ηs|Ft]q−1ds ≥ (T − t)
q 1(∫ T
t
E[ηs|Ft]ds
)q−1 .
This implies that Y is bounded from above as follows
Yt ≤ 1
(T − t)pE
[∫ T
t
ηsds|Ft
]
. (5.24)
Next we use the fact from Lemma 5.4.1 that E[ηs|Ft] = ηtE
[
ηs
ηt
]
= ηt
E[ηs]
E[ηt]
for s ≥ t to
rewrite Y as
Yt = Mt
1(∫ T
t
1
E[ηs]q−1ds
)p−1
where the process M denotes the martingale Mt =
ηt
E[ηt]
. Moreover, we have by assump-
tion E[M2T ] = E[η
2
T ]/E[ηT ]
2 < ∞. Hence, M is a square integrable martingale. Let
φ ∈M2(0, T ) denote the integrand from its martingale representation. Then we obtain,
by integration by parts,
dYt = (p− 1) 1
E[ηt]q−1
Mt(∫ T
t
1
E[ηs]q−1ds
)pdt+ φt(∫ T
t
1
E[ηs]q−1ds
)p−1dWt
= (p− 1) Y
q
t
ηq−1t
dt+ ZtdWt,
with
Zt =
φt(∫ T
t
1
E[ηs]q−1ds
)p−1 . (5.25)
Hence, we have Z ∈ M2(0, t) for every t < T . An application of the Burkholder-Davis-
Gundy inequality as in the proof of Theorem 5.2.2 in combination with Inequality (5.24)
yields E[sup0≤s≤t Y
2
s ] <∞ for all t < T . Hence, (Y, Z) is a solution to (5.8) with singular
terminal condition YT =∞.
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The associated path x satisfies
xt = exp
(
−
∫ t
0
(
Ys
ηs
)q−1
ds
)
= exp
(
−
∫ t
0
1
E[ηs]q−1
∫ T
t
1
E[ηr]q−1dr
ds
)
=
1∫ T
0
1
E[ηs]q−1ds
∫ T
t
1
E[ηs]q−1
ds.
In particular it follows from (5.25) that xp−1Z ∈ M2(0, T ) and hence Proposition 5.3.4
yields that Y is the minimal solution of (5.8). Theorem 5.3.2 then implies optimality of
x.
If η is monotone in expectation, then we obtain the following result about the path
of the optimal control.
Corollary 5.4.5. Let η satisfy the assumptions of Proposition 5.4.4. If the mapping
t 7→ E[ηt] is nondecreasing (nonincreasing), then the optimal control x ∈ A0 from
Proposition 5.4.4 is a convex (concave) function of time.
Proof. The optimal control rate from Proposition 5.4.4 is given by x˙t = − 1cE[ηt]q−1 with
c =
∫ T
0
1
E[ηs]q−1ds. In particular t 7→ x˙t is nondecreasing (nonincreasing) if t 7→ E[ηt] is
nondecreasing (nonincreasing).
Proposition 5.4.4 includes the case where η is a martingale as a special case.
Corollary 5.4.6. Let η be a positive martingale satisfying 1/ηq−1 ∈ M1(0, T ) and
ηT ∈ L2(Ω). Then Yt = ηt(T−t)p−1 solves the BSDE (5.8) with singular terminal condition
YT =∞ and the control with constant control rate xt = 1− tT is optimal in (5.5).
Proof. The process η2 is a submartingale and hence E[η2t ] ≤ E[η2T ] for all t ≤ T , which
implies that η ∈ M2(0, T ). Moreover, Lemma 5.4.1 yields that η has uncorrelated
multiplicative increments. Hence, all assumptions of Proposition 5.4.4 are satisfied which
yields the claim.
Another special case of Proposition 5.4.4 is the case where η is a deterministic function
of time.
Corollary 5.4.7. Assume that η is deterministic and satisfies 1/ηq−1 ∈ L1([0, T ]), η ∈
L2([0, T ]) and ηT <∞. Then
Yt =
 1∫ T
t
1
ηq−1s
ds
p−1
solves (5.8) with singular terminal condition YT =∞ and the control
xt =
∫ T
t
1
ηq−1s
ds∫ T
0
1
ηq−1s
ds
(5.26)
is optimal in (5.5).
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Remark 5.4.8. The results about the optimal control in Corollary 5.4.6 and Corollary
5.4.7 hold also true under weaker assumptions on the process η. In the martingale case it
suffices to assume that η is a positive martingale with E[η2T ] <∞. Then Proposition 5.1.7
directly implies that the control with constant rate is optimal. In the deterministic case
it is straightforward to show that under the integrability condition 1/ηq−1 ∈ L1([0, T ])
the function η|x˙|p−1 is constant for the control x from Equation (5.26). Then again
Proposition 5.1.7 implies optimality of x.
A particular example for a process with uncorrelated multiplicative increments is the
geometric Brownian motion.
Example 5.4.9. Assume that η evolves according to a geometric Brownian motion
dηt = µηtdt+ σηtdWt
with drift µ ∈ R, volatility σ > 0 and initial value η0 > 0. In this case
ηt
ηs
= e
(
µ−σ2
2
)
(t−s)+σ(Wt−Ws)
for s ≤ t ≤ T and hence η has uncorrelated multiplicative increments. Moreover we have
E[ηt|Fs] = ηseµ(t−s) and η satisfies the integrability conditions η ∈M2(0, T ), E[η2T <∞]
and
∫ T
t
1
E[ηs]q−1ds < ∞. In the case µ = 0 the price impact process η is a martingale
and Corollary 5.4.6 yields that linear closure is optimal in (5.5). In the case µ 6= 0
Proposition 5.4.4 implies that a solution of (5.8) is given by
Yt = µ(q − 1)p−1 ηt
(1− e−µ(q−1)(T−t))p−1
and that the optimal control for (5.5) satisfies
xt =
e−µ(q−1)t − e−µ(q−1)T
1− e−µ(q−1)T .
5.5. Appendix
The next result provides a uniqueness result for solutions of linear BSDEs under mild
assumptions on the coefficients.
Lemma 5.5.1. Let (αt)0≤t≤T and (βt)0≤t≤T be progressively measurable processes and ξ a
FT -measurable, square integrable random variable. Assume that α is bounded from below
and that the integrals
∫ t
0
αsds and
∫ t
0
|βs|ds are almost surely finite for every t ∈ [0, T ].
Any solution (Y, Z) with Z ∈M2(0, T ) to the linear BSDE
dYt = (αtYt + βt) dt+ ZtdWt
with YT = ξ admits the representation
Yt = E
[
ξe−
∫ T
t αsds −
∫ T
t
e−
∫ s
t αuduβsds|Ft
]
.
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Proof. Let (Y, Z) be a solution. Set
ϕt = Yte
− ∫ t0 αsds −
∫ t
0
e−
∫ s
0 αuduβsds.
Then by integration by parts we obtain
dϕt = e
− ∫ t0 αsdsZtdWt.
Since α is bounded from below and Z ∈ M2(0, T ), the integrand belongs to M2(0, T )
as well. Therefore ϕ is a martingale and consequently
ϕt = E[ϕT |Ft] = E
[
ξe−
∫ T
0 αsds −
∫ T
0
e−
∫ s
0 αuduβsds|Ft
]
,
which yields the claim.
123

6. Hedging forward positions: basis
risk versus liquidity costs
The aim of this chapter is to analyze the impact of cross-hedging opportunities on
liquidation strategies. On forward markets it happens frequently that liquidity increases
as time to delivery approaches. The reader is referred to the introduction of this thesis for
an illustrating example from energy markets. An immediate closure of an open forward
position therefore implies foregoing the option of reducing execution costs. Often there is
a proxy market, where a correlated asset is liquidly traded. This proxy market therefore
offers the opportunity of cross-hedging the risk inherent in an open position and to reduce
liquidity costs. However, prices in the primary and the proxy market are not perfectly
correlated. Therefore cross-hedging the open position in a proxy market entails basis
risk.
This chapter aims at describing the optimal trade-off between minimizing basis risk
and minimizing execution costs. The goal is to provide simple and explicit decision
rules that can guide practitioners in hedging their risk. To this end some simplifying
assumptions are made. Liquidity costs are interpreted as half of the bid-ask spread. In
other words, the liquidity costs for selling, respectively, buying one asset share are equal
to the absolute difference of the realized price to the midmarket price. The bid-ask
spread is an exogenously given stochastic process. In contrast to Chapter 4 it does not
depend on the order size. Allowing in addition for a volume-dependent price impact
would make it difficult to obtain explicit hedging strategies; one would have to fall back
on numerical methods.
There is an investor that has to close a short position in an illiquid asset within a given
time horizon [0, T ]; in addition she can hedge a part of her market risk by investing in
a positively correlated second (more liquid) asset. In order to reflect the interpretation
above, the stochastic liquidity costs are proportional to the amount traded. The risk
costs of the investor are given via a nondecreasing function of a quadratic form taking
into account the diversification of the portfolio.1 The aim of the investor is to minimize
an additive functional of liquidity and risk costs. Finding optimal position paths in the
two markets is formulated as a singular control problem (Section 6.1).
Section 6.2 draws on the well-known connection between singular control and optimal
stopping, see e.g. [43],[14],[36] and the references therein. However, the one-dimensional
results from the literature cannot always be directly applied to the two-dimensional
1This includes, e.g., the case where we can interpret the risk costs as the time average value-at-risk
of the portfolio. For another choice, the risk costs correspond approximately to the variance of the
portfolio for deterministic trading strategies.
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optimization problem of simultaneously finding the optimal illiquid asset and the cross
hedge position process. Hence a successive method for reducing the two-dimensional
optimization problem to one-dimensional problems is developed. By this means, it is
shown that the problem of finding optimal position strategies is equivalent to a family
of stopping problems.
The method is applied to three stylized case studies in which optimal hedges are derived
explicitly. In the first case study (see Section 6.3) trading becomes suddenly active at
a random time τ˜ : before τ˜ liquidity costs are constant equal to a high level K+, and
after τ˜ are equal to a lower level K−. The liquidity jump is modeled as the first jump
time of a Poisson process. In the second case study (see Section 6.4) liquidity costs are
deterministic nonincreasing functions. The influence of the speed with which liquidity
costs decay is studied. Increasing and decreasing speed are distinguished; in other words,
costs that are concave, respectively, convex over time. Finally, in Section 6.5, the risk
costs are given by a Brownian bridge in order to illustrate the method for a model with
more complex stochastic risk costs. The proofs of the results of Sections 6.3, 6.4 and 6.5
are presented in Appendices 6.6.1, 6.6.2 and 6.6.3, respectively.
6.1. A model with stochastic liquidity
Consider an agent aiming at closing a short forward position of an illiquid asset (e.g.
German natural gas as in the example of the introduction). We suppose that there is
an OTC forward market, where one can buy and sell the asset. We further assume that
there exists a more standardized and liquidly traded asset that is highly correlated with
the asset to be hedged. We will refer to the illiquid asset as the primary asset, and to
the liquid asset as the proxy of the illiquid asset.
Let x0 < 0 be the initial short position of the primary asset. We assume that the
agent has to close the position at the latest at time T > 0. The agent has the choice
between buying the illiquid asset on the forward market before time T or on the spot
market at time T . The spot price may also involve some transaction costs. We denote
by Kt the costs arising from a closure of one unit at t ∈ [0, T ]. We assume that K is
a nonnegative adapted stochastic process on a stochastic basis (Ω,F ,P,F = (Ft)t∈[0,T ]),
where F satisfies the usual conditions of right-continuity and completeness. Moreover
we suppose that the paths of K are ca`dla`g on [0, T ] (i.e. they are right-continuous and
possess left-hand limits). In the particular case studies, the dynamics of K and the
filtration F will be specified in more detail.
The proxy is assumed to be liquidly traded. Nevertheless, any acquisition of the proxy
will entail liquidity costs. For simplicity we assume that liquidity of the proxy is constant
over the period [0, T ], and we denote by L ∈ R+ half the bid ask spread. In addition
we assume that the agent must not have any proxy position at time T (e.g. because of
a physical settlement).2
2Cf. the motivating example about different gas market areas in Europe outlined in the introduction:
the forward position in Dutch gas has to be closed before the gas is physically delivered. Our model
does not treat the case where forwards are cash settled, i.e. where the proxy position does not need
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By a position process of the primary asset we mean any F-adapted process X : [0, T ]×
Ω → R that is ca`dla`g and satisfies XT = 0. Analogously, a proxy position Y : [0, T ] ×
Ω → R is a ca`dla`g F-adapted process satisfying YT = 0. We suppose that the initial
cross hedge position, the proxy position, is zero. We define X0− = x0 and Y0− = 0. Any
pair (X, Y ) satisfying the properties above will be referred to as a position strategy. The
set of all position strategies will be denoted by D(x0).
The overall execution costs entailed by a strategy (X, Y ) are given by
C(X, Y ) =
∫
[0,T ]
Ks|dXs|+ L
∫
[0,T ]
|dYs|,
where |dXs| denotes the integral with respect to the total variation of the path X over
the whole interval [0, T ]. Note that the integral includes the boundary of the interval
[0, T ], which means that∫
[0,T ]
Ks|dXs| = K0|X0 −X0−|+
∫
(0,T )
Ks|dXs|+KT |XT −XT−|.
Throughout we will assume that the forward price processes of the primary asset and
the proxy are martingales. Thus, the returns have zero expectation and the liquidation
is not affected by any directional views about the price processes (see also Remark 6.1.1).
A model with a nonzero drift can result in profits from trading even if no initial position
is to be closed; this makes it difficult to differentiate between optimal liquidation and
optimal investment. The additional analysis of optimal investment is not the focus of
this chapter (cf. the discussion about gas forward markets in Europe above).
The risk associated to a position strategy (X, Y ) will be defined by
R(X, Y ) =
∫ T
0
g(f(Xs, Ys))ds,
where f is a quadratic form and g : [0,∞)→ [0,∞) is a continuous and nondecreasing
function with g(0) = 0. More precisely, let
Σ =
(
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
)
be a covariance matrix and
f(x, y) = ( x y ) Σ
(
x
y
)
= σ21x
2 + 2ρσ1σ2xy + σ
2
2y
2.
Throughout we assume that ρ ≥ 0. One could assume the covariance matrix Σ to be
time-dependent, but to simplify notation we refrain from doing so.
For g(x) = λ
√
x with λ ≥ 0 one can interpret R(X, Y ) as the time average of the value-
at-risk associated to the position process (X, Y ) along the trading period [0, T ]. Indeed,
to be closed before delivery. It can, however, be easily extended to this case.
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recall the variance-covariance method for estimating the value-at-risk of a portfolio (see
e.g. Chapter 20 in [21] for an introduction). To this end suppose for simplicity that the
forward price returns over a fixed holding period (e.g. 10 trading days) of the primary
asset and the proxy asset are Gaussian, with covariance matrix Σ. The value-at-risk, at
level α ∈ (0, 1), of a portfolio with a constant position, during the holding period, of x
units of the primary asset and y units of the proxy is given by
a
√
( x y ) Σ
(
x
y
)
, (6.1)
where a is the α-quantile of the standard normal distribution. Many companies, as part
of their risk management, estimate the risk of their portfolios with a formula like (6.1)
(cf. the RiskMetric methodology [53]).
For g(x) = x, one can interpret R(X, Y ) as an approximation of the variance of the
portfolio value in a market without market frictions. Indeed, assume for a moment that
daily price returns are independent and have covariance Σ. For a deterministic strategy
(X, Y ) the integral R(X, Y ) is approximately equal to the variance of the portfolio value
over the whole trading period [0, T ]. In this context it was introduced in [4] for optimal
liquidation of a single asset with quadratic price impact costs; within the same frame-
work, the authors of [76] establish the equivalence of mean-variance minimization (for
deterministic strategies) and utility maximization of investors with CARA preferences
(for dynamic strategies). Subsequently similar quadratic additive risk functionals have
been used in different contexts by [32] and [48].
To keep things general, we only assume that g is continuously differentiable on (0,∞).
Moreover we assume that x 7→ g(f(x, y)) is convex for all y ≥ 0.
We suppose that the agent aims at minimizing the sum of the expected execution
costs and the portfolio’s risk. For (X, Y ) ∈ D(x0) we define the objective functional
J(X, Y ) = E [C(X, Y ) +R(X, Y )]
= E
[∫
[0,T ]
Ks|dXs|+
∫
[0,T ]
L|dYs|+
∫ T
0
g(f(Xs, Ys))ds
]
, (6.2)
where E is the expectation operator. Notice that the first two integrals in (6.2) include
a possible jump at time 0.
The value function is defined by
v(x0) = inf
(X,Y )∈D(x0)
J(X, Y ). (6.3)
As usual, we say that a position strategy is optimal if it attains the infimum in (6.3).
Optimal strategies in general are not absolutely continuous with respect to the Lebesgue
measure. We are, therefore, dealing with a singular stochastic control problem.
For the analysis of optimal strategies it is very helpful to keep in mind the optimal
cross hedge position in the case where it does not cost anything to cross hedge, i.e. if
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L = 0: for a given primary position X, the hedge position that minimizes the portfolio’s
risk R(X, Y ) is given by
Yt = −ρσ1
σ2
Xt.
We define h = ρσ1
σ2
and remark that h is frequently referred to as the minimum variance
hedge ratio (see e.g. [39], Chapter 3).
We close this section by observing that if forward prices are martingales, then a
strategy minimizing execution costs also minimizes the agent’s expected overall costs for
closing the short position.
Remark 6.1.1. We assume that the price of the primary asset (Pt)t∈[0,T ] is a continuous
martingale. The agent’s overall costs from following a position process X amount to∫
[0,T ]
PsdXs +
∫
[0,T ]
Ks|dXs|. Integrating by parts and using that XT = 0 yields∫
[0,T ]
PsdXs = −P0x0 −
∫ T
0
Xs−dPs.
Under suitable integrability assumptions on X the process t 7→ ∫ t
0
Xs−dPs is a martingale
starting in 0. This implies
E
[∫
[0,T ]
PsdXs +
∫
[0,T ]
Ks|dXs|
]
= −P0x0 + E
[∫
[0,T ]
Ks|dXs|
]
,
and, hence, the expected overall costs are the difference of the expected execution costs
and the initial book value P0x0. Similar considerations hold true for the proxy position,
which shows that (under suitable assumptions) minimizing the expected overall costs is
equivalent to minimizing just the expected execution costs.
6.2. Optimal positions via optimal stopping
In this section we show that the problem of finding optimal position processes is equiva-
lent to a family of stopping problems. To this end we first show that any optimal primary
position path is nondecreasing, and any optimal proxy position is at first nondecreasing
and then nonincreasing (Section 6.2.1). This allows us then to encode the optimal posi-
tion strategy by stopping times (Sections 6.2.2 and 6.2.3). Finally, we present a method
to successively determine the optimal position paths (Section 6.2.4).
6.2.1. Optimal position paths are (piecewise) monotone
We first show that the optimal position process X of the primary must be nondecreasing.
On the other hand, the optimal position for the proxy is only nondecreasing until the
“optimal” hedging position −hX is reached; afterward the process is nonincreasing: at
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all times it is given by −hX. In particular, this confirms the intuition that the optimal
hedge is at most the minimum variance hedge ratio.
We first require the following notation. For z ∈ R denote by A(z) the set of stochastic
processes on [0, T ] that are adapted, ca`dla`g and nondecreasing and that satisfy Zt ≥ z
for all t ∈ [0, T ]. We set Z0− = z. If z ≤ 0, then we denote by A0(z) the subset of
processes Z ∈ A(z) with ZT = 0.
Proposition 6.2.1. We have
v(x0) = inf{J(X, I ∧ −hX)|(X, I) ∈ A0(x0)×A(0)}.
Proof. Let (X, Y ) be an arbitrary pair of position paths in D(x0). Let X̂ be the smallest
adapted, ca`dla`g and nondecreasing process dominating X (i.e. X̂t = sup0≤s≤tXs) and
define
Y˜t = Yt ∧ −hX̂t.
The execution costs entailed by (X̂, Y˜ ) are smaller than the costs of (X, Y ). Moreover,
we have that f(X̂t, Y˜t) ≤ f(Xt, Yt), which implies that also the risk associated with
(X̂, Y˜ ) is smaller than the risk associated with (X, Y ). Therefore, J(X̂, Y˜ ) ≤ J(X, Y ).
Next define a new cross hedge via Ŷt = sup0≤s≤t Y˜s ∧−hX̂t. Then the execution costs
entailed by (X̂, Ŷ ) are smaller than or equal to the costs of (X̂, Y˜ ). Moreover, we have
f(X̂t, Ŷt) ≤ f(X̂t, Y˜t). This shows that there exists a strategy of the form Yt = It∧−hX̂t
with I ∈ A(0) such that Y is at least as good as Y˜ , i.e. J(X̂, Y ) ≤ J(X̂, Y˜ ).
Instead of determining optimal position paths in both assets simultaneously, we first
look at the problem of finding reciprocal optimal positions. This will give us some
qualitative insights into the shape of position paths that will allow us to determine an
optimal solution, at least in some cases.
We first explain how one can encode positions paths via family of stopping times. For
any Z ∈ A(z) we define the associated family of stopping times
τ(y) = τZ(y) = inf{t ≥ 0|Zt > y}, for all y ∈ [z,∞)
with the convention inf ∅ = +∞. Observe that the mapping [z,∞) 3 y 7→ τ(y) is right-
continuous and nondecreasing, and hence ca`dla`g. The process Z can be recovered from
(τ(y)), namely
Zt = inf{y ≥ z|τ(y) > t}. (6.4)
Indeed, any family of stopping times (τ(y))y≥z, such that [z,∞) 3 y 7→ τ(y) is right-
continuous and nondecreasing, defines a process Z ∈ A(z) via (6.4). Hence there is a
one-to-one correspondence betweenA(z) and T (z), the set of all such families of stopping
times. We remark that if a process Z ∈ A(z) is bounded from above, say by c, then the
process Z is encoded by the subfamily (τ(y))z≤y≤c.
We will frequently use the following change of variable formula (see also [71, Theorem
45, Chapter IV]).
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Lemma 6.2.2. For all measurable functions f : [0, T ]→ R+ we have∫
[0,T ]
f(t)dZt =
∫ ZT
z
f(τ(y))dy.
Proof. We first show the result for indicator functions of the form f = 1[0,t], t ∈ [0, T ].
Note that ∫
[0,T ]
1[0,t](s)dZs = Zt − z.
Since {Zt > y} ⊂ {τ(y) ≤ t} ⊂ {Zt ≥ y}, we have∫ ZT
z
1[0,t](τ(y))dy ≤
∫ ZT
z
1{Zt≥y}dy = Zt − z,
and ∫ ZT
z
1[0,t](τ(y))dy ≥
∫ ZT
z
1{Zt>y}dy = Zt − z,
which proves that
∫ ZT
z
1[0,t](τ(y))dy = Zt − z.
The result follows now by a straightforward monotone class argument.
6.2.2. Optimal primary position via optimal stopping
By Lemma 6.2.1 any optimal cross hedge is the minimum of a nondecreasing process I
and the weighted primary position −hXt. In this section we determine the optimal X
for a given process I. Throughout this subsection we fix I ∈ A(0). For any X ∈ A0(x0)
we define an associated cross hedge Y (X)t = It ∧−hXt, t ∈ [0, T ]. We will usually omit
the dependence on X and simply write Y for Y (X). Notice that f(Xt, Yt) = f˜(ω, t,Xt),
where
f˜(ω, t, x) =
{
(1− ρ2)σ21x2 if − hx ≤ It(ω),
σ21x
2 − 2ρσ1σ2It(ω)x+ σ22I2t (ω) else.
We can formulate the problem of finding an optimal X for the given process I as follows:
inf
X∈A0(x0)
E
[∫
[0,T ]
KsdXs + L
∫
[0,T ]
|dIs ∧ −hXs|+
∫ T
0
g(f˜(s,Xs))ds
]
. (6.5)
The next proposition shows how to derive an optimal primary position path X from the
solutions of a family of stopping problems.
Proposition 6.2.3. Let I ∈ A(0) and fix the cross hedge Yt = It ∧ −hXt. For all
x ∈ [x0, 0] let τ(x) be a solution of the stopping problem
inf
τ∈[0,T ]
E
[
2Lh1{τ>τI(−hx)} +Kτ −
∫ τ
0
g′(f˜(s, x))f˜x(s, x)ds
]
(6.6)
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such that (τ(x)) ∈ T (x0). Then the process X given by
Xt = inf{x ∈ [x0, 0]|τ(x) > t} ∧ 0
is optimal for (6.5).
Remark 6.2.4. We give the following interpretation of the stopping problems (6.6).
Instead of finding the optimal entire position path X in the first place, we may also
answer the question of when to buy the infinitesimal unit dx located at x ∈ [x0, 0] and
concatenate the position path afterward. Determining this optimal point in time τ(x)
means to find an optimal tradeoff between three terms. First, the term Kτ represents
the marginal costs for buying one unit. Second, the integral − ∫ τ
0
g′(f˜(s, x))f˜x(s, x)ds
accounts for risk savings: the sooner the unit located at x is bought, the smaller the
marginal risk it contributes to the aggregate risk, since g′(f˜(s, x))f˜x(s, x) ≥ 0. Finally,
the term 2Lh1{τ>τI(−hx)} represents the costs incurred in the proxy position: If the unit
at x is cross hedged (τ > τ I(−hx)) we need to account for the costs of 2L; else there
are no cross hedging costs.
Proof. Let (τ I(y))y≥0 be the family of stopping times associated to I and let (τ(x))x≥x0
be the family encoding a process X ∈ A0(x0). The change of variable formula of Lemma
6.2.2 implies that the costs in the primary asset satisfy∫
[0,T ]
KsdXs =
∫ 0
x0
Kτ(x)dx. (6.7)
Observe next that maxs∈[0,T ](Is ∧ −hXs) = sup{y ≥ 0|τ(− yh) > τ I(y)}. Hence the
execution costs in the secondary asset are given by
L
∫
[0,T ]
|dIs ∧ −hXs| = 2L
∫ −x0/h
0
1{τ(− y
h
)>τI(y)}dy = 2Lh
∫ 0
x0
1{τ(x)>τI(−hx)}dx.
The risk term satisfies∫ T
0
g(f˜(s,Xs))ds = −
∫ T
0
(∫ 0
Xs
g′(f˜(s, x))f˜x(s, x)dx− g(f˜(s, 0))
)
ds (6.8)
= −
∫ 0
x0
∫ τ(x)
0
g′(f˜(s, x))f˜x(s, x)dsdx+
∫ T
0
g(f˜(s, 0))ds.
The previous calculations show that we can write the sum of time integrals in the
expectation of (6.5) as an integral with respect to the position variable x. The functional
in (6.5) is minimized if and only if the associated stopping times are optimal in (6.6).
6.2.3. Optimal cross hedges via optimal stopping
The previous subsection describes how to derive optimal primary positions for a given
proxy process. In this subsection we consider the opposite problem: for a given primary
position process we characterize the optimal cross hedge.
132
6.2. Optimal positions via optimal stopping
Throughout let X be a fixed primary asset position process. We can formulate the
problem of finding an optimal Y as follows:
inf
I∈A(0)
E
[∫
[0,T ]
KsdXs + L
∫
[0,T ]
|dIs ∧ −hXs|+
∫ T
0
g(f˜(s,Xs))ds
]
. (6.9)
Problem (6.9) can again be reduced to a family of stopping problems.
Proposition 6.2.5. Let y¯ = −hx0. For all y ∈ [0, y¯] let τ(y) be the solution of the
stopping problem
inf
τ∈[0,T ]
E
[∫ τ
0
g′(f(Xs, y))[fy(Xs, y)]−ds− 2L1{τ=T}
]
(6.10)
such that (τ(y)) ∈ T (0). Then a cross hedging strategy Y for which the infimum in (6.9)
is attained is given by
Yt = It ∧ −hXt,
where the process I is the right continuous inverse of τ(y), i.e. It = inf{y ∈ [0, y¯)|τ(y) >
t}.
Proof. Let (τ(y))y≥0 = (τ I(y))y≥0 ∈ T (0) be the family of stopping times which are
optimal in (6.10). By (τX(x))x≥x0 we denote the family of stopping times encoding X.
Then τ(y) is also optimal in the problem
inf
τ∈[0,T ]
E
[
1{τ<τX(− y
h
)}
(
2L+
∫ τX(− y
h
)
τ
g′(f(Xs, y))fy(Xs, y)ds
)]
(6.11)
such that τ ∈ T (0). Indeed, (6.11) can be rearranged as
E
[
1{τ<τX(− y
h
)}
(
2L+
∫ τX(− y
h
)
τ
g′(f(Xs, y))fy(Xs, y)ds
)]
= E
[
1{τ<τX(− y
h
)}
(
2L−
∫ T
τ
g′(f(Xs, y))[fy(Xs, y)]−ds
)]
= 2L− E
[∫ T
0
g′(f(Xs, y))[fy(Xs, y)]−ds
]
+E
[∫ τ
0
g′(f(Xs, y))[fy(Xs, y)]−ds− 2L1{τ≥τX(− y
h
)}
]
,
where we used the fact that t ≤ τX(− y
h
) is equivalent to fy(Xt, y) ≤ 0. Hence, (6.11) is
equivalent to
inf
τ∈[0,T ]
E
[∫ τ
0
g′(f(Xs, y))[fy(Xs, y)]−ds− 2L1{τ≥τX(− y
h
)}
]
. (6.12)
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Since fy(Xt, y) ≥ 0 for t ≥ τX(− yh), we can restrict ourselves to stopping times taking
values in [0, τX(− y
h
)) ∪ {T}, which implies that τ(y) is optimal in (6.12).
Next, define It = inf{y ∈ [0, y¯)|τ(y) > t} and Yt = It ∧ −hXt. Then we have
L
∫
[0,T ]
|dYs| = 2L
∫ y¯
0
1{τ(y)<τX(− y
h
)}dy.
The risk term of the objective functional can be represented as follows:∫ T
0
g(f(Xs, Ys))ds =
∫ T
0
(∫ Ys
0
g′(f(Xs, y))fy(Xs, y)dy + g(f(Xs, 0))
)
ds
=
∫ y¯
0
∫ τX(− y
h
)
τ(y)
g′(f(Xs, y))fy(Xs, y)ds1{τ(y)<τX(− y
h
)}dy
+
∫ T
0
g(f(Xs, 0))ds.
Hence, the objective functional is given by
J(0) = E
[∫ y¯
0
(
2L1{τ(y)<τX(− y
h
)} +
∫ τX(− y
h
)
τ(y)
g′(f(Xs, y))fy(Xs, y)ds1{τ(y)<τX(− y
h
)}
)
dy
+
∫ T
0
g(f(Xs, 0))ds+
∫
[0,T ]
Ks|dXs|
]
.
Since τ(y) is optimal in (6.11), we obtain that I is optimal as well.
If the optimal cross hedging strategy Y is nonincreasing after a possible jump at
time 0, then It is constant and the problem of finding the optimal cross hedge reduces
to finding the optimal initial cross hedge level, a considerably simpler problem. The
following example shows, however, that this simplification is not always possible.
Example 6.2.6. Suppose you have a short position of x0 < 0 in the primary asset
and you ask a counterparty to make a sell offer at a price that, in your view, includes
no liquidity premium. The counterparty is indecisive about whether to make the offer
and asks for some time for consideration. Do you cross hedge until the decision? The
following example shows that if you think that the counterparty will accept with a high
probability, then you do not cross hedge. It also shows that a cross hedging process Y is
not necessarily nonincreasing after time 0.
Consider a nonincreasing cost process K that takes only two values K+ and K−, where
K+ > K−. For simplicity we assume K− = 0. Suppose that at a deterministic time
δ ∈ (0, T ) the process jumps from K+ to the lower level K− with probability p ∈ (0, 1).
With probability 1 − p the process stays constant equal to K+ and jumps to the lower
level only at T . There are only two scenarios for the cost process, and the scenario the
process takes is revealed to the agent at δ.
We suppose that σ1 = σ2 = σ > 0, that g(x) =
√
x and that
σ2(1− ρ2)T + 2Lρ < K+. (6.13)
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The latter condition implies that it is not optimal to buy a unit of the primary asset
before the cost process jumps. The optimal primary asset position is given by
Xt =
{
x0 if Kt = K+,
0 if Kt = K−,
for t ∈ [0, T ]. We suppose that the cross hedging costs L are low in comparison to the
risk entailed by keeping the position open over the whole trading period. More precisely,
assume that
2L < σ(T − δ) and 2L
√
1− ρ2√
σ2(T − δ)2 − 4L2 < ρ. (6.14)
Condition (6.14) guarantees that
y2 =
(
ρ− 2L
√
1− ρ2√
σ2(T − δ)2 − 4L2
)
(−x0)
is positive. By Proposition 6.4.2 it is optimal to cross hedge with a position of y2 between
δ and T if there has been no jump at δ. Let Y be the strategy that is constant equal to
y ∈ [y2, 0] on [0, δ), and constant equal to y2 on [δ, T ) if there has been no jump. Define
A(y) = E
[∫
[0,T ]
Ks|dXs|+
∫
[0,T ]
L|dYs|+
∫ T
0
√
f(Xs, Ys)ds
]
and observe that
A(y) = 2Lpy + 2L(1− p)y2 + δ
√
f(x0, y) + (T − δ)(1− p)
√
f(x0, y2).
Now suppose that
p >
δσ
2L
∈ (0, 1). (6.15)
Then the derivative ∂A
∂y
is nonpositive on [0,−ρx0], which implies that the minimum of
A(y) on [0,−ρx0] is attained at y = 0. This shows that it is optimal not to build up any
cross hedge before δ.
For the parameters K+ = 1, L = 0.1, T = 1, δ = 0.1, σ = 1, ρ = 0.9 and p = 0.9 the
conditions (6.13), (6.14) and (6.15) are satisfied.
6.2.4. Successive determination of optimal position paths
If the optimal cross hedging process is nonincreasing after time 0, then one can use an
iterative procedure for determining optimal positions. This will be the case in the case
studies presented in Sections 6.3 and 6.4. In this subsection we describe this iterative
procedure.
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Assume that the optimal cross hedge Y (X) associated to any X ∈ A0(x0) is nonin-
creasing after 0. Then the value function (6.3) satisfies
v(x0) = inf
X∈A0(x0)
inf
y≥0
E
[∫
[0,T ]
KsdXs + 2Ly +
∫ T
0
g(f(Xs, y ∧ −hXs))ds
]
= inf
y≥0
(
2Ly + inf
X∈A0(x0)
E
[∫
[0,T ]
KsdXs +
∫ T
0
g(f¯(Xs, y))ds
])
, (6.16)
with
f¯(x, y) =
{
(1− ρ2)σ21x2 if − hx ≤ y,
σ21x
2 − 2ρσ1σ2xy + σ22y2 else.
Suppose that we can solve, for any y ≥ 0, the problem
w(x0, y) := inf
X∈A0(x0)
E
[∫
[0,T ]
KsdXs +
∫ T
0
g(f¯(Xs, y))ds
]
. (6.17)
Moreover assume that there exists a y∗ ≥ 0 for which the infimum in
v(x0) = inf
y≥0
{2Ly + w(x0, y)} (6.18)
is attained. Then the optimal primary asset position is given by the process X∗ that
solves (6.17) for y = y∗; the optimal cross hedge position is given by Y ∗t = y
∗ ∧ −hX∗t
for all t ∈ [0, T ].
The next proposition shows that the optimal solution of the auxiliary problem (6.17)
can again be characterized by a family of stopping times.
Proposition 6.2.7. For all x ∈ [x0, 0] let τ(x) be the solution of the stopping problem
inf
τ∈[0,T ]
E
[
Kτ − τg′(f¯(x, y0))f¯x(x, y0)
]
.
Then an optimal primary position X for (6.17) is given by
Xt = inf{x ∈ [x0, 0]|τ(x) > t} ∧ 0.
Proof. A change of variables as performed in Equations (6.7) and (6.8) implies the
result.
6.2.5. The case of costless cross hedging
In the case without cross hedging costs the problem of finding optimal position paths
can be considerably simplified. If L = 0, it is optimal to perform a minimum variance
hedge in the proxy position Y = −hX. The two-dimensional singular control problem
(6.3) thus reduces to a one dimensional problem, which again can be formulated as a
collection of stopping problems. The results are summarized in the following corollary.
We set G(x) = g((1− ρ2)σ21x2).
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Corollary 6.2.8. Assume that L = 0. For all x ∈ [x0, 0] let τ(x) be the solution of the
stopping problem
inf
τ∈[0,T ]
E [Kτ − τG′(x)]
such that (τ(x)) ∈ T (x0). Let X denote its right-continuous inverse
Xt = inf{x ∈ [x0, 0]|τ(x) > t} ∧ 0.
Then (X,−hX) ∈ D(x0) is optimal in (6.3).
Proof. It follows from Proposition 6.2.5 that for any primary position pathX the optimal
proxy position path is −hX. Then Proposition 6.2.3 implies the result.
6.3. Case study: Active trading kicks in at a random
time
Trading of forwards usually becomes active as soon as the time to the delivery date falls
below a certain time threshold. For example, a month forward may be actively traded
during the three months before delivery; but not if the delivery date lies more than three
months ahead. The trading community usually latently agrees upon a time at which
they start trading a forward. Acquiring a forward before the active trading period calls
for an additional liquidity premium. Once the trading has become active, the additional
premium is no longer asked for. Liquidity in this case does not increase uniformly, but
comes suddenly.
The precise time when trading of a particular forward becomes active, however, is
often not predictable. Traders can have expectations about when active trading starts,
but the precise starting date can be random. In this section we assume that liquidity
increases at a random time before maturity, at which active trading kicks in and hence
turns the forward market liquid. We have an illiquid trading period before the kick-
in date and a liquid one afterwards. For simplicity we assume that the liquidity costs
K are constant before respectively after the kick-in date: K jumps at a random time
τ˜ ∈ [0, T ] from a higher level K+ > 0 to a lower level K− ∈ [0, K+). We model τ˜ as the
first jump time of an inhomogeneous Poisson process with nondecreasing jump intensity.
More precisely, let ξ be a random variable with standard exponential distribution and
γ : R+ → [0,∞] a nondecreasing function with γ 6= 0. Define Γ(t) =
∫ t
0
γ(s)ds and
τ˜ = Γ−1(ξ). Notice that τ˜ has the same distribution as the first jump time of a Poisson
process with jump intensity γ(t) at time t. We assume that Γ(T ) = ∞; hence, τ˜ ≤ T
almost surely (in other words, there is a period with active trading). Moreover, we
suppose that the filtration F is generated by K.
We start by making two observations:
(i) Every optimal liquidation strategy (X, Y ) satisfies Xt = Yt = 0 for all t ≥ τ˜ .
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(ii) Since X is adapted to the filtration generated by K, we have
Xt = x(t)1{t<τ˜} (6.19)
for some deterministic, nondecreasing function x : [0, T ]→ R−.
We will first show that the optimal cross hedge is monotone, i.e. it is optimal to build
up an initial cross hedge position and then to reduce it simultaneously with the primary
asset (Section 6.3.1). This result allows us to use the iterative procedure from Section
6.2.4 for calculating the optimal positions. Proposition 6.2.7 implies that the optimal
primary position is of the form Xt = x1{t<τ˜}, with x ≤ 0 depending on the initial cross
hedge position (Section 6.3.2). We then obtain the optimal initial cross hedge as the
position y∗ for which the infimum in (6.18) is obtained. Since the primary is constant up
to the jump time τ˜ , this implies that the optimal cross hedge is given by Yt = y
∗1{t<τ˜}.
The optimal positions, depending on the expected jump time, will be explicitly given
in the case where the risk is measured with g(x) = λ
√
x; in this case, λ ≥ 0 can be
interpreted as a risk aversion parameter (Section 6.3.3). The proofs of the results of this
section are presented in Appendix 6.6.1.
6.3.1. Optimal cross hedges are static
In this subsection we show that the stopping times τ(y) solving the stopping problem
(6.10) are either constant equal to 0 or equal to T . In view of Proposition 6.2.5 this
means that the optimal cross hedge for any given primary position process X ∈ A0(x0)
is nonincreasing after time 0. We can thus use the iterative procedure described in
Subsection 6.2.4 for determining optimal strategies.
Proposition 6.3.1. Let X ∈ A0(x0) be a primary position path. Then for every y ∈
[0,−hx0] there exists an optimal stopping time τ(y) for (6.10) that takes values only
in {0, T}. In particular, there exists an optimal cross hedging strategy Y of the form
Yt = y
∗ ∧ −hXt for some y∗ ∈ [0,−hx0] attaining the infimum in (6.9).
6.3.2. Optimal primary position paths are static
Proposition 6.3.1 implies that optimal cross hedging strategies are of the form Yt =
y ∧ −hXt for some y ∈ [0,−hx0]. We define Y0− = y. We can use Proposition 6.2.7
to obtain optimal primary position paths from solving the following family of stopping
problems
inf
τ∈[0,T ]
E [Kτ − τα(x)] , (6.20)
where α(x) = g′(f¯(x, y))f¯x(x, y). We make the following two observations:
(i) Every optimal stopping time fulfills τ ≤ τ˜ almost surely (else the stopping time
τ ′ := τ ∧ τ˜ performs strictly better since α(x) ≤ 0).
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(ii) Let τ be a stopping time such that τ ≤ τ˜ . For measurability reasons there exists
a time t ∈ [0, T ] such that τ = τt := t ∧ τ˜ .
The next proposition describes the stopping time solving (6.20). To this end define
x¯ = max
{
x ≤ 0|α(x) ≤ −E[K+ −Kτ˜ ]
E[τ˜ ]
}
.
Proposition 6.3.2. Let τ(x) = 0 for x ∈ (−∞, x¯) and τ(x) = τ˜ for x ∈ [x¯, 0]. Then
τ(x) is an optimal stopping time for (6.20).
6.3.3. Explicit optimal strategies
In this subsection we derive explicit position paths for a specific choice of the risk func-
tion. More precisely, we choose g(f(x, y)) = λ
√
f(x, y) with λ ≥ 0. This corresponds to
a first order approximation of the position’s value-at-risk. From the preceding sections
we know that optimal strategies are static, i.e. X∗t = x
∗1{t<τ˜} and Y ∗t = y
∗1{t<τ˜}. We
will derive explicit formulas for x∗ and y∗ in terms of the model parameters. To this end
we distinguish several cases.
Proposition 6.3.3. Let ∆K = K0 − E[Kτ˜ ] and
M =
σ2
σ1
(
∆Kρ−
√
(1− ρ2)(λ2σ21E[τ˜ ]2 −∆K2)+
)
.
1. If ∆K ≤ λσ1
√
1− ρ2E[τ˜ ], then it is optimal to close the primary position imme-
diately and not to cross hedge, i.e. x∗ = y∗ = 0.
2. If ∆K ≥ λσ1E[τ˜ ], then it is optimal to keep the primary position open and to
hedge with y∗ = −σ1
σ2
max
(
0, ρ− 2L
√
1−ρ2√
(λ2σ22E[τ˜ ]
2−4L2)+
)
x0 units of the proxy.
3. Suppose that λσ1
√
1− ρ2E[τ˜ ] ≤ ∆K < λσ1E[τ˜ ]. If M ≤ 2L, then it is optimal to
close the primary position immediately and not to cross hedge.
If M ≥ 2L, then it is optimal to keep the primary position open and to hedge with
y∗ = −σ1
σ2
(
ρ− 2L
√
1−ρ2√
(λ2σ22E[τ˜ ]
2−4L2)+
)
x0 units of the proxy.
6.4. Case study: Deterministic liquidity costs
In this section we turn to deterministic continuous liquidity processes K and derive
explicit optimal strategies. The optimal position paths are essentially determined by
the time decay of liquidity costs.
If the position of the primary and the proxy is constant equal to (x, y) on [t, T ), then
the associated risk decays linearly in t at a rate of g(f(x, y)). The liquidity costs implied
by buying one unit of the primary asset decrease at rate K˙t. Suppose now that the
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initial liquidity costs are high compared to the risk such that it is not optimal to buy a
unit of the primary asset at t = 0. If K˙t is nonincreasing, then the costs do not decrease
faster than linearly. Hence costs remain high relative to the risk and it is optimal not
to buy before T . In Section 6.4.1 we confirm this intuition by showing that it is optimal
to close the whole position either immediately or at T if K˙t is nonincreasing (i.e. if K
is concave). In Section 6.4.2 we treat the case where K is convex. The proofs of the
results of this section are presented in Appendix 6.6.2.
6.4.1. Concave decay of liquidity costs
Assume that K is concave and deterministic.
Since no randomness is involved in the model set-up, we can restrict ourselves to
deterministic execution strategies. First, we consider the problem of finding optimal
cross hedging strategies for a fixed primary position path X. Note that for every y ≤ 0
the mapping
t 7→
∫ t
0
g′(f(Xs, y))[fy(Xs, y)]−ds− 2L1{t=T}
is nondecreasing on [0, T ) with a possible downward jump at time T . Hence, it attains
its minimum at 0 or T . Proposition 6.2.5 implies that optimal cross hedges are of the
form Yt = y ∧ −hXt for some y ≥ 0. Next, we use Proposition 6.2.7 and consider the
stopping problem
inf
t∈[0,T ]
(
Kt − tg′(f¯(x, y))f¯x(x, y)
)
.
Concavity of K implies that 0 or T are optimal. Hence, the static path Xt = 1{t<T}x(y)
with
x(y) = max{x ≤ 0|K0 ≤ KT − g′(f¯(x, y))f¯x(x, y)T}
is optimal.
For the specific choice g(x) = λ
√
x we can perform calculations similar to those in
Section 6.3.3. The next proposition provides explicit optimal strategies. To simplify
notation we define ∆K = K0 −KT and the nonnegative number
A = −σ1
σ2
max
(
0, ρ− 2L
√
1− ρ2√
(λ2σ22T
2 − 4L2)+
)
x0. (6.21)
Proposition 6.4.1 (Concave case). Suppose that g(x) = λ
√
x (λ ≥ 0) and that K is
decreasing and concave on [0, T ]. Then there exists an optimal strategy that is static,
i.e. of the form
X∗t = x
∗1[0,T )(t), Y ∗t = y
∗1[0,T )(t), (6.22)
with x∗ ≤ 0 and y∗ ≥ 0. The optimal positions are as follows:
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(C1) If ∆K ≤ λσ1
√
1− ρ2T , then it is optimal to close the primary position immedi-
ately and not to cross hedge, i.e. x∗ = y∗ = 0.
(C2) If ∆K ≥ λσ1T , then it is optimal to keep the primary position open and to hedge
with y∗ = A proxy contracts.
(C3) If λσ1
√
1− ρ2T ≤ ∆K ≤ λσ1T and σ2σ1
(
∆Kρ−√(1− ρ2)(λ2σ21T 2 −∆K2)) ≤
2L, then it is optimal to close the primary position immediately and not to cross
hedge.
(C4) If λσ1
√
1− ρ2T ≤ ∆K ≤ λσ1T and σ2σ1
(
∆Kρ−√(1− ρ2)(λ2σ21T 2 −∆K2)) ≥
2L, then it is optimal to keep the primary position open and to hedge with y∗ = A
proxy contracts.
In the following, we give a brief economic interpretation. In case (C1) the additional
liquidity costs from an early closure are smaller than the risk entailed by keeping the
primary position open until T . Since the speed of the cost decay is nondecreasing, it
cannot be optimal to close the position at an intermediate point between 0 and T . It is,
therefore, optimal to close the primary position immediately. Consequently, there is no
need for a cross hedge.
In case (C2) the additional liquidity costs exceed the risk, even if no hedge is per-
formed. Again it is not optimal to close the position at an intermediate point between 0
and T ; hence it is optimal to keep the primary position open until T . The optimal cross
hedge position is static, too and can be derived by a straightforward calculation. Notice
that if the costs L for trading the proxy are high, then no cross hedge position is taken.
If the initial liquidity costs lie between ρσ2T and σ2T , then the costs for a cross hedge
determine whether or not it is optimal to close the primary position immediately. In
case (C3) the costs are too high; hence the position is closed at t = 0, and no cross hedge
is performed. In case (C4) the liquidity costs are low; it is optimal to keep the primary
position open and to cross hedge.
From Proposition 6.4.1 we derive a simple decision rule for whether to cross hedge or
not. It is described in Corollary 6.4.2 and illustrated in the decision tree in Figure 6.1.
Corollary 6.4.2. Let the assumptions of Proposition 6.4.1 hold true and
L¯ =
σ2
2σ1
(
∆Kρ−
√
(1− ρ2)(λ2σ21T 2 −∆K2)+
)
. (6.23)
The optimal positions in (6.22) are as follows:
1. If L < L¯, then it is optimal to keep the primary position open and to cross hedge
with A units of the proxy; i.e. x∗ = x0 and y∗ = A.
2. If L ≥ L¯, then it is optimal not to cross hedge (i.e. y∗ = 0). Whether it is optimal
to immediately close the primary position depends on the size of the cost increment.
If ∆K ≥ λσ1T , then x∗ = x0. If ∆K < λσ1T , then x∗ = 0.
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L ≥ L¯
∆K ≥ λσ1T
keep primary open
do not cross hedge
yes
close primary
do not cross hedge
no
yes
keep primary open
cross hedge with A units
no
Figure 6.1.: Decision tree when K is concave. The constants A and L¯ are defined in (6.21) and (6.23).
, respectively.
6.4.2. Convex decay of liquidity costs
If the speed of the cost decay decreases, then it can be reasonable for the agent to
postpone the liquidation of the primary position, even if immediate liquidity costs are
smaller than the additional risk that this unit entails. Essentially it is optimal to buy
as soon as the cost saving rate does not exceed the rate of the additional risk.
In the following we suppose that the liquidity cost process K is strictly convex and
K ∈ C1, which means that the cost saving rate is decreasing in time. Note that this
implies that K˙ is strictly increasing and hence invertible. Moreover we assume that
there are no cross hedging costs: L = 0.3 We are thus in the framework of Subsection
6.2.5. The optimal stopping problem of Corollary 6.2.8 reads
inf
τ∈[0,T ]
E[Kτ − τG′(x)], (6.24)
where G(x) = g((1 − ρ2)σ21x2) for x ∈ [x0, 0]. Note that G is convex and continuously
differentiable, and G′(x) ≤ 0 for x ≤ 0.
As no randomness is involved the optimal time solving (6.24) is deterministic and is
given by
t(x) =

T if G′(x) ≥ K˙T ,
(K˙)−1(G′(x)) if K˙0 ≤ G′(x) < K˙T ,
0 if G′(x) < K˙0.
It is straightforward to show that x 7→ t(x) is continuous and nondecreasing on (−∞, 0].
3This assumption allows us to derive explicit results while it does not contradict the main economic
idea of this section.
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We set
b = max{x ≤ 0|G′(x) ≤ K˙0},
a = min{x ≤ 0|G′(x) ≥ K˙T},
where we use the convention min ∅ = 0 and max ∅ = −∞. Note that 0 ≥ a ≥ b ≥ −∞.
Proposition 6.2.3 implies that the optimal primary asset position trajectory can be
recovered as the inverse of the mapping t(x). The next proposition describes the optimal
strategy precisely.
Proposition 6.4.3. Suppose that L = 0 and that K is decreasing, continuously differ-
entiable and strictly convex on [0, T ]. The optimal primary position strategy (Xt)t∈[0,T ]
of closing x0 < 0 is given as follows:
1. At time t = 0 it is optimal to buy the amount of (b− x0)+, i.e. X0 = max{x0, b}.
2. The position is continuously increased between t(X0) and t(a). More precisely, the
optimal position at t ∈ [t(X0), t(a)) is given by Xt = (G′)−1(K˙t).
3. The remaining open position that has to be closed at time T is given by a∨x0 (note
that a may be zero).
The optimal cross hedge position is Yt = −hXt.
If the risk is measured with g(x) = λ
√
x, then it is optimal to close the primary
position in one go. Notice that in this case the risk is linear in the position size. Also
the liquidity costs are proportional to the position size. Therefore, as soon as it is
optimal to buy one unit of the primary asset, it is optimal to close the whole primary
position immediately.
Corollary 6.4.4 (Strict convex case). Suppose that the assumptions of Proposition 6.4.3
hold true and that g(x) = λ
√
x.
1. If K˙(T ) < −λσ1
√
1− ρ2, then the optimal position processes are given by X∗ =
x01[0,T ) and Y
∗ = −hx01[0,T ).
2. If K˙(0) > −λσ1
√
1− ρ2, then the optimal position processes are given by X∗ =
Y ∗ = 0.
3. If λσ1
√
1− ρ2 ∈ [−K˙(T ),−K˙(0)], then the optimal buying time is given by
t∗ = (K˙)−1(−λσ1
√
1− ρ2),
and X∗ = x01[0,t∗) and Y ∗ = −hx01[0,t∗) are the optimal position processes.
Proof. Notice that in this case the derivative G′ is constant equal to λσ1
√
1− ρ2. In
particular, the points a and b are equal either to 0 or −∞. The result now follows
directly from Proposition 6.4.3.
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6.5. Case study: Brownian bridge liquidity costs
In this section we suppose that the liquidity cost process K evolves according to a
Brownian bridge. We fix an initial value K+ > 0 and a terminal value 0 < K− ≤ K+.
The volatility is denoted by σ > 0. Then the dynamics of K are given by
dKt = −Kt −K−
T − t dt+ σdWt,
where W is a Brownian motion. The filtration F is generated by W . Moreover we
assume that there are no cross hedging costs, i.e. L = 0.
Notice that the process K can become negative. In order to have a recourse to the
method developed in Subsection 6.2.5, we allow only for nondecreasing position processes
X, i.e. we restrict the set of primary position processes to A0(x0).
Again we can determine optimal position paths explicitly. To this end we introduce
the following notations. We refer to Φ as the cumulative distribution function of the
standard normal distribution. We denote by B the solution of the equation
√
2pi(1−B2)eB
2
2 Φ(B) = B
(B ≈ 0.8399). Moreover we introduce the process
Zt =
K− −Kt − σB
√
T − t
T − t .
Recall from Subsection 6.2.5 that G(x) = g((1 − ρ2)σ21x2). We obtain the following
result; the proof is presented in Appendix 6.6.3.
Proposition 6.5.1. If G is strictly convex, then the optimal primary position process
X in A0(x0) is given by the running maximum of the process (G′)−1(Z) cut off at 0:
Xt = sup
s≤t
(
(G′)−1(Zs)
) ∧ 0. (6.25)
If G is linear (i.e. g(x) =
√
x), then it is optimal to close the whole primary position in
one go at the first time when Z falls below the level −λ√1− ρ2σ1:
Xt = x01{t<τ}
with
τ = inf{s ≥ 0|Zs ≥ −λ
√
1− ρ2σ1}.
In both cases the optimal proxy position process is given by Yt = −hXt.
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6.6. Appendix
6.6.1. Proofs of the results of Section 6.3
For the proof of Proposition 6.3.1, we first require some preliminary considerations. We
fix a primary position process Xt = x(t)1{t<τ˜} as in (6.19). For ease of notation we
introduce the nonnegative, nonincreasing function
φ(t) = [fy(x(t), y)]
−g′(f(x(t), y))
and the process
At =
∫ t
0
φ(s)1{s<τ˜}ds− 2L1{t=T},
where we suppress the dependence on X and y. Then the stopping problem (6.10) can
be rewritten as
inf
τ∈[0,T ]
E[Aτ ]. (6.26)
Furthermore we introduce the mapping
β(t) =
∫ T
t
φ(s)P (s < τ˜ |t < τ˜)ds.
Notice that β is nonincreasing. Indeed, we have β(t) = eΓ(t)
∫ T
t
φ(s)e−Γ(s)ds, and hence
the monotonicity of γ and φ imply
β′(t) = γ(t)eΓ(t)
∫ T
t
φ(s)e−Γ(s)ds− φ(t)
≤ φ(t)
(
eΓ(t)
∫ T
t
γ(s)e−Γ(s)ds− 1
)
= −φ(t)e−(Γ(T )−Γ(t)) ≤ 0.
We proceed with two auxiliary lemmas.
Lemma 6.6.1. Assume that β(t) ≤ 2L for all t ∈ [0, T ]. Then τ = T is an optimal
stopping time of (6.26).
Proof. For s ≥ t we have
E[1{s<τ˜}|Ft] = 1{t<τ˜}P (s < τ˜ |t < τ˜).
Thus we obtain for all t ∈ [0, T ]
E[AT − At|Ft] =
∫ T
t
φ(s)E[1{s<τ˜}|Ft]ds− 2L = 1{t<τ˜}β(t)− 2L ≤ 0.
This implies that the Snell envelope U of A is given by Ut = E[AT |Ft] and that τ = T
is optimal.
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Lemma 6.6.2. Let a = inf{t ≥ 0|β(t) ≤ 2L} ≤ T . Then we have for all t ≤ r ≤ a∫ r
t
φ(s)P (s < τ˜ |t < τ˜)ds ≥ 2LP (τ˜ ≤ r|τ˜ > t). (6.27)
Proof. Note first that (6.27) is equivalent to∫ r
t
φ(s)P (s < τ˜)ds ≥ 2LP (t < τ˜ ≤ r).
Since β is nonincreasing we have∫ r
t
φ(s)P (s < τ˜)ds = P (t < τ˜)β(t)− P (r < τ˜)β(r)
≥ P (t < τ˜ ≤ r)β(r)
≥ 2LP (t < τ˜ ≤ r),
which completes the proof.
Proof of Proposition 6.3.1. If β(0) < 2L, then Lemma 6.6.1 implies that τ ∗ = T is an
optimal stopping time.
For the rest of the proof assume that β(0) ≥ 2L. Let N ∈ N and
∆ = {0 = t0 < t1 < · · · < tN = a}
be a finite partition of [0, a], where a = inf{t ≥ 0|β(t) ≤ 2L} ≤ T . We denote by
(U∆t )0≤t≤T the Snell envelope of the stopping problem
inf
τ∈∆∪[a,T ]
E[Aτ ].
We write U∆i = U
∆
ti
. Then by Lemma 6.6.1,
U∆N = U
∆
a = E[AT |Fa],
and by definition for 0 ≤ i ≤ N − 1
U∆i = E[U
∆
i+1|Fti ] ∧ Ati .
We next show that
U∆i = Ati1{τ˜>ti} + E[AT |Fti ]1{τ˜≤ti} (6.28)
for all 0 ≤ i ≤ N . In particular, this implies U∆0 = A0. Hence, τ ∗ = 0 is optimal among
all stopping times taking values in ∆ ∪ [a, T ]. We prove (6.28) by backwards induction.
For i = N we have
E[AT − Aa|Fa] = −2L1{τ˜≤a}.
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Hence E[AT |Fa] = Aa on {τ˜ > a}, which implies (6.28). Now let now 0 ≤ i ≤ N − 1.
On {τ˜ ≤ ti} we have {τ˜ ≤ ti+1}, which implies
E[U∆i+1 − Ati |Fti ] = E[AT − Ati |Fti ] = −L < 0.
Hence, U∆i = E[AT |Fti ] on {τ˜ ≤ ti}. On {τ˜ > ti} we have
U∆i+1 = Ati+1 − 2L1{τ˜≤ti+1} = Ati +
∫ ti+1
ti
φ(s)1{s<τ˜}ds− 2L1{τ˜≤ti+1}.
This implies on {τ˜ > ti}
E[U∆i+1|Fti+1 ] = Ati +
∫ ti+1
ti
φ(s)P (s < τ˜ |ti < τ˜)ds− 2LP (τ˜ ≤ ti+1|τ˜ > ti).
Equation (6.28) now follows from Lemma 6.6.2.
It remains to show that τ ∗ = 0 is also optimal among all stopping times taking values
in [0, T ]. Let τ be such a stopping time and define
τN =
{
k
N
a if τ ∈ [k−1
N
a k
N
a) for a 1 ≤ k ≤ N,
τ else.
Notice that limN→∞E[AτN ] = E[Aτ ]. The fact that τ 6= 0 a.s. and E[Aτ ] < E[A0] yield
a contradiction to the optimality of τ ∗ = 0 among the stopping times taking only finitely
many values on [0, a].
Next we provide the proof of Proposition 6.3.2.
Proof of Proposition 6.3.2. Fix x ≤ 0 and consider
φ(t) := E[Kτt − ατt]
= K+P [τ˜ > t] +K−P [τ˜ ≤ t]− α
(
E[τ˜1{τ˜≤t}] + tP [τ˜ > t]
)
on [0, T ]. We readily compute
P [τ˜ ≤ t] = P [Γ−1(ξ) ∈ [0, t]] = 1− exp(−Γ(t0))
and
P [τ˜ > t] = exp(−Γ(t)).
Finally,
E[τ˜1{τ˜≤t}] =
∫
Γ−1(ξ)1[0,t](Γ−1(ξ))dP =
∫ Γ(t)
0
Γ−1(s) exp(−s)ds.
Hence we have
φ′(t) = exp(−Γ(t)) (−α− γ(t)(K+ −K−))
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and φ′(t) = 0 if and only if
−α = γ(t)(K+ −K−).
Furthermore,
φ′′(t) = −γ(t)φ′(t) + exp(−Γ(t)) (−γ′(t)(K+ −K−)) .
Therefore, if γ is strictly increasing on [0, T ], the unique local extremum of φ is a
maximum. Hence, φ(t) attains its minimum at 0 or T .
Notice that α is nondecreasing on R−. Therefore, for x ≤ x¯ the minimum is attained
at t = 0, and for x > x¯ it is attained at t = T .
Let us now turn to the proof of Proposition 6.3.3. We introduce the function H :
R− × R+ → R+,
H(x, y) = λ
√
f¯(x, y) =
{
−λσ1x
√
1− ρ2 if y ≥ −hx,
λ
√
σ21x
2 + 2ρσ1σ2xy + σ22y
2 if y < −hx.
By Proposition 6.3.1, cross hedging strategies are nonincreasing after a possible jump at
time 0. Hence, Equation (6.16) yields that the value function is given by
v(x0) = inf
y≥0
w(x0, y) + 2Ly
with w(x0, y) defined as in (6.17). Proposition 6.3.2 implies that w is given by
w(x0, y) = K0(x(y)− x0)+ − E[Kτ˜ ] max(x0, x(y)) + E[τ˜ ]H(max(x0, x(y)), y)
with
x(y) = max{x ≤ 0|K0 ≤ E[Kτ˜ ]−Hx(x, y)E[τ˜ ]}, (6.29)
and that the infimum of w is attained for the position process Xt = (x(y) ∨ x0)1{t<τ˜}.
The proof of Proposition 6.3.3 consists of computing x(y) and w(x0, y) explicitly for the
particular cases and determining y∗ ≥ 0 satisfying v(x0) = w(x0, y∗) + 2Ly∗ afterward.
Proof of Proposition 6.3.3. Before proving the statements we notice that
Hx(x, y) =
−λσ1
√
1− ρ2 if y ≥ −hx,
λ
σ21x+2ρσ1σ2y√
σ21x
2+2ρσ1σ2xy+σ22y
2
if y < −hx.
We now show the three statements separately.
1. Since Hx is bounded from above by −λσ1
√
1− ρ2, we have x(y) = 0. Hence,
x∗ = 0. This implies w(x0, y) = −K0x0 and y∗ = 0.
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2. Since Hx is bounded from below by −λσ1, we have x(y) = −∞, which implies
x∗ = x0. Hence, we have w(x0, y) = −E[Kτ˜ ]x0 + E[τ˜ ]H(x0, y). Note that
Hy(x0, y) = λσ
2
2
hx0 + y√
σ21x
2
0 + 2ρσ1σ2x0y + σ
2
2y
2
for y < −hx0, which is increasing in y with Hy(x0,−hx0) = 0 and Hy(x0, 0) =
−λρσ2. So, if 2L ≥ λσ2ρE[τ˜ ], then w(x0, y) + 2Ly attains its minimum at y∗ = 0.
Else, y∗ is the solution of E[τ˜ ]Hy(x0, y∗) = −2L on [0,−hx0], i.e.
y∗ = −σ1
σ2
(
ρ− 2L
√
1− ρ2√
(λ2σ22E[τ˜ ]
2 − 4L2)+
)
x0.
3. Note that by Equation (6.29), x(y) is given implicitly by the solution of ∆K =
−Hx(x(y), y)E[τ˜ ] on (−∞,−y/h]; hence, x(y) = −αy with
α =
σ2
σ1
(
ρ+
√
1− ρ2√
λ2σ21E[τ˜ ]
2 −∆K2 ∆K
)
∈ [1/h,∞).
For y ∈ [0,−x0/α] (which is equivalent to x0 ≤ x(y)) we have
w(x0, y) + 2Ly = K0(−x0 − αy) + αE[Kτ˜ ]y + E[τ˜ ]H(−αy, y) + 2Ly
= −K0x0 + (−α∆K + λE[τ˜ ]
√
σ21α
2 − 2ρασ1σ2 + σ22 + 2L)y
= K0x0 +my,
with
m =
σ2
σ1
(
−∆Kρ+
√
1− ρ2
√
λ2E[τ˜ ]2σ21 −∆K2
)
+ 2L.
For y ∈ [−x0/α,−hx0] (or equivalently x0 ≥ x(y)) we have
w(x0, y) + 2Ly = −E[Kτ˜ ]x0 + E[τ˜ ]H(x0, y) + 2Ly
= −E[Kτ˜ ]x0 + λE[τ˜ ]
√
σ21x
2
0 + 2ρσ1σ2x0y + σ
2
2y
2 + 2Ly.
We verify the following claim at the end of the proof.
Claim: The mapping y 7→ wy(x0, y) + 2L is continuous and nondecreasing on
[0,−hx0]. Moreover it is constant equal to m on [0,−x0/α] and satisfies
wy(x0,−hx0) + 2L = 2L > 0.
If m ≥ 0, then y 7→ w(x0, y) + 2Ly is nondecreasing on [0,−hx0]. This implies
y∗ = 0 as well as x∗ = x(y∗) = 0. Else y∗ is the solution of
E[τ˜ ]Hy(x0, y
∗) = −2L
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on [−x0/α,−hx0]. A straightforward calculation yields
y∗ = −σ1
σ2
(
ρ− 2L
√
1− ρ2√
(λ2σ22E[τ˜ ]
2 − 4L2)+
)
x0.
Note that y∗ ≥ −x0/α implies x(y∗) = −αy∗ ≤ x0. Hence, we have x∗ = x0.
It remains to prove the claim. Since y 7→ H(x0, y) is convex, monotonicity follows
immediately. It is hence sufficient to show continuity of y 7→ wy(x0, y) + 2L; more
precisely,
lim
y↘−x0/α
wy(x0, y) + 2L = m. (6.30)
We have
wy(x0, y) = λE[τ˜ ]
ρσ1σ2x0 + σ
2
2y√
σ21x
2
0 − 2ρσ1σ2x0y + σ22y2
→ −λE[τ˜ ] ρσ1σ2α− σ
2
2√
σ21α
2 − 2ρσ1σ2α + σ22
as y ↘ −x0/α. By its defining property, α satisfies
∆K = −Hx(−αy, y)E[τ˜ ]
= −λE[τ˜ ] ρσ1σ2 − σ
2
1α√
σ21α
2 − 2ρσ1σ2α + σ22
=
λE[τ˜ ]
α
(√
σ21α
2 − 2ρσ1σ2α + σ22 +
ρσ1σ2α− σ22√
σ21α
2 − 2ρσ1σ2α + σ22
)
.
But this is equivalent to
λE[τ˜ ]
ρσ1σ2α− σ22√
σ21α
2 − 2ρσ1σ2α + σ22
= α∆K − λE[τ˜ ]
√
σ21α
2 − 2ρσ1σ2α + σ22
= −m+ 2L,
which implies (6.30).
6.6.2. Proofs of the results of Section 6.4
Proposition 6.4.1 is obtained by performing calculations similar to those in the proof of
Proposition 6.3.3.
Proof of Corollary 6.4.2. Observe that if ∆K ≤ √1− ρ2λσ1T , then L¯ ≤ 0. Since
L ≥ 0, we also have L¯ ≤ L. The following implication, therefore, holds true:
L < L¯ =⇒ ∆K >
√
1− ρ2λσ1T. (6.31)
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Next we show
L ≥ L¯ and ∆K ≥ λσ1T =⇒ A = 0. (6.32)
Assume that L ≥ L¯ and ∆K ≥ λσ1T . In order to prove (6.32) it suffices to show that
L ≥ ρ
2
√
(λ2σ22T
2 − 4L2)+√
1− ρ2 . (6.33)
Notice that L ≥ L¯ ≥ ρ
2
λσ2T . Moreover,
ρ
2
√
(λ2σ22T
2 − 4L2)+√
1− ρ2 ≤
ρ
2
√
(λ2σ22T
2 − ρ2λ2σ22T 2)+√
1− ρ2 =
ρ
2
λσ2T,
which yields Inequality (6.33).
We now prove the statements of Corollary 6.4.2. Assume first that L ≥ L¯. Implication
(6.32) shows that in case (C2) of Proposition 6.4.1 we have A = 0 and hence that y∗ = 0.
It is therefore never optimal to cross hedge in this case. The primary position is kept
open if ∆K ≥ λσ1T (case (C2)). If ∆K < λσ1T , then it is optimal to close the primary
position immediately (cases (C1) and (C3)).
Next assume that L < L¯. From Implication (6.31) we know that in this case ∆K >√
1− ρ2λσ1T . Cases (C2) and (C4) further imply that x∗ = x0 and y∗ = A.
6.6.3. Proof of the result of Section 6.5
Proof of Proposition 6.5.1. By Corollary 6.2.8 we need to consider for fixed x ∈ [x0, 0]
the stopping problem infτ∈[0,T ] E[ξxτ ] with ξ
x
t = Kt − tG′(x) . The process ξx satisfies
dξxt = dKt −G′(x)dt = −
(
Kt −K−
T − t +G
′(x)
)
dt+ σdWt
= −ξ
x
t − (K− − TG′(x))
T − t dt+ σdWt.
Hence ξx is as well a Brownian bridge starting in K+ and ending in K− − TG′(x) at
time T . By [24] or [77] an optimal stopping time for infτ∈[0,T ] E[ξxτ ] is given by
τ(x) = inf {t ≥ 0|ξxt ≤ K− − TG′(x)− σB
√
T − t}
= inf {t ≥ 0|Zt ≤ G′(x)}.
Note that convexity of G implies that the family of stopping times (τ(x))x∈[x0,0] is non-
decreasing in x. Hence, by Corollary 6.2.8 the optimal primary position path can be
recovered as the right-continuous inverse of (τ(x))x∈[x0,0]. If G is strictly convex, then G
′
is invertible and we obtain Equation (6.25). If G is linear, we have G′(x) = −λ√1− ρ2σ1
and the stopping problems do not depend on x. Therefore it is optimal to close the po-
sition in one go at time τ(0). By Corollary 6.2.8 the optimal cross hedge is given by
Yt = −hXt.
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