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Summary 
The task of face verification is· made more difficult when the illumination conditions of 
image capture are not constrained. The differences in illumination conditions between 
the stored images of the client a.nd the probe image can be lessened by the application 
of photometric normalisation. 
Photometric normalisation is the method of pre-processing an image to a represen-
tation that is robust to the illumination conditions of image capture. This thesis 
presents experiments comparing several photometric normalisation methods. The re-
sults demonstrate that the anisotropic smoothing pre-processing algorithm of Gross and 
Brajovic [35] yields the best results of the photometric normalisations tested. The the-
sis presents an investigation into the behaviour of the anisotropic smoothing method, 
showing that performance is sensitive to the selection of its parameter. A method of 
optimising this parameter is suggested and experimental results show that it offers an 
improvement in verification rates. 
The variation of illumination across regions of the face is smaller than across the whole 
face. A novel component-based approach to face verification is presented to take ad-
vantage of this fact. The approach consists of carrying out verification on a number of 
images containing components of the face and fusing the result. As the component im-
ages are more robust to illumination, the choice of photometric normalisation is again 
investigated in the component-based context. The thesis presents the useful result that 
the simpler nonnalisations offer the best results when applied to facial component im-
ages. Experiments investigating the various methods of fusing the information from 
the components are presented, as is the issue of score normalisation. :rvlethods of se-
lecting which components are most useful for verification are also tested. The method 
of pruning the negative components of the linear discriminant analysis weight vector 
has been applied to the task of selecting the best subset of face components for veri-
fication. The pruned linear discriminant analysis method does not perform as well as 
the well known sequential floating forward selection method on the well illuminated 
X:M2VTS database, however it achieves better generalisation when applied to the more 
challenging conditions of the XlVI2VTS dark set. 
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Chapter 1 
Introduction 
This thesis presents methods of improving the robustness of face verification algo-
rithms to illumination. One presented approach to the problem of illumination is that 
of photometric normalisation. Photometric normalisation is the process of modifying 
an image of a subject, captured in unpredictable lighting conditions in such a way that 
the resultant image is less dependent on the illumination conditions of image capture. 
Numerous photometric normalisation algorithms have been investigated and experi-
ments have been carried out into the suitability of these algorithms. In addition, this 
thesis presents a novel component-based method for face verification and experimental 
results pertaining to the application of photometric normalisation algorithms in this 
context. 
The focus of this thesis is on face verification in two dimensions rather than utilising 
modern three dimensional image capture systems because of the high cost associated 
with these systems. 
1.1 Motivation 
Biometric person authentication is the process of confirming the identity of an individ-
ual from a digital signal. The signal can encode various biometrics (such as images of 
an iris, fingerprint or recorded speech). 
1 
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Identity fraud is currently the fastest growing type of fraud in the UK [44]. Annually, 
identity fraud costs the British economy over 1. 7 billion and affects over 100,000 people. 
This year, the UK Passport Service will introduce Biometric passports (87] 
"The increasing threat of identity fraud necessitates the strengthening of se-
curity features in passports. The International Civil Aviation Organisation 
(ICAO, which sets international standards) nominated facial recognition as 
the primary biometric with iris and fingerprint as backup but not manda-
tory. The use of biometric information to link a person to a passport can 
help to counter identify fraud. In practice, biometric verification can be 
used at border controls and to verify the image on a passport renewal ap-
plication against images held on record." 
In addition, the UK Government has announced that from 2008, a biometric identity 
card will be issued with every new passport. It is likely that the face will also be used 
as a biometric on these cards. 
Face verification is therefore an area of increasing importance and there is much interest 
in research into this field. 
This thesis presents two approaches to improving the performance of face verifica-
tion algorithms when the illumination conditions of image capture are unpredictable. 
Firstly, photometric normalisations are employed to remove the effects of illumination 
from an input image. Secondly, a component-based approach is presented, which offers 
increased robustness by representing the image as a global face image in addition to a 
selection of sub-images. 
1. 2 Face Verification 
Verification is the process of determining whether a claim to an identity is correct or 
false. In face verification, this process is carried out by comparing an image of the 
claimant, known as a pmbe image, with a stored template representing the client to 
whom the claim is made. The complete process of face verification is described below. 
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• Image capture 
An image of the face of the claimant is captured with a digital camera. This 
image is known as a probe image. The content of the probe image is determined 
by the location of the claimant relative to the camera, the pose and expression of 
the claimant and the illumination conditions of the image capture. 
• Detection 
The probe image contains both the face of the claimant and a potentially cluttered 
background scene. In the detection stage, the face is localised within the image. 
Often the output of this stage is the location of the eye centres. 
• Nor1nalisation 
Normalisation consists of two processes; geometric normalisation and photomet-
ric normalisation. Geometric normalisation is necessary because the size of the 
face within the probe image can vary as a function of the distance bet·ween the 
camera and the claimant. The face must therefore be cropped from the image and 
geometrically transformed to a pre-determined fixed size. A common strategy is 
to set the location of the eye centres to a constant position within an image of 
fixed size. 
The photometric normalisation stage attempts to remove unwanted lighting ef-
fects from the probe image. In some cases the photometric normalisation stage 
can occur before, or before and after the geometric normalisation stage. The 
photometric normalisation stage can also occur before, or before and after the 
detection stage to aid face localisation. 
• Score Generation 
The normalised image is then compared with one or more stored gallery images 
(or template representing the gallery image or images) of the subject to which the 
claim is being made. This comparison produces a score, representing how well 
the probe image matches the gallery (or a distance representing how dissimilar 
the probe is to the gallery image). 
• Decision 
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Th or ompared wi h a thre hold to determin whether the probe is ac-
p d orr j ct d. 
1.3 Illumination 
In g n ral h aria ion b tw n image of different face captured in the am condi-
mall r han tha of h am face taken in a vari ty of environments. External 
po and illumination can cau e ignificant changes in the imag plane. 
I h hown tha illumina ion cau e larger variation in face imag s than po e 
[2]. 
Fi ur 1.1: Ex mpl of the ar ing illumina ion condition from the Yale B database 
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ion give ri to wo effect of illumination. These ar hading and 
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Shading occurs when light falls on a surface with changing gradient. In the image the 
brightness of the corresponding pixels will decrease as the surface normal diverges from 
the direction of the incident light (to reach a minimum when the angle between the 
incident light and the surface normal is ninety degrees). Specular reflections are regions 
of brightness on the surface. These occur when light is reflected from the surface to 
the camera such that the angle of incidence of light at the surface is equal to the angle 
of reflectance. Shadows occur when a light source is occluded. In an image, a shadow 
is a region of reduced brightness with a sharp edge. 
The effect of illumination variation in image capture can not be easily separated from 
the important discriminative information between face images captured under identical 
lighting conditions. This is the task of illumination invariant face verification. 
One practical solution to the problem of illumination, would be to capture the face 
image in a controlled environment. The Xivi2VTS database (see section 4.1) 'vas cap-
tured under controlled illumination. The results that will be presented in section 5.4 
show that even with seemingly controlled illumination, photometric normalisation can 
provide much improved error rates. 
In contrast to face verification, face recognition is the process of determining the identity 
of an individual. In face recognition, this process is carried out by comparing a probe 
image of an unknown subject with a gallery of stored templates, each representing a 
potential identity to whom the probe image can be classified. In general, the recognition 
and verification processes are very similar. However, they do differ at the decision 
stage. ＧｾＧｨ･ｲ･｡ｳ＠ in verification, the score generated by comparing the probe with a 
single template to whom the claim is being made is compared with a threshold, in 
recognition, the scores generated by comparing the probe with a number of templates 
are compared with each other. 
"\iVithout adequate robustness to illumination, a probe image captured in non-ideal 
illumination conditions will have a lower score, when compared with a client template, 
as a result of the probe image capture conditions not being identical to those of the 
images which represent the client. In verification, the. scores are compared with a fixed 
threshold. The scores will be lower relative to the threshold than an equivalent Image 
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captured in ideal conditions. In contrast, in the case of recognition, the scores to be 
compared with one another will all be lower. As a result, illumination can have a larger 
effect on verification than on recognition, when the gallery images are all captured in 
the same illumination conditions. 
In this thesis the experimental design is one of verification rather than recognition. 
1.4 Contributions 
The contributions of this thesis to the methodology of face verification are summarised 
as follows: 
This thesis presents an experiment comparing the performance of photometric nor-
malisation techniques. The photometric normalisations are designed to remove the 
effects of illumination from face images prior to applying appearance based recogni-
tion/verification algorithms. The techniques have been tested extensively using two 
large databases and a database containing largely varying illumination. The Retinex 
method of Rahman et al. [73] produced the best results on the YaleB database, but 
performed less well on others. The algorithm that performed well most consistently is 
the anisotropic smoothing method of Gross and Brajovic [35]. 
This thesis presents an investigation into the behaviour of the anisotropic smoothing 
method for photometric normalisation. The work demonstrates how the performance 
of the face verification algorith1n varies as a result of varying the amount of smoothing 
used in the normalisation. It is shown that the error rates of verification are significantly 
affected by the choice of smoothing parameter. In addition, it is shown that the current 
approach of using an evaluation set to determine the value of the parameter is not 
sufficient. A novel method of tuning the smoothing parameter for each probe image is 
presented and thoroughly evaluated. The method is shown to perform favourably when 
compared with the alternative of using a fixed parameter value for the whole database. 
This thesis presents a novel method of component-based face verification. The effect 
on performance of using a component-based approach is evaluated from the perspective 
of illumination invariance. In addition, how the use of a component-based approach 
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affects the choice of photometric normalisation is investigated. It is found that the 
component-based approaches offer considerable improvements in error rates over the 
equivalent full face methods at the cost of requiring larger templates to be stored. The 
choice of photometric normalisation is shown to change when the component-based 
approach is used. For smaller components, simpler normalisations offer better results 
than more complex alternatives and, when a large number of components are used, this 
effect dominates the performance. As such, with a component-based approach, using 
just histogram equalisation offers better performance than the anisotropic smoothing 
method, even though the converse is true with a full face approach on the same data. 
A method of applying pruning to the weights found by linear discriminant analysis is 
presented for feature selection. This method has been suggested in the literature [5], 
but has only been tested as a fusion method. This thesis investigates its application as 
both a fusion method and as a feature selection method. As a fusion method it performs 
comparatively well with the other methods, although the simple stun method performs 
best. As a selection method the lineaT discriminant analysis with pruning method is 
outperformed by the well known sequential floating forward selection method on well 
illuminated data, but generalises better when applied to unseen data with lighting 
vaTiation. 
1.5 Stunmary of Thesis 
The aim of this thesis is to present methods for improving the illumination invariance 
of face verification algorithms. The organisation of the thesis is described below. 
• Literature Review 
The next chapter of the thesis ·will provide a review of the state of the art in illu-
mination robust face verification/recognition. Firstly, approaches that model all 
illumination variation of a face are presented. Secondly, methods of finding illu-
mination invariant representations of face images are explored. Finally, methods 
that utilise local information to reduce the effects of illumination are investigated. 
• Pattern Recognition Methods 
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The pattern recognition algorithms used throughout this thesis are summarised 
in chapter 3. These are principal component analysis, client specific linear dis-
criminant analysis and multilayer perceptrons. 
• Databases and Experiments 
The databases used in the experiments in this thesis are described in chapter 4. 
In addition, the experimental set up is presented. 
• Experin1ental Comparison of Methods 
Chapter 5 describes a number of photometric normalisation algorithms and gives 
an extensive experimental comparison. These algorithms are: a method based on 
principal component analysis (13]; multi-scale retinex [73]; homomorphic filter-
ing (34]; a method using isotropic smoothing to estimate the luminance function 
of an image; a method using anisotropic smoothing to estimate the luminance 
function of an image [35]. Histogram equalisation was used with all these al-
gorithms [70]. These methods were compared with the option of only using his-
togram equalisation. The algorithms have been tested on the XIvi2VTS database, 
the BANCA database and the YaleB database. The X1vi2VTS performance 
demonstrates how the algorithms perform on images captured in a controlled 
environment. The BANCA results show how the algorithms perform in realis-
tic conditions. These include both matched and unmatched scenarios where the 
gallery and probe images are captured in the same and in different conditions re-
spectively. The Yale B results demonstrate how the algorithms perform in widely 
varying illumination conditions. It is shown that the best performing algorithm 
is the anisotropic smoothing method. 
• Paran1eter Optin1isation 
Chapter 6 focuses on the most successful photometric normalisation technique, 
as found in chapter 5 and suggests a further method of improving verification 
results. The anisotropic smoothing method achieved the best results in the com-
parison of methods, but it is found to be sensitive to choice of the smoothing 
parameter. This chapter presents a study into the effect of varying this param-
eter. In addition, a method of using the verification score to select the optimal 
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value of the smoothing parameter, for each probe image presented to the system, 
is suggested. The results show an improvement in verification rates when com-
pared to using a single value of the smoothing parameter that has been optimised 
for the whole database (i.e. the best value of the smoothing parameter is found 
for the evaluation set). F\uthermore, the results show that the method compares 
favourably when compared with the best possible single value of the smoothing 
parameter (i.e. when the smoothing parameter is optimised on the test set). In 
addition, the method removes the need to set the value of the parameter using a 
set of training images. 
• Com.ponent-based Face Verification 
1Vlotivated by the success of component-based methods in the literature, a component-
based face verification system is proposed in chapter 7. The task of component-
based face verification is broken down into parts; methods of fusion, photometric 
normalisation, score normalisation and component selection. Experiments are 
carried out for each of these parts. Due to the nature of image components, they 
have lower variation caused by illumination. The previous outcome of the com-
parison of photometric normalisations applied to whole face images may no longer 
hold when applied to image components. As a result, the choice of photomet-
ric normalisation is again discussed. It is shown that the anisotropic smoothing 
method is outperformed in the component-based case and that histogram equal-
isation and the homomorphic filter achieve better results despite performing less 
well on the whole face images. 
• Conclusions 
The thesis is concluded in chapter 8 and suggestions for the direction of future 
work are presented. 
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Chapter 2 
A Review of Related Literature 
There are t'vo main approaches to the problem of illumination. The first approach is 
to attempt to find some property of the face image, that is invariant to a change in 
illumination, upon which verification can be carried out. Alternatively it is possible 
to try and build a model of the variation of the face image as a result of changing 
illumination and to use the result for verification. 
This first approach is necessary when using appearance based methods for recognition. 
Appearance based methods represent the face image as a weighted sum of basis im-
ages. The simplest of these methods, is known as Eigenfaces [86]. In the Eigenfaces 
method, the basis images are calculated by applying principal component analysis (see 
section 3.2.1) to a training image set. In this way, the basis images correspond to the 
components of greatest variance of the training set. The eigenfaces corresponding to 
the highest eigenvalues contain mainly low frequencies. As the effects of illumination 
are of lmv frequency, they have greatest effect in the most important eigenfaces. In fact, 
Belhumeur et al. showed that removing the first three eigenfaces improved recognition 
rates under varying illumination [8]. 
In addition to these methods there are more practical approaches. A popular approach 
is to carry out face recognition in three dimensions. A review of such methods is 
available in [3] and a survey of approaches to the fusion of two and three dimensional 
information is available in [15]. Also, there is much work using active illumination, 
capturing the image in the infra-red or near infra-red spectra [97] [98] [99]. 
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For the purpose of this review, however, only two dimensional face recognition, with 
a visible light camera, is investigated. The literature will be divided into three parts. 
Firstly, we will examine the existing methods for modelling illumination variation. 
Secondly, the methods for finding illumination robust representations will be discussed. 
The final part will investigate the approach of dividing the face into components and 
carrying out recognition using a number of sub-images. This is, in effect, the same 
as the illumination robust representations, however, for the purpose of this thesis a 
separate section will be devoted to these methods. 
2.1 Illumination Modelling 
One of the earliest attempts to model the variation of a face under varying illumination 
was the linear subspace method [78]. This method shows that a perfectly aligned image 
of an object can be represented as linear sum of k images of that object. 
(2.1) 
Using a Lambertian model of reflectance, k can be as few as three, assuming that the 
three images are illuminated by three linearly independent light sources and that there 
is no shadowing in the image. This method can be used for recognition by taking 
at least k points in the image to find the least squares approximation for coefficients 
o:1 ... O:kJ and using equation 2.1 to synthesise an image for the purpose of comparison. 
As an improvement to the Eigenfaces method [86), the method known as Fisherfaces 
applies linear discriminant analysis to build a lower dimensional subspace into which a 
face image can be projected [8). 
The Eigenfaces method applies principal component analysis to a training set of face 
images, finding a lower dimensional subspace into which the images are projected. 
Principal component analysis guarantees that mean squared error of reconstruction 
will be minimised and the variance of the data projected into this subspace will be 
maximised, for a given number of retained basis vectors. 
The drawback of the Eigenfaces method is that the variance being maximised is a result 
of all forms of variation, such as pose, illumination and expression and not simply the 
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between class variance (the variance due to the difference between images of different 
subjects). 
In contrast to principal component analysis, the linea.r discriminant analysis method 
maximises the ratio of between class variance to within class variance (a detailed ex-
planation of linear discriminant analysis can be found in section 3.2.2). In this way, 
the projected training set contains the maximum discriminative variation (in a linear 
manner). 
The paper presented experiments testing Fisherfaces in comparison with both Eigen-
faces and the linear subspace method on images from the YaleB database [8]. Firstly, 
an experiment tested the method's ability to extrapolate to new, more extreme light-
ing conditions. The methods ·were trained on images with near frontal illumination 
(subset 1) and tested on images with a wide range of illumination directions. Secondly, 
an experiment tested the method's ability to interpolate to novel lighting conditions 
within the range of the training data. The methods were trained on a combination of 
near frontal illumination and extreme illumination (subsets 1 and 5). In both tests, 
Fisherfaces outperformed both the linear subspace method and the Eigenfaces method. 
Photometric stereo is a technique of estimating the reflectance function and the surface 
normals of an object by using a number of images of constant view point but varying 
illumination direction [95]. Kee et al. [49] used photometric stereo to estimate the 
reflectance function and surface normals of enrolled clients. vVhen a probe image was 
presented to the system, the light source direction was estimated by assuming the 
refiectances and surface normals of the face in the probe image matched those of the 
average face of the training data. The estimated illumination direction is used to 
synthesise an image of the claimed identity with illumination conditions matching that 
of the probe image. The tvvo images are then to be compared directly using the average 
difference between corresponding pixels. The algorithm was tested on a set of 5 images 
of 25 subjects under widely varying illumination conditions and achieved recognition 
rates of 80%. This compares to a PCA-based algorithm which achieved 22% and a 
Ga.bor-based method which achieved 72%. :rviost photometric stereo methods require 
images to be captured with specific illumination conditions, such as point sources at 
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known locations. Basri and Jacobs have shown that photometric stereo can be carried 
out with general unknown illumination conditions [7]. 
A large body of work exists describing the illumination cone method [31, 9]. It has 
been shown that the subspace, C, of images of an object under all possible illumination 
directions forms a convex cone. vVhen the effect of self-shadowing is ignored, C has 
dimensionality equal to the number of distinct surface normals in the image. In order 
to determine Cit is necessary to have a training set of images, of varying illumination, 
in which each pixel is illuminated in at least three images. An image, x, is determined 
by matrix, B (the product of the reflectance and the surface normal) and the light 
source s, such that 
x = max(Bs, 0) (2.2) 
The metliod first uses the training set to determine the three dimensional illumination 
subspace, L, using singular value decomposition [25] to find a least squares solution. B 
cannot be determined, however B* = BA can be found, where A is an unknown three 
by three linear transformation. B* is sufficient to determine L. 
The illumination cone can be completely defined by so-called extreme rays. An extreme 
ray is an image corresponding to the light source direction, s, where a pixel of x (or a 
set of pixels with the same surface normal) falls into shadow. i.e. 
B(u,v)s = 0 (2.3) 
where u and v are the coordinates of the pixel in the image. The extreme rays are 
calculated as 
Sij = bi X bj 
where bi and bj are rows of B with i :f j. 
(2.4) 
In later work the illumination cone method is improved to account for self-shadowing (28]. 
After estimating B*, a matrix A is calculated such that B* A is integrable. B* A is then 
used to generate a three dimensional model of the face surface and ray tracing methods 
are used to correct the extreme rays such that they incorporate cast shadows (30]. 
The Tensorfaces approach (89] [90), like the Eigenfaces approach finds a subspace that 
maximises the variance of the coefficients of the projected training images. In the 
------ - ------------ ·- ·-
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Eigenfaces method, principal component analysis is applied to a number of stacked, 
vectorised images. These stacked images form a matrix of m, by n where m is the 
number of images and n is the number of pixels per image. In this way, the Eigenfaces 
method maximises the variance due to all of the included sources of variation. 
The Tensorfaces approach separates these sources of variation. Instead of stacking the 
vectorised images in a matrix, the images are stacked in a data tensor, D, of rank o, 
where o is the number of sources of variation plus one. For example, if the training 
set consists of images of a pixels, of b people, each in c illuminations conditions and d 
poses, then the tensor will have dimension a by b by c by d. The Tensorfaces approach 
applies an N-mode form of singular value decomposition to the data tensor D to obtain 
D = z X 1 ｾｊｩｸ･ｬｳ＠ X 2 u]Jeople X 3 uill1tmina.tions X 4 Uposes (2.5) 
,\rhere Xn denotes the mode n product and U:.-c is a square matrix describing the span 
of mode x (88). The authors present a method for reducing the dimensionality of the 
output projection coefficients (equivalent to using a smaller number of eigenvectors). 
This produces a reduced dimension basis matrix, B. B, evaluated for a single illumi-
nation and a single pose, gives a tensor of dimension a by b by 1 by 1. This tensor can 
be flattened to give a matrix, I{uumination,pose, of a by b. vVhen a novel face image, I 
is presented to the system, it is projected into every matrix Pwumination,1Jose to give c.d 
vectors of a coefficients. Recognition is carried out on each of these vectors using the 
nearest neighbour method. The vector of coefficients most similar to a stored template 
is classified to that class. 
In experiments on the vVeizmann face image database, the methods were tested using 
two configurations. Eigenfaces achieving recognition rates of 61% and 27% and Ten-
sorfaces achieved recognition rates of 80% and 88%, on test 1 and test 2 ｲ･ｾｰ･｣ｴｩｶ･ｬｹＮ＠
2.2 Illumination Invariant Approaches 
A popular method of normalising illumination is to use histogram equalisation [70). An 
image histogram is a distribution representing the number of pixels of each intensity 
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value pre$ent in an image. An image where most pixels have similar intensity values is 
likely to show less detail than an image with a more even spread of pixel values. 
It is desirable to modify the histogram of an image to a distribution where the frequency 
of each intensity value is equal to c = fJ where N is the number of pixels in the image 
and there are G intensity values. 
The old value 7' of a pixel is mapped through a function T to a new intensity s, i.e. 
s = T( r). T can be found by integrating the distribution of pixel values in the original 
image, p,., and normalising. 
11G s = T(r) =- p1.(x)dx 
c 0 
(2.6) 
For digital images, the mapping does not produce a perfectly flat distribution, but does 
improve the spread of pixel values. 
Histogram equalisation has been tested on the X:M2VTS database on both manually 
and automatically registered images (54]. When compared to the raw gray level images, 
histogram equalised images achieved an improvement in error rates from 5.3% to 3.45% 
for manually registered images and from 10.07% to 7.12% for automatically registered 
images in the XM2VTS database. 
Histogram matching is the process of specifying the exact histogram that the mapped 
image will have [67]. Experiments, where the histogram of the probe images is mapped 
to the average histogram of a well illuminated face, have shown that this method 
does not offer any advantage over regular histogram equalisation when tested on the 
X:tvi2VTS database. 
Another possible mapping between pixel values is the log transform. Taking the log of 
an image enhances contrast in poorly illuminated regions [76]. An additional, unwanted 
effect is that contrast is also compressed in the brighter regions of the image, potentially 
loosing edge information. To compensate for this compression, Liu (64] high pass filters 
the image prior to carrying out the log transform . 
.Jobson et al. [47] have suggested the retinex algorithm as a method of estimating 
the reflectance function from an image. Assuming Lambertian reflectance, an image 
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acquired by a camera is the product of two components, reflectance R(x, y) and illumi-
nation L(x, y) [59] 
I(x, y) = L(x, y)R(x, y) (2.7) 
The single scale retinex method estimates the luminance function by smoothing the 
image using convolution with a Gaussian. The image is then divided by this estimate 
of luminance to give reflectance. The multi scale retinex algorithm improves upon the 
single scale version by approximating the luminance function as the sum of several 
gaussian smoothed images. In [73], the multiscale retinex method is qualitatively com-
pared with other methods such as histogram equalisation and homomorphic filtering 
and produces better results. 
A novel change to the multiscale retinex method is explored in [91]. The self quotient 
image method is an anisotropica.lly smoothed version of the multiscale retinex method. 
The difference is that the smoothing is carried out by the product of a Gaussian and 
another variable that is set to zero if the intensity value is less than a local average and 
set to one otherwise. In other words, smoothing is carried out on the brighter part of 
the edges in the image and the value zero is used elsewhere. The method is compared 
with the quotient image method (see below) and achieves favourable results. 
The concept of using smoothing to estimate the luminance function was continued by 
Gross and Brajovic [35]. VVhereas the retinex approach smooths the image consistently 
across the whole image, Gross and Brajovic smoothed the image auisotropically. The 
anisotropic smoothing is varied as a function of local contrast measurements of the 
original image, such that the intensity of smoothing is reduced in areas of high local 
contrast and high in areas of low local contrast. In this way, the smoothing is reduced 
for important facial features, such as around the lips, nose and detail of the eyes. The 
mathematics behind this method will be explored in detail in section 5.2.5. Experiments 
on the PIE database compare the recognition rates when using this normalisation with 
recognition rates of using histogram equalisation. Vlhen applied with the Eigenfaces 
method, histogram equalisation achieves a recognition rate of 35.7% and the presented 
nomalisation achieves 48.6%. 
Anisotopic smoothing was also employed by Liu et al. [63] as part of an iterative 
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approach. The amount of smoothing used was modulated by the distance from the 
pixel to the nearest edge. The image is corrected by dividing by the smoothed image 
and multiplying by a smoothed image that is representative of a well illuminated face. 
The edge map is again determined on the corrected image and used to create a better 
estimate of the corrected image. The process continues until the change in image 
content drops below a threshold. 
Another popular method in image processing is homomorphic filtering [84]. This 
method applies filtering in the frequency domain for computational efficiency. IV1ore 
detail about homomorphic filtering can be found in section 5. 
The quotient image [74] method takes advantage of the result that an image, i, of an 
object can be represented as a linear sum of images, ! 1 ... Ij, of that object, illuminated 
by at least three linearly independent light sources (as mentioned above [78]). 
(2.8) 
where "Wj is the weight corresponding to image Ij· 
A quotient image Qp(x, y) is an illumination invariant representation of a probe face 
image, P(x, y). 
Q ( ) - Rp(x,y) P x,y - Rb(X, y) (2.9) 
where x and y are the pixel coordinates, ｾＩ＠ is the reflectance function of the probe 
image and Rb is the reflectance function representing the mean of a bootstrap set of 
images. 
The reflectance function of the probe image cannot be easily estimated, however the 
quotient image can be found without explicitly calculating Rp(x, y). 
The bootstrap set of images contains three images each .(under three fixed linearly in-
dependent light sources) of a number of subjects. It is used to find the coefficients, 
Wt, w2, W3 from equation 2.8 by means of a least squares solution. When these coeffi-
cients are found, the bootstrap set can be used to generate an average image under the 
same illumination conditions as the probe image, using equation 2.8. 
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The quotient image can then be calculated as. 
P(x, y) 
Qp(x,y) =I: I ( ) 
.i _iX 1 YWj 
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(2.10) 
where l.i is the mean of the bootstrap set of faces in illumination condition .i and wi is 
the coefficient corresponding to illumination condition j. 
Using this method, an image is transformed into its quotient image representation and 
image correlation is then applied for the purpose of recognition. Shashua presented 
experimental results on the Vetter database, showing that the quotient method achieved 
recognition rates of 100% and 99.67% on two tests in comparison with the Eigenfaces 
method which achieved 100% and 99%. 
The quotient method was not tested on more difficult data in this paper, however in 
[21] and [77], the authors implementation was compru:ed with a number of other pho-
tometric norma.lisa.tions. In the latter, the following norma.lisations were compared: 
Histogram equalisation applied to the whole face image; Gamma intensity correction 
applied to the whole face image; Region-based histogram equalisation; Region-based 
gamma intensity correction. In addition, various combinations of these methods were 
also applied. Gamma intensity correction is a simple intensity mapping from the orig-
inal intensity, Ixy 1 for pixel (x, y), to intensity fxyi 
1 
fxy = ciJy (2.11) 
·where c and 1 m·e constants. In experiments carried out on the Yale and Harvard 
databases, it was found that the quotient image relighting method obtained fa.r better 
results than the other methods. It is also interesting to note, that the region-based 
methods significantly outperformed their globally applied equivalents. 
:Many early methods used simple edge maps as an illumination invariant approach (17]. 
lVIore advanced versions of the edge representation have been recently presented. In [27] 
face recognition is carried out using a face represented as a. line edge map. The image 
is processed with an edge detector and a polygonal line fitting process is applied to 
group the edge pixels into line segments. For the purpose of recognition, a distance 
metric based on the Hausdorff distance was used to measure the difference between 
face representations .. 
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Another edge based approach is used in [92) and [96). The relative image gradient 
feature is used as an illumination invariant edge measure, defined as follows. 
G( ) IVI(x,y)l 
x, y = ma.x(u,v)EW(x,y) IV I(u, v)l + c (2.12) 
where H'(x, y) is a window centred at (x, y). Using this representation, the height of 
edge features is determined relative to the local illumination conditions (within the 
window, ltV) . 
In a recent method, Eigenphases, eigen analysis is applied to the phase component in 
the Fourier domain [75]. The paper shows that removing the magnitude component of 
the Fourier transformed face image leads to a more robust representation under varying 
illumination. The experimental results showed a 97% recognition rate on the frontal 
images of the PIE database. In fact, the method also produced good results when large 
areas of the face images were occluded. 
A method for representing a face image as a set of PCA coefficients, found using 
illumination robust methods, has been suggested [13). A face image can be represented 
as a weighted combination of eigenfaces (86). A robust method, known as illumination 
invariant eigenspaces, takes advantage of the fact that the eigenfaces are combined as 
a linear sum. 
1J 
I(x, y) = L ajej(x, y) (2.13) 
j=l 
where (x, y) is the coordinates of a pixel in an image, I and aj is a coefficient of the p 
eigenfaces, e. This linearity allows both sides of the equation to be convolved with a 
filter, K, thus 
11 
J( * I(x, y) = L aj[I( * ej(x, y)] (2.14) 
j=l 
where * denotes convolution with a kernel K . The proposed method convolves both the 
image and the set of eigenfaces with a set of n kernels. This results inn linear equations 
for each coefficient. A robust method [60] is used to estimate the correct values of the 
coefficients. Recognition can then be carried out using these coefficients. This method 
has been compared with the Eigenfaces approach applied to general object recognition; 
The Eigenfaces approach achieved a recognition rate of 70.3% compared to 96% for the 
authors robust method. 
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It is shown that the performance of some image filters improve recognition rates, when 
used as a pre-processing technique, for poorly illuminated image sets, while reducing 
performance when applied to well-illuminated image sets [4]. Arandjelovic and Cipolla 
take advantage of this result by calculating the similarity scores for both filtered and 
unfiltered images. The final score for use in recognition is then the weighted sum of 
these two scores. The weighting between filtered and unfiltered scores is determined 
by a measure of the quality of the illumination conditions of the input image. The 
weighting is calculated as a learnt function of the "confusion margin" of the novel 
image, where the confusion margin is the difference between the top two similarity 
scores (the best match and second best match in the gallery). 
For images that are highly degraded by shadows in some areas, Kryszczuk and Drygajlo 
suggest a method of segmenting the image to separate the shadowed and unshadowed 
areas [57]. This segmentation is carried out by firstly calculating a gradient map of the 
image. The local variance of the gradient map is calculated and this variance is then 
thresholded to segment areas severely degraded by illumination. !vlorphological dilation 
is also applied to ensure these areas contain the edges of the shadows. Histogram 
equalisation is carried out on the unshadowed region, and this is used for recognition. 
In addition, this paper suggests a method of varying the accept/reject threshold for 
each given illumination condition. 
A pre-processing algorithm based on local binary patterns has been applied to face 
images [40]. The local binary pattern, for each pixel, is a number representing the 
difference between a central pixel and its neighbours. The neighbourhood used is a 
circle of p equally spaced points, of radius, T. At each of these points, either the pixel 
value of the pixel in which the point is centered is used or the interpolated ｶ｡ｬｵｾ＠ of the 
pixels surrounding it. The values at these points are compared with the centre pixel 
value, such that if the value is larger than the central then it is represented by a one, else 
it is represented by a zero. Starting from an arbitrary (but consistent) position, the local 
binary pattern is the ordered set of binary comparison taken a.round the circumference 
of the circle. The local binary pattern is found to yield results comparable to that 
of the anisotropic smoothing algorithm, but at much reduced computational cost and 
without the need for any parameter selection. (Please note that this method was not 
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published until after the experiments in this thesis were carried out.) 
2.3 Local Information Approaches 
In an early work, Brunelli and Poggio (17] were the first to suggest using component 
based methods for face recognition. Although the paper concentrated on comparing 
geometric methods with template based methods, it raised some interesting questions 
about component based approaches. 
The template methods used a pre-processed whole face image. The pre-processing used 
was a basic transformation to the magnitude of the gradient of the image. From this 
image three sub-images were cropped, namely the eyes, nose and mouth. These sub-
images were found relative to the eye positions, i.e. in a constant position throughout 
the entire database. Scores were generated for each image using normalised cross cor-
relation. The method tested simply added the individual scores from each component, 
and the subject was classified by the highest score. The authors presented results com-
paring recognition rates for individual facial components as a function of resolution. 
These results suggest that for higher resolutions, the face is, in fact, less discriminating 
than the components. The combination by sum of the component scores and whole face 
score gave better results than any individual image. Although the simple method of 
summation was used, the authors suggested additional, more complex strategies. These 
included using a weighted sum of scores, the maximum score, a client specific weighted 
sum of scores and finally using a neural network to learn the correct combination of 
the scores. 
1vioghaddam and Pentland [66] suggested that there would be a benefit in using a higher 
level of description for salient points. In this way, a low resolution image of the full face 
could be combined with additional high resolution features. In their approach, they au-
tomatically detected features by using the "distance-from-feature-space" method. This 
contrasts with the previous approach by removing the consistent spatial relationship 
between features. The components used for the recognition tests were the nose and 
eyes, but the eyes were treated individually. Although recognised as a useful compo-
nent, the mouth was not used because the data set used for their experiments contained 
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variation in expression. Again the information provided by the individual components 
was combined by using the simple sum of scores strategy. The authors suggested addi-
tional methods for fusion, including a hierarchical approach where decisions would be 
made first on a low resolution layer and then on progressively more detailed layers. 
Heisele et al. [38] compared the performance of component-based approaches with global 
approaches on the problem of varying pose, finding component-based approaches to be 
superior. As with the :r-.1Ioghaddam and Pentland approach, they individually detected 
the facial components, losing any geometric relationship between them (although in 
most cases the components \Vere overlapping). In contrast, however, they concate-
nated the facial components prior to recognition. Histogram equalisation was used for 
photometric normalisation on the global image, before the components were removed. 
The concatenation of facial features was also used by T. Kim et al. [50) (52). In this 
approach, the authors presented a method where the individual components were first 
projected into an LDA space, built for each feature, and then the resulting LDA co-
efficients for each feature were concatenated into a feature vector. The q.uthors state 
that the purpose of projecting into the LDA space was to remove the variation due to 
illumination. The feature was then used for recognition, using a distance metric that 
weighted facial components differently. The weighting was related to a performance 
measure, calculated from the training set. This method was later improved by the 
inclusion of a final step, where the concatenated feature vector was projected into a 
further LDA space, prior to a distance metric being used [51). 
C. Kim et al. (53] also fused components by concatenating projected feature vectors. 
This method weighted the importance of one feature to another by controlling the 
number of features, included in the final feature vector, from each facial component. 
The eigenvalues of the between class scatter matrix are used to decide the relative 
importance of each components. In this \Vay, the fused feature vector was formed of 
the first m largest eigenvalues from among all the sets of eigenvalues provided by the 
components. 
Ivanov et al. [45) used the score fusion approach mentioned above [66, 17). They 
compared different methods of combining the scores generated from different facial 
---- ---------------------------------------------------------------------
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components. The methods were sum of outputs, product of outputs and voting and 
also a weighted version of each. The weightings were the confidence measure for each 
component, found empirically from the training data. It was found that taking the 
product of the outputs of classifiers for each facial component yielded the best results. 
The introduction of a weighting for each of the components did not significantly improve 
results in their experiments. This was attributed to the individual strength of the 
classifiers. In a similar work by the same authors (48] the weighting was used to 
combine different modalities for identity verification and was found to be beneficial. 
A different approach to the weighted sum method was suggested by Huang et al. (43]. 
The scores for the components were related to distance measures in LDA space. These 
scores for each component, i, were weighted by Wi = ( ｦｾｚＺＺ［＠ )2 , where BeDisi and 
InDisi are the mean between-class and in-class distances for component, i. Unfortu-
nately, this method was not compared with the equivalent method with equal weighting 
for the components. 
The question of component selection was raised by Heisele and Koshizen (39]. Several 
components were marked and rectangular regions around these components were grown. 
These regions were specific to each client but were all initialised to the same reference 
points. The dimensions of the regions were maximised with respect to error rate on a 
validation set. The results demonstrated a large variation in chosen regions between 
different subjects, suggesting a client specific approach to component selection. It was 
also shown that the stronger components were the eye brows, eyes and chin and that the 
weaker components were around the nose. These components are more susceptible to 
changes induced by illumination and pose variation. Recent work by Bicego et al. (11], 
attempts to find the most discriminative features of the face. The method uses a large, 
random selection of sub-images from a pair of face images from two clients to train a 
support vector machine to classify an image patch to one of the two identities. The 
selection of image patches that are furthest from the decision boundary are considered 
the most discriminative. 
An early approach to using the responses to Gabor jets as features for recognition was 
presented by Lades et al. (58]. This method laid a rectangular grid over the face image. 
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The response of the image to Gabor jets (A set of Gabor wavelets at defined scales and 
orientations) was calculated at the vertices of this grid. Only the magnitude of these 
responses ·were used. \Vhen a probe image was compared with a stored template, the 
nodes were allowed to move to minimise the cost of matching the probe to the template. · 
This match was assessed by the similarity between the responses to the Gabor jets to 
the probe and to the template, offset against the cost of deforming the rectangular grid. 
An extension to this system was developed by Vliskott et al. [94] and also used by 
Kruger et al. [56] to detect the position and pose of faces. The rectangular grid of the 
previous system was replaced with a graph, the nodes of which were located upon the 
fiducial points of the face. Also, the phase of the response to the Gabor jets was also 
used, in contrast to using the magnitude alone. 
Further to this method, l\IIu and Hassoun [68] adapted the process by which the graph 
localises itself on the face image. The new method of adaption allowed the graph to 
deform in a hierarchical way. Firstly, the position of the graph was optimised, then 
the graph was split into subgraphs that could move as whole entities and then finally 
the individual nodes of the subgraphs could move independently. ｉｮｴｾｲ･ｳｴｩｮｧｬｹＬ＠ rather 
than the approach of the previous method where the similarities of the nodes were 
summed, this method combined the similarity measures by voting and this was found 
to be superior. 
Liu and \iVechsler [62) took a different approach to using Gabor jets to generate features 
for recognition. The dimensionality was first increased by convolution with the Gabor 
jets, so that for an image with n pixels, using Gabor jets with o orientations and s 
scales, the dimensionality, d, becomes d = n * o * s * 2. Both magnitude and phase 
information was used. This high dimensional space is then reduced by means of PCA 
and an enhanced LDA model. A method by Zhang et al. [100] used the Adaboost 
method [24] as an alternative to reduce the dimensionality of the high dimensional 
space. In order to avoid the problem of high dimensionality of the Gabor responses, 
Su at al. used a component-based approach [85) for recognition. The Gabor responses 
were calculated for small, regularly spaced, image patches and LDA was applied to 
each. The scores from each patch were fused by summation. In addition, this paper 
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presented a faster hierarchical approach where the closest gallery matches were first 
selected on a large scale by a single image patch containing the whole face, and the 
selection reduced by using smaller image patches for subsequent scales. 
Another method, local feature analysis, developed by Penev and Atick (69] presents a 
method of describing images in terms of local features derived from a PCA representa-
tion. Penev and Atick argue that using eigenvectors as representations of the data is 
not ideal, due to their global nature. Instead, they present an equivalent set of repre-
sentations which, in contrast to eigenvectors, are indexed by a spatial location. In this 
way, the indexed set of global eigenmodes is replaced by a set of topographic kernels. 
This set of kernels can be sampled, and used as a sparse set of representations. 
2.3.1 Sutntnary 
Results in the literature strongly suggest that there is a benefit in component-based 
approaches. 
There are two methods of combining the information provided by facial features. 
Firstly, the features can be treated as completely distinct classifiers and the result-
ing classifications or scores can be combined in a multi-classifier fusion approach. Al-
ternatively, the components can be cropped and pre-processed individually and then 
recombined either directly as grey levels or as coefficients of some feature specific sub-
space. 
Results from the literature for the former method would suggest that sum, product and 
voting are the most successful fusion schemes. As mentioned in the previous section, 
Ivanov et al. [45] found that using the product rule yielded the best results. The 
product rule, however, only works when all classifiers perform well. If one classifier 
returns a near zero value and the others return high values, the overall fusion will be 
determined by the near zero result. This is likely to occur in most practical examples, 
where occlusion, illumination, pose and expression are taken into account. Although a 
weighted approach is frequently suggested, there are few examples to support it. 
The ability of a system to not require a perfect view of all facial features offers many 
benefits. Variation in pose, self-occlusion (and more generally, all possible occlusions) 
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no longer has such a detrimental effect on the recognition process. It improves the 
chances of correct recognition when illumination becomes saturated or shading and 
shadowing greatly distort one region of a face image. It also has benefits when expres-
sion changes occur or the subject is talking. Perhaps for this reason it is best to have 
a fusion system that is robust to the situation where a small number of components 
return poor results. 
｜ｾｔｨ･ｮ＠ using individually detected features, robustness to (more extreme) pose changes 
is further improved by the removal of the relative positioning of components. F\uther 
robustness is achieved because the variation of small image patches due to illumina-
tion changes can be more readily compensated for than the variation of the global 
face image. This simplification of the problem of illumination raises the question of 
whether it remains necessary to use the aforementioned complex photometric normali-
sation techniques or \vhether simpler methods can produce comparable results at lower 
computational cost . 
2.4 Conclusions fro1n the Literature Review 
Illumination modelling methods appear to be very successful, however they all require 
more than one image for training. F\trthermore, it is often required that the training 
images are captured in highly controlled scenarios. In addition, the computational cost 
of these methods is often high. 
The methods that use invariant features are more flexible in their application; They 
do not need specified training data from each enrolled client. The normalisation meth-
ods that attempt to form an estimate of the reflectance function of an image assume 
the Lambertian model of reflectance and in general do not explicitly account for the 
possibility of shadows. 
Component based approaches have shmvn potential in the field of face recognition. The 
cost of score fusion methods is that computational cost increases as a function of the 
number of components used. 
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Chapter 3 
Pattern Recognition Algorithms 
3.1 Introduction 
Although the work in this thesis does not contribute to the recognition/verification pro-
cess, for completeness it is necessary to include a description of the pattern recognition 
algorithms that have been applied throughout. 
3.2 Face Verification 
In order to assess how well a probe image matches a gallery template, we· must use 
some method to generate a score. 
The method used consistently throughout this thesis has been the client-specific linear 
discriminant analysis technique. 
• For the purpose of verification, a processed probe image is represented as a vector. 
This is carried out be concatenating the rows of the image into one large input 
vector. 
• The first stage in the verification process is to use principal component analysis 
to project the input vector into a lower dimensional space (see section 3.2.1). 
This is done for two reasons; firstly, in order to reduce the computational load in 
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the linear discriminant analysis stage and secondly, to remove the possibility of a 
singular within class covariance matrix. 
• The resulting vector is projected into a client-specific linear discriminant analysis 
subspace (see section 3.2.2) to optimise the discriminative information content. 
• The final vector is then compared with a pre-computed template using a metric 
(see section 3.2.3) to generate a score. 
• The score is finally compared with a threshold to determine whether or not the 
probe image is accepted as a true image of the client. 
3.2.1 Principal Component Analysis 
Principal component analysis is the process of finding an ordered set of orthogonal 
basis vectors from a training set of data. These vectors are ordered, such that the first 
vector is the direction of maximum variance of the data. The second vector is in the 
direction of maximum variance of the set of data that would be formed after removing 
the variation in the direction of the first vector. Subsequent vectors are the direction 
of maximum variance of the set of data formed after removing the variation in the 
direction of the previous vectors. 
For a given set of N data vectors, X = { x1, x2, ... x N}, principal component analysis is 
carried out by applying eigenanalysis to the covariance matrix, C of the training data. 
(3.1) 
where xis the sample mean 
(3.2) 
If the training vector, x, is of length Ali, then there will be lvf eigenvectors, { v1, v2, ... v M}, 
each of length 111 and lVI eigenvalues, { )q, ,\2 , ••. AM}. These eigenvectors are the afore-
mentioned basis vectors and can be found by solving equation 3.3 
Cv=.\v (3.3) 
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·where Cis the covariance matrix, v is a vector and /\ is a scalar. 
The data vector, x can be projected onto the eigenvector, v, by subtracting the mean 
and using the inner product, to give a. coefficient, a, that describes the distance along 
that vector. 
(3.4) 
Conversely, the set of coefficients, A = { a1, a2, ... aM} found by projecting the data 
vector, x into the full set of eigenvectors can be used to give x without any loss of 
information, thus 
M 
X = X + '2..: amVm 
nt=l 
(3.5) 
The eigenvalues, {Ab >.2, ... AM}, each corresponding with one eigenvector, represent 
the amount of variance in the direction of the eigenvector, such that the sum of the 
eigenvalues is equal to 100% of the variance. For example, the proportion, P, of the 
variance contained within the first Q eigenvectors is 
(3.6) 
As a result of equation 3.6, it is possible to use principal component analysis for di-
mensionality reduction. It is often the case that the dimensionality of the data vectors 
is so large that they can be said to contain redundant information. In fact it is possi-
ble for some of the eigenvalues to be equal to zero and in this case the corresponding 
eigenvectors can simply be removed without any loss of information. 
For dimensionality reduction it is possible to specify the either the dimensionality of 
the resulting data, or the proportion of information retained (via equation 3.6). 
3.2.2 Linear Discrhninant Analysis 
Like principal component analysis, linear discriminant analysis finds an ordered set 
of orthogonal vectors from a training set. In the case of linear discriminant analysis, 
the vectors are ordered such that first vector is in the direction that maximises the 
discriminability of the classes. The second vector is in the direction that maximises 
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the discriminability of the classes that would be formed after removing the variation 
in the direction of the first vector. Subsequent vectors are the direction of maximum 
discriminability of the classes that would be formed after removing the variation in the 
direction of the previous vectors. 
It is necessary to define two quantities; between class scatter, S B, and within class 
scatter, Sw. The number of data per class is often small, and as such the within class 
scatter matrix is often singular. For this reason, principal component analysis is often 
applied prior to linear discriminant analysis. This also improves the computational 
speed of the training process. For the analysis here, it should be assumed that this is 
the case and that x refers to the coefficients of the eigenvectors. As such, the mean of 
the data will be zero. 
c 
SB = LNcXc ｘｾ＠ (3.7) 
c=l 
C Nc 
Sw = L I:(xc,n- Xc)(xc,n- Xc)T (3.8) 
c=l n=l 
vVhere Xc is the mean vector of class c, there are C classes, Nc is the number of samples 
in class c. Between class scatter is the scatter matrix of the weighted means of the 
classes. \Vithin class scatter is the sum of scatter matrices of each class. 
Given the above definitions of the between class and within class scatter matrices, the 
direction, represented by vector w, that maximises the discriminability of classes is 
such that the ratio of between class to within class scatter is maximised, thus: 
L (
wTSBW) 
=max 
w wTSww (3.9) 
Client Specific Linear Discriminant Analysis 
Client specific linear discriminant analysis refers to applying linear discriminant analysis 
to each class individually. As such, when a claim is made to a class, the respective linear 
discriminant subspace from that class will be used. 
For a training set of data, from C classes, linear discriminant analysis finds the subset 
of 11rf = C- 1 basis vectors. For client specific verification, there are two classes, client 
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and imposter, resulting in only one basis vector, that can be found as follm:vs (for more 
detail, see [61] and (93]): 
As equation 3.9 is invariant to scaling in w (i.e. w -4 a:w does not affect the cost 
function), it is possible to re\:vrite the cost function as a constrained optimisation. 
subject to 
ma.xwTSBw 
w 
which can be solved by minimising the following Lagrangian 
giving 
Equation 3.13 can be solved as an eigenvalue problem. 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
It is easy to show that there is only one non-zero eigenvalue and its corresponding 
eigenvector is 
(3.14) 
where p,c and ILi are the means of the client and impostor class respectively. 
3.2.3 Score Metric 
The output of the previous stage is a scalar that denotes the projection of a probe 
image, via a principal component analysis subspace, on to a one dimensional client 
specific linear discriminant analysis subspace. 
This position can be compared ·with a template that represents the client class and also 
with a template that represents the impostor class. The templates of the client and 
impostor classes are calculated as a mean of the projections of the multiple client and 
impostor images respectively. 
There is therefore the option of comparing the projection of the probe image with 
either the client template, the impostor template or both. These options have been 
investigated in [61]. 
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In this thesis, the difference between probe image projection and the impostor template 
is used as a verification score. As such, the bigger the value of the score, the more likely 
the probe image is to be a match with the client to whom the claim has been made. 
3.3 Multilayer Perceptron 
In chapter 7 a multilayer perceptron is applied as a fusion method to combine ver-
ification scores from several image components into an accept/reject decision. The 
following is a brief description of multilayer perceptrons. A more detailed description 
can be found in [14]. 
3.3.1 The Single Layer Perceptron 
A single layer perceptron is a mapping function from a vector, x, to a scalar, y, as 
shown in equation 3.15. 
y=g(wTx+wo) (3.15) 
where g(.) is the sigmoid function, w is a vector of weights corresponding to components 
of x and w0 is a bias weight (providing a threshold with which to compare wT x). 
The function wT x + wo can be thought of as a decision boundary, so that data to one 
side of the boundary can be classified to one class and data to the other side can be 
classified to another class. The sigmoid function applied to a scalar, a, is 
1 
g(a) = 1 + e-a 
3.3.2 The Multilayer Perceptron 
(3.16) 
The single layer perceptron is limited to a linear decision boundary between classes, 
but it is sometimes necessary to find a more complex decision boundary. 
The multilayer perceptron is a non-linear mapping from vector x to scalar y, via an 
intermediate layer containing a number of "hidden" units. Each of these hidden units 
are the output of a single layer perceptron. The value of each hidden unit therefore 
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represents to which side of a decision boundary the input vector is located. A vector 
containing the responses of the hidden units is then used as the input vector for a 
further single layer perceptron. The output of a multilayer perceptron can therefore 
consider the position of the input vector relative to a number of decision boundaries. 
As a result, the multilayer perceptron represents a more complex decision boundary. 
The Error Back-propagation Algorithn1 
The method by which the weights of a multi-layer perceptron ru·e calculated is an 
iterative process, known as the error back-propagation algorithm. A set of training 
patterns is fed through the network and once the output has been calculated, the error 
can be used to update the weights by propagating through the network bacbvards. 
The weights are adjusted by a small amount b.w, such that 
(3.17) 
where T is the iteration number before alteration. For the algorithm to minimise the 
error function, the value of 6w is chosen as the gradient of steepest descent of the error 
function. The algorithm learning rate is 17, so for each weight 
(3.18) 
where the subscript i denotes the given weight and E is the error of the output of the 
multilayer perceptron. 
Each weight is altered according to its relative contribution to the error, E, which, for 
two classes, is calculated as 
E =- ｌｦｾｬｮｹｮ＠ + (1- tn)ln(l- yn) (3.19) 
n 
3.4 Conclusion 
In this chapter, several well known pattern recognition methods have been briefly in-
troduced. 
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In this thesis, these methods are applied for various purposes. 
For face verification, principal component analysis is used to find the eigenvectors of 
the distribution of face images, such that an image can be represented as a weighted 
sum of eigenvectors. The coefficients of the eigenvectors are a representation of the face 
image with lower dimensionality. Client specific linear discriminant analysis is used to 
find the one dimensional subspace in which images of a client and images of impostors 
are most easily discriminated. Finally, the score metric is used to generate a score for 
each claim made to the system, and this score is compared with a fixed threshold. 
Linear discriminant analysis is also used in chapter 7 to weight the importance of the 
outputs of classifiers applied to numerous facial components. The multilayer perceptron 
is also applied for fusion of various component classifier results. 
Chapter 4 
Face Databases and Testing 
This chapter introduces the databases that were used for the experiments described in 
this thesis. Section 4.1 presents the x:rvi2VTS database [65); Section 4.2 presents the 
BANCA database [6]; Section 4.3 presents the YaleB database [29); Section 4.4 presents 
the C1viU PIE database [82]. 
There are two stages to the creation of a working face verification system. Firstly, the 
system must be trained. This is the process by which the PCA and CSLDA models are 
built and the score threshold is set. It is often necessary to segment the ti·aining set 
so as not to bias the training process. Secondly, the clients who may be granted access 
by the system must be enrolled. This is the process by ·which the gallery of templates 
(representations of the clients) is built. A cla.im occurs when a probe image is presented 
to the system as an image of a client. The system compares the probe image with the 
gallery template of the client, and outputs a score. In this thesis, a larger score denotes 
a better match between gallery and probe image. 
There are tvvo possible errors in a verification system; False Acceptance and False 
Rejection. A false acceptance error occurs when a client makes a claim to someone 
else's identity and the system incorrectly accepts that claim. A false rejection error 
occurs when a client makes a claim to his/her own identity and the system incorrectly 
rejects that claim. The False Acceptance Rate (FAR) and the False Rejection Rate 
(FRR) are the rates at which the system falsely accepts or falsely rejects subjects. 
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The performance measure chosen to evaluate the algorithms in the experiments shown 
in this thesis is the Half Total Error Rate (HTER), which is the average of the two 
possible errors, FAR and FRR. 
A face verification decision is made by comparing the score output of the classifier with 
a threshold. The value of this threshold determines the number of false acceptances 
and false rejections. If the threshold is increased, FAR decreases and FRR increases. 
If the threshold is decreased, FAR increases and FRR decreases. A receiver operator 
characteristic curve (ROC) is the plot of FAR against FRR for all values of the thresh-
old. The point on this curve where FAR and FRR are equal is known as the Equal 
Error Rate (EER). In the experiments that follow, the threshold corresponding to EER 
is found on an evaluation set. This threshold is then applied to a test set to give FAR 
and FRR and hence HTER. 
4.1 XM2VTS 
The X:M2VTS database contains images of 295 subjects, captured over 4 sessions in 
a controlled environment. The database uses a standard protocol, referred to as the 
Lausanne protocol, which splits the database randomly into training, enrolment, eval-
uation and test groups [65]. The training group contains 200 subjects as clients, the 
evaluation group an additional 25 subjects as impostors and the testing group another 
70 subjects as impostors. 
There are two configurations of the XM2VTS database, as shown in figure 4.1. 
In the ｦｩｾﾷｳｴ＠ configuration, the client images for training and evaluation were collected 
from each of the first three sessions. In the second configuration, the client images for 
training were collected from the first two sessions and the client images for evaluation 
from the third. 
The images in the XM2VTS database were all captured in an environment designed to 
contain minimal illumination and pose variation so that the source of variation within 
the database was due to inter-subject differences. Results in chapter 3 however, show 
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Configuration 1 
Session Shot Clients Imposters 
1 1 Training 2 Evaluation 
2 1 Training 2 Evaluation 
1 Training Evaluation Test 3 2 Evaluation 
4 1 Test 2 
Configuration 2 
Session Shot Clients Imposters 
1 
1 
2 
1 Training 2 2 
1 Evaluation Test 3 2 Evaluation 
4 1 Test 2 
Figure 4.1: The two configurations of the xm2vts database 
that some variability due to illumination variation does exist and that photometric 
normalisation can be used to compensate for this. 
4.1.1 XM2VTS Dark 
In addition to the controlled images, the X:M2VTS database contains a set of images 
with varying illumination, referred to in this thesis as the Dark set. Each subject has 
four more images with lighting predominantly from one side; two have been lit from 
the left and two from the right. 
Experiments are carried out with the XM2VTS Dark set using the same training and 
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Figure 4.2: Examples of XM2VTS images 
lu i n wi h configuration one of the well illuminated XM2VTS database (as 
h wn in figur 4.1). In hi wa only th configuration one testing set is replaced by 
h Dark t imag . 
A a r ult of u ing the arne training and evaluation as configuration 1, the score 
on imag captured with controlled illumination. As such this is a very 
rifi ation tern. 
Figure 4.3: Example of XM2VTS dark images 
4.2 BANCA 
Th BAN A atabas (6) was captured over twelve sessions in three clifF rent scenarios 
nd has popula ion of 52 ubj ct (26 male and 26 female). Sessions 1- 4 were captured 
in a on roll d 
impl w b m and 
ion 5- were captured in a degraded scenario, using a 
ion 9- 12 were captured in an adver e scenario. 
Th BA A da ab e has even configurations of training and testing data incorporat-
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ing different permutations of data from the twelve sessions. The seven configurations 
are :Matched Controlled (:rviC), :rviatched Degraded (IviD), 1VIatched Adverse (IviA), Un-
matched Degraded (UD), Unmatched Adverse (UA), Pooled test (P), and Grand test 
(G). The content of each configuration is described by table 4.1. In this table, an E 
in the row corresponding to a session shows the source of the gallery images used for 
enrolment of the clients. An I in a row shows that the session provided the images used 
for the purpose of impostor claims (False claims). A C in a row shows that the session 
provided the images used for the purpose of client claims (True claims). 
Session MC MD MA UD UA p G 
1 EI E E EI EI 
2 CI CI CI 
3 CI CI CI 
4 CI CI CI 
5 EI CI CI EI 
6 CI CI CI CI 
7 CI CI CI CI 
8 CI CI CI CI 
9 EI CI CI EI 
10 CI CI CI CI 
11 CI CI CI CI 
12 CI CI CI CI 
Table 4.1: How different sessions are used for the protocols of the BANCA database 
The controlled scenario was a ·well lit (frontally) environment and the subjects maintain 
a constant pose. Images were captured with a high quality camera. The degraded 
scenario did not have controlled illumination, but the variation of illumination was 
small. The images were captured with an inexpensive web camera in front of a cluttered 
background. The adverse scenario again used the high quality camera, but the lighting 
and the pose of the subject were not constrained. The images were captured with. the 
subject sitting by a large window, resulting in a large variation in illumination. 
As can be seen from the table, the matched protocols are comprised of enrolment, 
training and testing images taken from a single scenario. In contrast, the unmatched 
protocols malce use of the controlled scenario for enrolment of clients and take images 
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for evaluation and testing from the other two scenarios. These two types of protocol 
present the two possible situations of, as in the matched case, comparing gallery and 
probe images captured in the same environment and, in the unmatched case, comparing 
gallery and probe images captured in the different environments. The Pooled protocol 
uses the enrolment images from the controlled scenario and combines the evaluation 
and testing sets from all three scenarios. The Grand protocol uses the enrolment, 
evaluation and testing images from all three scenarios. 
The BANCA database is split into two groups, each of 13 males and 13 females . In 
addition to these images, there is another set of images known as the world model and 
contains 10 images each of a further 59 subjects. 
The BANCA database is used for testing with open set verification. This means that 
the verification system is not tailored to the subjects that will be using it. As such, 
the PCA and CSLDA models are built using the combination of the alternative group 
and the world model; Group one and the world model are combined for the purpose 
of building the PCA and CSLDA matrices that will be used in the group two test and 
group two and the world model are combined for the purpose of building the PCA and 
CSLDA matrices that will be used in the group one test . 
4.3 YaleB 
The Yale B database contains 64 different illumination conditions for 10 subjects [29]. 
In addition it contains a number of poses for each subject. In this thesis, only the 
frontal pose images, where the subject is looking directly at the camera, were used. The 
illumination conditions are a single light source, the position of which varies horizontally 
(from -130° to 130°) and vertically (from -40° to 65°). 
4.3.1 Experhnental Design 
The Yale B database verification test referred to in this thesis is as follows. The 
database was split in to two groups of five subjects. Because of the limited size of 
the database, the verification software was trained (PCA and CSLDA subspaces were 
-------------------------------- --- ------ -
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Figur 4.4: Exampl of BANCA images 
g nerated) on the BANCA databas . The frontally illuminated imag wer u d as 
t h galler images and th r maining imag were u ed a prob . Each probe imag 
made a claim to ach of the fiv gall r image in its group. A with th BANCA 
databas group 1 was u ed as th valuation set for group 2 and vi a v r a (i . . th 
ore thr hold for on group was d termin d u ing the qual error rat of th oth r 
group). 
4.4 CMU PIE 
The PIE database [ 2] contain 6 people with 13 cliff r nt poses 4 different expre sion 
and 43 different illumination ondition . For the purpos of this th si onl then utral 
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Figure 4.5: Examples of YaleB images 
xpr i n and fron al po e ub et of this database was used. 
Th da abas was cap ured u ing an array of camera flashes as the light source. These 
am ra flash were located in a number of positions relative to the subject. The 
am ra fi h were riggered with a very short delay between them, reducing the 
pot n ial £ r mo ement of th subj ct in between subsequent image captures. As such 
h PIE datab e has very little po e variation (but unwanted variation is introduced 
b a numb r of ubj cts blinking as the flashes go off). 
4.4.1 Experimental Design 
Th PIE datab wa partitioned by subject into two ets. Half of the subjects were 
u d f r a h group. Each of the two groups were used as the evaluation set for the 
h r. Again th BA CA database was used to build the PCA and CSLDA models. 
Figur 4.6: Example of PIE image 
Chapter 5 
A Comparison of Photon1etric 
N orrnalisation Algorithn1s 
5.1 Introduction 
In this chapter, five algorithms for photometric normalisation are compared. These 
include a method based on principal component analysis, multiscale retinex (73), ho-
momorphic filtering [34], a method using isotropic smoothing to estimate the luminance 
function and a method using anisotropic smoothing (35]. These methods were compared 
with the option of using no photometric normalisation. Each method was tested with 
and without histogram equalisation and it was found that histogram equalisation helped 
in every case. These methods have been chosen because they require no additional data 
to perform normalisation. 
Three contrasting databases are used in the experiment. The Yale B database has only 
ten subjects but contains a large range of illumination conditions (29). The images 
in the X:M2VTS database were all captured under a controlled environment in which 
illumination variation is minimised (65]. The BANCA database contains much more 
realistic illumination conditions [6]. The methods were tested extensively on the three 
databases using numerous protocols. It is shown that the anisotropic method yields 
the most consistent results across all three databases. 
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In the next section, each of the photometric normalisation algorithms are described in 
detail. Section 5.3 presents examples of the normalised images. Section 5.4 describes 
the experiments carried out and section 5.5 presents results and analysis. Section 5.6 
concludes. 
5.2 Photometric Normalisation Algorithms 
In this section we describe the five methods of photometrically normalising images. 
5.2.1 Principal Component Analysis Method 
Principal component analysis is a popular method of reducing the dimensionality of a 
set of data. This is carried out using eigen analysis of the data covariance matrix to find 
an ordered set of orthogonal basis vectors that best define the directions of greatest 
variance. \i\lhen applied to the task of face verification, these vectors are known as 
eigenfaces [86]. 
A face image I(x, y) can be represented as a set of coefficients (a1, a2, ... ap) where each 
coefficient corresponds to an eigenface (e1 , e2 , •.. ep) so that the face image is equal to 
the weighted sum of the eigenfaces. 
]J 
I(x,y) = :Lajej(x,y) 
j=l 
(5.1) 
Bischof and Leonardis [13] take advantage of the linearity of equation 5.1 and convolve 
both sides with a kernel J(. 
p 
(J( * I(x, y)) = L aj[l( * ej(x, y)] 
j=l 
where * denotes convolution with a kernel K. 
(5.2) 
This equation holds true, irrespective of the convolution kernel. As the nature of 
illumination variation is of low frequency, we can choose a kernel designed to remove low 
frequency information. The input image of a face verification system can be filtered and 
the resulting image decomposed into a set of coefficients corresponding to a similarly 
- ! 
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filtered set of eigenfaces. Unlike the Eigenfaces method, the coefficients can not be found 
by projecting the image into the convolved eigenfaces. This is because the eigenvectors 
after convolution are no longer orthogonal. 
The coefficients can be found by means of a robust method of estimation. It is desirable 
to find the coefficients that minimise the least squares error of reconstruction. These 
coefficients can then be used ·with the original set of eigenfaces to reconstruct the image. 
The components of the vector z1• are defined as the intensity values at a selection 
of pixels, 1', of the images formed by convolving the image with the set of kernels. 
Therefore 
p 
z,.(i) = L ajej,r(i) 
j=l 
where ej,r(i) is the pixel, 7'(i), of eigenvector j (of p eigenvectors). 
The least squares error of reconstruction for the given set of points is therefore 
where E(T) is the error relating to the set, 7', of k points. 
(5.3) 
(5.4) 
Bischof and Leonardis [60] suggest the following method for finding the coefficients: 
• [1] Randomly select a set, 7' of k points. 
• [2) minimise the error term in equation 5.4 to find a, the initial estimate of the 
coefficients. 
• [3) Remove from 7', a proportion of points, a that have the the highest error. 
• [4] k = k(l- a). 
• [5] Until 25% of the points have been removed, return to (2]. 
The method is repeated a number of times using different random selections of pixels 
to produce a set of hypotheses. Bischof and Leonardis use these hypotheses for recog-
nition by assigning them to the nearest gallery image and then applying a minimum 
description length method to select the most likely gallery option. For the purpose of 
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preprocessing for verification it is not possible to assign the hypotheses to the nearest 
gallery image, so the best hypothesis is selected by reconstruction error rate of the 
remaining points. 
Setting the Principal Component Analysis Method Parameters 
The parameters for the principal component analysis method are the number and choice 
of kernels, /( and the rate of removal of points, a, in the coefficient estimation stage. 
For the purpose of this experiment a was set to one percent. The number of kernels is 
potentially limitless, so for the purpose of this work, three kernels were used. 
The first kernel was an edge detector (differential of Gaussian) in the horizontal direc-
tion. The second kernel was the first kernel rotated through ninety degrees. The final 
kernel was the Laplacian operator. These kernels were chosen as they amplify features 
of the image that are considered illumination invariant, i.e. edges. 
5.2.2 Multiscale Retinex Method 
An image acquired by a camera is the product of two components, reflectance R(x, y) 
and luminance L(x, y) [42) 
I(x, y) = L(x, y)R(x, y) (5.5) 
Luminance is determined by the position of the light source and the surface normals of 
the face. Reflectance is determined by the attenuation of the reflection at the surface 
of the object. 
The image can be decomposed into reflectance and luminance, by estimating the lu-
minance as a low pass version of the original image, thus finding the reflectance by 
dividing the image by the luminance function. 
The luminance function can be estimated by convolving the image with a Gaussian (73]. 
This is known as the single scale retinex algorithm. Rahman (73] improved upon this 
work by estimating luminance as a combination of images generated by low pass fil-
tering the original image with Gaussians of varying standard deviations. In addition, 
the log of the resulting reflectance image is taken. This log increases the contrast in 
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the darker areas (at the cost of compressing it in the lighter areas). Due to the inclu-
sion of histogram equalisation as a final step, however, the log transform is effectively 
redundant. 
s 
L(x, y) = 2: w8 (I(x, y) * Gs(x, y)) (5.6) 
s=l 
where Ws is a weighting term and the Gaussian G8 (x, y) has a standard deviation, ()'8 
at a scale s as defined by 
( 
x2 + y2) G8 (x, y) = J( exp - 2 2()'8 (5.7) 
where J( is a normalisation term such that the area under the Gaussian is equal to one. 
Setting the Retinex Parmneters 
The Retinex method has a number of parameters: the number of Gaussian kernels used 
for image smoothing; the scale of eacl1 of the Gaussians; the weighting term for each 
Gaussian smoothed image. 
Rahman et al. state that for correct cl10ice of the number of scales, S, and widths of 
Gaussians, ()'8 , the performance of the algorithm is unaffected by the content of the im-
age (the application in this paper was visual image enhancement and not recognition). 
In [26], it is suggested that for most applications at least three scales are required. 
Rahman et a.l. provide guidance on the weighting used when adding the smoothed 
images [73]; it is suggested that the weighting is unimportant and that equally weighting 
each smoothed image is sufficient. 
For the purpose of this comparison, three Gaussians were used for the smoothing step. 
The scales were set experimentally. The luminance function was formed by summing 
the smoothed images using equal weightings. 
The tuning of the Gaussians was carried out on the evaluation set of configuration one 
of the XIVI2VTS database. 
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5.2.3 Homomorphic Filtering 
Homomorphic filtering is a fast method of applying a filter to an image. Instead of 
applying a filter by convolution, homomorphic filters carry out filtering in the Fourier 
domain. 
The homomorphic filter first separates luminance and reflectance by taking the loga-
rithm of Equation 5.5 [34]. 
ln (I(x, y)) = ln (L(x, y)) + ln (R(x, y)) (5.8) 
The Fourier transform of the result gives 
F{ln (I(x, y))} = F{ln (L(x, y))} + F{ln (R(x, y))} (5.9) 
which can be written as the sum of two functions in the frequency domain 
Z(u, v) = FL(u, v) + FR(u, v) (5.10) 
Given the assumption that FR is composed of mostly high frequency components and 
FL of mostly low frequency components, Z can be multiplied by a filter of transfer 
function H(u, v) that reduces the low frequencies and amplifies high frequencies, thus 
improving contrast and compressing dynamic range. 
H(u, v)Z(u, v) = H(u, v)FL(u, v) + H(u, v)FR(u, v) (5.11) 
The processed image can be found by inverse Fourier transforming Equation 5.11 and 
taking the exponential. 
Inew(x,y) = exp (F- 1 {H(u,v)Z(u,v)}) (5.12) 
In order to acquire the reflectance function from an image, the filter, H ( u, v) is designed 
to remove the low frequency information. The function, H(u, v), used is as follows: 
( u2+v2) H(u, v) = 1- aexp - 20'2 (5.13) 
where a and o- are parameters controlling the magnitude and the standard deviation of 
the filter respectively. 
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Setting the Honl.otnorphic Filter Paratueters 
The homomorphic filter has two parameters; The standard deviation and the magnitude 
of the Gaussian used in the filter function, H(u, v). 
These parameters ·were set by a two-dimensional search over the evaluation set of con-
figuration one of the Xl\II2VTS database. The parameters selected were those that 
minimised the equal error rate of the evaluation set data. 
5.2.4 Isotropic S1noothing 
The luminance function can be estimated as a blurred version of the original image. 
This blurring can be implemented by constructing a luminance function, L, that is 
similar to the original image I but contains a smoothing constraint. The luminance 
function can be constructed by minimising the following cost function. 
J(L) = 11(L- I) 2 dxdy + cJ'l(L; + ｌｾＩ､ｸ､ｹ＠
y X y X 
(5.14) 
where parameter c controls the relative importance of the smoothness constraint and 
Lx and Ly are derivatives of L in the x and y directions respectively. The problem 
in Equation 5.14 can be solved by a Euler-Lagrange diffusion process which can be 
discretized as follows 
I(x, y) = L(x, y) + c[\7 LN(x, y)+ 
\7 Ls(x, y) + \7 LE(x, y) + \7 Lw(x, y)] (5.15) 
where the subscripts N, S, E and vV define the direction of the neighbouring pixel. 
\7 LN(x, y) is the value of the (x, y) pixel minus the value of the (x, y - 1) pixel and 
\7 Ls(x, y) is the value of the (x, y) pixel minus the value of the (x, y + 1) pixel. 
\7 LE(x, y) is the value of the (x, y) pixel minus the value of the (x + 1, y) pixel and 
\7 Lw(x, y) is the value of the (x, y) pixel minus the value of the (x- 1, y) pixel. The 
amount of smoothing is controlled by the parameter, c. This equation can be quickly 
solved using multigrid methods. An introduction to multigrid methods can be found in 
[16] and a detailed description of the application of multigTid methods to this specific 
problem can be found in [41). 
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The met_hod of smoothing in this approach is equivalent to smoothing via convolu-
tion with a Gaussian. As such, the isotropic smoothing method is equivalent to the 
single scale retinex method. The quickest way of carrying out isotropic smoothing 
would be to multiply the image by a Gaussian in the Fourier domain. The method 
of isotropic smoothing using multigrid has been included for the sake of comparison 
with the anisotropic smoothing method. It is included to illustrate any improvements 
introduced as a result of using an additional parameter that modulates the amount of 
smoothing as a function of local contrast (as described in section 5.2.5). 
Setting the Isotropic Smoothing Method Parameters 
The isotropic smoothing method has a single parameter that needs tuning. This pa-
rameter determines the ratio between the two parts of the cost function; the cost as a 
result of the difference term and the cost as a result of the gradient term (this parameter 
is equivalent to the scale of a Gaussian convolved with the image). 
The tuning of the smoothing parameter was carried out on the evaluation set of config-
uration one of the ｘｾｶｩＲｖｔｓ＠ database. The amount of smoothing was set to the value 
that minimised the equal error rate of the evaluation set data. 
5.2.5 Anisotropic S1noothing 
The cost function in Equation 5.14 can be generalised by incorporating a weight, p(x, y), 
mimicking the perception gain [35], in the term maximising goodness of fit of the 
solution to data, i.e. 
J(L) = 11 p(x, y)(L- I)2dxdy + ,\ 11(L; + L;)dxdy 
y X y X 
(5.16) 
Gross and Brajovic suggest that the coefficient should be a function of local image 
contrast, so as to enhance the image contrast in a manner which is insensitive to 
illumination. Using the reciprocal of vVeber's contrast as the smoothing parameter, the 
equation becomes 
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I(x,y) 
+ 
+ 
L(x, y) +A [ (1 ) \1 LN(x, y) PN x,y 
1 1 
( ) \!Ls(x,y) + ( )\!LE(x,y) PS x,y PE x,y 
t ) \1Lw(x, y)l PW x,y 
where P(li7·ection is calculated between the pixel, a and its neighbour, b. 
IIa-hl 
Pdi1·ection = . (I I ) 
nun a 1 b 
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(5.17) 
(5.18) 
is known as '¥eber's contrast. As with isotropic diffusion, multigrid methods are used 
to solve the equation, to find the luminance function. The reflectance function can then 
be calculated as R(x, y) = LI((x.'y)) 
x,y 
Setting the Anisotropic Sn1oothing Method Parmneters 
As with the isotropic smoothing method, the anisotropic smoothing method has a single 
parameter that needs tuning, ,\. This parameter also determines the ratio between the 
two parts of the cost function. 
The tuning of the smoothing parameter was carried out on the evaluation set of config-
uration one of the XIVI2VTS database. The amount of smoothing was set to the value 
that minimised the equal error rate of the evaluation set data. 
5.3 Exan1ples of Photo1netrically Nor1nalised I1nages 
Figures 5.1, 5.2 and 5.3 show examples of processed images using the five normali-
sations. In each case, the top left image shows the image obtained by geometrically 
normalising the image ·without any photometric normalisation. The top right images 
show the result of the principal component analysis method. On the middle row the left 
images show the result of the retinex normalisation and the right images are the result 
of the homomorphic filter. The bottom left and bottom right images are the result of 
the isotropic smoothing method and the anisotropic smoothing method respectively. 
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The three original images are captured under three worsening illumination conditions. 
The first condition is frontal illumination by a single light source and a small amount 
of ambient light. The second illumination condition is obtained by moving the light 
source horizontally. At this angle of illumination, there is a shadow cast from the nose 
and a darkened region to the left of the mouth. The third illumination condition is 
obtained by moving the light source further horizontally. At this angle of illumination, 
the majority of the face is lit only by the ambient light and as such there is a large 
difference in the amount of light falling on the two halves of the face. 
The principal component analysis method is not able to accurately reconstruct the face 
images. In the well illuminated image there is a clear loss of high frequency information 
around the nose region. The second and third images show that the reconstruction has, 
in fact, retained much of the illumination information even though the coefficients were 
found using the filtered eigenfaces. 
The Retinex method removes a large amount of the low frequency information but 
maintains most of the useful feature information. Although the shadowed region by 
the nose is still visible in the second image, it is greatly reduced, and the shaded region 
by the mouth is nearly completely removed. The third image shows that the retinex 
algorithm has removed the disparity of brightness between the two sides of the image, 
however, a line remains along the centre of the nose and mouth, where the dark and 
light regions meet in the original image. In general the three retinex processed images 
appear to be very similar to one another. 
The homomorphic filtering method amplifies the contrast in the well illuminated image. 
It also amplifies the contrast in the second image, but a consequence of this is that the 
edges of the shadowed areas appear to be sharpened. The shaded area by the mouth 
is slightly improved. The third image is quite well balanced, in terms of grey level, 
between the two halves of the face, although a brighter region on the far right of the 
face and a darker region on the far left side of the face still exist. The contrast around 
important features is high, but not balanced between the two halves of the face. 
For the well illuminated image, the isotropic smoothing method and the anisotropic 
smoothing method have similar results, however the output of the anisotropic smooth-
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ing method has much higher contrast, due to the local contrast term in the smoothing 
equation. In the second image, the isotropic smoothing method ofi'ers marginally im-
proved results. The anisotropic method performs better around the mouth region and 
removes more of the shading on the left side of the face. In the third image, the isotropic 
smoothing method recovers a lot of detail from the left half of the face, but fails to 
remove much of the disparity between the two halves of the face. The result of the 
anisotropic smoothing method has very similar brightness levels of the left and right 
halves of the face image. The right hand side of the face, however, is subject to higher 
levels of noise. 
5.4 Experin1.ents 
Face verification tests (as described in chapter 4) were carried out using the XIV12VTS 
database, the BANCA database and the Yale B database. 
In each test, all images, including the enrolled gallery images and the images used to 
build the principal component analysis and linear discriminant analysis models, were 
photometrically normalised. 
As mentioned above, the relevant parameters for each normalisation were determined 
using the configuration one evaluation set. 
5.5 Results 
This section presents a summary of the results of testing the various algorithms on the 
three databases. The results labelled Geometric, are the results produced by not using 
photometric normalisation. 
Firstly, the results of the Yale B database experiment are presented in Table 5.1. 
The homomorphic filter shows a small improvement in performance. The anisotropic 
method achieves a much better performance and the value of the local contrast coef-
ficients is illustrated by the huge improvement in accuracy over the isotropic method. 
By far the best performance is obtained by the retinex method. 
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ivlethod YaleB 
Geometric 34.76 
PCA 30.96 
Retinex 22.20 
Homomorphic 31.36 
Isotropic 33.04 
Anisotropic 27.68 
Table 5.1: Performance on both protocols of the XM2VTS database. Values shown are 
the HTER: half total error rate 
The second experiment was carried out using the two configurations of the XM2VTS 
database. The results obtained from configuration one of the database show the 
anisotropic smoothing method achieving the highest accuracy, narrowly outperforming 
the homomorphic filter. In contrast, the results from configuration two of the database 
show superior results for the homomorphic filter. When applied to the XM2VTS 
database, where the illumination is controlled, the retinex method actually shows a 
considerable drop in performance. The filtering process therefore removes valuable 
discriminatory information in addition to the illumination information. 
ivfethod Cl C2 
Geometric 5.78 4.23 
PCA 6.11 4.75 
Retinex 15.64 9.18 
Homomorphic 3.84 2.53 
Isotropic 6.04 4.35 
Anisotropic 3.73 3.70 
Table 5.2: Performance on both protocols of the X:M2VTS database. Values shown are 
the HTER: half total error rate 
The third experiment was carried out on the BANCA database. The results are sum-
marised in table 5.3 which shows the half total error rates. 
The seven configurations of the BANCA database show differing results. The principal 
component analysis method improves performance on the matched and grand con-
figurations, but degrades performance on the unmatched and pooled configurations. 
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The homomorphic filter and retinex offer good improvements in performance, but the 
anisotropic method yields the best results by a large margin over all configurations. 
Protocol 
Method MC iviD lviA UD UA p G 
Geometric 14.53 14.17 13.39 20.18 28.74 22.86 11.15 
PCA 9.07 10.74 13.06 25.41 29.55 24.55 8.76 
Retinex 8.04 5.96 13.67 11.12 26.85 17.28 6.32 
Homomorphic 6.25 7.95 9.02 16.30 22.42 18.33 5.91 
Isotropic 6.11 6.04 8.93 14.16 22.50 17.21 5.33 
Anisotropic 4.79 4.28 7.58 8.54 18.89 11.85 3.26 
Table 5.3: Performance on all protocols of the BANCA database. Values shown are 
the HTER: half total error rate 
5.6 Conclusions 
The performance of various photometric normalisation algorithms has been compared 
on three very different databases and over numerous configurations. 
The PCA method shows inconsistent improvements. It is likely that this method per-
forms badly because of the difficulty in reconstructing the coefficients from the filtered 
images. 
The illumination variation in the Yale B database is vast and the retinex method proves 
to be superior, however as a photometric normalisation algorithm it performs badly on 
the realistically illuminated X:M2VTS and BANCA databases. 
The XM2VTS database in contrast with the BANCA database has excellent illumina-
tion conditions. There are no examples of shadowing and all images are captured in the 
same environment. The difi:'erence between the homomorphic filter and the anisotropic 
methods demonstrated by the X:l\t12VTS database is very small and based entirely on 
the selection of training and testing data. However when illumination conditions are 
degraded, such as in the BANCA database, the anisotropic method is clearly shown to 
be superior. 
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Figur 5.1: Example from Yal B database of processed well illuminated images 
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Figur 5.2: Exampl from YaleB database of proce d imag sunder poor illumination 
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Figur 5.3: Exampl from YaleB database of processed images under very poor illu-
mina in 
5.6. Conclusions 
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Figure 5.4: ROC curve for protocol MC of the BANCA database. (Solid- Anisotropic, 
Dash/Dot- Homomorphic, Dot- Retinex) 
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ROC: BANCA, UA 
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Chapter 6 
Optimising the choice of ,\ in the 
Anisotropic Smoothing 
Algorithm 
6.1 Introduction 
There is a single parameter, >., that controls the performance of the normalisation. >. 
determines the amount of smoothing used in estimating the luminance function. In first 
presenting the method, Gross and Brajovic tuned the value of the smoothing parameter 
by hand for each individual image. For the purposes of comparing this normalisation 
with other methods, a single optimal value of the parameter for each database tested 
was found. Clearly, neither of these approaches are sufficient for a fully automated face 
verification system. 
In this chapter, it is demonstrated that the error rates of verification are sensitive to 
correct parameter selection and present a method of finding the optimal value of>. for 
each probe image presented to the system. 
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6.2 Optimisation of the Normalisation Process 
Previously .A has been set at a constant value for the whole database. Table 6.1 shows 
how the results of the X1vl2VTS verification test for both configurations vary as a result 
of varying .A. It can be seen for configuration one (referred to as Cl in the table) that 
the optimum choice of .A is 7. However, for configuration two (referred to as C2 in the 
table) .A= 7 is not the optimum choice of .A. 
The BANCA database results in table 6.2, show that using a single value of .A for 
the whole database can yield some very good results for certain protocols. However, 
that value of .A does not necessarily generate the best result on another protocol. For 
example, taking .A equal to 11 gives the lowest error rate for the Matched Degraded 
protocol (MD), but using this value of .A on the Pooled protocol (P) gives error of 
13.18% in comparison with 11.79%, the best error rate for that protocol. The optimum 
choice of .A varies from 6 (P protocol) to 14 (:WIA protocol). The BANCA results also 
show that a change in .A can give rise to a large change in verification error rate. For 
example, the optimal value of .A for the unmatched degraded protocol of the BANCA 
database occurs at .A = 6. For a change in .A of ± 1, the error rate increases by more 
than 10%. These results illustrate the problem of estimating the optimum value of .A. 
It is of course not possible to simply set the value of .A to the best values. The value 
of .A must be found from an evaluation set that does not include the test data. This 
value of .A is referred to as the tuned value. The best fixed value of .A in the tables 
can be thought of as a lower bound on the error rate for the tuned method, i.e. the 
tuned result will always have an error rate that is greater than or equal to the best 
fixed value. 
The far right column in table 6.1 and table 6.2 shows the error rate of verification when 
.A is found by optimising the equal error rate on the evaluation data (for BANCA the 
evaluation data for group one is group two and the evaluation data for group two is 
group one). The results show that although the best value of .A can be found on the 
evaluation set (as in the case of XM2VTS configuration one), it is true that in general 
.A is often poorly selected. 
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>. 3 4 5 6 7 8 9 10 Tuned 
Cl 9.22 7.41 5.94 5.41 3.73 3.97 6.80 4.50 3.73 
C2 7.39 7.25 5.41 4.40 3.70 3.44 3.48 3.65 3.70 
Table 6.1: Error rates (%) for fixed values of the smoothing parameter and for tuned 
values of the smoothing parameter for both configurations of the X:tvi2VTS database 
,.\ 5 6 7 8 9 10 11 12 13 14 T'uned 
MC 5.22 5.22 4.79 4.78 4.92 4.73 4.65 5.42 5.69 5.53 4.81 
MD 4.70 4.41 4.28 4.15 3.91 3.81 3.49 4.46 4.34 4.78 3.67 
MA 7.68 7.60 7.58 8.25 7.44 6.78 7.26 6.97 6.97 6.60 7.24 
UD 8.61 7.63 8.54 8.30 7.85 8.93 9.05 9.47 9.34 9.51 9.38 
UA 19.79 18.97 18.89 19.04 20.34 20.59 20.77 20.51 20.69 21.03 21.55 
p 12.52 11.79 11.85 11.94 12.15 12.87 13.18 13.09 13.25 13.02 12.01 
G 3.55 3.46 3.26 3.22 3.16 3.01 3.00 3.17 3.41 3.33 3.24 
Table 6.2: Error rates (%) for fixed values of the smoothing parameter and for tuned 
values of the smoothing parameter for each of the protocols of the BANCA database 
In the case of the 11IC and 11ID protocols of the BANCA database the Tuned result is 
close to the actual best result. For the protocols with larger variation in image content 
due to external factors, such as the unmatched protocols UD and UA, the Tuned result 
is worse by a larger margin. This is clue to the evaluation set not adequately represent-
ing the test set. The Pooled protocol result shows that the Tuned result is close to the 
best fixed result. This could be due to the increase in the size of the evaluation set in 
this case. 
As described previously (equation 5.16), equation 6.1 is the cost function that is min-
imised in order to find the luminance function; the anisotropically smoothed version of 
the original image. 
J(L) = 11 p(x, y)(L- I)2dxdy + ＾ＭＱＱＨｌｾ＠ + ｌｾＩ､ｸ､ｹ＠
y X y X 
(6.1) 
For very small values of>., the minimisation of the cost function is determined more by 
66 Chapter 6. Optimising tlw Smoothing Parameter 
the first part of the equation (the sum of squared difference between the image and the 
luminance function). As such, the luminance function tends towards the original image 
and the resulting reflectance function tends towards a flat image. For very large values 
of >., the minimisation of the cost function is determined more by the second part of 
the equation (the integral of the squared magnitude of the gradients in the luminance 
function). As such the luminance function tends towards a flat image and the resulting 
reflectance tends towards the original image. 
The images in figure 6.1 show how the processed image varies as a result of changing 
the value of >.. The value of >. increases from left to right. As can be seen from the 
figure, the luminance image corresponding to >. = 2 very closely resembles the original 
image and the corresponding reflectance image is quite flat with only the edges of the 
features showing. The luminance image corresponding to >. = 9 is very smoothed (but 
with the important edges remaining) and the corresponding reflectance image more 
closely resembles the original image. In between, it is clear that as the luminance 
function becomes more smooth the effect on the reflectance function is to include more 
low frequency information. 
As the majority of the illumination specific information is encoded in the lower fre-
quencies, it could be suggested that they should be completely removed. In fact, some 
earlier systems pre-processed the face image with an edge detector, the effect of which 
would be to retain only high frequencies. The problem with this approach is that it 
removes the discriminatory facial structure which is also present in the low frequencies. 
The nature of image formation does not allow for illumination specific effects (shading 
and shadowing) and facial structure to be separated by simple frequency based meth-
ods. This problem presents us with a trade off; the normalisation process removes both 
unwanted illumination specific information and desirable face specific information with 
no way to discriminate between the two. 
The question is then how to set >. to process a probe image so that it best matches 
the gallery image. One possibility would be to use an image of a face under controlled 
illumination as the gallery image. The value of >. that best matches the processed 
probe image to the gallery image could be used. Because the processed probe image is 
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(a) >. = 2 (b) >. = 3 (c) >. = 4 (d) >. = 5 
(e) >. = 2 (f) >. = 3 (g) >. = 4 (h) >. = 5 
(i) >. = 6 (j) >. = 7 (k) >. = (!) >. = 9 
(m) >. = 6 (n) >. = 7 (o) >. = (p) >. = 9 
Figur 6.1: Luminan e (top) and Refl.e tance (bo tom) Im g s g n rat d with increas-
ing alu of th smoothing param t r 
68 Chapter 6. Optimising the Smoothing Pru:ameter 
1700.--------..----.------.-----.-----.------, 
1600 
1500 
1400 
ｾ＠8 1300 
U) 
1200 
1100 
1000 
ＹＰＰｌＭＭＭｾＭＭＭＭｾＭＭＭＭｌＭＭＭｾＭＭＭＭＭＭｾＭＭＭ｟｟ｊ＠
0 10 15 
Lambda 
20 25 30 
Figure 6.2: Score plotted against smoothing parameter for identical images 
an estimate of the reflectance function of the face, a better approach is to match the 
probe to an estimate of the reflectance of the gallery image; a processed gallery image. 
Currently, the choice of A for the gallery image is set at a fixed value, found using the 
evaluation set (i.e. the value of A uses to generate the Thned results). 
Using a processed gallery image, the face verification score can be plotted against the 
value of A used to process the probe image. Figure 6.2 shows how the score varies when 
the same image (from the PIE database) is used as both gallery and probe (prior to 
processing). The gallery image has been processed with A = 4 and the probe image 
has been processed with varying A. 
Clearly, the score reaches a maximum at A = 4, where the probe and the gallery are 
identical. Vlhen the probe image is processed with a lower value of A, the reflectance 
estimate contains less low frequency information and as such the score decreases. When 
the probe image is processed with a higher value of >., the reflectance estimate contains 
more low frequency information and again the score decreases. 
Figure 6.3 shows how the score varies when a different image of the same subject, 
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Figure 6.3: Score plotted against smoothing parameter for different images 
varying only slightly in illumination (pose change is minimal), is used as a probe and 
is compared with the same gallery image (processed with .A= 4). In this figure we can 
see that the maximum does not occur at .A= 4. 
As the amount of low frequency information included in the reflectance image is in-
creased, more information about the facial structure is included. Unfortunately, infor-
mation about the differing illumination conditions of image capture are also included. 
It is likely that for a poorly illuminated probe image, there will be a value of .A that 
optimises the trade off between facial structure and illumination specific information. 
6.3 Proposed Method 
The method proposed for optimising the choice of .A for the processing of a face image 
for verification is as follows: 
A verification score function is used to evaluate the estimated reflectance function as a 
function of .A. The score is generated by projecting the probe image into a client-specific 
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linear discriminant analysis subspace and finding the distance between the projection 
of the probe image and the class representing impostors (a template of the client to 
whom the claim is made, which has been generated during training). A larger distance 
between the projection of the probe image and the impostor class therefore represents 
a better match between the client and probe image. When a claim is made, the probe 
image would be pre-processed a number of times, with differing values of .A. The face 
verification score quickly rises to a maximum value and then gradually declines. This 
maximum value corresponds to the value of .A where the probe image is most similar 
to the gallery image. The score would be calculated for each processed image and the 
maximum used for comparison with the threshold. 
In addition to finding the maximum score, a further method was also evaluated. This 
method found the mean of all of the scores generated. In this way, the score is in effect 
an estimate of the integral of the graphs, shown in figure 6.2 and figure 6.3, over the 
range of the set of .A values. This method could offer a benefit if it was the case that 
a score generated by a true claim was more robust to changes in the value of .A chosen 
for processing the probe image than the score generated by a false claim. 
For the purpose of this research, a fixed set of .A values were used, but it would be 
possible for a search routine to find the maximum score without processing the probe 
image for every value of .A in the set. In this way, the method of finding the maximum 
could be made faster. It would not be possible to use this to increase the speed of the 
method of using the mean score for verification. The option of using a search routine 
has not been researched as it is outside the scope of this thesis, which is only concerned 
with improving verification rates in varying illumination. 
vVe now assess the effect on face verification rates of using the two methods. 
6.4 Experiments 
In this section results showing the accuracy of face verification are presented. Error 
rates are shown for the case of using the best single value of A for all images in the 
database, labelled Best fixed. In addition the results obtained by tuning .A to minimise 
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the equal error rate of the evaluation set are included, labelled Tuned. These results 
are compared with those generated by taking the maximum score as a function of ).. 
(labelled 1\lfax) and with those generated by averaging over the range of values of).. 
(labelled ]\If ean). 
Table 6.3 shows the error rates for the two configurations of the X:rvi2VTS database. 
The best accuracy for configuration one, attained through using a single value of ).. 
gives an error rate of 3.73%. As noted earlier, the process of setting the value of).. on 
the evaluation set actually finds the best value. For configuration two, the tuned value 
of ).. is not optimal. 
The lVIax and lVIean methods achieve better error rates than the best fixed case in both 
configurations and the Tuned result in configuration one. The :rvlax method produced 
lower error rates than the !vlean method. 
Lambda Best fixed Tuned :tvlax l'viean 
Cl 3.73 3.73 3.15 3.56 
C2 3.4£1 3.70 2.83 3.08 
Table 6.3: Error rates (%) for the best fixed values of the smoothing parameter, for 
tuned values of the smoothing parameter and for the two combination methods for 
both configurations of the XIVI2VTS database 
The XlVI2VTS results illustrate that even in a controlled environment it is difficult to 
_find a single value of the smoothing parameter that would best suit. Even slight pose 
changes on the part of the subject can effectively change the illumination of the face. 
Table 6.4 shm:vs the error rates for the seven different protocols of the BANCA database. 
The "Mean method generates better results than the Tuned method. In all but one case 
it offers better results than the Best fixed results, and in this case, the IviD protocol, 
the results are similar. Unlike the X:fvi2VTS database, the BANCA results do not 
show the Ivlax results to be better than the Tuned results in all cases. In the :MC and 
MD protocols, the Tuned approach offers the best results. It should be remembered 
however, that although the lVIax method does not always show higher accuracy than 
using an individual value of).., it does remove the need for finding).. (which is useful for 
--- ----- -- -------------------------------
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applications with small amounts of training data) and also removes the problem of the 
variation in results across different protocols. In four of the five remaining protocols 
the 1vlax method produces better results than the Best fixed results. Overall, the Mean 
method outperforms the J\tlax method on the BANCA database. 
>. Best fixed Tuned :rviax Mean 
MC 4.65 4.81 4.84 4.44 
MD 3.49 3.67 4.15 3.51 
MA 6.60 7.24 6.27 6.20 
UD 7.63 9.38 7.98 7.58 
UA 18.89 21.55 17.95 18.14 
p 11.79 12.01 11.64 11.35 
G 3.00 3.24 2.77 2.56 
Table 6.4: Error rates (%) for the best fixed values of the smoothing parameter, for 
tuned values of the smoothing parameter and for the two combination methods for each 
of the protocols of the BANCA database 
Table 6.5 shows the error rates for the PIE database. The images used were the frontal 
pose, no expression subset of the images. The results show a clear advantage in using 
the 1vlax method. 
Lambda Best fixed Tuned Max J'vlean 
PIE 8.90 9.04 8.75 8.89 
Table 6.5: Error rates (%) for the best fixed values of the smoothing pat·ameter, for 
tuned values of the smoothing parameter and for the two combination methods for the 
PIE database 
A further investigation into the PIE data yielded an additional interesting result. The 
different illumination conditions of the PIE database were captured within a very short 
space of time, and as such the pose and expression of each subject remain nearly 
completely unchanged isolating the effect of illumination. The values of the score 
function for all claims \Vere examined for each subject across all illuminations. When 
using the optimised value of..\, the distance between the means of the true claims and 
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the false claims is only 3% less than when using the best single value of >. for all images. 
It was, however, also found that the variance of the resulting scores from true claims 
all illuminations was reduced by over 10% when using the :rviax method rather than a 
single value of>.. There was also a reduction in variance of scores resulting from false 
claims of 7%. 
The improvement in results is therefore likely to have come about due to the improved 
robustness to illumination of the output image from the pre-processing step. 
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6. 5 Conclusions 
A method of generating the best image, for the purpose of face verification, by opti-
mising the value of the smoothing parameter, A, in the pre-processing algorithm has 
been tested on a number of varied databases. 
The smoothing parameter is optimised by evaluating the quality of a number of pre-
processed images of varying A, and the image with the maximum score is used for 
verification. This evaluation is carried out using a score function based on client specific 
linear discriminant analysis. 
This :rviax method has been compared with the IVIean method. The score used by 
the :Mean method is generated by evaluating the verification score for a number of 
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Figure 6.6: ROC curve for the PIE database. (Solid- 1\med, Dash/Dot- Best, Dot-
iVIax) 
images pre-processed with varying values of A, and the sum of these score is used for 
verification. 
These two methods outperform the case of using a value of A, fixed for the whole 
database, that has been determined on an evaluation set. 
F\nthermore, the two methods compare favourably with the error rates produced by 
using the best possible value of>., fixed for the whole database. 
The :rvlax method outperformed the Mean method in some cases and not in others. As 
mentioned above, if a search routine was implemented, the Niax method would have 
the advantage of requiring less processing of images to be carried out than the :rviean 
method. 
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It has also been shown that if a situation exists, in which it is sufficient to use a 
single value of A for all images, it must be highly controlled. The XM2VTS database 
is captured indoors, under frontal illuminated conditions, with no shadowing, very 
little shading and always the same high quality camera. Even in this scenario, there 
is a large improvement to be gained by selecting the smoothing parameter for each 
individual image. 
The use of different configurations of the databases has shown that for the same set of 
images, changing the configuration of the training and testing data significantly alters 
the choice of the smoothing parameter. 
There is also an additional benefit of optimising each image, in that it removes the 
need for finding a single value of this smoothing parameter which is costly in terms of 
training. 
Chapter 7 
A Con1ponent-based Approach to 
Ill un1ination Invariant Face 
Verification 
7.1 Introduction 
In this chapter, face verification is carried out using a component-based method. Ex-
periments into the choice of photometric normalisation are presented, demonstrating 
tha.t the additional cost of using the more sophisticated anisotropic smoothing method 
is not necessary in a component-based framework Different trained and untrained fu-
sion strategies are compared and the issue of score normalisation investigated. Feature 
selection methods are also tested. 
7.2 A Co1nponent-based Fran1.ework 
In component-based face verification there are a number of methods that can be ap-
plied to combine the local information and data can be fused at a number of levels. 
At each subsequent level, the data. "\Ve are fusing contains less information about the 
measurement level. 
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It is possible to combine the input data at the feature level. In this way, the input com-
ponents would be individually pre-processed by some method and then concatenated 
to form a single large input pattern for a classifier. 
Another method is to fuse information at the score level. Each individual component 
can be thought of as providing data for a separate classifier, the output of which is a 
score that represents how well the component of the probe image matches the client 
template. 
There are two approaches to score fusion; un-trained methods or trained methods. 
Un-trained methods require no knowledge of the data, and as such are useful when the 
training data is limited. They include methods such as the sum rule and the product 
rule (37]. They are unable to discriminate in favour of one classifier rather than another. 
TI:ained methods allow the fusion algorithm to be tailored to the problem. In the case 
where one classifier is better than another, it is possible to weight the better classifier 
more highly, thus improving the performance of the overall classifier. 
It is also possible to carry out fusion at the decision level. At this level, binary (accept 
or reject) decisions are fused using methods such as voting or error correcting output 
coding. 
For simplicity, voting has been included amongst the un-trained score fusion techniques. 
An additional step prior to fusion is considered, namely that of score normalisation. 
Untrained score fusion methods have no information regarding the accuracy or the out-
put distribution of individual classifiers. As such it is possible for a powerful classifier to 
have little effect on the final classification decision. The purpose of score normalisation 
is to normalise the dynamic range of each classifier output so that they all hold equal 
weighting. 
7.2.1 Proposed System 
Figure 7.1 shows a diagram of the proposed system. The captured face image is 
pre-processed with a photometric normalisation. A selection of components are then 
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individually histogram equalised. The client-specific LDA verification process is then 
applied to each of the histogram equalised components to generate a score for each 
component. The scores are then normalised, such that their dynamic ranges are equal. 
The scores can then be fused into a final score that can then be compared with a 
threshold to determine whether the claim is accepted or rejected. 
For the purpose of experimentation, an initial selection of twelve face image components 
was chosen by hand. These components are shown in figure 7.2. The selection comprises 
of what a.re generally considered to be important features (Falk et al. shows that the 
proportion of time humans spend fixating on the eyes, nose and mouth, each far exceed 
the proportion of time spent fixating on other features when memorising faces for 
recognition [23]). 
Examining images of a face under varying horizontal lighting, shows a great variation 
in shading along the ridge of the nose. This variation in shading is caused by the large 
curvature (or rate of change of gradient) of the surface perpendicular to this line. This 
observation motivated the decision to divide the components into two along the vertical 
centre line of the face image. 
All of the components are extracted from the image as a rectangular sub-image located 
relative to eye positions (no other landmarks were used). The components are selected 
from four approximate scales. At the largest scale, the global face image is selected. 
The next largest components are the tvm half-face components; the global face image 
is divided in half by a line that passes between the eyes and through the centre of the 
mouth. At a smaller scale, three components containing the eyes (both eyes contained 
within one component), nose and mouth are cropped. Finally, these three components 
are each divided into two (along the same line that divides the half-face components). 
The components a.ll contain the same number of pixels. 
In section 7.3 we present experiments demonstrating that a simpler photometric nor-
malisation, requiring less computational time, ca.n outperform a more complex nor-
malisation when applied to smaller components. A number of methods for the fusion 
of score level data are detailed in section 7.4. The additional step of normalisation 
of the scores prior to fusion is introduced in section 7.5. As a brief aside, section 7.6 
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justifies the choice of fusion of facial components rather than a global face approach 
where individual components are normalised independently. In section 7. 7, the topic of 
feature selection is examined and applied to the problem of selecting an optimal subset 
from a large set of components. A more sophisticated method for fusion is suggested 
in section 7.8. Section 7.9 concludes this chapter. 
7.3 Photometric Normalisation of Image Components 
Experiments with photometric normalisations, discussed in previous chapters, have 
produced the conclusion that the best normalisation for face verification applied to a 
full face image is the anisotropic smoothing method [35]. 
It is not clear, however, that this result still holds when applied to image components. 
The complexity of a face image is such that simple methods such as histogram equal-
isation, that apply themselves globally to the image independently of any variation in 
image content do not perform as well as the more sophisticated, anisotropic smoothing 
method. In estimating the luminance function, the anisotropic smoothing method mod-
ulates the amount of smoothing at each location by Weber's measure of local contrast 
and as such does not degrade any important edge features such as the lines around 
the eyes, nose and mouth. Image components in contrast to the full face image, con-
tain fewer edge features. The smaller a component, the less it will contain these edge 
features. As such, a simpler normalisation, requiring less computational time, may be 
sufficient. 
7.3.1 Experilnent 
The performance of three photometric normalisations applied to the components in 
figure 7.2, have been compared on the BANCA database. The chosennormalisations are 
histogram equalisation (HE), homomorphic filtering followed by histogram equalisation 
(HF) and the anisotropic smoothing method followed by histogram equalisation (AS). 
The anisotropic smoothing method is chosen as it is the most complex (i.e. requires 
the largest amount of computation time) normalisation and performs the best on the 
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full face image. Homomorphic filtering is significantly less computationally costly than 
the anisotropic smoothing method, but demonstrated the second best performance in 
earlier work. Histogram equalisation is chosen as it is the simplest effective method. 
Table 7.1 and table 7.2 show the error rates of verification (HTER) when verification 
is carried out on individual image components processed by each of the three normali-
sations, as labelled in figure 7 .2. 
Protocol Normalisation FF LF RF BE LE RE 
HE 7.39 7.20 6.35 12.07 11.03 8.69 
MC HF 6.25 9.18 5.88 8.56 13.27 9.26 
AS 4.81 8.32 5.27 8.75 12.48 9.09 
HE 9.92 8.88 7.93 10.61 13.46 11.67 
MD HF 7.95 8.99 6.96 8.85 11.43 10.95 
AS 3.67 8.06 5.45 7.31 11.63 9.57 
HE 9.67 10.38 9.67 14.82 15.66 12.48 
MA HF 9.02 10.37 9.00 13.77 16.70 14.52 
AS 7.24 11.79 10.64 12.96 16.49 16.49 
HE 18.2L1 15.43 16.12 24.47 20.10 24.84 
UD HF 16.30 16.15 16.41 19.41 20.35 24.78 
AS 9.38 13.64 12.64 18.01 17.72 20.32 
HE 26.07 29.34 18.81 29.29 34.38 26.06 
UA HF 22.42 26.75 21.28 24.97 31.28 28.06 
AS 21.55 30.53 22.05 26.76 33.08 28.61 
HE 19.66 19.85 17.43 24.79 23.09 24.71 
p HF 18.33 18.68 17.40 19.44 21.56 24.61 
AS 12.01 15.70 13.59 18.29 21.72 22.58 
HE 8.86 7.25 7.30 11.84 11.00 9.69 
G HF 5.91 6.97 5.96 8.17 11.27 10.95 
AS 3.24 7.33 5.32 7.96 10.99 10.26 
Table 7.1: Error rates of verification (%) for components FF to RE using each nor-
malisation (HE: histogram equalisation, HF: homomorphic filtering, AS: anisotropic 
smoothing method) 
The results for the whole face (FF) show the previously determined result that the 
anisotropic smoothing method applied to the face image yields significantly better re-
---- ----------------------------------------------------------------------------------
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Protocol Normalisation N LN RN M LM RM 
HE 10.87 11.27 14.10 17.02 27.63 32.63 
MC HF 12.28 11.89 16.55 17.00 28.30 30.91 
AS 13.35 14.13 17.40 22.39 30.64 32.34 
HE 16.83 14.98 14.84 19.46 23.13 30.43 
MD HF 16.57 17.63 20.91 19.14 20.55 33.09 
AS 15.51 13.33 16.55 16.96 23.48 28.53 
HE 17.90 22.53 21.27 27.16 34.84 40.45 
MA HF 17.29 20.77 23.89 24.82 31.44 38.11 
AS 20.42 22.84 23.16 30.63 37.66 38.40 
HE 25.22 28.59 24.12 32.20 35.29 41.60 
UD HF 27.20 27.79 27.64 30.50 30.90 41.81 
AS 23.00 27.28 24.74 28.93 35.24 39.47 
HE 32.10 29.76 38.14 39.21 37.10 44.80 
UA HF 34.65 33.46 37.55 37.13 40.27 46.31 
AS 34.04 31.19 37.28 41.07 40.61 47.07 
HE 26.34 25.65 27.27 32.74 35.01 42.61 
p HF 28.28 26.48 30.70 31.49 35.67 39.42 
AS 26.05 26.62 28.96 31.68 36.36 40.37 
HE 15.19 15.83 16.31 21.14 27.70 35.04 
G HF 14.54 16.69 17.46 20.43 26.42 34.33 
AS 13.39 15.99 16.75 21.69 28.34 34.31 
Table 7.2: Error rates of verification (%) for components N to Rivl using each nor-
malisation on the BANCA database (HE: histogram equalisation, HF: homomorphic 
filtering, AS: anisotropic smoothing method) 
sults than either homomorphic filtering or histogram equalisation. 
In the :Matched Controlled protocol results the anisotropic smoothing method demon-
strates the best performance for only two of the twelve components. Histogram equal-
isation outperforms the other methods for seven components. It is unsurprising that 
the anisotropic smoothing method performs relatively less well in this protocol, as the 
:tvlatched Controlled protocol images were all captured in controlled illumination. 
In the two scenarios that used a cheap web-cam to capture the images, Matched De-
graded and Unmatched Degraded, the anisotropic smoothing method outperforms the 
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other two methods in the vast majority of cases. Like the Ivlatched Controlled scenario, 
these scenarios contain only small variation in illumination. The clear advantage of the 
anisotropic smoothing method could be attributed to its better performance on blurred 
images rather than any photometric normalisation qualities. 
The most relevant scenarios to the illumination problem are the IVIatched Adverse and 
Unmatched Adverse scenarios. In the 11Iatched Adverse scenario, the homomorphic 
filter outperforms the other methods for seven of the components. The two compo-
nents for which the anisotropic smoothing method performs best (full face and the 
component containing both eyes) are larger components and the components for which 
histogram equalisation performs best (the left eye, right eye and right half-nose com-
ponents) are amongst the smallest components. In the Unmatched Adverse scenario, 
the anisotropic smoothing method performs best on the full face and right nose com-
ponents only. Histogram equalisation outperforms the other methods on the majority 
of smaller components as well as the large right half-face component. 
Although the results for the Pooled and Grand scenarios have been influenced by the 
web-cam captured ima.ges, they still show a trend towards the less sophisticated meth-
ods as the components become smaller. 
7.3.2 Conclusion 
Three photometric normalisations have been applied to a hand-picked set of image 
components. The results have shown that although the more sophisticated methods 
perform best on the global face ima.ge and on large components, as the components be-
come sma.ller there is a significant trend towards less sophisticated methods performing 
comparatively well and in many cases better. 
Figures 7.3, 7.4 and 7.5 show examples of processed face images and components for 
the three photometric normalisations. From these we can see an indication of why the 
anisotropic smoothing method should actually perform worse when used to generate 
some of the components. In the examples of the anisotropic smoothing method, we can 
see that the component images are much more noisy than in the corresponding full face 
image. During the geometric registration stage of pre-processing the full face image 
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there is a significant amount of smoothing as the resolution of the face is reduced. 
Clearly the resolution of the full face image will be reduced by a larger factor than 
the image components (because the output size of the normalised component images is 
equal to that of the full face image) and as such, will be subject to more smoothing. In 
removing the lower frequencies of the input image, the anisotropic smoothing method 
amplifies the local contrast. This can result in amplified noise in the output image. 
As a result, the output image is sensitive to the amount of smoothing at this stage of 
processing. 
7.4 Score Fusion 
The component based system presented here fuses the information at the score level 
to produce a single score that represents the combined decisions of the component 
classifiers. 
Section 7.4.1 and section 7.4.2 present a number of possible methods for fusing the 
score level data. These methods are compared experimentally in section 7.4.3 and 
section 7 .4.4. 
7.4.1 Un-trained Methods 
The simplest way of fusing the scores from the outputs of the various component clas-
sifim·s is by using an un-trained method. Un-trained methods assume all classifiers 
perform equally well. The combination methods are Sum, Product, ]\tlax, Min and 
Voting. 
• Max: 
(7.1) 
The 1vlax method outputs a score equal to the highest score output from each of 
the component classifiers. The Max method is unaffected by individual classifiers 
that may produce low scores due to the effects of poor illumination. For false 
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claims however, the lviax method would select the score most likely to cause a 
false acceptance. 
• Min: 
(7.2) 
The 1vlin method outputs a score equal to the lowest score output from each 
of the component classifiers. The Min method is likely to be affected badly by 
poor illumination, as it would select the lowest score; For a true claim where the 
subject is poorly illuminated the score would be equal to that produced by the 
component classifier performing worst. 
• Sutn: 
(7.3) 
i=O 
The Sum method outputs a score equal to the sum of the outputs of all of the 
component classifiers. 
• Product: 
I 
S = IJ(si) (7.4) 
i=O 
The Product method outputs a score equal to the product of the outputs of all 
of the component classifiers. As the scores, in this case, are distances (from the 
impostor class to the probe) they will always be positive and as such the product 
will always be positive. If a score normalisation is introduced (see section 7.5), 
then it is important to be aware of the sign of the scores. If an odd number of 
scores have negative sign, then the sign of the product of those scores will always 
be negative. If an even number of scores have negative sign, then the sign of the 
product of those scores will always be positive. Therefore score normalisations 
such as the z-norm are not suitable when using the product rule. 
• Voting: 
The Voting method outputs a score equal to the number of component classifiers 
that output scores that are above their respective thresholds. Voting is a decision-
based combination strategy. As such, it is unaffected by the size of the scores 
output from the component classifiers; It assigns the same level of belief to an 
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acceptance due to a component classifier that outputs a score well in excess of 
its threshold as it does to a rejection from a component classifier that outputs a 
score just below its threshold. (Strictly speaking, voting is a decision level fusion, 
but has been included here for convenience). 
7.4.2 Trained Methods 
Given a sufficient amount of data, it could be preferable to use a trained method of 
combining the scores from several components. 
The trained methods described below, are: vVeighted sum of scores based on linear 
discriminant analysis and non-linear combination of scores using a neural network. 
Weighted sum. based on linear discrhninant analysis 
One method of using the training data to calculate weights for the score outputs from 
the various component classifiers is to apply linear discriminant analysis. For each probe 
image we can generate a vector of scores, where each score in the vector is the output 
of a single component classifier. A set of these vectors, corresponding to all possible 
claims are labelled as either client or impostor. Linear discriminant analysis can then 
be applied to the data set to find the subspace that maximises the ratio of between 
class variance to within class variance. This subspace will be represented as a matrix 
of dimensionality n by m, where n is the number of components and m the number 
of data classes minus one; the subspace is represented as a vector, the components of 
which are the weightings for the component classifiers output scores. For this task, 
software provided by Enrique Argones-Rua [5) was used. 
The nature of the classification method is such that a higher score always means that 
a probe is more like the client (see section 3.2.3). The weights of the individual com-
ponents scores should, therefore, always be positive. A negative weighting for a clas-
sifier would suggest that the polarity of that classifiers decision should be consistently 
reversed. It is, however, possible for this circumstance to occur when using linear dis-
criminant analysis to determine the weights. This can be caused by the redundant 
nature of the chosen component set. 
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Two approaches have been applied to this problem. 
Firstly, it can be assumed that if a component classifier weighting is negative, then it 
can contribute little to the correct classification of the test set. In this case, the negative 
weight can be set to zero, in effect pruning the total set of features. This approach was 
first presented by Argones-Rua et al. [5]. 
Secondly, in addition to pruning the negatively weighted components the weights are 
recomputed. The weightings, as determined by linear discriminant analysis, are de-
pendent on the input feature set. If a feature is removed at a later stage, it may be 
desirable to recompute the weights. Again it is possible for the weights to be negative, 
so the method is applied recursively until all weightings are positive. 
The three methods were compared experimentallyj LDA, LDA with pruning of neg-
atively weighted components and LDA recursively applied after pruning. Table 7.3 
presents the results of the three methods applied to the BANCA database. LDA+P 
and LDA+R refer to the pruned and recursive approaches respectively. 
The LDA pruned method displays the best overall performance, only worse than regular 
LDA in two cases. The LDA recomputed method performs inconsistently. The number 
of features left after iteratively removing the negatively weighted components varied 
greatly and as such the generalisation ability suffered. 
Non-linear fusion of components using a multilayer perceptron 
The final trained method used for the fusion of scores is non-linear and as such can 
create a more complex decision surface to separate the client and impostor classes. It 
requires more data to create this surface, and as such may be more prone to over-
fitting. A neural network, with a multilayer perceptron architecture (see section 3.3) 
was trained to classify an input vector to either the client or impostor classes. The input 
vectors were the output scores of the component classifiers. The multilayer perceptron 
is trained by back-propagation gradient descent and the input data is transformed to 
have zero mean and unit variance. 
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Protocol Normalisation LDA LDA+P LDA+R 
HE 4.13 3.81 3.21 
MC HF 5.85 3.91 4.90 
AS 4.76 3.89 8.08 
HE 3.78 3.69 4.17 
MD HF 4.12 3.03 4.52 
AS 4.31 3.75 2.08 
HE 8.61 8.06 7.40 
l\IIA HF 7.04 6.38 8.04 
AS 8.32 8.97 6.22 
HE 8.48 7.66 9.17 
UD HF 8.97 8.81 12.85 
AS 7.69 6.57 8.46 
HE 17.82 17.58 20.29 
UA HF 20.19 18.69 23.27 
AS 19.57 18.16 27.34 
HE 12.91 11.28 18.34 
p HF 14.36 11 .15 15.16 
AS 11.19 10.78 12.47 
HE 4.02 3.81 4.78 
G HF 4.15 3.86 4.33 
AS 3.24 3.86 2.61 
Table 7.3: HTER (%)of verification for LDA methods tested on the BANCA database 
(HE: histogram equalisation, HF: homomorphic filtering, AS: anisotropic smoothing 
method) 
7 .4. 3 Experhnent 
The methods of fusion described in the preceding sections were applied to the BANCA 
database using the protocols described in section 4.2. The BANCA database was pho-
tometrically normalised using three algorithms; histogram equalisation, homomorphic 
filtering followed by histogram equalisation and the anisotropic smoothing method fol-
lowed by histogram equalisation. The results are presented in table 7 .4. 
The lvlax and J\tlin methods show very poor performance due to the lack of robustness to 
individually poor classifiers. The product rule and voting method performed reasonably 
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Protocol Normalisation Max Min Sum Prod Vote LDA+P MLP 
HE 6.55 21.99 3.04 4.09 3.64 3.81 3.68 
MC HF 5.42 19.79 3.38 4.02 5.14 3.91 3.58 
AS 6.31 17.85 3.83 4.97 4.94 3.89 4.27 
HE 11.67 17.67 4.42 4.13 5.02 3.69 3.63 
MD HF 8.06 18.16 3.93 3.96 5.61 3.03 4.35 
AS 6.57 11.84 4.21 4.36 4.20 3.75 4.84 
HE 11.54 28.27 7.23 7.12 7.69 8.06 7.25 
MA HF 10.71 22.44 6.83 6.46 8.04 6.38 7.58 
AS 10.61 23.01 7.34 8.72 10.16 8.97 8.46 
HE 14.87 31.12 8.80 10.38 13.14 7.66 9.89 
UD HF 14.23 25.22 8.91 10.00 12.90 8.81 8.79 
AS 12.29 22.21 7.87 8.88 9.63 6.57 8.30 
HE 22.88 36.44 17.40 18.62 22.76 17.58 19.40 
UA HF 22.50 34.34 16.99 18.73 18.75 18.69 23.90 
AS 21.41 35.00 17.80 21.12 20.77 18.16 25.06 
HE 18.42 31.07 11 .37 13.55 16.47 11.28 10.98 
p HF 18.69 28.97 11.26 13.72 15.91 11.15 11.27 
AS 18.40 27.02 10.93 13.25 16.00 10.78 11.01 
HE 9.54 21.55 3.63 3.63 4.16 3.81 3.32 
G HF 8.98 15.87 3.53 3.54 4.78 3.86 3.45 
AS 6.02 15.64 3.06 3.51 4.13 3.86 2.95 
Table 7.4: HTER (%)of verification for fusion methods tested on the BANCA .database 
(HE: histogram equalisation, HF: homomorphic filtering, AS: anisotropic smoothing 
method) 
well, but in general the sum rule gives the best results. 
The LDA method gave good results for the matched protocols, but suffered in the 
Unmatched Adverse protocols when the LDA algorithm was subject to over-fitting. 
Interestingly, it was not adversely affected by over-fitting when tested on the Unmatched 
Degraded protocol. 
The multilayer perceptron method offered no advantage over the sum method in the 
lvlatched or Unmatched protocols, however did perform best in the Grand protocol 
and quite well in the Pooled protocol. This is probably due to the larger amounts of 
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training data available. 
Using either the sum rule or the LDA method, on the :rviatched Controlled protocol, 
histogram equalisation outperformed the other methods. The results on the ｾＯｬ｡ｴ｣ｨ･､＠
Degraded protocol show that, although with individual components the anisotropic 
smoothing method was the best, when fused with the sum rule or LDA method, the 
homomorphic filter yields the best results. This result was not, however, repeated on 
the Unmatched Degraded protocol where the anisotropic smoothing method was best. 
In the Unmatched Adverse scenario, the best results were obtained using the sum rule 
and the homomorphic filter. However, with the LDA method, histogram equalisation 
was the best normalisation. The results, for the sum method and the trained method, 
applied to the Pooled protocol are very similar for the three normalisations -even though 
it is influenced by the degraded image claim scores on which, the anisotropic smooth-
ing method appears to perform well. On the Grand protocol the best results were 
found by multilayer perceptron fusion and using the anisotropic smoothing method as 
photometric normalisation. 
7.4.4 Conclusions 
Both trained and untrained fusion methods were tested on the BANCA database using 
the three photometric normalisations; histogram equalisation, homomorphic filtering 
and the anisotropic smoothing method. 
The results support the earlier hypothesis that the significant advantage of the anisotropic 
smoothing method over the other methods is diminished when component-based veri-
fication is used. 
The performances of individual component classifiers are not entirely representative of 
the performance of the fused classifier; ｜ｾｔｨ･ｲ･｡ｳ＠ previously the more complex normal-
isation outperformed other methods on the majority of individual components in the 
IVIatchecl Degraded protocol, the homomorphic filter demonstrated better performance 
when the scores were fused-
Although in general the trained methods outperformed the un-trained methods, the 
sum rule fusion method performs comparatively well with more complicated methods, 
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especially on the more difficult Unmatched Adverse protocol containing the largest 
difference in illumination conditions between probe and gallery. It is possible that in 
scenarios involving larger amounts of evaluation data, that the trained methods would 
show better performance, but in the BANCA database the evaluation data is limited. 
7.5 Score Normalisation 
A drawback of the untrained score fusion techniques is that they assume that each 
component classifier performs equally well. As this is clearly not the case, a score nor-
malisation step can be added to the fusion process. The purpose of score normalisation 
is to find the mapping that transforms the distributions of the scores from each of the 
component classifiers so that they are equivalent. 
This step has not been introduced with the trained fusion methods. The LDA and IviLP 
fusion methods remain unaffected by any linear transform of this kind (although the 
l\1ILP data is transformed to zero mean unity variance to improve performance during 
training). 
7.5.1 Score Nortnalisation Methods 
Five score normalisations have been applied to the untrained fusion methods. The nor-
malisations are minmax, znorm and median (71], and two probability based methods. 
• tninmax 
The purpose of this method, is to to measure the minimum (1nin) and maximum 
(max) of each of the component classifier output scores in the evaluation set and 
use it to normalise the range of the scores to between zero and one, thus: 
,.. si- mini(si) 
ｓｩ］ＭＭＭＭｾｾＭＭｾｾｾ＠
maxi(si) - mini(si) (7.5) 
where the ith component classifier output score, Si, is transformed to §i· 
• znorm 
This method assumes the output scores of the ith component classifier are nor-
mally distributed with mean, J-li and variance, ai. The data is then transformed 
7.5. Score Normalisation 
to have zero mean and unity variance: 
• n1.edian 
A Si - Jl.i Si= ---
CTi 
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(7.6) 
This method is intended to be equivalent to the znorm method, but be more 
robust to outliers causing errors in the estimation of Jl.i and CTi. Instead of mean, 
the method find the median of the data ( med). Instead of variance, the method 
finds the median of the deviations from the median (rned_dev), i.e. 
1ned = 7nedian[sj], Vj (7.7) 
med_dev = 1nedian[ls.i- mediJ, V.i (7.8) 
Thus: 
(7.9) 
Mapping to Probabilities 
For classification, it is desirable to classify to the class, Ci with the largest posterior 
probability, P(Cilx), where xis the measurement vector of the probe image. 
In order to estimate this quantity from the probe image, the distribution of scores in 
the evaluation data must be used. From the evaluation data, we can estimate the 
probability of a measurement occurring for a given class, i.e. the class conditional 
density, p(xiCi)· Bayes rule can be used to calculate the desired posterior probability 
from the class conditional density and the prior probabilities, P(Ci)· 
(7.10) 
it may not be possible to estimate the prior probabilities, so P( Ci) = J- is used for I 
classes. For the two class case (client or imposter), we have: 
P(c . I ·) _ p(xiCctient) clzent X - ( I p X cclient) + p(xiCimposte7·) (7.11) 
The task is therefore to estimate the class conditional densities from the evaluation 
set. This section presents two methods of estimating P(xiCi)i parametric and non-
parametric. 
------ - Ｍ ＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾｾＭＭＭＭＭＭ ＭＭ ＭＭＭＭ ＭＭＭ
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• Parmnetric 
Both the true claim and imposter claim score outputs from the component clas-
sifiers are estimated as having a Gaussian distribution. In order to characterise 
the Gaussian distributions, the mean and variance must be calculated. For N 
data points: 
(7.12) 
N 
2 1 """" -2 a = N _ 1 L.) Xi - x) 
i=l 
(7.13) 
and the class conditional density for class ci is therefore: 
(7.14) 
• Non-parmnetric 
Clearly the assumption that the scores have a Gaussian distribution could lead 
to significant fitting errors. The Parzen windows method [22] estimates the dis-
tribution of scores by the use of a window function, cf>(u). 
cf>(u) = { 1 lui ｾ＠ 1 
0 otheTwise 
(7.15) 
For class Ci of Ni data points: 
N· 
p(xiCi) = t 2h1N· 4> (x ｾｘｩＩ＠
i=l t 
(7.16) 
As the entire evaluation set is used to estimate the distribution of scores, it is necessary 
to set the width parameter, h, on a further set of data. The parameter value applied 
to the :Matched Controlled protocol was optimised on the Ivlatched Degraded protocol. 
The parameter value applied to the remaining protocols was optimised on the !\/latched 
Controlled protocol. The set of images used by the Ivlatched Controlled protocol over-
laps only by a small amount with the Unmatched and Grand Protocols. The value of 
h optimised on both the Ivlatched Controlled and Matched Degraded protocols were 
found to be equal. 
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7.5.2 Experiment 
The methods described in section 7.5 were tested on the BANCA database and com-
pared with not using a score normalisation (referred to as none in the tables). The 
results are presented in table 7.5. The parameters of the normalisation were estimated 
from the evaluation set and applied to both the evaluation set and the test set. 
Protocol Nonnalisation None 1\llinmax Znorm Median Parmn NParam 
HE 3.04 2.85 3.69 4.46 5.03 5.40 
MC HF 3.38 3.30 2.77 3.21 4.23 4.26 
AS 3.83 3.70 4.31 4.33 5.10 3.88 
HE 4.42 4.10 4.62 4.76 4.78 4.82 
MD HF 3.93 5.75 4.84 4.86 4.98 4.31 
AS 4.21 3.69 3.89 4.12 3.59 3.64 
HE 7.23 6.57 8.19 10.48 9.84 9.39 
MA HF 6.83 6.23 8.00 10.10 9.26 7.85 
AS 7.3t1 7.32 7.76 8.19 8.19 7.44 
HE 8.80 8.61 9A4 9.20 8.80 8.83 
UD HF 8.91 8.69 9.98 9.41 9.49 8.78 
AS 7 .87 8.01 10.63 9.13 9.18 8.33 
HE 17.40 18.08 19.38 17.88 18.43 17A3 
UA HF 16.99 18.91 19.18 17.72 17.64 17.74 
AS 17.80 18.19 19.46 18.03 17.88 17.70 
HE 11.37 11.43 13.02 13.59 12.82 12.76 
p HF 11.26 11.05 12.70 12.30 12.27 12.38 
AS 10.93 10.59 12.24 11.95 11.89 11.43 
HE 3.63 3.24 3.95 4.57 4.72 4.12 
G HF 3.53 3.68 4.16 4.48 4.36 3.87 
AS 3.06 2.81 3.71 3.24 2.98 2.82 
Table 7.5: HTER (%) of verification for score normalisation methods tested on 
the BANCA database (HE: histogram equalisation, HF: homomorphic filtering, AS: 
anisotropic smoothing method) 
The score normalisations based on mapping the scores to posterior probabilities (Param 
and NParam in the table) perform less well than not using any score normalisation in 
the majority of cases. Jain et al. (46] also found this to be the case in multimodal 
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biometric fusion. The score normalisation that performs the most consistently well is 
the minmax method. It outperforms the other normalisations in the majority of cases 
when using histogram equalisation and the anisotropic smoothing method. When using 
the homomorphic filtering method, the median normalisation performs comparatively 
well. It is also interesting to note that the znorm method consistently outperforms the 
median method on the controlled protocols and the median method outperforms znorm 
on the unmatched method. As the unmatched protocols are more difficult for the verifi-
cation system, it is suggested that the data contains more outliers and that in this case 
the median method uses a more robust estimator of the normalisation parameters than 
the other methods. It is possible that, in this case, the scores from the homomorphic 
filter contain more outliers, thus explaining the comparative performance of the median 
normalisation with the minmax normalisation. In the matched protocols, the minmax 
method shows an advantage over no score normalisation. In the unmatched protocols 
the problem of parameter estimation is again highlighted and although it performs well 
on the Unmatched Degraded protocol it performs badly on the Unmatched Adverse 
protocol, which contains more illumination effects. 
7.5.3 Conclusions 
The performance of three score normalisation methods has been compared on the 
BANCA database. The most successful score normalisation was the minmax method. 
This method required the minimum and maximum values of the test set score distri-
bution to be estimated on the evaluation set and as such was susceptible to outliers, 
prevalent in the unmatched protocols. The option of no score normalisation outper-
formed minmax when the illumination conditions made estimation of these parameters 
more difficult. Score normalisations are more successful when applied to multi-modal 
fusion as the range of output scores will not be as similar as in the case of facial 
component images. 
It is clear that, in general, the anisotropic smoothing method does not offer any clear 
advantages over the simpler normalisations in terms of illumination invariance. It does 
consistently outperform the other normalisations from the point of view of the degraded 
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protocols, but this is likely to be due to the nature of the web cam images rather than 
the illumination conditions in which the images were captured. 
7.6 Justification of the Fusion Approach 
It is not clear from the experiments so far, whether the gain in verification performance 
is due to the fusion of various facial components or simply caused by the fact that the 
histogram equalisation is applied to localised regions. 
As mentioned previously (section 7.2), the half-face component images contain the same 
number of pixels as the global face images. In this way, the half-face component images 
have twice as many pixels as that in the equivalent region of the full face image. In 
effect, the component based representation contains a higher resolution representation 
of the face. 
In order to claTify that fusion is a beneficial step, an experiment was carried out com-
paring the verification results for a global histogram equalised face image, with the 
fused histogram equalised half-face images and also with a third image formed by his-
togram equalising the two halves of the face image separately whilst still considering 
them as a single image. The fused histogram equalised half-face image score was gener-
ated by adding the scores from the two components. An additional variable is the size 
of the third image. In order to compare it with the fused half-face method, it would 
need a resolution equal to the sum of the two half-faces (i.e. the two component im-
ages concatenated). However, the global face image size is determined, in part, by the 
amount of training data. It is therefore also important to compare a.n image formed by 
histogram equalising the t·wo halves of the face image separately at a resolution equal 
to the global face image. 
Table 7.6 shows the results of the experiment described above. The· test was carried out 
on the X:lVI2VTS Dark image set. As mentioned previously in chapter 4.1.1, the Dark set 
test of the xrvi2VTS database uses the same training and evaluation sets and threshold 
as the configuration one test. The only difference is the test set images. In the table, 
Cl and C2 refer to configurations one and two respectively of the X1tl2VTS database 
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and Dark refers to the darkened image set. FF refers to the full-face image; LF and 
RF refer to the left half-face and to the right half-face respectively; Fused refers to the 
score generated by adding the scores from the two half-face components; RegionBig and 
RegionSmall refer to the high resolution and low resolution faces respectively, where 
the two half-face regions of the global face image were histogram equalised separately. 
The table shows similar results for FF, Fused, RegionBig and RegionSmall for the 
X:M2VTS configurations one and two. LF outperforms RF slightly (more noticeably in 
configuration two) and perhaps as a result of this, the Fused shows a slight performance 
advantage. In general, RegionSmall outperforms RegionBig. The more interesting 
results are from the darkened image set, where Fused significantly outperforms the other 
methods. Fused outperforms RegionSmall (the next best method) by less than 10% in 
Cl and less than 6% in C2. On the darkened set Fused outperforms RegionSmall by 
nearly 30%. The Fused method demonstrates better performance, but more specifically, 
it also demonstrates better robustness to illumination variation. 
Method CI C2 Dark 
FF 4.80 3.98 20.59 
LF 6.61 4.31 17.81 
RF 7.04 5.04 20.67 
Fused 4.41 2.83 10.84 
RegionBig 5.20 3.89 19.76 
RegionS mall 4.80 3.98 15.19 
Table 7.6: HTER (%)of verification for XM2VTS 
7. 7 Feature Selection 
Feature selection is an important topic in pattern recognition. It is often the case 
that the number of measurements that can be taken is very large. At first, this would 
seem to provide more information for classification, however it can be a hindrance. 
As the number of dimensions of an input variable increases, the amount of training 
data required to learn a mapping to an output variable increases exponentially. This 
is known as the cuTse of dimensionality. 
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1vlore formally, given a large set, Y = (yl, y2 ... , Yn] of D features, the task of feature 
selection is to select a subset, Xd = [xt, x2 ... , xd] of d features, where d < D and each 
member of xd is identical to a member of y) such that xd is optimal with respect to 
some function J(Xd)· 
If it \Vas necessary to select a subset of d features from a set of D features by exhaustively 
measuring the strength of each possible subset, it would require the assessment of N 
subsets, where 
D! 
N = (D- d)!d! (7.17) 
It is clear that N can be come very large, for example there are over 1010 possible 
subsets of 10 features from 50. 
The simplest method of selecting a subset of features is by making a single measurement 
of the usefulness of each and thresholding to remove the undesirable features. This 
approach is known as a filter method. 
A more complicated approach is to use wrapper methods. The user chooses some 
method of assessing a subset of features, and this method is wrapped in an algorithm 
that searches, by means of including and excluding features, until the user defined 
measure is maximised. 
There are also some interesting examples in the literature of other strategies to remove 
redundancies by applying the K-:tvleans algorithm [12] (19]. 
7.7.1 Filter Methods 
The filter approach is to measure the usefulness of each filter without reference to 
the classifier with which the features will be used. Instead, measures such as the 
Bhattacharya distance or Kullback Leibler distance are employed to assess each filter 
in turn (18]. 
7. 7. 2 Wrapper Methods 
The wrapper approach is to assess the usefulness of sets of features rather than the 
individual features themselves. As such, the improvement in performance due to the 
- -------------------------------------------------
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inclusion of a strong component classifier can be compared with the improvement in 
performance due to the inclusion of a number of individually less strong components. 
The classification software is treated as a black box, the inputs being the feature set 
and the outputs being a measure of performance, such as error rate. 
The most obvious approach to finding the best subset from a large set of features is 
to exhaustively assess each possible subset, but as mentioned above, the number of 
possible combinations of features is prohibitively large and as such, it is necessary to 
use sub-optimal search algorithms [20]. The sequential forward search algorithm, SFS, 
sequentially introduces features into the selected subset, taking the best next feature 
at each stage. In this case, the best feature refers to the feature that, when added to 
the current feature set, minimises some cost function, such as the error of verification 
on an evaluation set. It does not mean that the feature is the best feature in an overall 
sense, but it is the best feature to add to the currently selected subset of features. In 
contrast, the sequential backward search algorithm, SBS, starts with a full set of all 
features and then at each iteration, sequentially removes the least contributory feature. 
There may exist a situation where the combination of two weaker features is better 
than a single stronger feature. SFS and SBS will always include the stronger feature 
first, and as such not reach the best solution in this case. 
In order to overcome this problem, the more general "plus l minus r" algorithm sequen-
tially adds l features and then sequentially removes r features at each iteration, allowing 
a single overwhelming feature to be replaced by a number of less strong features that 
outperform it when used in combination. 
So called "floating" search methods [72] [83) do not have any restriction on the number 
of features that can be removed. The sequential floating forward search algorithm, 
SFFS, removes the constraint on the number of features to be removed at each iteration 
and continually removes features while the value of the cost function remains below the 
value previously measured for the corresponding number of features. 
To clarify, the SFFS procedure has been listed below. The following definitions are 
necessary. 
x is a feature. 
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xk is the selected set of features at iteration k . 
.J(Xk) is the cost function (that is desirable to minimise) applied to set XI..:· 
• Step 1. Include a feature in xk, Xk+b to form X/..:+1 = xk + Xk+1 such that 
J(Xk + Xk+d is minimised with respect to Xk+1· 
• Step 2. If J(Xk+d > J(Xk) then terminate. 
• Step 3. Find a feature, XJ..:+I, in Xk+ll the removal of which will minimise 
J(Xk+1 - xk+l) with respect to xk+l· 
• Step 4. If Xk+l = XJ..:+l' then k = k + 1 and return to Step 1. 
• Step 6. If k = 2, then Xk = Jyk and return to Step 1. 
• Step 7. Find a feature, x 8 , in Xk, the removal of which will minimise J(JYk- xs) 
• Step 8. If J(Xk - x 8 ) > J(Xk_t), then Xk = Xk and return to Step 1. 
• Step 9. If J(Xk- xs) ::; J(Xk_I), then Xk-1 = }(k- xs, k = k- 1. 
• Step 10. If k = 2 return to Step 1. 
• Step 11. Return to Step 6. 
7. 7.3 LDA pruning n1.ethod 
The LDA pruning method presented in section 7.4.2 was first presented by Argones-
Rua et al. [5]. The authors of this paper used LDA with negative coefficient pruning 
as a score fusion method and suggested its possible use as a feature selection method. 
However, no results ·were presented comparing the LDA pruning method with another 
feature selection algorithm. The supposition that the negative coefficients are caused 
by redundant information in the training data suggests it could be used as a feature 
selection method. 
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7. 7.4 Experiment 
A large set of 51 features were created for the X:M2VTS database and XM2VTS dark-
ened set. The set contained: 
• The twelve hand-picked components mentioned previously. 
• Components obtained by regularly dividing the face image into a regular four by 
four grid. 
• A regular three by three grid, was used to divide the face into nine more com-
ponents. Each component of the three by three grid was the same size as that 
of the four by four grid, but was off set by half of one component in the vertical 
and horizontal directions. 
• A rectangle containing both eyes and the surrounding area was divided into a 
three by three grid. 
• A number of other components randomly selected from the face. 
The SFFS method (using Sum fusion) and the LDA pruning method were applied to 
the large feature set of the Xl\ti2VTS database for the purpose of feature selection. The 
error rates of verification for these methods were compared with those of the twelve 
hand-picked feature set fused by the Sum rule, the full set of 51 features fused by the 
Sum rule and the full set of 61 features fused by weighted sum using LDA. 
Selection Method C1 C2 Dark 
Full Face 4.80 3.98 20.59 
12 Components - Sum 3.97 1.87 10.65 
61 Components - Sum 3.81 2.11 9.99 
61 Components - LDA 4.05 2.59 15.48 
LDA pruned 3.31 (27) 3.70 (23) 10.62 (27) 
SFFS 0.74 (23) 2.28 (24) 15.50 (23) 
Table 7.7: HTER (%) of verification for XJVI2VTS (The numbers in brackets show 
number of components retained) 
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The results show an improvement in configuration one and dark performance when 
a larger number of components are used. Any improvement in performance due to 
increasing the number of components will be subject to the law of diminishing 'returns, 
i.e. as more components are added the performance 'vill improve by a smaller amount. 
vVhen used on configuration two, the full set of 61 components does not offer any 
advantage. This is because the set of twelve features are among the best features for 
verification of this configuration. Increasing the number of components is in effect 
reducing the weighting of the strongest individual component classifiers. 
The SFFS selected component set performs very well on the configuration one and 
configuration two data, but perform badly on the darkened set. 
Applying LDA to the set of 61 features gives bad results. This is likely to be due to 
the amount of redundancy in the additional, overlapping components causing many 
of the coefficients to be negative. The LDA pruned method does not perform as well 
on configurations one and two, but does outperform SFFS on the darkened set. Al-
though applying LDA to all 61 components outperforms LDA pruned on configuration 
two, the benefits of pruning the components corresponding with negative coefficients is 
illustrated when applied to novel illumination conditions. 
The selection methods perform better on configuration one than on configuration two. 
It is possible that this is because of the organisation of the evaluation data (see fig-
ure 4.1). In the evaluation set of configuration one, the client examples are more 
numerous and are provided by three sessions, whereas in configuration two, they are 
provided by just one session. It could be true that the evaluation data in configuration 
one contains more variation in the client images than the evaluation set of configuration 
two and that this leads to better generalisation of the selection methods. 
Figure 7. 6 shows the regions of the face image that have been selected for configuration 
one (and the darkened set). Lighter regions of the image correspond with regions 
contained in more than one component. Figure 7. 7 shows these regions superimposed 
upon face images with side lighting and diffuse lighting. The selection made by the 
SFFS method appears to select components from the sides of the image, which in the 
darkened set correspond with areas of heavy shading. In contrast, the LDA pruned 
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method selects those that are more central, such as the eyes and nose region. 
7.7.5 Conclusion 
Two methods of selecting components for face verification have been compared on the 
X:M2VTS database and Xl\1I2VTS darkened set. The SFFS method performs well on 
data that is similar to the data on which the components were selected, but badly 
as illumination changes. The selection is clearly subject to over-fitting. The LDA 
pruned method performs less well on the data captured with controlled illumination, 
but selects components that better generalise to unseen illuminations. There is no 
selection of components that can cope with widely varying illumination and perform 
optimally for controlled illuminations. 
The output of the SFFS method allows the best selection of N components to be known. 
In the form presented above, the LDA method is less flexible. It can only suggest a 
single selection of an uncontrolled number of components. As the input scores have 
different dynamic ranges it is only possible to use the sign of the weightings to guide 
selection. However, if score normalisation (see section 7.5) is used, then the relative 
weightings of the component classifiers output scores will be comparable. In this case, 
it would then be possible to further prune the component classifiers that have relatively 
low weightings, to achieve a desired number of features. 
7.8 Automatically Weighted Components 
As previously mentioned, an advantage of using components for verification is the 
improved robustness to local changes in the image plane. For example, if a shadow is 
cast across an area of a face the global face image can be severely degraded, but there 
will be several components that remain unaffected. In order to fully capitalise on this 
behaviour, it may be possible, for each given image, to use a verification score equal 
to the weighted sum of scores corresponding to the various components. The clearest 
example of this would be in the case of complete occlusion of the left half of the face, 
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SFFS 
LOA pruned 
Figur 7.6: i uali ation of th omponent elect d by th two m thod · FFS ( op) 
and LDA prun d (bottom) 
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SHS SFFS SA'S 
LOA ,.._, 
Figur 7.7: Vi uali ation of the omponents selected by the two methods combined 
wi h f imag from XM2VTS (centr ) and XM2VTS Dark (left and right) 
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we could set the weight corresponding to the right half of the face to one and the weight 
corresponding to the left half to zero. 
This approach would of course require a method of assessing the quality of each compo-
nent. Although not attempted for the purpose of this thesis, solutions to this problem 
could be found using simple methods such as correlation with a template or histogram 
comparisons. 
7.8.1 Experhnent 
From the large selection of databases (see chapter 4), the clearest illumination effect is 
in the XIVI2VTS darkened set, where the light source is positioned either to the left or 
to the right of the face. 
A face verification experiment was carried out using the left and right half-face com-
ponents only. The two half-face components were used for verification and a weighted 
sum of the two scores was found. 
(7.18) 
where Sis the total score for verification, w refers to the weights for the scores sand the 
subscripts u and s refer to the unshadowed and shadowed sides of the face respectively. 
Also: 
Wu+Ws = 1 (7.19) 
In this way, the score corresponding to unshadowed side of the face was always given 
the weighting Wu and the score corresponding to shadowed side of the face was given a 
·weighting Ws. 
The XlVI2VTS dark verification test was carried out using constant values for Wu and 
w 8 and repeated varying these weights. 
7.8.2 Results and Conclusions 
The results to this experiment are shown in table 7.8 and figure 7.9. 
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Th un h dow d ide (wu = 1 0 and w 8 = 0) of the face provides considerably more 
di rim ina iv information with an error rate of 13.75%, than the shadowed side ( Wu = 
and w = 100) with an error ra e of 23.86%. 
Figur 7. Examples of XM2VTS dark images 
Ex mining th xample darkened images in figure 7.8 we can see that the unshadowed 
id 1 arl vi ually better for verification. 
for the hadowed side hows that there is useful information available 
fac and as we include information from this component i.e. 
r lativ to Wu we have a gain in performance. 
Th rr r rat i minimi ed at Wu = 60 and W 8 = 40 giving HTER=l0.79%. This is 
unfortun ly not uffi.ci ntly better than the case of equally weighting the two com-
p n nt. Wh n Wu = W 8 = 50 HTER= 10.89o/c. This case requires no information 
r g rding h illumination conditions of the probe image and is therefore not suscepti-
bl t an po n ial error in an algorithm designed to asse s such conditions. 
7.9 Conclusions 
A no 1 m th d of component-based face verification has been proposed. The method 
ppli p ific lin ar di criminant analysis to a number of image components 
or for each. The scor s are then fused and the final score 
u hold. 
Th pect of thi method have been investigated: photometric normalisation; 
r fu i n· core normali ation · component election. The experiments into photo-
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Figure 7.9: Graph of HTER (%) of verification against different weightings of unshad-
owed half-faces 
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Wu ｷＮｾ＠ HTER 
Unshadowed 100 0 13.76 
95 5 13.35 
90 10 13.14 
85 15 12.71 
80 20 12.32 
75 25 11.85 
70 30 11.22 
65 35 11.02 
60 40 10.79 
55 45 11.03 
Even weights 50 50 10.89 
45 55 11.17 
40 60 12.12 
35 65 12.87 
30 70 13.97 
25 75 15.48 
20 80 17.18 
15 85 19.00 
10 90 20.43 
5 95 22.47 
Shadowed 0 100 23.86 
Table 7.8: HTER (%) of verification for different weightings (%) of unshadowed and 
shadowed half-faces 
metric normalisation show that the best full face method, the anisotropic smoothing 
method, no longer produces the best results. The homomorphic filter and histogram 
equalisation yield similar results. Overall, the best performing fusion method was the 
sum rule. The score normalisation experiments produced results showing that using the 
minmax score normalisation could in many cases offer improvements in results. The two 
component selection methods showed contrasting abilities. V\Thereas the SFFS method 
produced good results on the well illuminated X1vi2VTS configurations, it failed to gen-
eralise well to unseen conditions. The LDA pruning method produced less impressive 
results on the XM2VTS database, but performance did not degrade as much as the 
SFFS results when the selection of components was applied to the darkened image set. 
Chapter 8 
Conclusions and Future Work 
8.1 Conclusions 
This thesis has presented a number of methods for improving the performance of 2D 
face recognition systems under varying illumination. 
The problem of improving the performance of face verification by improved robust-
ness to variation in illumination conditions was introduced in chapter 1. Chapter 2 
introduced some of the existing approaches to this problem. A number of pattern 
recognition methods, that have been applied in this work, were discussed in chapter 3. 
Chapter 4 introduced the va.rious databases and experiments used for measuring the 
performance of the algorithms. In chapter 5, the performance of a number of methods 
for photometric normalisation have been compared on several large databases. The 
photometric norma.lisations are designed to remove the effects of illumination from face 
images prior to applying appearance based verification algorithms. These methods are: 
an algorithm based on principal component analysis; multiscale retinex; homomorphic 
filtering; a method using isotropic smoothing to estimate the luminance function of 
an image; a method using anisotropic smoothing to estimate the luminance function 
of an image. These photometric normalisation algorithms have been compared on the 
X:M2VTS database, the BANCA database and the Yale B database. It is shown that 
the best performing algorithm is the anisotropic smoothing method. This algorithm has 
been investigated thoroughly and it is shown to be sensitive to choice of the smoothing 
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parameter. The behaviour of the algorithm as a function of this parameter is inves-
tigated in chapter 6. In chapter 5, this smoothing parameter has been determined 
on a set of training data. An alternative method of using the verification score as a 
means of optimising the smoothing parameter for each probe image presented to the 
system is suggested. It is shown that there is an improvement in verification rates when 
this method is used in comparison to using a single value of the smoothing parameter 
that has been optimised for the whole database on an evaluation set. In addition, 
results have been presented showing that the method compares favourably to using a 
single value of the smoothing parameter that has been optimised on the test set. An 
additional benefit of the method is that it removes the need to set the value of the 
parameter using a set of training images. In chapter 7, a component-based system for 
face verification has been proposed. A large number of aspects of this system have 
been studied and experiments carried out; methods of fusion, photometric normalisa-
tion, score normalisation and component selection. Experiments have been carried out 
for each of these parts of the system. It is shown that in this context, in contrast to 
the previous outcomes of whole face verification, the simpler nonnalisations outper-
form the more complex anisotropic smoothing method. In section 7.4, the method of 
fusion by summation is shown to produce the best results of the untrained methods. 
Of the trained methods, the fusion by weighted sum method achieved the best results. 
In this method, linear discriminant analysis was used to calculate the weights, with a 
pruning stage to remove anomalous negative weights. In general, the untrained sum 
method outperformed the weighted sum method. The advantage of using the score 
fusion approach rather than a regional normalisation approach is shown in section 7.6. 
Section 7.5 has shown that the option of using score normalisation improves results 
only in the controlled scenarios. This is due to the difficulty in accurately determin-
ing parameters of the score normalisation. In the more complicated situations, better 
results are achieved by not using score normalisation. Component selection has been 
examined in section 7.7, comparing the well known method, sequential forward floating 
selection with the method of pruned linear discriminant analysis. Sequential forward 
floating selection achieved better results on the controlled illumination data set and the 
pruning method achieved better results when applied to the worst illuminated data set. 
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The component-based approach presented has offered the best face verification rates in 
this thesis. 
8.2 Sumtnary of Contributions 
This thesis has presented experiments comparing several photometric normalisation 
methods. The results demonstrate that the anisotropic smoothing pre-processing algo-
rithm of Gross and Brajovic [35] yields the best results of the photometric normalisa-
tions tested. The behaviour of this algorithm is investigated and a novel method for 
optimising the smoothing parameter has been presented. This method has been shown 
to offer better verification error rates than using a fixed smoothing parameter. A novel, 
component-based approach has been suggested. This method takes advantage of the 
reduction of lighting variation in smaller image components. The thesis has presented 
the useful result that the simpler normalisations offer the best results when applied 
to facial component images. The method of pruning the negative components of the 
linear discriminant analysis weight vector has been applied to the task of selecting the 
best subset of face components for verification. The pruned linear discriminant analysis 
method does not perform as well as the well known sequential floating forward selec-
tion method on the well illuminated X!vl2VTS database, however it achieves better 
generalisation when applied to the more challenging conditions of the XIvi2VTS clark 
set. 
8.3 Future Work 
The following is a summary of some of the many areas that have not been explored 
within this thesis. 
The successful anisotropic smoothing method modulates smoothing as a function of 
local contrast. Local contrast is used as an illumination invariant edge detector. There 
are, hmvever, more sophisticated edge detectors available, such as the detector based 
on phase congruency [55). 
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The additional information provided by colour images has not been taken advantage 
of. A simple addition would be to the component-based method. It would be simple to 
include the reel, green and blue colour channels (or the channels of some other colour 
space [33]) separately for the selection method to choose from. In addition, colour edge 
detectors may offer better illumination invariance than local contrast for use in the 
anisotropic smoothing method. 
The component-based approach currently uses eye positions to determine the location 
of other facial components. It is likely that better performance could be achieved using 
more accurately located facial features. There are several successful methods available, 
such as {36] and [32]. 
The current advances in image capture technology are improving the scope for building 
three dimensional models of human faces. As a result numerous methods for capital-
ising on the extra information this can provide for face recognition have been recently 
proposed [15, 3]. In principle, the use of the 3D shape model of a face can be consid-
ered illumination invariant and the task of face recognition becomes one of correctly 
registering the 3D model when a claim is made. In practise, the capture of an accurate 
3D face model is also subject to variations in the illumination conditions. It would be 
interesting to investigate whether the benefit of the extra information outweighs the 
inaccuracies resulting from the problems of image capture. 
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