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Abstract
The Hamiltonian formulation of N-bein, Einstein-Cartan, gravity, using its first order form in
any dimension higher than two, is analyzed. This Hamiltonian formulation allows to explicitly
show where peculiarities of three dimensional case (A.M.Frolov et al, 0902.0856 [gr-qc]) occur and
make a conjecture, based on presented in this report results, that there is one general for all dimen-
sions characteristic of N-bein formulation of gravity: after elimination of second class constraints
the algebra of Poisson brackets among remaining first class secondary constraints is the Poincare´
algebra and in all dimensions N-bein, Cartan-Einstein, gravity is the Poincare´ gauge theory. The
gauge symmetry corresponding to the algebra of first class constraints has two parameters- rota-
tional (Lorentz) and translational. Translational invariance is common to all dimensions but some
terms in general expressions for gauge transformations of N-beins and connections are zero in a
particular, three dimensional, case.
The proof of our conjecture is outlined in detail. Some straightforward but tedious calculations
remain to be completed to call our conjecture - a theorem and will be reported later.
∗Electronic address: nkiriush@uwo.ca
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I. INTRODUCTION
In this Report we continue the analysis of the Hamiltonian formulation of Einstein-
Cartan, N-bein gravity (tetrads in four dimensional case), using its first-order form. This
analysis was started in [1] where the complete treatment of three dimensional case (3D, D
is the dimension of spacetime) was discussed. In the considering Hamiltonian formulation
we will compare quite often higher dimensional cases with [1] because Dirac’s method of
constraint dynamics [2] (and his more technical initial articles [3] based on the course of
lectures given at Canadian Mathematical Seminar, Vancouver, August-September 1949) is
perfectly suitable for such a task as this is the general method not related to a particular
dimension. To be able to use advantages of this method, we do not specialize our formulation
to any particular representation of variables which is valid only in a particular dimension
and work with variables in which the Lagrangian of N-bein gravity is originally formulated.
Note that this is a Progress Report, not a regular article or review, and our main goal here
is to provide details of calculations (still in progress). Some related references can be found
in [1].
The Lagrangian of Einstein-Cartan, N-bein, gravity written in its first order form is
L
(
eµ(α), ωµ(αβ)
)
= −e
(
eµ(α)eν(β) − eν(α)eµ(β)
) (
ων(αβ),µ + ωµ(αγ)ω
(γ
ν β)
)
, (1)
where the covariant N-beins eγ(ρ) and the connections ων(αβ) (ων(αβ) = −ων(βα)) are
treated as independent fields, and e = det
(
eγ(ρ)
)
.1 Greek letters indicate covariant in-
dices α = 0, 1, 2, ... (D − 1). Indices in brackets (..) denote the internal (“Lorentz”) indices,
whereas indices without brackets are external or “world” indices. Internal and external in-
dices are raised and lowered by the Minkowski tensor η˜αβ = (−,+,+, ...) and the metric
tensor gµν = eµ(α)e
(α)
ν , respectively (here and below we will use tilde for any combination
with only internal indices and do not use brackets in these cases, except for antisymmet-
ric indices). We assume that N-beins are invertible and eµ(α)eµ(β) = δ˜
α
β , e
µ(α)eν(α) = δ
µ
ν .
For the Hamiltonian formulation where we have to separate space and time indices (not a
spacetime itself on space and time) we are using 0 for an external time index ((0) for an
1 Usually variables eγ(ρ) and ων(αβ) are named tetrads and spin connection, but such names are specialized
for D = 4. As we consider the Hamiltonian formulation in any dimension (D > 2), we will call eγ(ρ) and
ων(αβ) N-beins and connections, respectively.
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internal “time” index) and Latin letters for spatial external indices k = 1, 2, ... (D − 1) ((k)
for internal “spatial” indices).
For the N-bein gravity, equation (1) represents the first order form because variation
of this Lagrangian with respect to connections treated as independent variables gives an
equation of motion that can be solved for connections and the solution of it gives exactly
the definition of a connection
ω (αβ)σ =
1
2
eσ(λ)
(
Aε(α)µ(λ)e(β)ε,µ + A
ε(λ)µ(β)e(α)ε,µ − A
ε(β)µ(α)e(λ)ε,µ
)
(2)
where
Aµ(α)ν(β) ≡ eµ(α)eν(β) − eµ(β)eν(α). (3)
The standard, second order form, is (1) with connections as short notation for the com-
bination (2), not independent variables.
The proof that connections can be treated as independent fields, i.e. solving a correspond-
ing variational equation for ων(αβ) in terms of eγ(ρ), closely resembles a solution of similar
problem in formulation of metric gravity when possibility to treat affine connections as in-
dependent fields for the standard Einstein-Hilbert Lagrangian is discussed. This solution
was first given by Einstein [4] and the similar problem for particular combinations of affine
connections was considered in [5]. In case of N-bein formulation such a proof, to the best
of our knowledge, was not published anywhere and for the pedagogical reason we provide it
in next Section. This proof also allows us to establish notation that will be useful in con-
sidering the Hamiltonian formulation of N-bein gravity and to solve similar equation that
arises in higher than three dimensions of N-bein formulation during elimination of second
class constraints.
II. THE PROOF THAT CONNECTIONS CAN BE TREATED AS INDEPEN-
DENT VARIABLES
First of all, to make the analysis more transparent, using integration by parts, we rewrite
the Lagrangian (1) in the form
L
(
eµ(α), ωµ(αβ)
)
= eBγ(ρ)µ(α)ν(β)eγ(ρ),µων(αβ) − eA
µ(α)ν(β)ωµ(αγ)ω
(γ
ν β), (4)
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where
Bγ(ρ)µ(α)ν(β) = eγ(ρ)Aµ(α)ν(β) + eγ(α)Aµ(β)ν(ρ) + eγ(β)Aµ(ρ)ν(α). (5)
Of course, equations of motion for (1) and (4) remain the same and variation with respect
to a connection is
δL
δωσ(λτ)
= −eAσ(λ)ν(β)ω
..(τ
ν..β) + eA
σ(τ)ν(β)ω
..(λ
ν..β) + eB
γ(ρ)µ(λ)σ(τ)eγ(ρ),µ = 0. (6)
In case of affine-metric gravity, to solve similar equations one has to have all free indices
in one position (covariant or contravariant). For the N-bein Lagrangian it is more compli-
cated because we have indices of different nature (internal and external) and cannot use
permutation of indices immediately, like in Einstein’s solution [4]. So, the first step is to
consider combinations with the same indices and try to solve for them. To accomplish this
we introduce the following combinations
ω˜
λ(τ
.....β) ≡ e
ν(λ)ω
..(τ
ν...β). (7)
Using (7) the variation (6) can be rewritten as
− eσ(λ)ω˜
β(τ
.....β) + e
σ(β)ω˜
λ(τ
.....β) + e
σ(τ)ω˜
β(λ
.....β) − e
σ(β)ω˜
τ(λ
....β) = D
σ(λτ) (8)
where
Dσ(λτ) ≡ −Bγ(ρ)µ(λ)σ(τ)eγ(ρ),µ. (9)
Now, contracting with e
(ε)
σ to eliminate only one external index that is left and to have
all free indices of the same nature (internal only, in our case), we obtain
− η˜ελω˜
β(τ
.....β) + ω˜
λ(τε) + η˜ετ ω˜
β(λ
.....β) − ω˜
τ(λε) = D˜ε(λτ), (10)
where
D˜ε(λτ) ≡ e(ε)σ D
σ(λτ). (11)
If we have only the second and fourth terms in equation (10) then it can be solved
using Einstein’s permutation [4] (see below), however we have two terms of lower tensorial
4
dimensions with only one free index ω˜
β(τ
.....β) (first and third terms). To find these “traces” we
contract (10) with η˜ελ
(D − 2) ω˜
β(τ
.....β) = D˜
..(τβ)
β . (12)
In two dimensions this equation cannot be solved and, as a result, connections can be
treated as independent fields only for D > 2. In higher than two dimensions we have
ω˜
β(τ
.....β) =
1
D − 2
D˜
..(τβ)
β . (13)
Upon substitution of (13), equation (10) becomes
+ ω˜λ(τε) − ω˜τ(λε) = D˜′ε(λτ) (14)
where
D˜′ε(λτ) = D˜ε(λτ) + η˜ελ
1
D − 2
D˜..(τσ)σ − η˜
ετ 1
D − 2
D˜..(λσ)σ . (15)
Now, performing permutation of indices in (14) (λτε) + (ελτ)− (τελ) (in the way as was
done by Einstein in [4], we obtain the solution
2ω˜λ(τε) = D˜′ε(λτ) + D˜′τ(ελ) − D˜
′λ(ετ). (16)
To find an explicit form of this solution we, using properties (5) and definition (11), obtain
D˜ε(λτ) = −η˜ετAµ(λ)γ(ρ)eγ(ρ),µ − η˜
ελAµ(ρ)γ(τ)eγ(ρ),µ − η˜
ερAµ(τ)γ(λ)eγ(ρ),µ. (17)
The “trace” of this combination is
D˜..(λε)ε = − (D − 2)A
µ(λ)γ(ρ)eγ(ρ),µ (18)
and, using definition of D˜′ε(λτ) (15), it immediately follows
D˜′ε(λτ) = −Aµ(τ)γ(λ)e(ε)γ,µ (19)
that upon substitution into (16) gives us the solution for ω˜λ(τε), or contracting with eν(ε)
(see (7))
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eν(ε)ω˜
ε(λτ) = ω (µγ)ν =
1
2
eν(ε)
(
Aµ(τ)γ(ε)e(λ)γ,µ −A
µ(λ)γ(ε)e(τ)γ,µ −A
µ(λ)γ(τ)e(ε)γ,µ
)
(20)
which is definition of a connection ω
(µγ)
ν . In all higher than two dimensions ων(αβ) can be
treated as an independent variable and equivalence of two Lagrangians, L
(
eµ(α), ωµ(αβ)
)
and
L
(
eµ(α)
)
, is established.
III. THE N-BEIN HAMILTONIAN
As for any first order formulation (at most linear in “velocities” - time derivatives of
fields), the first step of the Hamiltonian formulation is strikingly simple. Separating terms
with “velocities” in our (4)
L = eBγ(ρ)0(α)ν(β)eγ(ρ),0ων(αβ) + eB
γ(ρ)k(α)ν(β)eγ(ρ),kων(αβ) − eA
µ(α)ν(β)ωµ(αγ)ω
(γ
ν β) (21)
we can just read off the total Hamiltonian
HT = pi
0(ρ)︸︷︷︸
φ0(ρ)
e˙0(ρ) +
(
pik(ρ) − eBk(ρ)0(α)m(β)ωm(αβ)
)︸ ︷︷ ︸
φk(ρ)
e˙k(ρ) +Π
µ(αβ)︸ ︷︷ ︸
Φµ(αβ)
ω˙µ(αβ)−
−eBγ(ρ)k(α)ν(β)eγ(ρ),kων(αβ) + eA
µ(α)ν(β)ωµ(αγ)ω
(γ
ν β)︸ ︷︷ ︸
Hc=−L(part without “velocities”)
(22)
where piµ(ρ) and Πµ(αβ) are momenta conjugate to N-beins and connections. As in any Hamil-
tonian formulation of a first order action, the number of primary constraints (φµ(ρ), Φµ(αβ))
equals the number of independent variables, or canonical variables, with the fundamental
Poisson brackets (PB)
{
eµ(α) (x) , pi
γ(ρ) (y)
}
= δγµδ˜
ρ
αδ (x− y) ,
{
ωλ(αβ) (x) ,Π
ρ(µν) (y)
}
= ∆˜
(µν)
(αβ)δ
ρ
λδ (x− y) (23)
where
∆˜
(µν)
(αβ) ≡
1
2
(
δ˜µαδ˜
ν
β − δ˜
ν
αδ˜
µ
β
)
. (24)
The rest of PB are zero. (In the text we often write a PB without the factor δ (x− y)).
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Note that properties of antisymmetry (for any pair of internal and external indices) of
coefficient functions A,B are very helpful in calculations. For example, the absence of
term with connections in primary constraint φ0(ρ) is just a consequence of this property,
because in this case we have B0(ρ)0(α)m(β) with two equal indices, and so it is zero. Similarly,
calculation of PBs among primary constraints φµ(ρ) is almost obvious if similar properties
of next generation of coefficient functions is used. We have already introduced B which is
the result of following variation
δ
δeγ(ρ)
(
eAµ(α)ν(β)
)
= eBγ(ρ)µ(α)ν(β) (25)
(it can be expressed in terms of A (see (5))). Next generation of such functions is
δ
δeσ(τ)
(
eBγ(ρ)µ(α)ν(β)
)
= eCσ(τ)γ(ρ)µ(α)ν(β) (26)
where C is again antisymmetric function in any pair of internal or external indices and can
be expressed in terms of B (in the same way as B is expressed in terms of A in (5))
Cσ(τ)γ(ρ)µ(α)ν(β) =
eσ(τ)Bγ(ρ)µ(α)ν(β) − eσ(ρ)Bγ(τ)µ(α)ν(β) + eσ(α)Bγ(β)µ(τ)ν(ρ) − eσ(β)Bγ(α)µ(τ)ν(ρ). (27)
These relations (25, 26) and antisymmetry of these functions will be very helpful for
further calculations; we will call them ABC properties. For calculation of PBs among
primary constraints φµ(ρ) the antisymmetry of C is sufficient
{
φµ(σ), φν(ρ)
}
= eCµ(σ)ν(ρ)0(α
′′)m′′(β′′)ωm′′(α′′β′′) − eC
ν(ρ)µ(σ)0(α′)m′(β′)ωm′(α′β′) = 0. (28)
The rest of PBs among primary constraints,
{
Πµ(αβ),Πµ(αβ)
}
=
{
Πµ(αβ), pi0(ρ)
}
={
pi0(ρ), pi0(ρ)
}
= 0, follows just from definition of the fundamental PB (23). The only non-zero
PB among primary constraints is
{
φk(ρ),Φm(αβ)
}
= −eBk(ρ)0(α)m(β). (29)
Based on this simple analysis, it is clear that only φ0(ρ) and Φ0(αβ) are candidates for first
class constraints in any dimension higher than two (this is the case also in 3D [1]). The gauge
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invariance is derivable if algebra of PBs among all first class constraints is known, an explicit
form of transformations depends on this algebra and form of constraints. However, gauge
parameters of transformations are defined by primary first class constraints only. It is clear
from the first and very simple step of the Dirac procedure that for the primary first class
constraints φ0(ρ) and Φ0(αβ) the only possible gauge parameters are t(ρ) and r(αβ). There are
no primary first class constraints that allow to have any parameter with an external index.
As a result, diffeomorphism invariance that needs such a parameter, ξµ, cannot be the gauge
symmetry of N-bein gravity in any dimension. In works claiming that diffeomorphism is the
gauge symmetry of N-bein gravity (even in a particular dimension) by referring to “results”
of the Hamiltonian formulation with the “diffeomorphism constraint” (spatial or full, it does
not matter) the non-canonical change of variables must be performed. So, any connection
with the Einstein-Cartan formulation would be lost. Of course, such theories which differ
from the original ones, despite that they are obtained by abandoning mathematical rules of
ordinary mechanics, can be still considered as some toy models. We do not see any reason
why the original formulation of Einstein should be abandoned and, in general, we doubt that
any toy obtained by non-canonical transformations of a theory which has a mathematical
beauty and experimental conformations has even small hope to produce any meaningful
result. Contrary, a bad theory, in principle, can be “converted” into a good one by non-
canonical transformations, because equivalence with bad one is lost, but such an approach
is not scientific and chances to win such a “game” are infinitesimally small.
Our interest is to find the Hamiltonian formulation of the original Einstein-Cartan theory
and we continue with the next step of the Dirac procedure.
IV. TIME DEVELOPMENT OF PRIMARY CONSTRAINTS
The next step of the Dirac procedure is time development of primary constraints which
is a PB of constraints with the total Hamiltonian (22)
φ˙µ(ρ) =
{
φµ(ρ), HT
}
, (30)
and similarly for Φµ(αβ). Note that PBs are calculated with the total Hamiltonian which
includes all primary constraints. It is customary to call “velocities” in front of primary
constraints as “undetermined multipliers” but they are rarely used. In case of N-bein gravity
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the true “multiplier” nature of this coefficients (actually, they are the Lagrange multipliers
for the second class constraints) becomes important which we clarify in Section VI. So, to
make this more transparent, we rewrite the Hamiltonian (22) in the following form
HT = Hc + λµ(ρ)φ
µ(ρ) + Λµ(αβ)Φ
µ(αβ). (31)
Considering time development of primary constraints we classify them into three distinct
groups.
First group consist of φk(m) and Φp(k0) (see (22))
φk(m) = pik(m) − 2eBk(m)0(q)p(0)ωp(q0)−eB
k(m)0(p)n(q)ωn(pq)︸ ︷︷ ︸
=0 (if D=3)
= 0, (32)
Φp(k0) = Πp(k0) = 0 (33)
and their time development
Π˙p(m0) = −
δHc
δωp(m0)
+ λk(q)eB
k(q)0(m)p(0), (34)
φ˙k(m) = −
δHc
δek(m)
− 2Λp(q0)eB
k(m)0(q)p(0)−Λp(nq)eB
k(m)0(n)p(q)︸ ︷︷ ︸ .
=0 (if D=3)
(35)
In this group of equations there are extra terms compare with three dimensional case
[1]. However, for this group such terms neither affect possibility to solve nor the way of
solving these equations for Πp(k0), ωp(q0), separately or together, with the corresponding to
them multipliers λk(q), Λp(q0) (determined) in all dimensions. Of course, as in many known
cases we can use a short cut and just solve pair of equations (32-33) for Πp(k0), ωp(q0), and
substitute the solution into Hc and the rest of constraints. This is the Hamiltonian reduction
- elimination of a pair of canonical variables by solving a pair of second class constraints
(this is what we did in [1]). Of course, we have to be careful and calculate the Dirac brackets
which after such eliminations quite often coincide with Poisson brackets. In the extended
form (keeping multipliers and the corresponding equations), constraints are second class if
we can solve these equations for the corresponding to them multipliers.
Note that coefficients in front of all fields that we want to find, ωp(q0), λk(q), and Λp(q0)
(Πp(k0) = 0 is trivial), are B−functions of the same structure:
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Bk(m)0(q)p(0). (36)
To solve all above equations, we need the inverse for this particular combination. It was
found in [1] that there is a combination (not a new variable), similar to those used by Dirac(
γkm = gkm − g
k0gm0
g00
, γkmgmn = δ
k
n
)
when he considered Hamiltonian formulation of second
order metric gravity [6]. For N-bein gravity it is
γk(m) ≡ ek(m) −
ek(0)e0(m)
e0(0)
(37)
with properties
γm(p)em(q) = δ˜
p
q , γ
n(q)em(q) = δ
n
m. (38)
that allow to rewrite
B0(0)k(q)p(m) = e0(0)Ek(q)p(m) (39)
where
Ek(m)p(q) ≡ γk(m)γp(q) − γk(q)γp(m). (40)
Note that all B-coefficient in (32), (34) and (35) by permutations of indices can be
converted in such a form. For any dimension D > 2 (which is consistent with restriction on
possibility to solve for connections (13)) we can find the inverse of Ek(m)p(q)
Im(q)a(b) ≡
1
D − 2
em(q)ea(b) − em(b)ea(q), (41)
Im(q)a(b)E
a(b)n(p) = En(p)a(b)Ia(b)m(q) = δ
n
mδ˜
p
q . (42)
So, for example, we have
ωk(q0) = −
1
2ee0(0)
Ik(q)m(p)pi
m(p) +
1
2e0(0)
Ik(q)m(p)B
m(p)0(a)n(b)ωn(ab) (43)
and
λa(b) = −Ia(b)p(m)
1
ee0(0)
δHc
δωp(m0)
. (44)
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These solutions suggest to rewrite all B with different combinations of indices in such “γ−E-
form”. Using the identity ((5), (37) and (40) has to be used to prove it)
B0(p)m(a)n(b) = e0(p)Em(a)n(b) + e0(a)Em(b)n(p) + e0(b)Em(p)n(a) (45)
we can present (43) in the form
ωk(q0) = −
1
2ee0(0)
Ik(q)m(p)pi
m(p) −
e0(p)
2e0(0)
Ik(q)m(p)E
m(a)n(b)ωn(ab) +
e0(a)
e0(0)
ωk(aq). (46)
This is general solution valid in all dimensions and 3D form of it is just a limited case.
In 3D all spatial components have only two values, 1, 2, for both internal and external
indices and, in addition, Ik(q)m(p) becomes antisymmetric as A,B,C and E. Taking this into
consideration, direct but simple calculations for all four possible components ω1(10), ω2(20),
ω1(20) and ω2(10) lead to cancellation of two last terms. So, (46) gives the same ωk(q0) for
D = 3 as was found in [1]. For the Hamiltonian method a separate treatment of 3D case is
not needed and all results can be obtained from a general solution. We demonstrated this
for (46) but it is also valid for other results, as it will be clear from our further calculations.
Now we consider second group of primary constraints φk(0) and Φp(km)
φk(0) = pik(0) − eBk(0)0(p)m(q)ωm(pq) = 0, (47)
Φp(km) = Πp(km) = 0 (48)
and their time development
φ˙k(0) = −
δHc
δek(0)
− Λm(pq)eB
k(0)0(p)m(q), (49)
Π˙p(mn) = −
δHc
δωp(mn)
+ λk(q)eB
k(q)0(m)p(n)︸ ︷︷ ︸
=0 (if D=3)
+ λk(0)eB
k(0)0(m)p(n). (50)
In general case neither a short cut (the system (47-48)) nor all equations including the
corresponding multipliers (47-50) can be solved because the number of equations is smaller
than the number of unknowns. The only exception here is 3D case where the number of
equations and unknowns is the same because the number of independent components for
all ωm(pq), Π
p(km), λk(0), and Λm(pq) is just two [1]. Note that in 3D case this group is
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completely decoupled from the first one (32-35). In higher than three dimensions we have
next generation of constraints (secondary)
χp(mn) = −
δHc
δωp(mn)
(51)
and only after calculation of its time development we have enough equations to find all
fields and associated with them multipliers. We will solve these equations in Section VI and
illustrate again that a separate treatment of 3D is not needed because 3D−limit of a general
solution gives the same result as [1], as was demonstrated for (46).
Finally we consider the third group of primary constraints Π0(αβ) and pi0(ρ). Time de-
velopment of them is
Π˙0(αβ) = eBm(ρ)k(α)0(β)em(ρ),k − eA
0(α)k(β′)ω
(β
k β′) + eA
0(β)k(β′)ω
(α
k β′) = χ
0(αβ), (52)
p˙i0(ρ) =
δ
δe0(ρ)

eBn(ν)k(α)m(β)︸ ︷︷ ︸
=0 (if D=3)

 en(ν),kωm(αβ) − (eB0(ρ)k(α)m(β)ωm(αβ)),k︸ ︷︷ ︸
=0 (if D=3 and ρ,α,β 6=0)
−
δ
δe0(ρ)
eAk(p)m(q)ωk(pn)ω
(n
m q)︸ ︷︷ ︸
=0 (if D=3)
−
δ
δe0(ρ)
2eAk(p)m(0)ωk(pn)ω
(n
m 0) (53)
−
δ
δe0(ρ)
eAk(p)m(q)ωk(p0)ω
(0
m q)︸ ︷︷ ︸
=0 (if D=3 and ρ6=0)
= χ0(ρ).
Note that both equations (52) and (53) do not have multipliers (the consequence of zero
PBs of Π0(αβ) and pi0(ρ) with the rest of primary constraints). So, time development of Π0(αβ)
and pi0(ρ) leads to secondary constraints (we cannot find the corresponding multipliers).
Note also that the temporal connections (ω0(αβ)) are absent in both constraints, so time
development of the secondary constraints χ0(αβ) and χ0(ρ)cannot give us an equation to find
Λ0(αβ) (PBs of primary constraint Π
0(αβ) are zero with both secondary constraints). PBs of
both constraints with primary pi0(ρ) are also zero (almost manifestly) and cannot give us an
equation to find λ0(ρ). This is the result based on ABC properties. Second variation of each
term in (53) leads to antisymmetric combination with two external zeros, e.g.
δ
δe0(σ)
(
eBm(ρ)k(α)0(β)
)
= eC0(σ)m(ρ)k(α)0(β) = 0. (54)
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All these simple results are equivalent with three dimensional case [1] and provide strong
indication that in all dimensions PBs among primary and secondary constraints are zero.
We call this “indication” because after solving second class constraints we have to substitute
solutions for spatial connections into (53) that will lead to it modification. However, as we
will demonstrate later, such substitutions do not affect PBs and zero PBs among primary
and secondary constraints are unaltered. So far we have the result that looks the same in
all dimensions and equivalent with considered before 3D case [1]. What is the difference in
higher dimensions? The difference is obviously in the secondary constraint χ0(ρ) (we will call
it “translational”, as in 3D case) where we have many “invisible” in three dimension terms
(see (53)) that have to change drastically this constraint and make it much richer compare
with 3D case. Secondary rotational constraint χ0(αβ) is different compare to χ0(ρ), it does
not have any three dimensional peculiarities as χ0(ρ) and looks absolutely the same in three
[1] and all higher dimensions.
V. SOME SIMPLE PRELIMINARY RESULTS
If the Lagrangian with some variables is defined in all dimensions, then the Hamiltonian
analysis based on such variables should also be independent on a particular dimension. Quite
simple and straightforward first steps of the Dirac procedure performed in previous Sections
allow to make some conclusions and perform quick calculations. It is clear that at least part
of PB algebra of first class constraints should be the same as in three dimensions, as well as
some parts of transformations found in 3D.
Let us briefly review the results of three dimensional case. The total Hamiltonian after
elimination of second class constraints is [1] (disregarding a total derivative)
HT = −e0(ρ)χ
0(ρ) − ω0(αβ)χ
0(αβ) + e˙0(ρ)pi
0(ρ) + ω˙0(αβ)Π
0(αβ). (55)
Algebra of PB among constraints is the following: all PBs among primary and secondary
constraints are zero and secondary constraints have ordinary (Poincare´) algebra as in ordi-
nary field theories (no structure functions or non-localities - derivatives of delta functions)
{
χ0(ρ), χ0(γ)
}
= 0, (56)
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{
χ0(αβ), χ0(ρ)
}
=
1
2
η(β)(ρ)χ0(α) −
1
2
η(α)(ρ)χ0(β), (57)
{
χ0(αβ), χ0(µν)
}
=
1
2
η(β)(µ)χ0(αν) −
1
2
η(α)(µ)χ0(βν) +
1
2
η(β)(ν)χ0(µα) −
1
2
η(α)(ν)χ0(µβ). (58)
The simplicity of the Hamiltonian and algebra of constraints (all of them are first class)
makes derivation of generators straightforward and gauge invariance of all independent fields
immediately follows [1]. The gauge transformations can be cast into a covariant form but
we have to remember that this is the result of calculations in three dimensional case where
many terms (see (32, 33, 50, 51, 53)) were not taken into account. Transformations for the
first order formulation of N-bein gravity for D > 3 should be modified.
Transformations for 3D are [1]
δeγ(λ) = −t(λ),γ − ω
ρ)
γ(λ t(ρ) −
1
2
(
e(α)γ δ
(β)
(λ) − e
(β)
γ δ
(α)
(λ)
)
r(αβ), (59)
δωγ(σλ) = −r(σλ),γ −
(
ω
(α
γ λ)δ
(β)
(σ) − ω
(α
γ σ)δ
(β)
(λ)
)
r(αβ). (60)
Here t(ρ) and r(αβ) are the translational and rotational gauge parameters, respectively.
Any conclusion about higher dimensions based on three dimensional case should be made
with a great care. It is well known fact that the first order N-bein Lagrangian is not invariant
under translational (proportional to t(ρ)) part of (59-60) and only rotational part of these
transformations can be promoted from three to any dimension higher than two. Translational
part of three dimensional case is not gauge invariance in higher dimensions which is the
expected result after neglecting so many terms in (32, 33, 50, 51, 53). However, such
simple observation is not sufficient to make any general conclusion about gauge invariance in
higher dimensions and especially to say, based only on three dimensional results and without
calculations in higher dimensions, that N-bein gravity is not a Poincare´ gauge theory. Such
a conclusion is in contradiction with an ordinary logic. Much more reasonable expectation
based on first steps of the Dirac procedure should be quite different: in higher dimensions
a translational part of transformations should be different but algebra of constraints should
be unchanged despite modifications of constraints themselves.
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Gauge transformations (59, 60) were obtained in [1] using the Castellani procedure [7] and
are the result of the PB algebra of constraints (56-58). We know that rotational invariance
is the same in all dimensions D > 2 and at least part of algebra (56-58) must to be the same
to preserve a corresponding part of generators. In [1] we built such generators using only
this algebra. According to the Castellani procedure they are given by
G = G
(ρ)
(1) t˙(ρ) +G
(ρ)
(0)t(ρ) +G
(αβ)
(1) r˙(αβ) +G
(αβ)
(0) r(αβ). (61)
The functions G(1) in (61) are the primary constraints
G
(ρ)
(1) = pi
0(ρ), G
(αβ)
(1) = Π
0(αβ) (62)
and G(0) are defined using the following relations [7]
G
(ρ)
(0) (x) = −
{
pi0(ρ) (x) , HT
}
+
∫ [
α˜ργ (x, y)pi
0(γ) (y) + α˜ρ(αβ) (x, y)Π
0(αβ) (y)
]
dD−1y, (63)
G
(αβ)
(0) (x) = −
{
Π0(αβ) (x) , HT
}
+
∫ [
α˜(αβ)γ (x, y)pi
0(γ) (y) + α˜
(αβ)
(νµ) (x, y)Π
0(νµ) (y)
]
dD−1y,
(64)
where the functions α˜
(..)
(..) (x, y) have to be chosen in such a way that the chains end at primary
constraints
{
Gσ(0), HT
}
= primary. (65)
To construct the generator (61), we have to find α˜
(..)
(..) (x, y) using condition (65). This
calculation, because of the simple PBs among the constraints, is straightforward:
{
G
(ρ)
(0) (x) , HT
}
=
{
−χ0(ρ) (x) +
∫ [
α˜ργ (x, y)pi
0(γ) (y) + α˜ρ(αβ) (x, y)Π
0(αβ) (y)
]
dD−1y,HT
}
= 0,
(66)
{
G
(αβ)
(0) (x) , HT
}
=
{
−χ0(αβ) (x) +
∫ [
α˜(αβ)γ (x, y)pi
0(γ) (y) + α˜
(αβ)
(νµ) (x, y)Π
0(νµ) (y)
]
dD−1y,HT
}
= 0
(67)
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where HT can be replaced by Hc = −e0(σ)χ
0(σ) − ω0(σλ)χ
0(σλ), because PBs among primary
constraints themselves and among primary and secondary constraints are zero. (These
calculations are simpler compare with the Hamiltonian formulation of metric gravity [8].)
From (66) and (67) and the PBs among first class constraints we found all the functions
α˜
(..)
(..) (x, y) in (63, 64):
α˜
(ρ)
(αβ) (x, y) = 0, (68)
α˜
(ρ)
(γ) (x, y) = ω
ρ)
0(γ δ (x− y) , (69)
α˜
(αβ)
(γ) (x, y) =
1
2
(
e
(α)
0 δ
(β)
(γ) − e
(β)
0 δ
(α)
(γ)
)
δ (x− y) , (70)
α˜
(αβ)
(νµ) (x, y) =
(
ω
(α
0 µ)δ
(β)
(ν) − ω
(α
0 ν)δ
(β)
(µ)
)
δ (x− y) . (71)
This completes the derivation of the generator (61) as now
G
(ρ)
(0) = −χ
0(ρ) + ω
ρ)
0(γ pi
0(γ), (72)
and
G
(αβ)
(0) = −χ
0(αβ) +
1
2
(
e
(α)
0 δ
(β)
(γ) − e
(β)
0 δ
(α)
(γ)
)
pi0(γ) + ω
(α
0 µ)Π
0(βµ) − ω
(β
0 µ)Π
0(αµ). (73)
Using
δ (field) = {G, field} =
{
G
(ρ)
(1) t˙(ρ) +G
(ρ)
(0)t(ρ) +G
(αβ)
(1) r˙(αβ) +G
(αβ)
(0) r(αβ), f ield
}
(74)
we can find the gauge transformations of fields.
Because rotational invariance is the same in all dimensions, the absence of dimensional
peculiarities in (52) is consistent with this fact. Part of the generator (61) responsible for
this transformation must be the same in all dimensions (D > 2), so as the corresponding
α˜
(..)
(..) (x, y) (70, 71) that follow from (67). This makes even small deviations from the Poincare´
algebra almost impossible. In addition, whatever modifications of a translational constraint
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we have in higher dimensions they suppose to preserve the limit of three dimensional case
where, as we know, we have the Poincare´ algebra.
Let us provide some simple calculations that are based on and supported by our reason-
ings. The rotational constraint is the same in all dimensions, consequently, the solution for
ωm(pq) (different in higher dimension, see (47-51)) should not affect χ
0(αβ). We should be
able to find this constraint in any dimension without solving for ωm(pq). In 3D we obtained
[1]
χ0(αβ) =
1
2
e
(α)
k pi
k(β) −
1
2
e
(β)
k pi
k(α) − eBγ(ρ)k(α)0(β)eγ(ρ),k (75)
and demonstrated that such a constraint satisfies (58) without any reference to a particular
dimension.
Without solving for ωm(pq) in higher dimensions using the secondary constraint, we have
the relation from the primary constraint (22)
pik(ρ) = eBk(ρ)0(α)m(β)ωm(αβ). (76)
We substitute this into the first two terms of (75) and, after short rearrangements and using
properties of B (5), we obtain
1
2
e
(α)
k pi
k(β) −
1
2
e
(β)
k pi
k(α) = −eA0(α)k(γ)ω
(β
k γ) + eA
0(β)k(γ)ω
(α
k γ) (77)
which is exactly the expression that we have in a general case (52). We, almost at once,
have the rotational constraint, moreover, as it was demonstrated (see discussion after (53)),
before we used a solution of the secondary constraint, its PBs with primary constraints
Π0(αβ) and pi0(ρ) are zero and after substitution of (76) (expression of spatial connections in
terms of momenta) they remain to be zero
{
Π0(αβ), χ0(αβ)
}
=
{
pi0(ρ), χ0(αβ)
}
= 0. (78)
So, as it was calculated in three dimensional case [1], PBs among (75) are (58). We
demonstrated that this part of PB algebra is the same in all dimensions.
In a general expression of the translational constraint we also have one contribution that
can be almost immediately obtained without solution for ωm(pq), just by using primary second
class constraints (76). The second term of (53) consists of exactly the same combination (76)
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and upon substitution gives a simple contribution into the secondary translational constraint
in all dimensions and such a contribution supports three dimensional limit (see [1])
χ0(ρ) = pi
k(ρ)
,k + ... (79)
This part by itself (as it was before substitution) has zero PBs with both primary con-
straints and supports all relations of the Poincare´ algebra found in three dimensions (56,
57). To consider the rest of contributions in (53) the biggest part of which is zero in three
dimensional case, we have to find the solution for ωm(pq). So, go back to the second group
of equations (47-51).
VI. FINDING THE SOLUTION FOR ωm(pq)
Using the first group of equations (32-35), components of a spin connection ωm(p0) and
the corresponding to them momenta can be solved as in 3D [1], of course, with some extra
contributions. Now to find ωm(pq) we consider two equations (47) and (50) from the second
group in D > 3:
pik(0) + 2ee0(0)γk(p)γm(q)ωm(pq) = 0, (80)
−
δHc
δωp(mn)
+ λk(q)eB
k(q)0(m)p(n) − λk(0)ee
0(0)Ek(m)p(n) = 0. (81)
First equation is slightly modified using (39, 40) and antisymmetry of connections. In
(81) the solutions for ωk(p0) (46) and the multiplier λk(q) (44) have to be substituted. We
have two sets of equations to solve for two sets of variables ωm(pq) and λk(0). The number of
unknowns and equations are the same in any dimension D > 2. This system of equations is
a perfect illustration of the fact (which is often hidden in simple theories) that λk(0) are true
Lagrange multipliers: we have to find a solution for ωp(mn) with extra condition (80) and
the Dirac method automatically gives correct settings for the problem of finding conditional
extremum.
To perform substitutions of (44) and (46), the explicit form of variation − δHc
δωp(mn)
is needed
−
δHc
δωp(mn)
= eBγ(ρ)k(m)p(n)eγ(ρ),k − eA
p(m)k(q)ω
(n
k q) + eA
p(n)k(q)ω
(m
k q)
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− eAp(m)k(0)ω
(n
k 0) + eA
p(n)k(0)ω
(m
k 0) − eA
p(m)0(α)ω
(n
0 α) + eA
p(n)0(α)ω
(m
0 α), (82)
as well as δHc
δωp(m0)
:
δHc
δωp(m0)
= −eBγ(q)k(m)p(0)eγ(q),k
+ eAp(m)n(q)ω
(0
n q) − eA
p(0)n(q)ω
(m
n q) + eA
p(m)0(q)ω
(0
0 q) − eA
p(0)0(q)ω
(m
0 q). (83)
Solutions of previous equations suggest transition of all expressions into “γ − E”-form
that after short rearrangements, using (45) and
Ap(m)k(q) = Ep(m)k(q) +
e0(m)
e0(0)
Ap(0)k(q) + Ap(m)k(0)
e0(q)
e0(0)
, (84)
converts (81-83) into
−Ep(m)k(q)ω
(n
k q) + E
p(n)k(q)ω
(m
k q) +
e0(m)
e0(0)
Ep(n)n
′(q′) e
0(a)
e0(0)
ωn′(aq′) −
e0(n)
e0(0)
Ep(m)n
′(q′) e
0(a)
e0(0)
ωn′(aq′)
−
e0(q)
e0(0)
Ek(m)p(n)Ik(q)p′(m′)A
p′(0)n(q′)ω
(m′
n q′) −
e0(q)
e0(0)
Ek(m)p(n)Ik(q)p′(m′)
e0(m
′)
e0(0)
Ap
′(0)n(q′) e
0(a)
e0(0)
ωn(aq′)
+Dp(mn)
(
eµ(ν),k
)
+Dp(mn)
(
ω0(αβ)
)
+Dp(mn)
(
pik(m)
)
+Dp(mn)
(
pik(0)
)
− λk(0)e
0(0)Ek(m)p(n) = 0 (85)
where
Dp(mn)
(
eµ(ν),k
)
= Bγ(ρ)k(m)p(n)eγ(ρ),k +B
k(q)0(m)p(n)Ik(q)p′(m′)
1
e0(0)
Bγ(q
′)k′(m′)p′(0)eγ(q′),k′; (86)
Dp(mn)
(
ω0(αβ)
)
= −Ap(m)0(α)ω
(n
0 α) + A
p(n)0(α)ω
(m
0 α)
− Bk(q)0(m)p(n)Ik(q)p′(m′)
1
e0(0)
(
Ap
′(m′)0(q′)ω
(0
0 q′) −A
p′(0)0(q′)ω
(m′
0 q′)
)
; (87)
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Dp(mn)
(
pik(m)
)
= +Ap(m)k(0)
1
2ee0(0)
Ik(n↑)m′(p′)pi
m′(p′) −Ap(n)k(0)
1
2ee0(0)
Ik(m↑)m′(p′)pi
m′(p′)
+
e0(q)
e0(0)
Ek(m)p(n)Ik(q)p′(m′)A
p′(m′)n(q′) 1
2ee0(0)
In(q′)a(b)pi
a(b)
−
e0(m)
e0(0)
Ap(n)n
′(q′) 1
2ee0(0)
In′(q′)a(b)pi
a(b) +
e0(n)
e0(0)
Ap(m)n
′(q′) 1
2ee0(0)
In′(q′)a(b)pi
a(b); (88)
Dp(mn)
(
pik(0)
)
= Ap(m)k(0)
e0(p
′)
2e0(0)
Ik(n↑)m′(p′)E
m′(a)n(b)ωn(ab)
−Ap(n)k(0)
e0(p
′)
2e0(0)
Ik(m↑)m′(p′)E
m′(a)n(b)ωn(ab)
+
e0(q)
e0(0)
Ek(m)p(n)Ik(q)p′(m′)A
p′(m′)n(q′) e
0(c)
2e0(0)
In(q′)d(c)E
d(a)n(b)ωn(ab) (89)
−
e0(m)
e0(0)
Ap(n)n
′(q′) e
0(c)
2e0(0)
In′(q′)d(c)E
d(a)n(b)ωn(ab) +
e0(n)
e0(0)
Ap(m)n
′(q′) e
0(c)
2e0(0)
In′(q′)d(c)E
d(a)n(b)ωn(ab);
Dp(mn)
(
ω0(αβ)
)
= −Ap(m)0(α)ω
(n
0 α) + A
p(n)0(α)ω
(m
0 α) (90)
−Bk(q)0(m)p(n)Ik(q)p′(m′)
1
e0(0)
(
Ap
′(m′)0(q′)ω
(0
0 q′) −A
p′(0)0(q′)ω
(m′
0 q′)
)
.
All terms in equation (85) with a particular contraction Ed(a)n(b)ωn(ab) are in D
p(mn)
(
pik(0)
)
because they are expressible in terms of momenta
−
1
ee0(0)
pik(0) = Ek(p)m(q)ωm(pq) = 2γ
k(p)γm(q)ωm(pq). (91)
As in a covariant case considered in Introduction, to solve equation (85) (similar with
(6)) we have to have combinations with internal indices only, which in this case are
γk(m)ω
(n
k q) ≡ ω˜
m(n
..... q), (92)
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and contract (85) with e
(s)
p (we just mimic a solution in a covariant case, see (18)). Note
also that, compare with a covariant case (7), in (91) we have contraction in spatial indices
only.
The resulting equation is (all free indices are internal)
ω˜m(ns) − ω˜n(ms) −
e0(m)
e0(0)
e0(a)
e0(0)
ω˜n(as) +
e0(n)
e0(0)
e0(a)
e0(0)
ω˜m(as)
−η˜smω˜
q(n
.. q) + η˜
snω˜
q(m
.... q) + η˜
sne
0(m)
e0(0)
e0(a)
e0(0)
ω˜
q′
..(aq′) − η˜
sm e
0(n)
e0(0)
e0(a)
e0(0)
ω˜
q′
..(aq′)
−
e0(q)
e0(0)
(
γk(m)η˜sn − γk(n)η˜sm
)
Ik(q)p′(m′)A
p′(0)n(q′)ω
(m′
n q′)
−
e0(q)
e0(0)
(
γk(m)η˜sn − γk(n)η˜sm
)
Ik(q)p′(m′)
e0(m
′)
e0(0)
Ap
′(0)n(q′) e
0(a)
e0(0)
ωn(aq′)
+D˜s(mn)
(
pik(m)
)
+ D˜s(mn)
(
pik(0)
)
+ D˜s(mn)
(
eµ(ν),k
)
+ D˜s(mn)
(
ω0(αβ)
)
− e0(0)
(
λ˜mη˜sn − λ˜nη˜sm
)
= 0 (93)
where
D˜s(mn) ≡ e(s)p D
p(mn) (94)
and
γk(n)λk(0) ≡ λ˜
n. (95)
The solution for free part of (93), two first terms, is known, and we have to eliminate the
contractions (as we did this in (12)). We have once contracted terms with two free indices
in the first line of (93), e0(a)ω˜
m(as), and with one free index (third line), such as η˜snX˜m (the
explicit form of X˜m can be read off from (93)). First, as elimination of “trace” in covariant
case, we consider contraction of (93) with η˜ms that gives
ω˜.(ns)s +
e0(n)
e0(0)
e0(a)
e0(0)
ω˜..(as)s (96)
21
− (D − 2) ω˜
q(n
.. q) − (D − 2)
e0(n)
e0(0)
e0(a)
e0(0)
ω˜
q′
..(aq′)
+
e0(q)
e0(0)
γk(n) (D − 2) η˜smIk(q)p′(m′)A
p′(0)n(q′)ω
(m′
n q′)
+
e0(q)
e0(0)
γk(n) (D − 2) Ik(q)p′(m′)
e0(m
′)
e0(0)
Ap
′(0)n(q′) e
0(a)
e0(0)
ωn(aq′)
+D˜..(mn)m
(
pik(m)
)
+ D˜..(mn)m
(
pik(0)
)
+ D˜..(mn)m
(
eµ(ν),k
)
+ D˜..(mn)m
(
ω0(αβ)
)
+ λ˜ne0(0) (D − 2) = 0.
As before, ω˜
.(ns)
s is known and expressible in terms of pik(0) using (91) and we can solve
this equation for the multiplier λ˜n
λ˜n = −
D − 3
D − 2
1
e0(0)
(
ω˜.(ns)s +
e0(n)
e0(0)
e0(a)
e0(0)
ω˜..(as)s
)
(97)
−
1
e0(0)
e0(q)
e0(0)
γk(n)η˜smIk(q)p′(m′)A
p′(0)n(q′)ω
(m′
n q′)
−
1
e0(0)
e0(q)
e0(0)
γk(n)Ik(q)p′(m′)
e0(m
′)
e0(0)
Ap
′(0)n(q′) e
0(a)
e0(0)
ωn(aq′)
−
1
D − 2
1
e0(0)
(
D˜..(sn)s
(
pik(m)
)
+ D˜..(sn)s
(
pik(0)
)
+ D˜..(sn)s
(
eµ(ν),k
)
+ D˜..(sn)s
(
ω0(αβ)
))
and substitute its solution back into (93) (as elimination of “trace” in covariant case, see
(13-14))
ω˜m(ns) − ω˜n(ms) −
e0(m)
e0(0)
e0(a)
e0(0)
ω˜n(as) +
e0(n)
e0(0)
e0(a)
e0(0)
ω˜m(as)
+ D˜′s(mn)
(
pik(m)
)
+ D˜′s(mn)
(
pik(0)
)
+ D˜′s(mn)
(
eµ(ν),k
)
+ D˜′s(mn)
(
ω0(αβ)
)
= 0 (98)
where
D˜′s(mn)
(
pik(0)
)
≡ D˜s(mn)
(
pik(0)
)
+
η˜sn
(D − 2)
(
ω˜.(ms)s +
e0(m)
e0(0)
e0(a)
e0(0)
ω˜..(as)s + D˜
..(am)
a
(
pik(0)
))
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−
η˜sm
(D − 2)
(
ω˜.(ns)s +
e0(n)
e0(0)
e0(a)
e0(0)
ω˜..(as)s + D˜
..(an)
a
(
pik(0)
))
, (99)
D˜′s(mn)
(
pik(m)
)
= D˜s(mn)
(
pik(m)
)
+
η˜sn
D − 2
D˜..(am)a
(
pik(m)
)
−
η˜sm
D − 2
D˜..(an)a
(
pik(m)
)
(100)
and similar expressions can be written for D˜′s(mn)
(
eµ(ν),k
)
, D˜′s(mn)
(
ω0(αβ)
)
. Note that the
second line in (93) vanishes after substituting to (93) the multiplier λ˜n from (??). Note that
the same dimensional coefficient, 1
D−2
, appears, as in a covariant case, reflecting the same
fact: first order formulation (Lagrangian or Hamiltonian) is not valid in two dimensions.
This coefficient was already uncounted in the definition of Ik(m)n(p) (41).
What is important that the direct calculations (using (100), (94), and (90) ) shows that
D˜′s(mn)
(
ω0(αβ)
)
= 0. (101)
This result is very significant: there are no temporal connections in a solution for spatial
connections and so in the secondary translational constraint. We do not have reappearance
of temporal connections that were absent in (53). This immediately allows to make a
conclusion that the secondary translational constraint has zero PB with primary rotational
one (again, as in 3D case [1]).
We present equation (98) using short notation
ω˜m(ns) − ω˜n(ms) −
e0(m)
e0(0)
e0(a)
e0(0)
ω˜n(as) +
e0(n)
e0(0)
e0(a)
e0(0)
ω˜m(as) =
D˜′′s(mn)
(
pik(m), pik(0), eµ(ν),k
)
(102)
where
D˜′′s(mn)
(
pik(m), pik(0), eµ(ν),k
)
≡ −D˜′s(mn)
(
pik(m)
)
− D˜′s(mn)
(
pik(0)
)
− D˜′s(mn)
(
eµ(ν),k
)
(103)
and the part D˜′s(mn)
(
ω0(αβ)
)
is not here by virtue of (101). The solution of (102) is a little
bit more involved compare with a covariant case (13). Part of terms with contractions were
eliminated by solving for multipliers but we still have additional contraction in one index
(third and fourth terms of (102)). We were not able to eliminate these terms by further
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contractions, i.e. contraction with e0(s) leads only to a relation (that we will use), not to an
elimination of it,
e0(s)ω˜
m(ns) − e0(s)ω˜
n(ms) = e0(s)D˜
′′s(mn). (104)
So, we have to perform Einstein’s permutation first (as in (15)): (mns)+(smn)− (nsm),
and try to eliminate a contraction after that. After permutation of (102) we obtain
2ω˜ m(ns) +
e0(m)
e0(0)e0(0)
(
e0(a)ω
s(an) − e0(a)ω˜
z(an)
)
−
e0(s)
e0(0)e0(0)
(
e0(a)ω
n(am) + e0(a)ω˜
m(an)
)
+
e0(n)
e0(0)e0(0)
(
e0(a)ω
m(as) + e0(a)ω˜
s(am)
)
(105)
= D˜′′s(mn) + D˜′′n(sm) − D˜′′m(ns).
The first bracket can be eliminated using (104) and for the last two we can eliminate half
of contributions that gives
2ω˜ m(ns) − 2
e0(s)
e0(0)e0(0)
e0(a)ω˜
m(an) + 2
e0(n)
e0(0)e0(0)
e0aω
m(as) (106)
= D˜′′s(mn)+D˜′′n(sm)−D˜′′m(ns)−
e0(m)
e0(0)e0(0)
e0(a)D˜
′′a(ns)+
e0(s)
e0(0)e0(0)
e0(a)D˜
′′a(mn)−
e0(n)
e0(0)e0(0)
e0(a)D˜
′′a(ms).
In this form terms e0(a)ω˜
m(an) will can be found by contraction with e0(n)
2e0(n)ω˜
m(ns) g
00
e0(0)e0(0)
= e0(n)D˜
′′s(mn) + e0(n)D˜
′′n(sm) − e0(n)D˜
′′m(ns)
−
e0(m)
e0(0)e0(0)
e0(n)e
0
(a)D˜
′′a(ns) +
e0(s)
e0(0)e0(0)
e0(n)e
0
(a)D˜
′′a(mn) −
e0(n)e
0(n)
e0(0)e0(0)
e0(a)D˜
′′a(ms) (107)
where g00 is just a short notation for e0(µ)e0(µ).
Equation (106) after expressing e0(a)ω˜
m(an) using (107) gives us the final solution:
2ω˜ m(ns) = D˜′′s(mn) + D˜′′n(sm) − D˜′′m(ns) (108)
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−
e0(m)
e0(0)e0(0)
e0(a)D˜
′′a(ns) +
e0(s)
e0(0)e0(0)
e0(a)D˜
′′a(mn) −
e0(n)
e0(0)e0(0)
e0(a)D˜
′′a(ms)
+
e0(s)
g00
[
e0(a)D˜
′′n(ma) + e0(a)D˜
′′a(nm) − e0(a)D˜
′′m(an)
]
+
e0(s)
g00
[
−
e0(m)
e0(0)e0(0)
e0(b)e
0
(a)D˜
′′a(bn) −
e0(b)e
0(b)
e0(0)e0(0)
e0(a)D˜
′′a(mn)
]
−
e0(n)
g00
[
e0(a)D˜
′′s(ma) + e0(a)D˜
′′a(sm) − e0(a)D˜
′′m(as)
]
−
e0(n)
g00
[
−
e0(m)
e0(0)e0(0)
e0(b)e
0
(a)D˜
′′a(bs) −
e0(b)e
0(b)
e0(0)e0(0)
e0(a)D˜
′′a(ms)
]
.
Note that the solution given by (108) is manifestly antisymmetric, as it should be. In
addition, because of linearity of D˜′′a(ms), which is, in turn linear in contribution with depen-
dence on pik(0), pik(m), and eµ(ν),k (see (103)), we can calculate these contributions separately.
Let us, as an example, consider the result for ω˜ m(ns)
(
pik(0)
)
.
Using explicit form of Dp(ns) (89), after performing contractions and going to “tilde”
notation (94), we obtain
D˜s(mn)
(
pik(0)
)
= −e
(s)
0
(
e0(m)V˜ n − e0(n)V˜ m
)
(109)
where we introduce a short notation (solution of (91))
V˜ s ≡ ω˜..(sq)q = −
1
2ee0(0)
e
(s)
k pi
k(0). (110)
According to the definition (99), we have for D˜′s(mn)
(
pik(0)
)
D˜′s(mn)
(
pik(0)
)
= −e
(s)
0
(
e0(m)V˜ n − e0(n)V˜ m
)
(111)
+
η˜sn
D − 2
(
V˜ m +
e0(m)
e0(0)
e0(a)
e0(0)
V˜ a − V˜ m + e0(0)e
0(0)V˜ m + e0(m)e0(a)V˜
a
)
−
η˜sm
D − 2
(
V˜ n +
e0(n)
e0(0)
e0(a)
e0(0)
V˜ a − V˜ n + e0(0)e
0(0)V˜ n + e0(n)e0(a)V˜
a
)
.
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Substitution it into (108) after some simplifications gives
2ω˜ m(ns)
(
pik(0)
)
=
1
D − 2
(
η˜smV˜ n − η˜nmV˜ s
)
+ e0(m)
(
e
(s)
0 V˜
n − e
(n)
0 V˜
s
)
(112)
+
(
V˜ ne0(s) − V˜ se0(n)
) e0(a)e(a)0
g00
e0(m) − e
(m)
0
(
e0(n)V˜ s − e0(s)V˜ n
) e0(0)e0(0)
g00
+
(
e
(n)
0 e
0(s) − e
(s)
0 e
0(n)
)
V˜ m
e0(0)e
0(0)
g00
+
e0(m)
g00
(
e
(n)
0 e
0(s) − e0(n)e
(s)
0
)
e0(a)V˜
a
+
2η˜sm
D − 2
[(
−e0(c)e
0(c)V˜ n + e0(n)e0(c)V˜
c
)
−
e0(n)
g00
e0(a)
(
−e0(c)e
0(c)V˜ a + e0(a)e0(c)V˜
c
)]
−
2η˜nm
D − 2
[(
−e0(c)e
0(c)V˜ s + e0(s)e0(c)V˜
c
)
−
e0(s)
g00
e0(a)
(
−e0(c)e
0(c)V˜ a + e0(a)e0(c)V˜
c
)]
.
The solution for spatial connections (only dependence on pik(0)) is quite big and one
possible way to check it is to consider a “trace” of it by contraction with η˜ms. After not
long calculations it gives the correct result
2ω˜.(nc)c
(
pik(0)
)
= −
1
ee0(0)
e
(n)
k pi
k(0). (113)
Second consistency check is to consider three dimensional case which is also an illustration
that the Dirac approach is valid in all dimensions. There are only two possible independent
connections in three dimensional case, ω˜ 1(12) and ω˜ 2(12), and by direct calculation for both
combinations we obtain
2ω˜
(21)
1
(
pik(0)
)
=
1
ee0(0)
e
(2)
k pi
k(0), 2ω˜
(12)
2
(
pik(0)
)
=
1
ee0(0)
e
(1)
k pi
k(0).
Actually, direct calculations to find ω
(n
p q) can be avoided, as it follows from the general
“trace” relation (113), because in three dimensions (due to antisymmetry)
ω˜.(1c)c = ω˜
.(11)
1 + ω˜
.(12)
2 = ω˜
.(12)
2
and using the inverse to (92)
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ω
(n
p q) = e(m)pω˜
m(n
..... q) (114)
we can find three dimensional expressions [1], e.g.
ω
(1
1 2) = e(m)1ω˜
m(1
..... 2) = e(1)1ω˜
1(1
..... 2) + e(2)1ω˜
2(1
..... 2). (115)
With the solution for ω˜ m(ns) (99) (or ω
..(ns)
m , using (114)) and found before for ωm(p0) (46),
all spatial connections are eliminated, as in 3D case, and we can find the reduced Hamiltonian
with fewer variables (without all pairs of canonical variables: spatial spin connections and
their momenta). The reduced Hamiltonian is the subject of next Section.
VII. THE REDUCED HAMILTONIAN
Now we have the solution for all spatial connections, (99) and (46), and can substitute
them into the original Hamiltonian (22) to obtain the reduced Hamiltonian, HˆT , with fewer
number of variables
HˆT = Hˆc + pi
0(ρ)e˙0(ρ) +Π
0(αβ)ω˙0(αβ), (116)
Hˆc
(
pik(ρ), eµ(α), ω0(αβ)
)
= −eBγ(ρ)k(α)ν(β)eγ(ρ),kων(αβ) + eA
µ(α)ν(β)ωµ(αγ)ω
(γ
ν β). (117)
Only two primary constraints survive the reduction and spatial connections ωk(αβ) in
(117) are just short notation; their expressions are given by (99) and (46). Let us analyze
the canonical part of HˆT . There is one, simple part of Hˆc, with contributions linear in
temporal connections that we combine together keeping the rest of terms Hˆ ′c separately (see
Section V)
Hˆc =
(
1
2
e
(α)
k pi
k(β) −
1
2
e
(β)
k pi
k(α) − eBγ(ρ)k(α)0(β)eγ(ρ),k
)
ω0(αβ) + Hˆ
′
c, (118)
Hˆ ′c = −eB
γ(ρ)k(α)m(β)eγ(ρ),kωm(αβ) + eA
k(α)m(β)ωk(αγ)ω
(γ
m β). (119)
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The expression in brackets is the rotational constraint χ0(αβ) and, as expected, in all
dimensions it is the same as in three dimensions. So, this part of the reduced Hamiltonian
can be written as
Hˆc = −ω0(αβ)χ
0(αβ) + Hˆ ′c. (120)
Moreover (it is not difficult to check and it was demonstrated in our [1]), this secondary
rotational constraint has zero PBs with both primary constraints and PB for two rotational
constraints gives the Poincare´ relation (see (58)) in all dimensions. Note that this is the
only part of the Hamiltonian with temporal connections (solutions of second class constraints
for spatial connections are independent on temporal one, as we demonstrated in previous
Section).
Let us continue with (119). Here we have also one simple contribution which becomes
transparent after separation of first term of (119)
− eBγ(ρ)k(α)m(β)eγ(ρ),kωm(αβ) = −eB
0(ρ)k(α)m(β)e0(ρ),kωm(αβ) − eB
n(ρ)k(α)m(β)en(ρ),kωm(αβ).
(121)
First part, non-zero in three dimensions, was also discussed and is quite simple (see
Section V)
− eB0(ρ)k(α)m(β)e0(ρ),kωm(αβ) = −pi
k(ρ)e0(ρ),k. (122)
It gives simple (first) contribution χ
0(ρ)
1 into the secondary translational constraint in all
dimensions, the same that was found in three dimensions [1],
χ
0(ρ)
1 = pi
k(ρ)
,k . (123)
This contribution has zero PBs with all primary constraints and by itself gives all relations of
the Poincare´ algebra (56-57) and, after integrations by part, allows to write the corresponding
part of the Hamiltonian as
Hˆ ′c1 = −e0(ρ)χ
0(ρ)
1 . (124)
The second term of (121) is manifestly zero in three dimensions (there are no three
distinct values for spatial components of external indices in three spacetime dimensions -
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only two spatial components are available) and the same happens with many terms quadratic
in spatial connections (see (53)).
Let us discuss the effect of these (“invisible” in three dimensions) terms on the transla-
tional constraint and on PBs among constraints found in three dimensions [1].
First, we substitute our solution for ωm(p0) (46) into Hˆ
′
c (119) (remember that one small
contribution is already found and only the second term of (121) is left), where we explicitly
separate two kinds of spatial connections (ωm(p0) and ωm(pq))
Hˆ ′c = −eB
n(ρ)k(p)m(q)en(ρ),kωm(pq) − 2eB
n(q)k(p)m(0)en(q),kωm(p0) (125)
+eAk(p)m(q)ωk(pn)ω
(n
m q) + eA
k(p)m(q)ωk(p0)ω
(0
m q) + 2eA
k(0)m(q)ωk(0p)ω
(p
m q).
The result of such a substitution converts Hˆ ′c into the expression where we have three groups
of terms
Hˆ ′c = Hˆ
′
c (0) + Hˆ
′
c (1) + Hˆ
′
c (2) (126)
classified by order of spatial connections ωm(pq) (ωm(p0) is substituted). For the first part,
Hˆ ′c (0), we have
Hˆ ′c (0) = eB
n(q)k(p)m(0)en(q),k
[
1
ee0(0)
Im(p)a(b)pi
a(b)
]
−
1
4
eAk(p)m(q)
[
1
ee0(0)
Ik(p)a(b)pi
a(b)
][
1
ee0(0)
Im(q)a(b)pi
a(b)
]
. (127)
Let us analyze contributions into the secondary constraint that are created but this part
(we repeat, the first term of (127) is manifestly zero in three dimensions)
p˙i0(σ) =
{
pi0(σ), Hˆ ′c (0)
}
= −
δHˆ ′c (0)
δe0(σ)
. (128)
We have
−
δHˆ ′c (0)
δe0(σ)
= −
δ
δe0(σ)
(
eBn(q)k(p)m(0)
) [
en(q),k
] [ 1
ee0(0)
Im(p)a(b)pi
a(b)
]
(129)
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+
1
4
δ
δe0(σ)
(
eAk(p)m(q)
) [ 1
ee0(0)
Ik(p)a(b)pi
a(b)
][
1
ee0(0)
Im(q)a(b)pi
a(b)
]
= χ0(σ) (0) .
Note that variation of expressions in square brackets is zero. This part of the secondary
constraint has obviously zero PBs with primary rotational and also with primary transla-
tional constraints just because of antisymmetry of ABC functions - the only part which is
affected by a variation. For example,
δ
δe0(τ)
δ
δe0(σ)
(
eAk(p)m(q)
)
=
δ
δe0(τ)
(
eB0(σ)k(p)m(q)
)
= eC0(τ)0(σ)k(p)m(q) = 0. (130)
So, at least for this part, despite appearance of additional terms in higher dimensions,
properties which were found in three dimensions [1] survive. Let us check possibility to
present this part of the Hamiltonian as a linear combination of components of a translational
constraint. Again, ABC properties make calculations simple. Let us illustrate this. In the
second line we have
δ
δe0(σ)
(
eAk(p)m(q)
)
= eB0(σ)k(p)m(q) (131)
that we have to contract with e0(σ) with a hope to have Hˆ
′
c (0) = −e0(σ)χ
0(σ) (0). We used
properties of B (see (5)) which is a kind of expansion in an external index but similar relation
exists for the internal one
Bγ(ρ)µ(α)ν(β) = eγ(ρ)Aµ(α)ν(β) + eµ(ρ)Aν(α)γ(β) + eν(ρ)Aγ(α)µ(β) (132)
In our case it gives
δ
δe0(σ)
(
eAk(p)m(q)
)
= e
(
e0(σ)Ak(p)m(q) + ek(σ)Am(p)0(q) + em(σ)A0(p)k(q)
)
(133)
and after contraction we have
e0(σ)
δ
δe0(σ)
(
eAk(p)m(q)
)
= eAk(p)m(q). (134)
A similar, external, expansion exists for C
Cσ(τ)γ(ρ)µ(α)ν(β) =
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eσ(τ)Bγ(ρ)µ(α)ν(β) − eγ(τ)Bµ(ρ)ν(α)σ(β) + eµ(τ)Bν(ρ)σ(α)γ(β) − eν(τ)Bσ(ρ)γ(α)µ(β). (135)
In short, the translational constraint has additional contributions in higher dimensions
compare with 3D but properties of a constraint and possibility to present the Hamiltonian
as a linear combination of it survives. For this part we demonstrated that
Hˆ ′c (0) = −e0(σ)χ
0(σ) (0) (136)
which is the same relation as in 3D case (55). Of course, to make the final conclusion, all
terms have to be considered, so we are looking now for contributions linear and quadratic
in ωm(pq) which turned to be better to consider together (Hˆ
′
c (1) + Hˆ
′
c (2)).
Here we collect what is left after separating Hˆ ′c (0) (we advise not to simplify expressions)
Hˆ ′c (1) + Hˆ
′
c (2) = Hˆ
′
c (1 + 2) = (137)
−eBn(ρ)k(p)m(q)
[
en(ρ),k
]
ωm(pq)+2eB
n(q)k(p)m(0)
[
en(q),k
] [ e0(d)
2e0(0)
Im(p)c(d)E
c(a)f(b)ωf(ab) −
e0(a)
e0(0)
ωm(ap)
]
+eAk(p)m(q)ωk(pn)ω
(n
m q)
+2eAk(0)m(q)ω
(p
m q)
[
1
2ee0(0)
Ik(p)a(b)pi
a(b) +
e0(d)
2e0(0)
Ik(p)c(d)E
c(a)f(b)ωf(ab) −
e0(a)
e0(0)
ωk(ap)
]
−eAk(p)m(q)
[
1
ee0(0)
Ik(p)a(b)pi
a(b)
] [
e0(d)
2e0(0)
Im(q)c(d)E
c(a)f(b)ωf(ab) −
e0(a)
e0(0)
ωm(aq)
]
−eAk(p)m(q)
[
e0(d)
2e0(0)
Ik(p)c(d)E
c(a)f(b)ωf(ab) −
e0(a)
e0(0)
ωk(ap)
][
e0(d)
2e0(0)
Im(q)c(d)E
c(a)f(b)ωf(ab) −
e0(a)
e0(0)
ωm(aq)
]
.
To find a contribution into the secondary constraint from this part we, as with part
Hˆ ′c (0), have to perform variation of this expression with respect to e0(σ). Instead of explicit
substitution of the solution for ωm(pq) (which would drug us into extremely cumbersome
calculations), we use the following
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δHˆ ′c (1 + 2)
δe0(σ)
=
∂Hˆ ′c (1 + 2)
∂e0(σ)
+
∂Hˆ ′c (1 + 2)
∂ωx(yz)
∂ωx(yz)
∂e0(σ)
. (138)
First variation is extremely simple and, actually, is exactly the same as what we did in
Hˆ ′c (0)-part. Variation of all expressions in square brackets are zero because of
∂
∂e0(σ)
(
1
ee0(0)
)
=
∂
∂e0(σ)
(
e0(a)
e0(0)
)
=
∂
∂e0(σ)
Ik(p)a(b) =
∂
∂e0(σ)
γk(m) =
∂
∂e0(σ)
Ec(a)f(b) = 0.
(139)
As in previous case, we have to consider only variations of eA and eB which gives the same,
as for Hˆ ′c (0) , result:
Hˆ ′c (1 + 2) = −e0(σ)χ
0(σ) (1 + 2) . (140)
This is the final answer and the Hamiltonian is the linear combination of secondary
constraints (up to a total derivative) as in three dimensional case if, of course, the second
part of variation in (138) gives zero. Let us prove this. It is obvious from the solution
for ωx(yz) (see (108)) that there are terms with non-zero variation in it but contraction
∂Hˆ′c(1+2)
∂ωx(yz)
∂ωx(yz)
∂e0(σ)
in (138) still can be zero. Again, the direct substitution here is too long and
we can try to relate ∂Hˆ
′
c(1+2)
∂ωx(yz)
with the known equation for a connection (of course, with one
where the multipliers were already eliminated).
So, as we did in obtaining (85), we perform variation of ∂Hˆ
′
c(1+2)
∂ωx(yz)
and present the result
using “γ − E” notation
∂Hˆ ′c (1 + 2)
∂ωx(yz)
= (141)
+eEx(y)m(q)ω
(z
m q) − eE
x(z)m(q)ω
(y
m q) + eE
k(p)x(z) e
0(y)
e0(0)
e0(a)
e0(0)
ωk(ap) − eE
k(p)x(y) e
0(a)
e0(0)
e0(z)
e0(0)
ωk(ap)
+eAk(0)m(q)ω
(p
m q)
e0(d)
e0(0)
Ik(p)c(d)E
c(y)x(z) + eAk(p)m(0)
e0(q)
e0(0)
e0(a)
e0(0)
ωk(ap)
e0(d)
e0(0)
Im(q)c(d)E
c(y)x(z)
+Dˆx(yz)
(
eµ(ν),k
)
+ Dˆx(yz)
(
pik(m)
)
+ Dˆx(yz)
(
pik(0)
)
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where, as in (85), we introduce Dˆx(yz) for similar terms which are
Dˆx(yz)
(
eµ(ν),k
)
= −eBn(ρ)k(y)x(z)en(ρ),k + eB
n(q)k(p)m(0)en(q),k
e0(d)
e0(0)
Im(p)c(d)E
c(y)x(z)
− eBn(q)k(z)x(0)en(q),k
e0(y)
e0(0)
+ eBn(q)k(y)x(0)en(q),k
e0(z)
e0(0)
; (142)
Dˆx(yz)
(
pik(m)
)
= +eAk(0)x(z)
[
1
2ee0(0)
Ik(y↑)a(b)pi
a(b)
]
− eAk(0)x(y)
[
1
2ee0(0)
Ik(z↑)a(b)pi
a(b)
]
−eAk(p)m(q)
[
1
2ee0(0)
Ik(p)a(b)pi
a(b)
][
e0(d)
e0(0)
Im(q)c(d)E
c(y)x(z)
]
+ eAk(p)x(z)
[
1
2ee0(0)
Ik(p)a(b)pi
a(b)
]
e0(y)
e0(0)
− eAk(p)x(y)
[
1
2ee0(0)
Ik(p)a(b)pi
a(b)
]
e0(z)
e0(0)
; (143)
Dˆx(yz)
(
pik(0)
)
= +eAk(0)x(z)
e0(d)
2e0(0)
Ik(y↑)c(d)E
c(a)f(b)ωf(ab)−eA
k(0)x(y) e
0(d)
2e0(0)
Ik(z↑)c(d)E
c(a)f(b)ωf(ab)
−e
(
e0(p)
e0(0)
Ak(0)m(q) + Ak(p)m(0)
e0(q)
e0(0)
)
e0(d)
2e0(0)
Ik(p)c(d)E
c(a)f(b)ωf(ab)
e0(d)
e0(0)
Im(q)c(d)E
c(y)x(z)
− e
e0(q)
2e0(0)
Em(a)f(b)ωf(ab)
e0(d)
e0(0)
Im(q)c(d)E
c(y)x(z) (144)
+e
e0(p)
e0(0)
Ak(0)x(z)
e0(d)
2e0(0)
Ik(p)c(d)E
c(a)f(b)ωf(ab)
e0(y)
e0(0)
−e
e0(p)
e0(0)
Ak(0)x(y)
e0(d)
2e0(0)
Ik(p)c(d)E
c(a)f(b)ωf(ab)
e0(z)
e0(0)
.
Equation (141), or rather the result of variation ∂Hˆ
′
c(1+2)
∂ωx(yz)
(it is not an equation of motion),
we compare with the similar equation (93), but not in “tilde” notation which is the result
of further contractions that were needed for use of the Einstein permutation, and not one
(85) which has the form of (141), but with the multiplier. We substitute the solution for
the multiplier (97) into (85) and obtain the equation with which we compare (141). We use
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the same letters (x (yz)) for free indices to make a comparison more transparent. Of course,
terms with temporal connections are cancelled out, as it was found before, as well as some
additional cancellation occurs, and the final result is
−Ex(y)k(q)ω
(z
k q) + E
x(z)k(q)ω
(y
k q) +
e0(y)
e0(0)
Ex(z)n
′(q′) e
0(a)
e0(0)
ωn′(aq′) −
e0(z)
e0(0)
Ex(y)n
′(q′) e
0(a)
e0(0)
ωn′(aq′)
+Dx(yz)
(
pik(m)
)
+ γx(z)
1
(D − 2)
(
ω˜.(ys)s +
e0(y)
e0(0)
e0(a)
e0(0)
ω˜..(as)s + D˜
..(ay)
a
(
pik(m)
))
(145)
−γx(y)
1
(D − 2)
(
ω˜.(zs)s +
e0(z)
e0(0)
e0(a)
e0(0)
ω˜..(as)s + D˜
..(mz)
m
(
pik(m)
))
+Dx(yz)
(
pik(0)
)
+ γx(z)
1
D − 2
D˜..(ay)a
(
pik(0)
)
− γx(y)
1
D − 2
D˜..(mz)m
(
pik(0)
)
+Dx(yz)
(
eµ(ν),k
)
+ γx(z)
1
D − 2
D˜..(ay)a
(
eµ(ν),k
)
− γx(y)
1
D − 2
D˜..(mz)m
(
eµ(ν),k
)
= 0.
Now, to simplify calculations, we can multiply this equality by e and add to RHS of (141).
The most difficult for calculation part (first line of (141)) will disappear. The second line of
(141) survives but the rest is already expressed in terms of momenta and N-beins, and we
avoided a cumbersome substitution. Moreover, let us look at the second line of (141). Both
contributions have x (yz) indices in the following form: Ec(y)x(z). We almost immediately
have zero for the corresponding contributions
∂Hˆ ′c (1 + 2)
∂ωx(yz)
∂ωx(yz)
∂e0(σ)
= XcE
c(y)x(z)∂ωx(yz)
∂e0(σ)
= Xc
∂Ec(y)x(z)ωx(yz)
∂e0(σ)
= 0. (146)
Here, because variation of Ec(y)x(z) is zero (139), we can interchange order of contraction
and variation and obtain the combination
Ec(y)x(z)ωx(yz) = 2γ
c(y)γx(z)ωx(yz) = −
1
ee0(0)
pic(0), (147)
variation of which with respect to e0(σ) is zero (139). Similarly, in the rest of expression we
consider separately three different contributions which are proportional to pik(0), pik(m), and
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terms without momenta (with derivatives of tetrads) and check this relation. Note that in
(145) all terms proportional to 1
D−2
have a factor γx(z) or γx(y). These factors, as in (146),
can be moved under variation and contracted with ωx(yz). This gives similar to (147) result
γx(z)ωx(yz) = −
1
ee0(0) (D − 2)
em(y)pi
m(0) (148)
which has zero variation. The rest of terms have the following structure
Dˆx(yz)
(
pik(m)
)
+ eDx(yz)
(
pik(m)
)
(149)
and there are similar expressions for pik(0) and eµ(ν),k. By performing the same as above
operations, all of them give zero. So, the only non-zero contributions come from the first
term in (138), and (140) is the final (complete) result. As in 3D, the canonical Hamiltonian
is a linear combination of secondary translational and rotational constraints.
To prove that translational secondary and primary constraints have zero PBs (as in 3D),
we have to find second variation of the secondary translational constraint, i.e. we have to
calculate
δ
δe0(τ)
δHˆ ′c (1 + 2)
δe0(σ)
=
∂
∂e0(τ)
∂Hˆ ′c (1 + 2)
∂e0(σ)
+
∂
∂ωx(yz)
∂Hˆ ′c (1 + 2)
∂e0(σ)
·
∂ωx(yz)
∂e0(τ)
. (150)
The first term is zero, just based on ABC properties, as we have already discussed. The
second term needs consideration. We demonstrated above that in all terms in ∂Hˆ
′
c(1+2)
∂ωx(yz)
we
have parts (as (147) or (148)) that are unaffected by variation with respect to components
e0(σ), so we can freely move them trough both variations, e.g.
∂
∂e0(σ)
∂XcE
c(y)x(z)
∂ωx(yz)
·
∂ωx(yz)
∂e0(τ)
= Ec(y)x(z)
∂
∂e0(σ)
∂Xc
∂ωx(yz)
·
∂ωx(yz)
∂e0(τ)
=
∂
∂e0(σ)
∂Xc
∂ωx(yz)
· Ec(y)x(z)
∂ωx(yz)
∂e0(τ)
=
∂
∂e0(σ)
∂Xc
∂ωx(yz)
·
∂Ec(y)x(z)ωx(yz)
∂e0(τ)
= 0. (151)
We almost at once obtained the expected result: in all dimensions PBs among primary
and secondary translational constraints are zero. In this Section we demonstrated that,
despite having so many additional terms that are present in higher than three dimensions
and much richer structure of the secondary translational constraint, the reduced Hamilto-
nian has the same structure is in three dimensions: it is a linear combination of secondary
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constraints and all secondary constraints have zero PBs with all primary. Next step of the
Dirac procedure is to prove its closure and consider PBs of secondary constraints with the
Hamiltonian. Because the Hamiltonian is a linear combination of constraints, these calcu-
lations are equivalent to calculations of PBs among all constraints. Complete calculations
of PBs among secondary constraints are in progress and only few contributions are checked
but they so far support the Poincare´ algebra. Possible consequences of our calculations is
the subject of next Section.
VIII. DISCUSSION
We start our discussion by briefly summarizing the obtained so far results for the Hamil-
tonian formulation of N-bein gravity.
a) In any dimension after elimination of second class constraints and corresponding to
them variables (spatial connections and conjugate to them momenta) the total Hamiltonian
of N-bein gravity is
HT
(
eµ(ρ), pi
µ(ρ), ω0(αβ),Π
0(αβ)
)
=
−e0(ρ)χ
0(ρ) − ω0(αβ)χ
0(αβ)︸ ︷︷ ︸
Hc
+ e˙0(ρ)pi
0(ρ) + ω˙0(αβ)Π
0(αβ). (152)
b) In any dimension the canonical part of the Hamiltonian (Hc) is a linear combination of
secondary constraints (χ0(ρ), χ0(αβ)) which are time development of two primary constraints
(pi0(ρ), Π0(αβ))
p˙i0(ρ) =
{
pi0(ρ), HT
}
= χ0(ρ), Π0(αβ) =
{
Π0(αβ), HT
}
= χ0(αβ) (153)
and all PBs among primary and secondary constraints are zero:
{
pi0(ρ), χ0(σ)
}
=
{
pi0(ρ), χ0(αβ)
}
=
{
Π0(αβ), χ0(σ)
}
=
{
Π0(αβ), χ0(µν)
}
= 0. (154)
c) In any dimension
{
χ0(αβ), χ0(µν)
}
=
1
2
η˜βµχ0(αν) −
1
2
η˜αµχ0(βν) +
1
2
η˜βνχ0(µα) −
1
2
η˜ανχ0(µβ) (155)
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and in three dimensional case also
{
χ0(αβ), χ0(ρ)
}
=
1
2
η˜βρχ0(α) −
1
2
η˜αρχ0(β) (156)
that must be true in any dimension to preserve a rotational invariance and
{
χ0(ρ), χ0(γ)
}
= 0. (157)
The proof of (156) and (157) for any dimension is a quite involved calculation taking
into account the complexity of χ0(ρ) in higher than three dimensions. We checked a few
terms for the general χ0(ρ) and did not find contradictions with (156-157). In addition,
because rotational invariance is the same in all dimensions, PB (157) must be the same in
all dimensions, which follows from the Castellani procedure. Moreover, general expressions
for constraints and all calculated so far properties, in particular the secondary translational
constraint χ0(ρ), satisfy 3D limit, i.e. equivalent with found before [1] where all calculations
were performed using simplifications of 3D case right from the beginning.
The above results and observations seems to us sufficient to make the following conjecture:
in any dimension the algebra of secondary constraints is Poincare´ (N-bein gravity is the
Poincare´ gauge theory), and consequently, N-bein gravity has rotational and translational
gauge invariance.
For someone our conjecture can sound very reasonable, for others, maybe, even not
reasonable at all. However, contrary to many well-known conjectures that no one knows
how to prove or disprove, our conjecture is accompanied by the mathematically well-defined
procedure of proving or disproving it: calculate PB among two translational constraints
(157). Moreover, because it is always easier to disprove something: one counter-example
is enough. We even can suggest, seems to us, a relatively simple calculation: consider PB,{
χ0(0), χ0(k)
}
, keeping only quadratic in pik(0) contributions (note that there are no such
contributions in 3D [1]). The result will be the third order in momenta pik(0). If the result
is not zero, our conjecture is wrong and N-bein gravity either has algebra of first class
constraints different from Poincare´ or, at least, third generation of constraints will appear
that must be second class. In such a case the only gauge invariance would be rotational.
There would be no translational or any other invariances.
Let us discuss consequences of our conjecture. With the same algebra of constraints
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in all dimensions calculation of generators is independent on a dimension and we can just
use results for the generator that was obtained for the Poincare´ algebra in 3D case and
recalculate transformations in parts where the full translational constraint is present. This
simplicity is the reflection of the fact that PB algebra of first class constraints defines a
generator and explicit form of constraints is irrelevant, especially when the Hamiltonian is
a linear combination of constraints as (152).
We immediately have a gauge generator (using three dimensional result [1])
G = Gt +Gr (158)
where translational and rotational parts are
G = pi0(ρ)t˙(ρ) +
(
−χ0(ρ) + ω
ρ)
0(γ pi
0(γ)
)
t(ρ), (159)
Gr = Π
0(αβ)r˙(αβ) +
(
−χ0(αβ) +
1
2
(
e
(α)
0 pi
0(β) − e
(β)
0 pi
0(α)
)
+ ω
(α
0 µ)Π
0(βµ) − ω
(β
0 µ)Π
0(αµ)
)
r(αβ).
(160)
The only difference with 3D case is in translational part where χ0(ρ) is much richer. The
knowledge of a generator allows us to find transformations of all fields and any combinations
of them (in particular, transformations of secondary constraints)
δ(...) = {G, (...)} . (161)
The total Hamiltonian (152) is the result of the Hamiltonian reduction [5]: elimination of
all spatial connections. This simple Hamiltonian can be converted by the inverse Legendre
transformations into equivalent to it Lagrangian
L
(
pik(ρ), eµ(ν), ω0(αβ)
)
= pik(ρ)e˙k(ρ) + e0(ρ)χ
0(ρ) + ω0(αβ)χ
0(αβ). (162)
This is a different first order formulation of the original Einstein-Cartan action obtained
from the reduced Hamiltonian. As in the case of usual first order formulation discussed
in Introduction, the correctness of (162) can be proven by elimination of auxiliary fields
using a variational method. The result: the same equation of motion for N-beins, the only
independent variables in the second order formulation.
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The Hamiltonian and Lagrangian reductions must be equivalent [5] and the Lagrangian
(162) obtained from the reduced Hamiltonian has to be derivable also in the Lagrangian ap-
proach. Here the method of Lagrange multipliers, used by Ostrogradsky [9] for the Hamil-
tonian formulation of higher derivatives actions, should be implemented. We apply this
method to the standard first order formulation (1) but with different purpose (it is already
linear in derivatives) - to simplify elimination of spatial connections. So, we define a co-
efficient in front of time derivatives of N-bein as pi k(ρ) = eBk(ρ)0(α)ν(β)ων(αβ) (pi
k(ρ) is just
an auxiliary field) and, to keep equivalence, we add this redefinition using the Lagrange
multiplier Λk(ρ) (this guaranties equivalence with the original Lagrangian [10])
L
(
pik(ρ), eµ(ν), ω0(αβ), ωk(αβ),Λk(ρ)
)
= pik(ρ)e˙k(ρ) + Λk(ρ)
(
pik(ρ) − eBk(ρ)0(α)ν(β)ων(αβ)
)
+ eBγ(ρ)k(α)ν(β)eγ(ρ),kων(αβ) − eA
µ(α)ν(β)ωµ(αγ)ω
(γ
ν β). (163)
Performing variation with respect to Λk(ρ) and ωm(αγ), we obtain exactly the same equa-
tions as in the Hamiltonian approach (47) and (50) (or (80) and (81)) and after elimination
of these fields we have as a result (162). This is exactly what we did in the Hamiltonian
approach: they are equivalent, as it should be, and there is no advantage in amount of
calculations. However, even performance of such an operation cannot be motivated by pure
Lagrangian methods: why should one introduce even more fields to already a first order
Lagrangian? Contrary, in the Hamiltonian approach the reason for such modifications is to
simplify solutions of second class constraints and to have a formulation with only first class
constraints that allows to find gauge transformations.
Let us discuss invariance of the Lagrangian (162) using the gauge generators (159), (160)
which are built in the corresponding Hamiltonian formulation (152). First, we start from
the rotational invariance of (162)
δrL
(
pik(ρ), eµ(ν), ω0(αβ)
)
= (164)
δrpi
k(ρ)e˙k(ρ) + pi
k(ρ)δre˙k(ρ) + δre0(ρ)χ
0(ρ) + e0(ρ)δrχ
0(ρ) + δrω0(αβ)χ
0(αβ) + ω0(αβ)δrχ
0(αβ).
All variations which are needed here are easy to find using the generator (160) and (161)
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δre0(ρ) = −
1
2
(
e
(α)
0 r(ρβ) − e
(β)
0 r(ρβ)
)
, (165)
δrω0(αβ) = −r˙(αβ) −
(
ω
(γ
0 β)r(γα) − ω
(γ
0 α)r(γβ)
)
, (166)
δrek(ρ) = r(αβ)
δ
δpik(ρ)
χ0(αβ) = r(αρ)e
(α)
k , (167)
δrpi
k(ρ) = −r(αβ)
δ
δek(ρ)
χ0(αβ) = −r(ρβ)pi
k(β) − eBk(ρ)m(α)0(β)
(
r(αβ)
)
,m
, (168)
δrχ
0(ρ) = −r
...ρ)
(α χ
0(α), (169)
δrχ
0(αβ) = −r
...α)
(γ χ
0(γβ) + r
...β)
(γ χ
0(γα). (170)
Note that only explicit form of the rotational constraint (75) was used (see (167), (168))
and this again explains why found in 3D rotational invariance remains to be the same in
all dimensions despite modification of the translational constraint. Calculation of (169) and
(170) are based on algebra of secondary constraints but not on explicit form of constraints.
Note that our assumption
{
χ0(α), χ0(β)
}
= 0 (157) was not applied here but (156) was
essential for (169) and (170). This provides explicit illustration of the argument to support
our conjecture that known rotational invariance of N-bein gravity imposes severe restrictions
on possible modification of the Poincare´ algebra in higher dimensions: (156) must be correct
in any dimension.
Substitution of (165-170) into (164) gives
δrL
(
pik(ρ), eµ(ν), ω0(αβ)
)
= (171)
(
−r
(ρ
...β)pi
k(β) − eBk(ρ)m(α)0(β)
(
r(αβ)
)
,m
)
e˙k(ρ) + pi
k(ρ)
(
r(αρ)e
(α)
k
)
,0
− r˙(αβ)χ
0(αβ).
The contributions with the translational constraint automatically disappear and the only
property that was used is its PB with the rotational one. Substitution of explicit form of
the rotational constraint (75) gives
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δrL
(
pik(ρ), eµ(ν), ω0(αβ)
)
=
(
eAn(α)0(β)r(αβ),n
)
,0
−
(
eAn(α)0(β)r(αβ),0
)
,n
(172)
that complete the proof of invariance. We substituted the explicit form of the rotational
constraint in (167), (168) and (171) but even this is not necessary for proof of invariance.
Equation (171) can be written (see (167),(168)) as
δrL
(
pik(ρ), eµ(ν), ω0(αβ)
)
=
− r(αβ)
δχ0(αβ)
δek(ρ)
e˙k(ρ) + pi
k(ρ)
(
r(αβ)
δχ0(αβ)
δpik(ρ)
)
,0
− r˙(αβ)χ
0(αβ). (173)
After integrations by parts in the second and third terms we obtain
δrL
(
pik(ρ), eµ(ν), ω0(αβ)
)
= r(αβ)
(
χ˙0(αβ) −
δχ0(αβ)
δek(ρ)
e˙k(ρ) − p˙i
k(ρ) δχ
0(αβ)
δpik(ρ)
)
−
(
r(αβ)
(
χ0(αβ) − pik(ρ)
δχ0(αβ)
δpik(ρ)
))
,0
(174)
where the first bracket is identically zero and the second term is the total temporal derivative.
The explicit form of the rotational constraint is not needed to prove rotational invariance of
the Lagrangian. Zero value for the first bracket just follows from the definition of derivatives
χ˙0(αβ) =
δχ0(αβ)
δek(ρ)
e˙k(ρ) +
δχ0(αβ)
δpik(ρ)
p˙ik(ρ) +
δχ0(αβ)
δe0(ρ)
e˙0(ρ) (175)
where the last term, as we demonstrated (see (154),
{
χ0(αβ), pi0(ρ)
}
= 0 = δχ
0(αβ)
δe0(ρ)
), is zero.
Of course, to find explicit form of the transformation in (167, 168) or total derivative
(172), we need the exact expression for the rotational constraint. We will not give further
detail here because they are the same in all dimensions and were discussed in [1].
Now we consider translational invariance of (162)
δtL = δtL
(
pik(ρ), eµ(ν), ω0(αβ)
)
(176)
δtpi
k(ρ)e˙k(ρ) + pi
k(ρ)δte˙k(ρ) + δte0(ρ)χ
0(ρ) + e0(ρ)δtχ
0(ρ) + δtω0(αβ)χ
0(αβ) + ω0(αβ)δtχ
0(αβ)
where again we can find transformations of all presented fields and constraints
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δte0(ρ) = −t˙(ρ) − ω
..α)
0(ρ t(α), (177)
δtω0(αβ) = 0, (178)
δtek(ρ) = t(α)
δχ0(α)
δpik(ρ)
, (179)
δtpi
k(ρ) = −t(α)
δχ0(α)
δek(ρ)
, (180)
δtχ
0(ρ) = 0, (181)
δtχ
0(αβ) =
1
2
tβχ0(α) −
1
2
t(α)χ0(β) (182)
which are even simpler than for rotational invariance (of course, if explicit calculations of
variations in (179) and (180) are not needed). Substitution of (177-182) into (176) gives
δtL = −t(α)
δχ0(α)
δek(ρ)
e˙k(ρ) + pi
k(ρ)
(
t(α)
δχ0(α)
δpik(ρ)
)
,0
− t˙(ρ)χ
0(ρ). (183)
As in the case of rotational invariance (173) (where the translational constraint automat-
ically dropped out), here terms proportional to the rotational constraint cancel out without
using its explicit form. Note that our assumption
{
χ0(α), χ0(β)
}
= 0 was imposed here and
triviality of (181) is the consequence of it.
The invariance of the Lagrangian (162) for 3D case can be easily verified because the form
of constraints is quite simple due to absence of many terms presented in higher dimensions.
We return to the expression for the translational constraint in any dimension and use it to
illustrate one more time that there is nothing special about three dimensional case if the
general Dirac procedure is used, all 3D results follow from general expressions for constraints.
The translational constraint was obtained in Section VII
χ0(ρ) = pi
k(ρ)
,k −
δ
δe0(ρ)
(
eBn(ρ)k(α)m(β)
)
en(ρ),kωm(αβ) −
δ
δe0(ρ)
(
eAk(p)m(q)
)
ωk(pn)ω
(n
m q)
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−
δ
δe0(ρ)
(
eAk(p)m(q)
)
ωk(p0)ω
(0
m q) − 2
δ
δe0(ρ)
(
eAk(0)m(q)
)
ωk(0p)ω
(p
m q) (184)
where spatial connections are not independent fields but only a short notation for solutions
given by (108) and (46).
In 3D case the term with B is manifestly zero (there are no three distinct external spatial
indices to support its antisymmetry for all pairs of permutation nkm), as well as the last
term in the first line (if n = 1 (2) then p = q = 2 (1) and A is zero). The solutions for spatial
connections that we have to substitute into (184) are also considerably simplified in three
dimensions.
The general solution for ωk(pn) (108) in 3D limit gives
lim
D 7−→3
ωk(pq) = −
1
2ee0(0)
Ik(p)m(q)pi
m(0).
The solution for ωk(p0) (46) in 3D case is
lim
D 7−→3
ωk(q0) = −
1
2ee0(0)
Ik(q)m(p)pi
m(p).
Performing variation in the second line of (184), we obtain B with one external zero
which is expressible in terms of E that allows to perform contraction with one of I and, as a
result, we obtain the secondary translational constrain in 3D case. Note that all the above
3D results are limits of general solutions and they are equivalent with [1].
As it was shown in [1] with the explicit form of constraints, we can derive transformations
of pik(ρ) and ek(ρ). To find transformations of the original first order Lagrangian which has
different set of variables, we have to find transformations of spatial connections first. Solu-
tions to them (second class constraints) have to be used (for 3D see [1]). Finally, if we are
interested in invariance of the original second order Lagrangian, we have to find a transfor-
mation of N-beins in terms of N-beins (the only independent variable) using the definition
of a connection (20). Alternatively, we can obtain this transformation from equivalence of
(162) with the original Lagrangian using its equations of motion and avoid intermediate
calculations of transformatons for spatial connections.
Now, in higher dimensions, we just demonstrate the complexity of transformations due
to many additional contributions and essential modifications of the 3D result.
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First, let us, as an example, consider only one (second term in (184)) which is zero in
three dimensions
χ
0(ρ)
2 = −
δ
δe0(ρ)
(
eBn(ρ)k(α)m(β)
)
en(ρ),kωm(αβ) (185)
and its contribution into the constraint χ0(0). Performing variation and using ABC proper-
ties, we obtain
χ
0(0)
2 = ee
0(0)
(
ω˜
q
(pq)E
n(b)k(p) + ω˜b(pq)E
n(p)k(q) + ω˜p(pq)E
n(q)k(b)
)
en(b),k (186)
and even further restriction to a particular variation δχ
0(0)
δpik(0)
(this choice is dictated by a
solution for ωm(pq)
(
pik(0)
)
given in Section VII). To find this single variation δχ
0(0)
δpik(0)
, we have
to perform variation of (186) where there are two terms with “traces” ω˜q(pq) which are simple,
but in the second term we have three different indices and full solution is needed (see (108)).
Of course, 3D limit is preserved on all stages of calculations, in particular, for (186). To
prove this we have to consider all possible combinations of spatial indices, as 3D limit is
not manifest in such a form. For n = k = 1(2) it is zero because of antisymmetry of E, for
non-equal indices n = 1(2) k = 2(1) we have to consider also particular values, (1) and (2),
and find all contributions, sum of which is zero.
The appearance of additional contributions in the translational constraint and a com-
parison of them with derivation of transformations in 3D case allows to describe expected
modifications (qualitatively) in transformations of different fields
δteµ(α) ∝ eν(β),γ and ων(βσ), (187)
δtωµ(αβ) ∝ ων(τσ),λ and ων(τσ) × ωγ(ρε). (188)
Of course, the completion of all, only partially described, calculations is needed to have
the explicit form of transformations but to prove invariance of the Lagrangian (162) under
translation in any dimension, we can repeat simple steps as it was done for rotational
invariance (173)-(175), because the algebra of first class constraints (not an explicit form of
constraints) defines invariance. Performing integration by parts in (183) we obtain
δtL = t(α)
(
χ˙0(α) −
δχ0(α)
δek(ρ)
e˙k(ρ) − p˙i
k(ρ) δχ
0(α)
δpik(ρ)
)
+ (189)
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−(
t(α)
(
χ0(α) − pik(ρ)
δχ0(α)
δpik(ρ)
))
,0
where the first bracket is zero because
χ˙0(α) =
δχ0(α)
δek(ρ)
e˙k(ρ) +
δχ0(α)
δpik(ρ)
p˙ik(ρ) +
δχ0(α)
δe0(ρ)
e˙0(ρ) (190)
with the last term also zero which is again the consequence of the algebra of constraints
(
{
χ0(α), pi0(ρ)
}
= 0 = δχ
0(α)
δe0(ρ)
). In all dimensions the Lagrangian is invariant under a transla-
tion, only algebra of constraints is needed to prove this, not the explicit form of constraints.
Of course, long calculations have to be performed to find the explicit form of transformations
(179-180) and the total derivative in (189). All qualitative changes that one can expect in
translational invariance in higher dimensions were described in (187-188). We repeat that,
based on (174-175) and (189-190), the invariance of the reduced Lagrangian in any dimen-
sion, as well as all equivalent to it (second or first order) formulations, is the consequence of
(152-157). So, only our conjecture has to be proven. The complexity of general expression for
the translational constraint makes this task very difficult if direct substitution is used. We
are trying to find some short cuts using ABC properties and/or something similar with what
was found for calculations of PB between primary and secondary translational constraints
in Section VII. Whatever result of calculation for PB among translational constraints will
produce we can make some conclusions.
IX. CONCLUSION
The Hamiltonian formulation of constraint systems developed by Dirac is indispensable in
studies of complicated theories with unknown a priori gauge invariance. When original, not
specialized to a particular dimension, variables are used it allows to consider all dimensions
at once and see possible peculiarities and origin of them in particular dimensions.
The approach based on a priori assumptions about gauge invariance, attempts to build
a gauge theory according to standard rules (as Yang-Mills) and comparison with known
theories with a hope to obtain equivalence, is not productive. The transformations found
by Witten [11] recognizing relation of the Einstein-Cartan action in three dimensions to
the Chern-Simons action is an interesting observation but not a mathematical method to
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find out whether any field theoretical model in any dimension has a gauge symmetry or not
and to obtain gauge transformations of fields. His conclusion: “we cannot hope that four-
dimensional gravity would be a gauge theory in that sense (Italic is our)” (as we understood,
it means Einstein-Cartan is not Chern-Simons in four dimensions) is trivial but, of course,
correct. According to Dirac [2], a gauge theory is a theory that has first class constraints
which define the gauge invariance. And in this sense, using the well-defined and general
procedure, we can always answer the question whether we have a gauge theory or not.
However, Witten’s followers trying to apply gauge transformations found in 3D case to the
Eistein-Cartan action in higher dimensions (obviously without success, after neglecting so
many contributions as it is clear from the Hamiltonian approach presented here) made a
non-trivial conclusion that N-bein gravity is not Poincare´ gauge theory or that translational
invariance is only property of 3D which, as we claim, is incorrect. Gauge invariance is defined
by algebra of PBs among first class constraints and, as we illustrated in Discussion, the
translational secondary constraint is much richer in higher dimensions but its PBs, e.g. with
primary constraints, remains the same. Despite of different expression of the translational
constraint, the algebra of first class constraints might be the same in all dimensions D > 2
although the form of transformations of fields might be different in higher dimensions. It is
clear now that, for example, the gauge transformation of ων(αβ) in dimensions higher than
three should also have a dependence on a translational parameter.
The final answer on the question what gauge symmetry N-bein gravity has in dimensions
higher than three depends on correctness of our conjecture. If
{
χ0(α), χ0(β)
}
= 0 then
N-bein gravity is Poincare´ gauge theory in all dimensions and 3D is not special at all. If{
χ0(α), χ0(β)
}
6= 0 but proportional to secondary constraints, i.e.
{
χ0(α), χ0(β)
}
= f 0(β)χ0(α)−
f 0(α)χ0(β) (structure functions instead of structure constraints are unavoidable but in 3D this
bracket must be zero) we still have closure of the Dirac procedure, all constraints are first
class and new generators can be found easily. In this case N-bein gravity is the gauge theory
but it is Poincare´ only in 3D case. If
{
χ0(α), χ0(β)
}
6= 0 and not proportional to secondary
constraints, then we have next generation of constraints because multipliers would not be
found on this stage (primary and secondary constraints have zero PBs). In this case, at
least tertiary constraints would appear, all of them could not be first class, otherwise we
would have a negative number of degrees of freedom. We reject such a nonphysical result.
If tertiary, quarterly, etc. constraints appear for consistency they should be second class,
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neither translational invariance nor diffeomorphism would be gauge symmetries and only
rotational gauge invariance would survive.
The direct calculation of
{
χ0(α), χ0(β)
}
is laborious because of complexity of constraints
in higher dimensions and we are trying to find a way of dealing with such calculations.
However, some results already allow to make the following conclusion, respectively what
PBs among translational constraints are. It is clear that if all constraints (pi0(ρ), pi0(αβ),
χ0(ρ), χ0(αβ)) are first class we have two gauge parameters, t(ρ) and r(αβ), which correspond
to two primary constraints, pi0(ρ) and pi0(αβ). Both parameters have internal indices, so there
is no place for “diffeomorphism constraint” (spatial or full) and diffeomorphism is not a gauge
invariance of N-bein gravity. All formulations that claim to have the “spatial diffeomorphism
constraint” for tetrad gravity are the product of non-canonical change of variables. The
similar loss of full diffeomorphism invariance in the metric gravity was discussed in [8], [12].
Actually, this non-canonical change of variables for tetrad gravity has the same origin as in
the metric gravity [13]. Of course, after a non-canonical change of variables is performed,
any connection with an original theory is lost. Loosely speaking (as a mathematical result
cannot be more correct or more incorrect), a “deviation” from a correct formulation in
case of tetrad gravity is more severe: the gauge parameter of diffeomorphism, ξµ, has an
external index, whereas the gauge parameter of translation, t(ρ), has an internal index. The
only possibility to reconcile translational invariance with diffeomorphism (of course, full,
not spatial) in the Hamiltonian formulation, where these two symmetries cannot be present
simultaneously as gauge symmetries (too many primary constraints are needed), is to find a
canonical transformation that converts one into another. However, such a possibility seems
to us quite bleak, in particular, because the nature of these two parameters is so different:
translational invariance arises from the primary constraint φ0(ρ), whereas for diffeomorphism
we need φµ(0).
Finally, if our conjecture is correct, the algebra of constraints is the Poincare´ which
is an ordinary Lie algebra: no structure functions, no derivatives of delta functions (non-
locality). In contrast, formulations based on non-canonical changes of variables leading to the
“spatial diffeomorphism” constraint for tetrad gravity have non-local algebra of constraints
with structure functions. This algebra for a long time is the source of many troubles and
numerous speculations.
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