Learning query transformation rules is vital for the success of semantic query optimization in domains where the user cannot provide a comprehensive set of integrity constraints. Finding these rules is a discovery task because of the lack of targets. Previous approaches to learning query transformation rules have been based on analyzing past queries. We propose a new approach to learning query transformation rules based on analyzing the existing data in the database. This paper describes a framework and a closure algorithm for learning rules from a given data-distribution. We characterize the correctness, completeness and complexity of the proposed algorithm and provide a detailed example to illustrate the framework.
Introduction
Semantic Query Optimization (SQO) uses query-transformation rules, e.g. semantic integrity constraints and functional dependencies, in query optimization. The original query is transformed into syntactically different, but semantically equivalent queries, which produce the same result for all database instances that satisfy the integrity constraints and functional dependencies. The objective of a semantic query optimizer is to find a semantically equivalent query which yields a more efficient execution plan [1] [2] [3] [4] [5] [6] [7] [8] [9] .
The success of a semantic query optimizer depends on the availability of an effective set of query transformation rules which can reduce the execution cost of a large set of queries. The set of query transformation rules usually includes user-defined integrity constraints which are true for all possible states of a given database. User-defined rules usually form a small subset of all the query transformation rules, since in many applications it is very difficult to identify all of the relevant query transformation rules. Further, the set of query transformation rules can be − 2 − expanded significantly by incrementally adding additional discovered query transformation rules based on the current state of the database [7, 10, 11] .
In this paper we propose a data-driven discovery approach to learning query transformation rules. A data distribution-based approach is useful for two reasons. First, discovery of the specific patterns in the data distribution can identify useful query transformation rules. Second, it can identify the situations where the data-distribution is not uniform. These are the situations where the conventional query optimizer is less effective and where a semantic query optimizer can provide vital information to improve the query execution plans. − 3 − Fig. 1 shows our proposed data-driven framework of query transformation rule discovery and query processing in a database system. A set of attributes are selected to form a data distribution grid. These attributes may be specified by a database system administrator (DBA) based on query distribution, or may be chosen on the basis of the contents of the system catalog. A basic set of rules are then extracted from the grid and are supplied to a closure algorithm for the derivation of additional rules. The resulting rule-set is then pruned by a rule-selection mechanism, which discards rules which give negligible cost savings. Additional rules can be deleted from the rule set by subsequent updates to the database. The resulting rule-set is then used by a semantic query optimizer to transform a user-specified query into a semantically equivalent query that has a smaller execution cost.
Framework

Example Database
We will use a well-known database schema[1] to illustrate various definitions and algorithms. The database schema, the relation sizes, and the various indexes available are shown in Table 1 . The implicit joins that underlie the logical access paths among the relations are listed in
Fig. 2. This information is used in various examples for specifying transformation rules and
showing their benefits during query optimization. For example, it is used in estimating the query-execution costs shown in Table 8 . 
Outline of the Paper
The remainder of this paper is organized as follows: Section 2 investigates the related approaches to the problem of learning query transformation rules to define our contributions.
Section 3 defines the representation language for queries, integrity constraints and transformation rules. Section 4 defines the concept of data-distribution and its relationship to query transformation rules. Section 5 presents the rule closure algorithm. Section 6 describes an extended example to illustrate the concepts. A summary of the results and conclusions are provided in section 7.
Related Approaches and Our Contributions
We divide the related work in discovery in databases according their contexts, namely Databases and AI. We summarize the alternative approaches and bring out our main contributions in this section.
Learning in Databases for Semantic Query Optimization
The learning of query-transformation rules can be query-driven or data-driven. In querydriven frameworks [7, [10] [11] [12] , the search for new query-transformation rules is guided by the set of queries which arrive at the database using query comparisons [7] and hypothesis generation and testing [10] [11] [12] . In query comparison, the set of queries arriving after the last update are analyzed by comparing the set of tuples retrieved to answer various queries. If the set of tuples retrieved by two queries are identical, then query-transformation rules relating the restrictions in the two queries can be added [7] . In hypothesis generation and testing approaches [10, 12] , the queries are used to generate a candidate query-transformation rule. A candidate rule consists of an antecedent restriction and the set of variables in the consequent. The antecedent restriction is generated from the restriction clauses of the queries arriving at the system. The set of free variables for the consequent is generated by heuristics such as index introduction described in [1] .
The antecedent restriction is evaluated against the database state to retrieve and summarize all In data-driven frameworks the search is directed by the data, leading to the learning of rules which characterize patterns in the data that represent query-transformation rules. This learning can take place off-line in order to limit the effect of longer processing times in on-line process-
ing. An advantage of this framework for learning query-transformation rules is that the rules are learned a priori, and they cover many queries that may not have been requested before. Datadriven approaches can be based on the learning algorithms developed in Artificial Intelligence (AI). Many of these learning algorithms discover rules represented in languages similar to First Order Predicate Logic (FOPL), and these rules can be used to represent general integrity constraints [13, 14] and query-transformation rules. For example, the representation languages used in AQ15 [15] and in the conceptual clustering algorithm Cluster 2 [16] are fairly close to FOPL.
Learning and Discovery techniques in AI
The AI learning algorithms are based on supervised concept learning and unsupervised discovery. The supervised concept learning algorithms use an external tutor and a set of training examples with known class labels to learn a set of predetermined concepts. After training, these algorithms will be able to correctly classify sample data into one of the learned concepts. Examples of supervised concept learning algorithms include AQ [15] and ID3 [17] . Supervised concept learning algorithms cannot directly be applied to the problem of learning query-transformation rules. In this domain, there may be no a priori concepts to provide the set of training examples.
Unsupervised discovery involves learning without the help of external tutors or examples.
Algorithms for unsupervised discovery have addressed the problems of taxonomy formation and discovery of empirical laws [18] . Taxonomy formation is concerned with the discovery of classification rules using numerical clustering and conceptual clustering. Comprehensive surveys of clustering methods can be found in [19] [20] [21] [22] [23] . Numerical clustering methods partition data into clusters based on their distance in an n-dimensional space. Numeric clustering methods are not interesting, since they do not generate the FOPL formulas needed to represent querytransformation rules. Conceptual clustering arranges data into partitions based on certain conceptual classes. The basic theory and an algorithm for conceptual clustering have been developed in [24] . Other conceptual clustering algorithms include Discon [25] , RUMMAGE [26] and Cluster 2 [16] . Conceptual clustering uses background knowledge about the functionality of clusters to guide the learning process towards the formation of more useful clusters [16, 27] .
The discovery techniques for learning empirical laws can discover quantitative as well as qualitative laws. Quantitative laws use numeric-valued variables and mathematical functions that summarize the data, and can be discovered via techniques such as regression analysis [28] .
Previous work on automatic discovery of quantitative rules includes the Bacon system [29] . The discovery of quantitative rules in databases has also been pursued in Forty-Niner [30] . This system examines several possible subsets of data for possible empirical laws. The subsets are created by using projection, slicing and aggregation operations in a multi-dimensional attribute space. The quantitative approaches cannot directly be applied to the domain of integrity constraint learning as they are not able to produce FOPL rules.
Qualitative laws represent logical relationships among the data. Such relationships either consist of finding bounds on attribute values or consist of qualitative relationships among attributes, such as X>Y, where X and Y are attributes. Some of the algorithms for qualitative rule discovery include AM [31] and Glauber [32] . Both methods, use domain heuristics to direct the search for interesting concepts.
Qualitative empirical laws are close to query-transformation rules. For example, integrity constraints represent regularities in the data distribution, and these constraints can be represented in FOPL like languages. Unfortunately, previously designed learning algorithms like AM [31] cannot be used directly for learning query-transformation rules, due to their dependence on the domains for which they were developed. Most of qualitative empirical law discovery systems focus on learning number-theoretic, algebraic, statistical or qualitative physics oriented formulas. These techniques are not suitable for learning the FOPL formulas typical of querytransformation rules.
Contributions
We propose a qualitative law discovery system for the problem of query-transformation rule learning. Our approach is data-driven, in contrast to the previous approaches [7, 12] to learning query-transformation rules. Being query driven, previous approaches have the disadvantage that cost savings occur only if queries are repeated. This approach might incur larger costs when many new queries arrive. Also, due to a lack of relevant queries, many useful query-transformation rules may never be learned. We formalize the notion of data distributions by defining concepts of grids, coordinates, and range. We characterize the relationship between data distributions and query transformations. We clarify the notion of query equivalence, rule correctness and rule equivalence with respect to a data distribution. We discuss the domain knowledge regarding the attributes in a database that is needed to learn query-transformation rules. We also provide a data-driven algorithm to learn query-transformation rules from the data distributions. We provide closure rules based on the domain knowledge and notion of rule correctness to derive new rules from the basic rules. We provide correctness, completeness and complexity analysis of the algorithms and illustrate their usefulness via a sequence of examples.
Learning Transformations Rules for Semantic Query Optimization
In this section, we first define a representation language for queries, integrity constraints and transformation rules. We then characterize the class of transformation rules which should be learned for semantic query optimization. We then show the correspondence between basic transformation rules and patterns in the data-distribution, which forms the basis of the datadriven rule discovery algorithm.
Representation Language
We follow a logic-based representation proposed in [1, 13, 14] for queries, integrity constraints and query-transformation rules. For relations P, the atomic formula will be written as P(a 1 op t 1 , ..., a n op t n ), where a 1 , ..., a n are some attributes of P. The operation 'op' is a comparison operator which will include =, <, and >. Well-formed formulas can be constructed from atomic formulas by using the unary quantifiers (there exists), (for all), and the connectives 'not', 'or', 'and', '->'. Well-formed formulas can be used to represent integrity constraints. The formulas having some attributes marked by the symbol '?' can represent queries. We will omit the names of the predicates without loss of precision, since attribute names are unique. We will also omit (for all) quantifiers by implying universal quantification of free variables. The formal rules for dropping the quantifiers are discussed in [1] . Furthermore, we will assume the queries to be defined on a natural join of all relations in the shipping database. There is at least one ship of type Tanker insured by Lloyds. The integrity constraint (IC 1 ) cannot be simplified by dropping the existential quantifier, since the resulting rule (ShipType = 'Tanker') -> (Issuer = 'Lloyds') will not be correct for all tuples of the database.
We limit our attention to universally quantified conjunct queries such as Q 0 , where the variable marked with '?' is universally quantified, and where quantification clauses are connected by conjunction. The answer to this query includes all possible instances of the marked variable which satisfy the formula. Universally quantified queries are expensive to execute and are the prime candidates for optimization. Non-conjunct queries can be represented as disjunctions of conjunct sub-queries, which can be optimized using the proposed framework. We also attach an alternative relational interpretation to query Q as R x (Q), representing a relation containing the set of tuples retrieved by query in a current database state x [7] .
Definition: Two queries Q 1 and Q 2 are semantically equivalent in the current database state x if
We note that semantically equivalent queries Q 1 and Q 2 can be considered to be logically equivalent expressions in the current state of the database, since their restrictions are logically equivalent in the current state of the database.
Integrity Constraints and Query-transformation Rules
Integrity constraints on a relational database define the intended semantics of its relations [33] [34] [35] [36] [37] [38] . Most databases have certain integrity constraints on the data that must be enforced while manipulating the database. A simple type of integrity constraints is the data type and a range of valid values that is specified for each data item. Another integrity constraint may impose uniqueness constraints on data items. Other integrity constraints might specify relationships between records in different files.
Some constraints are implicitly represented in the data model. An example of implicit constraints in the relational model is functional dependency. Other constraints might be inherent in the data model. These constraints would be assumed to hold by the data model definition, without being specified in a schema. An example of an inherent constraint in the relational model is that values in the database are atomic and indivisible. In addition to implicit and inherent constraints, there are other constraints on the data that have to be explicitly specified.
An example of an explicit constraint can be the range of valid values for an attribute or more complex relationships between attribute values. The constraint on employee salaries which states that an employee's salary can never be higher than his manager's salary is an instance of such constraints.
Another classification of integrity constraint types is based on the current and historic states of a data base. State constraints refer to all constraints on the data that must hold on each state of the database [7] . Transition constraints specify the way in which one state of the database − 9 − can be transformed to another state. A rule ensuring monotonically increasing salary values is a transition constraint [33, [35] [36] [37] .
We distinguish between integrity constraints and query-transformation rules to provide a more accurate description of their nature. Query-transformation rules are explicit state integrity constraints, which are useful for semantic query optimization for universally quantified queries.
These rules are characterized by universal quantification in the well-formed formulas representing those queries. For example, IC 0 is a query-transformation rule but IC 1 is not a querytransformation rule. Query-transformation rules subsume the "simple rules" learned in rule discovery for query optimization [10, 12] , since "simple rules" are universally quantified. These rules also subsume the rules learned via automatic knowledge acquisition [7] , since the latter are based on set comparisons.
User-Defined and Discovered Query-transformation Rules
User-defined transformation rules are a subset of user-defined explicit integrity constraints.
Since a database state provides a set of tuples for each one of the considered relations, the userdefined query-transformations hold true for the set of tuples in each valid state of the database.
Any updates violating a user-defined transformation rule are disallowed.
Discovered transformation rules from a database state may or may not represent a timeindependent property of the database. For example, in the shipping database, all ships of the type "Tanker" may be insured by "Lloyds" in a specific state of the database possibly because there is only one ship of the type "Tanker" in that particular state. Hence, we can discover and make use of the query-transformation rule:
IC 2 : (ShipType = "Tanker") -> (Insurer = "Lloyd") and (ShipName = "a") Any queries on the tanker class could be answered by examining the tuple with ShipName = "a" in the current state of the database. Finding such query-transformation rules will be beneficial to the semantic query optimizer. A discovered transformation rule may lead to a userdefined integrity constraint. In general, a discovered query-transformation rule may be invalidated by future updates to the database.
A user-defined query-transformation rule is a universally quantified explicit-state integrity constraint, which is true in all valid database states. A discovered query-transformation rule is a universally quantified well-formed formula which is true in the current database state. A correct query-transformation rule holds in the current state of the database, and it can be used to transform a given query to a semantically equivalent query. User-defined query-transformation rules are correct, since they hold on all database states. However, discovered querytransformation rules may not be correct in all database states. is the query generated from Q by applying QTR, and f is a function representing cost savings in transforming Q to Q′ and t is a threshold.
Trivial rules of the type (A and C) --> A are correct but not useful for semantic query optimization, since these cannot provide any cost savings.
Data-Distribution-Based learning
In this section, we first define the notion of data-distributions and show their relationship to query-transformation rules. We then discuss general issues in the data-driven learning of querytransformation rules to achieve a grid-based data-distribution.
Data-Distributions and Domain Knowledge
A data-distribution is a formal representation of a state of a given database. A datadistribution is a function which maps a grid and a database to the number of tuples in each cell of the grid. A grid is a regular decomposition of the space of all possible tuples in the database into a collection of disjoint cells.
A grid is specified by a set of coordinates, and these coordinates are functions of the attributes in the database. The dimensionality of a grid represents the number of coordinates it has, assuming that the coordinates are linearly independent. A grid is orthogonal to the attributes in a database if each coordinate axis represents a unique attribute in the database. A grid is oblique if a coordinate represents a function of two or more attributes. Example grids for the shipping − 11 − database include < Capacity, Quantity > and < Capacity + Quantity, Capacity -Quantity>. The former is an orthogonal grid with respect to the attributes in the shipping database, and the latter is an oblique grid.
The cells of a grid are formed by dividing the values possible for each coordinate into a finite set of ranges. Let S i (i = 1 .. n) denote the set of ranges for the n coordinates of an n-dimensional grid. The set of cells for this grid can be represented by the cross-product of its range-sets, i.e. S 1 × S 2 × . . . S n .
Example: Let us consider a grid (see Fig. 3 ) with a coordinate-set <BusinessType, CargoType>. The range-sets for the first coordinate may be (Petroleum, Non-Petroleum). The rangeset for the second coordinate may be (NaturalGas, RefinedOil, Others). The cells of this grid are (Petroleum, NaturalGas), (Petroleum, RefinedOil), (Petroleum, Others) (Non-Petroleum, NaturalGas), (Non-Petroleum, RefinedOil), and (Non-Petroleum, Others). A data-distribution of tuples in the shipping database may be depicted by placing integers in each cell that represents the number of tuples falling into each cell, or by qualifying the selection query corresponding to the various cells, as is shown in Fig. 3 .
We distinguish between basic coordinate-ranges, aggregate coordinate-ranges, crossproduct ranges and cells. The basic coordinate-ranges are the smallest atomic ranges associated with individual coordinates of a grid. For example, the ranges (NaturalGas, RefinedOil, Others, Petroleum, Non-Petroleum) are basic coordinate ranges in Fig. 3 . The aggregate coordinate ranges are collections of basic coordinate ranges associated with a unique coordinate of a grid.
The ranges ((NaturalGas, RefinedOil), (Petroleum, Non-Petroleum) and (NaturalGas, RefinedOil, Others)) in Fig. 3 are examples of aggregate coordinate ranges. The cross-product ranges are formed as conjunctions of the coordinate-ranges, on different coordinates. Some examples are (NaturalGas, Petroleum), and ((NaturalGas, RefinedOil), Petroleum) in Fig. 3 .
Cells are special classes of basic cross-product ranges which involve conjunction of a basic coordinate-range for all coordinates in the grid. Thus, cells can be considered as atomic ranges The operations on ranges include union, intersection and negation. The definition of operations depends upon the nature of the ranges as well as the nature of the underlying attribute. The dependence on the nature of the range is defined as follows: The set-union, set-intersection and set-complement operations represent the corresponding operations from set-theory. The interval-operations are discussed with respect to the nature of the underlying attributes. The negation cases for an ordered attribute A are enumerated in Table   2 . The different union cases for ordered attributes A1 and A2 are enumerated in Table 3 . The different intersection cases for ordered attributes are enumerated in Table 4 . Note that the intersection of restrictions on different attributes is represented as a conjunction of the two restrictions connected by a logical AND operator, meaning that both of the restrictions have to be satisfied for the intersection to hold true.
We define range-closure RC(S) for a set of ranges S with respect to the range operations recursively by the following rules:
1) Ranges in S belong to the range-closure of S, RC(S).
2) If r1 ε S, r2 ε S, then union(r1,r2), intersection(r1,r2), negation(r1) and negation(r2) are in 
RC(S).
We note that the range closure of a set of ranges from a finite grid is also finite. For a 2-dimensional grid with K basic coordinate-ranges per coordinate, the number of possible ranges is limited by the number of subsets of the K 2 basic cross-product ranges.
Discovering Basic Query Transformation Rules
Integrity Constraints (and user-defined query transformation rules) give rise to special data-distribution patterns in the grid formed by the set of attributes involved in the integrity constraint. For example, the integrity constraint (Business = 'Petroleum') -> (CargoType ε {'Natural Gas', 'Refined Oil'}) on the shipping database results in a data-distribution with no tuples in the cell ('Petroleum', 'Others'), as is shown in Figure 3 . In general, an integrity constraint of the type (Attribute1 = 'a') -> (Attribute2 = 'b') leads to no tuples in cells satisfying ((Attribute1 = − 14 − 'a') and (Attribute2 ≠ 'b')).
Patterns in a data-distribution for the current state of the database, which are not implied by user-defined query transformation rules can be used to find "discovered" query transformation rules. A set of simple patterns are shown in Table 5 along with the query transformation rules which can be discovered on the basis of these patterns.
Data-Distribution Pattern Universally Quantified Query Transformation Rules Column (A1 = 'a') has all tuples in the cell (A1 = 'a') -> (A2 = 'b') corresponding to (A2 = 'b') in orthogonal grid <A1,A2> Column (A1 = 'a') has all tuples in the cells (A1 = 'a') -> (A2 ε {b,c}) corresponding to (A2 = 'b') or (A2 = 'c') Column ((A3 + A4) = 'e') has no tuples in (A3 + A4 ≠ 'e') oblique grid <(A3 + A4),(A3 -A4)> Column ((A1 = 'a') and (A2 = 'b')) has all tuples in the cell (A1 = 'a') and (A2 = 'b') corresponding to (A3 ≠ 'c') in the grid <A1,A2,A3> -> (A3 ≠ 'c') Query transformation rule-set S can be characterized with respect to data-distributions as a triplet = <AS, CS, Semantics>. AS is the antecedent set of ranges defined over the grid. CS is the consequent set of ranges defined over the grid. Individual rules A -> C in S must satisfy A ε AS and C ε CS and a specified rule semantics with respect to the data-distribution. We note that the antecedent set AS and the consequent set CS can have at most 2 C (where C is the number of cells in the grid) logically distinct members, even though they may have more syntactically distinct members. Rules can have several alternative semantics, including the ones shown in Table   6 .
Semantics Class Rule Semantics Universal A->C All tuples in range A are also in range C in the data-distribution. Existential A->C Some tuples in range A are also in range C, in the data-distribution. Statistical A->C:K Pr.(tεC | tεA)=k in the data-distribution. Table 6 . Rule Semantics.
We will focus on the universal semantics for the rules and will represent rule sets by RS=<AS,CS>. Furthermore, we will restrict our attention to antecedent sets AS that represent a set of coordinate-ranges, since this represents the set of interesting query transformation rules for semantic query optimization.
Definition: A query transformation rule A -> C is correct with respect to a data-distribution, if
any tuple in range A is also in range C, i.e. A and (A and C) are equivalent queries. This definition is implied from the informal characterization of correct rules in section 3.3.
− 15 −
Definition:
A query transformation rule A -> C is symmetric with respect to a data-distribution, if C -> A is a correct query transformation in the data-distribution, i.e. R x (A) = R x (C). We note that the notion of symmetric rules excludes some of the useful query transformations. We further note that symmetric rules of the kind A -> C are such that at least one of (A -> C, C -> A) will be a useful rule. It can now be formally shown that the query transformation rules that are implied from the data-distribution patterns are correct rules for semantic query optimization in the current state of the database. We will consider three basic rules for showing the correctness. More complex rules, can be derived from the basic rules via a closure algorithm that will be described in the next section. We will discuss the basic data-distribution patterns (DDP) on a current database state and simple query transformation rules (QTR). In the following propositions, symbols in single quotes represent basic coordinate-ranges. We will describe a way of learning minimalconsequent query transformation rules from some patterns in a given data-distribution.
Definition (Rule Equivalence
)
DDP1:
Column (A1 = 'a') has tuples only in the cells corresponding to (A2 = 'b 1 '), (A2 = 'b 2 '),..., and (A2='b k ') in a 2-dimensional, orthogonal grid <A1,A2>. Proof: Similar to the proof of proposition 1.
Definition: Basic rule-set RS for a grid is defined by the triplet <AS,CS, Universal Semantics>,
where AS={r | r is a basic coordinate-range on a unique coordinate of the grid}, and CS={r | r is a range in the grid}, and the rules are correct and symmetric.
We note that Proposition 1, 2 and 3 can be used to derive symmetric basic rule-sets for different grids.
Example: Some antecedents and consequents in data distribution shown in Fig. 3 
Choice of Data-Distribution Grids
The choice of attributes is a major issue in constructing grids. The attributes and their relationships decide the types of rules that can be learned from the grid. A variety of heuristics may be used to select attributes for grid formation. We list some of these heuristics now.
Query Based Heuristics: If the true size of the answer R x (Q) to a query Q differs greatly from the size(R x (Q)) estimated by the conventional optimizer, then the attributes restricted by Q should be selected for discovering rules. This heuristic suggests that the data-distribution on the attributes used in Q is not uniform and may have interesting patterns. This heuristic may be used for the sub-expressions of Q as well. For example, we can use the discrepancy between the estimated join selectivity and the real join selectivity in a sub-query as hints for choosing attributes. The implementation of this heuristic is dependent upon additional book-keeping in the conventional optimizer.
User-defined Constraint Based Heuristic: The attribute sets used in the user-defined integrity constraints should be selected for discovering rules. This heuristic speculates that there may be several interesting patterns besides the user-specified ones, in the data distributions on the attributes used in each user-defined integrity constraint.
Other Heuristics: A different strategy is to allow the user to provide a heuristic [1] as to what attributes to choose. The user can use his domain knowledge, and his knowledge of attribute spaces to select a set of attributes to be represented in the grid. Another strategy in attribute selection is the use of the information in the database system catalog. The database catalog can provide useful information which can be used in selecting the attributes for the grid. One such information is whether an indexing method is available for this attribute or not. An unindexed attribute can be favored as a candidate in the grid, since rules that can replace the restrictions on this attribute with restrictions on indexed attributes, may often lead to large cost savings in semantic query optimization [1] . Similarly, if there are grid-file [39] indices defined on some attribute pairs, then these attributes can be selected for rule discovery, since the grid already exists.
Historical data on query distribution is another source of information which can facilitate attribute selection. The rule of thumb in using this information is to select those unindexed attributes which are queried frequently and are updated infrequently. Choosing unindexed and − 18 − frequently queried attributes leads to large cost savings. Choosing infrequently updated attributes allows extraction of rules that are valid for a longer period of time.
Range Selection for Continuous-Valued Attributes
Grids on discrete-valued attributes can be created by tallying the occurrences of each different value as a histogram, and therefore range selection is not a problem in their context. However, range selection for continuous-valued attributes is a difficult task. The main issue in allowing continuous-valued attributes in the grid is the decomposition of the domain into a finite set of ranges for a grid coordinate. Factors such as the kinds of rules that can be learned, the cost of storing the grid, and the cost of searching it for rules are major factors in deciding how the attribute is decomposed. A coarse decomposition of an attribute reduces storage costs as well as the cost of scanning the grid for rules. Such coarse decomposition is likely to abstract out some useful patterns in the data which will be overlooked by the discovery algorithm. 
Fig. 4.: Alternative range selections for a continuous-valued attribute
A fine decomposition of the attribute increases storage and scanning costs. Such decomposition learns many rules that may be weaker than coarse decomposition rules in two respects.
One is that the rules might cover many small sub-ranges of an attribute, which makes them applicable to a small set of data. Unless these rules can be merged to cover larger ranges, they may not be useful in semantic query optimization. Fig. 4 demonstrates an example grid with a continuous-valued attribute which is decomposed ideally, coarsely and finely in figures 4 a, b and c, respectively. The H-shaped closed region, in the figures, provides a distribution of the data in the grid. In the ideal case, the algorithm will discover a rule as follows:
(A1=x)→( A2=a 22 ) (1). This rule will be overlooked in the coarse case, since the data is distributed across all values of attribute A2, when A1=x1 and when A1=x2. In the fine case, on the other hand, the following rule may be extracted: (A1=x′)→(A2=a 22 ) (2). This rule is weaker than rule 1, figure 4c is a subrange of x in figure 4a . Hence, the fine decomposition, in this case, does not exploit the full pattern implied in the data.
There exist several statistical methods that help in decomposing the domain into a finite set of ranges for a grid coordinate. A detailed discussion of these strategies in context of estimating the population distribution is given in [40] . We examine the relevance of some of these wellknown strategies in the context of rule discovery now. Range selection is often addressed in the context of bar charts and histograms. The task in creating a histogram is to divide the attribute values into ranges, and to calculate frequency for each range. The shape of a histogram can vary, depending on the criterion chosen to set range boundaries. Equal-width, equal-height and variable-width are three examples of such criteria. The equal-width criterion splits the attribute values into ranges of equal width. The equal-height criterion splits the ranges such that the number of elements within each range is the same. The variable-width criterion splits the ranges such that the frequency within each range meets some other criterion, such as the values being uniformly distributed. The variable-width method needs specification of minimal interval size or maximum number of intervals for deriving interesting ranges.
Techniques for selecting the basic ranges deal with univariate as well as multivariate data distributions. On univariate data distributions, the variable-width criterion works best, and detects empty ranges (i.e. range with uniform distribution with zero density) for learning rules.
The equi-width criterion is useful if the range width chosen is less than delta / 2, where delta is the width of interesting empty ranges. The equi-height criterion is not suitable in case of univariate distributions as it never creates an empty range.
The degree of complexity in range selection for multivariate distributions increases with the increase in the number of attributes. This complexity can be significantly reduced if the attributes are statistically independent. In this case, the multivariate distribution is a product of the individual distributions. The variable-width criterion when applied to each dimension will select all the interesting empty intervals in each dimension. We note that the rules learned in uncorrelated multi-variate data-distributions are identical to the rules learned on the individual one-dimensional data distributions.
The best range selection strategy for correlated multi-variable data-distribution is hard to determine in terms of their effectiveness in discovering empty ranges. Another criterion to guide the choice of range selection mechanism, is the ease of implementation. For a univariate distribution, the equi-width and equi-height criteria are quite simple to implement. However, the variable-width selection criterion can be computationally costly [40] . In case of multivariate distributions the implementation of the equi-height criterion can also become difficult [40] . Needless to say, implementing the variable-width criterion becomes extremely difficult in a − 20 − multivariate distribution [40] . The equi-width criterion can be used to select ranges for multivariate distributions. However, the choice of interval width remains the critical decision.
Heuristic approaches based on Grid Files [41] can be used to determine interval widths. Analysis of the effectiveness of these heuristics should be a focus of future work in this area.
Generation of Rule Closure
In this section, we first describe the domain of attributes and clauses that represent restrictions on attributes. We then define and analyze a set of logical operations involving one or more restrictions. We also present a closure algorithm on the basic rules and analyze its correctness and completeness. A set of inference rules to derive new rules from basic constraints are also proposed and analyzed. We refer to these high-level or meta-rules as inference rules or closure rules.
Closure Rules
We restrict our discussion of closure rules to those rules involving ranges. The inference rules are based on logical implication, union, intersection and negation operations as follows.
Let us assume we are given two basic correct and symmetric constraints: IC 1 : A1->C1 and IC 2 :
A2->C2
Closure Rule 1: Transitive Rule: Given IC 1 and IC 2 , if C1->A2 is symmetric and correct, then add A1->C2 to the rule set.
Proof of Correctness: Consider a tuple t ε A1. By t ε A1 we mean a tuple whose attribute values satisfy the clauses of the logical formula A. If t ε A1, then from IC 1 we can deduce t ε C1. Similarly, t ε C1 implies (due to C1->A2) t ε A2, and t ε A2 implies (due to A2->C2) t ε C2. There- Proof: It can be verified for each closure rule using the definition of symmetric rules.
Closure Algorithm
In addition to the basic rule set, we include in our rule set the following meta-rule which is based on the closed-world assumption: 3. Repeat step 2 until no more rules can be found.
Fig. 5.: Closure Algorithm
Next, we will discuss issues concerning the correctness and completeness of the closure algorithm. We define the closure algorithm to be correct, if the rules resulting from this algorithm constitute a set of correct rules. The grid algorithm is incomplete in general, namely there are rules that will not be discovered by the grid and its algorithm. There may exist patterns in the data that will not be apparent in the chosen grid. These include patterns that do not coincide with the grid orientation or patterns that are overlooked due to the resolution of the grid (an example of this is provided in a later section). We will not discuss a closure on the attribute set and will only be considering the patterns among a limited set of attributes. This will leave many other rules associated with other attribute pairs unexposed. Completeness of the grid and its integrity constraint learning algorithm can be shown in a limited sense, however. For any rule A->C in the derived rule-set DRS, the closure procedure learns a corresponding rule A->C', such that (A->C) and (A->C') are equivalent rules in the data distribution.
Theorem 2:
The closure algorithm is complete, i.e. if a rule R=(A->C) belongs to the derivedset DRS of a basic rule-set BRS, then the closure algorithm will discover an equivalent rule A->C'.
Proof: Let DRS be the derived rule set. We note that the antecedent sets AS() and consequent sets CS() of BRS and DRS are related. Using the definition of a derived set, we know that A ε AS(DRS) = range-set-closure(AS(BRS)). Thus, there is a subset S1=(A1, A2,...,Ak) of AS(BRS) for rule R, and a derivation f, such that f:S1==>A, where '==>' represents derivation.
Let us consider the set S2={ C i | (A i ->C i ε BRS) and A i ε S1}, and derive expression C' from the same derivation f with a substitution of C i in the place of A i (i.e. f:S2->C'). We note that the rule A==>C' will be derived from our closure procedure, due to the construction of C'. Furthermore, A->C is symmetric since it is a member of the derived rule set, and A->C' is a symmetric since it is derived from the closure algorithm. Hence R x (C)=R x (A)=R x (C′), or rules A->C and A->C' are equivalent in the given data distribution.
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Complexity Analysis:
Next, we provide an analysis of the complexity of the proposed data-driven framework. As was demonstrated in Fig. 1 We note that the total complexity of deriving the final rule-set is linear in terms of the number of tuples in the database. However, we note that this complexity is exponential in terms of the number of attributes and the number of attribute values represented in the database. When the number of attributes and the number of attribute values are small, the steps involved in the framework can be carried out without external help in a reasonable amount of time. For large numbers of attributes and attribute values, however, the external help from the DBA might be required to reduce the complexity of carrying out the above steps.
An Extended Example
In this section, we provide a sample session to illustrate the proposed grid based learning algorithm. Let us consider the shipping database as discussed in the introduction. Table 7 gives the rules that will be used as example query transformation rules. Furthermore, we will relax the symmetry constraint on the consequent by dropping the clause that represents the antecedent from the consequent of the rules. This relaxation does not affect the correctness of query transformation rules.
(CargoType ε {'Natural Gas', 'Refined'}) R 5 and 
Rule 6: (Table 7)
The semantic knowledge of a constraint represented in this grid is: "All vessels weighing more than 150 are super tankers." The equivalent constraint to be learned is:
(DeadWt ≥ 200) → ShipType = ′SuperTanker′). Scanning the rows of the grid shown in Fig. 6 will result in the following simple rules:
Taking a union of rules 3 through 6 will result in the following rule:
The disjuncts in the antecedent of this rule will be aggregated into a range as a result of the union operation which results in the following rule: (DeadWt ≥ 200) -> (ShipType = 'SuperTanker') Rule 4: (Table 7) The semantic knowledge of one constraint represented in the grid shown in Fig. 7 is: "The quantity is always less than the capacity". The equivalent constraint to be learned is: (Quantity < Capacity). Fig. 7 displays two alternatives ways to represent the distribution space. an orthogonal orientation. The learning of this rule is facilitated by an oblique grid <Q+C, Q-C>.
(
We note that the meta-rule, representing the closed-world assumption, implies that the data in the consequent of the above rule includes all tuples t, namely:
for all t, ((0<C−Q≤k) or (k<(C−Q)≤2k) or (2k<C−Q≤3k) or (3k<C−Q≤4k)).
The union of the above intervals leads to for all t, (0<C−Q≤4k)
or, for all t, (Q<C<Q+4k) or, for all t, (Q<C) and for all t, (C<(Q+4k))
Thus, we can conclude that all the data items have fallen onto the positive side of the C-Q=0
line, namely C>Q.
Use in Semantic Query Optimization
Now, let us consider a query expressed in a Prolog like syntax, to be, The first step in semantic query optimization is to generate the space of semantically equivalent queries. This is done by applying rules R 1 through R 7 to Q 0 . Actually only rules R 1 , R 2 , R 6 and R 7 are applicable, giving rise to queries Q 1 through Q 15 , which were all semantically equivalent to Q 0 . Table 8 shows the entire space generated, in which each state Q i represents a semantically equivalent but syntactically distinct query. Clauses C 1 through C 6 are as follows: Table 8 represents the query resulting from applying of the rule specified in the column header to the query specified in the row header. Two basic inference rules, called clause introduction (CI) and clause elimination (CE) are used to carry out the transformations. Let A,B be distinct clauses, and (A -> B) be a rule.
Now, (CI): (A) and (A -> B) ≡ (A) and (B) and (A -> B) (CE): (A) and (B) and (A -> B) ≡ (A) and (A -> B)
Rules like (A -> B) are integrity constraints of the system and are all true in the current state of the database. Thus, we are only interested in the clauses A, B, A and B, etc. Each of the queries Q 0 through Q 15 may be optimized by a conventional optimizer similar to the one used in System R* [42] . The optimizer generates a number of query execution strategies (called query plans) and then attaches an estimated cost to each by using a cost model based on the the expected number of CPU instructions and page fetches [6, 42] . The execution cost estimates provided by the optimizer are dependent on the system configuration and thus we do not give any units. However, for our present purpose only their relative values are important. Total execution cost for each query is shown in Table 8 . Thus, semantic query optimization can yield a plan with an execution cost of 128 units, whereas the best plan for original query without semantic query optimization had a cost of 605 units.
Conclusions
We have introduced a data-driven framework for the automatic discovery of query transformation rules in semantic query optimization. Based on this framework, we have introduced a grid representation as the data distribution in the space of a set of finite attributes. We have provided an algorithm for extracting a set of query transformation rules. We have shown the correctness of our algorithm and of the rules derived from it. We also proved the completeness of our algorithm in a limited sense. Finally, an extended example of a semantic query optimization session was provided to demonstrate our discovery framework.
As part of our future research, we would like to extend our framework to the discovery of statistical rules for processing statistical queries. Lastly, we would like to investigate the benefits and trade-offs of incorporating user-supplied domain knowledge and other sources of information, such as query distribution information, into our framework. In particular, we plan to integrate our work with query-driven approaches, in order to monitor the performance of the discovered query transformation rules during actual database operation. We would like to utilize the heuristics for semantic query optimization [1] for selecting attribute sets with which to create grids. Furthermore, we would like to characterize the set of oblique grids, which may yield useful query transformation rules. Science department, at the University of Minnesota.
