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INTRODUCTION
§ 1.1 CONTEXTE
Le traitement d’images désigne une discipline des mathématiques ap-
pliquées qui étudie les images numériques et leur transformation dans le
but d’améliorer leur qualité, de réduire leur coût de stockage ou d’en ex-
traire une information sémantique et pertinente. Une image peut tout à fait
être traitée comme un signal bidimensionnel dans le cas d’images en ni-
veaux de gris, et comme un signal tridimensionnel dans le cas d’images
couleur. C’est pourquoi le traitement d’images est souvent défini comme
étant un sous-ensemble du traitement du signal. Les premiers travaux sur
le traitement d’images portaient sur la compression et la transmission d’images
numériques. Puis, d’autres problèmes sont apparus tels que la détection
de primitives (détection de contours [Can86, Der87] et de points d’inté-
rêt [Mor77, HS88, SB97, MS04]) particulièrement utilisées en vision par or-
dinateur, l’imagerie médicale [MdSR+07, PKPB07, PVDK08, CAI+08, CPMG+08,
KCF+06], l’imagerie satellitaire [RJZ03, RJZ06] (voir figure 1.1), ou encore
la post-production cinématographique. L’extension naturelle du traitement
d’images est le traitement de vidéos, une vidéo étant simplement un en-
semble ou une collection d’images. Depuis les années 1990, le traitement
d’images est omniprésent. On le retrouve dans les appareils photographiques
numériques, les téléphones portables, les télévisions numériques haute dé-
finition, les webcams, les lecteurs vidéo, etc.
Les algorithmes de traitement d’images et de vision par ordinateurs se
classent en trois catégories : algorithmes de bas niveau, de niveau inter-
médiaire, et de haut niveau. Les algorithmes de bas niveau réalisent des
opérations basiques sur les pixels (e.g. plusieurs pixels se déplacent dans
une image). Les algorithmes de niveau intermédiaire incluent des calculs
de plus haut niveau tel que le groupement de pixels (e.g. un ensemble de
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pixels de même couleur se déplace selon un mouvement affine unique).
Enfin, les algorithmes de haut niveau permettent de donner une informa-
tion sémantique en analysant une image ou une vidéo (e.g. un véhicule est
en mouvement). Dans cette thèse, nous étudions et proposons des algo-
rithmes de bas niveau et de niveau intermédiaire. Les informations de haut
niveau requises pour la mise en place de ces algorithmes (e.g. initialisation
de la position d’un objet d’intérêt) sont en effet définies par un opérateur
humain.
Dans ce manuscrit, nous nous attachons au problème du suivi d’objets dans
une vidéo. Dans notre cas, cela consiste à localiser un objet d’intérêt en
chaque image d’une vidéo donnée d’après une position initiale déterminée
manuellement sur la première image de cette même vidéo. Les applications
du suivi d’objets sont nombreuses : vidéo surveillance (analyse du trafic
routier ou du mouvement d’une foule), compression vidéo, inpainting, com-
positing, préservation d’anonymat (voir figure 1.2), etc. En post-production
cinématographique, le suivi d’objets est souvent appelé rotoscopie en mé-
moire du nom des premiers appareils permettant de suivre manuellement
un objet en mouvement dans une vidéo (voir annexe D.2.2). La rotoscopie
est l’une des techniques les plus utilisées pour les effets spéciaux et l’une
des plus chères car elle est encore souvent effectuée image par image.
§ 1.2 CONTRIBUTIONS
Les principales contributions de cette thèse sont premièrement la pro-
position de nouvelles méthodes de suivi d’objets fondées sur l’utilisation
de points saillants et/ou de mesures statistiques, et deuxièmement l’implé-
mentation d’une méthode rapide d’estimation de mesures statistiques via
la programmation GPU.
La première méthode de suivi d’objets proposée [GBDB06, GDB06, GDB07a,
GDB07b, GDB07c] est fondée sur l’analyse de trajectoires de points d’inté-
rêt. Un point d’intérêt est un point ayant un voisinage riche d’informations
ce qui lui permet d’être détecté de manière précise et fiable dans une image
ou un ensemble d’images (e.g. coins, jonctions, fins de ligne, etc. [Mor77,
HS88, SB97, MS04]). Il est ainsi relativement simple de construire une tra-
jectoire temporelle d’un point d’intérêt dans une vidéo. Pour cette mé-
thode de suivi, notre contribution porte principalement sur l’analyse de
trajectoires et l’utilisation de groupes d’images pour l’estimation robuste
du mouvement d’un objet déterminé. La méthode proposée permet ainsi
de suivre précisément un objet tout en gérant les occultations partielles et
les déformations locales dudit objet.
La seconde méthode de suivi d’objets proposée [GBDB07] repose sur le
1.2. Contributions 3
(a) Compression d’images (b) Imagerie satellitaire
(c) Imagerie spatiale (d) Imagerie médicale
FIGURE 1.1 – Traitement d’images et applications. La figure (a) illustre l’image
Lena célèbre dans la communauté de traitement d’images car cette image a été
utilisée à de très nombreuses reprises pour diverses applications telles que la dé-
tection de contours et la compression d’images. La figure (b) illustre la lisière du
Rub’al-Khali (EAU / Oman) prise par le satellite SPOT 4 développé par le CNES.
La figure (c) montre la constellation d’Orion où de jeunes étoiles sont en train de
naître. Cette image a été prise par la NASA. Enfin, la figure (d) montre un exemple
d’IRM (Imagerie par Résonance Magnétique) de cerveau humain particulièrement
utilisée pour des applications médicales.
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FIGURE 1.2 – Application du suivi d’objets à la préservation de l’anonymat dans
une vidéo. Le visage de chaque personne à protéger est détouré manuellement sur
la première image de la vidéo, puis ce visage est suivi sur les images suivantes.
Photographie prise par Jean-Marc Luneau.
suivi de la couronne de l’objet. Cette couronne est une bande de quelques
pixels de large située sur le bord de l’objet d’intérêt. De par sa position,
cette couronne contient des informations sur l’objet, des informations de
contour, mais également des informations relatives au fond de l’image.
Notre contribution porte premièrement sur l’utilisation de cette bande pour
l’estimation du mouvement de l’objet. Cette méthode permet de suivre pré-
cisément des objets texturés ou des objets complètement uniformes. La se-
conde contribution porte sur l’utilisation de l’entropie de Shannon [Sha48,
CT91] comme mesure de similarité. Cette mesure permet d’améliorer la ro-
bustesse du suivi aux données aberrantes (pixels du fond) et permet une
plus grande souplesse dans le choix de la largeur de la couronne.
La troisième méthode présentée correspond aux travaux de Boltz et
al. [BDB07, Bol08] sur l’utilisation conjointe d’une mesure statistique et de
caractéristiques couleur-espace pour le suivi d’objets. Au cours du temps,
un objet d’intérêt est susceptible de changer de forme, de taille, de cou-
leur, etc. Ces variations peuvent rendre le suivi d’objets inefficace pour des
approches locales. En revanche, les propriétés statistiques d’un objet (e.g.
distribution des couleurs) varient généralement peu dans le temps. Boltz
et al. présentent une méthode de suivi utilisant des composantes couleurs
et des composantes géométriques et utilisant la divergence de Kullback-
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Leibler [KL51, Kul59] comme mesure de similarité. Ces travaux furent pré-
cédemment proposés par Elgammal et al. [EDD03]. La contribution des
auteurs porte sur l’utilisation de la recherche des k plus proches voisins
(kPPV) pour l’estimation de la divergence de Kullback-Leibler en haute
dimension. Le suivi proposé est précis et gère les occultations et les défor-
mations géométriques.
Pour cette méthode, notre contribution porte sur l’implémentation rapide
de la recherche des kPPV par la programmation parallèle sur GPU 1 [GDB08].
Nous montrons par différentes expérimentations que la programmation
GPU peut grandement accélérer la recherche des kPPV en haute dimen-
sion. Les améliorations de notre travail se traduisent par une accélération
du suivi d’objets, mais également par l’accélération d’autre algorithmes de
traitement d’images (recherche d’images par le contenu).
1. GPU : Graphics Processing Unit signifiant unité de calcul graphique. Type de processeurs
utilisés dans les cartes graphiques et spécialisés dans le calcul parallèle.
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PREMIÈRE PARTIE
SUIVI D’OBJETS DANS UNE VIDÉO FONDÉ
SUR LES POINTS SAILLANTS
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- CHAPITRE 2 -
ÉTAT DE L’ART DES MÉTHODES DE SUIVI D’OBJETS
§ 2.1 GÉNÉRALITÉS
Le suivi d’objets est un problème fréquemment rencontré dans le do-
maine de la vision par ordinateur. L’augmentation constante de la puis-
sance des ordinateurs, la diminution du coût des caméras et l’augmentation
des besoins pour l’analyse de vidéos ont engendré un vif intérêt pour les
algorithmes de suivi d’objets. L’analyse de vidéos se compose de 3 étapes :
détection d’objets d’intérêt, suivi de ces objets, et analyse du mouvement
de ces objets pour en déduire un comportement. Ainsi, le suivi d’objets per-
met de réaliser les tâches suivantes :
– Reconnaissance d’objets (ou de personnes) fondée sur l’analyse du
mouvement (e.g. démarche d’une personne, analyse de trafic routier
en temps réel)
– Surveillance automatique pour reconnaitre des activités suspectes ou
inhabituelles (e.g. vidéo-surveillance [CBPG03, CBP05])
– Indexation de vidéo : annotation automatique et recherche de vidéos
dans une base de données multimédia
– Interface homme-machine par l’analyse de posture ou le suivi du re-
gard
– Navigation de véhicule : calcul de trajectoires et évitement d’obs-
tacles
De manière très simple, le suivi d’objets peut se concevoir comme le pro-
blème d’estimation de la trajectoire d’un ou plusieurs objets dans le plan
image. La difficulté du suivi d’objets dépend de plusieurs facteurs relatifs
aux données ou à l’application :
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– Perte d’informations causée par la projection d’un monde 3D sur une
image 2D
– Présence de bruit dans les images
– Mouvements complexes
– Objets non rigides et/ou articulés
– Occultations partielles ou totales
– Objets de forme complexe
– Variation de l’illumination de la scène et des objets
– Nécessité d’un suivi en temps réel
De nombreuses approches de suivi d’objets ont été proposées. Outre l’al-
gorithme lui-même, la différence entre ces méthodes réside en partie dans
le choix de la représentation et de la forme des objets, des caractéristiques
(composantes) de l’image utilisées, de la nature du mouvement estimé, etc.
Ce choix dépend de l’application ainsi que de la vidéo traitée. Yilmaz et
al. réalisent dans [YJS06] une étude des méthodes traitant du problème du
suivi d’objets. Les auteurs y établissent une classification des méthodes de
suivi dont les catégories sont :
1. Suivi de points
2. Suivi de silhouettes
3. Suivi de noyaux
§ 2.2 REPRÉSENTATION ET DÉTECTION DES OBJETS
La représentation des objets fait partie intégrante du processus de suivi.
Un objet peut être représenté par un point (centre de l’objet [VRB01]) ou par
un ensemble de points [SKMG04]. Cette représentation est adaptée aux ob-
jets occupant une petite partie de l’image.
Un objet peut également être représenté par une forme simple telle qu’un
rectangle, une ellipse, etc. [CRM03]. Cette représentation est adaptée au
suivi d’objets rigides (e.g. véhicules) mais peut également convenir pour
des objets non rigides.
Un contour (ou une silhouette) peut permettre de représenter un objet.
Cette représentation est adaptée au suivi d’objets non rigides ayant une
forme complexe [YLS04].
Enfin, la représentation d’un objet par un squelette [AA01] ou par un mo-
dèle articulé (régions jointes par des articulations) est très adaptée au suivi
d’objets articulés (e.g. suivi de personnes).
La première étape lors du processus de suivi d’objets consiste en la dé-
tection des objets à suivre. Cette détection peut intervenir au début de la
vidéo ou à tout moment si des objets peuvent potentiellement entrer dans
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le champ de la caméra. La méthode la plus simple pour cette détection est
la mise à contribution d’un opérateur humain. Cet opérateur se charge de
localiser le ou les objets à suivre.
La méthode de soustraction du fond calcule la différence entre deux images
consécutives [JN79, WADP97] laissant apparaître les objets en mouvement.
La détection d’objets peut également être réalisée en détectant les points
d’intérêt de l’image [Mor77, HS88, SMB00]. Cette méthode est cependant
peu adaptée si le fond de la vidéo est texturé. Dans un tel cas, il est pro-
bable que de nombreux points d’intérêt soient détectés faussant de fait la
détection d’objets.
§ 2.3 SUIVI DE POINTS
Considérons qu’un objet est représenté par un ensemble de points [SKMG04].
Le problème du suivi d’objets peut être formulé comme un problème de
mise en correspondance de points. La détection de points peut cependant
être gênée par plusieurs facteurs tels que la présence de bruit dans les
images, les occultations partielles ou totales, les erreurs de détection de
points, etc.
Sethi et Jain [SJ87] résolvent le problème de mise en correspondance
en utilisant une approche gloutonne (de l’anglais greedy) fondée sur l’ajout
de contraintes de proximité et de rigidité des objets. Les appariements de
points de deux images voisines, initialisés par une recherche des plus pro-
ches voisins, sont échangés en minimisant une fonctionnelle. Cette mé-
thode ne permet pas de prendre en compte les occultations.
Suite aux travaux de Sethi et Jain [SJ87], Veenman et al. [VRB01] intro-
duisent une contrainte de mouvement dans leur méthode de mise en cor-
respondance. Cette contrainte est parfaitement adaptée au suivi de points
appartenant au même objet et améliore la qualité du suivi. A contrario, cette
contrainte n’est pas adaptée si les points appartiennent à différents objets
dont le mouvement est différent. Le suivi est dans un premier temps réalisé
sans contrainte sur les deux premières images de la vidéo. La contrainte de
mouvement est utilisée dès la troisième image. Cette approche permet de
gérer les occultations et les erreurs de détection de points.
Schmid et al. [Sch96, SM97, SMB98] introduisent une contrainte géomé-
trique au processus d’appariement de points. Deux points voisins doivent
être appariés à deux points également voisins dans l’image suivante. Les
appariements ne respectant pas cette contrainte sont simplement ignorés
pour la suite du processus. Cette contrainte géométrique a pour but de
diminuer le nombre d’appariements incorrects. L’inconvénient majeur de
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cette méthode est le fait que des appariements corrects sont également éli-
minés.
De manière similaire aux travaux de Schmid et al. [Sch96, SM97, SMB98],
Trichet et Merialdo [TM07] ajoutent une contrainte géométrique (triangu-
lation de Delaunay) au processus d’appariement. Les auteurs réalisent la
détection des points dans le voisinage des objets détectés à l’image pré-
cédente. La triangulation de Delaunay de chaque ensemble de points doit
être respectée entre deux images consécutives. Cette approche permet de
diminuer le nombre d’appariements incorrects de points. Cependant, la
contrainte étant plus forte que pour les travaux de Schmid et al., un grand
nombre d’appariements corrects sont éliminés.
§ 2.4 SUIVI DE SILHOUETTES
La représentation d’un objet par une forme simple telle qu’un rectangle
ou une ellipse peut être mal adaptée si l’objet en question est de forme très
complexe (e.g. main, corps humain, animal, arbre, etc.). La représentation
d’un tel objet par une silhouette permet de tenir compte précisément de
la forme de l’objet. Le but des méthodes de suivi fondées sur l’utilisation
de silhouettes est d’estimer la silhouette des objets d’intérêt pour chaque
image de la vidéo. Cette approche est également connue sous le nom de
segmentation d’images. La segmentation d’images est une opération de
traitement d’images qui a pour but de rassembler des pixels entre eux sui-
vant des critères prédéfinis. Les pixels sont ainsi regroupés en régions qui
constituent une partition de l’image. Il s’agit en général de séparer les objets
du fond. Si le nombre de classes est égal à deux, elle est appelée aussi bina-
risation. Si l’homme sait naturellement séparer des objets dans une image,
c’est grâce à des connaissances de haut niveau fondées sur la compréhen-
sion des objets et de la scène, compréhension liée à l’apprentissage. Mettre
au point des algorithmes de segmentation utilisant une information séman-
tique pour chaque région de l’image est encore un des thèmes de recherche
les plus courants en traitement d’images.
Les approches fondées sur l’utilisation de régions reposent sur une ca-
ractérisation de tout ou partie de l’image à segmenter. Dans [HS92, SSWC88],
les auteurs proposent des méthodes qui effectuent un traitement global sur
l’image comme par exemple un seuillage sur l’intensité de l’image afin de
détecter les différents objets de la scène. Un seuil optimal peut être déter-
miné en étudiant l’histogramme de l’intensité pour repérer les différents
modes de la distribution de l’intensité. Mais cette méthode ne fonctionne
que si les objets ont une intensité homogène et, de plus, qui soit différente
de celle du fond.
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Les méthodes dites de division/fusion (split and merge en anglais) [HP77,
NN04] consistent dans un premier temps à découper une image en petites
régions. Ensuite, les régions adjacentes similaires au sens d’un critère d’ho-
mogénéité sont fusionnées. La méthode peut également consister à décou-
per une image de façon itérative tant que les régions ne sont pas suffisam-
ment homogènes. L’image segmentée est généralement représentée par un
arbre [VM07].
Les méthodes de classification (plus souvent appelées clustering en an-
glais) consistent à regrouper en sous-ensembles les pixels qui possèdent des
caractéristiques proches. Citons par exemple les méthodes de k-means [Har75,
McQ67] qui consistent à séparer les pixels en k groupes par la minimisation
de la distance entre un pixel donné et le représentant du groupe auquel
il appartient. Ces méthodes fournissent une partition de l’image mais ne
permettent pas de distinguer les classes appartenant à l’objet et les classes
appartenant au fond.
Enfin, la dernière méthode de segmentation que nous présentons est
celle des contours actifs [KWT87, DT79, OS88, Set99, CRD07]. Cette mé-
thode consiste à faire évoluer un contour initial vers l’objet d’intérêt en
calculant une vitesse d’évolution (voir figure 2.1), la direction d’évolution
étant généralement donnée par la normale au contour. Nous devons pour
cela déterminer une caractéristique qui permet de différencier l’objet du
fond. La caractéristique, généralement appelée descripteur (de région ou
de contour), peut être présente dans l’objet et dans le fond : par exemple si
l’on cherche des régions de mouvement homogène (le mouvement du fond
et de l’objet sont différents mais la caractéristique "mouvement homogène"
est la même). Ces caractéristiques peuvent être multiples. Il peut s’agir de
la couleur, de textures, d’une forme précise ou bien d’une combinaison de
plusieurs caractéristiques. Un critère est élaboré à partir de ces caractéris-
tiques. La minimisation de ce critère permet de faire converger le contour
vers l’objet d’intérêt. Les méthodes de contours actifs peuvent globalement
être classées en deux catégories distinctes : les méthodes fondées sur la dé-
tection de contours et les méthodes fondées la statistique des régions.
Les méthodes fondées sur la détection de contours consistent à faire évo-
luer un contour jusqu’à ce que ce dernier atteigne une forte valeur de gra-
dient [CKS94, KKO+95, XP98]. Bien que ces modèles aient de nombreux
avantages (e.g. segmentation de régions non homogènes), ils ont un incon-
vénient important qui les rend inefficaces sur des images bruitées [CRD07],
ou quand le contour n’est pas entièrement à l’intérieur ou à l’extérieur de
la région à segmenter. De plus, ces modèles sont uniquement capables de
segmenter des régions qui ont des contours nets ce qui peut conduire à une
« fuite » du contour actif si les contours de l’objet sont flous. Dans [XP98],
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les auteurs proposent de résoudre le problème d’initialisation en créant
un champ de vecteurs attirant le contour actif vers les forts gradients de
l’image. Malgré cette amélioration, la sensibilité au bruit n’est pas résolue.
Les approches régions consistent à faire évoluer le contour dans le but de
séparer significativement les statistiques des régions qu’il délimite [CV01,
VC02, TYW01, PD02, CRD07]. Par exemple, séparer les régions claires des
régions sombres, ou alors extraire des régions qui ont une certaine distri-
bution [KFY+02]. Ces modèles prennent en considération la région entière
et sont ainsi plus robustes au bruit et à l’initialisation par rapport aux ap-
proches contours. Cependant, elles sont inefficaces pour la segmentation
d’images dont les propriétés statistiques varient sur la région.
Jehan-Besson et al. [JBBA03, ABFJB03] proposent une méthode de segmen-
tation d’images par contours actifs dans le cadre d’une approche variation-
nelle. L’équation d’évolution du contour actif est déduite de la dérivation
d’un critère caractérisant l’objet d’intérêt, la dérivation effectuée à l’aide
des gradients de forme. Gastaud et al. [GBA04] utilisent un a priori géomé-
trique sans contrainte paramétrique qui minimise la distance du contour
actif à un contour de référence. Ce descripteur a été appliqué à la déforma-
tion de courbes (warping).
Pour la segmentation vidéo, le fait de segmenter chaque image indépen-
damment donne l’impression d’un contour oscillant au cours du temps
autour de la position réelle du contour de l’objet. Cet effet, appelé flicke-
ring en anglais, peut être diminué en considérant la segmentation comme
un problème tridimensionnel (2D+t) plutôt que plusieurs problèmes bidi-
mensionnels [DCM06]. Ceci a pour effet d’augmenter la cohérence spatio-
temporelle de la segmentation. Boltz et al. [BHD+08] proposent une mé-
thode de segmentation de vidéos où le critère à minimiser est une entropie
jointe entre une information d’apparence (couleur) et de mouvement (rési-
duel de compensation).
FIGURE 2.1 – Évolution d’un contour actif vers l’objet d’intérêt
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§ 2.5 SUIVI DE NOYAUX
Le suivi de noyaux consiste à suivre un objet représenté par une forme
géométrique basique telle qu’un rectangle ou une ellipse. Le mouvement
estimé est généralement paramétrique (translation, rotation, affine, etc.).
L’approche la plus évidente pour suivre un objet repose sur l’utilisa-
tion d’un gabarit (en anglais template) [Bir98, SBW02]. En effet, si l’objet
à suivre est de forme connue (e.g. une voiture), il est relativement simple
de trouver la partie de l’image la plus similaire au gabarit considéré. Pour
ce faire, la recherche est réalisée de manière exhaustive sur tout ou par-
tie de l’image. Les informations utilisées sont l’intensité ou la couleur. Le
gradient de l’image est également utilisé pour sa robustesse aux variations
d’illumination. L’inconvénient majeur de cette méthode est la lenteur de la
recherche exhaustive.
Une façon simple de suivre un objet est de minimiser une fonctionnelle
dépendant de l’objet initial et d’un objet candidat. Cette fonctionnelle peut
simplement être fondée sur la différence pixel à pixel entre deux objets (e.g.
fonctions SAD pour Sum of Absolute Differences et SSD pour Sum of Square
Differences). La minimisation de la fonctionnelle peut être assurée par une
méthode classique dite de block-matching [KLH+81, ZM00, ZLC02]. Ce-
pendant, ce suivi est très sensible aux variations géométriques de l’objet
survenant au cours du temps. Le suivi a tendance à devenir incorrect au
bout de quelques images.
Comaniciu et al. [CM99a, CM99b, CRM00, CM02, CRM03] utilisent un
histogramme de couleurs pondéré pour représenter l’objet à suivre. La maxi-
misation du coefficient de Bhattacharyya permet de détecter dans chaque
image et par un processus itératif l’objet d’intérêt. Plutôt que d’utiliser une
approche exhaustive, les auteurs utilisent la méthode du mean-shift [FH75].
La pondération de l’histogramme donne plus d’importance aux pixels pro-
ches du centre et inversement. Les approches utilisant des distributions
(ou des histogrammes) sont robustes aux variations géométriques. En effet,
contrairement à la géométrie, les statistiques des objets varient peu dans le
temps. Cette robustesse est cependant souvent obtenue en dépit de la pré-
cision du suivi. L’avantage de la méthode est sa rapidité liée à l’utilisation
du mean-shift.
Elgammal et al. [EDD03] utilisent des histogrammes contenant des in-
formations de couleurs et des informations géométriques. La similarité entre
objets (i.e. entre histogrammes) est évaluée en utilisant la divergence de
Kullback-Leibler [KL51, Kul59]. Le suivi résultant de cette méthode est pré-
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cis tout en étant robuste aux variations géométriques. L’inconvénient de la
méthode réside dans l’estimation de la divergence à proprement parler. En
effet, l’estimation de mesures statistiques est complexe en haute dimen-
sion. Dans ce contexte, Boltz et al. [BDB07, Bol08] améliorent l’approche
de Elgammal en proposant d’utiliser la recherche des plus proches voi-
sins [Wol06] pour l’estimation de la divergence de Kullback-Leibler.
- CHAPITRE 3 -
DESCRIPTION LOCALE
§ 3.1 INTRODUCTION
Les méthodes de suivi proposées dans la première partie de ce manus-
crit utilisent des outils classiques de description locale. Cette description
permet de concentrer une étude à des régions de l’image où le contenu
informatif est important. Dans ce chapitre, nous présentons les méthodes
classiques de description locale ce qui permettra par la suite de justifier nos
choix.
Le système visuel humain (SVH) permet de détecter des objets tridimen-
sionnels et d’estimer leur mouvement dans l’espace en une fraction de se-
conde. Plusieurs travaux ont montré que le cerveau était capable de dé-
tecter des régions présentant un intérêt particulier en 200 ms dans le but
de focaliser l’attention sur ces régions. Les primitives détectées sont par
exemple des coins ou des contours. C’est à partir de ces primitives et des
informations contenues dans leur voisinage que, selon certains spécialistes,
le cerveau détecte les objets et en estime le mouvement. Ceci représente les
fondements mêmes du concept de description locale.
La description d’une image consiste à décrire celle-ci par un certain nombre
d’informations extraites de l’image (couleur dominante, structure globale
de l’image, etc.). L’idée sous-jacente est de pouvoir comparer l’image à
d’autres images dans le but d’estimer leur similarité. Les applications sont
nombreuses et on peut citer par exemple la détection des copies [Ton06],
l’indexation d’images et la recherche d’images et de vidéos par le contenu
[CDBPD07, DDBP06, Sch96, ADPB08, PADB08, SARK08, SEAK08b, SEAK08a],
le Mosaicing [NY06, Nie00], ou encore le suivi d’objets dans une vidéo [GDB06,
GDB07b, GDB07c, GBDB07]. La description locale des images se fonde sur
les mécanismes biologiques évoqués plus haut et se fait en deux étapes :
1. Détection de points ou de régions d’intérêt (primitives).
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2. Construction d’un vecteur de description pour chaque point d’inté-
rêt. Un vecteur de description est un ensemble de valeurs construites
à partir des informations du voisinage et permettant de décrire ce
point et de le différencier par rapport aux autres points.
La mesure de similarité permettant de comparer deux vecteurs de descrip-
tion devrait faire partie intégrante du système de description locale choisi.
En effet, ces trois notions (détection des points/régions d’intérêt, vecteur
de description, mesure de similarité) sont intimement liées. Une faiblesse
de l’une d’entre elles rend la description locale de l’image inefficace car in-
apte à jouer son rôle discriminant.
La figure 3.1 présente un exemple d’appariement d’images utilisant la des-
cription locale. Les points d’intérêts sont détectés par la méthode DoG (pour
Difference of Gaussians) [CP84, Lin93], les vecteurs de description sont cons-
truits par la méthode SIFT [Low99, Low04], et la mesure de similarité est la
norme Euclidienne.
FIGURE 3.1 – Appariement d’images par appariement de points d’intérêt. Les
points d’intérêts sont détectés par la méthode DoG (Difference of Gaussians), les
vecteurs de description sont construits avec SIFT, et la mesure de similarité est la
norme 2. L’appariement des objets est correct malgré le changement d’orientation
et d’échelle de l’objet à retrouver.
§ 3.2 POINTS ET RÉGIONS D’INTÉRÊT
3.2.1 Saillance visuelle
Pendant de nombreuses années, les chercheurs ont tenté de comprendre
le fonctionnement du système visuel humain dans l’analyse d’images. Un
important résultat montre qu’un certain nombre de primitives visuelles
sont détectées extrêmement rapidement et précisément par un système de
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FIGURE 3.2 – Exemples de saillance visuelle. Les primitives concernées sont (res-
pectivement de gauche à droite et de haut en bas) la courbure, la couleur, l’orienta-
tion de lignes, et le changement d’intensité.
bas niveau. Ces primitives étaient initialement appelées pré-attentives dans
la mesure où l’attention est concentrée sur ces zones. Le but est en effet
d’orienter le regard, l’attention, vers les régions pertinentes du champ per-
ceptif dans le cas de l’apparition d’un danger, d’une menace. Le stade pré-
attentif (période pendant laquelle les primitives sont extraites) a une durée
inférieure à 200 ou 250 ms. Le mouvement des yeux met 200 ms à être ini-
tié. De nombreux travaux [Tre85] ont tenté de déterminer les primitives vi-
suelles extraites pendant le stade pré-attentif. Nous pouvons par exemple
citer l’orientation de lignes, la taille, la couleur, la courbure, l’intensité, la
fermeture, la densité, les intersections, les coins, l’orientation 3D, la direc-
tion et la vitesse du mouvement, etc. La saillance visuelle correspond à
la détection de ces primitives. La figure 3.2 illustre plusieurs exemples de
saillance visuelle.
La saillance visuelle a été utilisée, au moins implicitement, dans de très
nombreux travaux de vision par ordinateur. Les points d’intérêt en sont
un parfait exemple. Ces points sont également appelés coins, points carac-
téristiques ou encore points saillants. Nous verrons par la suite que nous
utiliserons également la notion de région ou de blob plutôt que celle de
point selon la méthode de détection utilisée. Les points d’intérêt sont géné-
ralement utilisés pour mettre en correspondance deux images. Ces points
contiennent l’information sur laquelle doit être portée l’attention. L’utili-
sation des points d’intérêt permet de simplifier le problème de mise en
correspondance en se restreignant aux points d’intérêt. La mise en corres-
pondance de deux images correspond simplement à l’appariement de deux
nuages de points.
Historiquement, la détection de points d’intérêt a débuté avec la détection
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de coins ce qui explique l’appellation précédente. Une définition simple
possible serait de dire que les points d’intérêts correspondent à des doubles
discontinuités de la fonction d’intensité dans une image. Celles-ci peuvent
être provoquées, comme pour les contours, par des discontinuités de la
fonction de réflectance ou des discontinuités de profondeur. Ce sont par
exemple les coins, les jonctions en T ou les points de fortes variations de
texture. La notion de point d’intérêt a évolué et a maintenant une défini-
tion plus générale. Un point d’intérêt est un point dans une image qui se
caractérise par les propriétés suivantes :
– il est clairement défini (au sens mathématique),
– il a une position précisément définie dans l’espace image,
– la structure du voisinage local du point est riche en terme de contenu
informatif,
– il est stable en présence de perturbations locales et globales dans l’es-
pace image, incluant les déformations relatives au changement de
perspective (transformation affine, changement d’échelle, rotation, et
translation) et les variations d’illumination/luminosité,
– un point d’intérêt devrait également inclure un attribut d’échelle.
Dans la suite, nous présentons les principaux travaux sur la détection de
points et de régions d’intérêt. Nous utiliserons l’ordre chronologique de
manière à donner un aperçu des améliorations qui sont apparues au cours
des années.
3.2.2 Moravec
Le détecteur développé par Hans P. Moravec [Mor77, Mor80] en 1977
est l’un des plus anciens algorithmes de détection de points d’intérêt. Mo-
ravec a défini le concept de points d’intérêt comme étant une région dis-
tinctive des images et a conclu que ces points pouvaient être utilisés pour
apparier des régions dans des images consécutives. Ce traitement de bas
niveau lui permettait de déterminer l’existence et la localisation d’objets
dans l’environnement de déplacement de son véhicule.
Moravec définit un point d’intérêt comme étant un point où il y a une large
variation de l’intensité dans certaines directions. Son détecteur est connu
comme étant un détecteur de coins. L’auteur propose d’utiliser la fonc-
tion d’auto-corrélation (corrélation du signal avec lui-même décalé spa-
tialement) pour détecter des variations de la fonction d’intensité dans un
voisinage carré W (typiquement 3× 3, 5× 5, ou 7× 7 pixels). Même si le
terme auto-corrélation est clairement indiqué, la fonction utilisée pour dé-
tecter les coins est la somme du carré de la différence du signal avec lui
même décalé spatialement. Ainsi, étant donné un pixel (x, y) de l’image et
un décalage spatial (δx, δy), la fonction f calculée en (x, y) est définie par :
f (x, y; δx, δy) =∑
W
(I(xk, yk)− I(xk + δx, yk + δy))2
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où (xk, yk) sont les pixels du voisinage carré W centrée en (x, y) et I la fonc-
tion intensité. Le décalage spatial (δx, δy) est à valeur dans [−1, 1]2 \ {0, 0}
(8-voisinage). L’auteur définit une fonction C à partir de laquelle les points
d’intérêt vont être détectés. La valeur de la fonction en chaque pixel corres-
pond à la valeur minimale de la fonction f (x, y; δx, δy) pour les 8 décalages
possibles :
C(x, y) = min
(δx ,δy)∈[−1,1]2\{0,0}
f (x, y; δx, δy)
La détection des points d’intérêt est simplement réalisée en exhibant les
maxima locaux de C supérieurs à un seuil fixé. Le détecteur de Moravec
a une faible complexité ce qui le rend intéressant pour des applications
nécessitant une implémentation temps-réel. Cependant, du fait des pro-
blèmes exposés dans la section 3.2.3, ce détecteur est généralement consi-
déré comme obsolète.
3.2.3 Harris et Stephens
Le détecteur de Moravec souffre de nombreuses limitations ce qui lui
vaut de fonctionner dans un contexte limité. Harris et Stephen ont identi-
fié certaines de ces limitations et, en les corrigeant, ont proposé en 1988 un
détecteur de coins connu sous le nom de détecteur de Harris [HS88].
La réponse du détecteur de Moravec est anisotropique du fait du carac-
tère discret de l’ensemble des décalages considérés (tous les 45 degrés). Cet
aspect peut être résolu en considérant le développement de Taylor de la
fonction intensité I au voisinage du pixel (x, y). Étant donné un décalage
(δx, δy) et un pixel (x, y), la fonction f (x, y; δx, δy) est définie par :
f (x, y; δx, δy) =∑
W
(I(xk, yk)− I(xk + δx, yk + δy))2 (3.1)
où (xk, yk) sont les points dans la fenêtre W centrée en (x, y) et I la fonction
intensité. En considérant la fonction w définie par
w(x, y) =
{
1 si(x, y) ∈W
0 sinon
la fonction f (x, y; δx, δy) se récrit comme une somme d’un produit de convo-
lution sur l’image entière :
f (x, y; δx, δy) =∑
x,y
w(xk, yk) ∗ (I(xk, yk)− I(xk + δx, yk + δy))2 (3.2)
Considérons maintenant le développement de Taylor d’ordre 1 de l’image :
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où ∂I∂x et
∂I
∂y représentent les dérivées partielles de la fonction intensité re-
lativement aux axes des abscisses et des ordonnées. La dérivation est ap-
proximée en utilisant une méthode par différence finie :
∂I
∂x





(x, y) ≈ I(x, y + 1)− I(x, y− 1)
2
(3.5)
En substituant (3.3) à (3.1), nous obtenons l’expression suivante :


























































La matrice A capture la structure du voisinage local des pixels de l’image
d’où son nom de « matrice de structure ».
La seconde limitation provient de la fonction w. En effet, w étant une fonc-
tion binaire, la réponse de la fonction f est bruitée. Harris et Stephens ont
alors proposé de remplacer w par une fonction Gaussienne








où σ (déviation standard = racine carrée de la variance) est un paramètre



































Enfin, le détecteur de Moravec répond de manière trop forte aux contours
car seul le minimum de f est pris en compte en chaque pixel. Les auteurs
ont proposé d’étudier les valeurs propres (λ1 et λ2) de la matrice A. Ces
deux valeurs propres sont proportionnelles aux courbures principales de
la fonction f et forment une description de A invariante aux rotations. Il y
a trois cas à considérer :
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– Si les deux courbures (λ1 et λ2) sont faibles, la fonction f est alors
approximativement constante ce qui indique que la région de l’image
considérée soit homogène.
– Si une des courbures est forte alors que l’autre est faible, cela indique
la présence d’un contour dans l’image.
– Enfin, si les deux courbures sont fortes, un coin est détecté.
Harris et Stephens ont proposé d’éviter le calcul fastidieux des valeurs
propres en étudiant le déterminant et la trace de la matrice A. Les auteurs
définissent alors une fonction C définie en chaque pixel (x, y) de l’image et
à partir de laquelle les coins et les contours de l’image sont détectés :
C(x, y) = λ1λ2 − κ(λ1 + λ2)2 (3.9)
= det(A(x, y))− κ.trace2(A(x, y)) (3.10)
où κ ∈ [0.04, 0.15]. Les coins sont détectés en exhibant les maxima locaux
de C supérieurs à un seuil donné.
FIGURE 3.3 – Détection de points d’intérêts par la méthode de Harris et Stephens
sur l’image « vieille porte » prise par la photographe Aleksandra Radonic’.
Le détecteur de Harris-Stephens, illustré sur la figure 3.3, est sans doute
le détecteur de points d’intérêt le plus connu et le plus utilisé en traitement
d’images. De nombreuses implémentations de ce détecteur existent car cinq
paramètres doivent être choisis lors de son utilisation : le filtre dérivatif, le
filtre Gaussien, le paramètre κ, le voisinage de l’extraction des maxima lo-
caux, et le seuillage final. Son succès provient premièrement de sa facilité
d’implémentation, et deuxièmement de la qualité des résultats obtenus. En
effet, de récents travaux [SMB98, SMB00] prouvent que le détecteur de Har-
ris donne les meilleurs résultats. De nombreux travaux sont venus amélio-
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rer l’approche initiale. Ainsi, Schmid et al. proposent dans [SMB00] de cal-
culer les dérivées partielles en convoluant l’image I par la dérivée d’une
Gaussienne 1D. L’implémentation récursive du filtre Gaussien [Der93] per-
met une détection rapide. Montesinos et al. [MGD98] proposent de généra-
liser l’approche de Harris et Stephens en l’adaptant aux images couleur. La
matrice de structure est alors constituée de la somme des dérivées partielles
des composantes rouge, verte et bleue.
3.2.4 Lindeberg, LoG
Schmid et al. [SMB98, SMB00] ont montré que le détecteur de Harris
a d’excellentes performances en comparaison d’autres détecteurs (au sens
des critères de rappel et de précision [Sch96]). Cependant, comme tous les
autres détecteurs coins, les performances du détecteur de Harris chutent
lors de l’apparition d’un changement d’échelle entre deux images.
Lindeberg proposa dans [Lin98] en 1998 son détecteur de points d’inté-
rêt multi-échelles nommé LoG (pour Laplacian of the Gaussian) ; les points
détectés sont ainsi invariants aux changements d’échelle. On parle de dé-
tection de blobs plutôt que de détection de points car la détection exhibe
des régions d’intérêt et non des points d’intérêt comme nous pouvons le
voir sur la figure 3.4. Pour ce faire, Lindeberg décrit l’image dans l’espace-
échelle Gaussien et utilise l’opérateur Laplacien.
Le Laplacien est un opérateur différentiel scalaire d’ordre 2 égal à la somme
de toutes les deuxièmes dérivées partielles non mixtes d’une variable dé-
pendante. En coordonnées cartésiennes dansRn, le Laplacien est défini par






(x1, ..., xn). (3.11)
Le Laplacien d’une image permet de mettre en évidence ses changements
rapides d’intensité, ce qui en fait un opérateur particulièrement adapté à la
détection de contours en étudiant les zéros de la fonction. La représentation
de l’image I à l’échelle σ, notée Lσ, correspond à la convolution de I par une
fonction Gaussienne bi-dimensionnelle Gσ d’écart type σ :










Par définition, le Laplacien de ∆Lσ(x, y) est égal à la somme de ses deux dé-
rivées partielles secondes non mixtes. Cependant, il peut être directement
calculé à partir de la fonction intensité I par convolution avec l’opérateur






















 (x, y) (3.15)
Pour un facteur d’échelle σ donné, la détection de blobs est réalisée en ex-
trayant les extrema locaux (minima et maxima) en espace de la fonction
∆Lσ(x, y). Cependant, l’efficacité de cette détection est intimement liée à la
taille des blobs qui n’est pas supposée être connue. La détection des blobs
de différentes tailles nécessite l’utilisation d’une approche multi-échelles.
Une façon simple d’obtenir un détecteur de blobs multi-échelles est de
considérer l’opérateur Laplacien normalisé :
∆normLσ(x, y) = σ2∆Lσ(x, y) (3.16)
Le Laplacien ∆normLσ est calculé à plusieurs échelles, c’est-à-dire pour
plusieurs valeurs de σ (e.g. σ ∈ [0, 100]). Les blobs sont les extrema lo-
caux en espace et en échelle de ∆normLσ sur un 26-voisinage (9+9+8) (voir
figure 3.5) :
(xˆ, yˆ; σˆ) = arg max
(x,y;σ)
min (x, y; σ)local∆normLσ(x, y) (3.17)
L’intérêt de la méthode est la détection simultanée de la position (xi, yi)
des blobs et de leur échelle caractéristique σi. La probabilité de dévier de
plus de 3σi est inférieure à 1%. Chaque blob correspond à un disque centré
en (xi, yi) et de rayon 3σi (voir figure 3.4).
3.2.5 Harris-Laplace
Suite aux travaux de Harris et Stephens [HS88] et de Lindeberg [Lin98],
Mikolajczyk et Schmid proposent dans [MS01] un détecteur de points d’in-
térêts multi-échelles nommé Harris-Laplace utilisant les avantages de ces
deux méthodes, à savoir la performance du détecteur de Harris couplée à
l’aspect multi-échelles utilisé par Lindeberg avec le détecteur LoG.
Soit LσD , la représentation de la fonction d’intensité I à l’échelle σD (voir
équation (3.12)). La matrice de structure A se définit par :
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FIGURE 3.4 – Détection de blobs par la méthode LoG sur l’image « tournesol »
prise par la photographe Candy Torres. Les cercles représentent les 120 maxima
en échelle et en espace de la fonction ∆normL. La taille des cercles indique l’échelle




FIGURE 3.5 – 26-voisinage utilisé pour la détection des maxima locaux de l’opé-
rateur LoG.
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où σI est appelé échelle d’intégration et σD échelle de dérivation. L’ap-
proche proposée ne détecte pas les points 3D directement comme le fait
l’approche de Lindeberg. Dans un premier temps, les auteurs proposent
de détecter, pour chaque échelle, les points d’intérêt 2D au sens de Har-
ris en utilisant la matrice de structure A définie dans (3.18) et en exhibant
les maxima locaux en espace de la fonction définie dans (3.10). Parmi les
points d’intérêt détectés, ceux qui correspondent à un extremum local en
échelle au sens de Lindeberg sont retenus comme étant les points d’intérêt
de Harris-Laplace.
La figure 3.6 montre un résultat de détection de points d’intérêt par la mé-
thode de Harris-Laplace. Les points extraits correspondent effectivement
pour la plupart à des coins dans l’image. Cette approche est différente de
celle de Lindeberg pour laquelle seuls les blobs sont détectés. Nous pou-
vons également remarquer que le détecteur est beaucoup moins sensible
au bruit de l’image que le détecteur de Harris. Cette robustesse est induite
par la détection multi-échelles. Le détecteur de Harris-Laplace est consi-
déré à l’heure actuelle comme étant le meilleur détecteur multi-échelles au
sens des critères de répétabilité et de précision [MS01].
Les régions détectées sont, par construction, circulaires. Mikolajczyk et Schmid
améliorent dans [MS04] le détecteur Harris-Laplace en utilisant des voi-
sinages ellipsoïdaux. L’appariement d’images est alors plus robuste aux
changements de point de vue.
§ 3.3 VECTEURS DE DESCRIPTION
Dans la partie précédente, nous avons étudié la détection de points d’in-
térêt mono ou multi-échelles. Ces points ont été retenus car ils sont situés
à des endroits où le signal présente un contenu informatif important. Soit
{(xi, si)}1≤i≤n, un ensemble de n points d’intérêt dont la position est notée
xi et l’échelle caractéristique si. Dans le cas d’une détection mono-échelle
(par exemple Harris), si est commune à tous les points détectés.
La mise en correspondance de points d’intérêt par la seule information
de position et d’échelle n’est évidemment pas fiable. Pour réaliser la mise
en correspondance, nous devons utiliser l’information contenue dans les
images où les points sont détectés. Généralement, les informations utilisées
sont l’intensité, la couleur, la norme du gradient, l’orientation du gradient,
etc. Cependant, l’information présente au pixel xi n’est pas suffisante pour
une mise en correspondance fiable de points ; l’information y est trop peu
discriminante. Le vecteur de description associé au point d’intérêt (xi, si)
est un ensemble de valeurs extraites à partir de l’image I dans le voisinage
local de la position xi. La taille du voisinage est idéalement définie par si.
L’espace des vecteurs de description est un espace vectoriel normé où une
distance permet de mesurer la similarité entre les vecteurs (voir section 3.4).
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(a) Détecteur Harris-Laplace
(b) Détecteur LoG
FIGURE 3.6 – Détection de points d’intérêts par le détecteur de Harris-Laplace et
le détecteur LoG sur l’image « vieille porte » prise par la photographe Aleksandra
Radonic’. Les points d’intérêt sont différents pour les deux méthodes : il s’agit de
coins pour Harris-Laplace et de blobs pour le détecteur LoG. La taille des cercles
indique l’échelle caractéristique de chaque point d’intérêt.
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Plusieurs types de vecteurs de description existent. Dans cette partie, nous
en présentons trois types classiques.
3.3.1 Voisinage de pixels
Le vecteur de description le plus simple est la matrice contenant les va-
leurs de l’image dans un voisinage (par exemple carré) de chaque point
d’intérêt. La taille du voisinage utilisé est généralement de 6si × 6si pixels.
La figure 3.7 illustre un exemple de la construction de vecteurs de descrip-
tion. Pour chaque point, le voisinage considéré (encadré en rouge) est de
taille 3 × 3 pixels. Ce voisinage est généralement exprimé sous forme de
vecteur.
L’utilisation de plusieurs composantes permet d’augmenter le pouvoir dis-
FIGURE 3.7 – Construction de vecteurs de description pour 4 points d’intérêt
indiqués par des croix rouges. Le voisinage de chaque point, délimité en rouge, est
de taille 3× 3. La matrice de pixel correspondant à chaque voisinage est extraite,
puis est exprimée sous forme de vecteur.
criminant des vecteurs de description. Ainsi, l’intensité de l’image est sen-
sible aux changements d’illumination tandis que la norme et la direction
du gradient ne le sont pas. Le choix des composantes est crucial et dépend
de l’application.
L’utilisation d’un voisinage de pixels pour la mise en correspondance de
points d’intérêt utilise une information géométrique stricte, c’est-à-dire que
la position et la valeur de chaque pixel est importante. Ce type de vec-
teur de description est très discriminant spatialement mais il est sensible
aux changements géométriques (zoom, rotation). Deux points seront iden-
tiques si et seulement si les voisinages de pixels sont identiques. Lors de la
mise en correspondance de deux nuages de points d’intérêt détectés dans
deux images consécutives d’une vidéo, les propriétés géométriques des ob-
jets changent peu, surtout si la fréquence d’acquisition est élevée. La mise
en correspondance des points d’intérêt à partir de la matrice de voisinage
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est par conséquent très fiable car très discriminante. En revanche, dans un
cas plus général comme rencontré en recherche d’images dans une base
de données, les images d’une même scène sont acquises avec des angles
de vue très différents. L’orientation, l’échelle, la couleur et l’intensité des
objets peuvent changer ce qui implique que l’utilisation d’une matrice de
voisinage donne de mauvais résultats. Le but des méthodes présentées par
la suite est de pallier ces problèmes.
Enfin, il faut noter un problème intrinsèque à l’utilisation de voisinages de
pixels pour décrire un point d’intérêt. D’une part, la détection de points
d’intérêt par une méthode multi-échelles implique que les voisinages ex-
traits pour l’ensemble des points soient de taille différente. Souvent, une
mesure de similarité, comme décrite dans la partie 3.4, va comparer les
vecteurs de description élément par élément. Une telle comparaison est
impossible si les voisinages utilisés sont de taille différente. D’autre part,
la taille du vecteur de description (taille du voisinage) est généralement
très grande. Par exemple, pour un point d’intérêt dont le voisinage est de
taille 15× 15, le vecteur de description est de taille 225. Cette taille impor-
tante a un impact sur le temps nécessaire pour comparer deux vecteurs de
description. L’utilisation de tels vecteurs pose de gros problèmes en temps
de calcul pour la recherche d’images par le contenu dans une grande base
d’images. L’état de l’art nous apprend qu’un vecteur de description doit
avoir une taille maximale de 150 pour de telles applications.
3.3.2 Distribution
L’utilisation de voisinage de pixels n’est pas un bon choix de descrip-
teur dans un cadre général d’appariement d’images. Toute transformation
autre qu’une simple translation modifie la structure géométrique globale
et locale de l’image. En revanche, les transformations usuelles ont un im-
pact limité sur les propriétés statistiques de l’image. La figure 3.8 illustre la
construction d’un vecteur de description fondé sur la distribution de l’in-
tensité. La première étape consiste à extraire la matrice de pixels dans le
voisinage local du point d’intérêt. La seconde étape consiste à calculer la
distribution des éléments de cette matrice. Plusieurs approches sont pos-
sibles (voir annexe A). Cette distribution est généralement approximée par
un histogramme normalisé. Dans l’exemple présenté, l’histogramme a 8
classes de largeur 32, l’intensité d’un pixel s’exprimant par un nombre
entier naturel compris dans l’intervalle [0, 255]. Swain et Ballard [SB91]
ont utilisé des histogrammes couleurs pour leur méthode d’indexation.
D’autres attributs que la couleur, comme l’intensité des réponses obtenues
par des dérivées de Gaussienne ou par des filtres de Gabor sont utilisés
dans [SC96].
La distribution est une information purement statistique. Ces histogrammes
ne prennent pas en compte la répartition spatiale des attributs dans le voi-
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sinage du point, ce qui leur confère l’invariance aux déformations géomé-
triques usuelles. L’utilisation de distribution pour la description locale pose
néanmoins un problème : deux matrices de pixels visuellement très diffé-
rentes peuvent avoir la même distribution (voir figure 3.9).
L’utilisation d’une matrice de pixels comme vecteur de description pose
problème si la détection des points est multi-échelles ; il est impossible
de comparer point à point des vecteurs de description de taille différente.
Ce problème ne se rencontre pas dans le cas de distributions. En effet, le
nombre de pixels contenus dans le voisinage local d’un point d’intérêt ne
modifie en rien le nombre de classes de l’histogramme. Les caractéristiques
des histogrammes sont fixées et sont identiques pour tous les vecteurs de
description construits. De plus, à la différence des vecteurs de description
utilisant des matrices de pixels, l’utilisation de distribution permet de dé-
finir des vecteurs de taille réduite. Cette propriété est particulièrement in-
téressante pour la recherche d’images par le contenu dans une grande base
de données.
Il est naturellement possible d’utiliser plusieurs composantes. Dans un tel
cas, nous pouvons soit construire une distribution en dimension supérieure,
ou, plus simplement, nous pouvons coller bout à bout les distributions cal-
culées pour chacune des composantes. Parmi les composantes image exis-
tantes, l’utilisation de la norme et de la direction du gradient permet de
rendre l’appariement robuste aux changements d’intensité.
FIGURE 3.8 – Construction de vecteurs de description fondé sur l’estimation de
la distribution de l’intensité. Le point d’intérêt est localisé par une croix rouge et
son voisinage, dépendant de son échelle caractéristique et délimité en rouge, est de
taille 97× 97. La distribution est approximée par un histogramme normalisé à 8
classes.
3.3.3 SIFT
La méthode SIFT [Low99, Low04] (pour Scale-Invariant Feature Trans-
form), est une méthode permettant de décrire un point à partir des orien-
tations locales du gradient. Les vecteurs de description construits par cette
méthode sont spatialement discriminants (contrairement aux distributions)
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FIGURE 3.9 – Illustration du problème intrinsèque à l’utilisation de distributions
pour la description de points d’intérêt. Deux images visuellement très différentes
ont exactement la même distribution.
et robustes aux déformations géométriques usuelles et aux variations d’in-
tensité.
Chaque point d’intérêt est décrit à partir de son voisinage de taille 16× 16 à
son échelle caractéristique. Dans ce voisinage est calculé l’histogramme des
orientations locales. Leur contribution à l’histogramme est pondérée par la
norme du gradient et par un facteur Gaussien d’éloignement au centre du
voisinage (point d’intérêt). L’invariance à la rotation est assurée en tournant
le voisinage et les orientations qu’il contient d’un angle égal à l’orientation
dominante (orientation maximisant l’histogramme des orientations). Les fi-
gures 3.10 et 3.11 illustrent la construction du vecteur de description SIFT
autour d’un point d’intérêt. Le voisinage de taille 16× 16 tourné est divisé
en 16 (4 × 4) sous-ensembles de dimension 4 × 4 pixels. Par commodité,
le voisinage représenté sur la figure est de taille 8× 8 et il est découpé en
2× 2 carrés. Un histogramme d’orientations est construit pour les 16 sous-
ensemble, chaque histogramme comporte 8 classes. Le vecteur de descrip-
tion est la concaténation des 16 histogrammes. Un vecteur de description
SIFT comporte 16× 8 = 128 éléments.
L’utilisation de l’orientation du gradient permet à la méthode d’être ro-
buste aux variations d’intensité. L’intérêt de cette méthode réside dans le
découpage du voisinage. Utiliser un histogramme pour chacun des 16 sous-
voisinages permet d’ajouter une information spatiale qui est perdue si l’on
utilise un histogramme sur tout le voisinage. L’information spatiale n’est
cependant pas aussi contraignante que dans le cas d’une simple matrice de
pixels. De plus, la rotation du voisinage (et des orientations qu’il contient)
et l’extraction des orientations à l’échelle caractéristique rend le vecteur de
description robuste aux rotations et aux changements d’échelle. Des vec-
teurs de description ainsi construits donnent de très bons résultats dans
tous les cas. Le descripteur SIFT est l’un des descripteurs les plus robustes
et les plus discriminants [MS05].
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voisinage touné
matrice 16x16 correspondante
FIGURE 3.10 – Construction de la matrice de pixels utilisée pour construire le vec-
teur de description SIFT. Le voisinage (encadré en rouge) est tourné relativement
à la direction dominante du voisinage (segment rouge). La matrice utilisée pour
construire le vecteur de description est de taille 16× 16. Un simple interpolation
de l’image d’origine permet d’extraire un voisinage tourné et de taille 16 × 16.
Pour des raisons de compréhension, l’image utilisée ici représente la composante
d’intensité. La méthode SIFT utilise l’orientation du gradient.
FIGURE 3.11 – Construction du vecteur de description SIFT à partir de la matrice
d’orientations de taille 16× 16 tournée. Nous représentons ici une matrice de taille
8× 8 pour clarifier l’illustration. De même, nous découpons la matrice en 2× 2
parties au lieu des 4× 4 habituelles.
§ 3.4 MESURES DE SIMILARITÉ
Jusqu’à présent, nous avons introduit la détection de points d’intérêt et
la construction de vecteurs de description. Dans la partie suivante, nous
présentons deux mesures classiques permettant d’évaluer la similarité de
deux vecteurs de description. Ces mesures sont utilisées pour apparier des
ensembles de points d’intérêt.
34 Chapitre 3. Description locale
3.4.1 Corrélation
En théorie des probabilités, la corrélation (ou coefficient de corrélation)
indique la force et la direction de la relation linéaire existant entre deux
variables aléatoires. Soient X et Y, deux variables aléatoires de moyenne
µX et µY et d’écart type σX et σY. Le coefficient de corrélation ρX,Y entre ces








avec E l’espérance mathématique et cov la covariance. Par définition, nous
avons µX = E(X), σX2 = E(X2)− E2(X) et idem pour Y. L’équation (3.19)
se récrit comme suit :
ρX,Y =
E(XY)− E(X)E(Y)√
E(X2)− E2(X)√E(Y2)− E2(Y) . (3.20)
La corrélation n’est définie que si les valeurs σX et σY sont finies et non
nulles. Il s’agit d’un corollaire de l’inégalité de Cauchy-Schwarz indiquant
que la corrélation ne peut excéder 1 en valeur absolue.
Soient x = (x1, · · · , xn) et y = (y1, · · · , yn), deux ensembles de n valeurs.
Le coefficient de corrélation de Pearson peut être utilisé pour calculer la
corrélation de x et y :
rxy =
∑(xi − µx)(yi − µy)
nσxσy
, (3.21)
où la somme est réalisée entre 1 et n. Comme précédemment, nous pouvons
récrire ce coefficient de la manière suivante :
rxy =
n∑ xiyi −∑ xi ∑ yi√
n∑ x2i − (∑ xi)2
√
n∑ y2i − (∑ yi)2
. (3.22)
Le coefficient de corrélation est égal à 1 dans le cas où l’une des variables est
fonction affine croissante de l’autre variable, et est égal à −1 dans le cas où
la fonction affine est décroissante. Les valeurs intermédiaires renseignent
sur le degré de dépendance linéaire entre les deux variables. Plus le coeffi-
cient est proche des valeurs extrêmes −1 et 1, plus la corrélation entre les
variables est forte. Une corrélation égale à 0 signifie que les variables sont
linéairement indépendantes. Cohen [Coh88] suggère une interprétation de
la valeur du coefficient de corrélation (voir tableau 3.1).
La corrélation est utilisée pour comparer des vecteurs de description, par
exemple pour des vecteurs fondés sur la matrice des pixels (voir partie 3.3.1).
Ce coefficient indique si les deux matrices se ressemblent ou non. Un inté-
rêt important de la corrélation est la possibilité de fixer un seuil à partir du-
quel deux descripteurs sont considérés comme identiques. Cependant, la
corrélation est sensible aux données aberrantes rendant le processus d’ap-
pariement instable dans le cas d’images bruitées.
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Corrélation Négative Positive
Nulle -0.10 à 0 0 à 0.10
Faible -0.29 à -0.10 0.10 à 0.29
Moyenne -0.49 à -0.30 0.30 à 0.49
Forte -1.00 à -0.50 0.50 à 1.00
TABLE 3.1 – Interprétation de la valeur du coefficient de corrélation proposée par
Cohen [Coh88].
3.4.2 Distances
La similarité entre deux vecteurs de description peut être évaluée par
une distance usuelle. Une distance sur un ensemble E est une application
d : E× E→ R+ telle que
– ∀x, y ∈ E, d(x, y) = d(y, x),
– ∀x, y ∈ E, d(x, y) = 0⇔ x = y,
– ∀x, y, z ∈ E, d(x, z) ≤ d(x, y) + d(y, z).
Un ensemble muni d’une distance s’appelle un espace métrique. Dans un
espace vectoriel normé (E, ‖ · ‖), il est toujours possible de définir de ma-
nière canonique une distance d à partir de la norme. En effet, il suffit de
poser : ∀(x, y) ∈ E× E : d(x, y) = ‖y− x‖. En particulier, dans Rn, on peut
définir de plusieurs manières la distance entre 2 points, bien qu’elle soit gé-
néralement donnée par la distance Euclidienne.
Un vecteur de description est un point dans un espace vectoriel normé E.
Parmi les distances usuelles, nous pouvons nommer la distance de Manhat-
tan (ou 1-distance) et la distance Euclidienne (ou 2-distance). Ces distances
sont dérivées de la distance de Minkowski d’ordre p (ou p-distance) (voir
tableau 3.2).
La distance Euclidienne est très largement utilisée comme mesure de simi-
larité entre vecteurs de description. En effet, son implémentation est simple
et rapide. Lowe utilise cette distance pour comparer les vecteurs construits
par la méthode SIFT [Low04]. Il utilise également un seuil à partir duquel
l’appariement de deux points est considéré comme fiable. La distance Eu-
clidienne est une mesure de similarité bien adaptée si la différence de deux
vecteurs suit une loi normale. Dans le cas contraire, la distance Euclidienne
est sensible aux données aberrantes. La 1-distance est connue pour être très
robuste à ces données aberrantes. Cependant, la norme 1 (associée à la 1-
distance) est une fonction non dérivable en 0. De nombreux travaux ont
tenté d’approximer cette norme par une fonction dérivable (e.g. approxima-
tion de la variation totale). Dans le cas de la mise en correspondance entre
vecteur de description, cette propriété de non dérivabilité en 0 ne pose pas
de problème.
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Nom de la distance Formule

























= supi |xi − yi|
TABLE 3.2 – Distances classiques pour x = (x1, x2, · · · , xn) et y =
(y1, y2, · · · , yn), deux vecteurs de E.
En statistiques, la distance de Mahalanobis [Mah36] est une mesure fon-
dée sur la corrélation de plusieurs variables aléatoires. Contrairement à la
distance Euclidienne, la distance de Mahalanobis prend en compte la cor-
rélation des éléments du vecteur considéré. Ainsi, les différentes compo-
santes du vecteur sont pondérées de manière à minimiser l’impact des com-
posantes bruitées. La distance de Mahalanobis est souvent utilisée pour la
détection de données aberrantes.
Soit x = (x1, x2, x3, . . . , xp) un vecteur de p variables aléatoires ayant pour
moyenne µ = (µ1, µ2, µ3, . . . , µp). Soit Σ la matrice de covariance de x. La
distance de Mahalanobis est définie comme suit :
DM(x) =
√
(x− µ)TΣ−1(x− µ). (3.23)
Dans notre cas, cette valeur correspond à la différence entre deux vecteurs
de description. M est une matrice définie positive et donc inversible. La dis-
tance de Mahalanobis peut également être définie comme étant la mesure
de dissimilarité entre deux vecteurs aléatoires x et y de même distribution
et ayant pour matrice de covariance Σ :
DM(x, y) =
√
(x− y)TΣ−1(x− y). (3.24)
Si la matrice de covariance est la matrice identité, la distance de Mahala-
nobis est égale à la distance Euclidienne. Si la matrice de covariance est








où σi est l’écart type de xi.
Schmid et al. [SM96] utilisent la distance de Mahalanobis pour comparer
des vecteurs de description fondés sur les invariants de niveau de gris (non
présentés dans la partie 3.3). Les auteurs utilisent un seuil pour décider si
deux vecteurs sont similaires. La qualité des résultats obtenus avec cette
distance dépend de la représentativité de la matrice de covariance. Cette
matrice doit tenir compte du bruit des images, des variations d’éclairage et
de l’imprécision en position des points d’intérêt. Le changement de seule-
ment un pixel perturbe de façon importante la valeur des invariants. Un
calcul théorique de cette matrice est difficile puisque la forme du signal au-
tour d’un point d’intérêt est quelconque. Un tel calcul est possible si l’on
restreint les points utilisés à des coins. Cette matrice est donc estimée de
façon empirique. Pour ce faire, un point d’intérêt est suivi manuellement
sur toute la séquence vidéo. La matrice de covariance est calculée à partir
de l’ensemble des vecteurs d’invariant calculés pour chacune des images.
Pour obtenir une matrice représentative de la variété des points, ce calcul a
été réalisé pour plusieurs points sur plusieurs séquences. Nous voyons ici
que l’estimation de la matrice de covariance semble complexe et lourde à
mettre en oeuvre. Les auteurs disent ainsi que la distance de Mahalanobis
est fort peu pratique pour certaines applications nécessitant une exécution
rapide. Un changement de base est possible, sous certaines conditions, ce
qui permet d’utiliser une simple distance Euclidienne. Ce changement de
base x 7→ Lx se fait grâce à la décomposition de Cholesky M = LT L avec
DM(x, y) = ‖Lx− Ly‖2.
§ 3.5 CONCLUSION
Dans ce chapitre, nous avons étudié la description locale d’une image.
Cette description repose sur les étapes de détection de points d’intérêt et
sur la construction de vecteurs de description. De manière générale, la
description locale permet de mettre en correspondance des points dans
deux images différentes. Ces correspondances sont ensuite utilisées pour
de nombreuses applications telles que le recalage d’images ou la recherche
d’images dans une base de données.
Considérons deux images d’une même scène mais prises à des angles de
vue et à des moments différents. La position, l’orientation et l’échelle (la
taille) des objets diffèrent d’une image à l’autre. De même l’intensité liée à
l’éclairage de la scène peut varier. Dans un tel cadre, la littérature indique
que le détecteur de points d’intérêt multi-échelles Harris-Laplace couplé
à l’utilisation de la méthode SIFT pour construire les vecteurs de descrip-
tion donne les meilleurs résultats [MS05, MS04]. En effet, l’appariement des
points est robuste aux changements d’échelles, aux rotations, aux chan-
gements d’intensité, et aux modifications géométriques locales des objets
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dans une certaine mesure. La mesure de similarité généralement employée
pour comparer des vecteurs de description fondés sur SIFT est la distance
Euclidienne.
- CHAPITRE 4 -
SUIVI D’APRÈS LES TRAJECTOIRES DE POINTS
D’INTÉRÊT
§ 4.1 INTRODUCTION
Dans ce chapitre, nous proposons trois méthodes de suivi d’objet fon-
dées sur le suivi de points d’intérêt. Ces méthodes reposent toutes sur une
hypothèse commune : le mouvement 1 de l’objet d’intérêt peut être dé-
duit du mouvement des points d’intérêt définis dans l’objet. En d’autres
termes, les points d’intérêt vont guider l’objet d’intérêt au cours du temps.
La première méthode proposée consiste à calculer le mouvement de l’objet
à partir d’informations extraites entre deux images. La deuxième introduit
l’utilisation d’un groupe d’images (GOP pour « Group Of Pictures ») per-
mettant d’améliorer l’estimation du mouvement. Enfin, la troisième ajoute
l’utilisation d’un GOP glissant ainsi qu’une pondération spatio-temporelle
améliorant une fois encore l’estimation du mouvement et permettant de te-
nir compte de déformations locales.
Un objet d’intérêt sur l’image It est déterminé par son contour Ct. Ce contour
est un ensemble de NC points d’échantillonnage Ct = {ct1, ct2, · · · , ctNC} re-
lié par une courbe. Le choix du type de courbe utilisé est fonction de l’ob-
jet d’intérêt. Un objet aux contours rectilignes (par exemple un véhicule)
sera bien représenté par un polygone alors qu’un objet aux contours ar-
rondis (corps humain) sera mieux représenté par une spline. Les méthodes
que nous présentons dépendent des points d’échantillonnage des contours
ainsi que de la région intérieure de chaque contour. La paramétrisation du
contour ne sera plus évoquée par la suite. Seuls les points d’échantillon-
nage et la région intérieure aux contours le seront.
1. Le mouvement d’un objet dans une vidéo est généralement dû au mouvement de
l’objet dans la scène et/ou au mouvement de la caméra (e.g. rotation de la caméra (panora-
mique), translation de la caméra (travelling), ou encore travelling optique (zoom)).
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Le contour C1 est défini manuellement ce qui permet d’assurer qu’il cor-
responde précisément au contour de l’objet. Pour expliquer nos méthodes,
nous considérons par la suite que le contours C2, · · · , Ct sont d’ores et déjà
calculés. Pour V une vidéo de NV images, le problème de suivi consiste à
calculer les contours Ct+1, · · · , CNV . Le contour Ct est appelé contour de
référence car les contours suivants seront déduits de ce contour.
§ 4.2 MOUVEMENT GLOBAL ENTRE DEUX IMAGES
Nous proposons dans cette partie une méthode de suivi d’objet ou le
mouvement global cet objet est estimé à partir d’informations extraites entre
deux images consécutives. Le contours Ct+1 est déduit en appliquant le
mouvement ainsi estimé au contour de référence Ct.
4.2.1 Appariement de points d’intérêt
FIGURE 4.1 – Construction de couples de points d’intérêt entre les image It et
It+1. Les points sont détectés sur les image It et It+1 et sont appariés par une mé-
thode de validation croisée. L’appariement est fondé sur l’utilisation de vecteurs de
description calculés pour chaque point d’intérêt extrait et relativement à la mesure
de similarité entre vecteurs de description choisie. Les couples de points d’inté-
rêt représentés en rouge sont les couples caractéristiques, c’est-à-dire ceux dont le
point d’intérêt de l’image It sont définis dans le domaine formé par le contour Ct.
La méthode proposée repose sur l’utilisation de couples de points d’in-
térêt créés entre les images It et It+1. L’appariement de points d’intérêt,
utilisé pour la construction de ces couples, est une technique classique re-
posant sur la description locale présentée dans le chapitre 3. Cette construc-
tion, illustrée sur la figure 4.1, est réalisée en quelques étapes détaillées ci-
après :
1. Détection des points d’intérêt pti de l’image I
t puis extraction du vec-
teur de description local correspondant pour chacun des points.
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2. Détection des points d’intérêt pt+1j de l’image I
t+1 puis extraction du
vecteur de description local correspondant pour chacun des points.
3. Mise en correspondance des deux ensembles de points par une vali-
dation croisée.
Pour un point d’intérêt pti , l’appariement simple consiste à sélectionner le
point pt+1j le plus proche de p
t
i au sens du vecteur de description et de
la mesure de similarité utilisés. Les appariements créés par cette méthode
peuvent être aberrants. La validation croisée est une méthode permettant
de rejeter la plupart de ses appariements aberrants. La validation consiste à
retenir les couples dont les points d’intérêt se sélectionnent mutuellement :
Pour un point d’intérêt pti , le point p
t+1
j le plus proche de p
t
i est sélectionné.
Ensuite, le point ptk le plus proche de p
t+1
j est sélectionné. Si les points p
t
i et
ptk correspondent au même point sur l’image I
t, cela signifie que les points
pti et p
t+1
j se sont choisis mutuellement, et l’appariement est retenu. Dans le
cas contraire, l’appariement est rejeté. La figure 4.2 illustre le principe de la
validation croisée. La méthode de validation croisée permet d’obtenir des
appariements le plus souvent corrects. Cette qualité est obtenue par le fait
qu’un point d’intérêt a un voisinage riche qui est alors exprimé par l’in-
termédiaire d’un vecteur de description. Le taux d’appariements incorrects
peut être diminué en utilisant, par exemple, une contrainte de voisinage
et une contrainte géométrique. Ces contraintes reposent sur une hypothèse
de constance de la structure du voisinage. Ces contraintes sont souvent vé-
rifiées pour deux images d’une même scène et prises au même moment.
Dans le cas d’une vidéo et du fait du mouvement des objets, ces contraintes
sont trop restrictives et risquent d’éliminer un nombre conséquent d’appa-
riements corrects.
Parmi les couples de points d’intérêt construits, tous ne représentent pas
FIGURE 4.2 – Illustration de la méthode de validation croisée. L’appariement en-
touré en bleu est validé car les points d’intérêts se choisissent mutuellement. En
revanche, l’autre appariement est rejeté car il n’y a pas sélection mutuelle.
le mouvement de l’objet d’intérêt. Nous définissons les couples caractéris-
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tiques comme étant les couples de points d’intérêt {pti , pt+1i } tels que le
point pti est défini dans le domaine formé par le contour C
t relativement
à sa paramétrisation. Nous supposons que ces points, définis dans l’objet
d’intérêt, fournissent une information fiable du mouvement de l’objet d’in-
térêt. Dans la suite, les couples de points d’intérêt caractéristiques seront
notés {pti , pt+1i }, leur nombre étant noté Np. Ces couples sont indiqués par
des lignes rouges sur la figure 4.1.
Nous avons vu au chapitre précédant les principales méthodes utilisées en
description locale (détection de points d’intérêt, construction de vecteurs
de description et mesure de similarité entre vecteurs). Lors de la construc-
tion des couples de points d’intérêt décrite ci-avant, nous avons volontaire-
ment omis de préciser le choix des méthodes utilisées. La raison est que la
plupart des méthodes existantes permettent de construire des couples cor-
rects. Parmi les méthodes existantes, l’utilisation du trio Harris-Laplace +
SIFT + norme 2 permettent de détecter les points d’intérêt à leur échelle ca-
ractéristique et d’adapter le vecteur de description à cette échelle. La mise
en correspondance est alors robuste aux changements d’échelle, aux rota-
tions, et aux transformations affines. Cette propriété est largement utilisée
pour des applications d’indexation, de recherche d’image dans une base de
données et de recherche de copies [Ton06, Sch96]. Dans notre cas, la mise en
correspondance des points d’intérêt est réalisée entre deux images consécu-
tives d’une vidéo. Pour une fréquence de prise de vue standard à 25 images
par secondes, les variations entre deux images sont extrêmement faibles.
Ainsi, le détecteur de Harris associé à des vecteurs de description conte-
nant le voisinage de chaque point et associé à l’utilisation d’une norme 1
permettent de construire des couples de points fiables et précis. Nous les
préférons ainsi pour ces raisons et pour leur simplicité d’utilisation et d’im-
plémentation.
4.2.2 Estimation du mouvement
Soit Mt, la matrice affine à six paramètres décrivant le mouvement du
contour Ct vers le contour Ct+1 :
Mt =
a b cd e f
0 0 1
 (4.1)
Rappelons que nous faisons l’hypothèse que le mouvement de l’objet et de
son contour est identique au mouvement des points d’intérêt appartenant
au domaine défini par le contour Ct. Pour un couple de points d’intérêt
{pti , pt+1i }, nous en déduisons l’égalité suivante :
pt+1i = M
t pti (4.2)
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pour tout i dans [1, Nt]. Les points d’intérêt sont exprimés en coordonnées
homogènes. Le mouvement Mt n’étant pas connu, le but est de l’estimer.
Nous notons alors M̂t l’estimée du mouvement Mt. Ce mouvement n’étant
à priori pas exact, il en résulte l’égalité suivante
pt+1i = M̂









i − M̂t pti (4.5)
où et,M̂
t
i représente l’erreur de localisation dépendant du couple de points
{pti , pt+1i } et de la matrice estimée M̂t. L’estimation de Mt consiste alors à
minimiser une fonction de la norme de cette erreur :





où ‖.‖ correspond à la norme Euclidienne également appelée norme 2, et
f étant une fonction de coût. La solution fournie par l’équation (4.6) est
usuellement nommée M-estimateur [Hub81, GM95] (« M » pour « maxi-
mum likelihood-type » ou « maximum de vraisemblance » en français).
De nombreux travaux [BA96, CBFAB97], portant sur des problèmes de
régularisation, proposent des fonctions coût permettant d’augmenter la ro-
bustesse de l’estimateur aux données aberrantes. Dans notre cas, les don-
nées aberrantes sont généralement observées lors d’une mauvaise mise en
correspondance de points d’intérêt. Nous présentons dans le tableau 4.1 et
dans la figure 4.3 les principales fonctions utilisées en régularisation. No-
tez que le e utilisé pour l’approximation de la variation totale est en aucun
cas relié au e utilisé dans la partie précédente. Sauf mention explicite, nous
utiliserons dans la suite de ce manuscrit la fonction valeur absolue comme
fonction de coût.
La minimisation présentée dans l’équation (4.6) consiste à parcourir un es-
pace R6 (une dimension pour chaque paramètre de la matrice Mt). Le par-
cours exhaustif de cet espace n’est pas envisageable en terme de coup cal-
cul. Pour effectuer une telle minimisation, des nombreux travaux existent
dans la littérature. Pendant notre thèse, nous avons utilisé les deux mé-
thodes d’optimisation suivantes : l’algorithme du simplex [NM65] et l’al-
gorithme du recuit simulé [KGV83]. La méthode d’optimisation dite du
“simplexe” est la méthode de Nelder et Mead [NM65] qui calcule rapide-
ment et fiablement en pratique une approximation de la solution (mini-
mum local). Il ne faut surtout pas la confondre avec le célèbre algorithme
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Nom de la fonction f (x)
Valeur absolue |x|
Geman & Mc. Clure x
2
1+x2
Hebert & Leahy log(1+ x2)
Hypersurface
√
x2 + 1− 1
Approximation de la variation totale
√
x2 + e2 − e
Green 2 log(cosh(x))
TABLE 4.1 – Principales fonctions de régularisation.
FIGURE 4.3 – Tracé des principales fonctions de régularisation. Pour l’approxima-
tion de la variation totale, e est fixé à e = 0.2.
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du simplexe de Dantzig [Dan51] pour résoudre des problèmes de program-
mation linéaire (l’optimum global est atteint).
Les résultats obtenus avec ces deux méthodes étant équivalents nous uti-
liserons dans la suite l’algorithme du simplexe. Enfin, notez que si nous
choisissons une fonction de coût égale à la fonction carrée f (x) = x2, il
est possible d’obtenir la solution de l’équation 4.6 en une étape et sans
passer par un algorithme de minimisation type simplexe ou recuit simulé.
Cette solution est obtenue par la méthode des moindres carrés ordinaires.
Cette méthode, particulièrement utilisée dans l’industrie pour sa rapidité,
est présentée en détails dans l’annexe B. Cependant, la qualité d’estimation
des paramètres est incertaine ce qui peut induire un suivi aberrant, raison
pour laquelle nous préférons une minimisation classique par la méthode
du simplexe.
À ce stade, nous disposons du contour de référence Ct et d’un mouve-
ment estimé M̂t. Le contour Ct+1
Ct+1 = {ct+11 , ct+12 , · · · , ct+1NC } (4.7)
s’obtient simplement en appliquant ce mouvement aux points d’échan-
tillonnage du contour de référence :
ct+1i = M̂t.c
t
i , ∀i ∈ [1, NC]. (4.8)
où les points d’échantillonnage sont exprimés en coordonnées homogènes.
4.2.3 Résultats sur la séquence Carmap
La figure 4.4 présente un résultat de suivi sur la séquence Carmap de di-
mension 240× 320 et contenant 36 images. L’objet que nous voulons suivre
est une pancarte rigide dont le mouvement apparent est dû au mouvement
de la caméra. Ce mouvement est approximativement une translation. Ce-
pendant, du fait du changement de point de vue, la pancarte semble se
déformer légèrement. Nous remarquons que le suivi est de très bonne qua-
lité sur cette vidéo. 35 couples de points d’intérêt sont utilisés pour esti-
mer le mouvement de l’objet. Comme le montre la figure 4.4, il est relative-
ment aisé de se faire une idée de la qualité d’une méthode de suivi à partir
de critères visuels. Il est en revanche beaucoup plus difficile de comparer
deux résultats de suivi proches obtenus en modifiant quelques paramètres
(par exemple, la sensibilité du détecteur de points d’intérêt). Nous devons
définir un critère indiquant l’erreur commise par la méthode de suivi en
comparant le contour estimé par rapport à la vérité terrain, c’est-à-dire le
contour réel de l’objet édité manuellement.
Soient Ct et At respectivement le contour calculé et le contour réel (seg-
mentation humaine manuelle) de l’objet pour l’image It. Bien évidemment,
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FIGURE 4.4 – Résultat de suivi pour les images I1, I8, I15, I22, I29, et I36 (respec-
tivement de gauche à droite et de haut en bas) de la vidéo Carmap.
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C tA t
FIGURE 4.5 – Illustration des domaines ΩCt et ΩAt définis à partir des contours
Ct (contour estimé) et At (contour réel, vérité terrain). La partie verte représente
les pixels bien classés. Les parties bleu et rouge représentent les pixels mal classés.
un algorithme de suivi parfait provoquerait l’égalité At = Ct. Soient ΩCt
et ΩAt les domaines définis à partir des contours Ct et At. Ces domaines
sont un ensemble de pixels et la figure 4.5 en donne l’illustration. Un pixel
appartenant à l’ensemble ΩAt est un pixel de l’objet. Un pixel appartenant
à l’ensemble ΩCt appartient à l’objet si la méthode de suivi ne commet pas
d’erreur. Sinon, il se peut que ce pixel n’appartienne pas à l’objet. Ainsi,
un pixel est dit « bien classé » s’il appartient à l’intersection des ensembles
ΩCt et ΩAt . A contrario, un pixel est « mal classé » s’il appartient à la dif-
férence symétrique des ensembles ΩCt et ΩAt , notée ΩAt∆ΩCt , c’est-à-dire
s’il appartient à l’un des deux ensembles mais pas aux deux. Nous définis-
sons l’erreur du contour Ct comme étant la proportion de pixels mal classés
normalisée par rapport au nombre de pixels appartenant à ΩAt :




où #ΩAt représente le nombre de pixels dans le domaine ΩAt . La différence
symétrique se définit par
ΩAt∆ΩCt = {x|(x ∈ ΩAt)⊕ (x ∈ ΩCt)} (4.10)
où le symbole⊕ représente l’opérateur « OU exclusif ». L’erreur E(ΩAt ,ΩCt)
s’exprime alors en pourcentage de pixels mal classés. Un erreur nulle si-
gnifie que les ensembles de pixels ΩCt et ΩAt sont identiques (ou vides).
L’erreur peut dépasser 100% si #(ΩAt∆ΩCt) > #ΩAt .
Nous définissons l’erreur de la méthode de suivi comme étant l’erreur moyenne
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Nous ne considérons pas les contours A1 et C1 car, par définition, A1 = C1.
Ce critère d’erreur sera utilisé dans tout le manuscrit pour évaluer la qua-
lité d’une méthode de suivi.
Sur la vidéo Carmap, l’erreur de la méthode de suivi est de seulement 4%
de pixels mal classés.
4.2.4 Résultats sur la séquence Arménie
La séquence Arménie est de dimension 480× 270 et comporte 40 images.
L’objet que nous voulons suivre est une voiture dont le mouvement appa-
rent est approximativement une translation globale. L’intérêt de cette vidéo
est que l’objet est partiellement occulté sur 11 images. Du fait de l’homo-
généité de la voiture et de l’occultation, il y a peu de couples de points
d’intérêt qui sont extraits pour estimer le mouvement (11 couples). Nous
remarquons ainsi que le suivi est incorrect. En effet, l’erreur de la méthode
est alors de 41.5% de pixels mal classés.
FIGURE 4.6 – Résultat de suivi pour les images I1, I8, I16, I24, I32, et I40 (respec-
tivement de gauche à droite et de haut en bas) de la vidéo Arménie.
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§ 4.3 MOUVEMENT GLOBAL SUR UN GOP
La méthode proposée auparavant permet de suivre un objet à partir de
l’information de mouvement contenue dans certains couples, dits carac-
téristiques, de points d’intérêt. Cependant, bien que relativement efficace,
cette approche n’est pas sans problèmes.
Premièrement, l’estimation de paramètres nécessite en pratique un grand
nombre d’observations (les couples caractéristiques) pour être fiable. Pour
des objets d’intérêt de petite taille, le nombre de couples caractéristiques
peut être de l’ordre d’une dizaine. Ce faible nombre n’est en pratique pas
suffisant pour estimer correctement et précisément les paramètres de mou-
vement. Deuxièmement, il est courant d’observer des couples caractéris-
tiques ne représentant pas le mouvement de l’objet d’intérêt mais repré-
sentant le mouvement du fond ou d’un autre objet. De tels couples sont
observés lorsque le contour calculé ou manuellement édité ne colle pas par-
faitement au contour réel de l’objet, ou encore lorsqu’un objet est partielle-
ment occulté. Nous pouvons voir en effet sur la figure 4.8 qu’une trajectoire
coupe sur l’image It la trajectoire de l’objet d’intérêt. Le couple extrait à par-
tir de cette trajectoire est alors vu comme un couple aberrant par rapport au
mouvement de l’objet. Nous devons donc gérer les problèmes de nombre
et de fiabilité des couples caractéristiques.
Une première idée pour augmenter le nombre de couples serait de chan-
ger la sensibilité du détecteur de points d’intérêt. Cette augmentation du
nombre de points détectés augmente la proportion de « faux » points d’in-
térêt (points détectés comme étant des points d’intérêt mais ne l’étant pas
en réalité, comme par exemple les points détectés dans les zones de bruit
présentes dans l’image) et augmente également les possibilités d’apparie-
ments défavorisant de fait la validation croisée. De plus, augmenter cette
sensibilité est synonyme de diminuer la qualité des points d’intérêt détec-
tés en terme de précision et de contenu informatif. Ainsi, il peut en résulter
une augmentation de la proportion de mauvais appariements. Nous de-
vons donc proposer une autre approche pour résoudre les deux problèmes.
Nous proposons de construire des trajectoires temporelles de points d’inté-
rêt plutôt que simplement des couples entres les images It et It+1. De plus,
nous proposons d’estimer le mouvement du contour Ct non plus entre les
images It et It+1 mais sur un groupe de NGOP images {It, It+1, · · · , It+NGOP−1}.
Rappelons que le contour est Ct, appelé contour de référence, est connu. Le
mouvement de l’objet sur le GOP est estimé à partir de couples extraits
des trajectoires, dites caractéristiques, sur l’ensemble des images du GOP.
L’utilisation des trajectoires et de GOP permet alors d’augmenter considé-
rablement le nombre de couples caractéristiques tout en réduisant la pro-
portion de couples aberrants. L’estimation des paramètres du mouvement
est par conséquent plus précise et plus robuste aux observations aberrantes.
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L’hypothèse sous-jacente de l’utilisation d’un GOP est que le mouvement
de l’objet d’intérêt est constant sur chaque GOP, ou à l’inverse, la taille du
GOP peut être choisie pour que cette hypothèse soit vraie.
4.3.1 Construction et sélection des trajectoires
Groupe dimages
I 1 I t - 1 I t I t + 1 I t + 2 I t + 3 I t + 4
FIGURE 4.7 – Illustration de trajectoires temporelles de points d’intérêt. Les
contours C1, · · · , Ct sont connus et représentés par une ellipse bleue. Les trajec-
toires caractéristiques sont indiquées en rouge. Nous pouvons voir qu’une des tra-
jectoires est définie dans Ct mais que celle-ci ne représente pas le mouvement de
l’objet. Cette trajectoire n’est pas caractéristique du fait de son passé. Enfin, est
entouré en bleu l’ensemble des images appartenant au GOP. Le contour de la pre-
mière image du GOP est connu. Un fois estimé, le mouvement global du GOP sera
appliqué au contour Ct pour déduire l’ensemble des contours du GOP.
La construction de trajectoires de points d’intérêt est intimement liée
à celle des couples de points d’intérêt. Ces trajectoires sont totalement in-
dépendantes des contours calculés et sont définies sur tout ou partie de la
séquence vidéo. Leur construction s’effectue en 3 étapes :
1. Détecter les points d’intérêt pour chaque image de la séquence vidéo
et construire les vecteurs de description correspondants.
2. Apparier les points d’intérêt détectés dans une image avec ceux dé-
tectés dans l’image suivante. Cet appariement est réalisé par une vali-
dation croisée relativement aux vecteurs de description et à la mesure
de similarité choisie. Cette étape est en tout point similaire à l’appa-
riement de points d’intérêt étudié dans la section 4.2.1.
3. Mettre bout-à-bout les couples ayant un point d’intérêt en commun.
En effet, un point d’intérêt d’une image donnée peut être apparié à un
point de l’image précédente et à un point de l’image suivante et ainsi
de suite. Nous définissions l’ensemble de ces points appariés comme
étant la trajectoire temporelle d’un point d’intérêt.
Dans la suite du manuscrit, le terme « trajectoire » est un raccourci pour
exprimer l’idée de « trajectoire d’un point d’intérêt ». La figure 4.8 illustre
les trajectoires construites et superposées à l’image 21 de la séquence vidéo
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Driving. Nous pouvons y voir que le mouvement apparent des trajectoires
représente fidèlement le mouvement de tous les objets visibles ce qui jus-
tifie l’utilisation de trajectoires de points d’intérêt pour estimer le mouve-
ment des objets. Le nombre de trajectoires extraites dans la vidéo est noté
NT.
De par sa construction, une trajectoire est, en général, définie sur un sous-
FIGURE 4.8 – Trajectoires temporelles des points d’intérêt extraits à l’image I21.
Les croix rouges représentent la position de chaque trajectoire sur l’image I21. La
ligne noire passant par croix rouge représente la trajectoire du point d’intérêt consi-
déré. Pour clarifier l’affichage et la compréhension, nous affichons la trajectoire de
chaque point sur une fenêtre temporelle de dix images centrée sur l’image I21.
ensemble d’images de la séquence vidéo. Une trajectoire Ti, i ∈ [1, NT] étant
l’indice de la trajectoire, définie sur les images [IdébutTi , IfinTi ] est un en-
semble de points d’intérêt, ou plutôt un ensemble de positions à différents
instants d’un même point d’intérêt. Nous définissons la notation suivante
pour représenter la trajectoire Ti :
Ti = {τdébutTii , · · · , τ
finTi
i } (4.12)
Dans la suite, nous considérerons qu’une trajectoire est définie sur toute la
séquence vidéo. Ce changement minime permet de grandement simplifier
les notations tout en clarifiant l’explication de la méthode. Nous explique-
rons au moment propice comment adapter la méthode proposée pour tenir
compte des trajectoires définies sur un sous-ensemble d’images. Ainsi, une
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trajectoire Ti est un ensemble de positions :
Ti = {τ1i , · · · , τNVi } (4.13)
Dans la section 4.2.1, nous avons vu qu’il fallait sélectionner les couples
de points d’intérêt définis à l’intérieur du contour de référence Ct. En ef-
fet, tous les couples construits ne représentent pas le mouvement de l’objet
d’intérêt. De même, toutes les trajectoires construites ne représentent pas
le mouvement de l’objet (voir figure 4.8). Une trajectoires Ti est dite carac-
téristique si elle est définie dans les contours C1, · · · , Ct. De manière plus
formelle, une trajectoires Ti est caractéristique si et seulement si
∀j ∈ [1, t], τ ji ∈ ΩCj . (4.14)
Dans le cas où une trajectoire est définie sur un sous-ensemble d’image de
la séquence, nous ajoutons la contrainte que pour être caractéristique, une
trajectoire doit être définie au moins sur les images It et It+1. Dans le cas
contraire, cette caractéristique n’apporterait aucune information quand au
mouvement de l’objet sur le GOP.
La figure 4.7 illustre la sélection des trajectoires caractéristiques. Sur cette
figure, nous pouvons comprendre l’intérêt de l’utilisation de ces trajectoires
pour estimer le mouvement de l’objet d’intérêt. En effet, nous pouvons y
voir qu’une trajectoire coupe le domaine défini par le contour Ct. Cette
trajectoire n’est alors pas considérée comme caractéristique du fait de son
passé. Les trajectoires caractéristiques (au nombre de NT) seront notées Ti.
Nous disposons d’un ensemble de trajectoires caractéristiques Ti. La co-
hérence temporelle intrinsèque des trajectoires permet de supposer qu’une
trajectoire caractéristique (définie à l’intérieur des contours C1, · · · , Ct) sera
définie dans Ct+1, · · · , CNV . Cette hypothèse permet d’extraire, à partir des
trajectoires caractéristiques, des informations relatives au mouvement de
l’objet sur l’ensemble des images du GOP It, It+1, · · · , It+NGOP−1. Ces infor-
mations sont formées d’un ensemble de couples de points d’intérêt. Pour
Ti une trajectoire caractéristique donnée, les couples de points d’intérêt sui-
vants sont extraits :
{τ ji , τ j+1i }, ∀j ∈ [t, NGOP − 1] (4.15)
Naturellement, dans le cas où une trajectoire est définie sur un sous-ensemble
d’image de la séquence, les couples sont extraits dans l’intersection tem-
porelle des images du GOP et des images où la trajectoire est définie. Ces
couples sont alors utilisés pour estimer le mouvement de l’objet sur le GOP.
4.3.2 Estimation du mouvement
Soit Mt, la matrice affine à six paramètres décrivant le mouvement du
contour Ct sur l’ensemble des images {It, It+1, · · · , It+NGOP−1}. Chaque couple
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de points extrait des trajectoires caractéristiques fournit une information re-
lative au mouvement Mt de l’objet sur l’ensemble du GOP. Ce mouvement
est estimé par la minimisation d’une fonctionnelle, comme vu dans la par-
tie 4.2.2 :


















où f est la fonction coût valeur absolue f (x) = |x| et ‖.‖ la norme Eucli-
dienne. La minimisation de cette fonctionnelle est assurée par la méthode
du simplexe. Insistons sur le fait que le mouvement estimé par l’équa-
tion (4.17) est un mouvement unique et global sur tout le GOP. Il va donc
être appliqué successivement au contour Ct jusqu’au contour Ct+NGOP−2 :
cj+1i = M̂
t.cji , ∀i ∈ [1, NC] ∀j ∈ [t, t + NGOP − 2] (4.18)
La suite de la méthode de suivi consiste à répéter l’ensemble des opérations
(sélection des trajectoires caractéristiques, estimation du mouvement et ap-
plication du mouvement) sur un GOP composé des images {It+NGOP−1, · · · ,
It+2NGOP−2} de manière à ce que le premier contour du GOP, c’est-à-dire le
contour Ct+NGOP−1, soit connu.
4.3.3 Résultats sur la séquence Carmap
Avec l’approche utilisant seulement deux images, nous avons obtenu
de très bons résultats du fait du nombre important de couples de points
d’intérêt extraits. La figure 4.9 représente l’erreur de suivi en fonction de
la taille du GOP. Nous pouvons y voir que cette erreur augmente avec la
taille du GOP. Le suivi est de moins bonne qualité avec l’utilisation d’un
GOP que sans (voir figure 4.10). L’utilisation d’un GOP fixe induit une sac-
cade dans le mouvement (mouvement constant par morceaux). Pour cet
exemple, l’utilisation d’un GOP fixe n’est pas une bonne solution et l’utili-
sation de seulement 2 images est particulièrement efficace. En effet, le mou-
vement réel de l’objet n’est pas constant sur un GOP.
4.3.4 Résultats sur la séquence Arménie
Nous avons vu à la section précédente que le suivi utilisant seulement
deux images pour estimer le mouvement de la voiture sur la vidéo Arménie
donnait de mauvais résultats. Ceci est dû au trop faible nombre de couples
de points extraits. La présente approche, utilisant des GOP, offre un suivi de
bien meilleure qualité. En effet, nous pouvons voir sur la figure 4.12 que la
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FIGURE 4.9 – Évolution de l’erreur de suivi (pourcentage de pixels mal-classés)
en fonction de la taille du GOP pour la séquence Carmap
voiture est correctement suivie en dépit de l’occultation (GOP 14 images).
Ce résultat se confirme sur la figure 4.11. Cette figure indique l’évolution de
l’erreur de suivi en fonction de la taille du GOP utilisé. Un GOP de 2 images
correspond à la première approche. Nous pouvons voir sur cette figure que
l’erreur décroît fortement dès l’utilisation d’un GOP de 4 images. De ma-
nière générale, l’erreur décroît avec la taille du GOP, le mouvement étant
quasiment constant sur toute la vidéo. Pour un GOP supérieur à 40 images,
l’erreur est constante car la vidéo contient 40 images. Enfin, l’évolution de
l’erreur est non régulière. Il est ainsi difficile de trouver la bonne taille de
GOP à estimer car nous voyons qu’entre un GOP de 14 images et un GOP
de 20 images, l’erreur est quasiment doublée. Nous voyons dans la section
suivante une nouvelle approche qui permet de résoudre ce problème.
§ 4.4 ESTIMATION D’UN MOUVEMENT LOCAL SUR UN
GOP GLISSANT
L’estimation du mouvement sur un GOP permet de sensiblement aug-
menter le nombre d’observations (couples de points d’intérêt) induisant de
fait une estimation des paramètres plus précise et plus robuste aux données
aberrantes. Cependant, le fait d’appliquer un mouvement identique sur un
ensemble d’images a deux inconvénients.
Le premier inconvénient vient du fait que la taille du GOP doit être adap-
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FIGURE 4.10 – Résultat de suivi pour les images I1, I8, I15, I22, I29, et I36 (res-
pectivement de gauche à droite et de haut en bas) de la vidéo Carmap. La méthode
utilise un GOP de 6 images. L’erreur de suivi est de 4.4% de pixels mal classés.
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FIGURE 4.11 – Évolution de l’erreur de suivi (pourcentage de pixels mal-classés)
en fonction de la taille du GOP pour la séquence Arménie
tée au mouvement de l’objet, chose que nous avons déjà évoqué. Certains
objets, comme par exemple une balle de tennis, ont en effet un mouvement
quasiment constant sur toute la séquence vidéo à l’exception de certaines
images où le mouvement s’inverse brutalement. Pour de tels cas particu-
liers, à moins de ne considérer un GOP de seulement deux images (ce
qui reviendrait à la première approche et donc non envisageable), il fau-
drait préalablement étudier les trajectoires caractéristiques pour déduire
une taille de GOP adaptée.
Le second inconvénient de l’approche précédente est lié au système visuel
humain. L’oeil humain est extrêmement sensible aux mouvements sacca-
dés et aux mouvements périodiques. Le mouvement estimé M̂t par l’ap-
proche précédente est identique pour chaque image d’un GOP donné. Il en
résulte que le mouvement est constant par morceau, c’est-à-dire qu’il est
constant sur NGOP images puis qu’il change brusquement entre deux GOP.
Ce comportement, difficile à représenter sur le papier, est extrêmement gê-
nant visuellement. Le suivi apparaît alors comme non naturel même si ce
dernier est relativement correct.
En résumé, il apparaît que le mouvement doit être estimé sur un GOP pour
des questions de précision et de robustesse aux données aberrantes. Cepen-
dant, il ne doit pas être appliqué à toutes les images du GOP tel que décrit
par l’approche précédente. Nous proposons ici d’utiliser les avantages des
deux premières approches. Le mouvement entre les images It et It+1 est
calculé à partir d’informations extraites de trajectoires caractéristiques et
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FIGURE 4.12 – Résultat de suivi pour les images I1, I8, I16, I24, I32, et I40 (res-
pectivement de gauche à droite et de haut en bas) de la vidéo Arménie. La méthode
utilise un GOP de 14 images. L’erreur de suivi est de 10% de pixels mal classés.
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dans un GOP centré sur les images {It, It+1} ce qui permet de considérer
des informations relatives au mouvement dans le passé et dans l’avenir.
Ainsi, le mouvement estimé est précis et robuste aux données aberrantes
tout en garantissant une fluidité du suivi dû à l’estimation d’un mouve-
ment par image. La figure 4.13 présente cette approche. Le mouvement est
estimé sur un GOP entouré en bleu. Le mouvement est appliqué à Ct pour
en déduire Ct+1 (flèche rouge). Nous parlons alors de GOP glissant car, à
chaque itération, le GOP est décalé d’une image.
Les deux approches précédentes étaient présentées sous forme de parties
Groupe dimages pour lestimation du mouvement
I 1 I t - 2 I t - 1 I t I t + 1 I t + 2 I t + 3
FIGURE 4.13 – Illustration de trajectoires temporelles de points d’intérêt. Les
contours C1, · · · , Ct sont connus et représentés par une ellipse bleue. Les trajec-
toires caractéristiques sont indiquées en rouge. Le GOP utilisé pour estimer le
mouvement est centré sur les images {It, It+1} et est entouré en bleu sur la figure.
Le mouvement estimé est alors appliqué au contour Ct pour en déduire le contour
Ct+1. Á l’itération suivante, le GOP sera décalé d’une image et sera donc centré
sur les images {It+1, It+2} d’où l’appellation de « GOP glissant ».
qui s’enchaînaient pour décrire deux méthodes de suivi dans leur globa-
lité. Nous présentons ici une nouvelle approche sous une forme légèrement
différente. En effet, les différentes étapes (construction et sélection des tra-
jectoires caractéristiques, extraction de couples de points d’intérêt, estima-
tion du mouvement, et application du mouvement au contour de référence)
sont des étapes simples et déjà présentées. Nous allons donc les présenter
succinctement dans le nouveau contexte. Nous présentons la nouvelle ap-
proche en deux parties : une méthode simple utilisant un GOP glissant et
une méthode plus avancée utilisant un GOP glissant et des pondérations
spatio-temporelles.
4.4.1 Pondération spatio-temporelle
La première étape consiste à créer les trajectoires de points d’intérêt et
à sélectionner les trajectoires caractéristiques. Nous disposons de NT tra-
jectoires caractéristiques {Ti}i∈[1,NT ]. L’hypothèse faite dans la partie 4.3.1
reste ici valable : une trajectoire définie à l’intérieur des contours C1, · · · , Ct,
sera définie dans Ct+1, · · · , CNV . Comme dans l’approche précédente, nous
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allons extraire nos couples de points sur un GOP. La différence vient du
fait que ce GOP de NGOP images est centré sur les images {It, It+1}. Il est
donc composé des images It−g+1, · · · , It, It+1, · · · , It+g avec g = NGOP2 la
demi taille du GOP. La taille du GOP NGOP est nécessairement paire (d’où
g entier) car le GOP est centré sur les images {It, It+1}. Pour Ti une trajec-
toire caractéristique donnée, les couples de points d’intérêt suivants sont
extraits :
{τ ji , τ j+1i }, ∀j ∈ [t− g− 1, t + g− 1] (4.19)
Pour une trajectoire donnée, NGOP − 1 couples de points d’intérêt seront
extraits. Dans le cas où cette trajectoire est définie sur un sous-ensemble
d’images de la séquence, les couples sont extraits dans l’intersection tempo-
relle des images du GOP et des images où la trajectoire est définie. L’étape
suivante est l’estimation du mouvement Mt à partir des couples de points
d’intérêt. De manière semblable à ce que nous avons présenté auparavant,
le mouvement estimé M̂t est solution d’un M-estimateur :


















où f est la fonction coût valeur absolue f (x) = |x| et ‖.‖ la norme Eu-
clidienne. La minimisation de cette fonctionnelle est assurée par la mé-
thode du simplexe. Le mouvement estimé M̂t est alors appliqué aux points
d’échantillonnage du contour de référence pour déduire le contour Ct+1 :
Ct+1 = {ct+11 , ct+12 , · · · , ct+1NC } (4.22)
tel que
ct+1i = M̂
t.cti , ∀i ∈ [1, NC]. (4.23)
Une fois que le contour Ct+1 est obtenu, la méthode de suivi est recommen-
cée en centrant maintenant le GOP sur les images {It+1, It+2} d’où l’appel-
lation de GOP glissant.
L’approche que nous venons de décrire permet de réaliser une estimation
robuste et précise des paramètres du mouvement de l’objet entre les images
It et It+1. Le suivi de l’objet est fluide en comparaison de l’approche pré-
sentée dans la partie 4.3 ce qui représente un réel gain visuel.
Le reproche que nous pouvons faire à l’approche que nous venons de
décrire est relatif à l’utilisation des couples de points d’intérêt. En effet, tous
les couples sont utilisés de la même manière lors de l’estimation des para-
mètres présentée dans l’équation (4.21). Ceci est une conséquence directe
sur l’hypothèse faite à propos de la constance du mouvement sur un GOP.
Nous savons que cette hypothèse est vraie sur des GOP de petite taille et
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devient fausse sur des GOP de grande taille. Les couples de points d’inté-
rêt {τti , τt+1i } vont bien représenter le mouvement présent entre les images
It et It+1 car ils sont effectivement extraits dans ce couple d’images. En re-
vanche, les couples extraits à l’extrémité du GOP (et donc loin des images
It et It+1) sur les images It−g−1 et It−g vont beaucoup moins bien repré-
senter le mouvement présent entre les images It et It+1. Nous proposons
de pondérer l’influence des couples de points d’intérêt en fonction de leur
proximité aux images It et It+1. Cette pondération intervient lors de l’esti-
mation des paramètres :








αt,j f (‖eji,M‖) (4.24)
où αt,j est la pondération temporelle du couple de points d’intérêt {τ ji , τ j+1i }
par rapport à l’image It :
αt,j = ϕ(t− j) (4.25)
La valeur |t− j| représente la distance temporelle entre le couple de points
d’intérêt {τ ji , τ j+1i } et le couple d’images {It, It+1}. La fonction ϕ permet de
donner une pondération égale à 1 pour un couple {τti , τt+1i } et une pondé-
ration proche de 0 pour un couple éloigné. La décroissance de la pondéra-
tion avec l’éloignement temporel est assurée par la forme de la fonction ϕ.
Nous considérons que la fonction ϕ a les propriétés suivantes :
– ϕ : R 7→ R+,
– ϕ est continûment dérivable,
– ϕ est une fonction paire,
– ϕ(0) = 1,
– limt→∞ ϕ(t) = 0.
Les propriétés de ϕ ne sont cependant pas fixées et une étude complète se-
rait à envisager pour améliorer les résultats. Cependant, selon notre expé-





avec σtemp l’écart type de la gaussienne. Une gaussienne telle que nous
l’avons écrite est considérée négligeable en dehors de l’intervalle [−3σtemp, 3σtemp].
L’écart type que nous devons définir dépend naturellement de la taille du
GOP NGOP ou plutôt de sa demi taille g = NGOP2 . Sachant que t − j est à





L’estimation ainsi réalisée est considérée comme spatialement globale et
temporellement locale. En effet, l’ajout d’une pondération temporelle ajoute
4.4. Estimation d’un mouvement local sur un GOP glissant 61
un paramètre local dans l’estimation des paramètres. L’utilisation d’un GOP
couplée à la pondération temporelle des couples de points d’intérêt permet
de relâcher légèrement l’hypothèse de constance de mouvement sur tout
le GOP. Le nombre de couples reste inchangé mais l’estimation des para-
mètres est plus précise car elle favorise les couples de points d’intérêt ayant
une forte probabilité de bien représenter le mouvement du contour Ct entre
les images It et It+1.
L’estimation du mouvement qui a été présentée jusqu’ici est une esti-
mation de mouvement global pour tout l’objet, c’est-à-dire que le mouve-
ment estimé M̂t est répercuté à l’ensemble des NC points d’échantillonnage
du contour de référence. Cette approche est très largement répandue dans
la communauté étudiant les problèmes de « tracking ». En effet, pour cer-
taines applications, le suivi d’un objet ne nécessite pas de définir avec préci-
sion le contour de l’objet d’intérêt, seule la position étant importante pour
pouvoir identifier un objet (exemple : vidéo surveillance). Pour de telles
applications, l’approche que nous venons de décrire fournit de très bons
résultats. En revanche, pour d’autres applications où le contour doit être
connu précisément, cette approche n’est pas suffisante sauf dans le cas où
le mouvement de l’objet est effectivement un mouvement affine. Nous pro-
posons d’améliorer l’approche précédente de manière à tenir compte des
déformations locales du contour.

















FIGURE 4.14 – Illustration du contour Ct sur l’image It. Le mouvement des
points d’intérêt (carrés rouges) permet d’estimer le mouvement du contour entre
les images It et It+1.
le contour défini sur l’image It et composé de six points d’échantillonnage
Ct = {ct1, · · · , ct6}. Pour des raisons de lisibilité, nous présentons sur la fi-
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gure uniquement les couples de points d’intérêt entre les images It et It+1.
Nous voulons calculer le mouvement local (en espace) du contour Ct pour
en déduire le contour Ct+1. Ainsi, nous estimons un mouvement par point
d’échantillonnage du contour. Nous voyons sur la figure cinq couples de
points d’intérêt {τti , τt+1i }. Si nous considérons le point d’échantillonnage
ct1 (indiqué en orange sur la figure), il semble évident que son mouvement
sera mieux représenté par le couple {τt1, τt+11 } (couple le plus proche spatia-
lement de ct1) que par le couple {τt4, τt+14 } (couple le plus éloigné spatiale-
ment de ct1). Il n’est pas possible de prouver cette propriété mathématique-
ment parlant si l’on considère que certains couples peuvent être aberrants
(mauvais appariements). Cette propriété est cependant raisonnable pour la
plupart des objets et des vidéos. L’idée de notre approche est de favoriser
les couples de points d’intérêt spatialement proches du point d’échantillon-
nage pour lequel nous cherchons à estimer le mouvement. Nous utilisons
une pondération spatiale dépendant de la position du point d’échantillon-
nage et du couple de points d’intérêt considérés.
Soit ctk le point d’échantillonnage dont on veut estimer le mouvement. Le
mouvement estimé M̂tk du point c
t
k est solution du M-estimateur suivant :







αt,jβtk,i f (‖eji,M‖) (4.28)
où βtk,i est la pondération spatiale du couple de points d’intérêt {τ ji , τ j+1i }
relativement au point d’échantillonnage ctk :
βtk,i = φ(D(ctk, {τ ji , τ ji })) (4.29)
où φ est une fonction de pondération similaire à celle utilisée pour le calcul
de αt,j. D(ctk, {τ ji , τ ji }) représente la distance entre le point d’échantillon-
nage ctk et le couple de points d’intérêt {τ ji , τ ji }. Cette distance, identique
pour tous les couples extraits d’une même trajectoire Ti, ne dépend que de
la distance entre le point d’échantillonnage ctk et la position de la trajectoire
sur l’image It :
D(ctk, {τ ji , τ ji }) = d(ctk, τti ), ∀j (4.30)
où d est une distance classique en deux dimensions, typiquement une dis-
tance euclidienne. Cette distance donne souvent de bons résultats car les
objets sont généralement relativement convexes. Pour des objets non convexes
dont les déformations locales sont importantes, une distance euclidienne
n’est pas suffisante. Une distance géodésique serait préférable. Nous utili-
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L’écart-type σspat dépend de la taille de l’objet. Si la distance maximale pos-






Le mouvement local (en temps et en espace) de chaque point d’échantillon-
nage du contour Ct est ainsi estimé. Le contour Ct+1 est déduit de Ct en ap-
pliquant les NC mouvements estimés respectivement aux points d’échan-
tillonnage de Ct :






i , ∀i ∈ [1, NC]. (4.34)
4.4.2 Résultats sur la séquence Carmap
La figure 4.15 présente l’évolution de l’erreur en fonction de la taille du
GOP pour la méthode utilisant un GOP glissant avec pondération spatio-
temporelle. L’erreur de suivi diminue avec la taille du GOP, le minimum
étant atteint pour un GOP de 6 images. La diminution est assez faible du
fait de la qualité obtenue avec un GOP de 2 images. Cependant, contraire-
ment à la méthode utilisant un GOP fixe, l’utilisation d’un GOP glissant et
d’une pondération spatio-temporelle améliore le suivi. La figure 4.16 pré-
sente le résultat de suivi avec cette méthode et pour un GOP de 6 images.
















FIGURE 4.15 – Évolution de l’erreur de suivi en fonction de la taille du GOP sur
la séquence Carmap
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FIGURE 4.16 – Résultat de suivi pour les images I1, I8, I15, I22, I29, et I36 (res-
pectivement de gauche à droite et de haut en bas) de la vidéo Carmap. La méthode
utilise un GOP glissant de taille 6 images. L’erreur de suivi est de 3.8% de pixels
mal classés.
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4.4.3 Résultats sur la séquence Arménie
La figure 4.17 présente l’évolution de l’erreur en fonction de la taille du
GOP pour la méthode utilisant un GOP glissant avec pondération spatio-
temporelle. L’erreur diminue également avec la taille du GOP et atteint
un minimum global pour un GOP de 25 images. La courbe d’évolution
de l’erreur est régulière et est constante pour une taille de GOP supérieur
à 60 images. Cette taille dépasse celle de la vidéo car rappelons que les
paires de points d’intérêt sont pondérées en utilisant une Gaussienne. La
figure 4.18 présente le résultat de suivi avec cette méthode et pour un GOP
de 25 images.
Nous avons vu que l’utilisation d’un GOP fixe dans le but d’augmenter le
nombre de couples de points d’intérêt pose problème. En effet, soit nous
remarquons une augmentation de l’erreur avec la taille du GOP, soit la
courbe d’évolution de l’erreur est non régulière ce qui traduit que la mé-
thode est très sensible à la taille du GOP. Nous remarquons que, pour les
vidéos testées, l’utilisation d’un GOP glissant et d’une pondération spatio-
temporelle permet d’améliorer la qualité du suivi. Cette méthode est plus
fiable que celle fondée sur un GOP fixe. La taille de GOP optimale dépend
naturellement du mouvement de l’objet. Il n’est pas évident de la calculer
automatiquement et une étude plus approfondie serait à envisager. Cepen-
dant, nous avons remarqué au cours de nos différentes expérimentations
qu’un GOP de taille 8 permettait de largement diminuer l’erreur de suivi.















FIGURE 4.17 – Évolution de l’erreur de suivi en fonction de la taille du GOP sur
la séquence Arménie.
66 Chapitre 4. Suivi d’après les trajectoires de points d’intérêt
FIGURE 4.18 – Résultat de suivi pour les images I1, I8, I16, I24, I32, et I40 (res-
pectivement de gauche à droite et de haut en bas) de la vidéo Arménie. La méthode




Le suivi d’objet dans une vidéo est une tâche complexe à automatiser.
Dans ce chapitre, nous avons proposé une méthode de suivi fondée sur
l’analyse de trajectoires de points d’intérêts dites caractéristiques. Ces tra-
jectoires, représentant le mouvement de l’objet à suivre, sont utilisées pour
extraire, sur un groupe d’images (GOP), un ensemble d’informations rela-
tives au mouvement de l’objet. L’estimation du mouvement de cet objet est
réalisée par la minimisation d’une fonctionnelle pondérée. Le contour ini-
tial de l’objet est édité manuellement sur la première image de la vidéo.
L’utilisation des points d’intérêt est très classique en vision par ordinateur
comme par exemple en stéréovision. La fiabilité des points d’intérêt se re-
trouve dans les trajectoires temporelles de points d’intérêt. Ces trajectoires
représentent fidèlement le mouvement de la plupart des objets contenus
dans la vidéo. Les informations de mouvement extraites de celles-ci per-
mettent une estimation précise du mouvement de l’objet d’intérêt.
Nous avons montré que l’utilisation d’un GOP permettait d’augmenter le
nombre d’informations relatives au mouvement de l’objet ce qui permet
d’améliorer la précision et la robustesse aux données aberrantes de l’esti-
mation du mouvement. Cependant, nous avons évoqué le fait que l’esti-
mation du mouvement par des GOP consécutifs engendrait une saccade
visuelle gênante. De plus, la qualité du suivi est très sensible à la taille de
GOP choisie. Nous avons alors proposé d’utiliser des GOP glissant. L’uti-
lisation d’une pondération temporelle a pour effet d’adoucir l’hypothèse
de constance de mouvement tandis que la pondération spatiale permet de
tenir compte des déformations locales de l’objet.
D’après nos expérimentations, la méthode proposée permet de suivre
précisément un objet d’intérêt en dépit d’occultations éventuelles. Cepen-
dant, la méthode étant fondée sur des trajectoires de points d’intérêt, elle
est par conséquent totalement dépendante de la qualité de ces dernières. En
effet, si l’objet est homogène ou très peu texturé, il est très possible qu’au-
cune ou très peu de trajectoires soient définies dans l’objet d’intérêt. L’es-
timation du mouvement est par conséquent non fiable ou tout simplement
impossible. Considérons maintenant le cas où les trajectoires ne sont pas
en accord avec le mouvement de l’objet. L’estimation du mouvement ne
peut être correcte. Ce cas se présente par exemple si le contour de l’ob-
jet initialisé manuellement sur la première image de la vidéo est trop ap-
proximatif et qu’il contient de nombreux points d’intérêt correspondant
au fond ou à un autre objet en mouvement. De même, ce cas se présente
si l’objet est occulté dès la première image, les trajectoires alors considé-
rées comme caractéristiques peuvent représenter le mouvement de l’objet
ou alors un mouvement totalement différent. Enfin, la dernière limitation
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vient du suivi d’objets articulés. La pondération spatiale permet de prendre
en compte de petites déformations. Pour des objets articulés, il faudrait une
densité très importante de trajectoires ce qui n’est pas le cas en pratique. Le
suivi d’objet articulés est donc très approximatif et la qualité est souvent
éloignée de ce que l’on pourrait obtenir avec une méthode de contours ac-
tifs mieux adaptée à ce type de problème.
Malgré ces quelques limitations, il apparaît que la grande majorité des
applications de suivi d’objet ne nécessite qu’un suivi global. La méthode
de suivi proposée permet donc de suivre précisément la plupart des objets.
- CHAPITRE 5 -
SUIVI DE LA COURONNE DE L’OBJET
§ 5.1 INTRODUCTION
Le chapitre précédant propose une méthode de suivi d’objet fondé sur
l’utilisation de trajectoires de points d’intérêt. Nous y avons vu que l’uti-
lisation d’un GOP couplé à l’estimation locale, aussi bien en espace qu’en
temps, permettait de suivre précisément les objets tout en étant robuste aux
occultations partielles. Cette méthode a toutefois deux points faibles.
Le premier est inhérent à l’utilisation de trajectoires. Si aucun point d’in-
térêt n’est défini dans l’objet, aucune des trajectoires définies dans la vi-
déo n’est une trajectoire caractéristique, c’est-à-dire une trajectoire définis-
sant le mouvement de l’objet. Il en résulte que le mouvement de l’objet ne
peut être calculé. Ce cas peut se rencontrer par exemple avec des objets
de couleur homogène. De même, si les trajectoires construites sont totale-
ment aberrantes pour quelques raisons que ce soit, bien qu’utilisant des
méthodes d’estimation robustes aux donnée aberrantes, le suivi ne peut
être garanti. Enfin, si l’objet est occulté dès la première image ou si l’oc-
cultation dure trop longtemps, les trajectoires sélectionnées pour être des
trajectoires caractéristiques sont certainement aberrantes ce qui compromet
de fait le suivi de l’objet.
Le second point faible de la méthode précédente est lié à l’hypothèse se-
lon laquelle le mouvement de l’objet peut être estimé à partir des trajec-
toires de points d’intérêt. Le suivi global est très performant et nous avons
vu que nous pouvions tenir compte de déformations locales de l’objet par
l’estimation d’un mouvement par point d’échantillonnage du contour. Ce-
pendant, la densité des trajectoires ne permet pas de prendre en compte
des déformations trop complexes telles que rencontrées avec les objets arti-
culés. Pour des applications classiques (vidéo-surveillance, inpainting, co-
lorisation, etc.), la précision du suivi est suffisante. En revanche, pour des
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applications nécessitant une localisation très précise du contour (compo-
siting), la méthode fondée sur les trajectoires n’est alors pas suffisamment
précise (e.g. Video Cutout [WBC+05]).
Soit V une vidéo de NV images {I1, I2, · · · , INV}. Comme dans le chapitre
précédant, le contour C1 est défini manuellement. Nous considérons que les
contours C2, · · · , Ct sont d’ores et déjà calculés, le contour Ct étant appelé
contour de référence. Le problème de suivi consiste à calculer les contours
Ct+1, · · · , CNV . Le contour Cj à l’image I j est un ensemble de NC points
d’échantillonnage Cj = {cj1, cj2, · · · , cjNC} reliés par une courbe.
Dans ce chapitre, nous proposons une nouvelle approche très différente
fondée sur l’estimation du mouvement des points d’échantillonnage du
contour par une méthode dite de block-matching 1 (appariement de blocs).
Cette approche n’est en rien fondée sur l’utilisation de points d’intérêt ni
sur leur trajectoire. La nouvelle approche est présentée en deux étapes. Lors
de la première, nous présentons une approche utilisant une méthode de
block-matching pour laquelle les pixels du fond sont partiellement mas-
qués. La seconde étape consiste à améliorer notre approche en utilisant un
critère de mise en correspondance non paramétrique et fondé sur l’estima-
tion de l’entropie du résiduel. L’ensemble de l’étude sera réalisé sur deux
séquences d’images synthétiques présentées sur la figure 5.1.
§ 5.2 APPROCHE CLASSIQUE
Étant donné le contour de référence Ct, le problème est de calculer le
contour Ct+1. Le mouvement du contour de référence est estimé à partir
de l’information contenue dans le voisinage du contour. Pour prendre en
compte les déformations complexes du contour, le mouvement de chaque
point d’échantillonnage est séparément estimé. Les points d’échantillon-
nage, alors déplacés de leur mouvement respectif, forment le contour Ct+1.
Le mouvement des points d’échantillonnage est supposé être une transla-
tion. Cette hypothèse, couramment utilisée en estimation du mouvement,
est une hypothèse raisonnable entre deux images successives d’une vi-
déo. Si le contour est discrétisé suffisamment finement, cette dernière ne
contraint en rien le mouvement global du contour de l’objet. En particulier,
l’objet peut tout à fait être articulé.
Le mouvement de chaque point d’échantillonnage est estimé par une
méthode dite de « block-matching » [KLH+81]. Le block-matching est une
technique massivement utilisée dans le domaine de la compression vidéo.
Le principe général est d’exploiter les redondances temporelles existantes
entre des images consécutives. Pour cela, l’image dite de référence est dé-
1. Le block-matching peut être très rapide par corrélation de phase (cross power spec-
trum).
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coupée en blocs de taille identique (typiquement 8× 8 ou 16× 16 pixels),
chaque bloc étant considéré comme un objet indépendant des autres. Le
mouvement des pixels d’un bloc est considéré comme étant identique. De
manière informelle, étant donné un bloc de l’image de référence, l’algo-
rithme consiste à choisir le bloc dans l’image suivante (ou précédente dans
le cas d’estimation de mouvement « backward ») qui minimise un critère de
comparaison calculé entre ces deux blocs. L’opération est réitérée en choi-
sissant un autre bloc jusqu’à ce que tous les blocs d’une zone déterminée,
appelée « fenêtre de recherche », de l’image suivante aient été testés ou
jusqu’à un critère d’arrêt arbitraire. Le bloc le plus semblable au sens du
critère de comparaison est ainsi identifié dans l’image suivante. En ana-
lysant la position initiale du bloc sur l’image de référence par rapport à
la position du bloc « optimal » dans l’image suivante, nous obtenons un
vecteur de mouvement. L’utilisation d’une fenêtre de recherche permet de
limiter le nombre de blocs testés dans l’image suivante, la taille de la fenêtre
dépendant du déplacement des objets dans la vidéo. Généralement, une fe-
nêtre de dimension 15× 15 est utilisée pour des vidéos CIF (CIF = 352× 288
pixels). Pour des applications de compression vidéo, les vecteurs mouve-
ment calculés sont alors utilisés pour compenser en mouvement l’image de
référence.
Nous adaptons alors la méthode de block-matching à notre application.
Soit Bi le bloc carré centré sur le point d’échantillonnage cti . Ce bloc contient
les pixels de l’image Ct dans le voisinage carré de cti . Le mouvement vi du
point cti est déterminé par la position du bloc optimal dans l’image I
t+1
relativement au critère de comparaison :
vi = arg minu ∑x∈Bi
ϕ(r(x, u)) (5.1)
où x représente les coordonnées d’un pixel (x ∈ R2), ϕ une fonction posi-
tive à définir, et r(x, u) est le résiduel défini par r(x, u) = It(x)− It+1(x +
u). La valeur u représente un vecteur de déplacement. La minimisation
de l’équation (5.1) est réalisée dans une fenêtre de recherche exhaustive
(tous les blocs de la fenêtre sont testés). Cette approche est lente du fait
du nombre de blocs à tester. Il existe de nombreuses méthodes permet-
tant d’accélérer la recherche du bloc optimal [LZL94, ZM00, ZLC02, LO04,
Gha90]. Ces méthodes sont toutes fondées sur une hypothèse de décrois-
sance monotone du critère de comparaison vers le bloc optimal. Parmi les
méthodes existantes, nous utilisons le « diamond search » [ZM00] lorsque
nous souhaitons accélérer le processus de minimisation.
De manière générale, les blocs peuvent contenir des pixels de différents ob-
jets. Il en résulte que le critère de comparaison utilisé doit être robuste en
présence de données aberrantes. Cette condition exclut naturellement l’uti-
lisation de la fonction carrée ϕ(r) = r2. La fonction ϕ(r) joue le même rôle
que la fonction de coût vue au chapitre précédent. Nous utilisons donc la
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fonction valeur absolue ϕ(r) = |r| pour ses bonnes propriétés de robustesse
aux données aberrantes. Notez toutefois que les fonctions définies dans le
tableau 4.1 peuvent être utilisées à la place. Le critère de comparaison uti-
lisant la valeur absolue sera nommé dans la suite SAD (pour « Sum of Ab-
solute Differences », somme de la différence en valeur absolue en français).
Enfin, notez que le critère de comparaison est minimal quand la similarité
entre les deux blocs comparés est maximale.
Partant de la méthode classique de block-matching, nous allons dans cette
partie améliorer pas à pas la méthode pour proposer au final notre méthode
de suivi d’objet. Pour ce faire, l’évolution de la méthode sera justifiée sur
deux vidéos synthétiques (voir figure 5.1). Chaque vidéo a pour dimension
300× 300 pixels et représente un objet rond en translation horizontale de
4 pixels par dessus un fond texturé fixe. Les deux vidéos sont identiques
sauf en ce qui concerne la texture de l’objet : l’objet est texturé sur la vi-
déo nommée Vtex, et homogène sur la vidéo Vhom. Notre étude se focalise
sur deux blocs : Bg (bloc de gauche) and Bd (bloc de droite). Ces blocs, de
taille 33× 33 pixels et illustrés sur la figure 5.1, sont centrés sur deux points
d’échantillonnage du contour. Notez que nous utilisons des objets ronds
de manière à ce que la courbure du contour soit constante. Le but étant de
garantir que les conditions de l’ensemble des blocs centrés sur les points
d’échantillonnage soient identiques.
(a) Vidéo Vtex (b) Vidéo Vhom
FIGURE 5.1 – Contour C1 sur l’image I1 pour les vidéos Vtex et Vhom (respective-
ment objet texturé et objet homogène). Les blocs Bg et Bd (respectivement bloc de
gauche et bloc de droite) sont encadrés en blanc.
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§ 5.3 MASQUAGE PARTIEL DU FOND
Débutons notre étude avec la vidéo Stex et utilisons la méthode de block-
matching pour estimer le vecteur mouvement des blocs Bg et Bd. Étant don-
née une fenêtre de recherche de 15× 15 pixels, nous pouvons calculer la
valeur du critère de comparaison SAD pour chacun des déplacements de
la fenêtre. La figure 5.2 illustre la valeur de ce critère sur la fenêtre de re-
cherche. Nous pouvons remarquer que ce critère admet un minimum local
et un minimum global. Ces minima correspondent respectivement au mou-
vement de l’objet et au mouvement du fond. La figure 5.3 présente respec-
tivement les profils des critères SAD pour les blocs Bg et Bd. Comme sur
la figure 5.2, nous pouvons remarquer la présence de deux minima corres-
pondant au mouvement de l’objet et au mouvement du fond. Dans la suite,
nous utiliserons cette représentation pour illustrer notre raisonnement. La
figure 5.3 nous apprend qu’en utilisant un algorithme de block-matching
classique avec le critère SAD, le vecteur de mouvement associé au point
d’échantillonnage du contour est égal au mouvement du fond, c’est-à-dire
le vecteur nul sur cette séquence. Ceci n’est pas ce que nous désirons car
nous voulons que le contour suive l’objet. En étudiant la figure 5.1, nous
remarquons que les blocs Bg et Bd contiennent proportionnellement plus de
pixels du fond que de pixels de l’objet. De manière plus générale, la propor-
tion de pixels du fond et de pixels de l’objet dépend de la convexité locale
de l’objet aux points d’échantillonnage du contour. Pour un objet convexe,
ce qui est le cas sur les vidéos synthétiques, les pixels du fond sont toujours
majoritaires en comparaison des pixels de l’objet. C’est de cette proportion
que s’explique le résultat obtenu sur les figures 5.2 et 5.3. En effet, le but du
block-matching est d’estimer un mouvement unique et global par bloc. Si
les pixels du fond sont majoritaires, il est naturel de considérer que ce bloc
appartient au fond plutôt qu’à l’objet. Attribuer à un tel bloc le mouvement
du fond est par conséquent le comportement normal et attendu d’une mé-
thode d’estimation du mouvement.
La présence d’un minimum local correspondant au mouvement de l’objet
indique que l’utilisation d’une méthode de block-matching pour estimer
le mouvement des points d’échantillonnage du contour est un choix cohé-
rent. Cependant, cette méthode est en l’état inapte à estimer correctement
le mouvement de l’objet. Il est nécessaire de diminuer l’influence des pixels
du fond. Une méthode simple est de ne tenir compte que des pixels de l’ob-
jet. Pour ce faire, nous utilisons le domaine Dt dont le contour est égal à Ct.
Lors de l’estimation de mouvement d’un bloc Bi par la méthode de block-
matching, nous ne considérons que les pixels appartenant à Ωi = Bi ∩ Dt.
L’équation (5.1) se récrit alors :
vi = arg minu ∑
x∈Ωi
ϕ(r(x, u)) (5.2)







FIGURE 5.2 – Critère de comparaison SAD sur la fenêtre de recherche de taille
15× 15 pixels pour le bloc Bg. La vidéo utilisée est Vtex.
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FIGURE 5.3 – Profils 2D du critère SAD calculés pour les blocs Bg et Bd (res-
pectivement à gauche et à droite) et avec la vidéo Vtex. Les profils passent par le
minimum global et sont parallèles à l’axe horizontal.
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En appliquant cette équation pour estimer le mouvement des blocs Bg et
Bd sur la vidéo Vtex (objet texturé), nous obtenons les critères (profils) pré-
sentés sur la figure 5.4. Nous pouvons y voir que le minimum du critère est
obtenu pour un mouvement exactement égal à celui de l’objet. Étant donné
qu’aucun pixel du fond n’est pris en compte dans le processus d’estimation
de mouvement décrit dans l’équation (5.2), aucun minimum (local ou glo-
bal) n’est détecté pour le mouvement du fond. Pour un tel objet, masquer
les pixels du fond permet de résoudre le problème lié à la proportion des
pixels du fond. Le suivi qui en résulte est très précis.
En appliquant l’équation (5.2) pour estimer le mouvement des blocs Bg et
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FIGURE 5.4 – Profils 2D du critère calculés pour les blocs Bg et Bd (respectivement
à gauche et à droite) et avec la vidéo Vtex. Les pixels du fond sont masqués en
utilisant le domaine Dt. Les profils admettent un minimum global correspondant
au mouvement de l’objet.
Bd sur la vidéo Vhom (objet homogène), les critères obtenus sont très dif-
férents (voir figure 5.5). Le critère décroît de manière monotone vers un
minimum localisé au niveau du mouvement de l’objet. Cependant, contrai-
rement aux profils présentés dans la figure 5.4, le critère est plat et égal au
minimum global pour les mouvements induisant un déplacement du bloc
dans l’objet. Ce comportement est tout à fait logique. En effet, le bloc ne
contenant que les pixels de l’objet, il est totalement homogène et est donc
parfaitement similaire à tous les blocs homogènes contenus dans l’objet. La
structure relative au bord de l’objet est perdue et la méthode d’estimation
du mouvement ne permet pas d’estimer correctement le mouvement de
l’objet.
Le problème qui se pose ici est l’estimation de mouvement d’objets ho-
mogènes, le cas des objets texturés étant résolu. Nous proposons d’utili-
ser l’information du bord de l’objet pour remédier à ce problème. Pour ce
faire, l’utilisation du domaine Dt permettant de déterminer les pixels ap-
partenant à l’objet est remplacée par l’utilisation du domaine dR(Dt), dR
étant l’opération de dilatation morphologique [Soi99] fondée sur l’utilisa-
tion d’un élément structurel circulaire de rayon R. Cette opération consiste
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FIGURE 5.5 – Profils 2D du critère calculés pour les blocs Bg et Bd (respectivement
à gauche et à droite) et avec la vidéo Vhom. Les pixels du fond sont masqués en
utilisant le domaine Dt.
à ajouter une bande étroite de pixels du fond ajoutant ainsi la structure de
bord manquant dans l’approche précédente. On parle alors de masquage
partiel des pixels du fond. L’hypothèse sous-jacente est qu’une bande de
pixels du fond est plus proche (en terme de similarité) de n’importe qu’elle
partie du fond que de l’objet. Le mouvement est estimé comme suit :
vi = arg minu ∑
x∈Ω˜i
ϕ(r(x, u)) (5.3)
où Ω˜i est la version dilatée de Ωi donnée par la formule suivante :
Ω˜i = Bi ∩ dR(Dt). (5.4)
La figure 5.6 présente les critères obtenus en utilisant un masquage partiel
des pixels du fond. Différentes valeurs du rayon de dilatation sont utilisées.
Notez qu’un rayon de 0 correspond à un masquage total des pixels du fond,
et qu’un rayon supérieur à la longueur de la demi-diagonale (dans notre
cas, la taille d’un bloc étant 33× 33, R > 23 car 23 ≈ 16√2) correspond à
ne masquer aucun pixel. La valeur du rayon de dilatation R permet de si-
muler les deux premières approches présentées (sans et avec masquage des
pixels du fond). La figure 5.6 indique que l’utilisation d’une dilatation de
rayon 2 ou 4 entraîne l’apparition d’un minimum global correspondant au
mouvement de l’objet. Le choix du rayon de dilatation optimal est discuté
en partie 5.4. En pratique, un rayon de 5 pixels permet de suivre précisé-
ment la plupart des objets. Au delà du minimum global, nous remarquons
que le critère devient plat. La différence entre le mouvement de l’objet et le
mouvement à partir duquel le critère devient plat est exactement égale au
rayon de dilatation R utilisé. Ce phénomène est prévisible. En effet, en di-
latant de R pixels, une bande de R de pixels du fond est ajouté au bloc. Dès
lors que le centre du bloc a pénétré de R pixels dans l’objet, tous les pixels
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considérés du bloc sont dans l’objet. Un plus ample mouvement dans l’ob-
jet ne pénalisera pas davantage le critère. Pour un rayon R = 12, le cri-
tère admet un maximum global correspondant au mouvement du fond. En
effet, à partir de cette valeur, la proportion de pixels du fond devient im-
portante sans dépasser celle des pixels de l’objet. La texture jouant un rôle
important dans l’estimation du mouvement, le block-matching est faussé
par la trop forte influence des pixels d’un fond très texturé. Nous remar-
quons toutefois que le minimum est plus clairement établit pour le bloc Bg.
Cette propriété est la conséquence directe de l’occultation et de l’apparition
de pixels du fond.
L’utilisation d’un masquage partiel pour un objet texturé ne pose évidem-
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FIGURE 5.6 – Profils 2D du critère calculés pour les blocs Bg et Bd (respectivement
à gauche et à droite) et avec la vidéo Vhom. Les pixels du fond sont partiellement
masqués. Pour chaque bloc, nous indiquons plusieurs profils correspondants aux
différents rayons de dilatation utilisés. L’ajout d’une bande de pixels du fond per-
met d’estimer correctement le mouvement de l’objet bien qu’il soit homogène.
ment aucun problème du fait de la majorité des pixels de l’objet par rapport
à ceux du fond. Ainsi, nous avons maintenant la possibilité de suivre préci-
sément un objet homogène ou texturé sur un fond texturé par l’utilisation
d’une méthode de block-matching avec masquage partiel du fond. Le cas
d’un objet (homogène ou texturé) sur un fond homogène est un cas plus
simple que ceux que nous venons de tester. En effet, les pixels du fond
n’ayant pas de correspondance exacte, seule l’information de bord (dans
le cas d’un objet homogène) ou l’information de l’objet (dans le cas d’un
objet texturé) peut permettre de suivre l’objet. Ces deux informations sont
présentes lors du masquage partiel du fond.
§ 5.4 ESTIMATION DU MOUVEMENT
Nous avons présenté jusqu’ici une méthode de suivi fondée sur une mé-
thode de block-matching. Les pixels du fond sont partiellement masqués
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par l’utilisation du domaine associé au contour de référence et par l’emploi
d’une dilatation morphologique. À ce stade, la question qui se pose est le
choix du rayon de dilatation. Pour des blocs de tailles 33× 33 pixels, nous
savons que ce rayon doit être compris dans l’intervalle ]0, 23[. Le choix de
la dilatation dépend en réalité de la texture de l’objet, de la texture du fond,
de la précision de la segmentation manuelle initiale, et de la netteté des
contours. Il est en effet assez classique qu’un contour défini manuellement
ne soit pas exactement sur le contour de l’objet et/ou que le contour de l’ob-
jet soit flou du fait du mouvement de l’objet (« motion blur »). Il peut en ré-
sulter qu’un objet détouré manuellement contienne déjà quelques pixels du
fond auquel cas une dilatation moins importante est nécessaire. Pour un ob-
jet homogène, un rayon de dilatation trop faible risque de ne pas apporter
l’information de bord suffisante pour estimer correctement le mouvement
de l’objet. A contrario, un rayon trop grand risque d’ajouter un nombre trop
important de pixels du fond. En conséquence, le rayon R doit être choisi
dans un intervalle [Rmin, Rmax] où, naturellement, Rmin > 0. Une première
approche pour calculer un rayon de dilatation « optimal » serait d’analy-
ser l’objet (courbure, texture) et la texture du fond. Un autre approche serait
de choisir de manière heuristique ce rayon tout en élargissant au maximum
possible l’intervalle [Rmin, Rmax]. Le critère de comparaison SAD, générale-
ment utilisé en estimation robuste, permet d’assurer que le rayon maximal
Rmax ne soit pas trop petit. Cependant, nous proposons dans cette partie
d’utiliser une approche non-paramétrique plus robuste aux données aber-
rantes que sont les pixels du fond.
La dilatation morphologique, utilisée pour pallier le possible manque de
structure d’un bloc, ajoute au processus d’estimation du mouvement des
pixels du fond alors considérés comme données aberrantes. La minimisa-
tion du critère de comparaison utilisé dans l’équation (5.3) fait implicite-
ment une hypothèse paramétrique sur la distribution du résiduel r(x, u)
dans le sens où cette distribution est définie par un petit nombre de pa-
ramètres (par exemple la moyenne et la variance d’une distribution Gaus-
sienne). Par exemple, la distribution est supposée Gaussienne pour ϕ(x) =
x2 et Laplacienne pour ϕ(x) = |x|. Cette hypothèse est fausse en général et,
par conséquent, le mouvement du bloc peut être mal estimé. La figure 5.7
donne un agrandissement de la distribution estimée du résiduel obtenu
dans le cas où le mouvement estimé correspond exactement au mouve-
ment de l’objet. La vidéo utilisée pour calculer cette distribution est Vtex.
Cette distribution n’est ni Gaussienne, ni Laplacienne. Notez que la dis-
tribution est estimée par un estimateur de densité à noyau présenté dans
l’annexe A.2.2.
Nous proposons de relâcher l’hypothèse paramétrique en ajoutant lors de
l’estimation du mouvement une dépendance à la distribution réelle du ré-
siduel.Le critère de comparaison que nous proposons est l’estimation de
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FIGURE 5.7 – Agrandissement de la distribution du résiduel pour le bloc Bg et
la vidéo Vtex obtenue dans le cas où le mouvement estimé correspond exactement
au mouvement de l’objet. L’histogramme du résiduel est indiqué en gris tandis
que la distribution estimée est tracée en rouge. La distribution n’est clairement pas
paramétrique.
l’entropie du résiduel calculé par l’approximation de Ahmad-Lin [AL76] :
vi = arg minu −
1
|Ω˜i| ∑x∈Ω˜i
log( p̂(r(x, u))) (5.5)
où p̂ est la valeur de la distribution estimée par une méthode à noyau [Par62].
Cette méthode consiste à placer un noyau (par exemple un noyau gaus-
sien) centré en chaque point de l’échantillon et à effectuer la somme de













Le choix critique pour cette méthode est l’estimation du paramètre σ qui
agit sur la largeur du noyau Gaussien. Plusieurs méthodes dans la littéra-
ture ont tenté de donner une valeur optimale de ce paramètre en fonction
des observations. Ces méthodes reposent souvent sur des hypothèses pa-
ramétriques ce qui est incompatible avec notre approche. De plus, le choix
de ce paramètre est encore plus complexe pour des images de dimension
supérieure, comme par exemple avec plusieurs composantes couleur. Un
autre façon d’estimer l’entropie est d’utiliser la méthode des k plus pro-
ches voisins. Cette méthode, présentée en détails dans les chapitres 7 et A,
permet d’estimer l’entropie d’un échantillon d’observations en fonction de
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la distance au k-ème plus proche voisin. Le seul paramètre à fixer est la va-
leur de k. En pratique, l’entropie estimée est peu sensible à la variation de
ce paramètre. De même, la distance au k-ème plus proche voisin se calcule
trivialement en dimension supérieure. Cette méthode est ainsi particulière-
ment adaptée au cas d’images couleurs ou hyper-spectrales. Nous propo-
sons dans le chapitre 6 et dans l’annexe A une étude plus approfondie de
l’estimation de densité et de mesures statistiques [Wol06].
L’équation (5.5) correspond à la méthode de block-matching pour laquelle
les pixels du fond sont partiellement masqués et où le critère de compa-
raison est l’entropie du résiduel r(x, u). La comparaison entre les critères
SAD et entropie est illustrée sur la figure 5.8. Cette figure présente les pro-
fils des critères SAD et entropie pour deux rayons différents. Les critères
étant de dynamique et de valeur différentes, nous les normalisons dans le
but de pouvoir graphiquement les comparer. La vidéo utilisée pour cette
expérimentation est Vtex et le bloc considéré est Bg. Pour chacun des rayons
utilisés, la proportion de pixels de l’objet est supérieure à la proportion de
pixels du fond. Pour un rayon de 10 pixels, chaque critère permet d’estimer
correctement le mouvement de l’objet. De plus, un minimum local corres-
pondant au mouvement du fond, dû à la présence de pixels du fond ajoutés
par la morphologie mathématique, est apparent dans chacun des profils.
Pour un rayon de 14 pixels, le comportement des deux critères diffère. En
effet, le critère SAD est gêné par la trop forte proportion de pixels du fond
et le mouvement estimé par le block-matching correspond au mouvement
du fond. En revanche, le mouvement estimé pour le critère fondé sur l’en-
tropie du résiduel correspond précisément au mouvement de l’objet. Le
minimum local, déjà présent avec un rayon de 10 pixels, est renforcé mais
l’augmentation du nombre de pixels du fond n’est pas suffisante pour faus-
ser l’estimation du mouvement. Nous déduisons de cet exemple simple et
synthétique que le critère fondé sur l’entropie du résiduel est plus robuste
aux pixels aberrants (pixels du fond) que le critère SAD. Cela permet d’aug-
menter la valeur maximale Rmax du rayon de dilatation permise par la mé-
thode (l’intervalle [Rmin, Rmax] est élargi), et, par conséquent, le choix du
rayon de dilatation est moins critique.
§ 5.5 RÉSULTATS
Tout au long de ce chapitre, nous avons proposé une méthode de suivi
fondée sur un algorithme de bock-matching pour lequel les pixels du fond
étaient partiellement masqués. Nous y avons vu que l’utilisation d’une
bande de pixels du fond était obligatoire pour suivre correctement les objets
homogènes ne possédant pas la structure interne suffisante. De fait, nous
n’allons pas démontrer dans cette section l’intérêt de cette bande. L’étude




















FIGURE 5.8 – Comparaison des profils 2D des critères SAD et entropie pour le bloc
Bg et la vidéo Vtex. Les rayons de dilatation testés sont 10 pixels (courbes de gauche)
et 14 pixels (courbe de droite). L’utilisation d’un critère de comparaison fondé sur
l’entropie du résiduel améliore la robustesse de l’estimation du mouvement aux
données aberrantes (pixels du fond induit par la dilatation). Le choix du rayon de
dilatation est par conséquent moins critique.
choix du critère de comparaison. En effet, l’essentiel de l’étude tend à prou-
ver que le critère fondé sur l’entropie du résiduel permet de mieux suivre
les objets que le critère SAD dans la mesure ou l’entropie, étant un critère
plus robuste aux données aberrantes que la SAD, permet de choisir plus
librement le rayon de dilatation.
Étudions dans un premier temps la vidéo Vtex de dimension 300× 300
pixels. Rappelons que le mouvement de l’objet est de 4 pixels vers la gauche
et que le fond est fixe. Pour une dilatation de 5 pixels, la méthode permet
de suivre exactement l’objet en utilisant le critère de comparaison SAD ou
le critère fondé sur l’entropie du résiduel. Ce résultat est présenté sur la
figure 5.9. L’erreur de suivi, comme défini dans le chapitre 4, est de 0% de
pixels mal classés.
Dans la section 5.4, nous avons vu que, pour la vidéo Vtex, un rayon de
dilatation de 10 pixels permettait de suivre précisément les blocs Bg et Bd.
Si nous considérons maintenant le suivi de tous les blocs centrés sur tous
les points d’échantillonnage du contour, nous remarquons que le compor-
tement n’est pas similaire pour tous ces blocs. La proportion de pixels du
fond n’est pas l’unique responsable d’une mauvaise estimation du mouve-
ment. En effet, la texture joue aussi un rôle important. Ainsi, la figure 5.10
présente un résultat de suivi sur les 20 images de la vidéo Vtex utilisant
le critère SAD et une dilatation de 10 pixels. Nous pouvons y voir que le
mouvement des blocs Bg et Bd est correctement estimé sur les premières
images. En revanche, le mouvement estimé de nombreux blocs correspond
au mouvement du fond. Les blocs dont le mouvement est mal estimé sont
situés sur la partie droite de l’objet car ils sont situés sur la zone où le fond
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FIGURE 5.9 – Résultat de suivi pour les images I1, I5, I9, I12, I16, et I20 (respec-
tivement de gauche à droite et de haut en bas) de la vidéo Vtex. La méthode utilise
le critère de comparaison SAD ou le critère fondé sur l’entropie du résiduel et un
rayon de dilatation de R = 5 pixels. L’erreur est de 0% de pixels mal classés avec
ces deux critères.
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apparaît. Ces blocs sont « attirés » par le fond. Les blocs situés à gauche
(zone d’occultation) sont poussés par l’objet. L’erreur commise par cette
méthode est alors de 12% de pixels mal classés. Si nous utilisons mainte-
nant un rayon de dilatation R = 14 pixels (voir figure 5.11), l’erreur de
la méthode augmente jusqu’à une valeur de 37% de pixels mal classés.
Cette augmentation est prévisible car la proportion de pixels du fond, et
par conséquent leur influence, augmente avec le rayon de dilatation.
Étudions maintenant le suivi réalisé sur la même vidéo, avec les mêmes
FIGURE 5.10 – Résultat de suivi pour les images I1, I5, I9, I12, I16, et I20 (respec-
tivement de gauche à droite et de haut en bas) de la vidéo Vtex. La méthode utilise le
critère de comparaison SAD et un rayon de dilatation de R = 10 pixels. L’erreur
est de 13% de pixels mal classés.
rayons de dilatation (R = 10 et R = 14), mais pour le critère de comparai-
son fondé sur l’entropie du résiduel. Les résultats obtenus avec ce critère
sont présentés dans la figure 5.12. L’objet est parfaitement suivi tout au long
de la vidéo que ce soit pour un rayon de 10 ou pour un rayon de 14 pixels.
Dans les deux cas, l’erreur de la méthode est de 0% de pixels mal classés.
Ces résultats prouvent et confirment que le critère fondé sur l’entropie du
résiduel est plus robuste aux données aberrantes (pixels du fond) que le
critère SAD.
La seconde vidéo utilisée pour réaliser des tests est la vidéo Carmap de
dimension 320× 240 pixels. Cette vidéo comporte 36 images. L’objet que
nous voulons suivre est une pancarte rigide dont le mouvement apparent
est dû au mouvement de la camera. Ce mouvement est approximativement
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FIGURE 5.11 – Résultat de suivi pour les images I1, I5, I9, I12, I16, et I20 (respec-
tivement de gauche à droite et de haut en bas) de la vidéo Vtex. La méthode utilise le
critère de comparaison SAD et un rayon de dilatation de R = 14 pixels. L’erreur
est de 37% de pixels mal classés.
5.5. Résultats 85
FIGURE 5.12 – Résultat de suivi pour les images I1, I5, I9, I12, I16, et I20 (respec-
tivement de gauche à droite et de haut en bas) de la vidéo Vtex. La méthode utilise
le critère de comparaison fondé sur l’entropie du résiduel et un rayon de dilatation
de R = 10 ou R = 14 pixels. Dans les deux cas, l’erreur est de 0% de pixels mal
classés.
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une translation. Cependant, du fait du changement de point de vue, la pan-
carte semble se déformer légèrement. L’objet et le fond sont tous deux tex-
turés. Nous utilisons pour cette vidéo un rayon de dilatation de 5 pixels.
L’utilisation du critère de comparaison SAD permet de suivre précisément
3 des 4 points d’échantillonnage. Le quatrième point est correctement suivi
jusqu’à ce que la voiture apparaisse derrière la pancarte. Du fait de la dilata-
tion trop importante, le mouvement estimé du point correspond au mouve-
ment de la voiture et l’erreur de suivi est alors de 36% de pixels mal classés
(voir figure 5.13). L’utilisation du critère fondé sur l’entropie du résiduel
permet de diminuer l’impact des pixels aberrants. L’erreur est ainsi réduite
à 4% de pixels mal classés ce qui correspond à un suivi de très bonne qua-
lité comme nous pouvons le voir sur la figure 5.14.
La troisième vidéo utilisée pour réaliser des tests est la vidéo Soccer de
dimension 704× 576 pixels. Cette vidéo comporte 11 images. L’objet que
nous voulons suivre est un joueur marchant sur un fond quasiment fixe.
L’objet est par nature articulé lors de la marche. Le fond de la vidéo est tex-
turé tandis que l’objet est homogène sur certaines parties du corps (jambes)
et texturé sur d’autres (buste). Nous utilisons pour cette vidéo un rayon
de dilatation de 10 pixels. En utilisant le critère SAD, nous pouvons voir
que beaucoup de points ont un mouvement estimé égal au mouvement du
fond. Le problème qui se pose ici est d’une part la présence de pixels du
fond dans le bloc, et d’autre part la présence de flou lié au mouvement. En
effet, nous pouvons voir sur la figure 5.15 que le fond est très net contraire-
ment au personnage à suivre qui est légèrement flou. De même, le contour
du personnage est très flou et par conséquent impossible à définir exacte-
ment. Ce flou, généralement appelé « motion blur » (flou de mouvement),
est un problème connu en vision par ordinateur. Le critère SAD étant un cri-
tère strictement géométrique, il favorise donc les pixels du fond (nets) qui
ont un correspondant exact au détriment des pixels de l’objet. L’erreur liée
à la méthode est de 17% de pixels mal classés (voir figure 5.15). Le critère
fondé sur l’entropie est géométriquement plus souple que le critère SAD.
De même, comme nous l’avons déjà évoqué, ce critère est plus robustes aux
données aberrantes. L’utilisation de ce critère permet de diminuer l’erreur
de suivi à 8% de pixels mal classés. Le personnage est correctement suivi en
dépit du mouvement articulé des jambes(voir figure 5.16). Cependant, nous
pouvons également remarquer que, même si le suivi est meilleur qu’avec
le critère SAD, certaines parties du personnage sur la dernière image sont
segmentées avec une précision approximative. Ce comportement est lié à la
netteté des contours. En effet, le motion blur rend le contour du personnage
flou aux zones de mouvement (buste) et net là où il n’y a pas de mouve-
ment (jambe droite). Du fait de ce flou irrégulier, l’ajout d’une bande de
pixels du fond augmente la proportion de ces pixels de façon irrégulière. Il
faudrait ainsi faire varier le rayon de dilatation pour chaque bloc en fonc-
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FIGURE 5.13 – Résultat de suivi pour les images I1, I8, I15, I22, I29, et I36 (res-
pectivement de gauche à droite et de haut en bas) de la vidéo Carmap. La méthode
utilise le critère de comparaison SAD et un rayon de dilatation de R = 5. L’erreur
est de 36% de pixels mal classés.
88 Chapitre 5. Suivi de la couronne de l’objet
FIGURE 5.14 – Résultat de suivi pour les images I1, I8, I15, I22, I29, et I36 (res-
pectivement de gauche à droite et de haut en bas) de la vidéo Carmap. La méthode
utilise le critère de comparaison fondé sur l’entropie du résiduel et un rayon de
dilatation de R = 5. L’erreur est de 4% de pixels mal classés.
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tion du mouvement de l’objet.
Enfin, la dernière vidéo utilisée est la vidéo Ice de dimension 704× 576
pixels et comportant 6 images. Sur cette vidéo, l’objet à suivre est une pa-
tineuse dont les jambes et les bras sont en mouvement. Cette vidéo est in-
téressante car les critères SAD et entropie donnent des résultats similaires
(voir figure 5.17). En effet, l’erreur de suivi est, dans les deux cas, de 4%
de pixels mal classés en dépit du mouvement global du personnage et du
mouvement complexe des jambes et des bras. Cette particularité est liée au
fait que le fond est très homogène tandis que le personnage est plus texturé.
Il est important de noter que le suivi est beacoup plus rapide en utilisant
le critère SAD que pour le critère fondé sur l’entropie. Considérons une
implémentation matlab d’un suivi de 6 images avec une recherche exhaus-
tive sur une fenêtre de recherche de 15× 15 pixels. L’ordinateur utilisé est
un Pentium 4 avec 2 Go de mémoire vive DDR et fonctionnant sous Win-
dows. Le suivi fondé sur la SAD est realisé en 1 minute contre 8 minutes
pour le suivi utilisant l’entropie. Cette différence s’explique par le fait que
l’entropie est beaucoup plus complexe à estimer qu’une simple somme des
différences en valeur absolue. Ainsi, pour certaines vidéos telles que la vi-
déo Ice, l’utilisation du critère SAD permet de réduire les coûts calcul sans
pour autant pénaliser la qualité du suivi.
§ 5.6 CONCLUSION
Dans ce chapitre, nous avons proposé une méthode de suivi d’objets.
Le mouvement de chaque point d’échantillonnage du contour est suivi au
cours du temps par une simple méthode de block-matching. Le problème
principal auquel nous nous sommes attachés vient du fait que les blocs
centrés sur les points d’échantillonnage du contour sont des blocs tangents
contenant à la fois des pixels du fond et des pixels de l’objet d’intérêt. Les
pixels du fond, alors considérés comme aberrants par rapport aux pixels de
l’objet, perturbent l’estimation du mouvement. Nous avons alors proposé
de les masquer partiellement en utilisant le masque de l’objet dilaté par une
opération de morphologie mathématique. Ce masquage permet d’une part
de diminuer la proportion de pixels du fond ce qui réduit leur impact lors
du processus de block-matching, et d’autre part, cela permet de conserver
la structure de bord essentielle lorsqu’un objet est localement homogène.
Nous avons prouvé l’efficacité de notre approche sur deux séquences syn-
thétiques.
La dilatation du masque de l’objet conserve une partie des pixels du fond.
Selon le rayon de dilatation, la proportion de ces pixels (alors considérés
comme aberrants) peut tout de même induire une mauvaise estimation du
mouvement. Le choix du rayon de dilatation apparaît alors comme cri-
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FIGURE 5.15 – Résultat de suivi pour les images I1, I3, I5, I7, I9, et I11 (respecti-
vement de gauche à droite et de haut en bas) de la vidéo Soccer. La méthode utilise
le critère de comparaison SAD et un rayon de dilatation de R = 10. L’erreur est
de 17% de pixels mal classés.
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FIGURE 5.16 – Résultat de suivi pour les images I1, I3, I5, I7, I9, et I11 (respecti-
vement de gauche à droite et de haut en bas) de la vidéo Soccer. La méthode utilise
le critère de comparaison fondé sur l’entropie du résiduel et un rayon de dilatation
de R = 10. L’erreur est de 8% de pixels mal classés.
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FIGURE 5.17 – Résultat de suivi pour les images I1, I2, I3, I4, I5, et I6 (respec-
tivement de gauche à droite et de haut en bas) de la vidéo Ice. La méthode utilise
le critère SAD ou pour le critère fondé sur l’entropie du résiduel et un rayon de
dilatation de R = 10. L’erreur est de 4% de pixels mal classés.
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tique : un rayon trop grand ou trop petit peut induire un suivi incorrect.
Ce comportement est lié au fait que l’utilisation de critères de comparaison
classiques (tels que la somme des différences en valeur absolue notée SAD)
est généralement fondé sur une hypothèse de distribution paramétrique du
résiduel (Laplacien dans le cas du critère SAD), hypothèse généralement
fausse. Nous avons alors proposé de remplacer ce critère de comparaison
par un critère semi-paramétrique fondé sur l’estimation de l’entropie du
résiduel. Il apparaît alors que ce critère est plus robuste aux pixels aber-
rants. Le choix du rayon de dilatation est alors moins critique pour obtenir
un suivi correct.
Le problème qui se pose est inhérent au mouvement des objets. Dans une
vidéo acquise avec une vitesse d’obturation élevée, les objets et le fond sont
généralement nets 2. Cette netteté est cependant remise en cause si l’objet
bouge et si la vitesse d’obturation n’est pas suffisamment élevée. Dans un
tel cas, le contour de l’objet à suivre peut apparaître flou (on parle alors de
flou de mouvement ou « motion blur »). Il est alors extrêmement difficile
d’éditer manuellement la position exacte de ce contour. L’ajout d’une bande
de pixels de fond peut alors s’avérer insuffisant dans le cas d’objets homo-
gènes. Le choix du rayon de dilatation devient complexe. Le problème se
complexifie davantage si le mouvement de l’objet n’est pas uniforme. En
effet, dans le cas d’objets articulés, certaines parties peuvent être fixes et
d’autres en mouvement. Il en résulte que le contour peut être net à un en-
droit et flou à un autre. Le choix du rayon de dilatation devrait alors tenir
compte de tous ces paramètres ce qui est en pratique extrêmement com-
plexe. Nous ne pouvons utiliser l’information de mouvement pour deviner
si le contour risque d’être flou car notre problème est juste d’estimer ce
mouvement. Une étude de la netteté serait à envisager pour déterminer
un rayon de dilatation optimal pour chaque point d’échantillonnage du
contour.
2. La netteté des objets est également liée à la profondeur de champ qui dépend de
l’ouverture de l’objectif. Si un objectif a une faible profondeur de champ et que la mise
au point est réalisée sur le fond, l’objet d’intérêt est souvent flou. Cependant, nous nous
plaçons dans le cas où la profondeur de champ est suffisamment grande pour rendre nets
les objets acquis.
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DEUXIÈME PARTIE
SUIVI D’OBJETS DANS UNE VIDÉO FONDÉ
SUR DES MESURES STATISTIQUES
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- CHAPITRE 6 -
SUIVI D’OBJETS FONDÉ SUR DES MESURES
STATISTIQUES
§ 6.1 VERS DES MESURES STATISTIQUES POUR LE SUIVI
Les méthodes de suivi fondées sur l’utilisation de points saillants et de
leur voisinage local ont l’intérêt de pouvoir suivre un objet en s’adaptant
aux déformations géométriques dudit objet. Le suivi résultant de ces mé-
thodes est souvent « trop » précis pour des applications courantes. En effet,
pour des applications telles que la surveillance de foules ou l’analyse de tra-
fic routier, seule la position et parfois la taille des objets sont nécessaires ; les
objets sont alors simplement représentés par des boîtes dites englobantes.
L’utilisation de boîtes englobantes induit une considérable augmenta-
tion de la quantité d’informations utilisées pour décrire l’objet d’intérêt.
Malgré la présence de données aberrantes dans la boîte englobante (pixels
du fond), la description de l’objet est généralement plus complète et plus
précise que dans le cas de la description locale.
La méthode de suivi présentée ici consiste à trouver dans chaque image
de la vidéo la boîte englobante la plus similaire à la boîte de référence éditée
manuellement sur la première image de la vidéo. Les méthodes classiques
de type block-matching [KLH+81] utilisent des mesures de similarité fon-
dées sur le résiduel (e.g. SAD 1 ou SSD 2). Ces mesures sont dites à géo-
métrie stricte. Or, au cours du temps, un objet est susceptible de changer
de forme, de taille, d’éclairage, etc. L’utilisation d’une mesure de simila-
rité fondée sur le résiduel est donc exclue. En revanche, les propriétés sta-
tistiques d’un objet varient généralement peu dans le temps. L’utilisation
1. SAD : Sum of Absolute Differences
2. SSD : Sum of Squared Differences
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d’une mesure statistique de similarité semble par conséquent être indiquée
pour suivre un objet en dépit des éventuelles déformations rencontrées.
La description d’une boîte par une propriété statistique simple telle que
la moyenne ou la variance de l’intensité ne permet pas de décrire efficace-
ment les objets complexes. En revanche, la densité de probabilité (distri-
bution) est suffisamment riche pour précisément décrire un objet. Le choix
des composantes (e.g. couleur, luminance, etc.) utilisées pour la construc-
tion de cette distribution est crucial. En effet, l’utilisation de composantes
inappropriées peut rendre le suivi d’objets inefficace.
Ces travaux on été réalisés dans le cadre de la thèse de Sylvain Boltz [BDB07,
Bol08] sur le suivi d’objets fondé sur des mesures statistiques (voir figure 6.1)
et ont été utilisés dans le projet Wired Smart de l’ANR RIAM 3.
FIGURE 6.1 – Suivi de boîte englobante sur la vidéo « Water object ». La boîte de
référence est définie sur la première image de la vidéo (figure de gauche). À l’image
60, la boîte correspondante est plus grande et est décalée spatialement (figure de
droite).
§ 6.2 DESCRIPTEUR : COULEUR + GÉOMÉTRIE
Dans le cas où la distribution est calculée sur la couleur, il est possible
que plusieurs objets visuellement différents aient une même distribution
(voir figure 6.2). Ces objets sont alors identiques au sens de la mesure sta-
tistique de similarité. L’enrichissement de l’espace des caractéristiques (es-
pace dans lequel la distribution est construite) par l’adjonction de com-
posantes permet d’augmenter le caractère discriminant des distributions.
Dans cet esprit, Elgammal et al. [EDD03] ont proposé d’ajouter une infor-
mation géométrique (e.g. coordonnées cartésiennes de chaque pixel dans la
3. RIAM : Réseau National de Recherche et d’Innovation en Audiovisuel et Multimédia
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boîte) lors de l’estimation de la distribution d’un objet. La figure 6.3 illustre
un exemple d’espace des caractéristiques contenant des informations rela-
tives à la couleur et à la géométrie. Si la description d’une boîte utilise les
composantes couleurs YUV et les coordonnées cartésiennes, un pixel p est









où (i, j) représentent les coordonnées du pixel p dans la boîte.
La contrainte géométrique est assouplie par le cadre statistique de la mé-
thode. Boltz et al. [BDB07, Bol08] ont proposé d’enrichir l’espace des carac-
téristiques en utilisant le gradient de l’image et des patchs ce qui apporte
une information géométrique locale. Dans ce manuscrit, nous étudions ce
type d’espace (voir section 9.2).
Pour chaque boîte (référence et candidates), nous construisons la dis-
tribution des descripteurs. Il est alors nécessaire de définir une mesure de
similarité entre distributions. Parmi les différentes mesures existantes, nous
pouvons par exemple citer l’information mutuelle beaucoup utilisée en re-
calage d’images pour des applications médicales [SHH96, WVA+96]. La
divergence de Kullback-Leibler [KL51, Kul59] est une mesure statistique
qui a été utilisée avec succès pour le suivi d’objets [EDD03, BDB07, Bol08].
Nous utilisons donc cette divergence pour évaluer la similarité de deux
distributions.
FIGURE 6.2 – Deux images visuellement très différentes peuvent avoir une distri-
bution identique.
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FIGURE 6.3 – Utilisation d’informations couleur et d’informations géométriques
pour la description d’une image. Chaque pixel de l’image est défini dans un espace
de dimension 5 : 3 composantes couleurs RVB (rouge, vert, bleu) et 2 coordonnées
cartésiennes.
§ 6.3 MESURE DE SIMILARITÉ : DIVERGENCE DE KULLBACK-
LEIBLER
6.3.1 Similarité entre distributions
Considérons une boîte de référence et une boîte candidate pour les-
quelles nous voulons comparer les distributions. Les pixels de la boîte can-
didate et de la boîte de référence sont respectivement des réalisations des
variables aléatoires P et Q. La divergence de Kullback-Leibler [KL51, Kul59],
notée DKL, permet d’évaluer la similarité des deux distributions :
DKL(P‖Q) =
{
0 si et seulement si P = Q
> 0 sinon.
(6.2)
Pour notre application, le but est de trouver dans chaque image de la vidéo
la boîte candidate P telle que DKL(P‖Q) soit minimale.
6.3.2 Définition
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où fP et fQ désignent respectivement les densités de probabilité de P et Q.
Ces densités ne sont généralement pas connues et doivent être estimées à
partir d’observations (i.e. réalisations de P et Q). L’estimation de densités
est un problème particulièrement complexe en haute dimension. En parti-
culier, les méthodes à noyau fixe [Par62, Par99] échouent. Les estimateurs
Balloon et sample-point permettent de résoudre ce problème. L’estimateur
de Balloon a l’avantage d’avoir une expression de la DKL simple fondée sur
la distance au k-ème plus proche voisin (voir suite).
6.3.3 Approximation de DKL par la méthode des k plus proches
voisins
Nous présentons ici l’estimation de DKL d’après les échantillons conte-
nus dans les boîtes de référence et candidates. SoientP = {p1, p2, · · · , pNP }
un ensemble de NP réalisations de P etQ = {q1, q2, · · · , qNQ} un ensemble
de NQ réalisations de Q. P et Q représentent respectivement les pixels de
la boîte candidate et de la boîte de référence. La DKL est approximée par la









où f̂P et f̂Q désignent respectivement les densités estimées de P et Q. Ces
densités sont estimées à partir des réalisations P et Q par l’estimateur Bal-
loon. Boltz et al. utilisent un noyau uniforme dont la taille (variable) dé-
pend de la distance au k-ème plus proche voisin. Cette méthode permet de
s’adapter à la densité locale de P et Q :
f̂U(x) =
k
NU vd ρk(x,U )d (6.6)
où vd représente le volume de la boule unité dans Rd et ρk(x,U ) désigne la
distance entre le point x et son k-ème plus proche voisin dans l’ensemble U
contenant NU réalisations du vecteur aléatoire U. Si x ∈ U , le calcul de la
distance ne doit pas tenir compte du point x. En remplaçant 6.6 dans 6.5,
nous obtenons l’expression de la DKL suivante :














102 Chapitre 6. Suivi d’objets fondé sur des mesures statistiques
Il est important de remarquer que fP et fQ ne sont pas explicitement calcu-
lées. À la place, on construit simplement P etQ. Pour plus de détails sur la
méthode et sur l’estimation de la DKL, le lecteur doit se référer à la thèse de
Sylvain Boltz [Bol08].
§ 6.4 ALGORITHME
– La première étape de l’algorithme consiste à localiser l’objet sur la
première image de la vidéo. La boîte de référence est éditée manuel-
lement par un opérateur. Cette boîte nous permet de construire les
échantillons Q.
– Supposons que le suivi ait été réalisé jusqu’à l’image n. Ce suivi nous
donne la position δn et l’échelle σn de la boîte optimale à l’image n.
– Considérons un ensemble de valeurs discrètes (δn+1, σn+1) centrées
sur (δn, σn). Chaque couple (δn+1, σn+1) permet de construire les échan-
tillons P . Le couple (δn+1, σn+1) minimisant DKL définit la position et
l’échelle de la boîte optimale pour l’image n + 1.
§ 6.5 UN FREIN : LE COÛT CALCUL
La recherche des k plus proches voisins (kPPV) permettant l’évaluation
de la divergence de Kullback-Leibler est un problème coûteux en temps de
calcul. 95% du temps peut être attribué à cette recherche dans le cadre de
la méthode de suivi d’objets présentée dans ce chapitre. Cette durée aug-
mente avec la dimension des descripteurs. Deux approches permettent de
rechercher les kPPV. La plus connue et la plus utilisée consiste première-
ment à structurer les données sous forme d’arbre (e.g. kd-tree), et deuxiè-
mement à rechercher les kPPV par une méthode itérative. L’approche que
nous proposons dans la suite du manuscrit consiste à effectuer une re-
cherche parallèle des kPPV sur les données brutes (pas de structuration
des données). Nous utilisons pour cela la programmation GPU.
- CHAPITRE 7 -
RECHERCHE DES K PLUS PROCHES VOISINS
§ 7.1 PROBLÈME
La recherche des k plus proches voisins, notée kPPV dans la suite du
manuscrit, est un problème rencontré dans de très nombreuses applications
de traitement d’images, mais aussi dans des domaines bien différents tels
que la biologie, la physique, la finance, la génétique, etc. Le problème est
d’une très grande simplicité, au moins quant à sa définition. SoitR, un en-
semble de m objets dits de référence appartenant à un espace E donné (e.g.
des points dans un espace Euclidien). Soit q, un objet, dit requête, appar-
tenant à E (« q » pour query en anglais signifiant requête en français). Enfin,
soient k un nombre positif généralement entier et ρ une mesure de distance.
Le problème de la recherche des kPPV consiste à identifier dans E les k ob-
jets de référence les plus proches de q au sens de la distance ρ. La figure 7.1
illustre un exemple pour un espace Euclidien bidimensionnel et pour k = 3.
Le problème de la recherche des kPPV se généralise à un ensemble noté Q
de plusieurs requêtes. La distance la plus communément utilisée est la dis-
tance Euclidienne. À ce titre, cette distance sera utilisée par défaut dans la
suite du manuscrit si la distance choisie n’est pas explicitement indiquée.
Nous verrons plus loin une méthode simple pour résoudre ce problème : la
recherche exhaustive. Cependant, cette méthode a pour inconvénient d’être
d’une extrême lenteur si le nombre de références et le nombre de requêtes
sont grands ou si la distance utilisée est complexe. Il existe dans la littéra-
ture scientifique de nombreuses méthodes proposant d’accélérer cette re-
cherche. En effet, pour des applications fondées sur la recherche des kPPV,
le temps d’exécution lié à cette recherche représente souvent une part im-
portante de la durée totale des calculs. Selon l’application, cette part peut
représenter plus de 95% du temps de calcul total. L’accélération de cette
recherche apparaît par conséquent cruciale.
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FIGURE 7.1 – Illustration de la recherche des kPPV dans un espace Euclidien bidi-
mensionnel. Les points bleus sont les points de référence. La croix rouge est le point
requête. Dans cette exemple, k = 3. Si l’on considère une distance Euclidienne, les
3 plus proches voisins de la requête appartiennent au cercle en pointillés centré sur
le point requête. Le rayon de ce cercle représente la distance au 3ème plus proche
voisin. Cette distance est par exemple utilisée pour l’estimation de mesures statis-
tiques telles que l’entropie de Shannon ou la divergence de Kullback-Leibler.
§ 7.2 MÉTHODES DE RECHERCHE DES KPPV
7.2.1 Approche exhaustive
L’approche la plus simple pour rechercher les kPPV est la méthode
consistant à tester toutes les possibilités. Cette approche exhaustive est con-
nue en anglais sous le nom de brute-force. Par conséquent, elle sera désignée
dans la suite du manuscrit par « BF », acronyme du terme anglais.
Pour expliquer en détails la méthode BF, donnons au préalable quelques
notations. Considérons un espace Euclidien E. SoitR = {r1, r2, · · · , rm} un
ensemble de m points de référence et soit q un point requête. R et q sont
définis dans E. Enfin, soient ρ une mesure de distance définie sur E et k
un entier naturel supérieur strictement à 0. La méthode BF consiste en les
étapes suivantes :
1. Calculer les distances ρ(q, ri) pour i ∈ [1, m].
2. Trouver les k points de référence (indices) engendrant les k plus pe-
tites distances.
La seconde étape est réalisée en triant les distances calculées par un tri quel-
conque. Il est important de conserver l’association entre une distance et
l’indice du point de référence auquel elle correspond. Dans le cas où il n’y
a qu’un point requête, la méthode BF est optimale.
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7.2.2 Partitionnement de l’espace
Si nous considérons maintenant plusieurs points requête, la méthode
BF devient très coûteuse en temps de calcul. Le calcul d’une distance étant
souvent long en haute dimension, l’inconvénient de la méthode BF vient
du fait que toutes les distances sont calculées. Ainsi, de nombreux travaux
de recherche ont proposé des méthodes minimisant le nombre de distances
calculées (branch and bound).
Un kd-tree [Ben75, Ind04] (pour k-dimensional tree) est une structure de
données (arbre binaire) construite à partir d’un ensemble de points défi-
nis dans un espace Euclidien de dimension k. Par la suite, cette dimen-
sion sera notée d pour lever l’ambiguïté avec le paramètre k utilisé pour
la recherche des kPPV. Un kd-tree est une partition de l’espace Euclidien,
chaque noeud et chaque feuille étant un point de l’ensemble considéré.
L’arbre est construit en début de programme en considérant l’ensemble
des points de référence. Ensuite, chaque point requête parcourt l’arbre se-
lon une procédure particulière jusqu’à trouver ses kPPV. L’arbre étant une
partition de l’espace, le parcourt consiste grossièrement à descendre dans
l’arbre en calculant à chaque étape la distance entre le point requête et le
point de référence contenu dans le noeud courant. À la fin de la procédure,
seule une partie de l’arbre a été parcourue.
La construction d’un kd-tree est une procédure récursive simple à mettre
en oeuvre. Cette procédure est fondée sur la recherche du point médian,
c’est-à-dire la recherche du point appartenant à un ensemble et qui sépare
cet ensemble en deux parties égales. Dans un espace Euclidien de dimen-
sion 1, la notion de médian est clairement définie. Pour un espace de dimen-
sion supérieure, cette notion n’est pas claire car il existe un grand nombre
de partitions possibles d’un ensemble de points en deux sous-ensembles de
taille égale. Pour la construction d’un kd-tree, la recherche du médian est
toujours réalisée relativement à une dimension choisie. Cette recherche est
donc semblable à celle en dimension 1.
SoitP un ensemble de m points définis dans un espace Euclidien de dimen-
sion d. La première étape consiste à déterminer le médian de l’ensemble
P relativement à la première dimension. Ce médian constitue la racine
de l’arbre. Les points inférieurs au médian (relativement à la dimension
1) constituent le sous-arbre gauche, et les points supérieurs constituent le
sous-arbre droit. Le médian de chaque sous-ensemble est alors déterminé
relativement à la seconde dimension. Ces médians correspondent aux ra-
cines des sous-arbres gauche et droit, mais aussi aux fils gauche et droit de
la racine de l’arbre. Nous disposons à ce stade de 4 sous-ensembles dans
lesquels la recherche du médian est réalisée relativement à la troisième di-
mension, et ainsi de suite. Cette procédure est itérée jusqu’à ce que l’en-
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semble des dimensions ait été utilisé. La figure 7.2 illustre l’exemple de la
construction d’un kd-tree.
FIGURE 7.2 – Construction d’un kd-tree à partir d’un ensemble de 7 points dé-
finis dans un espace Euclidien de dimension 2. Figure inspirée d’une illustration
provenant du site Internet Wikipedia [Wik].
7.2.3 Locality sensitive hashing
Pour des méthodes fondées sur le partitionnement de l’espace (e.g. kd-
tree), il a été montré [WB98] que la recherche des kPPV en haute dimension
n’était pas nécessairement plus rapide qu’une simple méthode exhaustive.
Andoni et al. ont proposé [IM98, GIM99, DIIM04, AI06] une méthode de re-
cherche des kPPV particulièrement intéressante pour de telles dimensions.
Cette méthode, nommée LSH (pour Locality Sensitive Hashing), est fondée
sur des fonctions de hachage.
Les fonctions de hachage sont des outils très utilisés en informatique et
en cryptographie. Pour une information donnée, une fonction de hachage
associe une valeur appelée valeur de hachage (ou empreinte). Le calcul
d’une fonction de hachage doit être extrêmement rapide. Pour des appli-
cations classiques en informatique, la valeur de hachage est généralement
un condensé ou tout simplement un indice servant à identifier très rapide-
ment une donnée particulière. En règle générale, la valeur de hachage est
plus courte que la donnée initiale. Le terme collision est employé pour in-
diquer que deux données différentes ont la même valeur de hachage. Une
collision empêche de différencier des données ayant une même valeur de
hachage. Ainsi, il est en général judicieux de choisir une fonction de ha-
chage permettant d’éviter au maximum les collisions.
La méthode LSH repose globalement sur la remarque suivante. Pour
une fonction de hachage donnée, la probabilité que deux points proches
aient une même valeur de hachage est forte. Inversement, la probabilité
que deux points éloignés aient une même valeur de hachage est faible. Soit
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F une famille de fonctions de hachage h : M → S définies sur l’espace
métriqueM = (M, ρ). Soient R > 0 un seuil, c > 1 un facteur d’approxi-
mation, h ∈ F une fonction choisie aléatoirement, et p et q deux points de
M. F est une famille LSH si elle vérifie les deux conditions suivantes :
– Si ρ(p, q) ≤ R alors Pr[h(p) = h(q)] ≥ P1,
– si ρ(p, q) ≥ cR alors Pr[h(p) = h(q)] ≤ P2.
où Pr[h(p) = h(q)] désigne la probabilité que les points p et q aient la
même valeur de hachage (collision). Une telle famille est dite (R,cR,P1,P2)-
sensitive et est intéressante pour P1 > P2. Dans notre application, l’espace
métrique considéré est l’espace Euclidien muni de la distance Euclidienne.
Soit ha,b : Rd → Z une fonction de hachage définie sur Rd et à valeur dans
Z. Pour p ∈ Rd, ha,b est définie par :
ha,b(p) =
⌊




où a est un vecteur de dimension d pour lequel chaque composante est tirée
aléatoirement dans R selon une loi normale, et où b est un nombre réel tiré
uniformément dans [0, w]. Le paramètre w correspond à la largeur de la
projection. Dans [DIIM04], ce paramètre est fixé à w = 4. Soit G une famille
de fonctions de hachage construites par la concaténation de v fonctions de
hachage h = ha,b :
g(p) = [h1(p), h2(p), · · · , hv(p)] (7.2)
Pour p ∈ Rd, g(p) est vecteur à valeurs dans Zv. g(p) est appelé sceau (bu-
cket en anglais) car plusieurs points différents peuvent « tomber » dans le
même sceau, c’est-à-dire avoir la même valeur de hachage relativement à
la fonction g.
Nous disposons de deux ensembles de points : R = {r1, r2, · · · , rm} les
points de référence et Q = {q1, q2, · · · , qn} les points requête. La première
étape de l’algorithme consiste à construire L fonctions de hachage g1, g2,
· · · , gL. Chaque point de référence ri est ajouté aux sceaux g1(ri), g2(ri),
· · · , gL(ri). Le nombre de sceaux possible étant trop important, les diffé-
rents sceaux rencontrés sont stockés dans une table de hachage classique.
Ensuite, pour chaque point requête qj, l’algorithme collectionne les points
de référence appartenant aux sceaux g1(qj), g2(qj), · · · , gL(qj). Afin d’opti-
miser le temps de calcul, l’algorithme parcourt ces différents sceaux jusqu’à
obtenir 3L points de référence, répétitions incluses, où jusqu’à ce que les L
fonctions g aient été parcourues. Dans cette version de l’algorithme, seuls
les points collectionnés tels que d(qj, ri) < R sont gardés. Cela permet de
s’assurer que les kPPV sont à une distance inférieure de R des points re-
quête. L’ultime étape consiste à calculer les distances entre qj et les points
de référence collectionnés. Les kPPV sont les points de référence (collec-
tionnés) fournissant les k plus petites distances.
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L’intérêt de l’utilisation de la méthode LSH réside dans le fait de ne
devoir calculer les distances qu’avec un nombre très restreint de points
de référence. Ceci permet à LSH d’être actuellement la méthode de re-
cherche la plus rapide en haute dimension. Cependant, cette méthode pré-
sente quelques inconvénients pour des applications de traitement d’images.
Premièrement, la méthode LSH est intéressante par rapport à une méthode
de type kd-tree pour une très haute dimension et pour un grand nombre
de points. Le gain observé est de l’ordre de 30 si 100000 points de dimen-
sion 500 sont utilisés. En traitement d’images, les dimensions rencontrées
dépassent rarement 100 (généralement <20). Le gain est alors assez faible
(de l’ordre de 5). Deuxièmement, l’étude réalisée par les auteurs ne tient
compte que de la partie recherche, la création de l’ensemble des sceaux
étant pré-calculée. Ce pré-calcul n’étant pas toujours possible en traite-
ment d’images, le temps nécessaire au calcul des sceaux (souvent très long)
s’ajoute au temps de recherche. Par conséquent, la méthode LSH peut être
plus lente qu’une méthode de type kd-tree pour la recherche de kPPV.
Enfin, la méthode LSH ne garantit pas que les k points de référence sélec-
tionnés soient effectivement les kPPV pour un point requête donné. Les
paramètres v et L doivent être choisis de manière à minimiser le temps de
calcul tout en garantissant une qualité minimale des kPPV sélectionnés.
Dans [DIIM04], les auteurs utilisent v = 10 et L = 30 pour toutes leurs
expérimentations.
§ 7.3 RÉSUMÉ
La recherche des k plus proches voisins, notée kPPV, est un problème
couramment rencontré dans différents domaines du traitement d’images.
En particulier, la recherche des kPPV permet d’estimer efficacement des
mesures statistiques telles que l’entropie de Shannon ou la divergence de
Kullback-Leibler en haute dimension. La méthode la plus simple est la re-
cherche exhaustive consistant à tester l’ensemble des points de référence
pour ne retenir que les k plus proches. Cette méthode a pour inconvénient
majeur d’être très lente. De nombreuses méthodes sont proposées pour ac-
célérer le processus de recherche. Par exemple, l’utilisation d’un kd-tree
permet de partitionner l’espace. La recherche des kPPV consiste alors à par-
courir une partie de l’arbre (de l’espace) évitant de fait un grand nombre de
calculs. La méthode LSH, fondée sur l’utilisation de fonctions de hachage,
est à l’heure actuelle la méthode de recherche la plus rapide en haute di-
mension. Cependant, cette méthode est peu adaptée à des problèmes de
traitement d’images. Il en résulte que des méthodes utilisant des kd-trees
sont souvent plus rapides pour de telles applications.
Toutes ces méthodes sont adaptées à l’architecture des ordinateurs actuels
utilisant les processeurs (CPU) standard pour effectuer des calculs. Cepen-
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dant, la récente apparition de la programmation parallèle sur les proces-
seurs graphiques (GPU) permet d’envisager de nouveaux algorithmes bien
plus performants.
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- CHAPITRE 8 -
IMPLÉMENTATION GPU
§ 8.1 MOTIVATIONS
Pendant de nombreuses années, les acteurs principaux de la conception
de microprocesseurs que sont Intel et AMD se sont livrés une guerre, cha-
cun développant des processeurs de plus en plus puissants. Brusquement,
cette guerre s’arrête aux alentours de 2003 : la fréquence des processeurs
stagne. Cette stagnation est simplement due à des limitations physiques.
Certains parlent alors de la fin de la loi (ou plutôt conjecture) de Moore.
Cette loi, formulée par Gordon E. Moore [Moo65] prévoit le doublement
annuel des performances des circuits intégrés (mémoires et processeurs).
Un processeur graphique (en anglais GPU pour Graphics Processing Unit)
est un microprocesseur présent sur les cartes graphiques des ordinateurs
ou des consoles de jeux vidéo. Une partie du travail habituellement exécu-
tée par le processeur principal est déléguée au processeur graphique qui
se charge des opérations d’affichage et de manipulation de données gra-
phiques. En l’espace de quelques années, les GPUs ont évolué pour deve-
nir de très puissants outils de calcul comme peut en témoigner la figure 8.1.
Embarquant plusieurs microprocesseurs et une très importante bande pas-
sante mémoire, les GPUs actuels offrent une incroyable ressource pour des
calculs aussi bien graphiques que non graphiques [RK05, DKP05, BK06,
Nie08, Nie06b, Nie06a]. La principale raison se cachant derrière une telle
évolution vient du fait que le GPU est spécialisé dans le calcul hautement
parallèle : une même opération est effectuée en parallèle sur plusieurs don-
nées. Les transistors sont principalement dédiés au calcul des données plu-
tôt que dans la mise en mémoire cache et dans le contrôle du flux des don-
nées (voir figure 8.2). De nombreuses applications de traitement d’images
peuvent profiter de ce modèle de programmation pour grandement accé-
lérer leur vitesse de calcul. Nous pouvons par exemple citer le rendu de
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scènes 3D, l’encodage et le décodage vidéo, la stéréovision, etc. De même,
de nombreux algorithmes appartenant à des domaines complètement exté-
rieurs au traitement et au rendu d’images peuvent être accélérés en utilisant
le calcul parallélisé. Citons par exemple le traitement du signal ou encore
les simulations physiques appliquées à la finance ou à la biologie.
FIGURE 8.1 – Comparaison du nombre de GFLOPS pour un CPU et un GPU. Le
GFLOPS, pour « Giga FLoating point Operations Per Second », est une unité de
mesure de la vitesse de calcul d’une machine, égale à un milliard d’opérations en
virgule flottante par seconde. Figure inspirée du guide de programmation CUDA
de NVIDIA.
§ 8.2 NVIDIA CUDA
8.2.1 Généralités sur l’API
Jusqu’à maintenant, l’accès à la puissance du calcul parallèle par l’in-
termédiaire d’un GPU pour des applications non graphiques demandait
d’être très astucieux. En effet, un GPU ne pouvait être programmé que par
l’intermédiaire de l’API graphique (API pour Application Programming In-
terface, ou, en français, interface de programmation), cette API étant très
peu adaptée à des applications non graphiques. De plus, la mémoire du
GPU pouvait être lue mais ne pouvait pas être écrite ce qui réduisait consi-
dérablement la flexibilité de certains programmes. Fort de ce constat, NVI-
DIA a sorti le 15 février 2007 l’API CUDA.
CUDA, qui signifie Compute Unified Device Architecture, est l’architecture
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FIGURE 8.2 – Le GPU alloue plus de transistors (représentés par ALU pour
« Arithmetic Logic Unit » sur la figure) au calcul des données que le CPU. Figure
inspirée du guide de programmation CUDA de NVIDIA.
qui permet d’exploiter les capacités de calcul des GPUs en leur faisant trai-
ter des kernels (programmes) sur un certain nombre de threads. Si CUDA
englobe également en partie le GPU puisque celui-ci dispose de plus en
plus d’optimisations destinées à faciliter le calcul non graphique, il s’agit en
pratique principalement de la partie logicielle. CUDA est donc représenté
par un driver, un runtime, des librairies (une implémentation de BLAS no-
tamment), une API basée sur une extension du langage C et le compilateur
qui va avec (qui redirige la partie non-exécutée sur le GPU vers le compi-
lateur classique par défaut du système). L’API CUDA est de type haut ni-
veau, c’est-à-dire qu’elle fait globalement abstraction du matériel bien que
prendre en compte ses spécificités soit requis pour obtenir un rendement
intéressant. En résumé, CUDA est une API de haut niveau qui permet de
développer « facilement » des applications tirant partie de la puissance du
GPU.
Dans la suite, nous expliquons les concepts que nous jugeons fondamen-
taux pour comprendre le travail et les choix qui ont été effectués. Ces ex-
plications n’ont pas pour but d’être exhaustives et ne permettent donc pas
d’appréhender l’intégralité de l’API CUDA. Pour une description complète
de CUDA, le lecteur doit se référer au guide de programmation CUDA
fournit par NVIDIA 1.
8.2.2 Vocabulaire
L’utilisation de l’API CUDA fait intervenir un ensemble de concepts
au vocabulaire spécifique qu’il est nécessaire de définir. Le vocabulaire est
principalement anglophone. Il est souvent assez difficile de traduire cer-
tains de ces termes en français pour les mêmes raisons qu’il est impossible
1. http ://www.nvidia.com
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de traduire le mot bug en français sans parler de son origine historique 2.
Dans la suite, nous traduirons les termes que nous considérons comme fi-
dèlement traduisible en français. Les autres termes seront utilisés dans leur
langue d’origine.
Une carte graphique de type NVIDIA (GeForce, Quadro, ou Tesla) sup-
portant CUDA est un ensemble de multiprocesseurs, un multiprocesseur
étant un ensemble de processeurs graphiques. Par exemple, la GeForce
8800GTX compte 16 multiprocesseurs, chaque multiprocesseur contenant
16 processeurs graphiques ce qui fait au total 128 processeurs graphiques.
Chaque multiprocesseur a une architecture SIMD (de l’anglais Single Ins-
truction on Multiple Data) : à chaque cycle d’horloge, l’ensemble des proces-
seurs traite une même instruction pour des données différentes. Chaque
multiprocesseur possède 4 catégories de mémoire différentes. Ces catégo-
ries seront détaillées dans la section 8.2.4. La composition matérielle d’une
carte graphique est en réalité plus complexe. Cette complexité n’apportant
que peu à l’étude de l’utilisation de CUDA pour le calcul scientifique, nous
ne détaillerons pas plus cette composition matérielle.
La programmation parallèle consiste à exécuter un processus élémen-
taire simultanément sur plusieurs unités de calcul (par exemple des pro-
cesseurs graphiques), chaque unité traitant des données différentes. Dans
CUDA, ces processus sont appelés threads, terme que l’on peut traduire en
français par processus léger, la traduction littérale étant fil. Chaque thread
exécute un kernel (en français noyau), un kernel étant simplement la compi-
lation d’un programme sous forme d’instructions.
Un warp est un ensemble de 32 threads. En CUDA, il s’agit du nombre
de threads minimal traités de façon parallèle. Un multiprocesseur contient
16 processeurs. Les threads d’un warp sont exécutés en deux temps, par
groupe de demi-warps (16 threads). Le terme de warp vient des machines
à tisser, il désigne un ensemble de fils de cotons en analogie au terme thread.
L’exécution d’un programme écrit en CUDA fait intervenir une partie
CPU et une partie GPU. Ces deux parties travaillant de concert, une no-
menclature particulière est employée pour clairement identifier chacune
d’entre elle. Le CPU est appelé host et le GPU device. Une variable stockée
sur la mémoire de la carte mère ou une fonction C classique est accessible
depuis l’host. De même, une variable stockée dans la mémoire de la carte
graphique ou une fonction CUDA (kernel) est accessible depuis le device.
2. Le mot bug, signifiant insecte en français, a été introduit par Hopper en 1946 suite à
une erreur dans le logiciel Harvard Mark III causée par un papillon de nuit pris dans un
relais. Le terme désigne aujourd’hui une erreur dans un programme informatique.
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8.2.3 Programmation sur GPU
En CUDA, le programmeur ne manipule pas directement les threads
ou les warps. Les threads sont regroupées en ce qu’on appelle un bloc de
threads (en anglais, thread block). Plus précisément, un bloc de threads est
un ensemble de threads exécutées sur un même multiprocesseur et pou-
vant partager des données via l’utilisation d’une mémoire particulière et
extrêmement rapide appelée mémoire partagée. Un bloc de threads a pour
dimension maximum 512×512×64 tout en ayant pour contrainte de conte-
nir au maximum 512 threads. Chaque thread d’un bloc est identifié par son
thread ID. Cet identifiant s’exprime par un ensemble de coordonnées 2D
ou 3D selon la dimension du bloc employée. Par exemple, pour un bloc
bidimensionnel de taille (Bx, By), l’identifiant du thread (tx, ty) est égal à
tx + tyBx.
Une carte graphique disposant de plusieurs multiprocesseurs, il parait
judicieux d’exécuter plusieurs blocs de threads simultanément de manière
à optimiser l’occupation des multiprocesseurs. Pour ce faire, une grille de
blocs est définie. Cette grille est obligatoirement bidimensionnelle et a pour
dimension maximale 65535×65535. Chaque élément de la grille est un bloc
de threads pouvant être 1D, 2D, ou 3D. De la même manière que les threads
dans le bloc sont identifiés par leur thread ID, chaque bloc est identifié par
son block ID. Pour une grille de taille (Gx, Gy), l’identifiant du bloc (bx, by)
est égal à bx + byGx.
Un exemple clair valant mieux qu’un long discours, étudions l’utilisa-
tion de CUDA pour exécuter une opération basique sur une matrice 2D.
Soit M, une matrice 2D de taille 128×128. En CUDA, la première dimen-
sion représente toujours les colonnes, et la seconde les lignes. L’opération
que nous considérons est l’ajout du le nombre 2 à chaque élément de la
matrice. Nous définissons une grille de taille 8×8 contenant des blocs de
tailles 16×16. Comme 16 ∗ 8 = 128, chaque thread de la grille correspond
à un élément de M. La parallélisation est donc totale. Nous définissons en-
suite une fonction kernel qui va ajouter 2 à chaque élément de M. Pour
identifier l’élément de M à traiter, le kernel a accès comme nous l’avons
précédemment vu à l’indice du bloc dans la grille et à l’indice du thread
dans le bloc :
– blockIdx : indice du bloc dans la grille
– blockDim : taille de chaque bloc
– threadIdx : indice du thread dans le bloc
Ce kernel est lié à la dimension de la grille et à celle des blocs définis pré-
cédemment. Sachant que la matrice M a pour taille 128×128, l’indice (x,y)
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de l’élément considéré est calculé comme suit :
x = blockIdx.x ∗ blockDim.x + threadIdx.x
y = blockIdx.y ∗ blockDim.y + threadIdx.y
Ainsi, le kernel identifie simplement l’élément de M à traiter. Ce kernel lit
en mémoire l’élément M(x, y), ajoute 2 à cette valeur, et écrit la nouvelle
valeur à la même position mémoire. La figure 8.3 montre l’organisation de
plusieurs kernels exécutés sur le device. Une taille de grille et une taille de
bloc sont définies pour chaque kernel à exécuter.
Le kernel est exécuté pour chaque thread défini. Dans le cas précédant,
64 blocs de 256 threads sont définis. Pour une carte graphique contenant
8 mutiprocesseurs, seuls 8 blocs pourront être traités simultanément. De
même, si chaque multiprocesseur contient 16 processeurs graphiques, les
128 threads sont traitées séquentiellement par groupe de 16. La paralléli-
sation, gérée par CUDA, dépend des ressources de la carte graphique ce
qui rend la programmation très simple. L’intérêt de l’utilisation de CUDA
réside dans la transparence de l’implémentation. Un code CUDA permet
donc de cibler à la fois les GPUs d’entrée de gamme, les GPUs haut de
gamme, et même les futurs GPUs. Il est toutefois important de noter que,
pour certaines applications, la programmation doit prendre en compte les
spécifications techniques de la carte pour espérer une optimisation maxi-
male.
FIGURE 8.3 – Pour une fonction kernel donnée, le programmeur définit une taille
de grille et une taille de bloc. Le CPU (host) exécute le kernel pour chaque thread
de la grille en répartissant les calculs sur les multiprocesseurs libres (device). Un
kernel a accès à l’indice du thread considéré par l’intermédiaire de l’indice de bloc
et de l’indice du thread. Figure inspirée du guide de programmation CUDA de
NVIDIA.
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8.2.4 Mémoires
Un thread a accès à la DRAM (Dynamic Random Access Memory) et à la
mémoire du processeur à travers un ensemble d’espaces mémoire de taille
différente :
– Registres : lecture/écriture pour un thread
– Mémoire locale : lecture/écriture pour un thread
– Mémoire partagée : lecture/écriture pour un block
– Mémoire globale : lecture/écriture pour la grille
– Mémoire constante : lecture seule pour la grille
– Mémoire texture : lecture seule pour la grille
Les données écrites/lues par un thread sont propres à ce thread. La mé-
moire globale, la mémoire constante, et la mémoire texture peuvent être
lues et écrites par le CPU. De plus, ces mémoires sont persistantes au tra-
vers des différents kernels appelés par une même application. Ces trois mé-
moires sont optimisées pour des usages différents.
Dans ce qui suit, nous donnons quelques détails sur la mémoire globale, la
mémoire partagée et la mémoire texture. Une fois encore, ces explications
ne sont pas exhaustives. Nous donnons dans la suite les clés qui vont per-
mettre d’expliquer les choix que nous avons faits. La lecture complète du
guide de programmation fourni par NVIDIA 3 doit être réalisée pour par-
faitement comprendre l’utilisation des différentes mémoires disponibles.
8.2.4.1 Mémoire globale
En CUDA, une matrice bidimensionnelle de n colonnes et m lignes est
toujours stockée dans la mémoire globale sous forme d’un tableau de taille
mn. Pour profiter d’une bande-passante maximale, l’accès à la mémoire glo-
bale doit respecter certaines conditions. La notion de coalescence est ici pri-
mordiale. Un warp contient 32 threads et, par conséquent, un demi-warp
contient 16 threads. Il est dit que la lecture ou l’écriture est coalescente si les
threads du demi-warp accèdent à des zones de mémoire contiguës et ali-
gnées. Plus précisément, dans chaque demi-warp, si le premier thread d’un
demi-warp a pour adresse DemiWarpAdresse, le thread numéro N devrait
avoir pour adresse DemiWarpAdresse + N. La figure 8.4 illustre un exemple
d’accès coalescents tandis que la figure 8.5 donne un exemple d’accès non
coalescents.
3. http ://www.nvidia.com
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L’alignement est une autre notion fondamentale. Considérons un tableau
de flottants stocké dans la mémoire globale. L’adresse du premier élément
de ce tableau est notée AdresseTableau. L’alignement est vérifié si et seule-
ment si DemiWarpAdresse - AdresseTableau est un multiple de 16∗tailleFlottant
où tailleFlottant est le nombre d’octets nécessaires pour stocker un nombre
flottant (typiquement 4 octets). De manière générale, un tableau bidimen-
sionnel de taille quelconque ne satisfait pas la condition d’alignement si la
grille définie correspond effectivement à la taille de ce tableau. Il est sou-
vent préférable de « gaspiller » de la mémoire en allouant plus de colonnes
que nécessaire et en recopiant les données sur une partie de la mémoire
allouée. CUDA fournit un ensemble de fonctions qui permettent de réa-
liser ces opérations de manière relativement transparente. Pour NVIDIA,
un code devrait toujours utiliser ces fonctions pour manipuler des matrices
2D. En effet, le gain obtenu avec ces fonctions est de l’ordre de 10 pour un
même kernel. Toutefois, l’utilisation de la fonction de copie des données
sur une partie de la mémoire limite le nombre de colonnes des matrices
que l’on peut traiter. Pour être plus exact, la limite se situe au niveau du
nombre d’octets que peut comporter chaque ligne de la matrice. Cette li-
mites est de 218 = 262144 octets. Si l’on considère des nombres flottants à
simple précision codés sur 4 octets, les matrices sont alors limitées à 65536
colonnes.
FIGURE 8.4 – Exemple d’accès coalescents à la mémoire. Les données lues ici sont
des nombres flottants codés sur 4 octets. Les 16 threads vont lire des zones mé-
moires contiguës.
8.2.4.2 Mémoire partagée
La mémoire partagée est une mémoire d’une extrême rapidité, aussi
rapide dans certains cas que la mémoire locale. La mémoire est partagée
pour l’ensemble des threads d’un même bloc. Cette mémoire est particuliè-
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FIGURE 8.5 – Exemple d’accès non coalescents à la mémoire. Les données lues ici
sont des nombres flottants codés sur 4 octets. Les 16 threads vont lire des zones
mémoires non contiguës. La bande-passante maximale ne sera pas atteinte.
rement intéressante à utiliser dans les cas où les accès à la mémoire globale
ne sont pas coalescents. En effet, il est quelquefois possible d’utiliser cette
mémoire pour rendre les accès coalescents. Un exemple est la transposi-
tion de matrices. La lecture est coalescente alors que l’écriture ne l’est pas.
En utilisant la mémoire partagée, la transposition de chaque bloc est réali-
sée dans la mémoire partagée qui n’est pas contrainte en lecture/écriture.
L’écriture dans la mémoire globale est finalement réalisée de manière coa-
lescente.
8.2.4.3 Mémoire texture
La texture est un objet essentiel pour une carte graphique. Une texture
est généralement définie comme étant un ensemble de pixels 2D (matrice
de pixels) que l’on va appliquer sur une surface ou un volume 3D. Les
jeux vidéos utilisent massivement les textures pour créer des univers 3D
réalistes. Les accès à la mémoire texture sont implémentés de manière ma-
térielle dans le but d’être extrêmement rapides. L’API CUDA permet l’uti-
lisation des textures. Les textures possèdent des avantages et des inconvé-
nients par rapport à l’utilisation de la mémoire globale.
En CUDA, les textures peuvent être 1D ou 2D. Un pixel y est localisé par
ses coordonnées x si 1D ou (x,y) si 2D. Les textures sont optimisées pour
des localisations 2D. Une texture peut être lue et écrite depuis une fonction
classique CPU (host). L’accès à une texture est en lecture seule depuis une
fonction kernel (device). Le principal avantage de la texture par rapport à la
mémoire globale est que les lectures depuis un kernel ne sont pas (peu) pé-
nalisées si les accès ne sont pas coalescents. Une texture 2D est néanmoins
limitée en taille : 216 = 65536 octets de larges et 215 = 32768 octets de
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hauteur. Si nous considérons une texture contenant des nombres flottants
à simple précision codés sur 4 octets, une texture est alors limitée à 16384
colonnes et 8192 lignes. Ces limites sont rarement atteintes pour des ap-
plications classiques ou les textures dépassent rarement le millier de pixels
de large et de hauteur. En revanche, pour des applications non usuelles
telles que nous cherchons à développer, ces limites peuvent être facilement
atteintes.
§ 8.3 RECHERCHE DES KPPV EN CUDA
La méthode de recherche des plus proches voisins que nous implémen-
tons en GPU est la méthode exhaustive notée BF (pour brute-force). Ce choix
s’explique par la grande faculté de parallélisation de l’algorithme BF. Rap-
pelons que les deux principales étapes sont premièrement le calcul des dis-
tances, et deuxièmement le tri des distances calculées. Nous expliquons
dans cette partie l’implémentation GPU de ces deux étapes. Notez que le
code CUDA est téléchargeable sur Internet (cf. annexe C).
8.3.1 Calcul des distances
Soit R = {r1, r2, · · · , rm} un ensemble de m points de référence de di-
mension d et soit Q = {q1, q2, · · · , qn} un ensemble de n points requête de
dimension d («R » pour reference et «Q » pour query respectivement signi-
fiant en anglais référence et requête).
Au total, mn distances doivent être calculées. Nous créons une matrice de
m lignes et n colonnes que nous appelons matrice de distances et que nous
stockons dans la mémoire globale. Nous définissons la fonction kernel qui
va calculer chaque distance en parallèle. Pour ce faire, nous définissons des
blocs de threads et une grille 2D de manière à ce qu’il y ait exactement un
thread par distance. Un bloc de threads de taille 16×16 va faire interve-
nir 16 points requête et 16 points référence. La figure 8.6 illustre la matrice
de distances, un bloc de thread, ainsi que les points requête et points ré-
férence utilisés pour le calcul des distances du bloc considéré. Pour des
raisons de compréhension visuelle, les points de référence sont transposés
sur la figure 8.6. Les ensembles de points semblent y être de dimension 1.
En réalité, ces points peuvent être de dimension quelconque à condition
évidemment que cette dimension soit commune aux deux ensembles.
Considérons que R et Q soient stockés dans la mémoire globale sous
forme de matrice 2D respectivement de taille m × d et n × d (colonnes ×
lignes). Dans la figure 8.6, le bloc considéré a pour taille 4×4 de manière à
rendre la figure plus claire. Pour garantir l’accès coalescent, les blocs consi-
dérés doivent avoir au minimum 16 threads de large (demi-warp). Ainsi,
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nous utilisons des blocs de taille 16×16. Un demi-warp correspond à une
ligne d’un bloc. Le calcul des distances d’un demi-warp fait intervenir 16
points requêtes et 1 point référence. Il en résulte que la lecture des requêtes
est coalescente tandis que la lecture des références ne l’est pas. L’utilisation
de la mémoire partagée permet de résoudre ce problème. Nous définissons
une fonction kernel qui va (1) lire de manière coalescente les 16 points ré-
férence et 16 points requête et les stocker dans la mémoire partagée, (2)
calculer les distances à partir des informations stockées dans la mémoire
partagée, et (3) écrire les distances dans la mémoire globale de manière
coalescente. L’accès à la mémoire partagée n’étant pas pénalisée par des ac-
cès aléatoires, le gain que nous observons pour le temps imparti au calcul
des distances et de l’ordre de 10.
Nous avons utilisé la mémoire partagée pour palier au fait que la lecture
des points de référence était non coalescente. La mémoire texture semble
également tout indiquée pour résoudre ce problème. Nous stockons ainsi
les points de référence dans la mémoire texture et les points requête dans la
mémoire globale. Nous définissons alors une nouvelle fonction kernel qui
va (1) lire les points requête dans la mémoire globale de manière coales-
cente, (2) lire les points référence dans la mémoire texture, (3) calculer les
distance, (4) écrire les distances dans la mémoire globale de manière coa-
lescente.
Cette méthode possède deux avantages. Premièrement, le gain que nous
observons en termes de temps de calcul se situe entre 2 et 10 selon le nombre
de points et la dimension considérés par rapport à la précédente approche.
Deuxièmement, le code est beaucoup plus simple car il n’est pas nécessaire
d’utiliser la mémoire partagée. L’inconvénient majeur réside dans le fait
que la limite du nombre de points passe, pour des nombres flottants codés
sur 4 octets, de 65536 points en mémoire globale à 16384 en mémoire tex-
ture comme indiqué dans la section 8.2. Cette limite peut être facilement
atteinte selon l’application visée. Il faut aussi noter que la dimension est,
dans ce cas, limité à 8192. Cependant, une telle dimension n’est jamais ren-
contrée en pratique.
Pour palier à ce problème, nous testons en début de programme le
nombre de points de référence et la dimension des points. Si ce nombre
est inférieur à 16384 et si la dimension est inférieure à 8192, nous utilisons
la méthode basée sur la mémoire texture, sinon, nous utilisons celle basée
sur la mémoire globale et la mémoire partagée. Dans tous les cas, le nombre
de points de référence et de points requête est limitée à 65536.
Il est possible de s’extraire des limites de la carte graphique et de n’être
limité que par la mémoire de l’ordinateur. Cependant, le code deviendrait
beaucoup plus complexe. Dans nos différentes applications, 65536 points
sont suffisants. Il ne nous a pas semblé utile de complexifier d’avantage
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notre code, le but initial étant d’explorer la puissance de calcul introduite
par la programmation sur GPU.
FIGURE 8.6 – Organisation du calcul des distances. Pour un bloc de threads
donné, le calcul des distances fait intervenir un sous-ensemble des points de ré-
férence et des points requête.
8.3.2 Tri des distances
La seconde étape de la méthode BF est la tri des m distances calcu-
lées pour chaque point requête. Nous définissons une grille et des blocs
de threads (comportant 1 ligne et 256 colonnes) de manière à ce que chaque
thread traite une colonne de la matrice de distances. Ainsi, chaque thread
trie l’ensemble des distances calculées pour un point requête donné par
l’intermédiaire d’une fonction kernel. Les kPPV de chaque point requête
sont les points référence qui donne les k plus petites distances. Si seule la
distance des kPPV est nécessaire, il suffit de trier le tableau des distances.
En revanche, si l’indice des kPPV est nécessaire, les opérations de lecture et
d’écriture réalisées par le tri doivent également être réalisées sur une ma-
trice d’indices, c’est-à-dire la matrice identifiant une distance calculée au
point de référence correspondant.
Le choix du tri utilisé pour la fonction kernel est crucial. La littérature scien-
tifique relative aux algorithmes de tri est très importante. Tout d’abord,
précisons qu’une fonction kernel ne permet pas la récursivité. Ceci exclut
par conséquent le tri rapide (quick sort [Hoa61]) et le tri fusion (merge sort).
Le tri que nous avons implémenté en premier lieu au sein d’une fonction
kernel est le tri de Dobosiewicz [Dob80] également appelé en anglais comb
sort. Ce tri est une amélioration du tri de Shell [She58], lui même étant une
amélioration du tri par insertion. Ce tri a la particularité d’être rapide et
simple à implémenter.
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Considérons un ensemble de 10000 points référence et une valeur de
k = 10. Le tri de Dobosiewicz va trier l’ensemble du tableau alors que
seules les 10 plus petites distances n’ont d’intérêt par rapport à notre pro-
blème. Si les 10 plus petites valeurs sont triées et regroupées dans la partie
supérieure de la matrice de distances (10 premières lignes), le fait d’avoir la
partie restante (lignes 11 à 10000) non triées n’a aucune incidence sur l’al-
gorithme BF. Partant de ce constat, nous proposons une amélioration du tri
par insertion. Pour une distance donnée, la comparer à la k-ème distance ;
si elle est plus grande, ne rien faire ; si elle est plus petite, insérer la distance
considérée dans les k-1 premières distances comme pour un tri par inser-
tion classique. La différence majeure réside dans le fait qu’au maximum k-1
éléments sont décalés. La plupart des distances testées ne seront ainsi pas
insérées ce qui évite de nombreuses étapes de lecture et d’écriture.
La figure 8.7 montre le temps attribué au tri en fonction du paramètre k
pour le tri de Dobosiewicz et pour le tri par insertion amélioré. Pour cette
expérimentation, 4800 points référence et requête de dimension 64 étaient
utilisés. Le tri de Dobosiewicz est constant en temps de calcul dans la me-
sure où, quelle que soit la valeur de k, l’intégralité du tableau est trié. En ce
qui concerne le tri par insertion amélioré, nous remarquons que sa durée
augmente linéairement avec la valeur de k. En effet, le nombre de décalages
augmente avec k.
Notons k0 la valeur de k pour laquelle les deux tris sont équivalents en
termes de durée (i.e. les deux courbes se coupent). Cela signifie que pour
k inférieur à k0, le tri par insertion amélioré est le plus rapide, et pour k
supérieur à k0, le tri de Dobosiewicz est le plus rapide. Dans cet exemple,
k0 = 120. La valeur de k0 dépend principalement du nombre de points de
référence et de la carte graphique utilisée. La figure 8.8 montre l’évolution
de k0 en fonction du nombre points de référence pour une carte graphique
NVIDIA GeForce 8800 GTX. Il apparaît que k0 augmente linéairement avec
le nombre de points. Il n’est pas possible de déterminer quel sera le tri le
plus rapide pour une configuration donnée (matériel informatique et don-
nées du problème). Nous avons toutefois estimé l’équation qui permet de
déterminer dans notre cas la valeur de k0 en fonction du nombre de points :
k0(n) = 0.0247n + 1.3404 (8.1)
où n désigne le nombre de points (référence et requête). Cette équation, es-
timée par régression linéaire, n’est valide que pour l’ordinateur sur lequel
les tests ont été réalisés.
Dans nos applications, nous considérons de petites valeur de k (typique-
ment k ≤ 20) et des ensembles qui contiennent plusieurs milliers de points.
Dans ce cas, la figure 8.8 nous indique que le tri par insertion amélioré est
toujours le choix de tri le plus judicieux. Ce tri est celui qui est intégré à
notre méthode de recherche des kPPV implémentée en CUDA.
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FIGURE 8.7 – Évolution du temps de calcul en fonction du paramètre k pour le
tri de Dobosiewicz (ligne bleue) et le tri par insertion amélioré (ligne rouge). 4800
points (référence et requête) de dimension 64 sont utilisés. Le temps de calcul est
constant pour le tri de Dobosiewicz et augmente linéairement avec k pour le tri
par insertion. Les deux algorithmes de tri sont équivalents en termes de temps de
calcul pour k = k0 = 120.
FIGURE 8.8 – Évolution de k0 en fonction du nombre de points (référence et re-
quête). La dimension des points utilisée est 64. En dessous de cette ligne, le tri par
insertion amélioré est le plus rapide. Au dessus de cette ligne, le tri de Dobosiewicz
est le choix le plus intéressant.
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§ 8.4 RÉSUMÉ
La programmation sur GPU représente une (r)évolution très importante
dans le domaine du traitement d’images et, plus généralement, dans le cal-
cul scientifique. L’API NVIDIA CUPA permet de développer simplement
des applications graphiques et non graphiques tirant profit de la puissance
de calcul des GPUs. Dans ce chapitre, nous avons proposé une implémen-
tation CUDA de la recherche des kPPV. La méthode implémentée est la
recherche exhaustive (BF) qui a comme principal intérêt d’être entièrement
parallélisable. Cette propriété est cruciale en programmation GPU ; l’im-
plémentation d’un algorithme non parallélisable ou peu parallélisable n’a
aucun intérêt en programmation GPU. L’implémentation de la méthode ex-
haustive fait intervenir deux fonctions CUDA : la première calculant toutes
les distances, la seconde triant ces distances afin de trouver les kPPV. Selon
le nombre de points de référence, le calcul des distances utilise la mémoire
texture ou la mémoire partagée afin d’optimiser le temps de calcul. Enfin,
il apparaît que le tri par insertion amélioré donne les meilleurs résultats en
termes de temps de calcul pour des valeurs de k usuelles.
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- CHAPITRE 9 -
EXPÉRIMENTATIONS ET APPLICATION AU SUIVI
D’OBJETS
§ 9.1 RÉSULTATS SUR DONNÉES SYNTHÉTIQUES
9.1.1 Contexte théorique
Le but initial de l’étude était d’accélérer la recherche des kPPV au sein
du logiciel Matlab pour différentes applications, applications que nous ver-
rons dans la suite. Il est assez connu que certains algorithmes sont très
lents sous Matlab. Pour remédier à ce défaut, il est possible d’utiliser de-
puis Matlab des fichiers C compilés pour Matlab. Ces fichiers sont connus
sous le nom de mex-files (fichiers mex, abréviation de MATLAB Executable).
La plupart des fonctions proposées par Matlab telles que la multiplication
de matrices sont en réalité des mex-files. De la même manière, NVIDIA a
récemment proposé un plug-in qui permet d’utiliser dans Matlab des fi-
chiers CUDA. Ces fichiers sont compilés de manière très semblable à celle
des mex-files.
Dans cette section, nous allons comparer le temps d’exécution de quatre
méthodes de recherche des kPPV. Les données sur lesquelles la recherche
est effectuée sont des données synthétiques tirées aléatoirement selon une
loi uniforme U (0, 1). La dimension et le nombre de points de chaque en-
semble (références et requêtes) sont variables et seront spécifiés par la suite.
Les méthodes de recherche des kPPV comparées sont les suivantes :
– BF implémentée en Matlab (notée BF-Matlab)
– BF implémentée en C (mex-file) (notée BF-C)
– BF implémentée en CUDA (notée BF-CUDA)
– Librairie ANN implémentée en C++ (notée ANN-C++)
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Ainsi, nous comparons le temps d’exécution de la méthode BF implémen-
tée en Matlab, C, et CUDA. Cependant, cette étude serait incomplète dans
la mesure où la méthode BF est peu souvent utilisée (en C ou en Matlab)
pour la recherche des kPPV du fait de sa lenteur. Par conséquent, nous ajou-
tons à cette étude l’une des méthodes les plus rapides connues à ce jour, à
savoir la librairie ANN (pour Approximate Nearest Neighbor) implémentée
en C++ [AMN+98, MA]. Cette librairie, extrêmement optimisée et fondée
sur l’utilisation d’un kd-tree [Ben75, Ind04], supporte la recherche exacte et
la recherche approchée des kPPV ; nous utilisons la version exacte.
9.1.2 Spécifications techniques
Pour cette étude, nous disposons d’un ordinateur de type PC dont la
liste des principaux composants et logiciels utilisés est donnée ci-dessous :
– Processeur : Intel Pentium 4 cadencé à 3.4 GHz
– Mémoire vive : 2Go DDR2 PC2-5300 (4×512Mo dual-channel)
– Carte graphique : NVIDIA GeForce 8800 GTX (768Mo de mémoire
GDDR3, 16 multiprocesseurs)
– Système d’exploitation : Microsoft Windows XP Professionnel
– Logiciel : Matlab 2007b
– Compilateur C : Microsoft Visual C++ Express Edition 2005
– Compilateur CUDA : NVIDIA CUDA 1.1
9.1.3 Temps de calcul
9.1.3.1 Tableau général
Le tableau 9.1 présente le temps de calcul, exprimé en secondes, de l’en-
semble des méthodes et implémentations listées précédemment. Pour cette
étude, les ensembles de points que sont les références et les requêtes sont
de même taille et contiennent des données différentes. Dans le cas où les
deux ensembles seraient identiques, le problème serait plus simple ; nous
considérons le problème le plus dur.
Le temps de calcul dépend du nombre de points (noté n), de la dimension
de ses points (notée d) et du paramètre k correspondant au nombre de voi-
sins à considérer (kPPV). Boltz et al.[BDB07] ont montré que la valeur du
paramètre k influait peu sur la qualité de leurs résultats. Ainsi, nous utili-
sons k = 20 pour la première partie de l’étude. Les valeurs de n et d utilisées
sont des valeurs courantes que l’on retrouve dans plusieurs applications de
traitement d’images.
Le principal résultat de cette étude est le fait que CUDA permette de
grandement diminuer le temps de calcul nécessaire pour la recherche des
kPPV. Selon le tableau 9.1, BF-CUDA est jusqu’à 407 fois plus rapide que
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Methodes n=1200 n=2400 n=4800 n=9600 n=19200 n=38400
d=8 BF-Matlab 0.51 1.69 7.84 35.08 148.01 629.90
BF-C 0.13 0.49 1.90 7.53 29.21 127.16
ANN-C++ 0.13 0.33 0.81 2.43 6.82 18.38
BF-CUDA 0.01 0.02 0.04 0.13 0.43 1.89
d=16 BF-Matlab 0.74 2.98 12.60 51.64 210.90 893.61
BF-C 0.22 0.87 3.45 13.82 56.29 233.88
ANN-C++ 0.26 1.06 5.04 23.97 91.33 319.01
BF-CUDA 0.01 0.02 0.06 0.17 0.60 2.51
d=32 BF-Matlab 1.03 5.00 21.00 84.33 323.47 1400.61
BF-C 0.45 1.79 7.51 30.23 116.35 568.53
ANN-C++ 0.39 1.78 9.21 39.37 166.98 688.55
BF-CUDA 0.01 0.03 0.08 0.24 0.94 3.89
d=64 BF-Matlab 2.24 9.37 38.16 149.76 606.71 2353.40
BF-C 1.71 7.28 26.11 111.91 455.49 1680.37
ANN-C++ 0.78 3.56 14.66 59.28 242.98 1008.84
BF-CUDA 0.02 0.04 0.11 0.40 1.57 6.65
d=80 BF-Matlab 2.35 11.53 47.11 188.10 729.52 2852.68
BF-C 2.13 8.43 33.40 145.07 530.44 2127.08
ANN-C++ 0.98 4.29 17.22 73.22 302.44 1176.39
BF-CUDA 0.02 0.04 0.13 0.48 1.98 8.17
d=96 BF-Matlab 3.30 13.89 55.77 231.69 901.38 3390.45
BF-C 2.54 10.56 39.26 168.58 674.88 2649.24
ANN-C++ 1.20 4.96 19.68 82.45 339.81 1334.35
BF-CUDA 0.02 0.05 0.15 0.57 2.29 9.61
TABLE 9.1 – Comparaison du temps de calcul, donné en secondes, pour les mé-
thodes BF-Matlab, BF-C, ANN-C++ et BF-CUDA. BF-CUDA est jusqu’à 407
fois plus rapide que BF-Matlab, 295 fois plus rapide que BF-C et 148 fois plus
rapide que ANN-C++.
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BF-Matlab, 295 fois plus rapide que BF-C et 148 fois plus rapide que ANN-
C++. Ces différents gains sont peu révélateurs sous cette forme. À titre
d’exemple, si nous considérons n = 19200 points en dimension d = 96, la
recherche des kPPV prend approximativement 15 minutes avec BF-Matlab,
11 minutes avec BF-C, 5 minutes et 40 secondes avec ANN-C++ et 2.3 se-
condes avec BF-CUDA. Il est relativement complexe d’analyser simple-
ment le tableau 9.1 dans son ensemble. Il parait plus simple de procéder
par étape en étudiant séparément l’influence de la dimension, du nombre
de points, et du paramètre k sur le temps de calcul.
9.1.3.2 Influence de la dimension
La figure 9.1 montre l’augmentation du temps de calcul en fonction de
la dimension d pour des ensembles de n = 4800 points. Quelle que soit
la dimension, BF-CUDA est la méthode la plus rapide. Le temps de cal-
cul augmente linéairement avec la dimension d quelle que soit la méthode
utilisée. Ce résultat semble logique dans la mesure où le nombre d’opéra-
tions nécessaires pour calculer la distance entre deux vecteurs dépend li-
néairement de la dimension. Bien que linéaire, l’influence de la dimension
n’est pas égale entre les différentes méthodes et implémentations. Cette
influence est exprimée par la pente de la fonction linéaire représentant
le temps de calcul en fonction de la dimension. Cette pente, approximée
par une méthode de régression linéaire, est calculée pour chacune des mé-
thodes testées. Plus la pente est élevée, plus l’influence de la dimension est
importante. Pour un ensemble de n = 4800 points et k = 20, cette pente est
de 0.54 pour BF-Matlab, 0.45 pour BF-C, 0.20 pour ANN-C++, et est quasi
nulle (0.001) pour BF-CUDA. ANN-C++ est moins sensible à la dimension
que BF-Matlab et BF-C, et cette dimension a un impact quasiment négli-
geable sur BF-CUDA en comparaison des autres méthodes. En d’autres
termes, plus la dimension est importante, plus l’utilisation de CUDA est
intéressante. Cette particularité est très intéressante pour des applications
où les dimensions utilisées sont élevées comme dans la recherche d’images
par le contenu [ADPB08, PADB08]. La dimension y est généralement res-
treinte pour permettre une recherche rapide. L’utilisation de CUDA per-
mettrait de lever cette restriction ; la description de chaque image et, par
conséquent, la qualité de la recherche d’images seraient plus précises.
9.1.3.3 Influence du nombre de points
Nous connaissons l’influence de la dimension sur le temps de calcul. At-
tachons nous maintenant à l’influence du nombre de points n (références et
requêtes). La figure 9.2 montre le temps de calcul en fonction de n et pour
chacune des méthodes précédemment listées. Une fois encore, BF-CUDA
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FIGURE 9.1 – Évloution du temps de calcul en fonction de la dimension pour
des ensembles contenant 4800 points et pour les méthodes BF-Matlab, BF-C, BF-
CUDA et ANN-C++. Le paramètre k est fixé à 20. Quelle que soit la méthode
utilisée, l’augmentation est linéaire. Cependant, en comparaison des méthodes BF-
Matlab et BF-C, cette augmentation est moins importante avec ANN-C++, et est
quasi-nulle avec BF-CUDA.
132 Chapitre 9. Expérimentations et application au suivi d’objets
est la méthode la plus rapide quel que soit le nombre de points. Nous re-
marquons que le temps de calcul augmente de manière polynomiale avec
le nombre de points quelle que soit la méthode utilisée. Cette augmentation
est un résultat attendu dans la mesure où nous avons n2 distances à calcu-
ler, les deux ensembles de points étant de même taille dans nos expérimen-
tations. En revanche, l’influence de n diffère selon la méthode. L’adéqua-
tion entre l’algorithme et l’architecture matérielle est telle qu’en comparai-
son des autres méthodes, l’augmentation du temps de calcul est quasiment
négligeable pour BF-CUDA. Le nombre de points est souvent limité pour
permettre une recherche rapide des kPPV. Une fois encore, l’utilisation de
CUDA permet de lever cette restriction.
9.1.3.4 Influence du paramètre k
La figure 9.3 montre l’influence du paramètre k sur le temps de calcul
pour des ensembles de 4800 points en dimension 32. Selon cette figure, la
méthode la plus rapide est BF-CUDA. Rappelons que nous utilisons le tri
par insertion modifié défini dans la section 8.3.2. Pour la méthode BF, le pa-
ramètre k n’est utilisé, et par conséquent n’a d’influence, que dans l’étape
de tri. Pour la méthode ANN-C++, ce paramètre modifie le parcours de
l’arbre.
Quelle que soit la méthode utilisée, le temps de calcul augmente linéaire-
ment avec k. Cependant, cette augmentation, représentée par la pente de la
courbe, est très faible. Cette pente est de 0.079 pour BF-Matlab, 0.007 pour
BF-C, 0.017 pour ANN-C++, et 0.002 pour BF-CUDA. En ce qui concerne
l’augmentation obtenue avec ANN-C++, il semble sur la figure que cette
augmentation soit logarithmique. Cependant, ce comportant n’est observé
que pour les premières valeurs de k ; dès lors que k est supérieur à 20, l’aug-
mentation est linéaire.
9.1.4 Répartition du temps de calcul
L’étude de l’influence des différents paramètres sur le temps de calcul
n’est pas suffisante pour comprendre en détails le fonctionnement réel d’un
GPU. Nous savons à ce stade qu’aucune des méthodes testées (BF-Matlab,
BF-C, ANN-C++) ne permet une recherche de kPPV aussi rapide qu’avec
BF-CUDA. Dans la suite, nous allons principalement évaluer la part en
termes de temps de calcul que prend chaque étape de l’algorithme BF, à
savoir le calcul des distances et le tri. Pour ce faire, nous utilisons le profiler
CUDA disponible sur le site de NVIDIA.
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FIGURE 9.2 – Évolution du temps de calcul en fonction du nombre de points et
pour les méthodes BF-Matlab, BF-C, BF-CUDA et ANN-C++. La dimension est
ici fixée à 32 et le paramètre k à 20. L’augmentation est polynomiale quelle que soit
la méthode testée.
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FIGURE 9.3 – Évolution du temps de calcul en fonction du paramètre k et pour
les méthodes BF-Matlab, BF-C, BF-CUDA et ANN-C++. Les ensembles de points
considérés contiennent 4800 points de dimension 32. L’augmentation est linéaire
quelle que soit la méthode testée. Cependant, cette augmentation est faible. La mé-
thode la plus rapide et la moins sensible au paramètre k est BF-CUDA.
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9.1.4.1 Influence de l’implémentation
Le tableau 9.2 montre la part que prend chaque étape de l’algorithme
BF selon qu’il soit implémenté en CPU (BF-C) ou en GPU (BF-CUDA). Les
paramètres utilisés pour cette étude sont n = 4800, d = 32 et k = 20. Rap-
pelons que n2 distances sont calculées alors que seuls n tris sont effectués.
Il apparaît que le calcul des distances sur CPU prend plus de 90% du temps
de calcul contre moins 5% pour l’étape de tri. Le reste du temps est passé
dans les allocations/desallocations, transferts, et autres diverses fonctions.
Le calcul des distances est donc largement majoritaire. Etudions la réparti-
tion de ces mêmes étapes avec une implémentation GPU (BF-CUDA). Les
deux tiers du temps de calcul sont passés à calculer les distances contre un
tiers pour le tri. La part du tri est bien supérieure à celle observée pour la
version CPU.
Le processus de tri est un processus plus complexe que le calcul d’une dis-
tance nécessitant, en général, plus d’opérations de lectures/écritures. La li-
brairie CUDA donne des performances optimales si les accès mémoire sont
minimisés et si ces accès sont coalescents. Dans le cas du calcul des dis-
tances, les accès mémoire sont optimisés. En revanche, les accès mémoire
d’un tri sont, par nature, non coalescents car ils dépendent de la façon dont
sont rangées les données. Le calcul des distances est par conséquent plus
adapté que le tri à une implémentation en CUDA.
Distances Tri Autre Total
CPU 91% 4% 5% 7.51s
GPU 66% 32% 3% 0.076s
TABLE 9.2 – Comparaison de la répartition du temps de calcul pour les implé-
mentations CPU (BF-C) et GPU (BF-CUDA). Les étapes listées sont le calcul des
distances et le tri. Dans ce tableau, nous utilisons 4800 points en dimension 20
et nous fixons k = 20. Dans cet exemple, BF-CUDA est 100 fois plus rapide que
BF-C. De plus, la répartition des temps de calcul est plus équilibrée dans le cas de
l’implémentation CUDA. Ceci est dû au fait que le calcul des distances est mieux
adapté que le tri à une implémentation CUDA ; les lectures et écritures sont plus
nombreuses et non coalescentes pour l’étape de tri.
9.1.4.2 Influence de la dimension
Nous savons que la dimension a un impact sur le temps de calcul, et que
cet impact est quasiment négligeable pour BF-CUDA en comparaison des
autres méthodes testées. Il est néanmoins intéressant d’étudier l’influence
de cette dimension sur la répartition du temps de calcul. Cette répartition
est notée dans le tableau 9.3 pour 4800 points. Notez que la dernière case
du tableau notée « autre » correspond aux fonctions annexes mais indispen-
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sables telles que les allocations de mémoire, et, principalement, la copie des
données sur la mémoire de la carte graphique.
Le temps d’exécution du tri ne dépend du nombre de points et du para-
mètre k. La dimension influence uniquement le temps nécessaire pour cal-
culer l’ensemble des distances. En effet, le nombre d’opérations effectuées
pour calculer une distance est proportionnel à la dimension. Le tri étant
constant, il apparaît naturel que la part du calcul des distances augmente
avec la dimension.
Comme nous l’avons déjà évoqué, le tri est moins adapté à une implémen-
tation CUDA que le calcul des distances. Pour 4800 références et requêtes,
le temps réservé au calcul des distances est majoritaire pour une dimension
supérieure à 16.
d 8 16 32
Distances 37% 51% 66%
Tri 62% 47% 32%
Autre 1% 2% 2%
Temps total 0.040s 0.055s 0.076s
TABLE 9.3 – Répartition du temps de calcul en fonction de la dimension pour
chaque étape de la méthode BF. Dans ce tableau, nous utilisons 4800 points et nous
fixons k = 20. La part du calcul des distances augmente avec la dimension.
9.1.4.3 Influence du nombre de points
Le nombre de points influence le temps alloué au calcul des distances
ainsi que celui alloué au tri. Le tableau 9.4 montre que la part du calcul des
distances augmente avec le nombre de points n. Ceci s’explique par le fait
que le nombre de threads augmente linéairement avec n pour l’étape de tri,
et quadratiquement pour l’étape de calcul des distances. Dans ce tableau,
la dimension est fixée à 16 et le paramètre k à 20.
Rappelons que le nombre de références et de requêtes est identique. Ce-
pendant, il est important de noter que le nombre de points dans ces deux
ensembles influence différemment les deux étapes de l’algorithme BF. En
effet, les requêtes jouent un rôle sur le nombre de tris à effectuer, quant
aux références, elles influencent la durée de chaque tri. En ce qui concerne
l’étape de calcul des distances, l’influence du nombre de points est iden-
tique quel que soit l’ensemble considéré.
9.1.4.4 Influence du paramètre k
Le calcul des distances est totalement indépendant du paramètre k dans
la mesure où toutes les distances sont effectivement calculées. Dans le cas
de l’utilisation d’un tri classique, tel que le tri de Dobosiewicz, qui va trier
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n 2400 4800 9600
Distances 28% 51% 59%
Tri 70% 47% 40%
Autre 2% 2% 1%
Temps total 0.023s 0.055s 0.169s
TABLE 9.4 – Répartition du temps de calcul en fonction du nombre de points pour
chaque étape de la méthode BF. Dans ce tableau, les points ont pour dimension
d = 16 et nous avons fixé k = 20. La part du calcul des distances augmente avec
le nombre de points.
l’ensemble des distances pour un point requête donné, le paramètre k n’a
aucune influence sur le temps de calcul. Dans un tel cas, ce paramètre est
utilisé pour indiquer le nombre de distances qu’il faut copier en mémoire
et retourner en sortie d’exécution. Le paramètre k est uniquement utilisé
lors de l’étape de tri si nous utilisons un tri par insertion modifié qui ne
va regrouper que les k plus petites distances calculées. Nous avons déjà
montré que ce tri est plus rapide qu’un tri classique pour de petites valeurs
de k. Le tableau 9.5 montre que la part du tri augmente avec la valeur de
k. Plus ce paramètre augmente, plus le nombre de distances à insérer est
grand et le tri long.
k 5 10 20
Distances 82% 71% 51%
Tri 15% 26% 47%
Autre 3% 3% 2%
Temps total 0.033s 0.037s 0.055s
TABLE 9.5 – Répartition du temps de calcul en fonction du paramètre k pour
chaque étape de la méthode BF. Dans ce tableau, 4800 points en dimension 16 sont
utilisés. La part du tri augmente avec le paramètre k.
§ 9.2 APPLICATION AU SUIVI D’OBJETS
9.2.1 Suivi d’objets
Nous connaissons l’intérêt de l’utilisation de la programmation GPU
pour la recherche des kPPV sur des données synthétiques. Nous évaluons
dans cette section son intérêt dans un contexte applicatif réel, à savoir le
suivi d’objets fondé sur l’utilisation de la divergence de Kullback-Leibler.
En effet, rappelons que, initialement, nous nous sommes intéressés à la re-
cherche des kPPV dans un contexte d’estimation de mesures statistiques
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pour le suivi d’objets (voir chapitre 6). Nous revenons donc dans cette sec-
tion à l’application initiale.
La méthode de suivi présentée dans le chapitre 6 correspond aux travaux
de Boltz et al. [BDB07, Bol08]. Rappelons qu’un objet est décrit par un en-
semble de composantes, typiquement 3 composantes couleur (YUV) et 2
composantes géométriques (coordonnées cartésiennes). La mesure de simi-
larité utilisée pour comparer un objet de référence avec un objet candidat
est la divergence de Kullback-Leibler estimée grâce à la distance au k-ème
plus proche voisin. Boltz et al. ont montré que parmi les méthodes clas-
siques, cette approche donne les meilleurs résultats (voir figure 9.4).
Dans cette partie, nous proposons d’ajouter d’autres composantes et nous
étudions leur impact sur la qualité du suivi. L’unique obstacle à utiliser plus
de composantes vient du fait que le calcul des kPPV en haute dimension est
très long. La programmation GPU nous a montré qu’il est possible de cal-
culer les kPPV en très haute dimension de manière très rapide. Nous éva-
luons donc également l’impact de l’ajout de ces composantes sur le temps
de calcul.
Pour cette partie expérimentations, nous disposons de la vérité terrain (taille
et position de l’objet) obtenue manuellement pour chacune des vidéos tes-
tées. Pour un suivi donné, cette vérité terrain nous permet de calculer l’er-
reur de position, l’erreur d’échelle, et la différence symétrique (voir sec-
tion 4.2.3), et ce pour chaque image de la vidéo. Rappelons que la différence
symétrique est exprimée en pourcentage de pixels mal classés.
9.2.2 Composantes testées
La description des objets utilise plusieurs composantes. Le choix des
composantes employées influe sur la qualité du suivi. Le tableau 9.6 pré-
sente la nomenclature que nous utilisons dans la suite pour la description
des objets. Nous précisons ci-dessous la nature de chaque composante :
– Y : luminance
– Patch3×3 : voisinage 3×3 dans la composante Y
– Patch9×9 : voisinage 9×9 dans la composante Y
– U : chrominance
– V : chrominance
– ∇x : gradient selon l’axe des abscisses
– ∇y : gradient selon l’axe des ordonnées
– x : coordonnée selon l’axe des abscisses
– y : coordonnée selon l’axe des ordonnées
Par exemple, un objet dont la représentation est notée CGP est représenté
par les composante Y, U, V, ∇x, ∇y, x, et y. Par définition, Patch3×3 et
Patch9×9 contiennent l’information Y ce qui explique que celle-ci soit ab-
sente des représentations C3 et C9.
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FIGURE 9.4 – Images issues de la thèse de Sylvain Boltz. La figure du bas illustre
l’erreur de position de la boite pour l’ensemble des méthodes testées. La figure du
haut montre le suivi obtenu avec ces différentes méthodes (couleurs identiques).
Parmi les méthodes testées, le descripteur KNN-KL-G composé de composantes
couleur et de composantes géométriques associé à la divergence de Kullback-Leibler
estimée par une méthode des kPPV donne le meilleur suivi. KNN-KL ne contient
pas d’information géométrique, Pz-KL-G utilise la méthode de Parzen pour estimer
la divergence de Kullback-Leibler, Mean-shift est la méthode de Comaniciu et al.
fondée sur le mean-shift et SAD est un block-matching ayant pour critère SAD.
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Nom Y Patch3×3 Patch9×9 U V ∇x ∇y x y
C • • •
C3 • • •
C9 • • •
G • •
P • •
TABLE 9.6 – Composantes utilisées pour la description d’un objet. C = couleur,
G = gradient, et P = position.
9.2.3 Expérimentations sur la séquence Crew
9.2.3.1 Vidéo et réglages
La vidéo Crew est composée de 100 images de taille 352×288. L’ob-
jet à suivre est le visage d’un des astronautes et est représenté par une
boîte englobante. Cette boîte contient approximativement 900 pixels sur
la première image et 2000 pixels sur la dernière image de la vidéo. La fi-
gure 9.5 présente l’évolution des paramètres de la vérité terrain pour cette
séquence. Nous pouvons voir que l’échelle augmente linéairement au cours
du temps. Cette augmentation est liée au fait que l’astronaute se rapproche
de la caméra. La position (verticale et horizontale) suit un mouvement si-
nusoïdale induit par la marche. La mouvement de l’objet à suivre est com-
plexe d’où l’intérêt de la séquence. De plus, il faut noter que la luminosité
de l’objet change au cours du temps ce qui complexifie encore la séquence.
Cette variation est due aux différentes sources lumineuses et aux flashs des
appareils photographiques.
Pour cette séquence, nous utilisons les descripteurs suivants : C, CP, CG,
CGP, C3, C3P. Pour cette expérimentation, nous éliminons les descripteurs
C9 et C9P car la taille de patch utilisée est trop grande par rapport à la taille
de l’objet dans la vidéo. Les composantes géométriques sont pondérées par
un coefficient 0.6 pour atténuer l’influence de la géométrie. Ce paramètre,
réglé manuellement, est celui qui a engendré le suivi le plus précis (obtenu
avec le descripteur CGP). Pour des raisons de facilité, nous utilisons cette
valeur pour l’ensemble des descripteurs testés. Ce paramètre devrait ce-
pendant être réglé indépendamment pour chacun des descripteurs. Pour
des raisons similaires, le paramètre k est fixé 3.
9.2.3.2 Résultats qualitatifs
La figure 9.6 donne l’erreur sur les paramètres commise par la méthode
de suivi en fonction du descripteur utilisé. La figure 9.7 donne l’erreur
de suivi exprimée par différence symétrique. Enfin, la figure 9.8 présente
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Position Échelle
FIGURE 9.5 – Évolution des paramètres de la vérité terrain en fonction de l’indice
de l’image pour la séquence Crew
le suivi sous forme de tube temporel. Chaque tube représente l’évolution
spatio-temporelle de la boîte englobante. Cette illustration 3D confronte la
vérité terrain au suivi calculé. Le tube vert correspond à la vérité terrain et
le tube rouge correspond au suivi induit par l’utilisation d’un descripteur
donné.
Il apparaît que l’ajout de l’information géométrique dans la description
de l’objet améliore la qualité du suivi par rapport à une description équiva-
lente sans information géométrique. Cette remarque confirme les travaux
de Elgammal et al. [EDD03] et de Boltz et al. [BDB07, Bol08].
Considérons maintenant les descripteurs contenant l’information géo-
métrique. L’ajout d’informations relatives au gradient de l’image (descrip-
teur CGP) améliore la précision du suivi par rapport au critère sans gra-
dient (CP). Le descripteur CGP donne en effet le suivi le plus précis parmi
l’ensemble des descripteurs testés.
Un patch 3× 3 contient grossièrement les mêmes informations que le
gradient dans la mesure où ce gradient est calculé sur le voisinage 3× 3.
On s’attendrait par conséquent à obtenir des résultats similaires pour les
descripteurs CGP et C3P. Cependant, nous remarquons que le suivi est
meilleur avec le descripteur CGP qu’avec le descripteur C3P. Nous pro-
posons deux explications à ce résultat. Premièrement, le gradient a une
dynamique plus faible qu’une composante image. L’espace engendré par
ces deux descripteurs est par conséquent différent ce qui implique que les
distances entre points sont elles aussi différentes. La valeur de la diver-
gence est par conséquent affectée par la répartition des points dans l’es-
pace considéré. Deuxièmement, la dimension des points est de 7 pour le
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descripteur CGP, et de 13 pour C3P. L’influence des composantes géomé-
triques est par conséquent plus faible pour C3P que pour CGP. Pour palier
à ce dernier point, la pondération des composantes géométriques pourrait
être augmentée.
La figure 9.10 montre l’évolution des paramètres du suivi (taille et po-
sition de la boîte) pour le descripteur CGP superposée aux paramètres de
la vérité terrain. La figure 9.9 montre le résultat du suivi sur les images
de la vidéo pour ce même descripteur. Le suivi calculé est d’une grande
précision. Seule l’échelle est légèrement sous-évaluée.
















FIGURE 9.6 – Erreur sur les paramètres (position et échelle) pour la séquence Crew
en fonction de l’indice de l’image et du descripteur utilisé.
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FIGURE 9.7 – Erreur du suivi (différence symétrique) pour la séquence Crew en
fonction de l’indice de l’image et du descripteur utilisé.
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FIGURE 9.8 – Évolution spatio-temporelle de la boîte englobante sur la séquence
Crew. Le tube vert représente la vérité terrain et le tube rouge le suivi obtenu pour
un descripteur considéré.
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FIGURE 9.9 – Résultat de suivi sur la séquence Crew. Les images présentées sont
I1, I33, I50, et I100 (resp. de gauche à droite et de haut en bas). Le descripteur
employé pour ce résultat est CGP.








FIGURE 9.10 – Évolution des paramètres de la vérité terrain et du suivi calculé
(CGP) en fonction de l’indice de l’image pour la séquence Crew
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9.2.3.3 GPU
Le tableau 9.7 présente le temps nécessaire pour réaliser le suivi d’objet
en fonction du descripteur et de la méthode de recherche des kPPV. Seules
les méthodes ANN-C++ et BF-CUDA y sont comparées, BF-Matlab et BF-C
étant trop lentes. Le choix du descripteur influe sur la dimension de chaque
pixel de l’objet et par conséquent sur la durée du processus de suivi. Nous
remarquons sur le tableau 9.7 que globalement le temps augmente avec la
dimension des descripteurs. Toutefois, nous remarquons que le suivi utili-
sant le descripteur CGP (dimension 7) est plus lent que le suivi utilisant le
descripteur C3 (dimension 11). Le nombre de points (pixels) contenus dans
les boîtes ainsi que le nombre de boîtes candidates considérées lors de la
recherche de la boîte optimale influent sur la durée du suivi. La boîte cal-
culée avec le descripteur C3 devient, avec le temps, plus petite (moins de
pixels) que celle calculée avec CGP ce qui explique en partie la différence
de temps.
L’information importante à retenir dans tableau 9.7 est la confirmation du
fait que, par rapport à des méthodes optimales implémentées en C++, l’uti-
lisation de la programmation parallèle sur GPU accélère l’estimation de
mesures statistiques pour des données réelles. Cette accélération a plu-
sieurs avantages. Cela permet d’effectuer un suivi plus rapide, d’essayer
des descripteurs de plus grande dimension, et de réaliser un plus grand
nombre de tests. Ce dernier point est particulièrement intéressant pour des
méthodes dans lesquelles le réglage de paramètres est essentiel. L’accéléra-
tion observée est de 3 pour le descripteur CGP.
Descripteur Dimension ANN-C++ BF-CUDA Gain
C 3 1m 33s 53s 1.8
CP 5 2m 05s 1m 05s 1.9
CG 5 2m 35s 1m 07s 2.3
CGP 7 4m 27s 1m 19s 3.3
C3 11 6m 40s 1m 17s 5.2
C3P 13 5m 43s 1m 12s 4.8
TABLE 9.7 – Durée du processus de suivi sur la séquence Crew en fonction du
descripteur et de l’implémentation (ANN-C++ ou BF-CUDA). Le temps est donné
en minutes, secondes.
9.2.4 Expérimentations sur la séquence Poltergay
9.2.4.1 Vidéo et réglages
La vidéo Poltergay [Ext06] est composée de 100 images de taille 720×576.
L’objet à suivre est le visage de l’acteur Clovis Cornillac et est représenté
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par une ellipse. Cette ellipse contient approximativement 9000 pixels sur la
première image et 20000 pixels sur la dernière image de la vidéo. Cette sé-
quence est particulièrement complexe à traiter du fait des couleurs sombres
des images (voir figure 9.15). La figure 9.11 présente l’évolution des para-
mètres de la vérité terrain pour cette séquence. Ni l’échelle ni la position
n’évolue linéairement sur l’ensemble de la séquence. Le mouvement de
l’objet est complexe.
Pour cette séquence, nous utilisons les descripteurs suivants : C, CP,
CG, CGP, C3, C3P, C9, C9P. Les composantes géométriques sont pondérées
par un coefficient 0.8. Le paramètre k est fixé 10.
Position Échelle
FIGURE 9.11 – Évolution des paramètres de la vérité terrain en fonction de l’indice
de l’image pour la séquence Poltergay
9.2.4.2 Séquence Poltergay
La figure 9.12 donne l’erreur sur les paramètres commise par la mé-
thode de suivi en fonction du descripteur utilisé. La figure 9.13 donne l’er-
reur de suivi exprimée par différence symétrique. Enfin, la figure 9.14 pré-
sente le suivi sous forme de tube temporel.
Comme précédemment, l’ajout de l’information géométrique dans la
description de l’objet améliore la qualité du suivi par rapport à une descrip-
tion équivalente sans information géométrique. L’ajout du gradient (des-
cripteur CGP) améliore la précision du suivi par rapport au critère sans
gradient (CP). En effet, même si la différence est moins évidente que pour
la séquence Crew, le meilleur suivi (globalement sur toute la séquence) est
obtenu avec le descripteur CGP.
Nous remarquons également que, sans géométrie, la boîte diminue au
cours du temps sans réellement suivre la trajectoire de l’objet. C9 fait excep-
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tion à la règle : malgré une diminution sensible de la taille de la boîte par
rapport à la vérité terrain, il apparaît que le tube suit globalement la tra-
jectoire de l’objet. En étudiant plus attentivement les résultats, nous remar-
quons que C9 est le meilleur descripteur par rapport à l’ensemble des des-
cripteurs sans géométrie. De même, le descripteur C9P donne les meilleurs
résultats jusqu’à l’image 80. À partir de là, le suivi obtenu avec C9P est
le plus mauvais (en comparaison des descripteurs avec géométrie). En ef-
fet, à partir de l’image 80, le personnage tourne la tête. L’utilisation d’un
patch apporte une information relative au voisinage local. Cette contrainte
de voisinage est respectée jusqu’à l’image 80 ce qui améliore le suivi. En-
suite, cette contrainte n’est plus respectée ce qui pénalise le suivi.
La figure 9.16 montre l’évolution des paramètres du suivi (taille et po-
sition de la boîte) pour le descripteur CGP superposée aux paramètres de
la vérité terrain. La figure 9.15 montre le résultat du suivi sur les images de
la vidéo pour ce même descripteur. Le suivi calculé est précis.
9.2.4.3 GPU
Le tableau 9.8 présente le temps nécessaire pour réaliser le suivi d’objet
sur la séquence Poltergay en fonction du descripteur et de la méthode de re-
cherche des kPPV. Comme précédemment, seules les méthodes ANN-C++
et BF-CUDA y sont comparées. Le temps de calcul augmente globalement
avec la dimension des descripteurs. L’utilisation de CUDA permet d’accé-
lérer le processus de suivi, et ce quelle que soit la description utilisée.
Représentation Dimension ANN-C++ BF-CUDA Gain
C 3 7m 30s 5 m 1.5
CP 5 9m 45s 6m 10s 1.6
CG 5 11m 10s 5m 52s 1.9
CGP 7 1h 3m 42m 1.5
C3 11 32m 8m 3.6
C3P 13 1h 25m 1h 18m 1.1
C9 83 6h 59m 42m 9.8
C9P 85 27h 16m 5h 44m 5.3
TABLE 9.8 – Durée du processus de suivi sur la séquence Poltergay en fonction du
descripteur et de l’implémentation (ANN-C++ ou BF-CUDA). Le temps est donné
en heures, minutes, secondes.
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FIGURE 9.12 – Erreur sur les paramètres (position et échelle) pour la séquence
Poltergay en fonction de l’indice de l’image et du descripteur utilisé.
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FIGURE 9.13 – Erreur du suivi (différence symétrique) pour la séquence Poltergay
en fonction de l’indice de l’image et du descripteur utilisé.
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FIGURE 9.14 – Évolution spatio-temporelle de la boîte englobante sur la séquence
Crew. Le tube vert représente la vérité terrain et le tube rouge le suivi obtenu pour
un descripteur considéré.
9.3. Conclusion 153
FIGURE 9.15 – Résultat de suivi sur la séquence Poltergay. Les images présentées
sont I1, I33, I50, et I100 (resp. de gauche à droite et de haut en bas). Le descripteur
employé pour ce résultat est CGP.
§ 9.3 CONCLUSION
La recherche des k plus proches voisins (kPPV) est un problème présent
dans de nombreuses applications de traitement d’images, mais également
dans des applications très différentes telles que la finance, la biologie, la
physique, la génétique, etc. La recherche des kPPV est un problème long à
résoudre, surtout quand le nombre de points et la dimension de ces mêmes
points augmentent. Certaines méthodes récentes fondées sur des kd-trees
ou des fonctions de hachage permettent d’accélérer la recherche. Toutefois,
le processus reste lent. Cette lenteur est un inconvénient majeur générale-
ment résolu en limitant la dimension et le nombre de requêtes et de réfé-
rences.
Nous avons proposé une implémentation GPU, via l’utilisation de l’API
NVIDIA CUDA, de la recherche exhaustive des kPPV. Le but de ce chapitre
était de montrer l’intérêt d’une implémentation GPU par rapport à des ap-
proches classiques et optimales en termes de programmation CPU. Nous
avons montré qu’à algorithme équivalent (recherche exhaustive), l’utili-
sation de GPU permet d’accélérer la recherche jusqu’à un facteur 400 au
sein de Matlab. De plus, nous avons montré que notre implémentation
est jusqu’à 150 fois plus rapide qu’une implémentation en C++ d’un al-
gorithme (ANN) fondé sur l’utilisation de kd-trees, algorithme reconnu








FIGURE 9.16 – Évolution des paramètres de la vérité terrain et du suivi calculé
(CGP) en fonction de l’indice de l’image pour la séquence Poltergay
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pour sa rapidité. Nous avons en particulier montré que l’utilisation de
CUDA permet de diminuer les temps de calcul pour une application de
suivi d’objets fondée sur l’estimation d’une mesure statistique, à savoir la
divergence de Kullback-Leibler. Le gain obtenu s’échelonne entre 2 et 15
en fonction de la description et de la séquence considérée. Nous avons
également utilisé notre approche pour accélérer une méthode d’indexa-
tion d’images [ADPB08, PADB08] d’un facteur 10 (non montré dans ce cha-
pitre).
L’arrivée de la programmation sur GPU remet en cause beaucoup d’idées
reçues sur le choix d’un algorithme pour la résolution d’un problème donné.
En effet, l’hyper-parallélisation des processeurs graphiques permet de ré-
ouvrir des branches de la recherche fermées il y a des décennies pour cause
d’impossibilité d’utilisation en un temps raisonnable. Un algorithme effi-
cace en CPU n’est pas forcément efficace en GPU, et inversement. Nous
avons vu que l’étape de calcul des distances est bien plus efficace en GPU
qu’en CPU relativement au temps total de l’exécution. À l’inverse, le tri
« pénalise » la recherche des kPPV en GPU. L’avenir des calculs scienti-
fiques est indissociable de l’utilisation de processeurs type GPU. Toutefois,
les CPUs ne sont pas condamnés à disparaître. En effet, certaines méthodes
ne peuvent être parallélisées et sont donc plus efficaces sur CPU. Il est pro-
bable que, dans un proche avenir, les deux types de processeurs cohabitent
dans la plupart des ordinateurs, ou alors que de nouveaux processeurs hy-
brides fassent leur apparition.
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- CHAPITRE 10 -
CUBLAS
§ 10.1 INTRODUCTION
BLAS (acronyme de Basic Linear Algebra Subprograms) est, comme son
nom l’indique, un ensemble de fonctions réalisant des opérations basiques
d’algèbre linéaire. Les opérations sont par exemple l’addition ou la multi-
plication de vecteurs ou de matrices. Les fonctions BLAS sont très optimi-
sées ce qui leur vaut d’être fréquemment utilisées. Par exemple, la librai-
rie LAPACK (pour Linear Algebra PACKage) est une bibliothèque dédiée à
la simulation numérique et utilisant massivement les fonctions BLAS. De
même, Matlab est connu pour être un langage de programmation parti-
culièrement adapté aux opérations matricielles. Ces opérations sont en ef-
fet assurées par des fonctions BLAS. Par conséquent, un programme écrit
dans un fichier Mex et réalisant un simple produit de matrice est en général
beaucoup plus lent que le produit matriciel de Matlab.
CUBLAS (pour CUDA-BLAS) est une implémentation de BLAS écrite en
CUDA. Cette librairie permet d’accélérer les fonctions BLAS classiques en
utilisant la puissance de calcul de la programmation GPU. Un avantage
majeur de la librairie CUBLAS est le fait qu’elle puisse être utilisée sans au-
cune instruction CUDA. En effet, les instructions CUDA usuelles telles que
la création de matrices sont réalisées par des fonctions implémentées dans
CUBLAS de manière à simplifier l’utilisation de la librairie. Toutefois, il est
également possible d’utiliser CUBLAS au sein d’un code CUDA classique.
La librairie CUBLAS est bien documentée ce qui permet de l’utiliser facile-
ment, même pour un néophyte de la programmation.
Le but de ce chapitre est de tester la librairie CUBLAS et d’évaluer son uti-
lisation dans le contexte de la recherche des kPPV.
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§ 10.2 RECHERCHE DES KPPV EN CUBLAS
Suite à un discussion avec Quaid Morris [Mor], il nous a été suggéré de
modifier notre approche du calcul des distances entre deux points [Nie05,
NN07]. Les points sont généralement représentés sous forme de vecteurs
colonne. Dans la suite, on utilisera la notion de point ou de vecteur selon
que l’on parle de l’objet ou de sa représentation. Soient X et Y deux points




















(xi − yi)2 (10.1)
Le carré de cette distance peut être simplement calculé par un produit sca-
laire :
ρ2(X, Y) = t(X−Y).(X−Y) (10.2)
En développant le produit scalaire, nous obtenons l’expression suivante :
ρ2(X, Y) = tX.X + tY.Y − tX.Y − tY.X (10.3)
= ‖X‖ + ‖Y‖ − 2tX.Y (10.4)
où ‖X‖ et ‖Y‖ représentent respectivement la norme des vecteurs X et Y.
Rappelons que nous calculons les distances entre un ensemble de points
référence et un ensemble de points requête. L’opération racine carrée est
une opération lourde à calculer. La fonction racine carrée étant une fonc-
tion croissante et bijective, l’ordre des distances ne change pas. Ainsi, pour
un point requête donnée, le carré des distances est calculé, puis le tri est
appliqué, et enfin la fonction racine carrée est appliquée aux seules k plus
petites distances.
Le calcul des distances au carré tel qu’il est défini dans l’équation (10.4)
présente de nombreux avantages :
– Tout d’abord, la norme de chaque vecteur (référence et requête) peut
être pré-calculée et additionnée au moment du calcul d’une distance.
– Considérons que Y soit un point requête. La norme ‖Y‖ est commune
pour toute distance calculée entre Y et un point référence quelconque.
Comme pour le calcul de la racine carrée, l’addition de cette norme
n’est nécessaire qu’après l’étape de tri et uniquement pour les k plus
petites distances, les autres étant par la suite ignorées.
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– Enfin, le produit scalaire tX.Y représente la grande majorité des cal-
culs qui doivent être réalisés. L’avantage est que ce produit est par-
faitement adapté à l’utilisation d’une fonction BLAS (ou CUBLAS)
hautement optimisée et spécialisée dans le produit matriciel.
La généralisation de cette méthode à des ensembles de points est triviale.
Soient X et Y des matrices représentant respectivement m points de réfé-
rence et n points requête de dimension d :
X =

x1,1 x1,2 · · · x1,m





xd,1 xd,2 · · · xd,m
 Y =

y1,1 y1,2 · · · y1,n





yd,1 yd,2 · · · yd,n

Le produit vectoriel devient un simple produit matriciel. Le calcul de la
norme de X et de Y correspond ici à la norme de chaque colonne des ma-
trices X et Y. Les remarques relatives à l’ajout de ‖Y‖ après l’étape de tri
restent valides.
Nous avons donc écrit un code CUDA recherchant les kPPV selon cette
méthode de calcul des distances. Les fonctions kernel que nous avons dé-
veloppées sont les suivantes :
1. Calcul de la norme de chaque vecteur colonne de X. La grille et les
blocs utilisés sont mono-dimensionnels de manière à ce que chaque
thread calcule la norme d’un vecteur colonne. Cette fonction est ex-
trêmement optimisée car la lecture et l’écriture en mémoire globale
est coalescente.
2. Calcul de la norme de chaque vecteur colonne de Y. Cette fonction
est identique à la précédente.
3. Calcul du produit matriciel tX.Y. Ce calcul est assuré par la fonction
CUBLAS cublasSgemm spécialisée dans la multiplication et l’addition
de matrices. La transposition est assurée par cette même fonction. Ce
calcul représente la majorité du temps de calcul.
4. Ajout de la norme des vecteurs de référence aux distances calculées.
Nous définissons une grille et des blocs de threads de manière à ce
qu’il y ait un thread par élément de la matrice. Cette fonction est pé-
nalisée par le fait que la lecture dans la mémoire globale n’est pas
coalescente. En effet, la norme d’un vecteur de référence est ajoutée
à tous les éléments d’une même ligne de la matrice des distances.
L’utilisation de la mémoire partagée permet d’optimiser les temps de
calcul.
5. Tri par insertion. Cette fonction kernel est identique à celle utilisée
dans le chapitre 8.
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6. Ajout de la norme des vecteurs requête aux k plus petites distances.
Nous définissons une grille et des blocs de threads de manière à ce
qu’il y ait un thread par colonne de la matrice de distances. Chaque
norme est ajoutée à tous les éléments de la même colonne dans la
matrice de distances. Ainsi, la lecture et l’écriture dans la mémoire
globale sont coalescentes.
Nous utilisons ainsi des fonctions CUDA et une fonction CUBLAS au sein
d’un même programme prouvant de fait que cela est tout à fait possible.
Le lecteur notera que le nombre de fonctions kernel pour le calcul des dis-
tances est de 6 pour cette implémentation contre 2 pour l’implémentation
présentée dans le chapitre 8.
§ 10.3 EXPERIMENTATIONS
Dans cette section, nous comparons l’implémentation BF de la recherche
des kPPV proposée dans le chapitre 8 à l’implémentation fondée sur l’utili-
sation de CUBLAS. L’expérimentation porte sur des données synthétiques
tirées aléatoirement selon une loi uniforme U (0, 1). La configuration infor-
matique utilisée est identique à celle donnée dans la section 9.1.2.
Considérons que le nombre de points de référence et de point requête est
identique. Rappelons que 3 paramètres entrent en jeu dans la recherche des
kPPV : le nombre de points noté n, la dimension des points notée d, et le
paramètre k. Le paramètre k n’est utilisé que lors de l’étape de tri. L’implé-
mentation CUDA et l’implémentation CUBLAS partageant la même fonc-
tion kernel de tri, ce paramètre influence identiquement ces deux implé-
mentations. L’étude de ce paramètre est par conséquent inutile. Seuls n et d
ont une influence sur la durée du calcul des distances. Ainsi, nous compa-
rons dans la suite l’influence de ces deux paramètres sur le temps total de la
recherche. Il n’est pas possible de mesurer le temps du calcul des distances
seul car, pour l’implémentation utilisant CUBLAS, ce calcul est réparti sur
plusieurs fonctions kernel encadrant l’étape de tri.
10.3.1 Influence de la dimension
La figure 10.1 montre l’évolution du temps de calcul en fonction de la
dimension pour l’implémentation CUDA (notée BF-CUDA) et pour l’im-
plémentation CUBLAS (notée BF-CUBLAS). Nous utilisons pour ce faire
4800 points et nous fixons k = 20. Quelle que soit l’implémentation choi-
sie, le temps de calcul augmente linéairement avec la dimension. Ceci s’ex-
plique par le fait que dans les deux cas le nombre d’opérations pour le
calcul d’une distance augmente linéairement avec d. En revanche, malgré
le fait qu’il y ait plus de fonctions kernel pour BF-CUBLAS, l’augmenta-
tion est plus importante avec BF-CUDA qu’avec BF-CUBLAS. L’explica-
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tion vient du fait que le produit matriciel, produit correspondant à la ma-
jorité des calculs, est extrêmement optimisé pour BF-CUBLAS. Ainsi, pour
des hautes dimensions, BF-CUBLAS est jusqu’à 2 fois plus rapide que BF-
CUDA selon nos expérimentations. Pour des faibles dimensions, le calcul
des distances (produit matriciel) est moins lourd. Dans ce cas, le nombre
des fonctions kernel dans BF-CUBLAS ainsi que la fonction kernel effec-
tuant des lectures non coalescentes pénalisent fortement les temps de cal-
cul. Ceci explique que BF-CUDA soit plus rapide que BF-CUBLAS en faible
dimension. Pour 4800 points, l’équilibre (c’est-à-dire la dimension pour la-
quelle les deux implémentations sont équivalentes en termes de temps de
calcul) se situe approximativement pour d = 16. Au-delà de cette valeur,
BF-CUBLAS est plus intéressante. En deçà, BF-CUDA est l’implémentation
la plus rapide.
FIGURE 10.1 – Évolution du temps de calcul en fonction de la dimension des
points. Pour cette expérimentation, 4800 points (référence et requête) sont utilisés
et k est fixé à 20. L’augmentation du temps de calcul est linéaire. En haute dimen-
sion, BF-CUBLAS (ligne bleue) est plus rapide que BF-CUDA (ligne en pointillés
rouges).
10.3.2 Influence du nombre de points
La figure 10.2 présente l’évolution du temps de calcul en fonction du
nombre de points. Tout d’abord, l’augmentation du temps de calcul est po-
lynomiale. Ce comportement est logique. En effet, si n désigne le nombre
de points (référence et requête), le nombre de distances calculées est n2.
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Nous donnons dans la figure 10.2 l’évolution pour d = 8 et d = 32. BF-
CUDA semble plus rapide que BF-CUBLAS pour d = 8 et moins rapide
pour d = 32. Dans les deux cas, les temps de calcul sont identiques pour
un faible nombre de points. La différence entre les deux implémentations
croît avec le nombre de points. Le fait que BF-CUDA soit plus ou moins
rapide que BF-CUBLAS a une explication très simple. Nous avons vu que
la dimension influait sur le temps de calcul des deux implémentations et
que BF-CUBLAS était plus efficace en haute dimension. Ici, nous avons dé-
libérément choisi comme dimensions d = 8 et d = 32 car elles se situent
de part et d’autre de la dimension pour laquelle BF-CUDA et BF-CUBLAS
sont équivalentes. Pour d = 8, nous savons que BF-CUDA est plus rapide
que BF-CUBLAS. Ainsi, plus le nombre de points augmente, plus le nombre
de distances à calculer est grand, et plus le gain induit par BF-CUDA aug-
mente. À l’inverse, pour d = 32, BF-CUBLAS étant plus rapide que BF-
CUDA, le gain induit par BF-CUBLAS augmente avec le nombre de points.
§ 10.4 CONCLUSION
BLAS est un ensemble de fonctions basiques spécialisées dans l’algèbre
linéaire. Ces fonctions ont la particularité d’être très optimisées ce qui leur
vaut d’être utilisées par de nombreuses librairies (e.g. LAPACK) et de nom-
breux logiciels (e.g. MATLAB). CUBLAS (CUDA-BLAS) est une implémen-
tation CUDA de BLAS. Il est ainsi possible de profiter de la puissance de la
programmation GPU tout en utilisant des fonctions BLAS classiques. L’ob-
jectif de ce chapitre était d’évaluer l’utilisation de CUBLAS dans notre ap-
plication de recherche des kPPV.
La recherche des kPPV consiste principalement dans le calcul des distances
entre les points requête et les points de référence. Ce problème peut ai-
sément se réécrire sous forme d’un produit matriciel, au moins en ce qui
concerne la plus grande partie des calculs. Cette réécriture présente l’avan-
tage de pouvoir utiliser la librairie CUBLAS. Selon nos expérimentations, il
apparaît que l’utilisation de CUBLAS est particulièrement intéressante en
haute dimension (d > 16). La recherche des kPPV est alors jusqu’à 2 fois
plus rapide qu’avec une implémentation CUDA plus classique (voir cha-
pitre 9). En revanche, les fonctions annexes nécessaires pour le calcul des
distances pénalisent les temps de calcul pour de faibles dimensions. Pour
d < 16, l’implémentation CUDA présentée est plus intéressante en termes
de temps de calcul que l’implémentation CUBLAS.
Dans le chapitre 9, nous avons volontairement omis de parler de l’implé-
mentation de la méthode BF en CUBLAS. En effet, le but ce chapitre était
d’étudier l’intérêt de l’utilisation CUDA pour implémenter un problème
simple. La comparaison était faite avec des implémentations similaires écrites
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FIGURE 10.2 – Évolution du temps de calcul en fonction du nombre de points.
Pour ces expérimentations, les dimensions utilisées sont d = 8 (figure du haut)
et d = 32 (figure du bas). Le paramètre k est fixé à 20. L’augmentation du temps
de calcul est polynomiale. Pour d = 8 BF-CUDA (ligne en pointillés rouges)
est plus rapide que BF-CUBLAS (ligne bleue). Pour d = 32, BF-CUBLAS est
l’implémentation la plus rapide.
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en Matlab et C et avec une méthode écrite en C++ fondée sur l’utilisation de
kd-trees. La plupart des problèmes n’étant pas représentables par des opé-
rations d’algèbre linéaire simples, l’utilisation de CUBLAS dans ce contexte
était inadaptée.
TROISIÈME PARTIE




- CHAPITRE 11 -
CONCLUSION GÉNÉRALE
Dans cette thèse, nous avons abordé le problème du suivi d’objets dans
une vidéo. En particulier, nous avons présenté plusieurs approches. La pre-
mière est fondée sur le suivi de points d’intérêt, la seconde sur le suivi de la
couronne des objets, et la dernière sur l’utilisation de mesures statistiques
de similarité. Pour cette dernière, nous nous sommes particulièrement at-
tachés à l’utilisation de la programmation GPU pour l’accélération de nos
algorithmes.
§ 11.1 SUIVI D’APRÈS LES TRAJECTOIRES DE POINTS D’IN-
TÉRÊT
11.1.1 Bilan des travaux présentés
Nous avons proposé une méthode de suivi fondée sur l’analyse tem-
porelle de trajectoires de points d’intérêt. Ces trajectoires, représentant le
mouvement de l’objet à suivre, sont utilisées pour extraire un ensemble
d’informations relatives au mouvement de l’objet. L’estimation du mouve-
ment de cet objet est réalisée par la minimisation d’une fonctionnelle pon-
dérée.
L’utilisation des points d’intérêt permet de construire des trajectoires tem-
porelles à la fois fiables et précises. Ces trajectoires représentent fidèlement
le mouvement de la plupart des objets contenus dans la vidéo. Les infor-
mations extraites de celles-ci permettent une estimation précise du mouve-
ment de l’objet à suivre.
L’utilisation d’un groupe d’images permet d’augmenter le nombre d’in-
formations relatives au mouvement de l’objet, ce qui implique une amé-
lioration de la précision et de la robustesse (aux données aberrantes) de
l’estimation du mouvement. Nous proposons de plus d’utiliser une pon-
167
168 Chapitre 11. Conclusion générale
dération spatio-temporelle appliquée aux informations extraites des tra-
jectoires. L’utilisation d’une pondération temporelle a pour effet d’adoucir
l’hypothèse de constance de mouvement tandis que la pondération spatiale
permet de tenir compte des déformations locales de l’objet.
D’après nos expérimentations, la méthode proposée permet de suivre pré-
cisément un objet d’intérêt en dépit du mouvement de l’objet et des occul-
tations éventuelles.
11.1.2 Perspectives
Tout d’abord, le suivi proposé repose entièrement sur la précision des
trajectoires de points d’intérêt. Selon la séquence utilisée, il est possible que
le nombre de trajectoires soit trop faible pour permettre une estimation du
mouvement fiable. Si l’objet est trop petit ou si la texture de l’objet n’est
pas assez marquée, il est probable que peu de points d’intérêt soient détec-
tés, impliquant de fait un faible nombre de trajectoires. L’utilisation d’algo-
rithmes de super-résolution [PPK03] permettrait d’augmenter la taille des
images et des objets tout en améliorant la qualité des images. Le nombre
de points détectés (et par conséquent le nombre de trajectoires) augmen-
terait et leur précision s’améliorerait à condition évidemment que l’objet
à suivre soit suffisamment texturé. L’inconvénient de cette méthode est le
coût calcul induit premièrement par la super-résolution, et deuxièmement
par l’augmentation du temps de détection des points d’intérêt.
La pondération spatiale que nous utilisons est fonction de la distance Eu-
clidienne entre le point d’échantillonnage considéré et l’origine de la trajec-
toire. Les objets rencontrés sont pour la plupart globalement convexes. Ce-
pendant, pour des objets non convexes (e.g. objets articulés : corps humain),
deux points proches au sens de la distance Euclidienne peuvent avoir des
mouvements très différents (e.g. points situés sur les deux pieds). L’utili-
sation d’une distance géodésique ajouterait une notion de distance interne
à l’objet ce qui améliorerait la prise en compte des mouvements locaux de
l’objet.
§ 11.2 SUIVI DE LA COURONNE DE L’OBJET
11.2.1 Bilan des travaux présentés
La seconde méthode de suivi proposée repose sur l’utilisation de la
couronne de l’objet. Le mouvement de chaque point d’échantillonnage du
contour est suivi au cours du temps par une simple méthode de block-
matching. Le problème principal auquel nous nous sommes attachés vient
du fait que les blocs centrés sur les points d’échantillonnage du contour
sont des blocs tangents contenant à la fois des pixels de l’objet et des pixels
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du fond. Les pixels du fond, considérés comme aberrants, perturbent l’es-
timation du mouvement.
Nous avons proposé de masquer partiellement les pixels du fond en uti-
lisant le masque de l’objet dilaté par une opération de morphologie ma-
thématique. Ce masquage permet d’une part de diminuer la proportion
de pixels du fond ce qui réduit leur impact lors du processus de block-
matching, et d’autre part, de conserver la structure de bord essentielle lors-
qu’un objet est localement homogène.
La dilatation du masque de l’objet conserve une partie des pixels du fond.
Selon le rayon de dilatation, la proportion de ces pixels peut tout de même
induire une mauvaise estimation du mouvement. Ce comportement est lié
au fait que l’utilisation de critères de comparaison classiques est fondée sur
une hypothèse de distribution paramétrique du résiduel, hypothèse géné-
ralement fausse. Nous avons alors proposé de remplacer ce critère de com-
paraison par un critère semi-paramétrique fondé sur l’estimation de l’en-
tropie du résiduel. Il apparaît alors que ce critère est plus robuste aux pixels
aberrants.
11.2.2 Perspectives
Lors de l’étape d’estimation de mouvement, les blocs ne contiennent
que des informations relatives à la couleur (YUV ou RVB). L’utilisation
d’autres composantes telles que les informations relatives au gradient de
l’image permettrait d’améliorer la description des blocs en augmentant leur
pouvoir discriminant. Cette amélioration se répercuterait alors automati-
quement sur la qualité du suivi. Cependant, en considérant le fait que les
blocs ne contiennent que peu de points, le nombre de composantes ajoutées
devrait être faible pour éviter la malédiction de la dimension (de l’anglais
Curse of dimensionality).
La taille de la bande de pixels considérée est un paramètre que nous fixons
manuellement. Cependant, il serait judicieux de fixer localement cette taille
en fonction de plusieurs critères. La proportion de pixels du fond par rap-
port aux pixels de l’objet dépend de la courbure locale de l’objet en chaque
point d’échantillonnage. Plus la courbure de l’objet (convexe) est impor-
tante, plus la part des pixels du fond est importante et inversement. De
même, l’influence des pixels de l’objet et du fond sur le critère de compa-
raison dépend de leur texture respective. Ainsi, la prise en compte de la
courbure locale de l’objet, de la texture du fond, et de la texture de l’objet
permettrait de déterminer une taille adéquate de la couronne ce qui amé-
liorerait la qualité du suivi d’objet.
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§ 11.3 SUIVI D’OBJETS FONDÉ SUR DES MESURES STA-
TISTIQUES
11.3.1 Bilan des travaux présentés
L’ultime méthode de suivi d’objets présentée repose sur les travaux me-
nés au cours de la thèse de Sylvain Boltz [BDB07, Bol08]. Cette méthode
consiste à décrire un objet par un ensemble de composantes couleurs et de
composantes géométriques. La mesure de similarité utilisée entre descrip-
teurs est la divergence de Kullback-Leibler. Pour éviter la malédiction de
la dimension, Boltz propose d’estimer cette divergence par la distance au
k-ème plus proche voisin.
La recherche des k plus proches voisins (kPPV) est un problème présent
dans de nombreuses applications de traitement d’images, mais également
dans des applications très différentes telles que la finance, la biologie, la
physique, la génétique, etc. La recherche des kPPV est un problème long à
résoudre, surtout quand le nombre de points et la dimension de ces mêmes
points augmentent. Certaines méthodes récentes fondées sur des kd-trees
permettent d’accélérer la recherche. Toutefois, le processus reste lent. Cette
lenteur est un inconvénient majeur généralement résolu en limitant la di-
mension et le nombre de requêtes et de références.
Nous avons proposé dans cette thèse une implémentation GPU de la mé-
thode de recherche exhaustive des k plus proches voisins. Cette méthode
est par nature hautement parallélisable ce qui lui vaut d’être adaptée à
la programmation parallèle sur processeur graphique. Nous avons utilisé
pour cela la récente API NVIDIA CUDA. Nous avons montré que notre
implémentation accélérait grandement la recherche des k plus proches voi-
sins en comparaison des approches classiques (ANN), et ce sur des don-
nées synthétiques mais également dans le cadre du suivi d’objets évoqué
précédemment.
11.3.2 Perspectives
L’algorithme proposé de recherche des k plus proches voisins est bien
adapté à la programmation parallèle. Il est cependant important de remar-
quer que toutes les distances sont calculées pour un point requête donné.
La structuration des données pourrait permettre d’accélérer le temps de re-
cherche en minimisant le nombre de distances calculées. Il est cependant
essentiel de considérer un algorithme adapté à la programmation GPU. En
effet, la création de la structure de données doit être parallélisable pour es-
pérer apporter un gain significatif par rapport à la programmation CPU.
De manière plus générale, le développement de nouveaux algorithmes (quels
qu’ils soient) devrait tenir compte de la puissance de calcul offerte par la
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programmation GPU. Cette révolution permet d’envisager de nouvelles
approches jusque là impossibles en programmation classique.
Enfin, dans la mesure où certaines méthodes ne peuvent être parallélisées,
il serait intéressant de concevoir des algorithmes de recherche des k plus
proches voisins hybrides alliant programmation CPU et programmation
GPU. En effet, la programmation GPU ne tire pas un trait sur des décennies
de recherches fondées sur la programmation CPU. L’avenir passe certaine-
ment par des méthodes sachant tirer profit des deux technologies.





- ANNEXE A -
ESTIMATION DE L’ENTROPIE
L’entropie de Shannon, due à Claude Shannon [Sha48, CT91], est une
fonction mathématique qui correspond à la quantité d’information conte-
nue ou délivrée par une source d’information. Cette source peut être une
langue, un signal électrique, ou un fichier informatique quelconque. La dé-
finition de l’entropie de Shannon d’une source est telle que plus la source
est redondante, moins elle contient d’information au sens de Shannon. En
l’absence de contraintes particulières, l’entropie est ainsi maximale pour
une source dont tous les symboles sont équiprobables. Les deux motiva-
tions de l’entropie sont (1) l’incertitude d’une variable aléatoire et (2) l’in-
formation. Une étude approfondie de l’estimation d’entropie est présentée
dans la thèse de E. Wolsztynski [Wol06].
§ A.1 DÉFINITION
Soit X une variable aléatoire continue. La probabilité de l’état xi est no-
tée p(xi) :
p(xi) = PX(xi) = P(X = xi) (A.1)
L’entropie différentielle de Shannon de la variable X notée H(X), égale-
ment appelée information propre moyenne, se définie par














p(x) log p(x)dx (A.5)
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où I(x) désigne l’information propre de l’état x. Pour X une variable aléa-
toire discrète prenant ses valeurs dans l’univers des possiblesX = {x1,x2,· · · , xm},
l’entropie de Shannon de X se définie par
H(X) = − ∑
x∈X
p(x) log p(x) (A.6)
Soit Y une variable aléatoire (continue ou discrète) et {y1, y2, · · · , yn}
un ensemble de n réalisations de la variable Y appelé « échantillon de Y ».
L’approximation de Ahmad-Lin [AL76] permet d’estimer l’entropie diffé-
rentielle de Shannon à partir de la probabilité des points de l’échantillon :






Dans la suite, nous utiliserons cette approximation pour calculer l’entropie
car elle nécessite en général moins de calculs.
§ A.2 ESTIMATION
L’estimation de l’entropie d’une variable aléatoire Y est triviale si la loi
de cette variable est connue. Dans le cas contraire, l’entropie doit être es-
timée à partir de l’échantillon de Y. Il est alors nécessaire de connaître la
densité de probabilité des points de l’échantillon, c’est-à-dire p(yi) pour i
dans [1, n], si nous utilisons l’approximation de Ahmad-Lin. Nous présen-
tons dans ce qui suit trois méthodes permettant d’estimer cette densité et
d’en déduire la valeur de l’entropie.
A.2.1 Histogramme
La méthode la plus simple, la plus ancienne et la plus utilisée est l’uti-
lisation d’un histogramme construit à partir de l’échantillon {y1, · · · , yn}.
Cette méthode est particulièrement adaptée aux variables discrètes, surtout
si nous connaissons l’univers des possibles de la variable Y (par exemple les
pixels d’une image en niveaux de gris prennent leur valeur dans [0, 255]).
La fréquence d’apparition des points de l’échantillon dans chaque classe
est alors calculée. L’essentiel de la méthode réside dans l’estimation des
paramètres de l’histogramme, c’est-à-dire la largeur l des classes de l’histo-
gramme. La figure A.1 illustre l’importance du choix de cette largeur : une
largeur trop grande ou trop faible ne permet pas d’estimer précisément la
densité de probabilité de la variable Y. L’ultime étape consiste à normaliser
les valeurs de l’histogramme de manière à ce que l’aire totale des classes de
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l’histogramme soit égale à 1. La densité de probabilité correspond triviale-
ment à l’amplitude de la classe. L’entropie estimée Ĥn,l de l’échantillon par
la méthode des histogrammes s’écrit donc :





où h(yi) représente l’amplitude de la classe à laquelle le point yi appar-
tient. Cette méthode se généralise simplement aux dimensions supérieures,
c’est-à-dire dans le cas où Y est vecteur aléatoire (dimension supérieure à
1). La méthode est en tout point similaire à ceci prêt que l’on utilise alors
un histogramme à plusieurs dimensions et que la normalisation finale uti-
lise le volume des classes et non leur aire. Enfin, si le choix de la largeur
des classes est déjà complexe en dimension 1 pour estimer correctement la
densité de Y, ce choix est encore plus difficile en dimension supérieure.































FIGURE A.1 – Estimation de densité de probabilité par une méthode d’histo-
gramme à partir d’un échantillon de 100 points pour une variable aléatoire de loi
normale N (0, 1). Les trois histogrammes présentés utilisent le même échantillon.
Respectivement de gauche à droite, les classes sont de largeur 0.5, 0.25, et 0.1. En
fonction de la largeur choisie, la densité est plus ou moins bien estimée.
A.2.2 Méthode à noyau
L’estimateur à noyau a été défini par Parzen [Par62]. Cette méthode
consiste à placer un noyau (par exemple un noyau Gaussien) centré en
chaque point de l’échantillon et à effectuer la somme de ces noyaux. La
figure A.2 illustre la méthode à noyau pour un échantillon de 100 points
d’une variable aléatoire de loi uniforme U (0, 1). L’entropie estimée Ĥn,σ2
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FIGURE A.2 – Estimation de densité de probabilité par une méthode à noyau à
partir d’un échantillon de 20 points d’une loi uniforme U (0, 1). Un noyau Gaus-
sien (en bleu) de variance σ2 = 0.0025 est centré en chaque point. La densité de
probabilité estimée (en rouge) est égale à la somme des noyaux. La précision de
l’estimation de densité dépend du choix du noyau et de ses paramètres.
La probabilité estimée du point yi, notée p̂σ2(yi), dépend du choix du noyau







f (yi; yj, σ2) (A.10)
où








Les paramètres µ et σ2 sont respectivement la position du centre et la va-
riance du noyau Gaussien. Notez que le noyau est normalisé pour som-
mer à 1/n de manière à ce que la densité de probabilité somme à 1. La
variance σ2 du noyau est un paramètre à estimer. Il existe dans la littéra-
ture plusieurs approches permettant d’estimer sa valeur optimale en fonc-
tion des observations et d’un critère d’optimalité à définir/choisir (souvent
de type MSE pour « Mean Square Error »). Le choix du noyau et de ses
paramètres est déterminant pour estimer correctement la densité de proba-
bilité de Y (voir figure A.3). Enfin, en dimension supérieure, l’utilisation de
noyau multivarié permet de généraliser cette approche. Cependant, l’es-
timation de la matrice de covariance du noyau en dimension supérieure
s’avère beaucoup plus complexe qu’en dimension 1.
A.2.3 k-ème plus proche voisin
La dernière méthode d’estimation repose sur la statistique des « k-ème
plus proche voisin »(kPPV). Nous considérons en effet l’utilisation de cette
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FIGURE A.3 – Influence du choix des paramètres du noyau sur l’estimation de
densité de probabilité. Les trois figures présentées utilisent un même échantillon de
2000 points pour une variable aléatoire de loi normale N (0, 1). La densité de pro-
babilité réelle est représentée, sur les trois figures, en tirets noirs. Respectivement
de gauche à droite, les noyaux sont des Gaussiennes de variance 1, 0.2, et 0.01. La
densité est correctement estimée pour une variance de 0.2.
statistique pour chacune des observations selon une métrique donnée, par
exemple la distance euclidienne, pour estimer l’entropie de l’échantillon.
Pour k = 1, Kozachenko et Leonenko [KL87] introduisent un estimateur de
l’entropie de Shannon d’une variable aléatoire observée en utilisant cette
statistique. Cet estimateur est étendu à k > 1 dans [GLMI05].
Cette méthode est particulièrement adaptée à l’estimation d’entropie en di-
mension supérieure. Nous nous plaçons ici dans une telle configuration.
Soit Y un vecteur aléatoire de dimension d. Nous disposons d’un échan-
tillon de n points {y1, y2, · · · , yn}. Pour un point yi, nous calculons sa dis-
tance ρk(yi) au k-ème plus proche voisin. La boule fermée centrée en yi
et de rayon ρk(yi) contient ainsi les k points les plus proches de yi. La Fi-
gure A.4 présente un échantillon de 100 points pour un vecteur aléatoire
de dimension 2 et de loi N (0, I). Une petite taille des disques, en principe
accompagnée par des chevauchements de disques plus fréquents à cet en-
droit, indique une densité plus importante de points dans le nuage consi-
déré ; c’est l’information apportée par la statistique du k-ème plus proche
voisin sur l’échantillon considéré. L’estimation de l’entropie dépend de n







log((n− 1)ρk(yi)) + log(c1(d))−Ψ(k) (A.12)
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FIGURE A.4 – Illustration de 100 réalisations d’un vecteur aléatoire de dimension
2 et de loi normale N (0, I). Un cercle centré en chaque réalisation représente la
distance au k-ème plus proche voisin, avec k = 2 dans notre exemple.
donne le volume de la boule unité dans Rd. La fonction gamma Γ est l’ex-
tension de la fonction factorielle à l’ensemble des nombres complexes (ex-
cepté en certains points). La fonction digamma n’a pas de formule close et
doit être calculée. Cette forme d’estimateur nécessite encore de choisir la
valeur de k, mais il apparaît le plus souvent en pratique que la méthode est
peu sensible à un écart de la valeur de k et le réglage du « paramètre tech-
nique »ne constitue plus une difficulté critique à la différence de la largeur
des noyaux dans (A.10). Cet estimateur a d’ores et déjà prouvé son intérêt
dans de nombreuses applications [WTP05, BWD+06]. Pour plus de détails
sur cette méthode d’estimation d’entropie, il est conseillé de lire la thèse de
Wolsztynski [Wol06].
Comme nous l’avons déjà mentionné, cette méthode permet d’estimer l’en-
tropie d’un échantillon quelle que soit la dimension du vecteur aléatoire
associé à l’échantillon. Nous utiliserons cet estimateur d’entropie dans la
section A.3.
§ A.3 INFLUENCE DU NOMBRE D’ÉCHANTILLONS
Nous disposons d’outils puissants permettant de calculer l’entropie d’une
variable aléatoire ou d’un vecteur aléatoire de dimension d. Dans cette sec-
tion, nous nous posons le problème suivant. Quelle taille d’échantillon est
nécessaire pour calculer précisément l’entropie de Y ? Pour cette étude,
nous utilisons une variable aléatoire de loi Gaussienne N (0, 1). La valeur
théorique de l’entropie d’une telle loi est H(y) = ln(σ
√
2pie) ≈ 1.4189.
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Nous faisons varier la taille de l’échantillon utilisé de 100 à 4000 et nous
répétons l’estimation d’entropie 1000 fois (d’où 1000 échantillons) pour
chaque taille d’échantillon testée. Les figures A.5 et A.6 représentent res-
pectivement la moyenne de l’entropie et la variance de l’entropie estimées
pour 1000 échantillons. Nous pouvons y voir que la valeur de l’entropie
estimée augmente avec la taille de l’échantillon considéré pour converger
vers la valeur théorique de l’entropie. A contrario, la variance diminue vers
0. Au vu de ces courbes, un échantillon de 1000 points semble être le bon
compromis entre nombre de points et précision de l’estimation. En effet, à
partir de cette taille d’échantillon, l’évolution de la moyenne de l’entropie
estimée ainsi que sa variance semblent quasi nulles. La précision de l’esti-
mation est alors de l’ordre de 10−3. Ainsi, nous considérons que, pour es-
timer précisément l’entropie, nous devons utiliser des échantillons de 1000
points.
Le nombre de points minimal dans un échantillon permettant de précisé-
ment estimer l’entropie dépend naturellement de l’estimateur d’entropie
utilisé. Ici, nous avons utilisé l’estimateur utilisant la statistique des kPPV.
Pour une méthode à noyau, il faudrait procéder à une importante étude
sur la largeur des noyaux utilisés. Notez que l’utilisation de techniques de
ré-échantillonnage (par exemple bootstrap [Efr79]) permet de fortement di-
minuer ce nombre.

































FIGURE A.5 – Évolution de l’entropie moyenne estimée pour 1000 échantillons en
fonction de la taille des échantillons. Chaque échantillon est généré à partir d’une
loi normale N (0, 1). L’entropie augmente avec la taille de l’échantillon considéré
pour converger vers la valeur théorique de l’entropie (H(y) ≈ 1.4189) représentée
par une ligne discontinue noire. À partir d’un échantillon de 1000 points, la pente
de la courbe est quasi nulle. L’entropie estimée approxime l’entropie théorique avec
une précision de 4.10−3.
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FIGURE A.6 – Évolution de la variance de l’entropie estimée pour 1000 échan-
tillons en fonction de la taille des échantillons. Chaque échantillon est généré à
partir d’une loi normale N (0, 1). La variance diminue avec la taille de l’échan-
tillon considéré. À partir d’un échantillon de 1000 points, la pente de la courbe est
très faible. La variance de l’entropie estimée vaut 3.10−3.
- ANNEXE B -
INFLUENCE DU CRITÈRE D’ESTIMATION DE
MOUVEMENT
Nous avons étudié dans le chapitre 4 l’estimation de la matrice Mt dé-
crivant le mouvement du contour Ct vers le contour Ct+1. Cette matrice
est estimée à partir d’un ensemble de couples de points d’intérêt {pti , pt+1i }
représentant respectivement la position des points pi sur les images It et
It+1. Nous y avons également étudié l’estimation du mouvement sur un
groupe d’images (noté GOP pour « Group Of Pictures ») mais nous nous
intéressons dans cette annexe au premier cas plus simple à étudier. Pour
simplifier les notations, M représentera dans la suite le mouvement réel du
contour Ct vers le contour Ct+1, et M̂ représentera le mouvement estimé de






i + ei,M̂ (B.2)
où ei est l’erreur de localisation dépendant du point pi et de la matrice
estimée M̂. La matrice de mouvement est estimée comme suit :












où f est une fonction coût, ‖.‖ la norme euclidienne, et M une matrice de
mouvement affine à six paramètres
M =
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Nous utilisons dans le chapitre 4 une minimisation du M-estimateur (B.4)
par la méthode du simplexe [Dan51, Nas00, LRWW98] couplée à l’utilisa-
tion de la fonction coût valeur absolue f (x) = |x|. Nous présentons dans
cette annexe une autre approche particulièrement utilisée dans l’industrie
et communément appelée « estimateur des moindres carrés ordinaires ».
Cette méthode permet d’obtenir les paramètres optimaux en une étape ce
qui en fait un algorithme très rapide. Nous montrons dans cette annexe
comment formuler notre problème pour pouvoir utiliser cette méthode.
Le vecteur d’erreur ei,M s’écrit


















Les trois composantes du vecteur ei,M sont donc indépendantes. Dans le
cas particulier où f (x) = x2, l’équation (B.4) se récrit













Chaque membre de la somme étant nécessairement positif ou nul, cette
minimisation équivaut à minimiser chacun des termes séparément. Les pa-
ramètres {a, b, c} et {d, e, f } sont ainsi estimés séparément

















et la matrice de mouvement estimée M̂t s’écrit
M̂ =
â b̂ ĉd̂ ê f̂
0 0 1
 . (B.13)
Les équations (B.11) et (B.12) sont des problèmes de régression linéaire
classiques. Dans la suite, nous étudions la résolution de l’équation (B.11),
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l’autre étant similaire en tout point. Nous cherchons alors à estimer les pa-
ramètres {a, b, c}. Ce problème correspond à la résolution du système de n
équations linéaires à 3 inconnues suivant :
pt+11,1 = a.p
t
1,1 − b.pt1,2 − c
pt+12,1 = a.p
t




n,1 − b.ptn,2 − c
(B.14)























Y = XA (B.16)
L’équation (B.11) est un cas particulier de régression linéaire où nous cher-
chons à minimiser le carré de l’erreur. Cet estimateur est usuellement ap-
pelé « estimateur des moindres carrés ordinaires ». La solution de cet esti-
mateur est très classique et est obtenue en une étape :
Â = X+Y = (XTX)−1XTY (B.17)
où XT représente la matrice transposée de X et X−1 l’inverse de la matrice
X. X+ est la pseudo-inverse de la matrice X. L’avantage de cette méthode
est que les paramètres optimaux sont obtenus en une seule opération. En
effet, il est ici nul besoin d’utiliser des algorithmes d’optimisation comme le
simplexe [Dan51, Nas00, LRWW98] ou le recuit simulé [KGV83]. Pour cette
raison, cette méthode est particulièrement utilisée dans l’industrie car ex-
trêmement rapide en terme de coût calcul. Cependant, cette solution peut
conduire à une estimation aberrante des paramètres si la matrice XTX est
mal conditionnée 1. La figure B.1 illustre ce phénomène. La matrice de mou-
vement estimée entre les images I1 et I2 est aberrante car la matrice XTX
a un conditionnement de 2.108. Le suivi est par conséquent incorrect. Si
maintenant la fonction de coût valeur absolue est minimisée par la mé-
thode du simplexe (voir figure B.2), nous remarquons que le suivi est vi-
suellement beaucoup plus précis. L’estimation des paramètres est cepen-
dant beaucoup plus lent à calculer. Ce problème de conditionnement est
très classique. Il faut donc choisir entre précision et rapidité.
Dans le chapitre 4, nous avons montré que l’ajout d’une pondération pou-
vait améliorer l’estimation des paramètres du mouvement. L’estimateur
1. Le conditionnement d’un matrice A est donné par K(A) = ‖A‖‖A−1‖.
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FIGURE B.1 – Suivi d’un visage réalisé sur 13 images de la séquence Crew au for-
mat SD (SD=704× 576 pixels). Les images présentées correspondent, de gauche
à droite et de haut en bas, aux images I1, I5, I9, I13. Le contour C1 édité manuel-
lement et les contours C5, C9, et C13 sont superposés sur leur image respective.
La minimisation du M-estimateur est réalisée par l’estimateur des moindres carrés
ordinaires. La matrice de mouvement a clairement été mal estimée. Cette erreur est
liée au mauvais conditionnement de la matrice XTX (2.108 entre les images I1 et
I5). Le comportement de l’estimateur est donc incertain.
des moindres carrés ordinaires peut prendre en compte ces pondérations.
Considérons que nous disposons d’une pondération wi pour chaque couple
de point {pti , pt+1i } ce qui est équivalent à une pondération par ligne du sys-
tème linéaire. Nous définissons la matrice W comme suit :
W =

w1 0 · · · 0





0 0 · · · wn
 (B.18)




 = (XTW−1X)−1XTW−1Y. (B.19)
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FIGURE B.2 – Suivi d’un visage réalisé sur 13 images de la séquence Crew au for-
mat SD (SD=704× 576 pixels). Les images présentées correspondent, de gauche à
droite et de haut en bas, aux images I1, I5, I9, I13. Le contour C1 édité manuelle-
ment et les contours C5, C9, et C13 sont superposés sur leur image respective. La
minimisation du M-estimateur est réalisée par la méthode du simplexe et la fonc-
tion coût utilisée est la fonction valeur absolue. Le suivi est correct sur toute la
séquence.
Une fois encore, cette méthode d’estimation de paramètres est très rapide
mais la qualité de l’estimation des paramètres obtenue est incertaine.
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- ANNEXE C -
CODE SOURCE CUDA
Les sources de l’implémentation CUDA de la recherche des kPPV par
la méthode exhaustive sont ou seront disponibles en téléchargement sur
Internet. Une requête avec les mots-clés « knn CUDA Garcia » dans un mo-
teur de recherche devrait permettre de trouver la page consacrée à nos tra-
vaux. Le lecteur est invité à consulter régulièrement la page pour profiter
des éventuelles mise à jour.
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- ANNEXE D -
LA POST-PRODUCTION CINÉMATOGRAPHIQUE
§ D.1 CINÉMATOGRAPHIE ET PRODUCTION
Le cinéma (ou cinématographe) est un art du spectacle séculaire consi-
déré aujourd’hui comme étant le septième art 1. Pour comprendre ce qu’était
le cinéma à sa création, il convient de donner l’origine du terme cinémato-
graphe. Ce terme vient du grec kinêma signifiant mouvement et de graphein
signifiant écrire. Le cinéma consiste donc à raconter une histoire avec des
images en mouvement.
Historiquement, le français Léon Bouly déposa le 12 février 1892 un bre-
vet 2 pour sa machine « réversible de photographie et d’optique pour l’ana-
lyse et la synthèse des mouvements », machine qui sera plus simplement
nommée « cinématographe » en 1893. En 1894, Léon Bouly perd le nom dé-
posé « cinématographe » faute de paiement des redevances de ses brevets.
Le nom de « cinématographe », alors devenu disponible, est breveté par les
frères Lumière. Les historiens constatent aujourd’hui que, dans son brevet,
Léon Bouly fut, avant les Lumière, le véritable inventeur du terme cinéma-
tographe. La première projection cinématographique publique et payante,
organisée par Auguste et Louis Lumière, eut lieu le 28 décembre 1895 au Sa-
lon Indien dans les sous-sols du Grand Café à Paris. Quatre-vingt sept ans
plus tard, les premiers mélanges d’images filmées et d’images numériques
apparaissent avec la sortie en 1982 de « Tron » réalisé par Steven Lisberger.
Ce fut alors le début des effets spéciaux numériques au cinéma.
La réalisation d’un film est un procédé long et compliqué. Les princi-
pales étapes qui la composent sont :
1. Les six arts sont : architecture, sculpture, peinture, littérature, musique et danse.
2. Le brevet déposé par Léon Bouly le 12 février 1892 porte le n˚219 350
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– Développement : écriture d’un scénario et préparation d’un projet de
film.
– Pré-production : le film est imaginé et préparé, les acteurs sont choi-
sis et engagés, les locaux sont loués. Des illustrateurs préparent un
storyboard permettant de décrire les plans qu’il faudra tourner.
– Production : les différentes scènes sont filmées ce qui donnent les élé-
ments bruts du film.
– Post-production : le film est édité. Les musiques sont composées et
enregistrées. Les effets sonores sont conçus et enregistrés. Les effets
spéciaux visuels sont ajoutés numériquement au film. Le film est alors
complet.
– Distribution : le film est projeté à d’éventuels acheteurs (distribu-
teurs), puis il est choisi par un distributeur. Ce dernier l’envoie alors
aux salles de projection.
Le succès d’un film dépend d’un ensemble de critères tels que la qualité
du scénario, le jeu de scène des acteurs, le réalisme des effets spéciaux, etc.
Chaque partie d’un film doit être réalisée avec une grande attention, l’en-
semble des choix appartenant au réalisateur. La partie qui nous intéresse
dans ce manuscrit est la post-production. Cette étape utilise de nombreux
outils apportés par les recherches menées dans les domaines du traitement
d’images et de la vision par ordinateur. Dans la suite de ce chapitre, seule
la partie post-production visuelle, c’est-à-dire l’ensemble des effets relatifs
aux images et non au son, est détaillée.
§ D.2 POST-PRODUCTION VISUELLE
La production permet d’acquérir sur bobines l’ensemble des scènes qui
vont composer le film. La première étape de la post-production consiste à
numériser (ou scanner) ces bobines de film pour permettre un traitement
numérique. L’étape suivante consiste à rectifier les images acquises. En ef-
fet, le matériel (caméra, objectif, bobine, etc.) utilisé pour filmer une scène
donnée a un impact sur les images qu’il est nécessaire de corriger avant
tout traitement. Ainsi, les images sont étalonnées (correction des couleurs)
et la distorsion (déformation de la géométrie des images induite par les len-
tilles des objectifs) est corrigée ou, tout du moins, estimée pour être prise
en compte dans la suite des étapes de post-production.
Débute alors la partie principale de la post-production. Un exemple très fré-
quent de travail effectué en post-production consiste en l’insertion d’objets
virtuels, c’est-à-dire modélisés par ordinateur, dans une scène réelle filmée
en studio ou en décor naturel. Les différentes étapes alors rencontrées sont
les suivantes :
1. Matchmoving







Certaines étapes peuvent être réalisées en parallèle, et d’autres sont néces-
sairement réalisées en série. La durée totale allouée à la post-production a
un impact direct sur son coût. Dans la suite, nous présentons brièvement
chacune de ces étapes et nous indiquons sa durée approximative. Le temps
imparti à la post-production pour un film donné dépend du nombre et de
la complexité des traitements et des effets spéciaux à effectuer. Il n’est donc
pas possible d’évaluer une durée absolue. Par conséquent, nous indiquons
des durées relatives mesurées en unité de temps. Ces durées sont bien en-
tendu des moyennes. Elles nous ont été fournies par Ronald Mallet, ingé-
nieur R&D à ILM 3.
D.2.1 Matchmoving
Le matchmoving est une technique utilisée en post-production permet-
tant d’intégrer des objets virtuels dans une scène filmée. Pour que l’intégra-
tion soit réussie, les objets doivent avoir, à chaque image du film, la bonne
taille, la bonne position, la bonne orientation et le bon éclairage. Pour par-
venir à ce résultat, la scène filmée doit être analysée de manière à retrouver
le mouvement de la caméra et des différents objets de la scène au cours du
temps.
Plus simplement, le matchmoving permet de définir le monde 3D dans le-
quel toute la scène va se dérouler. 2 unités de temps sont généralement
imparties à cette tâche.
Les étapes rencontrées lors du matchmoving sont les suivantes :
1. Tracking : Des points caractéristiques (typiquement des coins) sont
identifiés et suivis sur toute la séquence vidéo à traiter. Ces points
doivent permettre d’être localisés très précisément à chaque image, à
condition bien évidemment qu’ils soient dans le champ de la caméra
et non cachés par d’éventuels autres objets. Chaque point définit une
trajectoire temporelle, trajectoire communément appelée track.
2. Calibration : La seconde étape est la résolution du mouvement 3D de
la caméra à partir des différents tracks construits. Cette résolution est
rendue possible par l’utilisation de la géométrie projective.
3. Industrial Light & Magic (ou ILM) est une société d’effets spéciaux de cinéma améri-
caine (San Francisco, Californie), filiale de Lucasfilm Ltd. http ://www.ilm.com
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3. Projection du nuage de points : La position 3D réelle de chaque point
est alors identifiée en inversant la projection calculée à l’étape de ca-
libration. Il résulte de cela un ensemble de points 3D appelé nuage de
points.
4. Reconstruction : Le nuage de points laisse apparaître des structures et
des objets de la scène réelle servant de base à la dernière étape appelée
reconstruction. Grâce à différents points du nuage, le sol et différents
objets de la scène réelle sont modélisés et placés. Pour le sol, il s’agit
souvent d’un plan 2D. La modélisation est souvent assez grossière
(sans détails) le but étant d’avoir des repères spatiaux précis.
À ce stade, nous disposons d’un univers 3D reconstruit correspondant à
l’univers réel de la scène filmée. L’insertion d’un objet virtuel (personnage,
animal, véhicule, etc.) dans l’univers 3D s’intègre alors parfaitement à la vi-
déo d’origine si l’on ne considère que la position, l’orientation, la taille, et
le mouvement de l’objet considéré. L’animation de cet objet, la création de
sa texture, et son éclairage sont des étapes réalisées ultérieurement.
Les premiers exemples de matchmoving sont apparus dans le film Jurassic
Park (Steven Spielberg, 1993). Dans ce film, des acteurs réels et des dino-
saures se côtoient dans des décors naturels. Le succès du film est, en partie,
lié à la qualité des effets spéciaux réalisés créant une illusion inédite jus-
qu’alors au cinéma. Cet exploit technique a été réalisé de la manière sui-
vante. Le suivi de points caractéristiques était réalisé à l’aide de balles de
tennis. La couleur et la taille de ses balles permettait de les suivre très pré-
cisément au cours du temps. Les tracks ainsi créés ont servi de base au
procédé de matchmoving. Les dinosaures modélisés ont alors pu être inté-
grés aux différentes scènes du film. Enfin, les balles de tennis sont effacées
par ordinateur.
D.2.2 Rotoscopie
Le terme rotoscopie désigne aujourd’hui la technique permettant de tra-
cer le contour d’un objet dans le but d’en extraire une silhouette numé-
rique. Cette silhouette est alors utilisée pour diverses applications telles
que supprimer un objet d’une scène (élément anachronique filmé involon-
tairement), placer des personnages sur un autre fond, ou encore dupliquer
des personnages pour créer une foule réaliste avec peu de figurants. La
rotoscopie est particulièrement fréquente lors de l’incrustation d’objets vir-
tuels. L’objet est plaqué sur la vidéo d’origine cachant souvent des parties
situées en avant plan par rapport à la caméra. Les objets d’avant plan sont
alors identifiés et détourés manuellement pour ne pas être cachés par l’ob-
jet virtuellement ajouté à la scène lors de l’étape d’incrustation.
La rotoscopie est vraisemblablement le plus ancien effet spécial utilisé dans
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l’univers cinématographique. À ses débuts, la rotoscopie consistait à des-
siner, image par image et à l’aide d’un rotoscope, un objet en mouvement
en se basant sur une vidéo réelle originale. Le rotoscope était une machine
qui projetait une vidéo sur un chevalet transparent dépoli. Un dessinateur
déposait alors sa feuille de papier sur le chevalet et dessinait le personnage
ou l’objet dont il voulait copier les contours (voir figure D.1). En dessinant
image par image les contours d’un objet, le mouvement du personnage
dessiné apparaissait alors très naturel. Cette technique, inventée par Max
Fleischer aux alentours de 1915, fut utilisée en premier dans Koko le Clown
en 1915 et, par la suite, dans de très nombreuses productions cinématogra-
phiques comme par exemple Betty Boop, Superman, Blanche Neige et les sept
nains, etc. Une utilisation très connue de la rotoscopie peut être vue dans
les films de la série Star Wars de Georges Lucas. Les sabres lasers sont en
réalité de simples bâtons de bois suivis image par image et sur lesquels un
effet de lumière ou d’incandescence est rajouté.
La rotoscopie est, aujourd’hui, utilisée dans les cas où des techniques telles
que celles fondées sur l’utilisation du fond bleu ne sont pas assez précises.
Cette précision n’est pourtant pas sans conséquence. Le caractère manuel
de cette approche induit un temps de traitement considérable (8 unités de
temps). Certains outils informatiques permettent de diminuer le temps de
détourage des objets en permettant de dupliquer et de modifier facilement
le contour des objets. Cependant, le temps utile à la rotoscopie est toujours
très important. Un enjeu majeur pour la post-production est le dévelop-
pement d’outils automatisant au maximum ce travail. Une complète auto-
matisation n’est cependant pas envisageable. Deux problèmes se posent :
premièrement, la sélection des objets requiert une analyse sémantique de la
scène. Deuxièmement, la segmentation d’objets fins, flous, ou transparents
est, à l’heure actuelle, impossible informatiquement parlant.
D.2.3 Création et animation d’objets 3D
La création d’objets 3D représente une des parties les plus consomma-
trices en temps. Elle se compose des étapes de modélisation, de viewpain-
ting, d’animation et d’illumination. Les objets créés sont généralement très
variés. Ils peuvent être de simples chaises ou encore des personnages arti-
culés extrêmement complexes tels que des robots. Du fait de sa complexité,
cette étape est généralement répartie sur plusieurs équipes, chacune étant
responsable d’un travail particulier. Les créateurs sont généralement des
artistes. En effet, seule la vision du monde propre aux artistes permet de
créer des objets réalistes, de par leur forme ou leur mouvement.
Les étapes de création des objets 3D sont les suivantes.
- Modélisation : 20 unités de temps. Cette partie est aussi simple à définir
que complexe à réaliser. En infographie, la modélisation consiste à créer
196 Annexe D. La post-production cinématographique
FIGURE D.1 – Rotoscope original inventé par Max Fleischer. Une caméra pro-
jette sur un chevalet transparent dépoli une scène réelle filmée où un personnage
réel (voir plusieurs) est en mouvement. Le dessinateur, ayant disposé sa feuille sur
le chevalet, ajuste la position du personnage dessiné pour la calquer sur la posi-
tion du personnage réel. Les mouvements du personnage dessiné semblent, de fait,
totalement naturels.
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des modèles tridimensionnels dans un logiciel spécialisé. Plus exactement,
lors de la modélisation, seule la surface (on parle également de « peau »)
des objets va être créée. Le temps de création d’un modèle 3D dépend na-
turellement de sa complexité. La modélisation d’un objet même complexe
débute en général à partir d’une forme simple, telle qu’un cube. Un peu à la
manière d’un sculpteur, l’artiste façonne l’objet en ajoutant, au fur et à me-
sure, des détails jusqu’à obtenir la forme choisie. Cette façon de procéder
permet, en général, de minimiser le nombre de triangles nécessaires pour
arriver à la qualité souhaitée. Plus le nombre de triangles est important,
plus le temps de calcul des images est long. L’optimisation des modèles est
donc un facteur essentiel dans l’étape de modélisation.
- Viewpainting : 10 unités de temps. Un modèle créé lors de l’étape pré-
cédente, est, comme nous l’avons précisé, une surface, une peau. Plus im-
portantes encore que la forme, la couleur et la texture de l’objet sur toute
sa surface permettent de donner vie aux objets. Pour créer cette texture, il
est assez courant de « déplier » le modèle 3D pour le plaquer sur une image
2D. L’artiste dessine, ou peint, sur cette image 2D. Cette image constitue la
texture. Une fois la texture réalisée, celle-ci est plaquée sur le modèle 3D.
Précisons qu’une texture peut également être définie de façon analytique
par un algorithme. On parle alors de texture procédurale.
Enfin, il est important d’évoquer une autre catégorie de texture. Il est assez
courant de plaquer sur le modèle 3D une texture dite de relief. On parle de
placage de rugosité, de texture par perturbation de la lumière, ou encore de bump
mapping en anglais. Nous verrons dans la suite qu’une autre étape impor-
tante est l’éclairage des modèles 3D. Imaginons que le modèle à créer est
un visage humain. Un tel modèle est photo-réaliste si et seulement si des
détails tels que les imperfections de la peau sont visibles. Créer un modèle
si complexe est extrêmement long voir impossible. De même, le temps de
rendu d’un tel modèle serait beaucoup trop long. La texture de relief per-
met de dévier localement les rayons lumineux sur le modèle 3D.
- Animation : 15 unités de temps. L’animation d’un modèle 3D consiste
tout simplement à donner vie au modèle, à l’animer, à le faire bouger. L’ani-
mation doit être réalisée dans l’univers 3D créé lors du matchmoving. Pour
des objets fixes, comme par exemple des bâtiments, aucune animation n’est
requise. Pour des modèles articulés tels que des personnages humains vir-
tuels, l’animation devient très complexe. Le réalisme d’un modèle dépend
directement de son animation. L’animation du modèle est faite via l’ani-
mation d’un squelette. Comme pour un être vivant, ce squelette est un
ensemble d’articulations reliées par des liaisons rigides. Ce squelette, gé-
néralement placé à l’intérieur du modèle à animer, est attaché à différentes
parties de ce modèle. Il est très courant de recourir à la capture du mouvement
(en anglais, motion capture) permettant d’enregistrer les mouvements d’un
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élément réel comme par exemple les mouvements d’un corps humain. Ces
mouvements réels enregistrés sont appliqués au squelette, puis répercutés
sur le modèle 3D.
- Illumination : 25 unités de temps. L’ultime étape à l’intégration d’un mo-
dèle 3D dans la scène filmée est l’illumination. Sans illumination, le modèle
ne paraît pas réel. Cette étape est la plus longue de toutes car il faut placer
de très nombreuses sources lumineuses à des endroits très précis pour si-
muler le réel. Toutes ces sources se combinent et éclairent le modèle lors
du rendu de la scène. Rappelons que la lumière est déviée en surface de
l’objet par la texture de rugosité ajoutant visuellement de nombreux détails
contribuant au photo-réalisme du modèle.
Un exemple de rendu photo-réaliste combinant l’ensemble des étapes
précédemment citées est illustré sur la figure D.2.
Lors de la phase de rendu, les modèles créés sont intégrés à la vidéo
réelle initialement filmée. Systématiquement, la scène ainsi réalisée est vi-
sionnée et corrigée : les modèles 3D sont affinés ; les mouvements sont ajus-
tés ; des lumières sont modifiées, supprimées, ou ajoutées. Puis, le rendu de
la scène est à nouveau réalisé, puis re-visionné, et ainsi de suite.
FIGURE D.2 – Exemple d’un univers 3D photo-réaliste. Image créée par Gilles
Tran.
D.2. Post-production visuelle 199
D.2.4 Compositing
Le compositing est l’ultime étape de la post-production. Chaque scène
produite correspond à un bout de film. L’étape de compositing consiste à
assembler ces différents bouts pour créer la version finale du film. L’orga-
nisation de l’enchaînement des différentes scènes est essentielle à la bonne
compréhension du film par les spectateurs. La qualité et le succès d’un film
dépendent grandement de choix réalisés lors du compositing. Lors de cette
dernière étape, les bruitages, musiques et différentes voix sont ajoutés. Cela
ne rentre pas dans la post-production visuelle mais est indissociable de
l’étape de compositing.
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- ANNEXE E -
NVIDIA CUDA ZONE
FIGURE E.1 – Capture d’écran du site Internet NVIDIA CUDA Zone[NVI] réali-
sée le 24 juillet 2008. Ce site Internet référence les travaux utilisant l’API NVIDIA
CUDA. Selon ce site, notre travail engendre le gain (en terme de temps de calcul)
le plus important par rapport à l’ensemble des travaux référencés.
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- RÉSUMÉ -
Le problème du suivi d’objets dans une vidéo se pose dans des domaines tels que la vision par ordinateur (vidéo-
surveillance par exemple) et la post-production télévisuelle et cinématographique (effets spéciaux). Il se décline en deux
variantes principales : le suivi d’une région d’intérêt, qui désigne un suivi grossier d’objet, et la segmentation spatio-
temporelle, qui correspond à un suivi précis des contours de l’objet d’intérêt. Dans les deux cas, la région ou l’objet d’intérêt
doivent avoir été préalablement détourés sur la première, et éventuellement la dernière, image de la séquence vidéo. Nous
proposons dans cette thèse une méthode pour chacun de ces types de suivi ainsi qu’une implémentation rapide tirant par-
tie du Graphics Processing Unit (GPU) d’une méthode de suivi de régions d’intérêt développée par ailleurs. La première
méthode repose sur l’analyse de trajectoires temporelles de points saillants et réalise un suivi de régions d’intérêt. Des
points saillants (typiquement des lieux de forte courbure des lignes isointensité) sont détectés dans toutes les images de
la séquence. Les trajectoires sont construites en liant les points des images successives dont les voisinages sont cohérents.
Notre contribution réside premièrement dans l’analyse des trajectoires sur un groupe d’images, ce qui améliore la qualité
d’estimation du mouvement. De plus, nous utilisons une pondération spatio-temporelle pour chaque trajectoire qui permet
d’ajouter une contrainte temporelle sur le mouvement tout en prenant en compte les déformations géométriques locales de
l’objet ignorées par un modèle de mouvement global. La seconde méthode réalise une segmentation spatio-temporelle. Elle
repose sur l’estimation du mouvement du contour de l’objet en s’appuyant sur l’information contenue dans une couronne
qui s’étend de part et d’autre de ce contour. Cette couronne nous renseigne sur le contraste entre le fond et l’objet dans
un contexte local. C’est là notre première contribution. De plus, la mise en correspondance par une mesure de similarité
statistique, à savoir l’entropie du résiduel, d’une portion de la couronne et d’une zone de l’image suivante dans la séquence
permet d’améliorer le suivi tout en facilitant le choix de la taille optimale de la couronne. Enfin, nous proposons une im-
plémentation rapide d’une méthode de suivi de régions d’intérêt existante. Cette méthode repose sur l’utilisation d’une
mesure de similarité statistique : la divergence de Kullback-Leibler. Cette divergence peut être estimée dans un espace de
haute dimension à l’aide de multiples calculs de distances au k-ème plus proche voisin dans cet espace. Ces calculs étant
très coûteux, nous proposons une implémentation parallèle sur GPU (grâce à l’interface logiciel CUDA de NVIDIA) de la
recherche exhaustive des k plus proches voisins. Nous montrons que cette implémentation permet d’accélérer le suivi des
objets, jusqu’à un facteur 15 par rapport à une implémentation de cette recherche nécessitant au préalable une structuration
des données.
- ABSTRACT -
The problem of object tracking is a problem arising in domains such as computer vision (video surveillance for instance)
and cinematographic post-production (special effects). There are two major classes of solution to this problem : region of
interest tracking, which indicates a coarse tracking, and space-time segmentation, which corresponds to a precise tracking
of the region of interest’s contour. In both cases, the region of interest must be selected beforehand on the first, and possibly
on the last image of the video sequence. In this thesis, we propose two tracking methods (one of each type). We propose
also a fast implementation of an existing tracking method on Graphics Processing Unit (GPU). The first method is based
on the analysis of temporal trajectories of salient points and provides a region of interest tracking. Salient points (typically
of point of strong curvature of the isointensity lines) are detected in all the images of the sequence. The trajectories are
built by matching salient points of consecutive images whose neighbourhoods are coherent. Our first contribution consists
in the analysis of the trajectories on a group of pictures, which improves the motion estimation quality. Moreover, we
use a space-time weighting for each trajectory which makes it possible to add a temporal constraint on the movement
while taking into account the local geometrical deformations of the object ignored by a global motion model. The second
method performs a space-time segmentation. The object contour motion is estimated using the information contained in an
outer-layer centered on the object contour. Our first contribution is the use of this outer-layer which contains information
about both the background and the object in a local context. Moreover, the matching using a statistical similarity measure
(residual entropy) allows to improve the tracking while facilitating the choice of the optimal size of the crown. Finally,
we propose a fast implementation of an existing tracking method of region of interest. This method relies on the use of a
statistical similarity measure : the Kullback-Leibler divergence. This divergence can be estimated in a high dimension space
using k-th nearest neighbor distance. These calculations being computationally very expensive, we propose a parallel
implementation of the exhaustive search of the k-th nearest neighbors using GPU programming (via the programming
interface NVIDIA CUDA). We show that this implementation speeds the tracking process up to a factor 15 compared to a
classical implementation of this search using data structuring methods.
