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Big Heegner point Kolyvagin system for a family of modular forms
K ˆAZIM B ¨UY ¨UKBODUK
ABSTRACT. The principal goal of this paper is to develop Kolyvagin’s descent to apply with
the big Heegner point Euler system constructed by Howard for the big Galois representation T
attached to a Hida family F of elliptic modular forms. In order to achieve this, we interpolate
and control the Tamagawa factors attached to each member of the family F at bad primes, which
should be of independent interest. Using this, we then work out the Kolyvagin descent on the
big Heegner point Euler system so as to obtain a big Kolyvagin system that interpolates the col-
lection of Kolyvagin systems obtained by Fouquet for each member of the family individually.
This construction has standard applications to Iwasawa theory, which we record at the end.
1. INTRODUCTION
The main goal of this article is to develop a Kolyvagin descent procedure for the big Heegner
point Euler system constructed by Howard in [How07], associated to a Hida family of ordinary
modular forms. This we achieve under the hypothesis that the family passes through a single
(twisted) eigenform1 whose Tamagawa factors at bad primes are coprime to p. Through this
construction, we obtain a big Kolyvagin system for the big Galois representation, with standard
applications. Before stating our results, we start with setting up the notation.
Let N be a positive integer and p ∤ 6N a prime. Define
ω : ∆ = (Z/pZ)× −→ µp−1
to be the Teichmu¨ller character, which we view both as a p-adic and complex character by
fixing embeddings Q →֒ Qp, Q →֒ C, as well as a Dirichlet character modulo Np. Let
f =
∞∑
n=1
anq
n ∈ Sk(Γ0(Np), ω
j)
be a normalized cusp form of weight k ≥ 2, which is an eigenform for the Hecke operators Tℓ
for ℓ ∤ Np and Uℓ for ℓ | Np. Let E/Qp be a finite extension that contains an for all n and
let O = OE be its ring of integers and π = πE a fixed uniformizer. We assume further that
f is an eigenform that is p-ordinary and p-stabilized, and the conductor of f is divisible by
N . This amounts to saying that ap ∈ O× and the system of Hecke-eigenvalues {aℓ | ℓ ∤ Np}
associated to f agrees with that of a newform of level N or Np. Let GQ = Gal(Q/Q) and let
ρf : GQ → GL2(E) be the Galois representation attached to f by Deligne [Del71]. Throughout
this paper, we assume the following holds:
Hypothesis 1.1. The semi-simple residual representation ρf associated to ρf is absolutely
irreducible and is p-distinguished.
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1In the sense of [Nek06, §12.7.10]. The twisted eigenform we have in mind is denoted by gP in loc.cit.
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Let Γ = 1 + pZp. Identify ∆ with µp−1 via ω so that we have
Z×p
∼= ∆× Γ.
Set Λ = O[[Γ]]. Let hord be Hida’s universal ordinary algebra parametrizing the Hida family
passing through f , which is finite flat over Λ by [Hid86a, Theorem 1.1]. We will recall some
basic properties of hord, for details the reader may consult [Hid86a, Hid86b] and [EPW06]
for an excellent quick survey. The eigenform f fixed as above corresponds to an arithmetic
specialization (in the sense of Definition 2.1 below)
sf : h
ord −→ O
Decompose hord into a direct sum of its completions at maximal ideals and let hord
m
be the
(unique) summand through which sf factors. The localization of hord at ker(sf) is a discrete
valuation ring [Nek06, §12.7.5], and hence there is a unique minimal prime a ⊂ hord
m
such that
sf factors through the integral domain
(1.1) R = hordm /a.
The Λ-algebra R is called the branch of the Hida family on which f lives, by duality it cor-
responds to a family F of ordinary modular forms. Hida [Hid86b] gives a construction of a big
GQ-representation T with coefficients inR, the exact definition of T is recalled below. Thanks
to Hypothesis 1.1, T is a free R-module of rank two. The GQ-representation T is unramified
outside Np. Let T be the critical twist of T, as defined by Howard [How07, Definition 2.1.3].
Then the GQ-representation is self-dual in the sense that there is a perfect R-bilinear pairing
T× T −→ R(1).
Fix a quadratic imaginary number field K and let OK b its ring of integers. Assume until the
end that the following holds:
Hypothesis 1.2.
(i) There is an ideal N of OK such that OK/N ∼= Z/NZ.
(ii) The class number of K is prime to p.
Let Hc be the ring class field of K of conductor c and for c prime to p (resp., for α ∈
Z+), let K(c) (resp., Kα) be the maximal p-extension in Hc/K (resp., in Hpα+1/K). Set
Kα(c) to be the composite field of Kα and K(c), K∞ = ∪αKα, Γac = Gal(K∞/K) and
Λac = Zp[[Γ
ac]]. In [How07, §2.2], Howard constructs a family of cohomology classes Xc ∈
H˜1f (Hc,T), where H˜1f (Hc,T) is Nekova´rˇ’s [Nek06, §6] extended Selmer group. Howard also
checks in Proposition 2.3.1 of loc.cit. that these classes satisfy the Euler system relation. For c
prime to p, set
zc,α = corHcpα+1/Kα(c)
(
U−αp Xcpα+1
)
∈ H˜1f (Kα(c),T).
This definition makes sense thanks to [How07, Proposition 2.3.1]. The collection {zc,α}c,α is
called the big Heegner point Euler system. To ease notation, write
zα = z1,α ∈ H˜
1
f (Kα,T).
The collection {zα} is norm-compatible as α varies and we may therefore set
z∞ = {zα} ∈ lim←−
α
H˜1f (Kα,T) =: H˜
1
f,Iw(K∞,T).
The first (H.stz) of the following hypotheses may be thought of as an assumption to rule out
the existence of exceptional zeros (in the sense of Greenberg [Gre94]) at characters of Γac of
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finite order. The second (H.Tam) has to do with Tamagawa factors.
(H.stz) For every v|p, H0(Kv, F−v (T )) = 0.
Here T = T/mR is the residual representation and F−v (T ) is defined as in §4. See Remark 4.24
for the content of this hypothesis.
(H.Tam)
(i) p ∤
∏
ℓ|N
(ℓ2 − 1),
(ii) there is a specialization T of the twisted Hida family T for which p ∤ cℓ(T ).
Starting from an Euler system for a Galois representation M with coefficients in a discrete
valuation ring, Mazur and Rubin [MR04] devise2 a machinery which yields a Kolyvagin system
for M . This is what we carry out for the big Galois representation T which has coefficients
over a dimension-2 Gorenstein ring R and prove the following:
Theorem A.1.[See Theorem 4.28] Suppose the assumptions H.Tam and H.stz hold true. There
is a Kolyvagin system
{κn} = κ ∈ KS(T⊗ Λac,FGr)
(where the R-module KS(T⊗ Λac,FGr) is described in Definition 4.12 below) such that
κ1 = z∞ ∈ H˜
1
f,Iw(K∞,T).
Assuming (H.Tam)(ii) alone, Howard in [How07, Theorem 2.4.5] proves that the classes
{zc,α} lie in the Greenberg Selmer group. However, to carry out the descent argument (as we
do in §4) in order to deduce Theorem A.1, one needs the finer analysis of local cohomology
groups that we carry out in §3. As a by-product to our analysis we control, among other things,
the variation of Tamagawa factors in the “Hida family” T, much in the spirit of [EPW06]. To
that end, we show for a prime ℓ that divides the tame conductor N , how to interpolate the
Tamagawa factors {cℓ(TS)}s into an element τ of R (which we call the Tamagawa element).
Here s runs through specializations
s : R −→ S, TS = T⊗R S
into discrete valuation rings S and the Tamagawa factor cℓ(TS) is defined following Fontaine
and Perrin-Riou [FPR94]. More precisely, we prove the following in §3:
Theorem A.2.
(i) There exists an element τ ∈ R such that [S : s(τ )S] = cℓ(TS).
(ii) Assume that the hypothesis H.Tam holds true. Then for any specialization TS of T, the
Tamagawa factor cℓ(TS) is coprime to p as well.
See §3 below for a precise definition of the element τ of R, which might be of independent
interest. We remark that Theorem A.2(ii) can be obtained without going through the con-
struction of the element τ , c.f., [EPW06, Propositions 2.2.4 and 2.2.5], [Och06, Theorem 3.3],
2Attentive reader will notice that Mazur and Rubin never treat Heegner points. It was Howard [How04] who was
the first to study the Heegner points from the perspective offered by the work of Mazur and Rubin.
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[FO12, Lemma 2.14]. However, in order to descend to a Kolyvagin system, one needs the finer
analysis in §3.
Once we obtain a Kolyvagin system as in Theorem A.1, a standard argument (c.f., [Och05,
Fou10]) gives bounds on the appropriate extended Selmer group. Suppose the ring R∞ :=
R⊗Zp Λ
ac is a regular ring and M is a torsion R∞-module. We define the characteristic ideal
of M to be
char(M) =
∏
p
plength(Mp)
where the product runs through height-1 primes of R∞.
Theorem A.3.[See Theorem 5.1] Suppose the assumptions of Theorem A.1 hold true and as-
sume that the ring R∞ is regular. Then
char
(
H˜2f,Iw(K∞,T)tors
)
| char
(
H˜1f,Iw(K∞,T)/R∞z∞
)2
.
We note that Fouquet has also devised a machinery to make use of the big Heegner point
Euler system and has obtained Theorem A.3 [Fou10, Theorem 2.9]. In his statement, however,
the class z∞ here has to be replaced by a multiple by an element α ∈ R, accounting for
uncontrolled Tamagawa factors. We are able to control the uncontrolled “extra” factor α thanks
to Theorem A.1 and thus improve on Fouquet’s result towards Howard’s two-variable main
conjecture. In fact, we expect that the big Kolyvagin system κ we construct in Theorem A.1
(under the hypotheses H.stz and H.Tam) is primitive in a certain sense and that the divisibility
in Theorem A.1 is sharp, which is not the case in [Fou10]. All this is a consequence of the
fact that Fouquet’s approach is all together different than ours: Fouquet constructs Kolyvagin
systems for each individual specialization, whereas in this paper we prove the existence of a
big Kolyvagin system that essentially interpolates each of these individual Kolyvagin systems.
We finally remark that the hypothesis H.stz seems to be also necessary for the descent argu-
ments in [Fou10] to go through, see Remark 4.24 below.
When the base field is a general totally real field, there also exists a Hida family of Hilbert
modular forms and the relevant properties of the associated big Galois representation is estab-
lished in [Hid88, Hid89, SW99, SW01]. A construction of an Euler system of big Heegner
points in this setting is due to Fouquet [Fou08], generalizing the work of Howard. The for-
malism of the current article applies to this more general setting as well, and that is one reason
why the author chose to stick to the case of elliptic modular forms so as to keep the notation
simple and various technical constructions tractable.
Our construction of a big Heegner point Kolyvagin system (Theorem A.1) goes hand in
hand with the main result of the forthcoming article [Bu¨y12], where one may better observe
the benefits of deforming Kolyvagin systems directly (as opposed to deforming first the Euler
system and then specializing to Kolyvagin systems for each individual member, as done so in
[Fou10].) In [Bu¨y12], we prove (generalizing the main theorem of [Bu¨y11]) that theR-module
of Kolyvagin systems for T is free of rank one for a very general class of Galois representations
T with coefficients
• either a 2-dimensional complete Gorenstein ring R,
• or a regular complete Noetherian local ring R.
In particular, this result may be used to interpolate Kolyvagin systems obtained from Kato’s Eu-
ler systems for elliptic modular forms to the universal deformation ring, under mild hypotheses.
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Such a construction seems intractable for the time being in the level of Euler systems. Further-
more, one may hope to extend the arguments of [Bu¨y12] in order to interpolate Kato’s Kolyva-
gin systems for each individual member of a finite slope (not necessarily p-ordinary) Coleman
family, and incorporate this construction within Pottharst’s [Pot11] non-ordinary Iwasawa the-
ory.
1.1. Notation and Hypotheses. For any field F , fix a separable closure F of F and write
GF for the absolute Galois group Gal(F/F ). For a continuous GF -representation M , we
will denote by H i(F,M) = H i(GF ,M) the cohomology group calculated with continuous
cochains.
For an algebraic number field L and a non-archimedean place w of L, we write Gw instead
of GLw . We also denote any fixed decomposition subgroup (resp., inertia subgroup) at w of GL
by Dw (resp., Iw).
For an abelian group A, let Aˆ = Hom(Hom(A,Qp/Zp),Qp/Zp) be its p-adic completion. If
further GF acts on A, then for a character χ of GF with values in O (where O is the ring of
integers of a finite extension of Qp), let
Aχ := {a ∈ Aˆ⊗Zp O : g · a = χ(g)a for all g ∈ GF}.
2. A FAMILY OF GALOIS REPRESENTATIONS
In this section, we give the definition of the big Galois representation T attached to a Hida
family of elliptic modular forms F. We mostly follow [How07, §2] as we will heavily rely on
his constructions later in this paper, and we use in this section the terminology set in loc. cit.
sometimes without giving the definition here.
Let hord be Hida’s big ordinary Hecke algebra of tame level N and let Λ = O[[Γ]] be the
Iwasawa algebra as in the introduction. Then hord can made into a Λ-algebra via the diamond
action and it is finite flat over Λ by [Hid86a, Theorem 1.1].
Definition 2.1.
(i) Let ι be the natural inclusion Z×p → O[[Z×p ]]×. The restriction of ι to Γ will also be
denoted by ι.
(ii) IfA is any finitely generated commutativeΛ-algebra then theOE-algebra mapA s→ Qp
is called an arithmetic specialization if the composition
Γ
ι
−→ A×
s
−→ Q
×
p
has the form γ 7→ ψ(γ)γr−2 for some integer r ≥ 2 and some character ψ of Γ of finite
order.
(iii) The kernel of an arithmetic specialization is called an arithmetic prime of A. If ℘ is an
arithmetic prime then the residue field E℘ := A℘/℘A℘ is a finite extension of E. The
composition
Γ −→ A× −→ E×℘
has the form γ 7→ ψ℘(γ)γr−2 for a character ψ℘ : Γ→ E×℘ . The character ψ℘ is called
the wild character of ℘ and the integer r is called the weight of ℘.
Let f ∈ Sk(Γ0(Np), ωj) be a cusp form as in the introduction. As explained in Introduction,
f corresponds to an arithmetic specialization sf which factors through
R = hordm /a
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for a unique maximal ideal m ⊂ hord and a uniquely determined minimal prime ideal a ⊂ hord
m
.
For s ∈ Z+, set Φs = Γ0(N) ∩ Γ1(ps) ⊂ SL2(Z) and let Ys denote the affine modular
curve Ys classifying elliptic curves with Φs-level structure. More precisely, Ys classifies triples
(E,C, π) consisting of an elliptic curve E, a cyclic subgroup C of E of order N and a point π
on E of exact order ps. Let Xs be its compactification and let Js be the Jacobian of Xs. Then
there is a degeneracy map
α : Xs+1 −→ Xs
given by
(E,C, π) 7→ (E,C, p · π),
which induces a map
α∗ : Js+1 −→ Js.
Let Tp(Js) be the p-adic Tate module. Via the Albenese action, Hecke operators acts on each
Tp(Js). Let eord = limUn!p be Hida’s ordinary projector, set T ordp (Js) = eord(Tp(Js)) and
T = (lim←−T
ord
p (Js))⊗hord R.
Here the inverse limit is with respect to α∗. There is a natural R-linear GQ-action on T. As
indicated in Introduction, T is a free R-module of rank two and is unramified outside Np. Let
T be the self-dual twist of T, defined as in [How07, Definition 2.1.3] (and denoted by T† in
loc. cit.).
For any arithmetic prime ℘ ⊂ R, Hida Theory associates an ordinary modular form f℘ with
coefficients in E℘. The GQ-representation V℘ = T⊗RE℘ is then a self-dual twist of the p-adic
Galois representation attached to the form f℘ by Deligne.
3. CONTROLLING THE TAMAGAWA FACTORS ATTACHED TO FAMILIES
Let R and T be as above and let m denote the maximal ideal of R. We write L = Frac(R),
the field of fractions of R and V = T ⊗R L. Throughout this section v ∤ p∞ will denote a
place of K which divides the tame conductor N of the Hida family R.
For technical reasons we also impose the following:
Assumption 3.1. p ∤
∏
v|N
(Nv2 − 1).
3.1. Local Galois representation at the primes dividing the tame conductor. Nekova´rˇ in
[Nek06, Proposition 12.7.14.1] describes theL[Gv]-moduleV under the following assumption:
(H
v
) There is a twisted cusp form g℘ through which the (twisted) Hida family passes through
such that π(g℘)v = St(µ) (with µ2 = 1 and unramified).
Here π(g℘)v is the smooth admissible representation of GL2(Qv) attached to g℘ at v and
St(µ) is the twisted Steinberg, µ : K×v → C× is a character. We refer the reader to [Nek06,
§12.7.10] for the precise definition of the twisted Hida family and the twisted cusp form; the
twisted Hida family we are interested in is denoted by V and a twisted cusp form that the family
passes through is denoted by gP in loc.cit.
Until the end, we assume that (H
v
) holds true. See [Nek06, §12.3 and §12.7] for the content
of the assumption (H
v
).
Since we also assumed Hypothesis 1.1, [MT90, The´ore`me 7] shows that
hord ∼= HomΛ(hord,Λ).
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It follows then, as explained in [Nek06, Proposition 12.7.14.1] that there is an exact sequence
of R[[Gv]]-modules
(3.1) 0 −→ F+(T) −→ T −→ F−(T) −→ 0,
with
(3.2) F+(T) ∼= R(1)⊗ µ and, F−(T) ∼= R
as R[[Gv]]-modules and µ is as above.
Remark 3.2. Nekova´rˇ’s description of V in [Nek06, Proposition 12.7.17.1] leads to the exact
sequence (3.1) essentially in the same manner as Proposition 4.4 below. This is what we explain
in detail in this Remark. Note that one major point for the proof of Proposition 4.4 is that the
residual representation T is p-distinguished, in the sense that there is an exact sequence
0 −→ χ1 −→ T −→ χ2 −→ 0
for R/mR-valued characters χ1 6= χ2 of Gal(Qp/Qp).
By Proposition 12.7.17.1(i) of [Nek06], the sequence
0 −→ F+(V) −→ V −→ F−(V) −→ 0
of L[Gv]-modules is exact. Here F+(V) ∼= L(1) ⊗ µ and Gv acts trivially on the one dimen-
sionalL-vector space F−(V). Furthermore, by Proposition 12.7.17.1(ii) of loc.cit., the residual
representation T fits in an exact sequence
0 −→ ω ⊗ µ −→ T −→ χ0 −→ 0
of R/mR-vector spaces, where ω is the mod p cyclotomic character and χ0 is the trivial char-
acter. Thanks to our running assumption that p ∤ Nv2 − 1, it follows that ω ⊗ µ 6= χ0. Set
F+(T) := F+(V) ∩ T. We contend to prove that F+(T) is a free R-module of rank one.
Indeed, note that (since T/F+(T) is R-torsion free) we have a natural injection
(3.3) F+(T)/mRF+(T) = F+(T)/
(
mRT ∩ F
+(T)
)
→֒ T .
Furthermore, Gv acts on the quotient F+(T)/mRF+(T) by ω ⊗ µ, hence (using the fact that
ω ⊗ µ 6= χ0) it follows that (3.3) induces an injection
F+(T)/mRF
+(T) →֒ R/mR(ω ⊗ µ) .
Since F+(T) 6= 0, this shows by Nakayama’s lemma that
(3.4) F+(T)/mRF+(T) ∼−→ R/mR(ω ⊗ µ)
and that the R-module F+(T) is cyclic and therefore free of rank one. Now set F−(T) :=
T/F+(T); observe that F−(T) →֒ F−(V) and hence it is a torsion free R-module on which
Gv acts trivially. By tensoring the exact sequence
0 −→ F+(T) −→ T −→ F−(T) −→ 0
by R/mR and using (3.4), we have the following commutative diagram where all the vertical
arrows are isomorphisms:
0 // F+(T)⊗R/mR

// T⊗R/mR //

F−(T)⊗R/mR //

0
0 // R/mR(ω ⊗ µ) // T // R/mR // 0
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This implies by Nakayama’s lemma that F−(T) is free of rank one as well. This concludes the
verification of the asserted filtration (3.1) of T.
3.2. The Tamagawa number. Let Φ be a finite extension of Qp, and let O denote its ring of
integers. Suppose T is a O[Gv]-module such that there is an exact sequence of O[Gv]-modules
(3.5) 0 −→ O(1)⊗ µ −→ T −→ O −→ 0.
Here, µ : K×v → {±1} (which may be also thought as a character of the Galois group Gv
via local class field theory). Let cv = cv(T ) denote the p-part of the Tamagawa number at v,
defined as in [FPR94]. In what follows we will compute cv in terms of the sequence (3.5).
3.2.1. µ 6= id. Let Lw be the extension of Kv cut by µ, so that Lw/Kv is a quadratic extension.
Let Gw denote the absolute Galois group of Lw and ∆ = Gal(Lw/Kv).
Proposition 3.3. The following holds:
(i) H1(Kv,O(1)⊗ µ) = 0,
(ii) H0(Iv, T ⊗ Φ/O) is divisible.
(iii) cv = 1.
Proof. Using the inflation-restriction sequence and Kummer theory, it follows that
H1(Kv,O(1)⊗ µ) = (L
×
w)
µ−1 ⊗Zp O.
Here (L×w)µ
−1 is the µ−1-part of the Zp[∆]-module L×,∧w , where L×,∧w is the p-adic completion
of L×w . Since w ∤ p and since we assumed 3.1, we have a Zp[∆]-equivariant isomorphism
ordw : L×,∧w
∼
−→ Zp
with the trivial action on Zp. Since µ is a non-trivial character of ∆, it follows that (L×w)µ
−1
= 0
and thus (i) follows.
Now taking theGv-cohomology of the sequence (3.5), using (i) and noting that theGv-action
on O⊗ µ is non-trivial, it follows that
TGv
∼
−→ O.
This in return implies that the sequence (3.5) splits, yielding a decomposition
T = (O(1)⊗ µ)⊕O
as O[Gv]-modules. It now follows that (T ⊗ Φ/O)Iv ∼= Φ/O (resp., (Φ/O)2) if µ is ramified
(resp., unramified).
Since cv = #(H0(Iv, T ⊗ Φ/O)/H0(Iv, T ⊗ Φ/O)div)Frv=1, (iii) follows from (ii). 
3.2.2. µ = id. In this case the sequence (3.5) is
(3.6) 0 −→ O(1) −→ T −→ O −→ 0.
Let σ = ∂(1) ∈ H1(Kv,O(1)) where ∂ : O → H1(Kv,O(1)) is the connecting homomor-
phism in the long exact sequence of the Gv-cohomology of the sequence (3.6). Kummer theory
gives an isomorphism
ordv : H1(Kv,Zp(1))
∼
−→ K×,∧v
∼
−→ Zp,
which yields an isomorphism (which we still denote by ordv) after tensoring by O
(3.7) ordv : H1(Kv,O(1)) ∼−→ O.
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According to [CE56] pp. 290 and 292, −σ is the extension class of the sequence (3.6) inside
Ext1O[Gv](O,O(1)) = H
1(Kv,O(1)). Hence ordv(σ) = 0 if and only if the sequence (3.6)
splits.
Proposition 3.4. If the sequence (3.6) does not split, then
cv = #(O/ordv(σ)O)tors.
Proof. By functorialty, we have the following commutative diagram with exact rows:
OGv

O
∂ // H1(Kv,O(1))
∼=

OIv O
∂′ // H1(Iv,O(1))
α // H1(Iv, T ) // H
1(Iv,O) ∼= Zp
The right most vertical arrow is an isomorphism because
• The cohomological dimension of Gv/Iv is one therefore the map
H1(Kv,O(1)) −→ H
1(Iv,O(1))
is surjective,
• The group Gv/Iv is pro-cyclic and Frv is a topological generator, hence for the kernel
H1(Gv/Iv,O(1)) of this map we have:
H1(Gv/Iv,O(1)) ∼= O(1)/(Frv − 1)O(1) ∼= O/(Nv − 1)O,
and since we assumed (3.1) this is trivial.
The second row of the diagram above shows that H1(Iv, T )tors = im(α)tors. Furthermore,
since Gv acts trivially on H1(Iv,O(1)), it follows that im(α)tors = H1(Iv, T )Frv=1tors . Since
cv = #H
1(Iv, T )
Frv=1
tors , it suffices to prove that
im(α) ∼= O/ordv(σ)O.
The right most vertical isomorphism shows that
im(α) ∼= H1(Kv,O(1))/∂(O)
ordv
∼ // O/ordv(σ)O
hence Proposition is proved.

3.3. The interpolation and the argument.
3.3.1. The case µ = id. Let p ⊂ R be an arithmetic prime and let fp be the associated modular
form attached to p. LetO(p) = R/p and Φ(p) = FracO(p) be its field of fractions. When T is
as above, the GF -representation T⊗Φ(p) is the Galois representation V (fp) which is attached
to fp by Eichler, Shimura and Deligne [Del71]. We define the specialization map
sp : R −→ O(p).
Let S(p) be the integral closure of O(p) inside Φ(p). By slight abuse, we also write sp for the
composite
sp : R −→ O(p) →֒ S(p).
The ring S(p) is a DVR. We fix a uniformizer πp of S(p). We write T = T ⊗ S(p) for the
S(p)-lattice inside of V (fp). Note that T fits in the exact sequence (3.6) and the arguments of
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§3.2.2 apply with O = S(p). Let τ = ordv(σ) ∈ S(p), where σ is as in §3.2.2. We remark
here that we also write σ for its image inside H1(Iv, S(p)(1)) under the isomorphism
H1(Kv, S(p)(1))
∼
−→ H1(Iv, S(p)(1))
which appeared in the proof of Proposition 3.4.
Until the end of §3.3.1, suppose the following holds:
Assumption 3.5. τ ∈ S(p)×.
Remark 3.6. Note that, in view of Proposition 3.4 and the remark just before Proposition 3.4,
Assumption 3.5 amounts to say that the Hida family T should pass through a (twisted) modular
form3 for which the attached Galois representation has the following properties:
(1) p does not divide the the Tamagawa number Tamv(T ) of the S(p)[[GK ]]-representation
T at v,
(2) the exact sequence (3.6) of S(p)[[Gv]]-modules does not split (which is equivalent to
saying that T Iv is a free S(p)-module of rank one).
Definition 3.7. Let
∂ : R = RIv −→ H1(Iv,R(1))
be the connecting homomorphism of the Iv-cohomology of the exact sequence (3.1) (with
µ = 1).
Since Iv acts trivially on R, we have
H1(Iv,R(1)) = H
1(Iv,Zp(1))⊗Zp R.
This, together with the isomorphism (3.7) induces
(3.8) H1(Iv,R(1)) ∼−→ R
which is in fact an isomorphism of R[[Gv]]-modules.
Definition 3.8. Let τ ∈ R be the image of ∂(1) ∈ H1(Iv,R(1)) under the isomorphism (3.8).
The element τ is called the Tamagawa element attached to the family T.
Proposition 3.9. Suppose Assumption 3.5 holds, then τ ∈ R×.
Proof. We have a commutative diagram
1❴

✭ **∈ R
sp

∂ // H1(Iv,R(1))
sp

∼ // R
sp

∋ τ❴

1 ✖ 44∈ S(p) // H1(Iv, S(p)(1))
∼ // S(p) ∋ τ
Let τ¯ be the image of τ under the map
S(p) −→ k(p) := S(p)/πpS(p).
3In the sense we have explained at the start of Section 3.1.
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By our assumption that τ ∈ S(p)×, it follows that τ¯ 6= 0. Furthermore, there is a commutative
diagram
τ
⑥
77
∈ R
 ✼
✼✼
✼✼
✼✼
✼
sp // O(p) 
 // S(p)
☎☎
☎☎
☎☎
☎☎
R/m 
 // k(p) ∋ τ¯
where the injection R/m →֒ k(p) is because R/m is the unique field that R surjects onto.
This shows that the image of τ under the natural map R → R/m is non-zero, and Proposition
follows. 
Let now
s : R −→ S
be any specialization, where S is a discrete valuation ring with uniformizer πS . We set TS =
T ⊗R S. Let Tamv(TS) denote the Tamagawa number at v for the S[[GF ]]-representation TS .
Note that TS is a free S-module of rank two and as remarked above, we use the definition of
[FPR94] of Tamagawa factors.
Proposition 3.10. Suppose that Assumption 3.5 above holds true. Then Tamv(TS) is prime to
p.
Proof. As in the proof of Proposition 3.9, there is a commutative diagram
1❴

✯ **∈ R
s

∂ // H1(Iv,R(1))
s

∼ // R
s

∋ τ❴

1 ✔ 44∈ S // H1(Iv, S(1))
∼ // S ∋ τS
Also, the commutative diagram
τ
✱
  
❴

∈ R
s //

S

τ¯ ✕ 44∈ R/m

 // S/πSS ∋ τS
shows that τS ∈ S×, since τ¯ 6= 0 by Proposition 3.9. This completes the proof by making
use of Proposition 3.4 with O = S and T = TS . 
3.3.2. The case µ 6= id. The case µ 6= id (in (3.1)) is handled just as in §3.2.1. Following the
proof of Proposition 3.3, one is able to prove:
Proposition 3.11. Suppose TS is as in §3.3.1. Then under Assumption 3.5, p ∤ Tamv(TS).
The following Lemma will be crucial when checking the local properties of the big Heegner
point Euler system.
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Lemma 3.12. Let L be any unramified p-extension of Kv. Then under Assumption 3.5, the
R-module H1(Lur,T) is torsion-free.
Proof. As the Assumption (H
v
) is in effect, the Gv-representation T fits in an exact sequence
0 −→ R(1)⊗ µ −→ T −→ R −→ 0,
where the character µ is described above.
In the case µ 6= id, the proof of Proposition 3.3 shows that T = (R(1) ⊗ µ) ⊕ R as Gv-
modules. Thus, we need to verify that the R-modules H1(Lur,R(1)⊗ µ) and H1(Lur,R) are
torsion-free. For the module
H1(Lur,R) ∼= Hom(Gal(Kv/Lur),R)
this is clear. Also, when µ is an unramified character of Gv, it follows that the inertia acts
trivially on R(1)⊗ µ and hence
H1(Lur,R(1)⊗ µ) ∼= Hom(Gal(Kv/Lur),R(1)⊗ µ) ∼= Hom(Gal(Kv/Lur),R)
is free as well. When µ is ramified, the argument carries over after replacing Lur by a quadratic
extension.
In the case µ = id, we have the following exact sequence as in the proof of Proposition 3.4:
R = H0(Lur,R)
∂ // H1(Lur,R(1))
α // H1(Lur,T) // H1(Lur,R) ∼= R
Since L/Kv is unramified, the proof of Proposition 3.9 shows that the map ∂ is surjective under
Assumption (3.5), hence the map α is injective. The proof is now complete. 
4. KOLYVAGIN DESCENT FOR THE BIG HEEGNER POINTS
4.1. Selmer groups.
4.1.1. Local conditions and Selmer structures. Throughout this section, let L be a finite ex-
tension of K and for each prime v of L define Lunrv as the maximal unramified extension of Lv.
Let Iv ⊂ Dv be a fixed choice of inertia and decomposition groups of v. Let R be any local
Noetherian ring and M any R[[GK ]]-module.
Definition 4.1. A Selmer structure F on M is a collection of the following data:
• For every v | Np, choose a local condition on M (which we view now as a R[[Dv]]-
module), i.e., a choice of R-submodule
H1F(Lv,M) ⊂ H
1(Lv,M).
• For v ∤ Np, set
H1F(Lv,M) = H
1
f (Lv,M) := ker
(
H1(Lv,M)→ H
1(Lunrv ,M)
)
Definition 4.2. The semi-local cohomology group at a rational prime ℓ is defined by setting
H i(Lℓ,M) :=
⊕
v|ℓ
H i(Lv,M),
where the direct sum is over all primes v of L lying above ℓ.
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Definition 4.3. If F is a Selmer structure on M , we define the Selmer module H1F(L,M) as
H1F(L,M) := ker
(
H1(L,M) −→
∏
v
H1(Lv,M)/H
1
F (Lv,M)
)
.
4.1.2. Greenberg Conditions. Let T be the big self-dual Galois representation attached to a
Hida family.
Proposition 4.4. Suppose v is any place of L above p. Then there is an exact sequence of
R[[Dv]]-modules
(4.1) 0 −→ F+v (T) −→ T −→ F−v (T) −→ 0
such that both F+v (T) and F−v (T) are free of rank one over R.
See [How07, Prop. 2.4.1] (and [Nek06, §12.7.8-10] when dealing with a Hida family of
Hilbert modular forms) for a proof of this statement.
For any ring homomorphism s : R → S (where S is a local Noetherian ring), set TS =
T ⊗s S. By tensoring the sequence (4.1) by S, we also define F±v (TS) for any of the modules
TS above. Furthermore, if S is a ring which is finitely generated as an O-module, set VS =
TS ⊗O E and define F±v (VS) in a similar manner.
Definition 4.5.
(i) The strict Greenberg Selmer structure FGr on T by setting local conditions as
H1FGr(Lv,T) =
{
ker (H1(Lv,T) −→ H
1(Lunrv ,T)) , if v ∤ p
ker
(
H1(Lv,T) −→ H1(Lv, F−(T))
)
, if v | p
(ii) Let T be any subquotient of T. Then let FGr on T be the Selmer structure defined by
propagating the Selmer structure FGr on T via [MR04, Example 1.1.2].
(iii) Let S be a ring for which TS and VS is defined. We define a Selmer structure F˜Gr on
TS by setting
H1
F˜Gr
(Lv, TS) =
{
ker (H1(Lv, TS)→ H1(Lunrv , VS)) , if v | N
H1FGr(Lv, TS) , if v ∤ N
Proposition 4.6. Suppose the Assumption 3.1 and Assumption 3.5 holds; see Remark 3.6 for
the content of the latter assumption. Then
H1
F˜Gr
(Lv, TS) = H
1
FGr
(Lv, TS)
for all v.
Proof. This follows from Proposition 3.10 and [Rub00, Lemma 3.5]. 
4.2. Kolyvagin systems for T and T ⊗ Λac. Let K∞ be the anticyclotomic Zp-extension of
K and Γac = Gal(K∞/K), Λac = Zp[[Γac]]. Let γ ∈ Γac be a fixed topological generator, and
let {π, x} be a maximal regular sequence for the two-dimensional Gorenstein ring R, where
π = πE is the uniformizer of E fixed in the introduction. For each k,m, r ∈ Z+, let Rk,m
(resp., Rk,m,r) be the artinian local ring R/(πk, xm) (resp., Rk,m ⊗Zp Λac/(γ − 1)r) and Tk,m
(resp., Tk,m,r) be the module T ⊗R Rk,m (resp., T ⊗R Rk,m,r). Note that we allow GK act on
both factors defining Tk,m,r via the map GK ։ Γac. Let P be the set of all primes λ ⊂ OK of
degree 2 such that λ ∤ Np and define Pk,m,r ⊂ P to be the collection of primes λ which satisfy:
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(i) Let ℓ be the rational prime below λ. Then ℓ + 1 ≡ 0 mod pk.
(ii) Let Dλ ⊂ GK be any decomposition group for the prime λ. Then
Dλ ⊂ ker(GK → AutR(Tk,m,r)).
Note that this condition is independent of the choice of the decomposition group Dλ
and implies that Frλ acts trivially on Tk,m,r.
For λ ∈ Pk,m,r, set
H1f (Kλ, Tk,m,r) := ker(H
1(Kλ, Tk,m,r) −→ H
1(Kunrλ , Tk,m,r)),
and
H1s (Kλ, Tk,m,r) := H
1(Kλ, Tk,m,r)/H
1
f (Kλ, Tk,m,r).
Proposition 4.7. Suppose λ ∈ Pk,m,r. Let kλ = OK/λ and kℓ = Z/ℓZ. Then there is a
finite-singular comparison map
φfsλ : H
1
f (Kλ, Tk,m,r)
∼
−→ H1s (Kλ, Tk,m,r)⊗ k×λ /k
×
ℓ .
Proof. It follows from [MR04, Lemma 1.2.1] and our assumption λ ∈ Pk,m,r that
H1f (Kλ, Tk,m,r)
∼
−→ Tk.m,n
∼
←− H1s (Kλ, Tk,m,r)⊗ k×λ .
Identifying the p-Sylow subgroups of k×λ and k×λ /k×ℓ the Proposition follows. 
Definition 4.8.
(a) For λ ∈ P and ℓ the prime below λ, define G(ℓ) = k×λ /k×ℓ .
(b) Let Nk,m,r (resp., N ) be the set of square-free products of the rational primes ℓ that lie
above the primes chosen among of Pk,m,r (resp., P).
(c) For n ∈ N , define G(n) =⊗ℓ|n G(ℓ).
Definition 4.9. For λ ∈ P and ℓ the prime below it, let Hℓ be the ring class field of conductor
ℓ. Since λ splits completely in the Hilbert class field of K, the maximal p-subextension L of
the extension (Hℓ)λ/Kλ is totally ramified abelian p-extension of Kλ. Furthermore, its Galois
group is canonically identified with the p-Sylow subgroup of Gλ by class field theory hence it
is also the maximal totally tamely ramified abelian p-extension of Kλ. Define the transverse
submodule
H1tr(Kλ,M) = ker(H
1(Kλ,M) −→ H
1(L,M))
for any GKλ-module M .
Lemma 4.10. The transverse submodule H1tr(Kλ, Tk,m,r) projects isomorphically onto the sin-
gular quotient H1s (Kλ, Tk,m,r) under the natural projection
H1(Kλ, Tk,m,r) −→ H
1
s (Kλ, Tk,m,r).
This is [MR04, Lemma 1.2.4].
Definition 4.11. For a Selmer structure F on a GK-representation M and n ∈ N , define the
modified Selmer structure F(n) on M by setting
H1F(n)(Kv,M) =
{
H1F(Kv,M) , if v ∤ n
H1tr(Kv,M) , if v | n
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Definition 4.12. The R⊗ Λac-module of big Kolyvagin systems for T⊗ Λac is defined as
KS(T⊗ Λac,FGr) := lim←−KS(Tk,m,r,FGr,Pk,m,r),
where each of the modules KS(Tk,m,r,FGr,Pk,m,r) of Kolyvagin systems over the artinian ring
Rk,m,r is defined following [MR04, Definition 3.1.3], via the constructions given above.
4.3. Big Heegner point Kolyvagin system. We start this section by recalling Kolyvagin’s
derivative construction. Let Hc denote the ring class field of K of conductor c, and for c prime
to p, let K(c) be the maximal p-extension in Hc/K. We assume until the end that
• The class number of K is prime to p (equivalently, K(1) = K).
• T is an absolutely irreducible GK-representation.
• The twisted Hida family passes through a member for which all the Tamagawa factors
at primes ℓ dividing the tame conductor N are prime to p.
Then the maximal p-extension Kα in Hpα+1 satisfies that [Kα : K] = pα. For (c, p) = 1, write
Kα(c) for the composite field of K(c) and Kα. For Howard’s big Euler system {Xcpα}c,α of
Heegner points defined as in [How07, §2.2], we set using [How07, Prop. 2.3.1]
zc,α := corH
cpα+1
/Kα(c) U
−α
p Xcpα+1 ∈ H
1(Kα(c),T)
for every c prime to Np, where Up is the Hecke operator.
Remark 4.13. Let λ a place of K and suppose L/Kλ is an unramified extension. Then
Lur = Kurλ , as the field Lur is unramified over Kλ, and the composite Kurλ L is unramified over
L.
Proposition 4.14. Under the running hypotheses,
zc,α ∈ H
1
FGr
(Kα(c),T).
Proof. We need to check that zc,α ∈ H1FGr(Kα(c)v,T) for every place v of Kα(c).
Suppose that w|v|λ|N , where w (resp., v, resp., λ) is a prime of H
cpα+1
(resp., of Kα(c),
resp., of K). For ease of notation, let L = (H
cpα+1
)w and K = Kα(c)v. The proof of [How07,
Prop. 2.4.5] shows that the restriction of Xcpα to H1(Lur,T) is R-torsion, which is trivial by
Lemma 3.12. This completes the proof that locw(Xcpα) ∈ H1FGr(L,T). We have a commutative
diagram
H1(L,T)
res //
cores

H1(Iλ,T)
GL
NK/L

H1(K,T)
res // H1(Iλ,T)
GK
where we use Remark 4.13 to identify Iλ with the Galois groups of the extensions Kλ/Kur and
Kλ/L
ur
. Since the image of locw(Xcpα) under the left vertical map is locv(zc,α), and its image
under the upper horizontal map is trivial, it follows that locv(zc,α) ∈ H1FGr(K,T) as desired.
For a prime w ∤ Np of H
cpα+1
, Howard in [How07, Prop. 2.4.5] proves that locw(Xcpα) ∈
H1FGr(L,T) and the proposition follows for every v ∤ N as above.
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Finally, for w | p of H
cpα+1
, Howard in loc. cit. shows that locw(Xcpα) ∈ H1FGr(L,T) and the
proposition follows from the commutative diagram:
H1(L,T) //

H1(L, F−v (T))

H1(K,T) // H1(K, F−v (T))

Let
As = ker (O[[Gal(Hp∞/Hps)]] −→ O)
be the augmentation ideal ofO[[Gal(Hp∞/Hps)]]. Until the end of this section fix k,m, r ∈ Z+
as well as a positive integer s for which the following condition holds:
(4.2) The image of As is contained in the ideal (πk, (γ − 1)pr) of Λac
under the map induced from the natural inclusion Gal(Hp∞/Hps) ⊂ Γac.
Definition 4.15. Fix a prime λ ∈ Pk,m,r and let ℓ be the rational prime below λ.
(i) Let Gℓ = Gal(K(ℓ)/K). Note then that Gℓ is the p-Sylow subgroup of the cyclic group
G(ℓ) = k×λ /k
×
ℓ defined above. Let σℓ be the generator of Gℓ.
(ii) For a square free integer n ∈ Nk,m,r, we set Gn =
⊗
ℓ|n
Gℓ and define G(n) =
∏
ℓ|n
Gℓ.
Then for m|n,
Gal(K(n)/K(m)) ∼=
∏
ℓ|n
Gℓ ∼= G(n/m).
Since we assumed that p is prime to the class number of K, we also have that
G(n) ∼= Gal(K(n)/K).
(iii) Dℓ =
|Gℓ|−1∑
i=0
iσiℓ ∈ Zp[Gℓ] and Dn =
∏
ℓ|n
Dℓ ∈ Zp[G(n)].
Definition 4.16. For n ∈ Nk,m,r and α ≥ s, define z′n,α = Dn zn,α ∈ H1(Kα(n),T).
By the standard telescoping identity satisfied by the derivative operators Dn, it follows for
n ∈ Nk,m,r that the image of z′n,α (which we denote by κ′[n,α]) under the reduction map
H1(Kα(n),T) −→ H
1(Kα(n), Tk,m)
lies inside H1(Kα(n), Tk,m)G(n). On the other hand, since G(n) is generated by the (p-parts of
the) inertia groups at the primes dividing n and Tk,m is unramified at these primes, it follows
that
H0(K(n), Tk,m) = H
0(K, Tk,m).
Furthermore, since we assumed that the GK-representation T is irreducible, we have that
H0(K, Tk,m) = 0. The restriction map
(4.3) H1(Kα, Tk,m) −→ H1(Kα(n), Tk,m)G(n)
is therefore an isomorphism.
Big Heegner point Kolyvagin system for a family of modular forms 17
Definition 4.17.
(i) For n ∈ Nk,m,r and α ≥ s, define κ[n,α] as the inverse image of κ′[n,α] under the
isomorphism (4.3).
(ii) Let κn ∈ H1(K, Tk,m,r) be the image of κ[n,α] under the map
H1(Kα, Tk,m) −→ H
1(K, Tk,m,r)
induced by Shapiro’s Lemma, and the choice of s as in (4.2). It is not hard to see
that the definition of κn does not depend on the choice of α and s, thanks to the norm
compatibility of the classes zc,α as α varies.
Recall that zn,α ∈ H1FGr(Kα(n),T) by Proposition 4.14.
4.3.1. Local properties away from Np.
Proposition 4.18. For a place v ∤ Nnp of K and a place w of Kα above v, we have
(i) locw(κ[n,α]) ∈ H1ur(Kα)w, Tk,m) := ker(H1((Kα)w, Tk,m) −→ H1((Kα)urw , Tk,m)),
(ii) locv(κn) ∈ H1ur(Kv, Tk,m,r) := ker(H1(Kv, Tk,m,r) −→ H1(Kurv , Tk,m,r)).
Proof. Let w′ be a place of Kα(n) abovew. As remarked above, we have Kα(n)urw′ = (Kα)urw =
Kurv . Using the fact that locw′(zn,α) (and therefore locw′(z′n,α) as well) lies in
H1ur(Kα(n)w′,T) = ker(H
1(Kα(n)w′,T) −→ H
1(Kurv ,T)),
the diagram below with commutative squares proves (i):
H1((Kα)w, Tk,m)
res //
res

H1(Kurv , Tk,m)
id

H1(Kα(n)w′, Tk,m)
res // H1(Kurv , Tk,m)
H1(Kα(n)w′ ,T)
res //
OO
H1(Kurv ,T)
OO
Semi-local Shapiro’s Lemma yields the upper square of the following commutative diagram:
⊕w|vH
1(Kurv /(Kα)w, Tk,m) //
∼=

⊕w|vH
1((Kα)w, Tk,m)
∼=

H1(Kurv /Kv, IndKα/K Tk,m) //

H1(Kv, IndKα/K Tk,m)

H1(Kurv /Kv, Tk,m,r)
// H1(Kv, Tk,m,r)
(i) shows that {locw(κ[n,α])}w|v is in the image of the uppermost horizontal arrow, which im-
plies that locv(κn) is in the image of the lowermost horizontal arrow. This completes the
proof. 
Proposition 4.19. For λ|n, we have κn ∈ H1tr(Kλ, Tk,m,r).
Proof. This is standard, c.f., Lemma 1.7.3 and 2.3.4 of [How04]. 
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4.3.2. Local properties at p. Let v be a place of K above p.
Proposition 4.20. For any place w of Kα above v, we have
locw(κ[n,α]) ∈ ker
(
H1((Kα)w, Tk,m) −→ H
1((Kα)w, F−v (Tk,m))
Proof. Let a ≥ α be a positive integer. The fact that zn,a ∈ H1FGr(Ka(n),T) and the G(n)-
equivariance of the map
H1(Ka(n)v,T) :=
⊕
℘|v
H1(Ka(n)℘,T) −→
⊕
℘|v
H1(Ka(n)℘, F−v (T)) = H
1(Ka(n)v, F−v (T))
shows that
locv(z′n,a) ∈ ker
(
H1(Ka(n)v,T) −→ H
1(Ka(n)v, F−v (T)
)
.
This, along with the commutative diagram
H1(Ka(n)v,T) //

H1(Ka(n)v, , F−v (T))

H1(Ka(n)v, Tk,m) // H
1(Ka(n)v, , F−v (Tk,m))
proves that locv(κ′[n,a]) ∈ ker
(
H1(Ka(n)v, Tk,m)→ H1(Ka(n)v, F−v (Tk,m)
)
, and hence that
locw(κ[n,a]) ∈ ker
(
H1((Ka)w, Tk,m) −→ H
1(Ka(n)w′, F−v (Tk,m)
)
for every prime w of Ka above v and w′ of Ka(n) above w. Let c[n,a] be the image of
locw(κ[n,a]) under
H1((Ka)w, Tk,m) −→ H
1((Ka)w, F−v (Tk,m)).
We wish to prove that c[n,α] = 0. The map
H1((Ka)w, Tk,m) −→ H
1(Ka(n)w′, F−v (Tk,m))
factors as
H1((Ka)w, Tk,m) //
))❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
H1(Ka(n)w′, F−v (Tk,m))
H1((Ka)w, F−v (Tk,m))
ρa
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
which in return shows that c[n,a] ∈ ker(ρa). Using the norm compatibility of the classes κ[n,a]
(and hence that of c[n,a]) as a varies, it follows that c[n,α] = corKa(n)w′ /(Ka)w (c[n,a]) and thus it
suffices to show that lim←−
a
ker(ρa) = 0 where the inverse limit is with respect to the corestriction
maps. By inflation-restriction
ker(ρa) ∼= H
1
(
Ka(n)w′/(Ka)w, H
0(Ka(n)w′, F−v (Tk,m))
)
,
and we are therefore reduced to checking the vanishing
lim←−
a
H0(Ka(n)w′, F−v (Tk,m)) = 0.
But this is clear, as the size of the modules H0(Ka(n)w′, F−v (Tk,m)) are bounded independently
of a, hence these modules stabilize for large enough a and the corestriction maps then are
multiplication by powers of p. 
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Remark 4.21. Proposition 4.20 is equivalent to saying that
locw(κ[n,α]) ∈ im
(
H1((Kα)w, , F+v (Tk,m)) −→ H
1((Kα)w, Tk,m)
)
.
Corollary 4.22. locv(κn) ∈ im
(
H1(Kv, F+v (Tk,m,r)) −→ H1(Kv, Tk,m,r)
)
.
Proof. This follows at once from Remark 4.21 and the following commutative diagram which
we obtain using Shapiro’s Lemma:
H1((Kα)w, F+v (Tk,m))

// H1((Kα)w, Tk,m)

H1(Kv, F+v (Tk,m,r)) // H1(Kv, Tk,m,r)

Note that Corollary 4.22 alone is not enough to conclude that
locv(κn) ∈ H1FGr(Kv, Tk,m,r) := im
(
H1(Kv, F+v (T⊗ Λ
ac)) −→ H1(Kv, Tk,m,r)
)
.
Consider the following hypothesis, which may be thought of as a condition to avoid trivial
zeros at characters of Γac of finite order:
(H.stz) H0(Kv, F−v (T )) = 0.
We assume until the end that H.stz holds. It follows by local duality and the fact that the
cohomological dimension of Gv is 2 (and using Nakayama’s Lemma) that
H2(Kv, F+v (T⊗ Λ
ac)) = 0,
and hence we have a surjection
H1(Kv, F+v (T⊗ Λ
ac)։ H1(Kv, F+v (Tk,m,r)).
This shows that
im
(
H1(Kv, F+v (T⊗ Λac))→ H1(Kv, Tk,m,r)
)
= im
(
H1(Kv, F+v (Tk,m,r))→ H1(Kv, Tk,m,r)
)
and thus
Corollary 4.23. If one assumes H.stz then locv(κn) ∈ H1FGr(Kv, Tk,m,r).
Remark 4.24. The reader familiar with [Fou10] will notice that the arguments that go into the
proofs of Proposition 4.20 and Corollary 4.23 are similar to those of [Fou10, §5], and that the
hypothesis H.stz is not assumed in loc.cit. The point of this remark is to explain why H.stz is
indeed necessary also in the proof of [Fou10, Lemma 5.14] (in fact implied by the arguments
therein), more precisely to indicate how the norm-compatibility of {κ[n,a]} as a varies cannot
be used alone in order to conclude with Corollary 4.23 without assuming H.stz.
For every positive integer a >> 0, fix a place wa of Ka above v, such that wa′ | wa for
a ≥ a′. Let φa be the natural map
φa : H
1((Ka)wa, F+v (Tk,m)) −→ H
1((Ka)wa , Tk,m).
Set Tk = T/xkT and define ra, δa
H1((Ka)wa, F+v (Tk))
ra−→ H1((Ka)wa , F+v (Tk,m))
δa−→ H2((Ka)wa, F+v (Tk))
as the natural homomorphisms in the G(Ka)wa -cohomology of the short exact sequence
0 −→ F+v (Tk)
πm
−→ F+v (Tk) −→ F
+
v (Tk,m) −→ 0.
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By Remark 4.21, there exists xa ∈ H1((Ka)wa , F+v (Tk,m)) such that φa(xa) = locwa(κ[n,a]).
Note that φa is injective only if H.stz holds true and hence xa is not uniquely determined. In
particular, the collection {xa} is not necessarily norm-coherent as a varies. This is first of the
problems. In order to check that
locwa(κ[n,a]) ∈ H1FGr((Ka)wa , Tk,m) = im
(
H1((Ka)wa, F+v (T))→ H
1((Ka)wa, Tk,m)
)
⊂ im
(
H1((Ka)wa , F+v (Tk))→ H
1((Ka)wa, Tk,m)
)
one attempts to choose xa in a way that δa(xa) = 0 as follows: Argue (using the fact that the
module H2((Ka)wa , F+v (Tk)) is of finite order bounded independently of a, when x is unexcep-
tional in an appropriate sense) that there is a b >> 0 such that
(4.4) im
(
H2((Kb)wb, F
+
v (Tk))
cor
−→ H2((Ka)wa , F+v (Tk))
)
= 0,
so that for xa chosen as xa = cor(xb) for a b satisfying (4.4), we would conclude that
δa(xa) := cor(δb(xb)) = 0.
However, if choosing b as in (4.4) was possible, then it would follow that
(4.5) H2((Ka)wa , F+v (Tk)) = 0,
since we have a commutative diagram
H2((Ka)wa, F+v (Tk)⊗ Λac)
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
// // H2((Ka)wa, F+v (Tk))
H2((Kb)wb, F
+
v (Tk))
cor
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
where the surjection is because the cohomological dimension of G(Ka)wa is 2. Now by local
duality, it is easy to see that (4.5) is equivalent to asking H.stz.
4.3.3. Local properties at primes dividing N . Throughout this section Assumption 3.5 is in
effect; see Remark 3.6 for the content of this assumption. Suppose n ∈ Nk,m,r. Let v | N be a
place of K and w be any place of Kα above v.
Proposition 4.25.
(i) locw(κ[n,α]) ∈ ker(H1((Kα)w, Tk,m) −→ H1((Kα)urw , Tk,m)),
(ii) locv(κn) ∈ ker(H1(Kv, Tk,m,r) −→ H1(Kurv , Tk,m,r)).
Proof. The proof of Proposition 4.18 goes through verbatim, except in the final paragraph one
needs to replace Tk,m (resp., Tk,m,r) by T Ivk,m (resp., T Ivk,m,r), when they appear in the cohomol-
ogy computed for the group Gal(Kurv /Kv). 
Proposition 4.26. locv(κn) ∈ H1FGr(Kv, Tk,m,r). (That is to say, locv(κn) is in the image of
H1ur(Kv,T⊗ Λ
ac) under the natural map induced from T⊗ Λac ։ Tk,m,r.
Proof. The commutative diagram with exact rows
H1ur(Kv,T⊗ Λ
ac) // H1(Kv,T⊗ Λac) //

H1(Kurv ,T⊗ Λ
ac)

H1ur(Kv, Tk,m,n) // H
1(Kv, Tk,m,n) // H
1(Kurv , Tk,m,n)
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shows that the vertical arrow on the left induces a map
(4.6) H1ur(Kv,T⊗ Λac) −→ H1ur(Kv, Tk,m,r).
To conclude the proof, it suffices to prove that this map is surjective. On the other hand, the
map (4.6) is
H1(Kurv /Kv, (T⊗ Λ
ac)Iv) −→ H1(Kurv /Kv, T
Iv
k,m,r),
and this map is surjective thanks to Lemma 4.27 below and the facts that
• Iv acts trivially on Λac,
• the cohomological dimension of Gal(Kurv /Kv) is one.

Lemma 4.27. The natural map TIv → T Ivk,m is surjective.
Proof. Under our running assumptions, T fits in an exact sequence of R[[Gv]]-modules
0 −→ R(1)⊗ µ −→ T −→ R −→ 0,
where µ2 = 1 and µ is unramified.
In the case µ 6= id, the proof of Proposition 3.3 shows that
T = (R(1)⊗ µ)⊕R
as Gv-modules and thus TIv = T and TIv = T։ Tk,m as desired.
In the case µ = id, the Iv-cohomology of the short exact sequence
0 −→ R(1) −→ T −→ R −→ 0
(for R = R, Rk,m and T = T, Tk,m) yields the following commutative diagram with exact
rows:
0 // R(1)

α0 // TIv
β //

R

∂ // H1(Iv,R(1))

α // H1(Iv,T)

0 // Rk,m(1) α¯0
// T Ivk,m β¯
// Rk,m
∂¯
// H1(Iv, Rk,m(1)) α¯
// H1(Iv, Tk,m)
Under the running assumptions, the proof of Lemma 3.12 shows that the map ∂ is surjective,
in particular non-zero and therefore injective. This shows the map β is the zero map, hence
α0 is surjective and therefore an isomorphism. The proof of Proposition 3.10 shows that α¯ is
injective and it follows as above that the map α¯0 is an isomorphism. Proof now follows by the
surjectivity of the left-most vertical arrow. 
Theorem 4.28. There is a Kolyvagin system κ˜ ∈ KS(T⊗ Λac,FGr) such that
κ˜1 = κ1 = {zs} ∈ lim←−
s
H1(Ks,T).
Proof. Recall that
KS(T⊗ Λac,FGr) = lim←−KS(Tk,m,r,FGr,Pk,m,r).
Denote by κ(k,m,r)n what we have called κn in Definition 4.17. We have verified above that
κ
(k,m,r)
n ∈ H1FGr(n)(K, Tk,m,r). To finish off the proof one compares, as carried out in [Nek92,
§7], the images of the classes locℓ
(
κ
(k,m,r)
n
)
and locℓ
(
κ
(k,m,r)
nℓ
)
under the identifications
(4.7) H1f (Kλ, Tk,m,r) ∼−→ Tk,m,r ∼←− H1s (Kλ, Tk,m,r),
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and modifies κ(k,m,r)n slightly as in [How04, Theorem 1.7.5] so as to obtain
κ˜(k,m,r)n ∈ H
1
FGr(n)
(K, Tk,m,r)⊗ G(n)
satisfying the desired condition
φfsλ
((
locℓ(κ˜(k,m,r)n
))
= locℓ
(
κ˜
(k,m,r)
nℓ
)
.

5. HOWARD’S MAIN CONJECTURE
Let R∞ be the ring R⊗Zp Λac. In this section, we record the standard application of the big
Heegner point Kolyvagin system κ˜ that we have constructed in §4.3. We omit the proofs as
they follow closely the proofs in [Fou10, §6.3], except that we do not have the unwanted factor
α ∈ R that appear in the statements4,5 of [Fou10, Theorem B(iii), Theorem 3].
For a finite extension L of K, let H˜ if(L,T) be Nekova´rˇ’s extended Selmer group defined in
[Nek06, §6] and let
H˜ if,Iw(K∞,T) = lim←−
s
H˜ if(Ks,T).
It follows by [Nek06, Lemma 9.6.3] and [How07, Lemma 2.4.4] that H˜ if (Ks,T) = H1FGr(Ks,T)
and hence we may define an element
z∞ = {zs} ∈ H˜
1
f,Iw(K∞,T).
Assume henceforth that the ring R∞ is a regular ring, so that (R∞)p is a DVR for every
height one prime p of R∞. If M is a finitely generated torsion R∞-module, we may then
define the characteristic ideal
char(M) =
∏
p
plength(Mp).
For a general R∞-module M , let Mtors denote the R∞-torsion submodule.
Theorem 5.1.
char
(
H˜2f,Iw(K∞,T)tors
)
| char
(
H˜1f,Iw(K∞,T)/R∞z∞
)2
.
It is reasonable to expect that one could adapt the arguments of [Arn11] in order to prove a
similar statement assuming only that the ring R is normal.
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5Note that the extra factor α in Fouquet’s[Fou10] arguments is needed to obtain Kolyvagin systems for each
specialization of T. Once one obtains those (in our case, they descend from our big Heegner point Kolyvagin
system), the arguments of §6 in loc.cit. carry out verbatim.
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