A fundamental result due to Rockafellar states that every cyclically monotone operator A admits an antiderivative f in the sense that the graph of A is contained in the graph of the subdifferential operator ∂f .
Introduction
Suppose that X is a real Banach space with continuous dual X * , dual pairing ·, · , and norm · . We start by recalling some known notions and results concerning (cyclically) monotone operators.
These operators play a fundamental role in modern optimization as well as convex and variational analysis; see, e.g., [11, 12, 18, 20, 21, 22, 24] for further information and notation not explicitly defined here. Let A be a set-valued operator from X to X * , i.e., (∀x ∈ X) Ax ⊆ X * ; thus, A is a mapping from X to the power set of X * . We use the notation A : X ⇉ X * and remark that A can be identified with its graph gra A := (x, x * ) ∈ X × X * | x * ∈ Ax . The domain of A is dom A := x ∈ X | Ax = ∅ and the range of A is ran A := A(X) = x∈X Ax. The inverse of A is the operator A −1 : X * ⇉ X, defined by x ∈ A −1 x * ⇔ x * ∈ Ax. Furthermore, let n ∈ {2, 3, . . .}. Then A is n-cyclically monotone [1, 2, 3, 7, 10, 23] if the implication (a 1 , a * 1 ) ∈ gra A, . . .
(a n , a * n ) ∈ gra A a n+1 := a 1
holds. Note that 2-monotonicity simplifies to ∀(x, x * ) ∈ gra A ∀(y, y * ) ∈ gra A x − y, x * − y * ≥ 0,
i.e., to ordinary monotonicity. Cyclic monotonicity describes the situation when A is m-cyclically monotone for every m ∈ {2, 3, . . .}. The operator A is maximal n-cyclically monotone if A is ncyclically monotone and no proper extension (in the sense of inclusion of graphs) of A is n-cyclically monotone. Zorn's Lemma guarantees that every n-cyclically monotone operator admits a maximal n-cyclically monotone extension. At one end of the spectrum of maximal n-cyclically monotone operators are the maximal 2-monotone, i.e., the maximal monotone operators. At the other end are the maximal cyclically monotone operators which Rockafellar in a ground-breaking paper [19] (see Fact 3.4 below) revealed to be precisely the subdifferential operators of functions that are convex, lower semicontinuous, and proper. Given a cyclically monotone operator A with finite graph, find a method that produces an antiderivative of A that preserves the natural symmetry induced by convex duality.
One motivation for the above question that we feel will become particularly relevant for applications as numerical convex analysis matures is the efficient storage and representation of convex functions. This is a surprisingly difficult problem. The perhaps most natural approach of storing grid points (x i , y i ) causes significant problems because Lagrangian interpolation can fail to recover a convex function [13] . We now describe three other possible approaches. Firstly, one could solve for subgradients x * i at each point x i , or store such data in the first place, and then recover the function via f (x) = max i x − x i , x * i + y i . The resulting function is piecewise linear with full domain; thus, its conjugate has bounded domain. Secondly, one could restrict the model of the function to the convex hull of the points x i and set the function equal to +∞ outside. And thirdly, one could store the points and subgradients (x i , x * i ) along with a scalar y 0 and then recover a function f that satisfies x * i ∈ ∂f (x i ) and f (x 0 ) = y 0 . However, the existing representations in the literature [9, 19] are based on piecewise linear functions; so, in the finite graph case, one has to unavoidably privilege either the primal or the dual space in the very model used to recover the function.
In this paper, we provide constructive answers to Rockafellar's question. In fact, we shall exhibit methods for constructing antiderivatives that we call primal-dual symmetric. These methods have the property that when they are applied to A −1 instead of A, then the Fenchel conjugate of the antiderivative of A is obtained. The mere existence of such methods struck us initially as quite remarkable since antiderivatives are at best unique up to additive constants. These methods also allow for the design of models of convex functions that inherit the symmetry induced by convex duality in the given discrete data. Our constructions are based on Rockafellar's classical construction of an antiderivative as well as on recent work on Fitzpatrick functions and the proximal average operator, which has close connection to fundamental objects of optimization such as Moreau envelopes and proximal mappings [4, 6] . Another pleasant consequence of primal-dual symmetric methods is their "slope 1" property -we believe that this will aid in efforts to represent convex functions in a numerically stable way (the "slope 1" property guarantees that the derivatives outside the domain of interest have slopes that are neither too small nor too large in magnitude). This is an area of active research that lies beyond the scope of this paper; see [15] for a one-dimensional framework that is capable to express such antiderivatives and that serves as a starting point for further research.
The remainder of this paper can be summarized as follows. In Section 2, we introduce the common ancestor and Fitzpatrick functions [2] . These functions have turned out to be immensely useful in the study of -and they are intimately tied to -n-cyclic monotonicity. We provide a recursion formula for the Fitzpatrick functions (Proposition 2.13) and show that they stabilize when applied to cyclically monotone operators with finite graph (Theorem 2.16). In Section 3, we revisit Rockafellar's classical antiderivative result (Fact 3.4) in the context of Fitzpatrick functions. In fact, his antiderivative satisfies a certain minimality property (Theorem 3.5), it is related to the common ancestor function (Corollary 3.11), and a closed form can be found for some finite-graph operators on R (Theorem 3.14) -parts of these results, of which we were unaware during the preparation of the originally submitted version of this paper, were previously obtained by Lambert et al. in their interesting work [14] in which they focus on finding upper and lower bounds for antiderivatives using a linear programming formulation. The supremum of all Rockafellar antiderivatives is expressible in terms of a Fitzpatrick function (Theorem 3.15 and Corollary 3.16). Section 4 introduces the notion of a primal-dual symmetric method for antiderivatives (Definition 4.6). Such methods provide antiderivatives that only depend on the graph -which makes them intrinsicand that return the Fenchel conjugate of the antiderivative when applied to the inverse operator. Neither Rockafellar's classical antiderivatives nor simple symmetrizations of them have this property (Proposition 4.7). Based on recent work on the proximal average operator, we proceed to present our main result which provides a general construction of primal-dual symmetric methods (Theorem 4.13). Concrete instances are proximal-average based symmetrizations of the maximum and of the average of Rockafellar's antiderivatives (Example 4.19 and Example 4.20) . We then present a result (Corollary 4.23) that leads to a resolution of Rockafellar's problem (Corollary 4.26 and Remark 4.27). We conclude the paper with a numerical example (Example 4.28).
Our notation is standard. The subdifferential operator of a convex function f is denoted by ∂f , its Fenchel conjugate by f * and its domain by dom f . For a set S, we use conv S, conv S, int S, and S to denote its convex hull, its closed convex hull, its interior, and its closure, respectively. For a nonempty convex subset C of X and a point x ∈ C, the tangent and the normal cone of C at x are denoted by T C (x) and by N C (x), respectively. Finally, the set of all functions from X to ]−∞, +∞] that are convex, lower semicontinuous, and proper is denoted by Γ(X) or simply by Γ.
The common ancestor and Fitzpatrick functions
Definition 2.1 [2, Definition 2.1] Let A : X ⇉ X * and let (a 1 , a * 1 ) ∈ gra A. The common ancestor functions are defined by
and, for every n ∈ {3, 4, . . .}, by
. . .
We also set
It is clear that ∀n ∈ {2, 3, . . .} C A,n,(a 1 ,a * 1 ) is convex and lower semicontinuous,
that the sequence
is increasing and pointwise convergent to C A,∞,(a 1 ,a * 1 ) ,
and that C A,∞,(a 1 ,a * 1 ) is convex and lower semicontinuous. Moreover, gra A finite ⇒ ∀n ∈ {2, 3, . . .} C A,n,(a 1 ,a * 1 ) is polyhedral and continuous.
The next result shows that common ancestor functions are closely related to n-cyclic monotonicity. The proof is straightforward and thus omitted.
Proposition 2.2 Let A : X ⇉ X * and let n ∈ {2, 3, . . .}. Then A is n-cyclically monotone if and only if
Computationally convenient is the following recursive formula.
Proof. By definition, C A,n+1,(a 1 ,a * 1 ) (x, x * ) is the supremum of the terms
where (a 2 , a * 2 ), . . . , (a n , a * n ) in gra A. Supremizing first over (a 2 , a * 2 ), . . . , (a n−1 , a * n−1 ), followed by supremizing over (a n , a * n ), we obtain the conclusion.
Due to their implementability, operators with finite graphs are of particular interest. The next result demonstrates that if a sufficiently high order of cyclic monotonicity is achieved, then the common ancestor functions stabilize. Theorem 2.4 Let A : X ⇉ X * , let (a 1 , a * 1 ) ∈ gra A, and let n ∈ {2, 3, . . .}. Suppose that A is n-cyclically monotone and that gra A has at most n points. Then C A,∞,(a 1 ,a * 1 ) = C A,n+1,(a 1 ,a * 1 ) .
Proof. Take (x, x * ) ∈ X × X * and take m ∈ {n + 2, n + 3, . . .}. It suffices to show that
since this and (7) then imply that C A,n+1,(a 1 ,a
Since gra A contains at most n points and since m − 1 ≥ n + 1, there exist integers k and l such that 1 ≤ k < l ≤ m − 1 and a k = a l . Hence
where
We claim that σ ≤ 0.
Note that σ contains l − k terms. If l − k ≤ n, then the n-cyclic monotonicity of A implies that σ ≤ 0. Otherwise, l − k > n and we may analogously and recursively split up σ until it is a finite sum of negative terms. This verifies (15) . Now (13) implies (12).
Example 2.5 Suppose that X is a Hilbert space. Let e ∈ X be such that e = 1 and define A via gra A := {(−e, −e), (e, e)}. Then A is (2-cyclically) monotone and for every (x, x * ) ∈ X × X, we have
Theorem 2.6 Let A : X ⇉ X * and let (a 1 , a * 1 ) ∈ gra A. Suppose that A is not cyclically monotone.
Proof. There exist n points (a 2 , a * 2 ), . . . , (a n+1 , a * n+1 ) in gra A, where n ∈ {2, 3, . . .}, such that
Take (x, x * ) ∈ X × X * . Take k ∈ {2, 3, . . .}, define 
and analogously for a * n+2 , . . . , a * kn+2 . Then
Therefore, lim k→+∞ C A,kn+3,(a 1 ,a * 1 ) (x, x * ) = +∞ and the result now follows from (7).
Example 2.7 Suppose that X is a Hilbert space. Let e ∈ X be such that e = 1 and define A via gra A := {(−e, e), (e, −e)}. Then A is not monotone, and for every k ∈ {2, 3, . . .} and (x, x * ) ∈ X × X, we have
We now turn to Fitzpatrick functions.
The Fitzpatrick function of A of infinite order is
It is clear that each F A,n is convex and lower semicontinuous; moreover, if gra A is finite, then each F A,n is polyhedral and continuous. The sequence (F A,n ) n∈{2,3,...} is increasing and pointwise convergent to F A,∞ , which is convex and lower semicontinuous. An immediate consequence of Definition 2.8 is the following result.
is convex and lower semicontinuous. At (x, x * ) ∈ X × X * , the value of F A,n is given by
Moreover,
Proposition 2.10 Let A : X ⇉ X * , let n ∈ {2, 3, . . .}, and let (x, x * ) ∈ X × X * . Then
The result follows by supremizing.
Fact 2.11 [2, Proposition 2.4 and Corollary 2.5] Let
and
Corollary 2.12 Let A : X ⇉ X * and let n ∈ {2, 3, . . .}. Then A is n-cyclically monotone if and only if A −1 is.
The recursion formula for Fitzpatrick functions that we present next is an immediate consequence of Proposition 2.3. (A special case of it was utilized in [3] .)
Combining Fact 2.11 and Proposition 2.13, we obtain the following result which underlines the importance of the values of the Fitzpatrick function on dom A × ran A. Corollary 2.14 Let A : X ⇉ X * and let n ∈ {3, 4, . . .}. Then A is n-cyclically monotone if and only if
Example 2.15 Let A : X ⇉ X * be monotone such that its graph contains two points, and let n ∈ {2, 3, . . .}. Then F A,n = ·, · on dom A × ran A; consequently, A is cyclically monotone.
Proof. The fact that F A,n = ·, · is proved readily by induction. The cyclic monotonicity of A now follows from Corollary 2.14 and from the monotonicity of A. (Alternatively, use Corollary 2.18 below.) Theorem 2.16 Let A : X ⇉ X * be such that gra A contains at most n points, where n ∈ {2, 3, . . .}. Suppose that A is n-cyclically monotone. Then A is (n + 1)-cyclically monotone and
Proof. Take
We must show that
Since gra A contains no more than n points, there exist integers k and l such that
Then
are two cyclic sums, each of which contains at least one term and hence at most n terms. Since A is n-cyclically monotone, we see that σ 1 ≤ 0 and that σ 2 ≤ 0. Therefore, σ = σ 1 + σ 2 ≤ 0. The statement concerning the Fitzpatrick functions follows from Theorem 2.4 and Definition 2.8.
Example 2.17
Let A : X ⇉ X * be such that gra A = {(a, a * )}, for some (a, a * ) ∈ X × X * . Then A is cyclically monotone and for every (x, x * ) ∈ X × X * , we have
Corollary 2.18 Let A : X ⇉ X * be such that gra A contains at most n points, where n ∈ {2, 3, . . .}. Suppose that A is n-cyclically monotone. Then A is cyclically monotone.
Proof. By Theorem 2.16, A is (n + 1)-cyclically monotone and
On the other hand, Fact 2.11 yields
The result follows by combining (54), (55), and Fact 2.11.
Corollary 2.19
Let A : X ⇉ X * be such that gra A contains at most n points, where n ∈ {2, 3, . . .}. Then A is cyclically monotone if and only if
Proof. "⇒": On gra A, we always have ·, · ≤ F A,n ≤ F A,∞ . Since A is cyclically monotone, F A,∞ = ·, · on gra A and hence F A,n = ·, · on gra A. "⇐": By Fact 2.11, A is n-cyclically monotone. The result now follows from Corollary 2.18.
Example 2.20 Suppose that X is a Hilbert space. Let e ∈ X such that e = 1 and define A via gra A = {(−e, −e), (e, e)}. Then A is cyclically monotone but F A,2 = F A,3 ; in fact, for every (x, x * ) ∈ X × X, we have
Proof. The operator A is cyclically monotone since gra A ⊂ gra Id = gra ∂ 1 2 · 2 . The formulae for F A,2 and F A,3 follow from Example 2.5. Theorem 2.16 shows that F A,3 = · · · = F A,∞ . Finally, we note that F A,2 (2e, −2e) = −1 whereas F A,3 (2e, −2e) = 1.
The next example, which is an immediate consequence of Example 2.7 and Definition 2.8, illustrates the nonmonotone case.
Example 2.21
Suppose that X is a Hilbert space. Let e ∈ X be such that e = 1 and define A via gra A := {(−e, e), (e, −e)}. Then A is not monotone, and for every k ∈ {2, 3, . . .} and (x, x * ) ∈ X × X, we have
3 Rockafellar functions
The following result will turn out to be useful.
Proposition 3.2 Suppose that X is reflexive. Let A : X ⇉ X * , let f ∈ Γ, and suppose that f is an antiderivative of A such that ran ∂f ⊆ conv ran A. Then dom f * = conv ran A.
Proof. On the one hand, since f is an antiderivative of A, we deduce that gra A ⊆ gra ∂f
Because ran ∂f ⊆ conv ran A, we see that dom f * ⊆ dom f * = dom ∂f * = dom(∂f ) −1 = ran ∂f ⊆ conv ran A. Altogether, dom f * = conv ran A. 
The importance of the Rockafellar functions stems from a fundamental result due to Rockafellar (see [19] (ii) If A is maximal cyclically monotone, then any two antiderivatives of A differ only by a constant.
Among all antiderivatives, Rockafellar functions have a special status due to the following minimality property, which was first observed in [14, Theorem 3.4] for cyclically monotone operators with finite graph. Theorem 3.5 Let A : X ⇉ X * be cyclically monotone and let a ∈ dom A. Then
Proof. Suppose that f ∈ Γ is an antiderivative of A with f (a) ≥ 0, take a * ∈ Aa and x ∈ X. Then for every x ∈ X, n ∈ {1, 2, . . .} and (a 1 , a * 1 ), . . . , (a n , a * n ) belonging to gra A, we have
This implies
In view of Fact 3.4(i), the proof is complete.
Corollary 3.6 Let A : X ⇉ X * be cyclically monotone, let a ∈ dom A, let a * 1 ∈ Aa, and let a * 2 ∈ Aa. Then R A,(a,a * 1 ) = R A,(a,a * 2 ) .
Corollary 3.6 and Theorem 2.6 make the following definition well defined.
Definition 3.7 Let A : X ⇉ X * and let a ∈ dom A. Then we set
where a * is an arbitrary point in Aa.
Corollary 3.8 Let A : X ⇉ X * be cyclically monotone and let a ∈ dom A. Set B : X ⇉ X * : x → conv(Ax). Then B is cyclically monotone and R B,a = R A,a .
Proof. It is readily verified that B is cyclically monotone. Hence R B,a is an antiderivative of B and of A such that R B,a (a) = 0. By Theorem 3.5, R B,a ≥ R A,a . On the other hand, R A,a is also an antiderivative of B; thus, again by Theorem 3.5, R A,a ≥ R B,a . Altogether, R B,a = R A,a .
Corollary 3.9 Suppose that X is reflexive. Let A : X ⇉ X * be cyclically monotone and let (a, a * ) ∈ gra A. Then
Proof. Take g ∈ Γ(X * ) such that g is an antiderivative of A −1 and g(a * ) = a, a * . Then g * (a) = 0 and g * is an antiderivative of A. By Theorem 3.5, g * ≥ R A,a and therefore g * * = g ≤ R * A,a .
Corollary 3.9 results in the following interesting counterpart to Theorem 3.5; see also [14, Proposition 4.2].
Corollary 3.10 Suppose that X is reflexive. Let A : X ⇉ X * be cyclically monotone and let (a, a * ) ∈ gra A. Then
The next result will be used later.
Corollary 3.11
Let A : X ⇉ X * , let (a, a * ) ∈ gra A, and let n ∈ {2, 3, . . .}. Suppose that gra A contains at most n points and that A is n-cyclically monotone. Then A is cyclically monotone and for every x ∈ X, we have
(an,a * n )∈gra A x − a n , a * n + a n − a n−1 , a * n−1 + · · · + a 2 − a, a * .
Consequently, R A,a is a polyhedral and continuous antiderivative of A with ran ∂R A,a ⊂ conv ran A.
Proof. This follows from Corollary 2.18, Theorem 2.4, (8) Example 3.12 Suppose that X is a Hilbert space. Let e ∈ X be such that e = 1 and define A via gra A := {(−e, −e), (e, e)}. Then for every x ∈ X, we have
and R A,e (x) = max x, e − 1, − x, e − 3 = −2 + | x, e + 1|.
Consequently, R A,e ≥ R A,−e and R A,e ≤ R A,−e .
Remark 3.13
Let A : X ⇉ X * and suppose that A is not cyclically monotone. Then Theorem 2.6 and Definition 3.3 imply that the Rockafellar functions {R A,a } a∈dom A are all identically equal to +∞. For a concrete example, see Example 2.7.
Turning momentarily to the case when X = R, we now present not only a considerable generalization of Example 3.12 but also an explicit formula for any Rockafellar function and its subdifferential operator of a cyclically monotone operator with finite graph. See also [14, Section 7] . Theorem 3.14 Let A : R ⇉ R have finite graph and suppose that the graph of B :
where n ∈ {1, 2, . . .}, a 1 < a 2 < · · · < a n , and b
Set a 0 := −∞ and a n+1 := +∞. Suppose that k ∈ {1, . . . , n}. Then R A,a k is given by
and ∂R A,a k is given by
Proof. Clearly, A and B are cyclically monotone. Denote the function described in (77) by R and observe that R is piecewise linear, continuous everywhere, and well defined at a k with
Moreover, (77) implies that ∂R is given by (78), which is clearly monotone. Thus
Take i ∈ {1, 2, . . . , n}.
Since
we deduce from (73) and (77) that
Hence (79), (80), (81), (82), and Theorem 3.5 imply that R = R A,a k .
The next result links Rockafellar functions to Fitzpatrick functions.
Theorem 3.15 Let
Proof. (See also the proof of [2, Theorem 3.5] for a variant.) Take (x, x * ) ∈ X × X * . Using Definitions 2.8, 2.1, 3.3, and 3.7, we see that
= sup 
= sup
as required.
We deduce that the Fitzpatrick function of infinite order with second variable set to zero is exactly the supremum of all Rockafellar functions. 
Corollary 3.18 Let A : X ⇉ X * be cyclically monotone with finite graph, let x * ∈ X * , and set f := F A,∞ ( · , x * ). Then f is polyhedral, continuous, with full domain, gra A ⊂ gra ∂f , and ran ∂f ⊆ conv ran A.
Proof. Since gra A is finite, Theorem 3.15 yields
The function f is continuous, polyhedral, with full domain, as it is the finite maximum of such functions (see Corollary 3.11) . Fix x ∈ X and set D x := a ∈ dom A | f (x) = a, x * + R A,a (x) . On the one hand, using the Ioffe-Tikhomirov theorem (see, e.g., [24, Theorem 2.4.18] ) and Corollary 3.11, we have
where conv * denotes the weak* closed convex hull operator. Hence ran ∂f ⊆ conv ran A and thus ran ∂f ⊆ conv ran A, since conv ran A is compact as a convex hull of finitely many points. On the other hand, Fact 3.4(i) implies that
Combining (91) and (92), we conclude altogether that gra A ⊂ gra ∂f .
Example 3.19
Suppose that X is a Hilbert space. Let e ∈ X such that e = 1 and define A via gra A = {(−e, −e), (e, e)}. Then A is cyclically monotone and for every x ∈ X, we have
Proof. Combine Example 3.12 and Corollary 3.16.
We conclude this section with a result which illustrates how Fitzpatrick functions give rise to the smallest nonnegative antiderivative. Corollary 3.20 Let A : X ⇉ X * be cyclically monotone with finite graph. Then
Proof. Take f ∈ Γ(X) such that f is an antiderivative of A and f ≥ 0 on dom A. Then Theorem 3.5 implies that (∀a ∈ dom A) f ≥ R A,a ; hence, by Corollary 3.16,
In view of Corollary 3.18 and Fact 3.4(i), F A,∞ (·, 0) is an antiderivative of A that is nonnegative on dom A.
Intrinsic and primal-dual symmetric methods

From now on,
A is the set of all cyclically monotone operators on X with finite nonempty graphs. We now provide two intrinsic methods. Example 4.5 Let A : X ⇉ X * be cyclically monotone such that gra A contains exactly n points, where n ∈ {1, 2, . . .}, and set
Then m A is an antiderivative of A that is polyhedral and continuous with full domain and ran ∂m A ⊆ conv ran A. Furthermore, the corresponding method m : A → Γ : A → m A is intrinsic.
Proof. Note that m A is continuous and polyhedral with full domain, as a finite sum of such functions. The sum rule (see, e.g., [24, Theorem 2.8.7(iii)]) and Fact 3.4 imply that for every (x, x * ) ∈ gra A, we have
. Corollary 3.11 shows that for every x ∈ X, we have ∂m A (x) = (a,a * )∈gra A 1 n ∂R A,(a,a * ) (x) ⊆ (a,a * )∈gra A 1 n conv ran A = conv ran A. Consequently, ran ∂m A ⊆ conv ran A and hence ran ∂m A ⊆ conv ran A = conv ran A. It is clear that m is intrinsic.
We assume from now on that X is a Hilbert space.
Definition 4.6 An intrinsic method m :
Proposition 4.7 While intrinsic, neither
, where n A is the number of points in gra A,
is primal-dual symmetric.
Proof. On the one hand, both methods produce polyhedral continuous functions with full domain.
On the other hand, the Fenchel conjugates of such functions have bounded domain.
Since antiderivatives are only (and at best, see Example 3.12) unique up to a constant, it is perhaps surprising that primal-dual symmetric methods even exist. The remainder of this section is devoted to the derivation of such methods. We shall require several known notions which we review now.
Let A : X ⇉ X be a monotone operator. The resolvent of A is (the single-valued, firmly nonexpansive operator) J A := (Id +A) −1 , where Id denotes the identity operator. A classical result due to Minty [16] asserts that J A has full domain if and only if A is maximal monotone. The proof of the following result is straightforward and hence omitted. (i) gra A ⊆ gra B.
(ii) gra A −1 ⊆ gra B −1 .
(iii) J B is an extension of J A , i.e., J B = J A on dom J A = ran(Id +A).
We further recall that given f ∈ Γ, the proximal mapping [17] of f is Prox(f ) := J ∂f . It is clear from the definition that for two points x and x * in X, one has
Proposition 4.9 Let f ∈ Γ, let (a, a * ) ∈ gra ∂f , and suppose that y ∈ N dom f (a). Then a = Prox(f )(2y + a + a * ).
Proof. Since N dom f (a) is a cone, we have 2y
and thus a = Prox(f )(2y + a + a * ).
We need one more notion.
Definition 4.10 Let f 0 ∈ Γ and let f 1 ∈ Γ. The proximal midpoint average of f 0 and f 1 is the function
The proximal average, which is a generalization of the proximal midpoint average with a parameter λ ∈ [0, 1] (the choice λ = 1 2 yields the proximal midpoint average), was introduced in [6] , and further studied in [4, 5, 8] .
We require the following properties.
Fact 4.11 Let f 0 ∈ Γ and let f 1 ∈ Γ. Then the following hold. Corollary 4.12 Let A : X ⇉ X be cyclically monotone, and let f 0 and f 1 be antiderivatives of A. Then P(f 0 , f 1 ) is also an antiderivative of A.
Proof. By assumption, gra A ⊆ gra ∂f 0 and gra A ⊆ gra ∂f 1 . Using Proposition 4.8, we see that both Prox(f 0 ) and Prox(f 1 ) extend J A . Thus, by Fact 4.11(iv), Prox P(f 0 , f 1 ) also extends J A . Utilizing Proposition 4.8 once more, we deduce that P(f 0 , f 1 ) is an antiderivative of A.
We are now ready for our main result. 
Then m is a primal-dual symmetric intrinsic method.
Proof. Fix A ∈ A. Observe that Corollary 2.12 and Corollary 4.12 imply that m A is an antiderivative of A; thus, m is an intrinsic method. On the one hand, the definitions and Fact 4.11(i) yield
On the other hand, Fact 4.11(ii) implies
Altogether, we obtain that m A −1 = m * A . Therefore, m is primal-dual symmetric. 
Proof. Since
= m A and the result follows.
Before we present further applications of Theorem 4.13, let us discuss a non-intrinsic variant based on the original Rockafellar function. Theorem 4.15 Let A : X ⇉ X * be cyclically monotone and let (a, a * ) ∈ gra A. Set f A,(a,a * ) := P R A,(a,a * ) , R * A −1 ,(a * ,a) .
(107)
Proof. The proof of f * A,(a,a * ) = f A −1 ,(a * ,a) is analogous to the one of Theorem 4.13. Now assume that A is maximal cyclically monotone. Since R A,(a,a * ) is an antiderivative of A and R A −1 ,(a * ,a) is an antiderivative of A −1 , there exists γ ∈ R such that
Conjugating (109) followed by evaluating at a * yields 0 = R * A,(a,a * ) (a * ) − γ = a, a * − R A,(a,a * ) (a) − γ = a, a * − γ. Hence
and this readily implies that f A,(a,a * ) = P R A,(a,a * ) , R A,(a,a * ) + a, a * = R A,(a,a * ) + 1 2 a, a * .
If the intrinsic method m in Theorem 4.13 produces "nice" antiderivatives, then so does sometimes the symmetrized method m. Before we state the corresponding result more precisely, we recall the required properties of the proximal midpoint average. Since these properties were stated in finite-dimensional Hilbert spaces, we assume from now on that X is a finite-dimensional Hilbert space.
Recall that f ∈ Γ is piecewise linear-quadratic if dom f can be written as a finite union of polyhedral sets on which f is of the form x, Ax + x, b + γ, where A : X → X is linear, b ∈ X, and γ ∈ R. (i) P(f 0 , f 1 ) and P(f * 0 , f * 1 ) have full domain.
(ii) If f 0 and f 1 are piecewise linear-quadratic, then so is P(f 0 , f 1 ).
(iii) If f 0 is differentiable and f 1 is strictly convex, then both P(f 0 , f 1 ) and its conjugate are differentiable and strictly convex. 
Then m is a primal-dual symmetric intrinsic method, and the following hold. We are now able to provide two examples of primal-dual symmetric intrinsic methods with very nice properties. These are in striking contrast to Proposition 4.7. In the remainder of this section, we aim to extract further nice properties enjoyed by these two methods. We require the following results on the proximal midpoint average.
(a * ). Proposition 4.9 yields
The same result (applied to f * 1 ) shows that a * = Prox(f * 1 )(2x + a * + a), which is equivalent to a * = (Id − Prox(f 1 ))(2x + a + a * ), i.e., to 2x + a = Prox(f 1 )(2x + a + a * ).
Add (114) and (115), divide the result by 2, and recall Fact 4.11(iv) to deduce that
The conclusion now follows from (102).
Theorem 4.22 Let f 0 ∈ Γ, let f 1 ∈ Γ, and set f := P(f 0 , f 1 ). Suppose that a * ∈ ∂f 0 (a) ∩ ∂f 1 (a) and set N :
(a * )). Then the following hold.
(i) (∀y ∈ a + N ) y + a * − a ∈ ∂f (y).
(ii) f is differentiable at every point y ∈ a + int N with ∇f (y) = y + a * − a.
Proof. Proposition 4.21 implies (i). On a + int N , we note that y → y + a * − a is a continuous selection of ∂f ; therefore, ∇f (y) = y + a * − a by [18, Proposition 2.8] and (ii) holds. 
take A ∈ A, take (a, a * ) ∈ gra A, and set N := N conv dom A (a) ∩ N conv ran A (a * ). Then the following hold.
(i) (∀y ∈ a + N ) y + a * − a ∈ ∂m A (y).
(ii) (∀y ∈ a + int N ) m A is differentiable at y with ∇m A (y) = y + a * − a.
Proof. Set f 0 := m A and set f 1 := m * A −1 so that m A = P(f 0 , f 1 ). Proposition 3.2 implies that dom f * 0 = dom m * A = conv ran A and that dom f 1 = dom m * A −1 = conv ran A −1 = conv dom A. The conclusion is therefore a consequence of Theorem 4.22. Proof. Indeed, the set N in Corollary 4.23 is the entire space X and hence item (ii) of that result implies that ∇m A : X → X : x → x + a * − a.
We observe next that on the real line, the subdifferential extending A is actually single-valued -i.e., it corresponds to a gradient -with slope one outside the box (conv dom A) × (conv ran A).
Corollary 4.26
Suppose that X = R, let m and m be as in Corollary 4.23, and let A : R ⇉ R have finite graph {(a 1 , a * 1 ), . . . , (a n , a * n )}, where a 1 ≤ a 2 ≤ · · · ≤ a n and a * 1 ≤ a * 2 ≤ · · · ≤ a * n . Then (∀x < a 1 ) m ′ A (x) = x − a 1 + a * 1 and (∀x > a n ) m ′ A (x) = x − a n + a * n .
Proof. Since conv dom A = [a 1 , a n ] and conv ran A = [a * 1 , a * n ], the result follows from Corollary 4.23(ii) (applied at (a 1 , a * 1 ) and at (a n , a * n )).
Remark 4.27 Primal-dual symmetry and the "slope one" property of the extension of the cyclically monotone operator A in Corollary 4.26 were properties deemed desirable by R. T. Rockafellar. In view of Remark 4.24, there exist two explicit methods that generate antiderivatives with these desirable properties. Although not the product of an intrinsic method, the function f A,(a,a * ) of Theorem 4.15 has the same properties.
We conclude this paper by numerically illustrating an antiderivative produced by the primal-dual symmetric intrinsic method of Example 4.19. Figure 1 visualizes the exponential function, the antiderivative m A , the antiderivative m * A −1 , and the antiderivative m A produced by the primal-dual symmetric intrinsic method m. As predicted by Corollary 3.20, the function m A is nonnegative on dom A. In Figure 2 , we visualized the derivative of the exponential function, its 5-point sample corresponding to A, and the maximal cyclically monotone extension ∂m A . Note that by Theorem 3.14 the Rockafellar functions are piecewise linear and hence their subdifferential operators have a "stair case" graph. On the other hand, m A is piecewise linear-quadratric and its subdifferential operator displays the "slope one" property guaranteed by Corollary 4.26 outside the rectangle dom A × ran A. Both plots were generated in Scilab utilizing software packages discussed in [15] ; further details on the numerical implementation will appear elsewhere. The finite graph operator A is shown as points (circled) on the graph of the exponential function (thin black curve), which is the same as its derivative. The reconstructed subdifferential operator ∂m A (thick red curve) stays inside the rectangles (dashed) imposed on any monotone extension of A. Note the "slope one" property of ∂m A outside the rectangle conv dom A×conv ran A, as guaranteed by Corollary 4.26.
