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The development of computation means has allowed the simulation of complex mechanical problems. The ﬁrst simulations of 
manufacturing processes at the microstructure scale, namely in the ﬁeld of machining, have recently emerged. In this study, and on the basis 
of previous research, a novel approach to machining simulation is proposed. A crystal plasticity behavior law has thus been implemented 
and its parameters have been identiﬁed, for each of the two phases constituting the material. This is achieved through experimental tests 
conducted under extreme conditions of temperature and strain rates. Numerical models are composed of grains in the form of Voronoï cells. 
Random crystal orientations have also been assigned to each grain. This has subsequently allowed the simulation of the machining process.
Access to local physical parameters such as crystal orientations, their evolution and phase transition thus presents a major breakthrough in 
this ﬁeld.
1. Introduction
Titanium alloys are widely used in the aeronautical, aerospace and
biomedical ﬁelds thanks to their excellent strength-to-weight ratio,
their good mechanical properties, even at high temperatures, and their
corrosion resistance. Despite these characteristics, titanium alloys are
diﬃcult-to-cut materials, and their poor machinability presents a chal-
lenging problem [1,2]. In order to deal with this issue, it is indispens-
able to investigate the diﬀerent phenomena interacting during machin-
ing. Nowadays, using the best experimental means (infrared thermog-
raphy, high speed camera, Digital Image Correlation, etc.), it is still
impossible to access the cutting zone. Thus, numerical simulation of the
cutting process provides additional information [3–6]. However, this
modeling is hampered by the complexity of the process and the strong
interaction of diﬀerent complex physical phenomena in too short a time
lapse and in a very small area. Indeed, as reported by Garcia-Gonzalez
et al. [7], the cutting temperature measured by diﬀerent experimen-
tal means such as infrared thermography varies from 700◦C to up to
1000◦C (depending on cutting conditions). Temperature levels esti-
mated by numerical simulations are in the same range of the experi-
mental ones [8,9]. The machined surface undergoes large deformations
and complex thermal cycles. As reported by Outeiro et al. [10], plas-
tic deformation levels are very high and vary from 1.8 to 3.4 (OFHC
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copper). If we add to all these issues the integration of the dynamic
constitutive equations and friction, the task becomes even more com-
plex. For all these reasons, the modeling of machining is particularly
dependent on the scientiﬁc evolutions of experimental, numerical and
computational means.
Over the last two decades, the numerical simulation of machining
has witnessed signiﬁcant advances. Most previous cutting models use
the phenomenological behavior law of Johnson-Cook (JC) [11] which
has allowed researchers to closely study some physical phenomena
during the chip formation process. Nevertheless, it is important to point
out that this type of modeling does not provide enough information
at the local level; at this scale, as a matter of fact, microstructure
characteristics (especially grain size and phase transformation) impacts
material behavior.
With increasingly complex and quickly evolving computing means,
recent years have seen further progress in this area as more com-
plex models have been proposed. The studies conducted by Simoneau
et al. [12–14] led to the development of a cutting model which takes
account of material phases. It should be noted that the behavior of each
phase is modelled by the JC constitutive law. This has allowed for more
accurate simulations at the levels of chip formation, temperature ﬁelds
and cutting forces. The same procedure was used by Obikawa et al.
[15] by modeling the ferrite and pearlite with two diﬀerent material
http://dx.doi.org/10.1016/j.ﬁnel.2017.08.002
Nomenclature
𝛼 Alpha phase
F Deformation gradient tensor
R Rigid rotation tensor
U Right stretch tensor
L Velocity gradient tensor
D Strain rate tensor ds
Ns Slip systems number
ns0 Slip plane normal
ms0 Slip direction
?̇?s Shear rate
We Spin tensor
▿
𝜎 Cauchy tensor rate
𝜏 Kirchhoﬀ stress
𝜏s Resolved shear stress
DG Overall damage in the grain
f𝜑i Phase fraction
𝜀𝜑i Phase deformation
𝛽 Beta phase
f s Yield function
𝜌 Material density
DT Macroscopic damage variable
q Internal state hardening variable
ds Damage variable at the slip system level
X̃ Eﬀective variable
Rs Internal state hardening variable
 Elasticity tensor
H Interaction matrix
Ys Damage force
Φs Plastic potential
Φsd Damage part of the plastic potential
?̇?s Viscoplastic multiplier
Z(T)𝛼 𝛼 phase rate
Vc Cutting speed
parameters. Mohammed et al. [16,17] developed a cutting model
that takes into account the eﬀect of the microstructure of compacted
graphite iron on chip formation. Based on physical behavior laws,
and in particular the mobile dislocation density theory, other recent
research studies aimed to predict the grain reﬁnement resulting from
the phenomenon of dynamic recrystallization [18–20].
These researches have shown the need to use constitutive mate-
rial behavior laws based on the theory of crystal plasticity in order to
develop more realistic models. Indeed, the models based on crystal plas-
ticity present many advantages, especially the ability to simulate and
predict the evolution of the texture of a material under strong thermo-
mechanical solicitation. The researches conducted by Peirce et al. [21]
and Asaro et al. [22,23], and which were based on Schmidt’s study
[24], have paved the ground for the development of this research axis.
Other research work has focused on the simulation, at the
microstructure scale, of processes such as deep drawing [25–27], ultra-
sonic consolidation [28], bending [29] and stamping [30]. The use
of the crystal plasticity (CP) theory has permitted to have a physi-
cal insight into grain size eﬀect, damage, texture eﬀect and to have
an accurate prediction of the forming limit diagrams (FLDs) at diﬀer-
ent temperature levels [31]. The modeling of multiphase materials has
allowed for a better understanding of certain deformation and damage
mechanisms. In the case of dual-phase steels, this type of modeling has
given a better insight into failure mechanisms, shear localisation and
the contribution of each phase [32–34]. In the case of titanium alloys,
more realistic simulations have been carried out by taking into account
the material behavior of the 𝛼 and 𝛽 phases [35,36].
The modeling of the machining process using a polycrystalline
model has recently emerged with the study conducted by Zhang et al.
[37]. This model has the advantage of using the assumption of a 2D
plane strain and then signiﬁcantly reducing computation time. Kine-
matic and isotropic hardening have been implemented, assuming no
rotation of crystal orientations. To take account of the damage at the
intragranular scale, the authors have proposed a model based on the
Lemaitre and Chaboche damage model. Intergranular fracture has been
modeled by using cohesive elements at grain boundaries. The compari-
son between the numerical model and the experimental results for many
cutting conditions seems to give good results. Meanwhile a combination
of the ﬁnite element method and Smoothed Particle Hydrodynamics
(SPH) was employed by Abolfaz et al. [38] in order to determine the
inﬂuence of crystallographic orientations on the evolution of the cut-
ting forces. A similar test was performed for the simulation of copper
machining [39,40]. The study carried out by Tajalli et al. [40] showed
that the initial grain orientation aﬀects the morphology of the chip and
the cutting forces. The recent study carried out by Li et al. [41] proves
the capability of this kind of modeling for an accurate prediction of the
deformed material texture.
These diﬀerent studies have evidenced the pertinence of this
approach and the need to reinforce current research in the ﬁeld. The
work proposed in this study is thus inscribed within this perspective of
continuity. The material used in the present study, Ti17, has a millimet-
ric grain size (Fig. 1). The Ti17 (Ti-5Al-2Sn-4Mo-2Zr-4Cr) is a beta-rich
titanium alloy. As reported by R.R. Boyer [42], Ti17 has been developed
by General Electric Aircraft Engines. Known for its deep hardenability
and high fracture toughness, it can be used below 400◦C. As a case in
point, it is actually used in some Compressor stages of the GE90 engine.
The tensile strength of the material (𝜎UTS) is around 1110 MPa and its
elongation at break varies from 5% to 8%.
It therefore seems interesting to explicitly model the microstructure
to take into account crystal modiﬁcations which may occur during chip
formation. The main objective of this study is to develop a model which
allows for the machining simulation of the Ti17 using the crystal plas-
ticity theory. This research has been carried out as follows:
- Model the gains with Voronoï cells;
- Model the 𝛽 phase with 12 slip systems (BCC structure) and the 𝛼
phase with 24 slip systems (HCP structure) [43,37,44];
- Implement a crystal plasticity constitutive equation considering
isotropic hardening and damage evolution;
Fig. 1. As-delivered material microstructure.
Table 1
Crystallographic slip systems.
Slip systems for the 𝛼 phase
Basal <a> {0001}
[
1120
]
3
Prismatic <a>
{
1010
}[
1120
]
3
Pyramidal <a>
{
1101
}[
1120
]
6
Pyramidal <c + a>
{
1011
}[
1123
]
6
Slip systems for the 𝛽 phase
{110} [111] 12
- Take into account the rotation of the crystal lattice (ﬁnite transfor-
mations);
- Take into account phase transformation.
The list of the 36 slip systems is shown in Table 1. The disorientation
between the HCP and the BCC systems has also been taken into account.
2. Crystal plasticity modeling
2.1. Implementation of a crystal plasticity constitutive equation
The numerical integration of crystal plasticity equations is often
challenging. Indeed, the major two obstacles are the strong non-
linearity of these equations and the considerable computation time
needed. Several algorithms with implicit [45–47] and explicit [48,49]
integration schemes have been set up. As reported by Rashid et al. [50]
and Dumoulin et al. [48] the explicit integration scheme seems to be
more suitable for highly non-linear problems. An interesting compar-
ative study of the integration of crystal plasticity equations has been
carried out by Harewood and McHugh [51]. The authors tested explicit
and implicit (theta method) integration schemes using ABAQUS FEM
solver. They demonstrated that the explicit integration scheme is more
eﬃcient in the case of large deformations, especially when there is con-
tact between two or more solids.
In order to incorporate strain rate sensitivity, large deformations and
damage evolution, the Boudifa constitutive behavior equation [25] has
been used for this study. However, it has been modiﬁed to take thermal
softening into account. Due to the extreme conditions of high strain
rates, high temperatures, and tool/chip contact during chip formation,
explicit integration has also been adopted.
2.1.1. Kinematics
In order to take into account the large deformations in the cutting
process simulation, a ﬁnite deformation framework has been adopted.
In this formulation, it is assumed that the crystalline lattice under-
goes elastic deformations and rigid body rotations; the material ﬂows
through the crystal lattice and it is deformed plastically by the crys-
talline slip. Hence, to describe material motion, it is necessary to use
two coordinate systems. The ﬁrst is attached to the crystal lattice
(rotates with the crystal lattice) and the second is attached to the mate-
rial (rotates with the material). Hence, the deformation gradient tensor
F can be decomposed into two components: an elastic part Fe which
includes the elastic deformations and the rigid-body rotations, and an
plastic part Fp, that describes the crystalline slip. Fig. 2 illustrates the
decomposition of the deformation gradient tensor.
This decomposition of the deformation gradient tensor can be writ-
ten as follows:
F = FeFp, F = RU (1)
R is the rigid rotation tensor and U is the right stretch tensor. The
velocity gradient L also consists of an elastic part (Le) and a plastic
part (Lp):
L = ḞF−1 = Le + Lp (2)
Fig. 2. Decomposition of the deformation gradient tensor ([48]).
Lp = FeḞpFp−1Fe−1 = D +W (3)
L = De + Dp +We +Wp (4)
De and Dp represent respectively the elastic and plastic strain rates. The
rotation of the crystal lattice is represented by the elastic part of the
spin tensor We = Ω = ṘRT . Plastic deformation is assumed to be due
to the slip within the crystalline lattice. Thus, the plastic part of the
velocity gradient can be written as follows:
Lp =
Ns∑
s=1
?̇?sns0ms0 (5)
Ns is the number of slip systems while ns0 andms0 represent, respectively,
the normal to the slip plane (s) and the slip direction; ?̇?s is the shear rate.
The elastic part of the velocity gradient, then, becomes:
Le = L − Lp = ḞF−1 −
Ns∑
s=1
?̇?sns0ms0 (6)
It is now possible to calculate the crystal orientations variation as:
ns = Fens0 (7)
ms = ms0Fe
−1 (8)
2.1.2. Constitutive relations
In the case of large deformations, FEM codes provide the Green-
Nagdhi and/or the Jauman rate to calculate stress change during defor-
mation. The stress rate ▿∗𝜎 , which designates the corotational stress rate
seen by a rotating observer with the crystal lattice, is given by equation
(9).
▿∗
𝜎 = ?̇? −We𝜎 + 𝜎We (9)
Indeed, the change rate of the Cauchy tensor 𝜎 in the material coro-
tational frame, according to W, can be expressed as:
▿
𝜎 = ?̇? −W𝜎 + 𝜎W (10)
Based on equations (9) and (10), the corotational stress on axes
rotating with the material can be expressed as following:
▿
𝜎 =
▿∗
𝜎 −
(W −We) 𝜎 + 𝜎 (W −We) (11)
The Kirchhoﬀ stress 𝜏 can be obtained from the Cauchy stress 𝜎
using equation (12).
𝜏 = det (F) 𝜎 (12)
Thus, the resolved shear stress 𝜏s on the slip system s is expressed
as:
𝜏s = ns𝜏ms (13)
Fig. 3. Main calculation steps.
2.1.3. The case of a multiphase material
In the proposed model, it is assumed that total deformation is the
same in diﬀerent phases 𝜑i:
𝜀 = 𝜀𝜑i (14)
In this case, the stress tensor is the volume average of the stresses in
each phase. The evolution of stresses can be calculated as follows:
𝜎 =
N𝜑∑
i=1
f𝜑i𝜎𝜑i (15)
?̇? =
N𝜑∑
i=1
(
f𝜑i ?̇?𝜑i + ḟ𝜑i𝜎𝜑i
)
(16)
The fraction of each phase is represented by f𝜑i . Regarding the dam-
age, a scalar variable DG, which represents the overall damage in the
grain, can be deﬁned as follows:
1 − DG =
N𝜑∑
i=1
f𝜑i
(
1 − DT
𝜑i
)
(17)
Fig. 4. Mechanical behavior of the 𝛽-treated Ti17 and the 𝛽+𝛼 Ti17 at diﬀerent strain
rates (0.1s−1 and 10s−1 at 25◦C).
2.1.4. Energy relations
As reported by Boudifa [25], the free energy is written according to
an additive decomposition of an elastic part and inelastic part:
𝜌𝜓
(
𝜀e, qs, ds
)
= 𝜌𝜓e
(
𝜀e,DT (ds)
)
+ 𝜌𝜓p
(qs,ds) (18)
where 𝜌 is the material density, DT is a macroscopic variable for mea-
suring of the damage, 𝜀e is the elastic deformation, q is the internal
variable of isotropic hardening and ds is the damage variable at the
slip system level. In order to take into account the impact of damage
evolution on the mechanical behavior of the material, eﬀective state
variables are used (𝜀e; 𝜏).
𝜀e =
√
1 − DT𝜀e and 𝜏 =
𝜏√
1 − DT
(19)
At the level of the slip systems, the eﬀective internal isotropic hard-
ening variables ( q̃s; R̃s) are written as follows:
q̃s =
√
1 − dsqs and R̃s = R
s√
1 − ds
(20)
The elastic and the plastic parts of the free energy are presented,
respectively, by equations (21) and (27). Where  is the elasticity ten-
sor, Q is a parameter and H is a matrix which represents the interactions
between the diﬀerent slip systems.
𝜌𝜓e
(
𝜀e,DT (ds)
)
=
(1 − DT) 12𝜀e ∶ 𝜀e (21)
𝜌𝜓p
(qs,ds) = Q2
Ns∑
s=1
Ns∑
r=1
Hrsq̃ s q̃ r (22)
Fig. 5. The polycrystalline model.
Table 2
Comparative study of the computing time depending on integration points number per
grain and elements type.
C3D4T C3D8RT
Elements/grain 50 103 678 14 107 795
Computational time (min) 30 41 350 6 87 1380
Fig. 6. Mesh convergence test (?̇? = 10s−1).
From these equations, the evolution of associated forces variables
can be determined (Ys represents the damage force):
𝜏 = 𝜌𝜕𝜓e
𝜕𝜀e
=
(1 − DT)𝜀e (23)
Rs = 𝜌𝜕𝜓p
𝜕qs = Q
√
1 − ds
Ns∑
r=1
Hrs q̃ r (24)
Ys = 𝜌𝜕𝜓p
𝜕ds =
1
2
R̃sq̃s
1 − ds =
1
2
Rsqs
1 − ds (25)
2.1.5. Dissipation
The yield function and the plastic potential are deﬁned by equations
(26) and (27).
f s = |𝜏 s| + 𝛼 ⟨𝜎sn⟩+ Ns∑
r=1
dr − R̃s − 𝜏0 (26)
The plastic potential Φs is calculated as follows:
Φs = f s + bqsR̃s + Φsd(d
s,Ys) (27)
𝜎n represents eﬀective normal stress; 𝛼, b and 𝜏0 are model param-
eters. The damage part of the plastic potential Φsd is proposed by equa-
tion (28). 𝛽d, Y0, m and S are the damage parameters.
Φsd =
1
𝛽d + 1
⟨Ys − Y0
S
⟩ 𝛽d+1
+
1(1 − ds)m (28)
In addition to state variables, eﬀective resolved shear stress and
eﬀective normal stress are expressed as:
𝜏 s = 𝜏
s√
1 − ds
and 𝜎sn =
𝜎sn√
1 − ds
(29)
On the basis of plastic potential, the evolution of isotropic hardening
and damage is expressed as:
q̇s = −?̇?s 𝜕Φ
s
𝜕Rs =
?̇?s√
1 − ds
(1 − ?̇?sqs) (30)
ḋ s = −?̇?s 𝜕Φ
s
𝜕Ys = ?̇?
s
⟨Ys − Y0
S
⟩ 𝛽
+
1(1 − ds)m (31)
?̇?s represents the viscoplastic multiplier. K and n are two parameters.
Fig. 7. 𝛽-treated Ti17 behavior at diﬀerent strain rates.
?̇?s =
⟨ f s
K
⟩ n
+
(32)
The slip rate ?̇?s is determined using equation (33).
?̇?s = ?̇?s 𝜕Φ
s
𝜕𝜏s
= ?̇?
s√
1 − ds
sign(𝜏s) (33)
The plastic deformation rate at the grain level is calculated on the
bases of the Schmid factor 𝜇s and it is expressed as:
?̇?p =
Ng∑
s=1
?̇?s√
1 − ds
(
sign(𝜏s)𝜇s + 𝛼(ms ⊗ms)
Ns∑
r=1
dr
)
and
?̇?p =
Ng∑
s=1
?̇?s𝜇s for 𝛼 = 0 (34)
2.1.6. Phase transition
The modeling of phase transition for multiphase titanium alloys is
a diﬃcult task due to the complexity of the microstructure and the
high dependence of the phase transformation on heating and cooling
kinetics. In the case of this study, a simple model (equation (35)) was
Fig. 8. Ti17 (𝛼 + 𝛽) behavior at diﬀerent strain rates.
Table 3
Material behavior law parameters for both phases at 25◦C.
Parameters K (MPa) n 𝜏0 (MPa) Q (MPa) b Y0 (MPa) S m 𝛽d
𝛽 phase 42 3,4 420 50 2 0 40 5 2
𝛼 phase 42 3 450 55 7 0 37 5 2
Fig. 9. Experimental and identiﬁed curves at diﬀerent temperature levels.
chosen; its parameters have been identiﬁed at equilibrium by J. Teix-
eira [52]. It should be noted that this choice is justiﬁed by the simplic-
ity of the model and the lack of data in the literature concerning this
issue, notably at high heating and cooling rates. However, this contribu-
tion presents a step towards upgrading an already very complex cutting
model.
Initially, the Ti17 Titanium alloy contains two phases (𝛼 and 𝛽).
Depending on temperature evolution, a phase transformation may
occur. From a certain level of temperature, “Transus 𝛽”, the material
will be composed of only the 𝛽 phase. Equation (35) permits to cal-
culate the 𝛼 phase rate (Z(T)𝛼) in function of the temperature; with
Zeq(20∘C)𝛼 = 0.67, A = 0.1015 and T𝛽 = 880∘C ([52]).
Z(T)𝛼 = Zeq(20∘C)𝛼
(1 − exp (−A(T𝛽 − T))) (35)
The main calculation steps are presented in Fig. 3.
2.2. Constitutive equation parameters identiﬁcation
Given that the Ti17 is a two-phase material, the mechanical behav-
ior of each phase has been identiﬁed independently. Compression tests
at various strain rates (0.1s−1 ,1s−1, 10s−1, 100s−1) and at diﬀerent
temperature levels (between 25◦C and 800◦C) have been performed on
the GLEEBLE 3500 machine. In addition, a heat treatment has been per-
formed to carry out compression tests on specimens containing only 𝛽
phase.
The determination of the constitutive equation parameters is per-
formed by the reverse optimization method. In this respect, the
Lavenberg-Marquardt optimization algorithm has been used. This iden-
tiﬁcation is performed in two stages. Initially, ﬁve hardening param-
eters are determined and this is followed by the identiﬁcation of four
damage parameters, some of which are determined for each tempera-
ture level. For each step, the identiﬁcation procedure is as follows:
- Identiﬁcation of 𝛽 phase parameters: these are identiﬁed on the basis
of tests carried out on 𝛽 treated specimens (one phase, T = 25◦C and
diﬀerent strain rates levels);
- Identiﬁcation of 𝛼 phase parameters: knowing the 𝛽 phase data, 𝛼
phase parameters are then identiﬁed (two phases, T = 25◦C and
diﬀerent strain rates levels);
- Identiﬁcation of 𝛼 + 𝛽 material parameters at diﬀerent temperature
levels (200◦C, 400◦C, 500◦C, 600◦C, 700◦C and 800◦C).
Fig. 4 shows the diﬀerence between the mechanical behavior of the
𝛽-treated Ti17 and the as-delivered Ti17.
The geometrical model used for the identiﬁcation of the constitu-
tive equation is presented in Fig. 5. The 100 grains constituting the
model are generated and meshed using NEPER software [53]. A mesh
convergence procedure has been carried out by varying the type and
the number of elements per grain from 14 elements/grain to 795 ele-
ments/grain. The simulations have been carried out using multi-core
parallel computing (Intel(R) Xeon(R) X5690 3.47 GHz). The obtained
results are shown by Table 2 and Fig. 6.
A better mesh convergence has been obtained with C3D8RT ele-
ments. An important integration points number per grain is required of
C3D4T elements.
Crystalline orientations have been randomly assigned to each grain;
the disorientation between 𝛼 and 𝛽 phases has been taken into account
([37,54]). Since the constitutive equation does not take into account
the evolution of temperature, hardening and damage parameters have
been identiﬁed at each temperature level. Elasticity constants (Cii) also
vary depending on temperature ([55]).
Figs. 7 and 8 show the results of the identiﬁcation of the consti-
tutive equation parameters for the 𝛽 and 𝛼 + 𝛽 phases at diﬀerent
strain rates. Thus, it can be seen that the material is sensitive to the
strain rate, notably from 1s−1. Similar tendencies have been obtained
for both phases. It is also noted that failure strain decreases when strain
rate increases. In addition, experimental trials show that fracture occurs
Table 4
Evolution of parameters depending on temperature (𝛽 phase).
𝛽 phase 200◦C 400◦C 500◦C 600◦C 700◦C 800◦C
𝜏0 (MPa) 323.4 323.4 323.4 323.4 226.8 96.6
Q (MPa) 67.5 44 10 −16.5 −23 −20
Table 5
Evolution of parameters depending on temperature (𝛼 phase).
𝛼 phase 200◦C 400◦C 500◦C 600◦C 700◦C 800◦C
𝜏0 (MPa) 346.5 346.5 346.5 346.5 243 103.5
Q (MPa) 74 48.4 11 −18.5 −26 −22
Table 6
Identiﬁcation error estimation.
Energy ∫ 𝜎𝜀d𝜀 (Jm−3106)
Experimental results Numerical simulations results Error (%)
𝛽 phase, 𝜀 = 0.1s−1 197.82 198.53 0.35
𝛽 phase, 𝜀 = 10s1 117.76 118.62 0.73
𝛼 + 𝛽, 𝜀 = 0.1s1 264.5 275.5 4.16
𝛼 + 𝛽, 𝜀 = 10s1 277.8 295.1 6.22
𝛼 + 𝛽, 600◦C 438.67 456.13 3.98
𝛼 + 𝛽, 200◦C 189.28 187.27 1.06
Fig. 10. Geometric model including the cutting tool and the workpiece.
more rapidly for the 𝛽 phase. The oscillations observed at 100s−1 are
mainly due to dynamic phenomena (impact tests have been carried out
to reach this strain rate level).
Table 3 presents the values of the diﬀerent parameters for each
phase at 25◦C. Parameters k and n inﬂuence sensitivity to strain rate;
parameters Q and b allow to adjust the slopes of the curves. At this
stage, a proper identiﬁcation of parameters K and n permits a good
reproduction of material behavior according to strain rate. To adjust
the initiation and the evolution of damage, it suﬃces to adjust the S, m
and 𝛽d parameters.
Fig. 9 shows the results of the identiﬁcation of these parameters for
diﬀerent temperature levels. Experimental tests show that the Ti17 con-
serves very good mechanical properties up to 600◦C, when the thermal
softening occurs. In order to identify the parameters of the constitutive
equation for each temperature level, the procedure is as follows: update
the 𝜏0 parameter that reﬂects the decrease in yield for each tempera-
ture level, then calibrate the slopes of the curves, which change under
the action of thermal softening, by acting on parameters Q and b.
Tables 4 and 5, respectively, illustrate the evolution of parameters
𝜏0, Q and S for the two phases.
Overall, the identiﬁed parameters make it possible to reproduce
material behavior for a margin of error that does not exceed 6% as
illustrated by Table 6.
2.3. Orthogonal cutting model
Orthogonal cutting is a special machining conﬁguration where the
cutting edge must be perpendicular to the direction of the cutting speed
Vc and to the direction of the feed rate Vf . In this particular case of
machining, workpiece width (Ww = 0.25 mm) becomes equivalent to
the depth of cut. The cutting force is assumed to be proportional to
Ww. This simpliﬁes the understanding of physical phenomena and the
examination of data. Based on the work of Ayed et al. [4], a 3D orthog-
Table 7
Thermal and mechanical properties of the tool [56].
Density, 𝜌 (Kg/m3) 12800
Elastic modulus, E (GPa) 630
Poisson’s ratio, 𝜈 0.22
Speciﬁc heat, Cp (J∕Kg∘C) 226
Thermal conductivity, 𝜆 (W∕m∘C) 44
Fig. 11. Diﬀerent voronoï cells mesh generation: (a) 10 grains, (b) 60 grains.
onal cutting model including a tungsten carbide tool and a Titanium
(Ti17) workpiece has been established. Grains have been modeled by
Voronoï cells; random orientations have been assigned to each grain.
Fig. 10 renders the geometric model and illustrates boundary condi-
tions. Table 7 presents the thermal as well as the mechanical properties
of the tool.
In order to study the impact of grain number and crystallographic
orientations on chip formation and cutting forces evolution, three
microstructures have been generated including, respectively, 1 grain,
10 grains and 60 grains. The workpiece has been meshed with 68000
C3D8RT elements as shown in Fig. 11. Concerning the friction coeﬃ-
cient between the tool and the workpiece, a model taking into account
the variation of the friction coeﬃcient in function of the sliding veloc-
ity has been adopted ([56]). Previous work, carried out by Ayed et al.
[4] has permitted to experimentally identify this variation (between
0.57 and 0.42 for Ti17). During chip formation, internal heating caused
by plastic deformation has also been considered (The Taylor-Quinney
coeﬃcient has been set at 0.9). In order to simulate temperature dis-
tribution, thermal exchanges between the tool, the workpiece and the
chip have taken into account. The simulations have been carried-out
using ABAQUS/Explicit.
2.3.1. Chip formation
The main objective of this study is to develop a cutting model that
allows to carry out more pertinent simulations and to access the cut-
Fig. 12. Example of cutting simulation at 125 m/min: (a) localisation of the deformation (∑ 𝛾cum), (b) grains deformation.
Fig. 13. Impact of cutting speed on the cutting force (numerical results).
ting area, which is otherwise experimentally inaccessible. Such a model
must take into account the behavior of the material over a wide range
of temperatures and strain rates, as well as the crystallographic orien-
tations of the gains and their evolution. This is a very challenging issue
due to the complexity of the cutting process. Indeed, during chip forma-
tion, the workpiece is subjected to extreme loads, and heat is generated
by plastic deformation and friction at the tool/chip interface. It should
be noted that damage parameters must be properly identiﬁed to ensure
the separation of the chip from the workpiece.
Fig. 12 shows an example of simulation at a cutting speed of
125 m/min. As this graphic representation suggests, the grains have
been highly deformed in comparison with their initial conﬁguration
(Fig. 11), notably in the chip. In addition, the ﬁgure shows the local-
isation of the deformation on the formed shear bands. Variable SDV4
represents the accumulated shear on all slip systems ∑ 𝛾cum. The tem-
perature reached in these areas of high deformations varies between
800◦C and 900◦C.
2.3.2. Impact of cutting speed and grain number
To evidence the eﬀects of these parameters, three cutting speeds
and three grain sizes have been tested. First of all, a model including
60 grains has been set up. Then, four simulations have been carried out
at diﬀerent cutting speeds. The sensitivity of the cutting forces to the
cutting speed is shown by Fig. 13. At the cutting speeds of 100 m/min
and 125 m/min, eﬀort levels are close. A slight diﬀerence is observed
in comparison with the eﬀort obtained at a cutting speed of 75 m/min.
Although the model takes into account the eﬀect of heating and the
degradation of mechanical properties related to temperature, the vis-
cosity eﬀect in the constitutive equation appears more important.
In order to verify the relevance of these simulations, orthogonal cut-
ting tests have been carried out on a Leadwell LTC25iL CNC lathe.
Cutting forces have been measured using a Kistler 9257B piezoelec-
tric dynamometer; Fig. 14 shows the experimental setup. The average
values of experimental and numerical cutting forces remain close.
The implemented constitutive equation allows, inter alia, to ensure
the phase change which may occur. Fig. 15 shows the inﬂuence of the
cutting speed on the evolution of the 𝛽 phase rate in the workpiece
and the chip (SDV2). Increasing the cutting speed, as a matter of fact,
results in an increase in the 𝛽 phase rate, especially at the tool/chip
interface and the shear band. In fact, when cutting speed increases,
internal heat generation due to plastic deformation also increases. The
progressive temperature rise thus allows phase transition to take place.
For the tested conﬁgurations, the machined surface does not undergo
phase change.
In order to study the eﬀect of grain number, two other microstruc-
tures have been generated (10 grains and 1 grain). In this step, cutting
speed is set at 125 m/min. Fig. 16 shows the results of these simula-
tions. It can be remarked that the trends and the magnitudes of the
curves are close. The number of grains does not seem to have a major
eﬀect on the cutting eﬀort; however, a slight diﬀerence is noticed with
the model including a single grain.
Diﬀerent simulations have been performed with diﬀerent sets of ori-
entations randomly assigned to each grain. Two grain sizes have been
tested (Vc = 125 m/min). Initially, three sets of orientations have been
tested for a model consisting of 60 grains. Fig. 17(a) shows the results
obtained. On the basis of these results, the cutting force does not seem
to have been signiﬁcantly inﬂuenced by grain orientations. Using a sin-
gle grain model, the eﬀects of grain orientations have then been tested.
As with the previous test, Fig. 17(b) does not show signiﬁcant diﬀer-
ences in cutting force evolution. It can therefore be concluded that
changing the initial random grain orientations does not considerably
inﬂuence the cutting force.
Overall, these results are in agreement with experimental machining
tests. Indeed, the average experimental cutting force does not undergo
major changes even after repeating the same test several times. For each
Fig. 14. Orthogonal cutting tests: (a) Experimental setup, (b) cutting forces measurement.
Fig. 15. 𝛽 phase rate: (a) Vc = 75 m/min, (b) Vc = 100 m/min.
test, diﬀerent grains with random orientations are solicited during the
cutting process, but this has no signiﬁcant eﬀect on the average cutting
force.
After this phase, which is relative to the analysis of cutting forces,
the geometry of the chip has been investigated. The analysis of chip for-
mation demonstrates that the shear angle changes depending on grain
orientations. Fig. 18 shows the morphology and shear angles of the chip
for three sets of orientations (Vc = 125 m∕min). In addition, the shear
angle on both sides of the workpiece is not identical and is character-
ized by a variation up to 17◦ (Fig. 18(b)).
Such a change of the shear angle impacts chip morphology. Figs. 18
and 19 illustrate this variation. The localization of the deformation and
its intensity likewise vary. Indeed, the accumulated shear on all slip sys-
tems SDV4 (∑ 𝛾cum), shows a heterogeneous distribution of the defor-
mation along the chip, which changes from one orientation to another.
Another advantage of the present model is the possibility to simu-
late the evolution of crystalline orientations under the action of various
loads. Monitoring the evolution of textures has been done for the work-
piece as well as for the chip. Figs. 20 and 21 show the evolution of
texture during the machining of a workpiece containing 10 grains. Sub-
jected to high deformation levels, the chip undergoes the most intense
orientations evolution; by contrast, the change of orientations in the
workpiece is less signiﬁcant.
Because it is still impossible to follow the evolution of the material
texture in real time during machining, the proposed model is a reliable
tool capable of predicting the orientations evolution during machining
or material forming.
Fig. 16. Grain number inﬂuence (Vc = 125 m∕min).
2.3.3. Machinability of the 𝛽 phase
The Ti17 is known for its low machinability (high chemical reactiv-
ity, high mechanical properties and great cutting forces), which raises
productivity problems (notably, the sharp increase in machining time).
A heat treatment followed by the machining of the 𝛽 phase may present
a potential solution to improve its machinability.
The identiﬁcation of the behavior of the two phases makes it possi-
ble to simulate the machining of the 𝛽-treated Ti17 and then compare
the resulting cutting forces with the as-delivered material (before heat
Fig. 17. Impact of crystal orientations on the cutting force: (a) 60 grains, (b) 1 grain.
Fig. 18. Shear angle variation as a function of grain orientations: (a) orientation 1, (b) orientation 2, (c) orientation 3.
treatment). In order to carry out this simulation, two models, respec-
tively containing 10 and 60 grains, have been established. The identi-
ﬁed set of parameters relative to the 𝛽 phase has been used and the
initial 𝛽 phase rate has been set to 100%. Fig. 22 shows the results of
these simulations. A decrease in cutting force ranging from 13% to 17%
can thus be observed.
To conﬁrm these numerical results, experimental tests of machining
(milling) have been carried out. First, a series of machining operations
has been performed on the as-delivered material. The experiment has
been repeated three times. The average cutting force Fc(𝛼 + 𝛽) ranges
from 790N to 824N. Then, a heat treatment has been done (phase 𝛽)
followed by a second series of tests. The average cutting force Fc(𝛽)
varies from 650N to 690N. A decrease between 12% and 21% is noted,
which conﬁrms the predictions of the numerical model. It can therefore
be concluded that the machinability of the material is slightly improved
after the heat treatment.
Fig. 19. Impact of grain orientations on chip morphology.
Fig. 20. Evolution of gain orientations in the chip, {110} (10 grains).
3. Discussion and model evaluation
Most existing cutting models are based on the JC behavior law and
damage model. This constitutive equation has the advantage of being
implemented by default in most ﬁnite elements software. Indeed, it is
relatively easy to identify and it permits to take into account the main
material phenomena (hardening, dependence on strain rate and tem-
perature). Although it gives good results at the macro-scale level, it has
shown some limits, especially in treating metallurgical mechanisms and
some physical phenomena.
The cutting model proposed in this paper is based on a micro-scale
approach using a crystal plasticity constitutive equation with an explicit
representation of grains (voronï cells). This approach opens up new
perspectives, especially to optimize the microstructure and so enable
the development of new alloys in order to improve the machinabil-
ity of materials. This approach is more demanding than previous ones
because it requires a more complex identiﬁcation procedure for the
diﬀerent phases of the material. However, it allows for a more thor-
ough study of chip formation and the stresses undergone by the surface
of the workpiece which impact surface integrity (residual stress). This
approach at the microstructural scale can eventually be compared to
local observations in the tool tip [57] using the virtual ﬁelds method.
The ﬁrst scientiﬁc challenge that was faced by this study was to
implement the crystal plasticity constitutive equation while taking into
account the large deformations, gain orientations evolution and phase
transformation. However, it seems appropriate to continue developing
the model, especially with the consideration of more accurate relations
for the interaction between the diﬀerent slip systems. In addition, it
would certainly be rewarding to add a more accurate modeling of the
behavior of grain boundaries. The ﬁrst results of the machining simula-
tions are very promising. Indeed, they demonstrate that grain size and
orientations have no signiﬁcant inﬂuence on the cutting force. At the
level of the most solicited areas, material texture undergoes signiﬁcant
Fig. 21. Evolution of gain orientations in the workpiece, {110} (10 grains).
Fig. 22. Cutting force evolution during orthogonal cutting simulation of the 𝛽-treated
Ti17 and the 𝛼 + 𝛽 Ti17.
evolutions.
The second scientiﬁc challenge met was to identify the behavior of
the diﬀerent phases of the material and to investigate their impact on
the machining of the Ti17. It has been evidenced in this respect that
the machining of the 𝛽 phase results in a lower cutting force. Indeed,
the rate and the inhomogeneity of the distribution of the phases in
the microstructure of the material may be taken into account with the
proposed model. It should be noted that the phase transition model
could be signiﬁcantly improved. The constitutive equation should also
be modiﬁed to take into account more physical phenomena.
The proposed approach thus opens numerous perspectives for iden-
tifying thermo-mechanical loads in the tool tip and for material opti-
mization. Indeed, this model presents venues to investigate the impact
of grain size and orientations as well as phase transformation on the
machinability of materials, which presents an important tool for the
development of new materials.
4. Conclusion and perspectives
The present study has allowed the implementation of a crystal plas-
ticity behavior law which takes into account large deformations and
crystal orientations evolution. In addition, the behavior of the two
phases present in the material has been identiﬁed on the basis of the
reverse method. Certain parameters of this constitutive equation have
also been identiﬁed at diﬀerent temperature levels. An innovative 3D
orthogonal cutting model has been established. This has allowed the
simulation of chip formation, phase transformation (𝛼 → 𝛽), texture
evolution and cutting forces.
The impacts of grain number and orientations on the cutting force
have further been studied. The results did not show a signiﬁcant inﬂu-
ence of grain size or crystal orientations on the global response of
the material, especially the cutting force. Nevertheless, due to grain
orientations evolution, the texture of the material undergoes signif-
icant changes. Combined with the use of a crystal plasticity con-
stitutive equation, the explicit modeling of grains by voronï cells
has enabled us to reach promising results. In addition, the devel-
oped model presents an approach which compliments Zhang’s work
[37].
However, there are still issues that require development. Indeed, the
interaction between slip systems could improve model predictions; it
would therefore be interesting to identify the interactions between the
36 slip systems. Of course, the current model can be further improved
by the integration of the behavior of grain boundaries and by taking
into account the eﬀects of thermal softening.
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