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EDV in Medizin und Biologie 14 (1),1-2, ISSN 0300-8282 
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Zur Relevanz klinischer Studien-
dargestellt am Beispiel der Computertomographie für 
abdominalchirurgische Indikationen 
R. Souchen, P. Koeppe und 0.-H. Wegener 
Zusammenfassung 
Der Wert der Computer-Tomographie für die Indikation zu 
operativen Eingriffen bei abdominalen Erkrankungen wurde 
durch eine Studie analysiert. Die ermittelten Daten suggerier-
ten eine hohe Aussagekraft, Objektivität und Repräsentativität. 
Statistisch nicht erfaßbare Faktoren schränken jedoch die Aus-
sage erheblich ein. 
Ergebnisse solcher nach formalen Kriterien einwandfrei ge-
planten und durchgeführten klinischen Studien scheinen (ty-
pischerweise?) hinsichtlich ihrer Übertragbarkeit auf andere 
Kliniken deshalb unabwägbar begrenzt zu sein, weil das Aus-
maß der in den Daten enthaltenen methodisch kaum zu extra-
hierenden subjektiven Momente ebensowenig .bestimmbar ist 
wie die Bedeutung der klinikspezifischen Faktoren. 
Summary 
The relevance of computer tomographic indications for surgical 
intervention in abdominal diseases has been analyzed by 
means of a study. The data obtained suggested that computer 
tomography is of high informational value, objectivity and re-
presentativeness. Factors which cannot be apprehended statisti-
cally do, however, considerably limit this information. 
Results of such clinical studies, which, according to formal 
criteria, have been planned and perfom:zed in an irreproachable 
manner, (typically ?) seem to be restrided to an undeterminable 
extent with regard to their applicability to other clinics, because 
the chance of determining the extent of the subjective elements 
involved in the data, which can hardly be extracted quantitave-
ly, is just as small as the chance of determining the factors spe-
cific to the individual clinic. 
Problematik und Methodik 
Die Annahme eines neuartigen Diagnostikverfahrens hängt 
letztlich vom Urteil des Klinikers ab, dessen Entscheidung 
nicht ausschließlich von der diagnostischen Treffsicherheit 
eines Verfahrens bestimmt ist. Vielmehr werden zusätzliche 
Faktoren wie Interpretation durch fachfremde Kollegen, Ne-
benbefunde und Zusatzinformationen die Entscheidung be-
einflussen. 
Anfang 1977 wurde im Klinikum Steglitz der Freien Univer-
sität Berlin ein Ganzkörper-Computertomograph installiert, 
u. a. mit der Erwartung, Fortschritte in der Diagnostik von 
Krankheitsprozessen in der Abdominalregion zu erzielen -
einer Region, die mit den herkömmlichen Untersuchungsver-
fahren nur indirekt erfaßbar ist. 
Zur Objektivierung haben wir in einer Studie die Chirurgen 
befragt, wie sie die Ganzkörper-Computertomographie im Ver-
gleich mit den übrigen Diagnostikverfahren bei der Abklärung 
abdominal-chirurgischer Erkrankungen bewerten. 
Die Computer-Tomographie wurde als Diagnostikverfah-
ren verglichen mit der konventionellen Röntgendiagnostik, der 
Nuklearmedizin, der Sonographie, der Labordiagnostik, der 
Endoskopie einschließlich Punktion und ERCP, der Angiogra-
phie sowie der Laparoskopie. 
Den Chirurgen wurde ein Fragebogen vorgelegt*). Retro-
spektiv und in Kenntnis des aktuellen Operationsbefundes 
wurden der Einsatzzeitpunkt der angewandten Diagnostikver-
fahren, ihre Indikation, ihre operativ-therapeutische Konse-
quenz sowie ihre Einflußnahme auf die Operation erfragt. Die-
ser Fragebogen war aufgeteilt in 12 Fragekomplexe und be-
stand aus 90 Einzelfragen. Die so bei den 112 Patienten anfal-
lenden über 10000 Einzeldaten wurden EDV-mäßig gespei-
chert und ausgewertet. Bei diesem Vergleich wurde insbeson-
dere die von den einzelnen Diagnostikverfahren erhaltene 
präoperative Information bezüglich der Organdiagnose, der 
Lokalisation, der Nachbarschaftsbeziehung und Ausdehnung 
sowie der Art und Dignität eines vermuteten pathologischen 
Prozesses ermittelt. 
Der Wert einer diagnostischen Methode wurde durch die 
Ausgabe eines Ranges beurteilt: 
- Der 1. Rang wurde vergeben, wenn das Diagnostikverfahren · 
retrospektiv eine optimale, d. h. für die Operationsindikation 
oder das operative Vorgehen wesentliche Information gelie-
fert hat. 
- Der 2. Rang wurde dem Verfahren zuerkannt, das eine zu-
sätzliche, nützliche Information geliefert hat. 
- Der 3. Rang wurde den Verfahren gegeben, die keinerlei Ein-
fluß auf die Operations-Indikationsstellung oder das opera-
tive Vorgehen gehabt haben. 
Der 1. und 2. Rangplatz durfte bei als identisch angesehe-
nem Aussagewert mit maximal 3 Diagnostikverfahren belegt 
werden. 
Die Organzugehörigkeit, die Lokalisation, die Ausdehnung 
') 
*) Fragebogen auf Anforderung von dem Verfasser (R. S.) erhältlich. 
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und Nachbarschaftsbeziehung sowie die Art und Dignität 
eines vermuteten pathologischen Prozesses wurden unabhän-
gig voneinander rangmäßig eingestuft. Die Summe der erreich-
ten Rangplätze je Untersuchungsverfahren ergibt den Wert des 
betreffenden Diagnostikverfahrens. 
Da je Patient nicht alle invasiven und hicht-invasiven Ver-
fahren zur Abklärung durchgeführt wurden, muß die Anzahl 
der erreichten Rangplätze relativ zu der Gesamtzahl der Unter-
suchungen des betreffenden Verfahrens betrachtet werden. 
Ergebnisse 
1. Die CT ist wesentlicher Bestandteil der präoperativen Dia-
gnostik abdominaler Erkrankungen. 
2. Die Laparoskopie kann zwar zur histologischen Sicherung 
eines suspekten Befundes führen, war aber nur in einem ge-
ringen Anteil erfolgreich und wurde daher geringer als die 
CT eingeschätzt. 
3. Die CT deckt die Aussage der Sonographie voll ab und führt 
in der Einschätzung der Chirurgen zu besseren und weiter-
reichenden Ergebnissen. 
4. Die CT und die Angiographie verhalten sich konkurrierend 
und komplementär in ihrer Aussage und klinischer Ein-
schätzung. Bei der Artdiagnostik erreichen beide Verfahren 
gemeinsam die besten Bewertungen. In der Beurteilung von 
Lokalisation und Nachbarschaftsbeziehung ist die CT der 
Angiographie häufiger überlegen. 
Diskussion 
Eine derart aufwendige und sorgfältig durchgeführte Untersu-
chung suggeriert eine hohe Aussagekraft, »harte«, Objektivität 
und Repräsentativität ausstrahlende Fakten /3/. 
Folgende, statistisch nicht erfaßbare Punkte schränken die 
Aussage dieser Studie jedoch ein und begrenzen damit eine 
Übertragbarkeit der Ergebnisse auf andere Kliniken: 
l. Die Beantwortung der Fragen stellt eine vom Chirurgen -
(an der Untersuchung waren 23 Chirurgen beteiligt, keiner 
von ihnen füllte mehr als 6 Fragebögen aus)- vorgenomme-
ne, subjektive Einschätzung des Wertes der jeweils durchge-
führten Diagnostikverfahren dar. Diese Bewertung ist an 
der Klinik des Einzelfalles orientiert und unter den Bedin-
gungen einer Universitätsklinik vorgenommen. 
2. Die Einführung der CT als neuartiges Diagnostikverfahren 
bedingt bei der Diagnosestellung eine prinzipielle Unsicher-
heit; diese Unsicherheit nimmt zwar in Abhängigkeit von 
der Anzahl der Untersuchungen und von der zunehmenden 
Erfahrung des Untersuchers ab, aber sie ist höher als die bei 
den etablierten Verfahren bestehende. Dieser Faktor mag 
im Anfangsstadium der CT in die Befundung eingeflossen 
sein; (die hohe Einschätzung der CT in unserer Studie 
scheint dagegen zu sprechen). 
3. Die optische Darstellbarkeit und »Präsentation« beeinflus-
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sen die Akzeptanz eines Befundes durch die die Untersu-
chung anfordernden, jedoch nur im Ausnahmefall bei der 
Untersuchung selbst anwesenden Kliniker. So ist beispiels-
weise häufig die Sonographie gegenüber der CT aufgrund 
der hohen Anschaulichkeit der CT im Nachteil, auch wenn 
beide Verfahren zu identischen Aussagen kommen. 
4. Bei. der vorgenommenen Untersuchung handelte es sich 
nicht um einen Vergleich der objektiven methodischen Kri-
terien der einzelnen Diagnostikverfahren. Die Bestimmung 
eines »objektiven« Stellenwertes der CT wäre aber nur an-
hand einer Gegenüberstellung der jeweiligen methodischen 
Kriterien möglich. 
5. Die vom Kliniker zu bestimmende Auswahl unter den alter-
nativen Diagnostikverfahren erfolgt u. a. (und nicht zuletzt) 
- nach zeitlicher Verfügbarkeit eines Untersuchungsver-
fahrens 
- nach persönlichen Momenten und Erfahrungen in der 
Zusammenarbeit mit den jeweiligen Untersuchern, 
- entsprechend der subjektiven Einschätzung der Erfah-
rung und hinsichtlich der Untersuchungsmethodik ver-
muteten Vertrautheit des mit der Untersuchung beauf-
tragten Kollegen. 
Die aufgeführten Punkte sind nicht meßbar und statistisch 
kaum erfaßbar, beeinflussen aber mit Sicherheit den Ablauf 
der gesamten Diagnostik und finden letztlich ihren Nieder-
schlag in der Bewertung einzelner Diagnostikverfahren. Siebe-
stimmen maßgeblich den Wert einer solchen klinischen Studie 
12,11. 
Wir glauben, daß dieses Beispiel einer nach formalen Krite-
rien einwandfrei geplanten und durchgeführten Studie, deren 
Aussagekraft trotzdem als sehr beschränkt bezeichnet werden 
muß, typisch ist für eine Vielzahl klinischer Studien, deren häu-
fig in Zahlen gefaßte Ergebnisse weder einen Einblick in die 
Größe der methodisch kaum zu extrahierenden subjektiven 
Momente zulassen, noch die eine Übertragbarkeit der ermittel-
ten Daten auf andere Kliniken ausschließenden Faktoren er-
sichtlich machen. 
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Estimation of the expected error rates when transferring diagnosis 
systems f rom one hospital to another 
C. F. Hess and K. Brodda 
Abstract 
When transferring a computer-aided diagnosis system from one 
hospital to another or, respectively, from one geographical area 
to another, the reliability of the diagnosis system offen is alter-
ed because the prior probabilities of the diseases da change. A 
method is presented to estimate the performance of a diagnosis 
system befor applying it to another hospital by calculating the 
new expected error rates. As an example the output of a compu-
ter-aided ECG-diagnosis system at three different hospitals 
using Bayes decision rufe is discussed. The predetermined error 
rates show good agreement with those, that are calculated af-
terwards applying the diagnosis system. The method can be 
semiquantitatively extended to those cases, in which other than 
Bayes classification rules are used, in which the error rates of 
the diagnosis system cannot be exactly calculated at any hospi-
tal at all, or, in which the diagnosis system is only partially 
transferred. 
Zusammenfassung 
Computergestützte medizinische Diagnosesysteme zeigen im 
allgemeinen eine auch vom Ort ihrer Anwendung abhängige 
Fehlerkennungsrate, weil die demselben differentialdiagnosti-
schen Problem zugrunde liegenden a priori-Wahrscheinlichkei-
ten der betrachteten Krankheitsklassen häufig fiir verschiedene 
Krankenhäuser bzw. verschiedene geographische Bereiche un-
terschiedlich sind. Mit Hilfe der hier diskutierten Methode las-
sen sich die nach Übertragung des Diagnosesystems z. B. in ein 
anderes Krankenhaus zu erwartenden Fehlerkennungsraten im 
voraus abschätzen. Als Beispiel werden die geschätzten und 
nach Anwendung im neuen Bereich berechneten Fehlerraten ei-
nes mit Hilfe der Bayesschen Entscheidungsregel arbeitenden 
EKG-Diagnosesystems fiir drei verschiedene Krankenhäuser 
verglichen. Die Methode kann semiquantitativ erweitert werden 
auf Fälle, bei denen andere Entscheidungsregeln benutzt wer-
den, bei denen die Fehlerraten nicht exakt berechenbar sind 
oder fiir Fälle, wo das Diagnosesystem nur teilweise übertragen 
werden soll. 
1. lntroduction 
Ifwe want to transfer a diagnosis system (DS) from one hospi-
tal (or from one geographical area) to another - that is if we 
want to perform the same investigations for the same problem 
of differential diagnosis, we must mainly pay attention to the 
varying prior probabilities (pp) of the concemed diseases ( and 
class of normals, resp.). Following the rule »Frequent diseases 
are diagnosed frequently, rare diseases seldom « we must mod-
ify our classification scheme dependent on the varied pp. 
In our example, the computer aided differential diagnosis of 
six heart diseases and a class of normals by a set of 66 ECG-fea-
tures, we do this by adjusting the classification procedure (here 
»Bayes-rule«) to the new pp, which (theoretically and practi-
cally) results in a minimum rate of misrecognition (PIPBERGER, 
1978). Before applying the so adjusted DS to the other hospital 
we are interested finding out in which manner it will perform 
after the transfer. Thus we want to foresee which rates of mis-
recognition, compared to those at the original hospital we have 
to expect. 
In this paper we shall present a rather simple method to pre-
determine these error rates just on the basis of the performance 
characteristics of the DS at one hospital and of the pp at the dis-
eases und er investigation at the hospital to which the DS should 
be transferred. 
We demonstrate our method by comparing in six cases the 
predetermined error rate with those calculated exactly after 
application ofthe DS. Forthat reason we regarded the classifi-
cation matrices of a DS performed at three different hospitals. 
We chose each ofthe hospitals as a basis hospital, predetermi-
ned the error rates of the two others and compared these results 
with those, which were obtained by CüRNFIELD et al. (1973) 
after applying the DS. 
In each case we qualitatively compare the ( conditional) error 
rate of misrecognising one of the given diseases ( or class of nor-
mals, resp.), and we give quantitative results of the predeter-
mined and real changes of the overall error rate. These values 
are calculated for the use of Bayes-rule, which CoRNFIELD et al. 
( 1973) has chosen for classification procedure. In three final re-
marks we indicate, to which kind of decision rule our method 
can be extended and how the problem of predetermining the 
expected error rate can be solved, if the DS is slightly changed 
after the transfer or ifthe real error rates ofthe DS are not avai-
lable at any hospital. 
2. Application of the diagnosis system 
As an example of the demonstration of our method we use the 
results obtained by CoRNFIELD et al. (1973) for the differential 
diagnosis of six heart diseases and a class of normals (N = 7: 
number of categories) by means of 66 ECG-features (table 1). 
For each measured ECG-feature vector x the classification is 
here made on the basis of the posterior probabilities 
CJ.j(X)=pli(x) (j=l,„.,N) (1) 
wit Pi as pp of category j. Tue functions fi represent the condi-
tional densities (usually multivariate normal distributions), 
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measuring the probability of feature vector x to be present, if 
disease No. j is the correct diagnosis. 
For the estimation of the underlying mean vectors and 
covariance matrices it is necessary to determine the actual 
measurements for a huge (training) collective of patient with 
well known diagnosis which was done by PIPBERGER ( 1973) for 
about 2000 patients whose diagnoses had been determined by 
extemal methods, such as heart catheterization and autopsy. 
Afterwards for a second (test) collective of patients with well 
known diagnoses the classification is made only on the basis of 
the ECG-measurements and the results are compared with the 
true clinical diagnoses, which results in a classification matrix 
as shown in table 2. 
CoRNFIELD performed the classification by means of the 
well-known »Bayes rule« (BR) dp, which assigns to every fea-
ture vector x that disease i with maximum posterior probability: 
dp(x) = i, if qi(x) ;;;;; CJ.i(X) for allj =!= i. (2) 
This decision has the property to guarantee the minimum over-
all error rate (OERp), which can be achieved by any classifica-
tion rule d assigning to x exactly one of N given diseases: 
OERp( dp) ;::;; OERp( d) for all decision rules d and actual (3) 
PPP1, .. „PN· 
After having classified the patients ofthe test collective OERp 
can be calculated as well as the conditional error rates CERp(j), 
the probability of misclassifying patients with true ( clinical) 
disease No. j. CERi (j) can be determined by summing up, for 
each clinical diagnosis No. j, all but the diagnose elements in 
line No. j. We then get OERp as a (by pp) weighted sum ofthe 
CERp(j): 
N 
OERp = I: PiCERp(j) (4) 
For the classification matrix of table 2 the results are shown in 
table 3. 
3. Predetermining the expected error rates before trans-
ferring the diagnosis system 
lf we want to transfer the DS from one hospital to another or 
from one geographical area to another, we must first state two 
facts. Firstly, the conditional densities fi (see Eq. ( 1)) remain 
unchanged, since the probability of ECG-symptoms being pre-
sent is independent of the geographical region. Secondly, the 
prior probabilities may differ significantly especially the per-
centage of normal persons under investigation. 
Table 4 shows the sets of pp forthree different samples of pa-
tients. Tue first set has been derived from a well diagnoses file 
of 2336 patients (»hospital« 1 = Hl). Tue other sets concem 
cases collected by the Admitting Office of the Washington VA 
hospital (H2), and by the West Roxbury, MA VA hospital (H3), 
where records mainly from the Cardiology Service were analy-
sed. 
Since these pp usually are (approximately) known, the poste-
rior probabilities 'li (x) (Eq. (1)) can be calculated and the BRdp 
(Ep. (2)) can be applied once the conditional densities fi are 
estimated at one hospital. In order to estimate the effects of the 
changed pp on the error rates we have to expect we regard the 
following formulas. Tue CER(j) can be written as 
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CERp(j) = f fj(x)dx, (5) 
Ap (i) 
where Ap (j) = {x: dp(x) =!= j) is that part of all possible ECG-
feature vectors which are not classified by BR dp into category 
No. j. 
lf, for example, the pp for category No. 1 (normals) Pi in-
creases (top' 1), while all otherpi are decreasing(to p'i)CERp'(l) 
will become smallerthan CERp(l) . That is, because 
q' 1(x) = pi'f1(x) > p1f1 (x) and q'i (x) = p 'li(x) < pli(x) (j = 
2, . .. ,N), and thus more feature vectors x will be classified into 
category No. 1 and fewer into the others. That results in a smal-
ler set Ap{l) (Ap{l) ~ Ap(l)) and by Eq. (5) in a smaller 
CERp{l). 
lf moreover the pp Pi ( j = 2, . .. ,N) are diminished by the 
same factor c (p'/Pi = c < 1), the corresponding CERp(j) are 
simultaneously increased to CERp,(j) (HESS, 1979). That is a 
quite frequent situation: Often the relative frequency of nor-
mals increases ( decreases, resp.) after a transfer, while the other 
pp decrease (increase, resp.) approximately in the same man-
ner. Thatis shownin table 5. Here the pp and the conditional er-
ror rates determined by test collectives are listed for the hospi-
tals H 1 and H2. Obviously the pp of norrnals is greater in H2 
than in H 1, while the other pp are smaller than the correspon-
ding Pi in H 1, being changed approximately by the same factor. 
As pointed out theoretically, CERp(j) (j = 1, . . . ,N) de-
creases wheneverthe corresponding Pi increases. This phenom-
enon can also be observed when changing the pp from H 1 to 
H3 although the assumption of equivalent changing of Pi to p'i 
is not fulfilled ( table 6). 1) 
While it is easy to predict the tendency of the changing CER 
when transfering the DS from one hospital to another it is more 
difficult to predetermine the OER. For that reason we assume 
that we have applied the classification procedure dp at a basis 
hospital ( e. g. H 1) and that we have determined the error rates 
CERp (j) and 0 ERp at H 1 as explained in chapter 2. 
Then we can qualitatively estimate the expected OERp' (e.g. 
at H2) for the special case, that BR is performed at H2 with in-
creased Pi ' and (by the same factor) decreased P'i (j = 
2, . . . . ,N). Tue difference in OER can then be estimated by (see 
HESS, 1979) : N 
'10ERp,p' = I: (CERp(j) - CERp(l))(Pi-P'i) 
i-2 
;;;; OERp - OERp' (6) 
In our example all the differences in the sum above are positive, 
since pj and because CERp(l) is the least CER, which can be 
achieved at Hl. Thus '10ERp,p' is positive and we have to ex-
pectalower OERp' at H2. This effect is the greaterthe differen-
ces between CER(j) and CER(l) and those in the pp. lf, forex-
ample, there were only little variation in CER(j), changing pp 
will have only little effect on the OERp. 
In order to get quantitative results we assume that at H2 we 
also use the BR dp with the pp Pi ( of H 1) in spite of the fact that 
p'i are valid. 2) Using this classification procedure the CER (j) 
remain unchanged (see Eq. (5) ), while we have to expect the 
following overall error rate (HESS, 1979): 
N 
OERp,p' = I: p'iCERp(j) (7) 
i-1 
Obviously it follows from Eq. (3), that the use of BR dp' using 
the real p'i, results in a lower OER: 
OERp' ;::;; OERp,p' (8) 
For the reason we naturally do not perform dp at H2 but dp'. Tue 
calculation of OERp,p', however, is already possible after test-
ing the DS at Hl, contrary to that of OERp'· Thus we can esti-
mate the increase or decrease of OER when transfering BR 
from Hl to H2. Then we have to distinguish two cases: 
(I) d-OERp,p': = OERp - OERp,p' > 0. 
BecauseofOERp - OERp' ;;;;;; d-OERp,p' > 0 
(see Eq. (6)) we have to expect a decrease of OER, which 
is at leastd-OERp,p'· 
(II) d+OERp,p' : = - d-OERp,p' = OERp,p' - OERp > 0. 
In this case, because ofOERp' - OERp ;;;;; d+OERp,p' 
(see Eq. (8)) we have to expect either an increase of OER, 
which is at most d +OERp,p', or a decrease of uncertain 
size. 
So we can calculate in each case the worst result we have to ex-
pect, either the smallest decrease or the greatest increase of 
OERp we can achieve, when transfering the DS from H 1 to H2. 
Tue predicted absolute value ofOERp,p' at H2 is (by Eq. (8)) al-
ways greater than the real OERp'· 
In order to illustrate the practicability of these theoretical 
considerations we again regard the error rates which have been 
determined by CüRNFIELD ( 1973) at three different hospitals, 
each for the use of BR. In table 7 we assume that we have deter-
mined the real OER at a basis hospital (Hi, i = 1, 2, 3) and that 
we want to predetermine the 0 ER at hospital Hj. Tue real chan-
ges are listed in brackets. A first view shows, that there is only a 
considerable difference between the predetermined and the 
real change ofOER when transferingthe DS from H2 to H3. If 
we have tested the DS at H 1 we have to expect a decrease of 
OER at H2 by 8.5 percent, in fact, it is gradually greater (12.0 
percent), for H3 we have predetermined an increase by 3.3 per-
cent, really OER decreases by 0.5 percent. Having tested the 
performance of BR at H2, we predetermine for H 1 resp. H3 an 
increase ofOER by 14.2 percent resp. 13.3 percent, while only 
gradually differs from the real increases (12.0 percent resp. 11.5 
percent). Finally, we assume H3 as a basis hospital. Tue prede-
termined change of OER concerning the transfer of the DS to 
H 1 differs only in an increase of 1. 7 percent, compared to a real 
change of 0.5 percent. Tue predetermined change of OER for 
H3 (2.5 percent), however, is much smaller than the real one 
(11.5 percent). 
Generally we can state that the theoretical results are 
conformed by all practical examples: Ifwe have predetermined 
a decrease in OER (positive values in table 7), there is in fact a 
decrease ( see (I) above); if we have predetermined an increase 
of OER (negative values in table 7) there is either really an 
increase - moreover one of comparable size or (in one example) 
a small decrease of 0 ER. 
Besides the changes in OER we naturally can predetermine 
the absolute values ofthe expected OER, too. By Eq. (7), the 
calculated terms OERp,p' are an upper bound for OERp. So 
table 8 shows, what size of 0 ER we have to expect most. Again 
we recognize, that there is only little difference between the pre-
determined and the real OER, except for the transfer from H2 
toH3 . 
4. Possible extensions of the method 
Tue results shown in tables 6 and 7 also demonstrate that the 
OERs which we achieve afterthe transfer ofthe DS with the old 
decision rule dp only slightly differs from those which the best 
rule dp'· Thus the changes in OERp are mainly determined by 
the different pp and not by varying the classification procedure 
-which has already been recognized by other authors (MICHA-
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our results to a Jot of other decision rules d, theoretically to all 
those, which fulfil the inequalities OERp ;;;;;; OER(d) ;;;;; 
OERp,p' (HESS and BRODDA, 1979). 
Furthermore, it may be possible that a classification matrix for 
the DS (see table 2) is not- or only partially, for a smaller num-
ber of ECG-features - available, even not at any hospital. Then 
neither CER(j) nor OER can be calculated in the manner ex-
plained above. lt is possible, however, to determine upper and 
lower bounds of OERp (duOER and d10ER) only on the basis 
ofthe pp and the panimeters ofthe underlying conditonal den-
sities fi (see Eq. (1), (2), (5)). Then the quotient duOERp'/ 
duOERp (resp. d10ERp'/d10EPp) indicates the relative de-
crease or increase of OERpJ OERp. Thus the expected change 
of OERp can be semiquantitatively predetermined, even if a 
classification matrix is not available. Moreover, this method 
can be extended to other classification procedures, too. lt can 
also be applied if the transfered DS differs from the original 
one, for example, if it contains fewer ECG-features. 
Finally, ifthe diagnostic categories under consideration are 
not the same at the original hospital and the one to which the 
DS should be transferred, predetermining of the expected error 
rates is also manageable by thorough analysis of the underlying 









Meaning ofthe category 
Normals 
Anterior Myocardial Infarct 
Posterior Myocardial Infarct 
Lateral Myocardial Infarct 
Left Ventricular Hypertrophy 
Right Ventricular Hypertrophy 
Pulmonary Embolisme 
Table 1: Diagnostic categories under investigation 
Clinical Computer diagnosis 
diagnosis 2 3 4 5 
Cat. i 
N 1 88.4 1.3 1.5 0.0 3.4 
AMI 2 7.6 67.7 3.8 2.9 12.8 
PMI 3 4.2 4.2 81.1 0.9 3.6 
LMI 4 1.2 16.5 2.4 69.4 2.4 
LVH 5 22.8 11.5 6.9 0.8 50.0 
RVH 6 32.2 5.0 4.1 0.0 4.1 









Table 2: Number of patients (in percent) classified by the computer in-
to category No.j, ifthe true (clinical) diagnosis is No. i. Tue classifica-
tion matrix is determined on the basis of a weil diagnosed file of 2336 
patients (»hospital 1« = HI). Data taken from CoRNFIELD (1973). 
Cat. No. CERp(j) 
N 1 0.12 
AMI 2 0.36 
PMI 3 0.19 
LMI 4 0.31 
LVH 5 0.50 
RVH 6 0.62 
PE 7 0.40 
ELIS, 1972; PIPBERGER, 1973). Therefore we can easily extend Table 3: Conditional error rates (for »hospital« H 1) 
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Cat. No. HI H2 H3 
N 1 0.25 0.60 0.12 
AMI 2 0.15 0.07 0.19 
PMI 3 0.19 0.10 0.24 
LMI 4 0.04 0.02 0.06 
LVH 5 0.17 0.13 0.30 
RVH 6 0.05 0.02 0.03 
PE 7 0.15 0.06 0.06 
Table 4: Prior probabilities (pp) of seven diagnostic categories for three 
different hospitals (H 1-H3), a weil diagnosed file of 2336 patients 
(HI), the Admitting Office of the VA hospital (H2), and the Cardiology 
service ofthe West Roxbury MAYA hospital (H3). 
Cat. No. HI H2 
Pi CER(j) pj' CER(j) 
N I 0.25 0.12 0.60 0.02 
AMI 2 O.I5 0.36 0.07 0.40 
PMI 3 O.I9 0.19 0.10 0.33 
LMI 4 0.04 0.31 0.02 0.31 
LVH 5 0.17 0.50 0.13 0.55 
RVH 6 0.05 0.62 0.02 0.7 1 
PE 7 0.15 0.40 0.06 0.52 
Table 5 : Transferring the DS from H 1 to H2 CER(j) is increasing 
wheneverthe corresponding Pi decreases. Pi (j = 2, ... ,N) are changing 
by approximately the same factor. 
Cat. No. HI H3 
Pi CER(j) pj' CER(j) 
N 1 0.25 O.I2 0.12 0.23 
AMI 2 O.I5 0.36 0.19 0.32 
PMI 3 0.19 O.I9 0.24 0.1 7 
LMI 4 0.04 0.3I 0.06 0.28 
LVH 5 O.I7 0.50 0.30 0.35 
RVH 6 0.05 0.62 0.03 0.65 
PE 7 0.15 0.40 0.06 0.52 
Table 6 : Transferring the DS from HI to H3 CER(j) is increasing 
whenever the corresponding Pi decreases, aithough the changes in pp 
are very variable. 
Basis 
hospitaI (Hi) HI 
Destination hospital (Hj) 
H2 H3 









- I3.9(- I l.5) 
0.0 
Table 7: Predeterminated and real (in brackets) decreases ofOERp (in 
percent) when transferring the DS from Hi to Hi· Negative values mean 
increase of 0 ER. 
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Basis Destination hospital (H)i 
hospital HI H2 H3 
Hi OERp (30.6) ( I8.6) (30.I ) 
HI (30.6) 22.1 33.3 
H2 (18.6) 32.8 32.5 
H3 (30.1) 31.8 27.6 
Table 8: Predetermined absolute OER (in percent) when transferring 
the DS from Hi to Hi. Tue real OER's (OERp) are indicated in brackets. 
1) Tue pp for a diagnostic category, however, and the percentage cor-
rectly classified do not in general as Comfield (1973) mentioned go up 
and down together. 
2) This procedure is equivalent to weighing category j by a factor p/ p'j 
(HESS, 1979). 
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Zum Schätzen fester und zufälliger Effekte in 
Gemischten Linearen Modellen*) 
B. Elpelt und J. Hartung 
Zusammenfassung 
In einem Gemischten Linearen Modell werden Verfahren zur 
Schätzung bzw. Prognose der festen und zufälligen Effekte be-
trachtet. Neben in der Literatur üblichen Schätzverfahren wer-
den zum einen explizite Darstellungen der Schätzungen für die 
Effekte angegeben und zum anderen wird ein Verfahren vorge-
stellt, welches auf die Inversion der Kovarianzmatrizen ver-
zichtet und lediglich auf das Lösen eines linearen Gleichungs-
systems hinausläuft. 
Summary 
In a mixed linear model procedures for estimating respectively 
predicting the fixed and random effects are considered. Besides 
reporting known methods explicit representations of the estima-
tors are given and also a method is presented, which works 
without any need of inversion of the covariance matrices; this 
procedure requires only the so~ution of a linear equation sys-
tem. 
1. Einleitung 
In vielen Bereichen ist es sinnvoll bzw. sogar notwendig, feste 
und zufällige Effekte verschiedener Einflußfaktoren auf ein· 
beobachtbares Merkmal zu berücksichtigen, die es dann auf-
grund der Beobachtungen zu quantifizieren, d. h. zu schätzen 
bzw. zu prognostizieren gilt. Am bekanntesten hierfür sind For-
mulierungen in Gestalt der sogenannten Gemischten Linearen 
Modelle. 
Schätzungen gestalten sich hier nun ungleich schwieriger als 
in gewöhnlichen Linearen Modellen. Hier werden nun zu-
nächst bekannte Verfahren zur Gewinnung solcher Schätzun-
gen referiert. Zum Nachteil gereicht diesen Methoden mitun-
ter, daß sie Inversionen der Kovarianzmatrizen benötigen, die 
in der Regel recht umfangreich sind und häufig in der »Nähe« 
der Singularität liegen. 
Aus diesem Grunde geben wir hier auch eine Methode an, 
welche inversionsfrei arbeitet und lediglich auf das Lösen eines 
linearen Gleichungssystems hinausläuft. 
Außerdem werden explizite Darstellungen der Schätzer für 
die festen, zufälligen und Residualeffekte vorgestellt. 
*) Vortrag gehalten von B. Elpelt auf dem Biometrischen Kolloquium 
1982 in Aachen · 
2. Das Gemischte Lineare Modell 
Als Ausgangspunkt für das Schätzen fester und zufälliger Ef-
fekte von verschiedenen Einflußfaktoren wird hier ein allge-
meines Modell der Gestalt 
y = Xß + Za + e (1) 
betrachtet. Dabei bezeichnen y einen rR n-wertigen beobachtba-
ren Zufallsvektor, Xi; rR nxk und Z i; rR nxl bekannte Designma-
trizen, ß e rR keinen unbekannten Mittelwertparameter sowie a 
und e nicht direkt beobachtbare rR L bzw. rRn-wertige Zufalls-
vektoren mit Erwartungswert 0 und bis auf einen Faktor cr2 > 0 
bekannten Kovarianzmatrizen cr2La bzw. cr2Le-
Oftmals wird der Mittelwertparameter ß auch fester Effekt, 
der Zufallsvektor a auch zufälliger Effekt und der Zufallsvek-
tor e auch Residualeffekt genannt. 
Unter der Voraussetzung, daß die Zufallsvektoren a und e 
stochastisch unabhängig sind, ergibt sich deren gemeinsame 
Kovarianzmatrix zu 
[a] 2 [La ÜJ Cov e = cr 0 Le ' 
1 
und die Kovarianzmatrix des Zufallsvektors y, der natürlich 
den Erwartungswert Xß besitzt, ist gerade 
(2) 
mit 
L = ZLaZ' + Le. (3) 
Es sei generell angenommen, daß inverse Matrizen auch exi-
stieren mögen, wenn wir sie verwenden. Daneben sei angenom-
men, daß y im Bild von (XIL) liegt (was mit Wahrscheinlichkeit 
1 der Fall ist); anderenfalls ist y durch die entsprechende Pro-
jektion auf diesen Bildbereich zu ersetzen. (Bei regulärem List 
diese Bedingung natürlich immer erfüllt.) 
Modelle der hier beschriebenen Art sind wohl vor allem in 
der Gestalt von Varianzanalysemodellen geläufig, bei denen 
das Auftreten zufälliger Effekte auf Stichprobenüberlegungen 
basiert ; am bekanntesten ist in diesem Zusammenhang dann 
allerdings das Problem des Schätzens von unbekannten Ele-
menten der Kovarianzmatrizen, die wir hier jedoch bis auf ei-
nen Faktor als bekannt annehmen. Ist dies nicht der Fall, so 
·müssen die Elemente der Kovarianzmatrizen natürlich zu-
nächst geschätzt werden; vgl. hierzu z.B. HARVILLE (1979), 
HARTUNG (1981). 
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An einem einfachen Beispiel soll nun kurz erläutert werden, 
wie ein Modell der Gestalt (1) zustande kommt. Bei der balan-
cierten gemischten zweifachen Kreuzklassifikation (ohne 
Wechselwirkung) setzt sich die ein Versuchsauskommen be-
schreibende Zufallsvariable 
Yiik = µ + ßi + ai + eijk, i = l, ... ,r, 
j = 1, ... ,s, 
k = 1, ... ,t,n = rst, 
aus dem Gesamtmittel µ, dem festen Effekt ßi der i-ten Stufe 
eines ß-Faktors, dem zufälligen Effekt ai der j-ten Stufe eines 
a-Faktors und dem Residualeffekt eiik zusammen. Geht man 
nun zum vektoriellen Modell in 
Y = (Y111, ... ,y111,Y12i, ... ,y121, ... ,yz11, ... yrst)', 
ß = (µ,ßi, ... , ß, )', 
a = (ai, ... ,a5 )' 
und 
e = (e11i, ... ,e11t,e121, ... ,e12i.····e211, ... ,ers1)' 
















wenn lm den m-dimensionalen Einservektor, Im die m-dimen-
sionale Einheitsmatrix und® das Kroneckerprodukt von Ma-
trizen bezeichnet. Dieses vektorielle Modell ist gerade ein spe-
zielles Modell der Gestalt ( 1 ), wenn man voraussetzt, daß a und 
e stochastisch unabhängig sind und daß gilt Ea = Ee = 0. 
(Man kann hier auch zu einem Modell mit Mittelwertparame-
ter ß = (ßi, .. , ß, )'mit ßi = µ + ßi übergehen, wenn man die üb-
lichen Reparametrisierungsbedingungen Lßi = 0 stellt; in der 
Designmatrix X ist dann die erste Spalte zu streichen.) 
Falls Versuche ausfallen oder von vornherein nicht alle Stu-
fenkombinationen der Faktoren möglich bzw. gleichstark be-
setzt sind, so erhalten wir natürlich ein entsprechendes unba-
lanciertes Modell: Die zu den »ausgefallenen« Versuchen kor-
respondierenden Zeilen im vektoriellen Modell ( d. h. in y, X, Z 
und e) sind dann einfach zu streichen. 
Ein Modell der gemischten zweifachen Kreuzklassifikation 
tritt zum Beispiel (bei einer strukturmäßig einfachen Modellie-
rung) in folgenden Situationen auf: 
a) Mit dem Aufkommen künstlicher Befruchtung kann ein 
Bulle (ß-Faktor) gleichzeitig an verschiedenen Orten zeugen 
und daher Nachkommenschaften in verschiedenen Herden 
(a-Faktor) haben. Mißt man nun eine phänotypische Leistung 
Yiik (z.B. die Milchleistung) der k-ten Tochter des i-ten interes-
sierenden Bullen in der j-ten zufällig ausgewählten Herde, so ist 
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im Modell µ gerade der mittlere Milchertrag aller Töchter, ßi 
der feste Effekt des i-ten Bullen, ai der zufällige Effekt der j-ten 
Herde und eiik der Residualeffekt bei der Messung Yiik· 
b) Es stehen verschiedene Meßinstrumente (ß-Faktor) zur Be-
stimmung der Startgeschwindigkeit von Geschossen zur Verfü-
gung. Die Geschosse, die in die Untersuchung einbezogen wer-
den, entnimmt man aus verschiedenen zufällig aus einer gro-
ßen Anzahl ausgewählten Produktionslosen (a-Faktor), deren 
Produkte (hier Geschosse) variieren. Man mißt dann die An-
fangsgeschwindigkeit Yiik des k-ten Geschosses des j-ten Pro-
duktionsloses bei Verwendung des i-ten Meßinstruments. Un-
ter der Annahme, daß Geschosse derselben Produktion nicht 
variieren, ergibt sich dann wiederum ein Modell der gemisch-
ten zweifachen Kreuzklassifikation. 
c) Bei Untersuchungen von Erträgen (z. B. von Getreide) in 
Abhängigkeit von Boden (a-Faktor) und chemischer Behand-
lung (ß-Faktor) wählt man aus einer großen Zahl verschiedener 
Bodenarten einige zufällig aus und kombiniert sie mit den inter-
essierenden chemischen Behandlungen. Die Effekte der Fak-
toren können dann in einem Modell der gemischten zweifa-
chen Kreuzklassifikation untersucht werden, indem die Erträ-
ge Yiik verschiedener Felder k bei Vorliegen der Bodenart j und 
Verwendung des chemischen Mittels i gemessen werden. 
Allgemein liegt also immer dann ein Modell der gemischten 
zweifachen Kreuzklassifikation vor, wenn in einem Versuch al-
le Stufen eines interessierenden ß-Faktors mit jeder der zufällig 
(aus einer >>Unendlichen« Stufenzahl) ausgewählten Stufenei-
nes a-Faktors kombiniert betrachtet werden, vgl. auch Abb. 1. 
a-Faktor !unendl iche Stufenzahl) 
Abb. 1. Schematische Darstellung eines Versuchs mit festen und zufäl-
ligen Effekten gemäß eines Gemischten Modells der zweifachen 
Kreuzklassifikation. 
3. Die Problemstellung 
Wie bereits in Abschnitt 2 erwähnt, interessiert hier nicht die 
Schätzung von Elementen der Kovarianzmatrizen, sondern 
vielmehr die Schätzung bzw. Prognose von Linearformen 
(4) 
Solche Linearformen beschreiben beispielsweise in der Züch-
tung einen Selektionsindex; die Koeffizienten p, q1 und qz sind 
dann sogenannte Wirtschaftlichkeitskoeffizienten. 
Gesucht sind nun in y lineare Schätzungen ß, ä und e für die 
in (1) auftretenden Effekte ß, a und e, derart daß jede Linear-
form <p durch die zugehörige Linearform in den Schätzungen 
(5) 
»optimal« geschätzt wird. 
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4. Das Optimalitätskriterium 
Als Kriterium für die Optimalität der Schätzungen wird auch 
hier der mittlere quadratische Fehler 
MSE(q> - cp) E (q> - cp)2 
[E(q> - cp)]2 + Var(q> - cp) (6) 
zugrunde gelegt. 
Im Bias-Anteil vom MSE 
E(q> - cp) 
tritt natürlich hier, wie bei den gewöhnlichen Regressionspro-
blemen ohne Berücksichtigung zufälliger Effekte a, der unbe-
kannte Mittelwertparameter ß auf, so daß wir analog zu CHIP-
MAN (1964) gleichmäßig bzgl. ß 
[E ( q> - <P) ]2 minimal (7) 
bestimmen und damit sogenannte minimalverzerrte Schätzer 
erhalten. Unter all diesen minimalverzerrten Schätzern bestim-
men wir dann einen solchen, der die Varianz 
Var(q> - cp)minimiert. (8) 
Ist q> linear erwartungstreu schätzbar, so ist <P natürlich der 
beste (bzgl. Var) erwartungstreue lineare Schätzer für q>. 
Als »Fehlerquadratsumme« (bzgl. der Mittelwertschätzung) 
bezeichnet man dann 
SS = (y - Xßp:- 1(y - Xß). (9) 
5. Zwei klassische Lösungsansätze 
Für die in 3 und 4 vorgestellte Problematik werden bisher i. w. 
zwei Lösungsansätze vorgeschlagen, vgl. z. B. HENDERSON 
(1975), HARVILLE (1976). 
Eine Möglichkeit besteht darin, zunächst den Aitken-Schät-
zer ß für den festen Effekt ß als Lösung des Gleichungssystems 
(10) 
zu bestimmen. Dann sind die »optimalen« Schätzungen für die 
Zufallsvektoren a und e gegeben durch 
( 11) 
und 
DERSON et. al. (1959), die Inversion von L selbst vermeiden, in-
dem man die Schätzungen ß und ä für ß, a als Lösungen des 
Gleichungssystems 
(14) 
bestimmt. Allerdings läßt sich hier das Invertieren von La und Le 
nicht umgehen. 
6. Explizite Schätzungen für die Effekte 
War in Abschnitt 5 die Regularität der Kovarianzmatrizen be-
nötigt, so braucht man diese bei dem hiervorgestellten Verfah-
ren nicht mehr: Über eine geeignete Dualisierung des in Ab-
schnitt 4 beschriebenen Optimierungsproblems ergeben sich 
explizite Schätzungen für die Effekte ß, a und e im Modell (1 ), 
die lediglich Pseudoinversionen benötigen. (Harville ( 197 6) er-
weitert die Methoden aus Abschnitt 5 für singuläre Matritzen 
unter Verwendung einer speziellen Generalisierten Inversen, 
welche numerisch äußerst aufwendig zu bestimmen ist.) 
Bezeichnet Q die Projektion auf das orthogonale Komple-
ment des Bildes der Designmatrix X, d. h . 
Q = ProfacxJ 1- = In - XX+, (15) 
wobei x+ die Pseudoinverse von X bezeichne (ebenso für ande-
re Matrizen), so lassen sich diese expliziten Schätzungen wie 
folgt angeben: 
ß = x+y - x +(ZLaZ' + Le)(QZLaZ'Q + QLeQ)+y 





Zu bemerken ist, daß der Projektor Q, durch den im Grunde 
eine Mittelwertbereinigung vorgenommen wird, auch bei der 
invarianten, quadratischen Schätzung von Varianzkomponen-
ten auftritt, vgl. HARTUNG (1981). 
Da die hier angegebene Schätzmethode die Regularität von 
L nicht mehr voraussetzt, erweist sie sich auch dann oft als nu-
merisch günstig, wenn L in der »Nähe« der Singularität liegt. 
Zudem bietet sich hier wegen der expliziten Angabe der Schät-
zungen die Möglichkeit, die Kovarianzmatrizen dieser Schät-
zungen direkt anzugeben. 
(12) 7. Eine inversionsfreie Lösung des Schätzproblems 
vgl. hierzu auch HENDERSON (1963). 
Numerische Probleme bringt hier die Inversion von L mit 
sich: Die Matrix Laus (3) besitzt die Dimension der Daten, ist 
also eine nxn-Matrix. Haben Laund Le eine einfache Struktur, 
so ist mitunter die Inversionsformel von WooDBURY (1950) 
(13) 
Alle bisher angesprochenen Methoden zur Bestimmung der im 
Sinne von Abschnitt 4 optimalen Schätzungen für die Effekte ß, 
a und e benötigen numerisch mitunter instabile (Pseudo-)In-
versionen von Kovarianzmatrizen. Demgegenüber verzichtet 
das nachfolgend vorgestellte Verfahren, das auf einem geeigne-
ten ~agrange-Ansatz basiert, gänzlich auf solche (Pseudo-)In-
vers1onen. 
Zunächst wird eine Lösung ß, so des folgenden Systems 
von Nutzen; problematisch ist hierbei allerdings das Auftreten 
von sogenannten Doppelinversionen. [XL J [ ß J [ Y J 
Ist in (4) qz = 0, d. h. q> = p'ß + q 1'a, so läßt sich, vgl. HEN- 0 X' so = 0 
(19) 
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bestimmt: Dann ist ß gerade eine Aitken-Schätzung für den fe-
sten Effekt ß und die Schätzer für den zufälligen Effekt a bzw. 




Das System ( 19) ist ein Gleichungssystem in 
n + dimß = n + k 
Parametern, wobei k in der Regel recht klein ist; hierfür gibt es 
numerisch günstige Lösungsmöglichkeiten. 
Ein weiterer Vorteil, den dieses inversionsfreie Verfahren 
mit sich bringt, besteht darin, daß die Fehlerquadratsumme (9) 
sich nunmehr als Linearform 
SS = so'Y [ = (y-Xß) 'L'(y-Xß)] (22) 
darstellen und auch so berechnen läßt. Dies bedeutet natürlich, 
daß eine Schätzung für den unbekannten Faktor a 2 der im Mo-
dell auftretenden Kovarianzmatrizen gerade 
2 so'Y 
s = 
m - Rang(X) (23) 
ist, mit m =Rang (XIL) [ = n falls L regulär ist]. 
8. Ein illustratives numerisches Beispiel 
Anhand eines einfachen Beispiels zur unbalancierten gemisch-
ten zweifachen Kreuzklassifikation, vgl. Abschnitt 2, sollen an 
dieser Stelle alle in den Abschnitten 5-7 vorgestellten Metho-
den zur Schätzung der Effekte ß, a und e demonstriert werden; 
dabei soll hier kein allgemeines Mittel µ explizit formuliert 
werden (vgl. die Bemerkung in Abschnitt 2), d. h. wir gehen aus 
von einem Modell 
Yiik = ßi + ai + eijk, i = 1, .. . , r, 
j = 1, . . . ,s, 
k = 1, ... ,tij, 
bzw. mit sich hieraus ergebenden Designmatrizen X und Z in 
vektorieller Schreibweise 
y = Xß + Za + e. 
Dabei sei hier 
Y1 Y111 ß1 + a1 + e111 
Y2 Y121 ß1 + a1 + e121 
y= YJ Y211 ß1 + a1 + e211 
Y4 Y212 ß1 + a1 + e112 
Ys Y221 ß1 + a1 + e221 
Y6 Y222 ß1 + a1 + e122 
mit der Realisation (die ebenfalls mit y bezeichnet sei) 
y = (10, 8, 15, 12, 12, 14)', 













' z = 1 0 
0 1 
0 1 
Ausgehend _von diesem speziellen Modell ergibt sich 
3 1 2 2 1 1 
141133 
213211 
2 1 2 3 1 1 
131143 
131134 
Um nun die Schätzer ß, ä und e für die Parameter ß, a und e 
gemäß der ersten in Abschnitt 5 vorgestellten Methode bestim-
men zu können, müssen wir zunächst L- 1 berechnen. Unter 
Verwendung der Formel (13) von WOODBURY (1950) ergibt 
sich mit 
nun 
Lä 1 + Z'Le-lZ = ! . 18 -1 
5 -1 17 
und somit 
1 [ 17 1 Z' L- 1=16 - Z · - 1 18 61 
44 -1 -17 -17 -1 -1 
-1 43 -1 -1 -18 -18 
-17 -1 44 -17 -1 -1 
= 61 · 
-17 -1 -1 7 44 -1 -1 
-1 - 18 - 1 -1 43 -18 
-1 -18 -1 -1 -18 43 
so daß gilt 
X'L- lXß = X'L-iy~ [ 85 -74 ] r~1] = [ - 214 ] 
- 74 96 lß1 609 
Damit ergibt sich 
~ [ ßi ] 1 [9674 ] [-214] 
ß = ß1 =2684. 74 85 609 
[402 ] [ 9.1363 ] 
= 44 . 589 = 13.3863 
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und somit wegen 
~ 1 
y - Xß = 44 · (38, -50, 71, -61, -61,27)' 
dann 
1 [ 12 ] [ 0.27 ] 













Die zweite in Abschnitt 5 vorgestellte klassische Methode lie-




<=> 1 2 
1 2 
j15 i 115 ] l~ J = [H. 
-115 17/ 5 L 34 
-36 -38 [ ~: J 1 [ 1~ 85~i <=> ä1 = 22. - 36 - 36 -36 -38] 38 34 . [fü 
l 







34 42 l [ 9.1363 = 13.3863 0.27 
0.54 
Um die Schätzer ß, ä und e, wie in Abschnitt 6 beschrieben, 
berechnen zu können, muß man zunächst die Pseudoinverse 
x + von X ( d. h. diejenige Matrix X+, für die gilt: xx+x = X, 
x+xx+ = X+, X X+ = (XX+)' und x+x = (X+X)') berechnen, 
vgl. z.B. ALBERT (1972), BEN-ISRAEL/ GREVILLE (1974). Es er-
gibt sich 
x+ = ! . [ 2 2 o o o o J 
4 001111 
und damit dann als Projektor auf das orthogonale Komple-

























Nun muß noch die Pseudoinverse der Matrix 




3 3 -3 -3 
-3 -3 3 3 
4 3 -3 
-3 3 
6 2 -4 -4 
2 6 -4 -4 
-4 -4 6 2 
-3 3 -4 -4 2 6 
bestimmt werden: 
16-16-6 -6 6 6 
-16 16 6 6 -6 -6 
- 6 6 27 - 17 - 5 - 5 
-6 6 -17 27-5 -5 
6 - 6 - 5 - 5 27 - 17 
6 -6 -5 -5 -17 27 
und als Schätzer für ß, a und e ergeben sich 















Schließlich soll an diesem illustrativen Beispiel noch das in-
versionsfreie Verfahren aus Abschnitt 7 demonstriert werden. 
Zunächst müssen ß und so aus dem Gleichungssystem 
'bestimmt werden. Das System ist in diesem Beispiel gerade 
1 0 3 1 2 2 1 1 
10141133 
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1 0 3 1 2 2 1 1 
1 0 1 4 1 1 3 3 
0 1 2 1 3 2 1 1 
0 0 0 0 1 -1 0 0 
01131 14 3 
0 0 0 0 0 0 1 -1 
0 0 1 1 0 0 0 0 









S10 = - S20, SJo = 3 + S4o, Sso = - 512 - S4o, 
s6o = - 112 - s4o, 
-= [ l ~ =~ -~ J [ t" ] [ 1 ~ ] 
o 1 2 - 5 s4o 20.5 
S10 = - S20, SJo = 3 + S4o, Sso = - 512 - S4o, 

























und daraus dann 










[ 0.27] 0.54 
Die Fehlerquadratsumme SS in diesem Beispiel ergibt sich 
schließlich zu 
331 -SS = so'Y = 44 = 7.5227 
[ = (y - Xß)'L- 1(y - Xß)], 
so daß der unbekannte Varianzfaktor CJ2 durch 
s2 = SS = 331/ 44 = 1.880681 
n - Rang (X) 6 - 2 
geschätzt werden kann. 
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Die numerischen Vor- und Nachteile der verschiedenen Me-
thoden zur Schätzung von ß, a und e werden in diesem nur il-
lustrativen Beispiel (insbesondere Le = 1) natürlich noch nicht 
deutlich, da hier alle Rechnungen exakt durchgeführt werden 
können; sie machen sich naturgemäß erst bei »großen« Proble-
men bemerkbar. 
9. Schlußbemerkungen 
In die hier betrachtete Klasse von Modellen der Gestalt ( 1) las-
sen sich natürlich insbesondere auch Bayes-Schätzungen in Re-
gressions-Modellen einordnen, vgl. z.B. RAo (1975), HAR-
TUNG (1978). 
Erwähnenswert ist weiterhin, daß sich mittels des in Ab-
schnitt 7 vorgestellten Verfahrens selbstverständlich auch der 
Aitken-Schätzer für den Parametervektor gewöhnlicher Re-
gressionsprobleme ( d. h. solche ohne zufällige Effekte) inver-
sionsfrei durch Lösen des Systems (19) bestimmen läßt. 
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Zum Auswerten unbalanzierter Daten*l 
J. Hartung und H.-J. Werner · 
Zusammenfassung 
Präsentiert wird eine einheitliche Methode zur Auswertung des 
restringierten linearen Modells, die gegenüber herkömmlichen 
Methoden u.a. die folgenden beiden Vorzüge besitzt: (a) Es 
lassen sich auch unbalanzierte Datensätze von ANOVA-Mo-
dellen exakt verrechnen. (b) Signifikante Abweichungen von ei-
ner interessierenden Ausgangshypothese lassen sich auch bei 
>nicht-testbaren< Hypothesen noch feststellen. 
Summary 
A unified approach to the analysis of the restricted linear model 
is presented which opposite to other procedures commonly 
found in the literature has the following good qualities: ( a) lt is 
applicable even in the case of unbalanced data. (b) lt allows to 
detect a significant deviation from the hypothesis of interest 
even if this hypothesis is mon-testable<. 
1. Einleitung 
In dieser Arbeit berichten wir über eine einheitliche Methode 
zur Auswertung des restringierten linearen Modells 
ffi: y - Nn (Aß,a2I), 0 = Bß. 
Dabei gehen wir wie folgt vor: Nach einer Zusammenstellung 
von einigen der bei herkömmlichen Auswertungsmethoden ty-
pischerweise auftretenden Komplikationen, skizzieren wir eine 
Methode, die diese Unzulänglichkeiten nicht besitzt. Abschlie-
ßend illustrieren wir einige Phänomene am Beispiel der Aus-
wertung einer typischen Versuchsanlage aus der Varianzanaly-
se, nämlich der eines unvollständigen Lateinschen Quadrates. 
2. Vorteile 
Unzulänglichkeiten von herkömmlichen Methoden und Vor-
gehensweisen, über die wir in diesem Abschnitt diskutieren, 
sind zugleich auch Vorzüge der im nächsten Abschnitt darge-
stellten Auswertungsmethode. 
So besteht ein erster Vorteil unserer Methode darin, daß sich 
mit ihr insbesondere auch unbalanzierte (man sagt auch: nicht 
orthogonale) ANOVA-Modelle exakt verrechnen lassen. Erin-
nert sei an dieser Stelle daran, daß der Unterschied zwischen ei-
ner balanzierten und einer unbalanzierten Klassifikation we-
sentlich bei den verwendeten Versuchsplänen und folglich bei 
der statistischen Analyse der Versuchsergebnisse im Rahmen 
eines mathematischen Modells zu Tage tritt. 
Zur Verdeutlichung betrachten wir als Beispiel den Fall einer 
*) Vortrag auf dem Biometrischen Kolloquium 1982 
zweifachen Klassifikation mit der Modellgleichung 
(2.1.) Yiik = µ + ai + Yi + eiik 
(i= l, ... ,a;j= l ... ,b;k= l, ... ,nij) 
und den Reparametrisierungsbedingungen 
(2.2.) :E ni.Ui = 0, L n.m = 0, 
1 J 
wobei die eiik als unabhängige N(O,cr2)-verteilte Zufallsgrößen 
vorausgesetzt sind. 
Bekanntlich nennt man diese Klassifikation (bzw. genauer: 
den dieser Klassifikation unterliegenden Versuchsplan) balan-
ziert, wenn die gewöhnlichen LS-Schätzer µ, u, y des allgemei-
nen Mittelsµ, des Vektors a = (a1 ; •• ,aa)tder Haupteffekte des 
Faktors 1 und des Vektors y = (yr, ... ,yb)t der Haupteffekte 
des Faktors II alle nicht miteinander korreliert sind. Andern-
falls heißt diese Klassifikation unbalanziert. 
Schreiben wir obiges Modell in der Matrizenform ffi mit dem 
Parametervektor ß: = (µ,at,y1) 1, so hängt die Kovarianzmatrix 
des LS-Schätzers, hier 
(2.3.) ß = (AtA + BtB)- lAty , 
von ß zumindest bis auf den konstanten Faktor cr2 aber offen-
sichtlich nur von der Konstellation der Nullen und Einsen in 
der Designmatrix A und von den Eintragungen in der Restrik-
tionsmatrix B ab. Präzise kann gezeigt werden, daß die Kova-
rianzmatrix dieses Schätzers ß die gewünschte Block-Diago-
nal-Gestalt 
(2.4.) cov(ß) = diag{cov(Jl),cov(u),cov(y)\ 
genau nur dann besitzt, wenn für alle Zellfrequenzen nii die Be-
ziehung 
(2.5.) nij = ni.n·/n .. (i= 1, ... ,a;j= l, ... ,b) 
gilt, was insbesondere bei gleicher Anzahl der Beobachtungen 
pro Unterklasse der Fall ist. 
Ein erster Vorteil einer solchen balanzierten Versuchsanlage 
besteht also darin, daß man eine beliebige Gruppe von Haupt-
effekten eines Faktors ohne Rücksicht auf eine Gruppe von 
Haupteffekten eines beliebigen anderen Faktors schätzen 
kann. In einer unbalanzierten Anlage lassen sich die Effekte 
verschiedener Faktoren dagegen i. a. nicht mehr sauber trennen 
- vielmehr wird 
(2 .6.) cov(ui,Yi) =l= 0 
für einige i, j gelten. Man spricht dann auch davon, daß die Ef-
fekte verschiedener Faktoren miteinander vermengt sind. Die 
Orthogonalität einer Versuchsanlage hat für die Varianzanaly-
se aber noch weitere Konsequenzen, speziell in bezug auf das 
Prüfen einer linearen Hypothese. Wenn wir beispielsweise im 
obigen ANOVA-Modell die Hypothese 
(2.7.) H1: Ui = 0 (i = l, ... ,a) 
( d. h. auf Gleichheit der Haupteffekte des Faktors 1) testen wol-
len, so erhalten wir als Schätzwerte für die Haupteffekte des 
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Faktors I im balanzierten Fall bekanntlich jeweils die um das 
Gesamtmittel bereinigten Zellenmittel 
(2.8.) ai=Yi. -Y .. (i=l„.„a), 
und es läßt sich leicht zeigen, daß die Quadratsumme 
(2.9.) SQ(I) = E ni ar 
i 
bei Gültigkeit von H1 eine zentrale 0 2x2-Verteilung mit a- l 
Freiheitsgraden besitzt. Für die Anwendung des >üblichen< F-
Tests zum Testen von H1 ist diese Verteilungseigenschaft aber 
auch Grundvoraussetzung. Da bei Nichtorthogonalität der 
Versuchsanalge die Quadratsumme (2.9.) in der Tabelle der Va-
rianzanalyse diese Eigenschaft leider nicht mehr hat, ist somit 
die Anwendung des F-Tests ganz formal zumindest über diese 
Quadratsumme (2.9.) nicht mehr möglich. 
Auf der anderen Seite ist der Rechenaufwand bei Verwen-
dung solcher Quadratsummen natürlich äußerst gering. Man 
hat daher versucht, umgekehrt (also von Quadratsummen wie 
in (2.9.) ausgehend) Hypothesen zu erstellen, die sich auch im 
unbalanzierten Fall mit diesen Quadratsummen prüfen lassen. 
Es hat sich dabei aber gezeigt, daß in diese nachträglich errech-
neten Hypothesen i. a. die Zellfrequenzen eingehen, was ihre 
Interpretierbarkeit natürlich beträchtlich erschwert. Außer-
dem glauben wir, daß dieses Vorgehen ein Weg in die falsche 
Richtung ist. Ein Experimentator ist nämlich nicht an einer ir-
gendwie errechneten Hypothese, sondern ausschließlich nur 
an seiner Ausgangshypothese, der tatsächlichen Hypothese, in-
teressiert. Und eine Auswertungsmethode sollte der Philoso-
phie: >die gewünschte Hypothese zu testen< auch Rechnung 
tragen. Auf ein dabei auftretendes Problem: >die Frage nach 
der Testbarkeit der Ausgangshypothese (u. U. nach sogenann-
ten Ausfällen)< werden wir weiter unten noch eingehen. 
Außer Frage dürfte jedenfalls stehen, daß für den Anwender 
auch die Auswertung von unbalanzierten ANOV A-Modellen 
ein dringendes Anliegen darstellt. So gibt es zum einen nämlich 
Versuche, die von Hause aus bereits nicht orthogonal angelegt 
werden können; z.B. wenn die nii selbst zufällig sind (wie etwa 
bei Tierversuchen). Darüber hinaus ist außerdem häufig zu be-
obachten, daß ein Versuch zwar noch entsprechend einem or-
thogonalen Versuchsplan angelegt wurde, deren Ergebnisse 
aber bei einer statistischen Analyse nicht alle verwertbar sind; 
z.B. durch Störungen des Versuchsablaufs (in einem Sorten-
versuch etwa durch das Einfällen von Insekten auf eine Anzahl 
von Parzellen). 
Mit unserer im nächsten Abschnitt skizzierten Auswertungs-
methode lassen sich aber nicht nur unbalanzierte Versuchsan-
lagen praktisch auswerten. Sie erweist sich vielmehr noch in ei-
ner anderen Hinsicht als anwendungsadäquat, wie wir an fol-
genden Ausführungen erkennen werden: 
Unter dem Grundmodell ro läßt sich zum Testen der linearen 
Hypothese 
(2.10.) H: Cß = c 
etwa über den Likelihood-Quotienten die folgende Teststati-
stik 
(2.11.) F=MS(H)/52 
herleiten, wobei wir mit s2 bzw. MS(H) die mittlere Residuen-
quadratsumme des Modells ro bzw. die mittlere Quadratsum-
me zum Testen von H bezeichnen. SEARLE ( 1971 ), JoHN/ SMITH 
(1974), KRAFFT (1978), u. v. a. mehr - so auch das Programm 
GLM von SAS - berechnen bei einem unrestringierten Grund-
modell ro (also wenn B = 0) MS(H) über 
(2.12.) MS(H) = .!.[cß-cJ1[C(AtAroncß-cJ. 
r 
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Darin steht ß für irgendeine Lösung der Normalengleichung 
(2.13.) AtAß = Aty, 
r bezeichnet den Rang der Hypothesenmatrix C und E- bei-
spielsweise repräsentiert eine beliebige Generalisierte Inverse 
einer gegebenen Matrix E, also eine Matrix X, für die EXE = E 
gilt (vgl. z.B. BEN-ISRAEL/GREVILLE (1974), WERNER (1979a, 
l 979b ). Die Logik bei der Herleitung von (2.12.) basiert auf der 
Testbarkeit der Hypothese H, also darauf, daß Cß (linear un-
verzerrt) schätzbar im Sinn von BosE ( 1944) (vgl. auch WERNER 
( 1981)) ist. Die Frage, die sich nun sofort stellt, ist: Welche Hy-. 
pothese testen wir eigentlich mit Hilfe von (2.12.), wenn Cß 
nicht schätzbar ist? SEARLE (1971) und KRAFFT (1978) haben 
bereits darauf hingewiesen, daß dann die Berechnung von F 
über die Darstellung von (2.12.) für MS(H) i.a. keinen Sinn 
mehr macht. Außerdem erhält der Anwender selbst in den Fäl-
len, in denen sich die Ergebnisse noch sinnvoll interpretieren 
lassen, auch nicht partiell eine Antwort auf seine ursprüngliche 
Fragestellung. Der Grund hierfür ist, daß die Berechnung von 
F mittels (2.12.) genau nur dann (vgl. HARTUNG/ WERNER 
(1981; Kapitel 8)) invariant gegenüber den frei wählbaren Ein-
flußgrößen ß, (AtAr, [C(AtAror ist, wenn Cß schätzbar ist. 
Mit Nachdruck ist daher festzuhalten, daß man die Schätzbar-
keit von Cß sorgfältig zu überprüfen hat, wenn man vermöge 
(2.12.) sinnvolle Aussagen bezüglich H erzielen will. Aber gera-
de diese Kontrolle bleibt dem Anwender vielfach selber über-
lassen. 
Ganz anders verhält sich dagegen auch hier die in Abschnitt 
3 dargestellte Methode. Sie erlaubt zum einen die Überprüfung 
der Schätzbarkeit von Cß, und zum anderen bleibt mit ihr der 
starke Schluß des Testens - d. h. die mögliche Ablehnung der 
einzig und allein interessierenden Ausgangshypothese - auch 
im nicht-testbaren Fall bestehen. ' 
3. Auswertungsmethode 
In diesem Abschnitt werden wir die angekündigte Auswer-
tungsmethode skizzieren; dabei werden wir an einige Begriffe 
erinnern und jeweils angeben, wie sich diese numerisch über-
prüfen lassen. Wir verzichten dabei bewußt auf jegliche Bewei-
se und verweisen den an einer mathematisch exakten Herlei-
tung interessierten Leser auf HARTUNG/ WERNER (1981). Das 
Anliegen einer Versuchsauswertung auf der Grundlage des 
Modells ro besteht zum einen in der Schätzung der unbekann-
ten Parameter ß und 0 2, und zum anderen in der Prüfung von 
Hypothesen der Form 
(2.10.) H: Cß = c. 
Unsere Auswertungsmethode basiert auf dem Konzept der 
restringierten Moore-Penrose Inversion. 
Restringierte Moore-Penrose Inversion 
Die Kern(B)-restringierte Moore-Penrose Inverse A~ von A 
läßt sich als stets eindeutig bestimmte Lösung X des folgenden 
Systems von algebraischen Gleichungen charakterisieren (vgl. 
auch M!NAM!DE/ NAKAMURA 1970, HOLMES 1972): 
(3.1.) BX = 0 
(3.2.) XAX = X 
(3.3.) (AX)t = AX 
(3.4.) AXA(I-B+B) = A(I-B+B) 
(3.5.) (1-B+B)(XA)t(I-B+B) = XA(I-B+B) 
Dabei haben wir B+ für die wohl-bekannte Moore-Penrose 
Inverse von B geschrieben (siehe etwa BEN-ISRAEL/ GREVILLE 
(1974), WERNER (1979a) ). 
Direkte und iterative Verfahren zur Berechnung von An sind 
in HARTUNG/ WERNER (1981; Kapitel 3) angegeben. Die Ge-
nauigkeit jener Verfahren läßt sich und sollte auch stets an 
Hand der Gleichungen (3.1.)-(3.5.) kontrolliert werden. 
Schätzungen far ß und cr2 
Im restringierten Modell w wählen wir als Schätzer für ß den 
besten linearen minimalverzerrten Schätzer von ß; also denje-
nigen linearen Schätzer Dy von ß (vgl. CHIPMAN (1964), WER-
NER (1983) ), der in der Klasse der linearen minimalverzerrten 
Schätzer von ß (die Verzerrung von Dy wird durch (1-DA)(I-
B+B)(I-DA)t gemessen) die kleinste Kovarianzmatrix aufweist. 
Dieser eindeutig bestimmte Schätzer von ß, der mit dem LS-
Schätzer kleinster Norm von ß übereinstimmt, läßt sich in der 
Form 
(3.6.) ß = Atiy 
erhalten. 
Die Schätzung s2 für cr2 berechnen wir nach 
1 (3.7.) s2 = -y1(1-AA!i)y, 
n-p 
wobei n mit der Anzahl der Versuchsdaten übereinstimmt und 
wirpgemäß 
(3.8.) p = Spur (AA!i) 
bestimmen. 
Die Schätzung der Kovarianzmatrix von ß ergibt sich dann zu 
-----.,.. 
(3 .9.) cou(ß) = s2Ati(An)1=: (Cij)ij· 
In ihr bzw. auch in der Korrelationsmatrix von ß: 
(3.10.) k(ß) = (rij)ij, 
fürdie 
(3.11.) rij =Ci/ (CiiCjj)l /2 
gilt, spiegelt sich die Balanziertheit der Versuchsanlage bzw. 
die Vermengung der Effekte verschiedener Faktoren. 
Identifizierende Bedingung 
Wir bezeichnen 
Wu : y - Nn(Aß,cr21) 
als das zu w gehörende unrestringierte lineare Modell; beiseite 
gelassen haben wir darin die Restriktion Bß = 0. 
Bekanntlich nennt man Bß = 0 eine identifizierende Bedin-
gung (bzgl. ß), wenn das Programm 
P: Minimiere (y-Aß)1(y-Aß) unter der Nebenbedingung 
Bß=O 
eindeutig lösbar - d. h. also die LS-Lösung unter w eindeutig 
bestimmt - ist. Diese Eigenschaft von Bß = 0 läßt sich nume-
risch an Hand der Gültigkeit von 
(3.12.) (l-AW\)(1-B+B) = 0 
überprüfen. 
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Modell Wu) verträglich, wenn der Schätzer ß = Atiy auch eine 
LS-Lösung in diesem unrestringierten Modell ist, d. h. also 
auch das System der Normalengleichungen 
(3 .13.) AtAß = Aty 
löst. Numerisch läßt sich diese Eigenschaft an Hand von 
(3.14.) A(l-AW\) = 0 
überprüfen. 
Die Nicht-Verträglichkeit einer Restriktion hat natürlich kei-
ne inhaltlichen Konsequenzen, sofern wir diese Nebenbedin-
gung als Modell-immanent ansehen. Vollkommen anders liegt 
der Fall dagegen, wenn wir das unrestringierte Modell Wu zu-
grunde legen und willkürlich Zusatzbedingungen mit dem Ziel 
stellen, eine eindeutige Schätzung für ß zu erhalten. Ist nun 
nämlich Bß = 0 nicht mit dem unrestringierten Modell verträg-
lich, so hat man durch den Übergang zum restringierten Modell 
w das Ausgangsmodell mitunter wesentlich verändert. Eine 
Überprüfung ist also stets ratsam, schon um sich über die Natur 
der Restriktion Klarheit zu verschaffen. 
Reparametrisierungsbedingung 
Eine verträgliche und identifizierende Bedingung nennt man 
gewöhnlich eine Reparametrisierungsbedingung. Für eine sol-
che Bedingung muß demnach (3.12.) und (3.14.) gleichzeitig 
erfüllt sein. 
Testbarkeit der Hypothese H 
Im klassischen Sinn heißt die Hypothese 
(2.10.) H: Cß = c 
(im Modell w) testbar, wenn Cß im Modell ro (linear unver-
zerrt) schätzbar ist. Zur Überprüfung bietet sich hier das Glei-
chungssystem 
(3.15.) C(l-AW\)(1-B+B) = 0 
an. Aus (3 .15.) zusammen mit (3 .12.) erkennt man insbesonde-
re auch, daß jede Hypothese der Form (2.10.) im Modell w test-
bar ist, sobald sich Bß = 0 als eine identifizierende Bedingung 
erweist. 
Teststatistik zum Testen von H 
Wir empfehlen, zum Testen von H (siehe (2.10.)) die mittleren 
Quadratsummen in der Teststatistik 





MS(H) = - 1-(y-Ac+c)t(AAti-AA+ )(y-Ac+c) 
p-q (~) 
s2 = - 1-y1(I-AA!i)y 
n-p 
zu berechnen. Dabei steht n für die Anzahl der Versuchsdaten, 
Verträgliche Bedingung und wir bestimmen p und q gemäß 
Die Nebenbedingung Bß = 0 heißt (mit dem unrestringierten C3.I 7.) P = Spur (AAn), q = Spur (AAC~) ). 
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Im Gegensatz zu der Berechnung von Füber(2.12.) ist das obi-
ge Vorgehen auch im nicht-testbaren Fall von H wohl definiert. 
Sollte sich H bei einer Überprüfung- etwa vermöge (3 .15. )- als 
testbar erweisen, so fallen beide numerischen Darstellungen 
von F überdies zusammen; dies war natürlich vernünftigerwei-
se auch zu erwarten. Darüber hinaus läßt sich nun aber auch im 
nicht-testbaren Fall eine Aussage über H treffen, da unter H un-
sere numerische Darstellung der Teststatistik stets einer zentra-
·len F-Verteilung mit p-q und n-p Freiheitsgraden genügt. Be-
zeichnen wir mit Fa;p--q,n-p das u-Fraktil dieser Snedecor-Vertei-
lung, so schließen wir präzise entsprechend den nachfolgenden 
Entscheidungsregeln. 
Entscheidungsregeln 
Testbarer Fall: Gilt F > Fa;p--q,n-p, so lehnen wir H bei gewähl-
tem Signifikanzniveau a ab. Im anderen Fall ist gegen H nichts 
einzuwenden. 
Nicht-testbarer Fall: Gilt F > Fa;p--q,n-p, so lehnen wir H beige-
wähltem Signifikanzniveau a ab. Im anderen Fall läßt sich da-
gegen keine Entscheidung über Annahme oder Ablehnung von 
H treffen. 
Es ist also in beiden Fällen stets möglich, gegebenenfalls zu 
schließen, daß Cß signifikant von c verschieden ist. Dagegen ist 
es im II. Fall grundsätzlich unmöglich, eine Aussage über Si-
gnifikanz oder Nichtsignifikanz von H zu machen. Wie gering 
der Verlust ist, den man dabei hinnehmen muß, erkennt man 
auch daran, daß selbst im testbaren Fall zu besonderer Vorsicht 
bei der inhaltlichen Interpretation bei der Annahme von H ge-
mahnt werden muß. Um dies etwas zu verdeutlichen, betrach-
ten wir beispielsweise eine nicht orthogonale Mehrfach-Klassi-
fikation: An Hand von Versuchsergebnissen (entsprechend 
dem unterliegenden Versuchsplan) sei etwa zu entscheiden, ob 
die durch die endlich vielen Einflußfaktoren I, II usw. (die in a, 
b, usw. Stufen auftreten) hervorgerufenen Wirkungen auf diese 
Versuchsergebnisse statistisch gesichert sind. Wegen der bei ei-
ner nicht orthogonalen Versuchsanlage auftretenden Korrela-
tionen zwischen (den Schätzern der Effekte von) verschiede-
nen Einflußgrößen kann der Einfluß eines bestimmten Faktors 
nun aber zumindest rechnerisch von denjenigen mit übernom-
men werden, die mit ihm korreliert sind, so daß eine statistische 
Nichtsignifikanz auch im testbaren Fall keineswegs bedeuten 
muß, daß dieser Faktor keine Wirkung hat. Es ist daher zu emp-
fehlen, auch dieKovarianzmatrix der Schätzer der Effekte mit 
zu berechnen, da mittels dieser Matrix feststellbar ist, bezüglich 
welcher Faktoren die Versuchsanlage sauber trennt, d. h. zwi-
schen welchen Faktoren kein rechnerischer Zusammenhang 
besteht. Diese Überlegungen zeigen, daß die Nichtsignifikanz 
eines Faktors eher dann den Schluß auf eine Nichtwirkung zu-
läßt, wenn die Korrelationen zu den anderen Faktoren relativ 
gering sind. 
Nachdem wir in diesem Abschnitt unsere allgemeine Aus-
wertungsmethode skizziert haben, wenden wir uns abschlie-
ßend noch einem Beispiel zu. 
4. Beispiel 
Zur Prüfung des Mostgewichtes von fünf verschiedenen Klo-
nen entsprechend dem nachfolgenden Lateinschen Quadrat er-
hielt man die in Klammem angegebenen Erträge; bis Versuchs-
ende ergaben sich dabei einige Fehlstellen, die in der Tabelle 1 
durch »-« gekennzeichnet sind. Gehen wir davon aus, daß es 
sich nicht nur bei dem Faktor Klon, sondern auch bei den bei-
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Tabelle 1. Klonprüfung. Erträge in kg/ a (7 Stöcke pro Parzelle) 
i Stufen des Faktors Boden 
j 1 2 3 4 5 
1 1 2 3 4 5 
"" 
(-) (-) (109) (-) (-) Ei
t2 3 4 5 1 2 00 2 .... (-) (112) (114) (121) (97) 0 j;;i 





~ 4 2 5 4 3 1 (71) (119) (100) (-) (123) 
5 4 1 2 5 3 (113) (104) (90) (97) (-) 
den Variationsfaktoren Boden und Klima um qualitative Fak-
toren handelt, so werden wir die Versuchsergebnisse als Reali-
sierungen von Stichproben Yii(k) vom Umfang 1 interpretieren, 
für die wir eine 
Zerlegung der Form 
( 4.1) Yii(k) = µ + Ui + Öj + Yk + eii(k) 
annehmen. Dabei sehen wir 
µ - als allgemeines Mittel 
Ui - als Wirkung der i-ten Stufe des Faktors Boden 
Öj - als Wirkung der j-ten Stufe des Faktors Klima 
und 
Yk -als Wirkung der k-ten Stufe des Faktors Klon 
an, während wir 
eij(k) - als zufällige Versuchsfehler 
interpretieren, von denen wir hier im Beispiel annehmen, daß 
sie unabhängig und identisch N(O,cr2)- verteilt sind. Da wir die 
Effekte der Faktoren als differentielle Effekte - d. h. im Ver-
hältnis zum allgemeinen Mittel - verstehen, fordern wir ferner 
die Gültigkeit von 
(4.2.) LUi = 0, LÖj = 0, L Yk = 0. 
i j k 
Schreiben wir nun die Stichproben entsprechend der in Tabelle 
2 angegebenen Reihenfolge als Vektor, so läßt sich unser Mo-
dell in Matrizenform schreiben als 
ro: y - N 11 (Aß, cr2I), Bß = 0 
mit der in Tabelle 3 angegebenen Designmatrix A, dem Para-
metervektor: 
ß = [µ,Ui,U2,U3,U4,Us,Ö1,Ö2,Ö3,Ö4,Ö5, Y i, Y2,Y i, Y 4,y s]t 
und der Restriktionsmatrix: 
[
0111110000000000: 
B= 0 0 0 0 0 0 1 1 1 1 l 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 l l l l 
Man beachte, daß wegen der Ausfälle (Fehlstellen) einige Zei-
len der Designmatrix des entsprechenden vollständigen La-
teinschen Quadrates der Ordnung 5 x 5 fehlen. In der Litera-
tur werden bei Anwendungsbeispielen zur Varianzanalyse Fäl-
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Tabelle 2. Klonversuch. Numerierung des Vektors y-angegebenin be- ( 4.3.) H: Yk = 0 (k= 1, . . . ,5), 
zug auf das vollständige Lateinsche Quadrat (nicht aufgeführte Num-
mern, usw. gehören zu Ausfällen) die sich mittels der Hypothesenmatrix 
Nr. Index Realisierung von 
ijk Yii(k) 
3 135 110 
4 142 71 
5 154 113 
7 224 112 
9 245 119 
10 251 104 
11 313 109 
12 325 114 
13 331 123 
14 344 100 
15 352 90 
17 421 121 
18 432 86 
20 455 97 
22 522 97 
~3 534 121 
24 541 123 
Tabelle 3. Klonversuch. Designmatrix Ades unvollständigen Latein-
schen Quadrates 
1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 
1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 
1 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 
1 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 
1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 
1 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 
1 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 
·1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 
A= 1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 
1 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 
1 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 
1 0 0 0 1 0 0 1 0 0 0 1 0 0 0 0 
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 
1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 
1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 
1 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 
1 0 0 0 0 i 0 0 0 1 0 1 0 0 0 0 
Je mit nur wenigen Fehlstellen (approximativ) durch Hinzu-
schätzen verrechnet. Entsprechende Schätzmethoden findet 
man etwa bei ANDERSON/BANCROIT (1952; S. 246ff), SrnEL/ 
TüRRIE (1960; S. 139-141, S. 150ff), SNEDECOR/COCHRAN 
(1967; S. 319-320) und LINDER (1969; S. 75). Dieses Vorge-
hen, dessen Sinn darin besteht, erneut eine Auswertung quasi 
>per Hand< zu erzielen, erscheint uns prinzipiell bedenklich zu 
sein. Aus diesem Grund interessieren wir uns für eine exakte 
( d. h. nicht approximative) Auswertung des unvollständigen 
Lateinschen Quadrates. 
Dabei werden wir insbesondere der Frage nachgehen, ob 
zwischen den verschiedenen Klonen aufgrund der Beobach-
tungen ein sifnifikanter Unterschied statistisch gesichert ist 
oder nicht. Getestet werden soll also die Hypothese 
c = 0 0 0 0 0 0 0 0 0 0 0 1 [ 
0 0 0 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 0 0 1 
auch in der Form 














Von vornherein ist dabei natürlich klar, daß der Testwert bei 
einem solchen exakten Vorgehen ( d, h. beim Auswerten des un-
vollständigen Lateinschen Quadrates) im allgemeinen von 
demjenigen verschieden sein wird, der sich bei einem approxi-
mativen Vorgehen ergeben würde (also beim Auswerten des 
vollständigen Lateinschen Quadrates, nachdem man Werte für 
die Ausfälle hinzu geschätzt hat). 
Die zentrale Frage, die sich bei der Analyse des unvollständi-
gen Lateinschen Quadrates sofort stellt, lautet: Ist die obige 
Hypothese H im klassischen Sinn überhaupt noch testbar? Es 
ist nämlich durchaus vorstellbar, daß die Modellimmanente 
Restriktion Bß = 0 im Gegensatz zum vollständigeri Modell 
aufgrund der Ausfälle keine identifizierende Bedingung mehr 
ist, so daß nicht von vornherein jede lineare Hypothese testbar 
ist. Um die Testbarkeit von H an Hand von (3 _ 15.) zu überprü-
fen, benötigen wir die Kern(B)-restringierte Moore-Penrose In-
verse A1ivon A. Sie wurde mit einem der in HARTUNG/WERNER 
(1981; Kapitel 3) angegebenen Verfahren berechnet und ist ex-
akt in Tabelle 4 angegeben. Da die betraglich größte Eintra-
gung in der Matrix C(I-A1iA) (I-B+B) den Wert 0,5 annimmt, 
stellt sich H in der Tat als nicht testbar (im klassischen Sinn) 
heraus, und die Berechnung der Statistik F mittels des Aus-
drucks (2.12.) macht folglich keinen Sinn. Ergänzend erwäh-
nen wir an dieser Stelle noch, daß sich die Restriktion Bß = 0 
bei einer Kontrolle der Gleichungen (3.12.) und (3.14.) als eine 
verträgliche, aber nicht identifizierende Bedingung erweist, 
was aufgrund des obigen Resultates auch zu erwarten war. 
Im vorliegenden >nicht-testbaren< Fall bleibt also nur die er-
weiterte Schlußweise des letzten Abschnitts anwendbar. Für 
die dazu erforderliche Berechnung von F (siehe (2.11.)) via 
(3.16.) und (3.7 .) benötigen wir noch die in der Tabelle 5 ange-
gebene Kern C (~h-restringierte Moore-Penrose Inverse von A. 
Mittels (3.17.) erhalten wir: p = 12 und q =9. Da wirfernerun-
ter dem gegebenen Datensatz als Schätzung für a 2 den Wert 
s2 = 110,083 (mit 5 Freiheitsgraden) und als mittlere Quadrat-
summe der Hypothese den Wert MS(H) = 696,263 (mit 3 Frei-
heitsgraden) erhalten, nimmt die Statistik F den Wert 
F(y) = 6,32 an. Bei einem Signifikanzniveau von a = 0,05 wird 
H folglich verworfen, d. h. auch in diesem nicht-testbaren Fall 
sind aufgrund der Beobachtungen Unterschiede in den Klonen 
statistisch gesichert. An dieser Stelle erinnern wir nochmals 
daran, daß wir im Falle des Nichtverwerfens nur hätten sagen 
können, daß das Versuchsergebnis auch ohne eine unterschied-
liche Wirkung der Behandlungen (der Klone) erklärbar sei, die 
Versuchsanlage aber (nach den Ausfällen) nicht geeignet sei, 
eine eventuelle gleiche Wirkung der Behandlungen hier noch 
nachzuweisen. 
Da dieses Beispiel einem größen Versuch (der Landes-, 
Lehr- und Versuchsanstalt für Landwirtschaft, Weinbau und 
Gartenbau in Trier) entnommen wurde und hier nur dazu die-
nen sollte, die Testproblematik zu illustrieren, verzichten wir 
auf weitere Auswertungen. 
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Tabelle 4. Klonversuch. Kern(B)-restringierte Moore-Penrose Inverse von A 
8 8 8 8 8 8 24 0 0 0 0 8 8 8 8 8 8 
32 32 32 -4 -16 -4 0 0 0 -12 -12 8 -16 -16 -4 -16 -4 
-4 -4 -16 32 32 32 0 -12 0 -12 0 -16 8 -16 -4 -4 - 16 
-8 - 8 -8 -8 -8 -8 0 24 24 24 24 -8 -8 -8 - 8 -8 -8 
-16 -4 -4 -4 -4 -16 0 -12 -12 12 -12 32 32 32 -16 -4 -4 
-4 -16 -4 -16 -4 -4 0 0 -12 -12 0 -16 -16 8 32 32 32 
0 0 0 0 0 0 48 -12 -12 -12 -12 0 0 0 0 0 0 
+ 1 0 0 0 21 -12 -9 -12 27 -3 -6 -6 24 -12 -12 21 -12 -9 
As= 120 21 -9 -12 0 0 0 -12 -6 27 -6 -3 -12 24 -12 -9 21 -12 
-12 21 -9 -9 21 -12 -12 -6 -6 30 -6 0 0 0 -12 -9 21 
-9 -12 21 -12 -9 21 -12 -3 -6 -6 27 -12 -12 24 0 0 0 
0 0 0 -9 -12 21 -12 -3 27 -6 -6 24 - 12 - 12 -9 -12 21 
- 9 21 -12 0 0 0 -12 -6 - 3 -6 27 - 12 24 - 12 21 - 9 -12 
0 0 0 0 0 0 48 -12 -12 -12 -12 0 0 0 0 0 0 
-12 -9 21 21 -9 -12 -12 -6 -6 30 -6 0 0 0 -12 21 -9 
21 -12 -9 -12 21 -9 -12 27 -6 -6 -3 -12 -12 24 0 0 0 
Tabelle 5. Klonversuch. Kern C (~h -restringierte Moore-Penrose Inverse von A 
11 11 11 II II 11 33 0 0 0 0 11 11 11 11 11 11 
44 44 44 -1 -16 -16 0 3 -12 -12 -12 -1 -16 -16 -1 -16 -16 
-1 -16 -16 44 44 44 0 -12 3 -12 -12 -16 -1 -16 -16 -1 -16 
-II -11 -11 -11 -11 -11 0 33 33 33 33 -11 -11 -11 -11 -11 -11 
-16 -1 -16 -16 -1 -16 0 -12 -12 3 -12 44 44 44 -16 -16 -1 
-16 -16 -1 -16 -16 -1 0 -12 -12 -12 3 -16 -16 -1 44 44 44 
0 0 0 0 0 0 132 -33 -33 - 33 -33 0 0 0 0 0 0 
+ 1 0 0 0 30 -15 -15 -33 
A (~t 165 30 - 15 - 15 0 0 0 -33 
-15 30 -15 -15 30 -15 -33 
-15 -15 30 -15 -15 30 -33 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
5. Schlußbemerkungen 
Abschließend weisen wir noch daraufhin, daß sich die in dieser 
Arbeit dargestellte Methode mit entsprechend modifizierten 
Formeln auch zur Auswertung des verallgemeinerten restrin-
gierten linearen Modells mit der allgemeineren Kovarianz-
struktur cov(y) = a 2V eignet (vgl. HARTUNG/ W ER N ER ( 1981) ). 
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Eine Monte-Carlo-Untersuchung zum Zentralen Grenzwertsatz 
H. Ackermann 
Zusammenfassung 
In der vorliegenden Arbeit wird auf der Basis von standardi-
sierten X 2- Verteilungen der Einfluß der Schiefe von Verteilun-
gen auf die Lage und die Breite von Konfidenzintervallen mit 
Hilfe von Monte-Carlo-Methoden dargestellt. 
Schlüsselworte: Konfidenzintervall, Monte-Carlo-Simula-
tion, Zentraler Grenzwertsatz, Zufallszahl. 
Summary 
By means of Monte-Carlo-methods the injluence of the 
skewness of distributions on the location and length of confi-
dence intervals is described using standardized X 2-distributions. 
Keywords: Central Limit Theorem, confidence interval, 
Monte-Carlo-simulation, random number. 
Einleitung 
In der praktischen Anwendung von statistischen Methoden auf 
medizinisch-biologische Probleme spielen die sogenannten pa-
rametrischen Verfahren, die im allgemeinen auf der Theorie 
der Gauß-Verteilung beruhen, die wohl bedeutendste Rolle. 
Die Gründe hierzu finden sich in der weitgehend ausgearbeite-
ten Theorie dieser Verfahren, dem relativ geringen Berech-
nungsaufwand und nicht zuletzt in dem »Zentralen Grenzwert-
satz«, der eine sehr allgemeine und unproblematische Anwen-
dung der Theorie vermuten läßt. Der Zentrale Grenzwertsatz 
besagt, daß die Summe bzw. der Durchschnitt von vielen unab-
hängigen, beliebig verteilten Zufallsvariablen angenähert einer 
Gauß-Verteilung folgt, d. h. , daß in gewisser Weise die Voraus-
setzungen für die Anwendung der Theorie stets angenähert er-
füllt sind. (Eine allgemeine bzw. exakte Formulierung des Zen-
tralen Grenzwertsatzes findet sich bei PFANZAGL (1974) bzw. 
BAUER (1974). Bei Vorliegen von endlichen Populationen ist 
Vorsicht geboten, wie PLANE und GoRDON (1982) beschrei-
ben.) Bekanntermaßen gehen aber mit den obigen Formulie-
rungen gewisse Probleme einher; einige Aspekte sollen in die-
ser Arbeit diskutiert werden. 
Zu diesem Thema findet sich z.B. bei BARRETT und GOLD-
SMITH (1976) eine Untersuchung von Stichproben aus realen, 
»endlichen Populationen«. GRoss ( 197 6) beschäftigt sich mit 
dem verwandten Problem von robusten Lageschätzem und ro-
busten Konfidenzintervallen. Dazu sei auch auf die sehr um-
fangreiche »Princton-Studie« von ANDREWS et al. (1972) ver-
wiesen. HAMPEL (1980) gibt einen Überblick über das Gebiet 
der robusten Schätzungen. Dort finden sich auch ausführliche 
Literaturangaben. 
In der vorliegenden Arbeit wird versucht, den Einfluß der 
Schiefe von Verteilungen auf die Lage (»Validität«!) und die 
Breite (»Effizienz« !) von »klassischen« Konfidenzintervallen 
mit Hilfe von Monte-Carlo-Simulationen darzustellen. Um 
sich von praktischen Beispielen zu lösen, wurden die Simula-
tionen in systematischer Weise auf der Basis von x2-Verteilun-
gen vorgenommen. Die Beschränkung auf zensierte (rechts-) 
schiefe Verteilungen stellt in Hinblick auf die Praxis sicher kei-
ne große Einschränkung dar; symmetrische Verteilungen sind 
in der medizinisch-biologischen Anwendung eher selten, bei 
multimodalen Verteilungen sollte ohnehin eine Trennung der 
vermutlichen Mischpopulation versucht werden. Zensierte 
Verteilungen, die auch im allgemeinen rechtsschief sind, stellen 
in der Medizin eher die Regel als eine Ausnahme dar (als Bei-
spiele seien nur Konzentrationen bei Laborwerten wie z. B. 
SGOT, SGPT oder AP genannt). 
Ziel dieser Arbeit sollte also sein, den Inhalt des Zentralen 
Grenzwertsatzes modellhaft in einer von konkreten prakti-
schen Beispielen losgelösten Betrachtung zu demonstrieren, 
um bei Anwendern der Statistik ein Gefühl dafür zu schaffen, 
was z.B. die (für den Theoretiker weniger problematischen) 
Terme »viel«, »angenähert« oder »hinreichend groß« be-
schreiben sollen. 
Bei der Anwendung parametrischer Verfahren, die die 
Gauß-Theorie voraussetzen, sollte stets eine Prüfung der beob-
achteten Daten auf Normalität z.B. mit dem Shapiro-Wilk-Test 
(Shapiro und Wilk (1965), in allgemeinerer Form bei Royston 
(1982)) durchgeführt werden; die vorliegende Arbeit soll also 
keineswegs als Plädoyer für die Ignorierung einer Normalitäts-
prüfung mißverstanden werden, wie auch aus dem folgenden 
leicht ersichtlich ist. Um.die Darstellung nicht unnötig zu ver-
komplizieren, wurde auf eine Betrachtung der genannten 
Aspekte verzichtet. 
1. Untersuchte Verteilungen und Erzeugung der Zufalls-
zahlen 
Es seien Xi (i = 1,2, ... ,u) unabhängig und standard-normalver-
teilt. Die Variable 
(1.1) 
ist x2-verteilt mit der bekannten Dichtefunktion (u ist der Frei-
heitsgrad der Verteilung) 
l ~-1 -~ 
f(u,y) = -- y2 e 2 (y ~ 0) (1.2) 
u 
22 r (~) 
Hieraus ergibtsich(vgl. z.B. KENDALL und STUART (1969)) der 
Erwartungswert µ1 = µ = u, die Varianz µ1 = cr2 = 2u und die 
Schiefe µ3 = 8u. In der folgenden Darstellung wird verschie-
dentlich der Fisher'sche Schiefekoeffizient y verwendet 
(COCHRAN (1972)): 
y = µ3 =,/8 
cr3 V~ (1.3) 
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Für die Simulationen in Abschnitt 2 wurden in Hinblick auf 
übliche Situationen in der Medizin vier geeignete x2-Verteilun-
gen mit o = 3, 5, 10, 20 Freiheitsgraden ausgewählt. Die Dich-
tefunktionen dieser Verteilungen sind, zusammen mit einer 
Gauß-Verteilung, in der ersten Spalte von Abbildung 1 gra-
phisch dargestellt. Aus Darstellbarkeits- und Vergleichbar-
keitsgründen wurden die Verteilungen standardisiert, so daß 
also als Zufallsvariablen 
y' = y~µ = Y~mity-x~,E[y'] =0,V[y'] = 1 (1.4) 
betrachtet werden. Diese Standardisierung hat keinen Einfluß 
auf die weiter unten dargestellten Ergebnisse. Für alle Werte 
von o können die Realisationen y nach (1.1) gewonnen wer-
den, wobei die standard-normalverteilten Zufallsvariablen x 
nach HAMMERSLEY und HANDSCOMB ( 197 5) erzeugt wurden (gi 
sind gleichvdrteilte Zufallszahlen, vgl. dazu auch ACKERMANN 
(1977)): ' 
x = i/ -2 · log(g1) · cos(2 · n · gz) (1.5) 
N • S: N • li!I N • 2i!I 
Abb. J. Verteilungen verschiedener Schiefen. 
In den Spalten 2, 3 und 4 in Abbildung 1 sind die Verteilun-
gen von Durchschnitten von je n = 5, 10, 20 Werten der ent-
sprechenden Ausgangsverteilung dargestellt. Diese Verteilun-
gen sind wegen der Additivität von x2 ihrerseits x2-Verteilun-
gen. Entsprechendes gilt für die Gauß-Verteilung in der letzten 
Zeile, die als Grenzverteilung für x2 mit o --+ oo aufgefaßt wer-
den kann. Bemerkenswert ist als »Effekt« des Zentralen 
Grenzwertsatzes die relativ rasche Symmetrisierung der Dich-
tefunktionen, die für n = 20 fast nicht mehr unterscheidbar 
sind und insbesondere nahezu mit der entsprechenden Gauß-
Verteilung der letzten Zeile übereinstimmen. Auf die Verteilun-
gen der Durchschnitte soll im nächsten Abschnitt weiter einge-
gangen werden. 
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2. Methode 
Zur Berechnung eines Konfidenzintervalles möge eine Stich-
probe zu n unabhängigen Werten Xi aus einer Gauß-Verteilung 
mit unbekanntem Erwartungswertµ und unbekannter Varianz 
CJ;vorliegen. Dann überdeckt das Konfidenzintervall 
s s [x-t,_~ n -1./;:;-•x+t,_~ n- u;:;-l 
2' v n 2' v n 
(2.1) 
den unbekannten Wertµ mit einer vorgegebenen Wahrschein-
lichkeit P = 1-a (z.B. P = 0.95, 0.99). t1 - a12,n- 1 ist der Wert 
der t-Verteilung mit Pr ( 1t1 > t1 - a/2,n- d = a. Sind die Werte 
Xi, wie hier vorausgesetzt, exakt Gauß-verteilt, dann ist auch 
wegen der Reproduktivität von Gauß-Verteilungen der Durch-
schnitt x exakt Gauß-verteilt (mit CJ~ = CJ~/n) und das Konfi-
x 
denzintervall überdeckt µmit exakt Wahrscheinlichkeit P. Sind 
die Werte Xi dagegen nicht streng Gauß-verteilt, so ist wegen 
des Zentralen Grenzwertsatzes x nur angenähert Gauß-verteilt 
und man wird erwarten, daß auch das Konfidenzintervall nur 
mit angenähert Wahrscheinlichkeit P den unbekannten Wertµ 
überdeckt. Diese Annäherung wird um so besser sein, je 
»Gauß-ähnlicher« die Ausgangswerte Xi verteilt sind. Die An-
näherung an einen vorgegebenen Wert P wird hier als Maß für 
die Validität in Abhängigkeit von der Schiefe der Ausgangsver-
teilungen verwendet: werden wiederholt aus einer vorgegebe-
nen Verteilung Stichproben entnommen und Konfidenzinter-
valle fürµ berechnet, so wird, in Abhängigkeit von der Abwei-
chung der betrachteten Verteilung von einer Gauß-Verteilung, 
der Anteil derjenigen Konfidenzintervalle, die µ überdecken, 
mehr oder weniger gut mit dem vorgegebenen Wert P überein-
stimmen. Auf Grund des Zentralen Grenzwertsatzes kann die-
se Annäherung durch eine Vergrößerung des Stichprobenum-
fanges verbessert werden. Diese Gesichtspunkte spiegeln sich 
in den Ergebnissen (Tabelle 1 und 2) im nächsten Abschnitt wi-
der. 
Ein weiteres Maß für die Validität ergibt sich bei Betrach-
tung derjenigen Konfidenzintervalle, die µ nicht überdecken. 
Werden die Stichproben aus einer exakten Gauß-Verteilung 
entnommen, so sollte ein Anteil vonjea/2 unterhalb bzw. ober-
halb des Erwartungswertes µliegen. Aus Tabelle 1 und 2 erge-
ben sich dazu interessante Aspekte, die auch eng mit der Breite 
bzw. der Effizienz der Konfidenzintervalle verknüpft sind. 
Zur Durchführung der Simulationen wurden (vgl. Abschnitt 
1) für P = 0.95 und 0.99 aus standardisierten Verteilungen(µ 
= 0, CJ2 = 1) mit o = 3, 5, 10, 20, außerdem zum Vergleich aus 
einer Gauß-Verteilung, jeweils 10 000 Stichproben zu je n = 5, 
10, 20, 30 entnommen. Aus jeder Stichprobe wurde nach (2.1) 
. ein Konfidenzintervall berechnet und geprüft, ob dieses den 
Erwartungswert µ überdeckt, unterhalb oder oberhalb von µ 
liegt. Die jeweiligen Anzahlen sind in den Tabellen 1 und 2 auf-
geführt und in den Abbildungen 2 und 3 graphisch dargestellt. 
Zur Beurteilung der Effizienz wurde zusätzlich jeweils die Brei-
te der Intervalle berechnet und in den Tabellen die jeweils 
durchschnittliche Breite (arithmetisches Mittel) der überdek-
kenden bzw. nicht überdeckenden Intervalle angegeben. 
3. Ergebnisse 
Die Ergebnisse der Simulationsläufe sind in den Tabellen 1 (P 
= 0.95) und 2 (P = 0.99) zusammenfassend dargestellt. o (o 
= 3, 5, 10, 20) ist der Freiheitsgrad der zugrundeliegenden x2-
Verteilungen, die in Abbildung 1 graphisch dargestellt wurden, 
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der Buchstabe »G« bedeutet wieder »Gauß-Verteilung«. y ist 
der Fisher'sche Schiefekoeffizient nach (1.3). n (n = 5, 10, 20, 
30) ist der Umfang der Stichproben, die den entsprechenden 
Ausgangsverteilungen entnommen wurden. »li.« bezieht sich 
auf diejenigen Konfidenzintervalle, die unterhalb von µlagen, 
»Üb.« auf die überdeckenden Intervalle und »re.« auf Konfi-
denzintervalle, die rechts von µ lagen. Die oberen Zahlen in 
den Feldern sind die jeweiligen absoluten Häufigkeiten (oder 
Prozent · 100 wegen der 10 000 Wiederholungen}. Beispiels-
weise überdeckten für P = 0.95, u = 5, n = 10 9318 Konfi-
denzintervalle oder f> = 93 .18 % den Erwartungswert µ, 613 
oder 6.13 % überdeckten nicht und lagen links von µ, 69 oder 
0.69 % überdeckten nicht und lagen rechts von µ. Die unteren 
Werte sind die durchschnittlichen Längen dieser Konfidenzin-
tervalle, die, in der obigen Reihenfolge, 1.40, 0. 76 bzw. 1.33 be-
trugen; vgl. dazu weiter unten. 
Zur Anschaulichkeit sind die relativen Häufigkeiten f> aus 
den Tabellen 1 und 2 in den Abbildungen 2 und 3 graphisch 
I N " 5 I fi • l.EI I N • ~ I N • :30 
y y I I I I 
I L.I, L.Eij, RE, I LI, LEB, RE, I LI. LEB, Rf:, I l.I, LEB. RE. 
----I I I I------
3 1,63 I 906 9037 S7 I 764 9175 61 I 619 9288 93 I 543 9374 83 
I 0,82 2,3S 1,53 I 0.66 1.40 1.49 I 0.56 0,92 1,11 I 0.50 0.74 0.89 
----I I , I I------
5 1,26 I 696 9223 81 I 613 9318 69 I 555 9348 97 1 503 9392 105 
I 0,91 2.:38 1.46 I 0,76 1,40 1.33 I 0.61 0.93 1,05 I 0.53 0.74 0,88 
~--I I I I-----~ 
10 a.89 I 498 9405 97 I 516 ~ 107 I 463 9410 127 I 406 9466 128 
I 1,00 2.:36 1,3? I 0,63 1.40 1.30 I 0,66 0.93 0,97 I 0.58 0,74 0,82 
----I I I I-------
20 0,63 I 426 9434 140 I 431 9420 141 I 390 9438 172 I 359 9464 177 
I 1,08 2,:36 1,3? I 0.90 1.41 1,19 I 0.71 0.93 0.91 I 0.6+ 0.74 0.76 
----I I I I-------
G 0, 00 I 218 9513 269 I 264 9492 244 I 229 9544 'Ul I 256 9491 253 Tabelle 1: Simulationsergebnisse 
I 1,21 2,39 1,26 I 1.06 1.41 1.05 I 0.61 0,93 0.80 I ß,69 0, 74 0.68 fürP = 0.95. 
I N • 5. I N " 1EI I N " 21:1 I N • 3'3 
I I I I 
V 'i I LI. LEB. RE. I LI. LIEB, RE. I LI. LEB. RE, I LI. LEB" RE. 
----I I I 1------
3 1,63 I ~ 9651 6 I 340 $55 5 I 249 9749 4 I 230 9763 1 
' I 1.01 3.76 1,56 I 0.85 1.99 1.50 I 0.69 1.24 1.38 I 0.61 0.99 1.03 
~----I I I r--........ ~---~-
5 1,26 I 233 9756 11 I 241 9751 8 I 187 9804 9 I 182 9800 18 
I 1,15 3.80 1,52 I 0.95 1.99 :1.42 I 0.76 1,26 1,31 I 0.67 1.00 1.19 
------I I I I------....-
10 0.89 I 163 9618 19 1 191 9798 11 I 149 9831 20 I 139 9647 15 
I 1.19 3.85 1.35 1 1.06 2.00 1.45 I 0.85 1,26 1.25 I 0.72 1.00 1.00 
----I . I I I----· 
~ 0.63 I 96 9883 19 I 118 9854 Z8 I 87 9689 24 I 111 9960 29 
I 1.21 s.as 1.29 I 1.10 2.00 1,50 I 0.93 1,26 1.14 I 0.7? 1.00 1.00 
---I I I 1-------
li e, 00 I 45 9900 5S l 49 9903 48 I 47 ~ 45 I 52 9695 53 Tabelle 2. Simulationsergebnisse 
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dargestellt; die Bezeichnungen entsprechen der oben verwen-
deten Terminologie. 
Abbildung 2 zeigt die Abhängigkeit der beobachteten Häu~ 
figkeit f> vom Stichprobenumfang n. Die untere Kurvenschar 
entstammt Tabelle 1 (P = 0.95), die obere Tabelle 2 (P = 0.99). 
Die durch den Zentralen Grenzwertsatz prognostizierte Annä-
herung an den vorgegebenen Anteil P zeigt sich, auch im Hin-
blick auf die zum Vergleich gedachte Gauß-Verteilung, sicher 
in eindrucksvoller Weise, deutlicher sogar noch in Abbildung 
3, die die Abhängigkeit des überdeckten Anteils f> von der 
Schiefe der Ausgangsverteilungen darstellt. Weitere Interpre-
tationsversuche werden durch die Tatsache erschwert, daß 
auch die angewandte Statistik, die zum objektiven Erkennen in 
der Medizin beitragen möchte, nicht frei von subjektiven Be-
trachtungsweisen sein kann; die Frage, was »hinreichend 
groß« oder »viel« bedeuten mag, muß, streng konsequent und 
für den Anwender sicher nur unzulänglich, letztlich mit »un-
endlich groß« beantwortet werden. In diesem Sinne sollte auch 
der Exkurs im nächsten Abschnitt verstanden werden, da be-
reits die Festlegung einer Irrtumswahrscheinlichkeit a eine 
subjektive Betrachtungsweise impliziert. 
Angeregt durch die schon erwähnte Arbeit von BARRETT und 
GOLDSMITH (1976) wurde in den beiden Tabellen die mittlere 
Breite der Konfidenzintervalle erfaßt. Auch bei den hier be-
trachteten streng rechtsschiefen Verteilungen (für linksschiefe 
folgt aus Symmetriegründen sicher entsprechendes) zeigt sich 
das Phänomen, daß die überaus meisten Konfidenzintervalle, 
die µ nicht treffen, unterhalb von µliegen und darüberhinaus 
auch im Vergleich zu denjenigen Intervallen, die µoberhalb 
verfehlen, relativ enge Grenzen besitzen. Wie die beiden Tabel-
len zeigen, gleicht sich dieser Unterschied mit wachsendem u 
bzw. n offensichtlich weitgehend aus. Eine Erklärung findet 
sich in der Tatsache, daß bei den hier untersuchten rechtsschie-
fen Verteilungen der Median stets kleiner ist als der Erwar-
tungswert, also, in Abhängigkeit von der Schiefe einer Vertei-
lung, der größere Anteil aller Werte »relativ dicht« unterhalb 
des Erwartungswertesµ liegt und damit auch häufig die relativ 
geringe Breite derjenigen Intervalle bestimmt, die unterhalb 
vonµ liegen; entsprechendes gilt für die Intervalle, dieµ ober-
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1.6 "( Abb. 3. P (y) bei 10000 Konfi-
denzintervallen pro n und u. 
halb verfehlen. Im Vergleich dazu fällt in den beiden Tabellen 
für die betrachteten Schiefen, insbesondere für größere Werte 
von n, die Konstanz der Breite der µ überdeckenden Konfi-
denzintervalle auf; bezüglich der Breite der Konfidenzinterval-
le bestimmen offenbar allein die nicht-überdeckenden Inter-
valle bzw. die »Schwänze« der Verteilungen die Abweichun-
gen von den Ergebnissen der Gauß-Verteilung. 
Als praktische Konsequenz hieraus ergibt sich, daß ein Un-
tersucher, der im allgemeinen auf das Ergebnis eines einzelnen 
Konfidenzintervalles angewiesen ist, bei schiefen Verteilungen 
mit einer offensichtlich vergrößerten Wahrscheinlichkeit ein 
Intervall erhält, das relativ schmal ist, also eine relativ große Ef-
fizienz vortäuscht, trotzdem aber den zu schätzenden Wertµ 
nicht überdeckt. 
Weitere Interpretationen sollten an dieser Stelle dem Leser 
überlassen bleiben. · 
4. Eine Randbetrachtung 
Wie bereits im dritten Abschnitt diskutiert wurde, kann eine Be-
urteilung der in Frage stehenden Terme letztlich nur intuitiv 
oder aber rigide erfolgen. Um trotzdem über die nur intuitive 
Betrachtung eines die Schiefe ~ompensierenden Stichproben-
umfanges nmin hinauszugehen, werden in diesem Abschnitt als 
»Beurteilungshilfe« Konfidenzintervalle für P herangezogen. 
Aus den jeweils beobachteten Ergebnissen für vorgegebene 
Werte von u bzw. y und des Stichprobenumfanges n kann auf 
der Basis der Binomialverteilung ein Konfidenzintervall be-
rechnet werden, das mit einer Sicherheit Pb die tatsächliche 
»Überdeckungsrate« für das Paar y und n einschließt. Wenn 
ein solches Konfidenzintervall den gewünschten Anteil P von 
0.95 bzw. 0.99 einschließt, so soll hier der Stichprobenumfang 
als »hinreichend groß« betrachtet werden. Auf die Berech-
nung von Binomial-Konfiden zintervallen soll hier nicht weiter 
eingegangen werden. Näheres findet sich in dem Buch von 
PFANZAGL (1974). 
Für u = 3, 5, 10, 20, 30, 40, 50 wurden für n = 5, 10, 15, .. je-
weils 2000 Konfidenzintervalle berechnet und mit Hilfe der 
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Anzahl der den Erwartungswert µ überdeckenden Intervalle 
ein Binomial-Konfidenzintervall für P berechnet; Pb wurde mit 
0.95 gewählt. In Abbildung 4 ist in Abhängigkeit von y bzw. ll 
der kleinste Stichprobenumfang n (n = nmin) notiert, für den 
die Konfidenzintervalle zum ersten Mal die Werte 0.95 bzw. 
0.99 überdeckten. Interessanterweise stellt sich dabei die hier 
gefundene Abhängigkeit des Stichprobenumfanges von der 
Schiefe sowohl für P = 0.95 als auch für P = 0.99 als nahezu li-
near dar. 
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Mit Hilfe eines einfachen Modells wurde von Knox (4) plausi-
bel gemacht, daß die Impfung gegen Röteln oder Masern, 
wenn sie nur einen geringen Teil der Bevölkerung erfaßt, zu ei-
ner Zunahme der Inzidenz bei Erwachsenen fahren kann . In 
dieser Arbeit wird die Aussage von Knox durch ein verfeinertes 
Modell mit altersabhängigen Kontaktraten, das in (3) vorge-
stellt wurde, bestätigt. 
Summary 
V sing a simple model Knox ( 4) suggested, that vaccination 
against rubella or measles may cause an increased incidence in 
adults, if only a small fraction of the population is covered. In 
this paper Knox ' statement is verified with the aid of a more re-
fined model with age-dependent contact rates, that has been 
presented in (3). 
1. 
Die Röteln sind eine ansteckende Krankheit, die für die direkt 
davon betroffene Person ungefährlich ist, die jedoch beim 
Kind zu dem bekannten konatalen Rötelnsyndrom führen 
kann, wenn dessen Mutter während der Schwangerschaft infi-
ziert wurde. Der Zweck der Impfung gegen Röteln ist daher die 
Verhütung des konatalen Rötelnsyndroms, und die Impfstrate-
gie muß darauf zielen, die Häufigkeit der Röteln bei jungen 
Frauen so weit wie möglich zu reduzieren. KNOX ( 4) hat darauf 
aufmerksam gemacht, daß die Einführung der Impfung zu ei-
ner Zunahme der Röteln in den kritischen Altersgruppen füh-
ren kann, wenn nur ein geringer Prozentsatz der Bevölkerung 
geimpft wird. 
In ( 4) geht KNOX aus von der Gleichung 
dx 
-= -kx da (1) 
in der a das Alterund x(a) den Anteil der Suszeptiblen im Alter 
a bedeuten. Die Konstante k wird von Knox als attrition rate, 
sonst gewöhnlich als force of infection bezeichnet. Mit der An-
fangsbedingung x(O) = 1 ( d. h. alle Neugeborenen sind suszep-
tibel) hat ( 1) die Lösung 
(2) 
Da die Infektionsperiode kurz ist, kann der Anteil der Infek-
tiösen vernachlässigt werden, und man erhält, wenn z den An-
teil der Immunen bezeichnet, 
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(3) 
Wird nun unmittelbarnach der Geburt der Anteil v 0 geimpft, 
dann ist x(O) = 1 - v 0, und nach KNOX wird dadurch auch die 
force of infection von k auf k( 1 - v 0) reduziert. Gleichung (3) 
lautet dann 
z(a) = 1-(1-vo)exp[-,k(l-vo)a] (3') 
Durch Differenzieren nach a erhält man 
dz da= k(l-vo)2exp[-k(l -vo)a] 
Diese Größe ist als Funktion von Vo für ka = 1 und ka = 4 in 
Abb. 1 dargestellt. Sie hat ein Maximum für Vo = 1 - ;a. 
Da ~~ zur Inzidenz der Röteln proportional ist, kann daraus 
geschlossen werden, daß für Werte des Parameters k in einem 
bestimmten Bereich die Impfung eines kleinen Teils der Bevöl-














Die Gleichung (1) ist ein Modell für den Gleichgewichtszu-
stand, in dem die relativen Zahlen der Suszeptiblen und Immu-
nen nicht von der Zeit abhängen. Die dynamischen Effekte, die 
nach der Einführung eines Impfprogramms auftreten, können 
dadurch nicht beschrieben werden. KNOX ( 4) und DIETZ (2) ha-
ben es unternommen, solche Effekte durch zeitabhängige Mo-
delle zu beschreiben. Hier soll nun das Modell (1), das schon 
von MuENCH (5) vorgeschlagen wurde, in eine andere Rich-
tung verallgemeinert werden. Das folgende Modell gilt eben-
falls nur für das Gleichgewicht, aber die Konstante k wird 
durch eine Größe ersetzt, die die Abhängigkeit der force of in-
fection von der Anzahl der Infektiösen explizit zum Ausdruck 
bringt. 
Die Bezeichnungen seien hier noch einmal zusammenge-






Anteil der Suszeptiblen im Alter a 
Anteil der Infektiösen im Alter a 
Anteil der Immunen im Alter a 
d 
da 
Wir setzen voraus, daß der Übergang vom suszeptiblen zum 
infektiösen bzw. vom infektiösen zum immunen Zustand im 
Intervall (a, a + ß a) die Wahrscheinlichkeit/cßa bzw. yßahat, 




x' = -A.x 
y' = A.x-yy 
z' = yy 
Wir definieren einen adäquaten Kontakt (auch als »effekti-
ver« Kontakt bezeichnet) zwischen zwei Personen als eine Ver-
haltensweise, die zu einer neuen Infektion führt, wenn eine von 
ihnen suszeptibel und die andere infektiös ist. Wenn wir anneh-
men, daß eine Person im Alter a während der Infektionsperio-
de im Durchschnitt mit n(a,a) verschiedenen Personen des Al-
ters a mindestens einen adäquaten Kontakt hat, dann gilt (3) 
00 
A.(a) = y J n(a,a)y(a)da (6) 
0 
oder mit Rücksicht auf 5 c) 
00 
A.(a) = J n(a,a)z'(a)da 
0 
Dies setzen wir in 5 a) ein und eliminieren dann 
x = 1 - y - z = 1 - y-1z' - z, so daß die Gleichung 
-1 00 
y-1z" + z' = (1-y z' -z) J n(a,a)z'(a)da (7) 
0 
hervorgeht. 
Diese Gleichung kann in einem Spezialfall, der eine gute An-
näherung an die Wirklichkeit sein dürfte, wesentlich verein-
facht werden. Seien C1 , Ci und ö positive Zahlen und sei 
falls la-a\;::;; ö 
sonst 
Durch den Term c1/2Ö wird berücksichtigt, daß Kontakte zwi-
schen Kindern derselben Altersgruppe häufiger sind als zwi-
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sehen verschiedenen Altersgruppen. Wir beschränken uns auf 
die Betrachtung der Altersgruppen von 0 bis A und nehmen 
vereinfachend an, daß adäquate Kontakte zwischen Personen, 
die jünger als A, und solchen, die älter als A sind, nicht stattfin-
den. Dann gilt für ö ;::;; a ;::;; A - ö 
c a+o A 
/c(a) = 2~ J a-o yy (a)da + C2 ! y y (a) da (8) 
Die Impfung eines Teils der Bevölkerung im Alter a0 be-
wirkt, daß die Immunität von dem bis dahin auf natürliche 
Weise erreichten Wert z( a0 - 0) auf einen höheren Wert 
z(a0 + 0) springt. Daher ist z'(a) für a = ao nicht definiert. Die 
Differenz 
s = z(ao+O) - z(ao-0) 
ist der Anteil der Suszeptiblen, der durch die Impfung künstlich 
immunisiert wird. 
Für a =!= ao darf man wie bisher 5 c) anwenden, und daher 
kann für a ~ a0 + ö das erste Integral in (8) nach dem Mittel-





J z'(a)da + J z'(a)da 
0 o af\ 
z(ao- 0)-z(OJ + z(A) - z(ao + 0) 
z(A) - z(O) - s 
Setzt man nun noch z(O) = 0 voraus, dann geht (7) über in die 
für a ~ ao + ö gültige Gleichung 
(9) 
Diese Differentialgleichung 2. Ordnung enthält neben den 
Funktionswertenz(a), z'(a) und z"(a) auchz(A) und muß daher 
iterativ gelöst werden. Man beginnt mit z(A) = 1 und rechnet 
beim n-ten Schritt mit dem Wert von z(A), der beim (n - 1 )-ten 
Schritt errechnet wurde. Bei den folgenden Rechnungen ist die 
Zeiteinheit = 1 Jahr und y = 26; dies entspricht einer Infek-
tionsdauer von 2 Wochen. Aufgrund von empirischen Daten 
( ( 1 ), ( 6)) wurden C1 unc C2 wie folgt geschätzt ( (3)): 
C1 = 0.04 
c, = 0.31 
C2 = 0.05 
C2 = 0.11 
(West-Berlin) 
(Bezirk Leipzig) 
Die unterschiedlichen Kontaktraten spiegeln vermutlich die 
unterschiedliche Teilnahme an der Vorschulerziehung wider. 
Mit den empirisch gefundenen Kontaktraten habe ich die 
Frage untersucht, ob der von KNOX vermutete und in Abb. 1 be-
schriebene Sachverhalt auch aus der Gleichung (9) abgeleitet 
werden kann. Ich habe angenommen, daß die natürliche Im-
munität bis zu dem Alter, in dem ohne Ansehen des Ge-
schlechts und des Immunstatus geimpft wird, auf 45 % ange-
stiegen ist (in West-Berlin ist dieser Wert etwa mit 6 Jahren er-
reicht), und habe für die Impfraten 0, 10, 20, ... , 90 % die Glei-
chung (9) mit dem Euler-Verfahren in der oben beschriebenen 
iterativen Weise gelöst und die Inzidenz der Infektion 20, 25 
und 30 Jahre nach der Impfung berechnet. Für West-Berlin er-
gab sich auf allen 3 Altersstufen ein monotones Abfällen der 
Inzidenz. Für den Bezirk Leipzig traf dies nur bei der niedrig-
sten Altersstufe zu. Auf der mittleren und höchsten Altersstufe 
wurde bei niedrigen Impfraten ein geringer Anstieg der Inzi-
denz errechnet (s. Tabelle 1). 
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Inzidenz 
Impfrate 20 25 30 Jahre nach Impfung 
0 60 34 20 
10 59 35 21 
20 56 34 21 
30 53 34 21 
40 49 32 21 
50 43 29 20 
60 36 25 18 
70 29 20 15 
80 20 15 II 
90 10 8 6 
Tabelle 1 : Jährliche Inzidenz der Infektion pro 10 000 Personen in ei-
nem Geburtsjahrgang 20, 25 und 30 Jahre nach Impfung. Die einge-
setzten Kontaktraten beruhen auf empirischen Daten aus ( 6) 
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Graphische Darstellung von Häufigkeitsverteilungen 
- ein Plotprogramm -
A. Ladas 
Zusammenfassung 
Die graphische Darstellung von Ergebnissen ist ein wichtiger 
Bestandteil jeder Datenanalyse. Für die Software-Unterstüt-
zung solcher Darstellungen sprechen sachliche, praktische sowie 
zeitgemäße Gesichtspunkte. 
Zur Diagrammerstellung far Häufigkeitsverteilungen wurde 
ein Plotprogramm entwickelt (FORTRAN IV, PL/ 1; RZ Uni-
vers. Münster/ Westf., IBM 370, Plotter Modell 1232 der Fa. 
BENSON). Bei der Darstellung wird zwischen Häufigkeitsver-
teilungen qualitativer, diskreter und stetiger Merkmale unter-
schieden. Es kann ein Faktor bzw. eine Anzahl Ausprägungs-
kombinationen mehrerer Faktoren berücksichtigt werden. Dem 
Benutzer stehen jeweils in drei Farben bis zu zehn Schraffurmu-
ster und bis zu 46 Kombinationen von Schraffuren far die An-
fertigung von Histogrammen zur Vetfiigung. 
Das Programm kann auf zwischengespeicherte Ergebnisse 
vorhandener Programmbibliotheken bzw. -systeme (etwa 
SPSS) zugreifen. Eine Dialogversion ist geplant. 
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Summary 
The graphical presentation of results is an important fact for 
each statistical analysis of data. Software-support in this man-
ner of diagram presentation is preferable because of factual, 
practical, and modern aspects of date representation. 
A plot-program is presented for productions of diagrams for 
frequency distributions (using FORTRAN IV, PL/ 1; Comp. 
Cent. University of Münster/ Westf.; IBM 370, Plotter BEN-
SON model 1232). An optical discrimination is suggested for 
graphical presentation of frequency distributions between quali-
tative, discrete and continuous variables. One factor can be ta-
ken into account, but combinations of forms for several factors, 
too. The user can choose three different colours, up to ten hat-
ched patterns, and up to fortysix combinations for making hi-
stograms. 
The program can make access to stored results obtained 
from existing program-libraries or -systems (e.g. SPSS). A dia-
logversion is in planning. 
1. Einleitung und Fragestellung 
Eine zweckmäßige graphische Darstellung empirischer Häu-
figkeitsverteilungen läßt auffällige Eigenschaften, wie Symme-
trie, Schiefe, Mehrgipfligkeit etc., leicht erkennen. Über weite-
re Vorteile sowie Vorsichtsmaßnahmen bei der Anwendung 
von Graphen wird in den statistischen Lehrbüchern und in ein-
schlägigen Arbeiten ausführlich referiert [ 4-7, 9-11, 14-18]. 
Die manuelle Anfertigung solcher Diagramme ist zeit- und 
arbeitsintensiv. 
In den folgenden Abschnitten wird ein Programm zur auto-
matischen graphischen Darstellung von Häufigkeitsverteilun-
gen beschrieben. Es wird mithin eine schnelle Orientierung und 
Bewertung bei der Datenanalyse ermöglicht. Hierzu wurde ein 
Plotprogramm (FORTRAN IV, PLI l) entwickelt [8]. 
Ferner wurde auf eine leichte Programmanwendung sowie 
die Diagrammerstellung von Ergebnissen verschiedener Pro-
grammpakete geachtet. 
2. Plotprogramm 
- Beschreibung und Anwendung -
Oft erfolgt eine graphische Wiedergabe von Häufigkeiten. Das 
vorliegende Plotprogramm bietet eine schnelle, überschaubare 
und mannigfaltige Produktion von Flächendiagrammen (zwei-
dimensional) sowie Histogrammen (Balken- oder Säulendia-
gramme: dreidimensionale graphische Darstellung von Häu-
figkeitsverteilungen). 
Durch gezielte Auswahl und Wechseln der Schraffurart in-
nerhalb eines Diagramms können die Häufigkeiten der Merk-
malsausprägungen auch für einzelne Faktorstufen gut unter-
schieden werden [8]. 
Programmliste, Rechenbeispiele sowie alle Abbildungen können hier 
aus Raumgründen nicht aufgeführt werden. Der größte Teil der Dia-
gramme kann in zwei verschiedenen Schraffurarten erstellt werden. Al-
le Diagramme können mit oder ohne Leerraum zwischen benachbar-
ten Teilflächen bzw. Säulen dargestellt werden. Für Klassenmittelwer-
te kann ein Streckenzug gezeichnet werden. Größere Abstände zwi-
schen Gruppen bei mehrfachen Diagrammen sind möglich (Abb. 1, 2). 
Mehrere Probleme zur Erstellung zwei- und/ oder dreidimen-
sionaler Diagramme können nacheinander berechnet werden. 
Das Programm verfügt über zehn verschiedene (einfach oder 
mehrfach) Schraffurmöglichkeiten (Abb. 3). Die Schraf-
furfarbe ist entweder schwarz-, blau- oder rot-weiß. Es können 
jeweils bis zu 46 problembezogene Schraffurkombinationen 
erstellt werden [8]. 
Testbeispiele im Anhang; Graphenerstellung im Rechenzentrum der 
Universität Münster; IBM 370, PlotterModell 1232 der Fa. BENSON. 
Absolute, relative Häufigkeiten (auch in %) oder beide sind in 
einem Bild darstellbar (Abb. 3). Die Überschrift vervollstän-
digt die jeweilige Abbildung. Sie kann entfallen. Die Größe ei-
nes jeden Diagramms kann angegeben werden. Andernfalls 
wird sie vom Programm festgelegt (proportional: z.B. zu l cm 
Höhe entspricht l 0 %). Die Länge eines Diagramms ist von der 
Anzahl der Teilflächen bzw. Säulen (und Zwischenraum) ab-
hängig. 
Man kann mehrere Graphen unterschiedlicher Größe in ei-
nem Programmlauf produzieren (je Graph bis zu 40 Balken 
oder Teilflächen). 
Folgende Steuerkarten sind je Problem erforderlich : a) Para-
meterkarte, b) Überschriftskarte(n), c) Datenkarten und d) Da-
ten-Endkarte (siehe Anhang). 
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Das ganze Programm umfaßt das Hauptprogr amm mit sechs 
Unterprogrammen [8]. Weitere Modifikationen und Erweite-
rungen (z. B. Skalierungsvariationen der Koordinaten) sind 
möglich. Eine Dialogversion wird entwickelt. 
Die charakteristischen Punkte des vorliegenden Plotpro-
gramms sind 
l . leichte Anwendbarkeit mit 
a) vielen Schraffurkombinationen und-mustern, 
b) Anschaulichkeit, 
c) schneller Diagrammproduktion, 
2. optischer Vergleich von Häufigkeitsverteilungen empiri-
scher Zufallsstichproben zur · 
a) Ergänzung von Listen und Tabellen, 
b) Lokalisierung von Fehlern und Ausreißern, 
c) Gewinnung von Erkenntnissen über Datenverteilungen 
(z.B. Asymmetrie, heterogene Teilgesamtheiten), 
d) Auswahl von mathematisch-statistischen Modellen und 
Verfahren zur weiteren Analyse der Daten, 
3. Verarbeitung von zwischengespeicherten Ergebnissen von 
Programmsystemen (z.B. SPSS), 
4. vielfältige Möglichkeiten für den Benutzer zur Darstellung 
von empirischen Häufkeitsverteilungen (einfache oder 
mehrfache Diagramme, wahlweise zwei- oder dreidimen-
sional). 
3. Diskussion 
Zahlreich und vielfältig sind die graphischen Konstruktionen, 
die - neben Listen, Häufigkeitstabellen etc. - zur Datenpräsen-
tation beitragen können [ 1-7, 16-18]. 
Das vorliegende Plotprogramm ermöglicht die graphische 
Darstellung von Häufigkeitsverteilungen (Perzeption). 
Die praktische Bedeutung der in verschiedenen Programm-
sammlungen (BMDP, SPSS, SIR, IMSL etc.) möglichen Dar-
stellungen von Häufigkeiten als Zeichen-, Flächendiagramme 
oder Histogramme ist teilweise begrenzt, da zu wenig differen-
ziert wird [3, 10, 11]. 
Die hier angewandte dreidimensionale graphische Darstel-
lung (»Säulendiagramm«) ist nur für Häufigkeitsverteilungen 
qualitativer Merkmale reserviert, da ein optisch unterschiedli-
cher Eindruck gegenüber Histogrammen bei stetigen Merkma-
len vermittelt werden soll [8]. Es darf nicht als »volumenmäßi-
ge« Objekt- oder Datenwiedergabe betrachtet oder interpre-
tiert werden [4, 9, 14]. 
Die Lage der einzelnen Säulen in bezug auf die Koordinaten 
hat bei Säulendiagrammen (qualitative Daten) keine Bedeu-
tung. In der Regel gibt die Ordinate zusätzlich absolute oder 
relative ( %)Häufigkeiten an. 
Riedwyl [ 14, S. 20] spricht gegen die Anwendung räumlicher 
Diagramme für Häufigkeitsverteilungen. Die pauschale Ab-
lehnung dreidimensionaler Diagramme sowie die Begründung 
sind aber nicht überzeugend [8]. 
Viele Autoren verwenden unterschiedliche mehrdimensio-
nale graphische Darstellungen, die einen global schnellen, ob-
jektiven, visuellen Eindruck über die jeweiligen Datenvertei-
hmge'n vermitteln (z.B. bivariat verteilte Häufigkeitsverteilun-
gen quantitativer Merkmale [5, 6, 13, 16]). 
Bei der graphischen Datenpräsentation handelt sich um eine 
Unterstützung verbindlicher Entscheidungen. Der Versuch, 
die Daten von Stichproben im Sinne einer optischen Faszina-
tion (Disproportionalität, Farbenkontrast u.ä.) darzustellen, 
sollte Karikaturisten vorbehalten bleiben. 
Die manuelle Erstellung solcher Diagramme erfordert einen 
EDV in Medizin und Biologie 1/ 1983 





i.0 i.0.0 „ 1 .7 
30 
20 22. 1 16.7 19.6 
10 
0 
großen Zeitaufwand. Der Einsatz elektronisch gesteuerter Zei-
chengeräte bietet die Alternative, sich mit vertretbarem Zeitauf-
wand einen guten Überblick über die Daten zu verschaffen. 
Dadurch kann die Forderung von Morgenstern [ 12], jede stati-
stische Datenauswertung mit »Papier und Bleistift« zu begin-
nen, realisiert werden. 
Auf die Möglichkeiten und Voraussetzungen bei der Anwen-
dung des Programms kann nicht ausführlich eingegangen wer~ 
den. Es wird auf die Testbeispiele und Abbildungen verwiesen. 
IN •11 
50 
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Abb. 1 Flächendiagramm : Absol. u. prozentuale Patienten-Verteilung 
nach Diagnosegruppen (!CD-Schlüssel) und Verweildauer (in Tagen) 
einer Psychiatr. Klinik 1977 (M = 273 Männer, F = 270 Frauen, 
M+F = N = 543) 
Abb. 2 Histogramm: Prozentuale Häufigkeit des Alkoholkonsums 
von Patienten einer Chirurgischen Klinik (M = 99 Männer, F = 101 . 
Frauen, M+ F = N = 200insgesamt; Diss. ENGEL, M., 1976 Münster) 
IN l/1 
r,.0 
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Abb. 3 Histogramm : Prozentuale und absolute Häufigkeit funktionel- Literatur 
!er Beschwerden an A = 698 unbehandelten und B = 82 behandelten 
arbeitenden Männern (TOELLE, R. und LADAS, A., 1982) 
Der Benutzer kann durch die Eingabe einer Code-Ziffer (1. 
Wert auf Parameterkarte) ein gezieltes Diagramm für seine Da-
ten erhalten ([8], Anhang). 
Im Rahmen der Weiterentwicklung werden auch die Pro-
grammöglichkeiten weiter ausgebaut. Insbesondere wird die 
Dialogversion eine größere individuelle Flexibilität ermögli- ' 
chen. 
Anhang 
Das folgende Beispiel gibt die Parametereingabe des Pro-





0 0 1 1 0 0.80 
3 HISTOGRAMM: PRO-
ZENTUALE ..... . 
BESCHWERDEN AN 
A=698 ........ . 
ARBEITENDEN MAEN-













225 = Code-Ziffer;* obligat; 
**Sie entfällt, falls Anzahl der Datenkarten (2. Wert auf der 
Parameterkarte) explizit angegeben ist. 
Die Steuerkarten für die Testbeispiele der Abbildungen 1 und 2 
sind entsprechend. 
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NACHRICHTEN UND BERICHTE 
Fourth International Symposium 
on Rapid Methods 
and Automation in 
Microbiology and lmmunology 
Sponsored by the Gerrnan Society for Hygiene and Microbio-
logy 
June 7-10, 1984, Berlin 
Topical Areas: 
Clinical, medical and public health microbiology and immuno-
logy. 
Industrial, environmental and food microbiology. 
Rapid diagnosis, hybridisation techniques, monoclonal anti-
bodies. 
Physical methods of detection. 
Evaluation ofvaccines and antimicrobials. 
Data processing. 
Info: Prof. K.-0. Haberrnehl, Institut of Clin. and Ex per. Viro-
logy of the Free University of Berlin, Hindenburgdamm 27, 
D-1000 Berlin 45 
Third International Conference on 
System Science in Health Care 
Die > Third International Conference on System Science in 
Health Care< wird vom 16.-20. Juli 1984 in München abgehal-
ten. 
Weitere Informationen erhalten Sie über: Dr. Rolf Engel-
brecht, c/o MEDIS Institut der GSF - München, Ingolstädter 




Lehrbuch für die Praxis 
1981, 585 S., DM 220,-
D & PS. Verlag, Pattensen bei Hannover 
Auf dieses Lehrbuch haben wir lange gewartet. Es hat sich aber auch 
gelohnt. Der Verfasserin gebührt für ihre mühevolle Arbeit höchstes 
Lob. 
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Das vorliegende Lehrbuch umfaßt neben allgemeinen Ausführun-
gen zur Sensorik, Angaben zu Prüfungsbedingungen, zur Durchfüh-
rung von Kursen, zu Geschmack, Geruch, Aroma, Textur und Flavour 
sowie die ausführliche Darstellung der gebräuchlichsten sensorischen 
Prüfungen. In den letzten Kapiteln werden dann noch die Organisa-
tion eines Kurses und die Prüferauslese behandelt. Ein ausführliches 
Autoren- und Sachregister (deutsch und englisch) schließt die Darstel-
lung ab. 
Die Zweisprachigkeit im Inhaltsverzeichnis und bei den Einführun-
gen in die einzelnen Kapitel ist bei der zumeist englischen Originallite-
ratur mehr als nützlich, um ggf. Begriffsverwirrungen zu vermeiden. 
Die bis ins kleinste Detail ausgeführten Beispiele ermöglichen es 
dem Leser, wirklich nach diesem Buch zu arb_yiten. Einige Randbemer-
kungen mögen in dieser hektischen Zeit zum Nachdenken anregen. 
Es ist zu erwarten, daß »die Jellinek« bald das Standardwerk der 
Sensorik ist. Ge. 
MöLLER,D. : 
Ein geschlossenes nichtlineares Modell zur Simulation des Kurz-
zeitverhaltens des Kreislaufsystems und seine Anwendung zur 
Identifikation 
Med. Informatik und Statistik Bd. 30 
1981, 225 S., DM 35,-
Springer Verlag, Berlin - Heidelberg- New York 
Die Entwicklung von mathematischen Modellen zur Simulation biolo-
gischer Systeme ist Gegenstand interdisziplinärer Forschung. Der 
Wert solcher Modelluntersuchungen kann nicht hoch genug einge-
schätzt werden. 
In dem vorliegenden Band wird ein vom Autor entwickeltes Verfah-
ren zur Modellierung und Simulation des Kurzzeitverhaltens des 
Kreislaufsystems dargestellt. Ge. 
BRANDT,S.: 
Datenanalyse - Mit statistischen Methoden und Computerpro-
grammen 
2. erw. Auflage 
1981, 464 S., DM 38,-
Bibliographisches Institut, Mannheim - Wien - Zürich 
In der vorliegenden zweiten Auflage wird das Konzept dieses Buches: 
( a) eine Einführung in die mathematische Statistik zu geben und (b) die 
Anwendungen statistischer Methoden für Anwender zu erläutern und 
FORTRAN-Programme bereitzustellen, beibehalten. Erweitert wur-
den die Anwendungsgebiete, und die Zahl der FORTRAN-Program-
me wurde verdreifacht. Die wichtigsten neuen Abschnitte sind : Ele-
mente der Monte-Carlo-Methoden, schnelle numerische und graphi-
sche Analyse von Stichproben, ein FORTRAN-Programm für die li-
neare Rt:gression und die Zeitreihenanalyse. An den Kapitelenden 
wurden Ubungsaufgaben angefügt. Insgesamt wird auch die zweite 
Auflage dieses didaktisch guten Buches wieder für viele Anwenderei-
ne nützliche Hilfe sein. Ge. 
MAGER,H. 
Moderne Regressionsanalyse 
Mit Anwendungsbeispielen aus Biologie, Chemie und Medizin 
Texte zur Chemie und Chemietechnik 
1982, 342 S., ca. DM 128,-
0tto Salle Verlag Frankfurt am Main - Berlin - München 
Verlag Sauerländer Aarau - Frankfurt am Main - Salzburg 
Die Regressionsanalyse ist dasjenige biometrische Verfahren, auf dem 
ein statistisch interessierter Anwender seine ersten Gehversuche zu ma-
chen pflegt und fast in;imer strauchelt. Dieses Feld ist voller Fallstricke, 
insbesondere wenn es um die Deutung von Auswertungen geht. 
Die vorliegende erste deutschsprachige Monographie sollte nach 
der Absicht des Autors ein Buch vom Anwender für Anwender werden, 
sie ist tatsächlich ein sehr anspruchsvolles Buch vom anwendungsori-
entierten Biometriker für den anwendungsorientierten Biometriker ge-
worden. Statistische Grundbegriffe und Matrixalgebra - beides in kur-
zen Einführungskapiteln angefügt-müssen vom Leser beherrscht wer-
den. Dieser wird dafür belohnt, rasch und leicht lesbar auf den Stand 
des Wissens des Jahres 1978 gebracht zu werden. Wer die explodieren-
de Literatur auf diesem Gebiet verfolgt, wird diese in guter Auswahl zi-
tiert finden, bestätigen, daß dies ein hoher Stand ist, und den nicht 
niedrigen Preis des Buches für angemessen ansehen. 
Man wünscht dieser Monographie eine Leserschaft auch außerhalb 
von Chemie und Chemietechnik, seiner nächsten Auflage je ein ele-
mentares Kapitel über Verallgemeine!")lngen auf den nicht-linearen 
und den multivariaten Fall sowie eine Uberarbeitung der Notationen, 
damit die Anmerkung des Autors zu den Formelzeichen »In Ausnah-
mefällen kann die Bedeutung der hier aufgeführten Größen im Textei-
ne andere sein« entfallen kann. Fi. 
Springer Series in Statistics 
ANSCOMBE, F. J.: Computing in Statistical Science through APL. 
1981. 426 pages. Cloth approx. DM 47,-; approx US$22.00 
ISBN 3-540-90549-9 
Dieses Werk behandelt aus der Sicht des Autors die Anwendung der 
Programmiersprache APL im Bereich des statistischen Computing. 
Der Einfluß des Computers in der Statistik sei vergleichbar mit dem 
Einfluß der Mathematik auf die Statistik. Es wird deutlich herausge-
stellt, wie die von K. E. Iverson eingeführte Notation, die ursprünglich 
dazu dienen sollte, dem Menschen die einzelnen Schritte eines Algo-
rithmus in leicht verstehbarer Form darzustellen, in hervorragender 
Weise für eine interaktive Programmiersprache geeignet ist. Dadurch 
wird der Statistiker in die Lage versetzt, auch das von ihm verwendete 
Computerprogramm zu lesen und zu verstehen, was bei den meist in 
Fortran geschriebenen Statistikprogrammen nicht der Fall ist. Nach 
Meinung des Autors sollte ein Statistiker ebensowenig ein Computer-
programm verwenden, das er nicht lesen und verstehen könne, wie ~ich 
auf einen mathematischen Satz stützen, den er nicht selber beweisen 
könne. 
Das Buch enthält 2 Abschnitte: Teil A- Beschreibung von APL, und 
Teil B - Experimente in der statistischen Analyse. 
Anhand typischer statistischer Berechnungen wird einführend dar-
gestellt, was der Begriff »Programmierung« im wesentlichen beinhal-
tet und wie hier vorteilhaft die APL-Notation verwendbar ist. Darauf 
aufbauend werden Skalarfunktionen (primitive Funktionen) und der 
Syntax von APL erläutert. Das Kapitel über Arrays, das außer Vekto-
ren und zweidimensionalen Matrizen auch mehrdimensionale Matri-
zen einschließt, läßt deutlich den Vorteil von APL im statistischen 
Computing gegenüber herkömmlichen Programmiersprachen erken-
nen, zumal die Anwendung primitiver Funktionen auf Arrays in einfa-
cher Weise Operationen erlaubt, die in anderen Programmiersprachen 
nur mit großem Aufwand möglich sind. Die Leistungsfähigkeit des 
APL kommt nicht nur im numerischen Bereich, sondern vor allem auch 
in der Verarbeitung und Bearbeitung von Texten zum Ausdruck, wie an 
Beispielen demonstriert wird. Übungsaufgaben vertiefen und ergän-
zen den Stoff. 
Der Teil B des Buches ist der statistischen Datenanalyse gewidmet 
und betrachtet Zusammenhänge zwischen statistischer Theorie und 
statistischem Computing. Sehr ausführlich werden Zeitreihen-, Re-
gressions- und Kontingenztafelanalysen inje einem Kapitel behandelt. 
In diesen Kapiteln kommt ein weiterer Vorteil von APLzum Ausdruck, 
-nämlich die leichte Realisierung spezieller statistischer Verfahren in 
Form von Computerprogrammen, die in der Regel nicht in dem Ange-
bot statistischer Programmpakete zu finden sind, wie z.B. die robuste 
Anpassung einer Regression nach P. J. Huber. 
Im Anhang werden im Rahmen von zwei Aufsätzen der Stand der 
Statistik als Wissenschaft diskutiert, gefolgt von einem Kapitel über 
Anpassungstests bei Regression und die Größe des Vorhersagefehlers 
eines Zeitreihenmodells. Das Buch schließt ab mit statistischen APL-
Programmen des Autors. 
Der interessant zu lesende Inhalt dieses Buches ist wesentlich von 
den Erfahrungen des Autors mit APL innerhalb der Statistik bestimmt 
und wird sicher nicht wenige dazu anregen, statistische Probleme in 
APL zu formulieren. - Zur systematischen Erlernung von APL als Pro-
grammiersprache ist dieses Buch weniger geeignet. Hier bieten sich die 
folgenden drei Taschenbücher an: 
Athenäum Taschenbücher: 
JANKO, W. H.: APL I - Eine Einführung in die Elemente der Sprache 
und des Systems. 
1980, 173 Seiten, AT 5023 (DM 14,80). 
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APLH/ 1 und 2- eine weiterführende Darstellung der Sprache und des 
Systems mit Anwendungen. 
1981, 526 Seiten, AT 5024 (DM 22,80) und AT 5025 ( DM 26,80). 
Diese drei Bände, ein in sich geschlossenes Lehrwerk, entstanden im 
Rahmen der wirtschaftswissenschaftlichen Informatik-Ausbildung, 
um Studenten ohne besondere Kenntnisse in der Informatik in den Ge-
brauch von Programmiersprachen einzuführen. Dieser fachspezifische 
Hintergrund bedeutet jedoch keine Einschränkung auf Wirtschafts-
wissenschaftler. Im Gegenteil, Wissenschaftler aus anderen Fachge-
bieten wie z.B. der Biologie oder Medizin können aus den didaktisch 
gut dargestellten Beispielen lernen, wie mit minimalem Aufwand Pro-
bleme formuliert und gelöst werden. 
Der Lehrstoff des ersten Bandes ist nach zunehmendem Schwierig-
keitsgrad geordnet. Die Darstellung selbst ist so ausführlich gehalten, 
daß der Leser auch ohne Informatikkenntnisse sich den Stoff mühelos 
und ohne fremde Hilfe aneignen kann. Die ersten drei Kapitel vermit-
teln die erforderlichen Grundkenntnisse für die APL-Datenstation, die 
Kommunikationen mit dem APL-System, den APL-Zeichensatz, die 
Darstellung von Informationen in APL und elementare Funktionen 
wie arithmetische und logische Skalarfunktionen. Dabei wird die mo-
nadische und dyadische Verwendung der Funktionen nicht nur aus-
führlich beschrieben, sondern an Beispielen auch so dargestellt, daß 
ein Anfänger ohne Schwierigkeit entsprechende Aufgaben am Termi-
nal nachvollziehen kann. Die trigonometrischen Funktionen sind ta-
bellarisch und grafisch übersichtlich zusammengestellt. Aufgaben 
schließen jedes Kapitel ab, so daß der Leser nicht nur den Gebrauch 
der relationalen und logischen Funktion, sondern vor allem ihre viel-
seitige nützliche Anwendung kennenlernt. Das vierte Kapitel macht 
den Leser mit deni Schreiben von Programmen in APL vertraut. Aus-
führlich werden die Schritte vom Problem zum Programm dargestellt. 
Sehr detailliert werden die beim Schreiben einer APL-Funktion auftre-
tenden Korrekturen behandelt. Systembefehle und Lösungsvorschläge 
für die Übungsaufgaben schließen den ersten Band ab. 
Der zweite Band (Teil 1 und 2, 526 Seiten) vermittelt denen, die in-
tensiv mit APL als Notation oder als Programmiersprache auf der 
Grundlage des ersten Bandes weiterarbeiten wollen, die Funktionen 
und Operatoren zur Bearbeitung von APL-Strukturen wie Vektoren, 
Matrizen und Hypermatrizen. Besonders hervorzuheben sind hier die 
didaktisch sehr gut ausgeführten Abschnitte, die den Definitionen ge-
widmet sind. Diese werden in dem gesamten Werk strikt durchgehalten 
und erleichtern dem Leser vor allem die Querverbindungen zu den ver-
schiedenen Ausführungen mittels APL. In dieser übersichtlichen Dar-
stellung kann selbst ein mit APL bereits vertrauter Wissenschaftler 
manche Hinweise für elegante und effiziente Lösungen finden. Das gilt 
erst recht für die Kapitel über die Implementation und Darstellung von 
Problemlösungen in APL sowie für das Kapitel über gemeinsame Va-
riable. In einem abschließenden Kapitel zur Weiterentwicklung der 
Sprache APL kommt zum Ausdruck, daß zukünftige APL-Versionen 
ein immer mächtiger werdendes sprachliches Instrument zur Verfü-
gung stellen und dadurch APL nicht nur als Programmiersprache, son-
dern auch als Beschreibungssprache fördern. - Besonders hervorzuhe-
ben sind die ca. 50 Seiten umfassende tabellarische Darstellung von 
APL und ca. 80 Seiten Lösungen für die Aufgaben in den einzelnen Ka-
piteln. E. Weber, Heidelberg 
TALLARIDA, R. J., and MURRAY, R. B.: 
Manual of Pharmacologic Calculations with Computer-Programs 
1981, 150 S., DM 33,-
Springer Verlag, Berlin - Heidelberg- New York 
Dieses Buch enthält 33 Computerprogramme, die bei der Beurteilung 
der Wirksamkeit und Sicherheit von Medikamenten von Bedeutung 
sind. Im ersten Teil werden die benutzten Verfahren erläutert und im 
zweiten Teil sind die BASIC-Programme (Microsoft-BASIC) zusam-
men mit Ausdrucken für Testbeispiele wiedergegeben. Die Darstellung 
ist so klarund übersichtlich, daß es keine großen Schwierigkeiten berei-
ten dürfte, die Programme auf eigenen Rechnern zu adaptieren, wenn 
man nicht die angebotenen Kassetten oder Disketten erwerben will. 
HERMAN, G. T., and NATTERER, F. (Ed.): 
Mathematical Aspects of Computerized Tomography 
Lecture Notes in Medical Informatics Bd. 8 
1981, 309 S., DM 47,50 
Springer Verlag, Berlin - Heidelberg- New York 
Ge. 
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32 Buchbesprechungen 
Die vorliegenden Proceedings einer Tagung im Frühjahr 1980 in Ober-
wolfach geben einen Einblick in den gegenwärtigen Stand der For-
schung über die analytischen und numerischen Probleme der Compu-
ter-Tomographie. Die Referate wurden von Mathematikern, Physi-
kern und Ingenieuren gehalten. Ge. 
RICHTER, 0 .: 
Mathematische Modelle für die klinische Forschung: enzymati-
sche und pharmakokinetische Prozesse 
Med. Informatik und Statistik Bd. 32 
1982, 196 S., DM 35,-
Springer Verlag, Berlin - Heidelberg- New York 
Nach einer Einführung in die Problematik werden kurz die Methoden 
der Modellbildung und die notwendigen numerischen Verfahren be-
handelt. Daran schließt sich an ein Abschnitt über die Grundgleichun-
gen der Pharmakokinetik und die Dynamik biochemischer Prozesse. 
Die weiteren vier Kapitel behandeln je eine konkrete Problemstellung, 
wobei neben dem jeweiligen mathematischen Modell Simulations-
rechnungen und Vergleichsrechnungen mit aktuellen Befunden durch-
geführt werden. Die Abhandlung besticht durch ihre klare und über-
sichtliche Darstellung. Ge. 
VICTOR, N., DUDECK, J., und BROSZIO, E. P. (Hrsg.): 
Therapiestudien. 26. Jahrestagung der GMDS 1981 
Med. Informatik und Statistik Bd. 33 
1981 , 600 S., DM 69,-
Springer Verlag, Berlin- Heidelberg- New York 
Die große Zahl der Teilnehmer an der 26. Jahrestagung unterstrich die 
Aktualität des Themas. Die Herausgeber haben es verstanden, die vor-
liegenden Manuskripte thematisch ausgezeichnet zu ordnen. Damit 
liegt hier eine Zusammenstellung vor, die die ganze Breite dieses The-
menbereiches umfaßt, wobei nicht nur befürwortende, sondern auch 
kritische Anmerkungen zu finden sind. Die ethischen Probleme wer-
den ebenso angesprochen wie auch die rechtliche Situation. Insgesamt 
ergibt das eine Darstellung, die wohl noch häufig benutzt und zitiert 
werden wird, wenn es um die Befürwortung oder die Ablehnung von 
Therapiestudien geht. Ge. 
HAINDL, Tu.: 
Einführung in die Datenorganisation: konventionelle Datenverar-
beitung - Datenbanken - TP-Monitore 
1982, 216 S., DM 69,-
Physica-Verlag, Würzburg- Wien 
In der heutigen Datenverarbeitung nimmt die Verwaltung von Daten-
beständen einen wesentlichen Raum ein. In den ersten Kapiteln des 
vorliegenden Buches werden einige Grundbegriffe behandelt, wie z.B. 
konventionelle Datenverarbeitung, Dateiverwaltungskonzepte, Archi-
tekturen von Datenbanksystemen. Als Beispiele für Datenbankkon-
zepte werden dann sehr ausführlich IMS und ADABAS beschrieben, 
wobei es im Detail bis zu COBOL-Statements geht. Im zweiten Teil 
wird der Begriff der TP-Monitore und als Beispiel der TP-Monitor 
CO M-PLETE dargestellt. 
Die ganze Abhandlung ist etwas einseitig auf bestimmte Rechnerty-
pen und Betriebssysteme eingeengt, ohne zu berücksichtigen, daß es 
heute schon leistungsfähige Betriebssysteme gibt, die die hier aufge-
zählten Forderungen ohne zusätzliche TP-Monitore erfüllen. Ge. 
LöTHE, E. und QuEHL, W. 
Systematisches Arbeiten mit BASIC 
1982, 188 S., DM 19,80 
B. G. Teubner, Stuttgart 
Programmieren bedeutet nicht nur Beherrschen von Sprachen und 
Programmiersystemen auf einem konkreten Rechner, sondern auch 
die Fähigkeit, Probleme zu lösen, und zwar so, daß sie mit Hilfe eines 
Computers bearbeitet werden können. In der vorliegenden Darstel-
lung w.ird eine Einführung in BASIC mit einer Anleitung zur Lösung 
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von Problemen verbunden. Die dabei auftretenden Schwierigkeiten im 
Zusammenhang mit der Begrenztheit der Sprache BASIC werden 
überraschend gut gemeistert. Es entstand so ein Buch, das ganz allge-
mein empfohlen werden kann. Ge. 
HARTUNG, J., ELPELT, B. und KLöSENER, K.-H. 
Statistik 
Lehr- und Handbuch der angewandten Statistik 
1982, 806 S., DM 98,-
R. Oldenbourg, München - Wien 
Bei diesem Buch zeigt sich wieder einmal, daß man für eine einigerma-
ßen umfassende Behandlung der statistischen Methoden Platz benö-
tigt. Die hier vorliegende Darstellung ist aber nicht nur ein ausgezeich-
netes Lehrbuch im üblichen Sinn sondern vielmehr ein Handbuch für 
jeden, der statistische Probleme im Zusammenhang mit Experimenten 
oder Erhebungen zu lösen hat. Dabei wendet es sich praktisch an alle 
Fachbereiche. Die ausführlichen Beispiele sind so sorgfältig bearbei-
tet, daß sie auch einem ungeübten Leser die Problematik der entspre-
chenden Methode oder Schlußweise deutlich machen. Insgesamt ein 
empfehlenswertes Buch. Ge. 
FUCHS-K!TTOWSKI, K. et al. (Hrsg.) 
Beiträge zum III. Wissenschaftlichen Kolloquium zur Organisation 
der Informationsverarbeitung »Probleme der Informatik in Medizin 
und Biologie« 
Abhandlungen der Akademie der Wissenschaften der DDR- N 4 1981 
1982, 493 S., DM 78,-
Akademie Verlag Berlin 
Der jetzt erst vorliegende Konferenzband einer Veranstaltung von En-
de Januar 1978 hat eigentlich nur noch historische Bedeutung. Die 
technische Entwicklung ist gerade in diesem Bereich noch so rasant, 
daß von den Vortragsaussagen nur wenige Grundprinzipien erhalten 
blieben. Dennoch überrascht die behandelte Breite der Anwendungen. 
KINDER, H.-P., Os1us, G. und TIMM, J. 
Statistik für Biologen und Mediziner 
1982, 379 S., DM 42,-
Vieweg & Sohn, Braunschweig - Wiesbaden 
Ge. 
Bei der großen Zahl an Statistikbüchern fällt es schwer, das vorliegende 
Buch einzuordnen, von dem die Verfasser selbst sagen, daß es keine 
Rezeptsammlung aber auch kein abstraktes Lehrbuch sein soll. Viel-
leicht betrachtet man die Zusammenstellung einfach als ein gutes Vor-
lesungsmanuskript, das manche gute und originelle Darstellung ent-
hält und auf viele Dinge eingeht, die oft in vielen Statistikbüchern feh-
len. So wird dem Problem der Fragestellung und der adäquaten Mo-
dellbildung ein breiter R<[um gewidmet. Ergänzt wird die Abhandlung 
durch eine Anzahl von Flußdiagrammen, die gegebenenfalls leicht in 
entsprechende Programme umgesetzt werden könnten. Ge. 
BASTIAN, M. 
Datenbanksysteme 
1982, 196 S., DM 19,80 
Athenäum Verlag, Königstein/ Ts. 
In dem vorliegenden Taschenbuch wird eine ausgezeichnete Einfüh-
rung in die Problematik im Zusammenhang mit Datenbanken gege-
ben. Dabei werden das Datenmodell der CODASYL Data Base Task 
Group sowie das Relationenmodell ausführlich behandelt. 
Einen breiten Raum nehmen neuere Ergebnisse im Zusammenhang 
mit dem (rechnergestützten) Entwurf relationaler Datenbanken ein. 
Probleme der Datenorganisation und des Datenbankzugriffs werden 
sowohl beim CODASYL-Modell imusammenhang miter neuen Dat-
Storage Description Language (DSDL) als auch exemplarisch am rela-
tionalen System R angesprochen. 
Den Aspekten der Datenintegrität, der Datensicherung und des Da-
tenschutzes werden besondere Kapitel gewidmet. Die Erörterung der 
Datensicherungs-Problematik umfaßt dabei auch statistische Daten-
banken sowie kryptographische Methoden. Ge. 
