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Abstract
Variants of classical data compression paradigms by Ziv, Lempel, and Welch are proposed in which the phrases used in
compression are selected among suitably chosen strings of intermittently solid and wild characters produced by the auto-
correlation of the sourcestring. Adaptations and extensions of the classical ZL78 paradigm as implemented by Welch are
developed along these lines, and they are easily seen to be susceptible of simple linear time implementation. Both lossy and
lossless schemata are considered, and preliminary analyses of performance are attempted.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Ziv and Lempel designed a class of compression methods based on the idea of self reference: while the textﬁle
is scanned, substrings or phrases are identiﬁed and stored in a dictionary, and whenever, later in the process,
a phrase or concatenation of phrases is encountered again, this is compactly encoded by suitable pointers or
indices [11,20,21]. Of the existing versions of the method, we recapture below Welch’s implementation of [21],
which we shall refer to as LZW , incarnated in the compress command of UNIX. This version is reported in
Fig. 1.
For the encoding, the dictionary is initialized with all the characters of the alphabet. At the generic iteration,
we have just read a segment s of the portion of the text still to be encoded. With  the symbol following this
occurrence of s, we now proceed as follows: If s is in the dictionary we read the next symbol, and repeat with
segment s instead of s. If, on the other hand, s is not in the dictionary, then we append the dictionary index
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Fig. 1. LZW.
Fig. 2. Top Half: Illustrating LZW parse and encoding as applied to the string ababaacacbcaabcbbbac. Each integer in the sequence of the
top row is the encoding of the phrase appearing immediately beneath it, in the second row. The third row shows the new entry that is added
to the trie once the phrase is parsed that appears immediately above that entry. The last row shows the integer encoding of the trie entry
immeditaely above it. Bottom Half: Lossless LZWA parse for the same string. Here, a pair (i, j) in the ﬁrst row indicates the encoding of a
phrase as resulting from the shufﬂe of the ith phrase of the dictionary and the jth resolver (j = 0 means no resolver).
of s to the output ﬁle, and add s to the dictionary; then reset s to  and resume processing from the text
symbol following . Once s is initialized to be the ﬁrst symbol of the source text, “s belongs to the dictionary” is
established as an invariant in the above loop. As an example, the string s = ababaacacbcaabcbbbac is parsed as
in the top section of Fig. 2. Note that the resulting set of phrases or codewords obeys the preﬁx closure property,
in the sense that if a codeword is in the set, then so is also every one of its preﬁxes. The ﬁgures illustrate this
operation.
LZW is easily implemented in linear time using a trie data structure as the substrate [20,21], and it requires
space linear in the number of phrases at the outset. Another remarkable property of LZW is that the encod-
ing and decoding are perfectly symmetrical, in particular, the dictionary is recovered while the decompression
process runs (except for a special case that is easily taken care of ).
Lossy compression by textual substitution has been variously deﬁned and studied in recent years. We refer
to, e.g., [7,12] for recent surveys of motivation and results. Most of the lossy extensions of ZL schemata proceed
by ﬁnding a best match, within an assigned ﬁdelity, between the incoming stream and the already seen portion
of the text or some suitably pre-arranged external dictionary. Irrespective of the criterion used to ﬁnd such an
optimum match, the search itself is inherently time consuming. From the standpoint of computation, the reason
for this resides ultimately with the fact, that pairwise matching of symbols is transitive while mis-matching is
not. One more difﬁculty may be introduced by the need to preserve the information relative to the positions of
mismatches in a phrase, which poses extra overhead in encoding. The state of the art and challenges ahead are
nicely captured in [7]:
“All universal lossy coding schemes found to date lack the relative simplicity that imbues Lempel–
Ziv codes and arithmetic codes with economic viability. Perhaps as a consequence of the fact that
approximate matches abound whereas exact matches are unique, it is inherently much faster to look
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for an exact match that it is to search from a plethora of approximate matches looking for the best,
or even nearly the best, among them. The right way to trade off search effort in a poorly understood
environment against the degree to which the product of the search possesses desired criteria has long
been a human enigma. This suggests it is unlikely that the “holy grail” of implementable universal
lossy source coding will be discovered soon.”
The emphasis in this paper is on speed of encoding and decoding, which will rest in particular on an effective,
implicitly encodable choice of the gap positions in a phrase. The family of methods considered is inspired by the
notion of a motif. In a motif driven LZW parse, dictionary entries correspond to strings written on the alphabet
 ∪ {_}, where “_” represents a wildcard or “don’t care” symbol that may take up one of several speciﬁcations.
Allowing don’t cares leads to an increase of the average length of phrases hence to a decrease in their number.
As the sample tables reported here from [5,2,3] display, savings can be dramatic for inputs such as images and
signals, in which the gaps can be ﬁlled by interpolation at the receiver with negligible loss. As it turns out,
however, improvements are also seen in lossless schemata in which a dictionary of resolvers must be added to
disambiguate the don’t cares in the phrases.
We are also interested in assessing performance, expressed in terms of asymptotic compression bounds and
related coding theorems, though this seems less easy in our framework. To enucleate a rough rule of thumb, one
might compare encodings under the rosiest possible scenario, that is, by assuming that allowing k don’t care
in each phrase will increase by k the size of each phrase and hence reduce by a factor of k the total number of
phrases. In other words, for every iteration of the standard LZWparse, the parser would now keep going k times
and skip as many commas. In lossless implementation, however, this will come at a cost of doubling the code
for each phrase. In fact, as will be seen in Section 3, in this case we need to transmit, together with the code of
each phrase (representing a string on  ∪ {_}), also the code of the resolver string (on ) needed by the decoder
to ﬁll the gaps. As is known (see, e.g., [11]) , if t is the number of phrases produced by the standard LZW for an
input of size n, the number L of bits in the corresponding encoding is
L ≈ (t) log(t)
Under our assumptions, the output size would become
L′ ≈ 2
(
t
k
)
log
(
t
k
)
thereby inducing a gain expressed, e.g., as
L′
L
≈ 2
k
(
1 − log(k)
log(t)
)
which is positive for t > k . The last expression gives qualitative insight into the gain that can be expected. In
practice, things are different. To begin with, if a phrase is now the concatenation of k + 1 shorter phrases, the
chance of this extended phrase appearing again in the text is decreased.
Both in lossless and lossy implementations, having to specify where the don’t cares reside within each phrase
would be simply prohibitive. The phrases used in the present paper are a deterministically generated set of
approximate patterns with don’t cares, that result from the self-correlation of the source-string. In so far as this
rigidly dictates the structure of phrases, it might affect the compactness of the encoding; in exchange, it affords
computation in linear time. The particular choice made is inspired by recently developed combinatorial notions
and properties that set the framework for picking don’t cares. These are highlighted next. We refer to [4] for a
more formal treatment.
A motifw in a string x is an element of or any string on · ( ∪ {_})∗ · together with its list of occurrences
Lw in x. A motif that occurs at least q times in x is a q-motif. Motif w is maximal if we cannot make it more
speciﬁc or longer by adding solid characters while retaining Lw (up to a uniform offset d , |d | ≥ 0). A maximal
motif w is irredundant if w and Lw cannot be deduced by the union of a number of lists of other maximal motifs.
Let now x and y be two strings with m = |x| ≤ |y| = n. The consensus of x and y is the string z1z2...zm on ∪ {_}
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deﬁned as: zi = xi if xi = yi and zi =“_” otherwise (i = 1, 2, ...,m). Deleting all leading and trailing don’t care
symbols from z yields a (possibly empty) 2-motif that is called the meet of x and y . A set B of motifs capable of
generating all other 2-motifs in a string is called a basis. A linear-sized basis of irredundant 2-motifs can be built
incrementally in time O(n3) using the property that every irredundant 2-motif in s is the meet of two sufﬁxes of
s [4]. Motif-based off-line algorithms were introduced and tested in [2,3,5]. The majority of those applications
assume a preprocessing to extract motifs from the textstring.
The remainder of the paper is organized as follows. In the next section, we evoke a match length and recur-
rence time backstage for our algorithms. Next, we develop and analyze the algorithm of Fig. 3 and some of its
variants. Following that, we compute projected compressions in correspondence with extremal sequences. Some
tables reporting from experiments are given after that, and a list of conclusions and plans for future work close
the paper.
2. Match lengths
Most of the lossy extensions of ZL schemata proceed by ﬁnding a best match, within a given ﬁdelity, between
the incoming stream and the already seen portion of the text or some suitably pre-assigned external dictionary.
Possible schemes along these lines include, e.g., adaptations of those in [14], or more radical schemes in which
the innovative add-on inherent to LZW phrase growth is represented not by one symbol alone, but rather by
that symbol plus the longest match with the substring that follows some previous occurrence of the phrase. We
go back to the rough estimate made at the beginning and consider the expected length of a phrase assuming a
maximum density d of mismatches per phrase. More formally, we will take the per-symbol distortion d(w, wˆ) for
two strings of m characters to be the average Hamming Distance
d = 1
m
m∑
i=1
d(wi , wˆi)
where d(wi , wˆi) = 1 if wi /= wˆi and d(wi , wˆi) = 0 if wi = wˆi . An average ﬁdelity f = 1 − d is naturally associated
with a distortion of d .
For ﬁxed d or f assuming a source that emits symbols with an iid distribution, consider two strings of m
characters and set
p =
||∑
i=1
p2i
the average probability of a single match, where pi is the probability associated with the ith character of the
alphabet. Then, the probability of a match at distortion d or ﬁdelity f between the two strings is
B(m, p , f ) = p(mf )(1 − p )(m−mf )
(
m
mf
)
= p(mf )(1 − p )(md ) m!
(md )!(mf )! .
Using Stirling approximation ln(n!) = n(ln n− 1) on the logarithm of B(m, p , f ), and going back by expo-
nentiation we get, after easy passages:
B(m, p , f ) = e−mH(f ,p )
where H(f , p ), deﬁned as
H(f , p ) = f log
(
f
p
)
+ (1 − f ) log (1 − f )
(1 − p ) + c
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with c a constant, is the relative entropy or Kullback–Liebler distance between the f and p “coins”. H(f , p )
is always positive, as a consequence of Gibbs theorem, well known to physicists, according to which for two
distributions (actually, sets of real numbers of same sum) pi and qi
−
n∑
i=1
pi log pi ≤ −
n∑
i=1
pi log qi.
We may estimate the length of a longest match at distortion d between the incoming phrase and those
already in the dictionary by computing the longest such match that occurs anywhere between two indepen-
dent, left justiﬁed random sequences. Formally, for two random sequences X1,X2, ...,Xi , ... and Y1, Y2, ..., Yi , ..., let
Ci ≡ I(Xi = Yi) be deﬁned to have value 1 if Xi = Yi , (i = 1, 2, ..., j, ...) and 0 otherwise, and let
R
f
n = max
⎧⎨⎩m : fm ≤ ∑
1≤k≤m
Ci+k , 0 ≤ i ≤ n− m
⎫⎬⎭ .
By a known result by Erdös–Rényi, when the Ci’s are independent Bernoulli variables with probability p and
p < f ≤ 1, we have that
P
(
R
f
n
log(n)
→ 1H(f , p )
)
= 1.
In intuitive terms, this can be derived by taking e−mH(f ,p ) as the probability of a dense headrun of length
m in a series of coin tossing, and forcing such a headrun to occur with certainty at any one of about n starting
positions. Thus, setting:
1 = ne−mH(f ,p )
we obtain
R
f
n = m = log(n)H(f , p ) .
Note the analogy of the above with the Asymptotic Equipartition Property for an i.i.d. random source, which
states that the logarithm of the inverse of the probability (which is, by Kac’s Lemma, the expected logarithm of
the recurrence time) of a string, divided by its length, is close to the entropy [8,17].
It is easy to see that forfeiting the search for the longest match has the undesired effect of bringing the size of
the expected match length down to a constant. With
p =
||∑
i=1
p2i
the probability of a single match, the probability of a match of length exactlym is pm(1 − p ). The corresponding
average value or expected length is
∑
mpm(1 − p ) and is computed according to the formula∑
kxk = x
(1 − x)2
for |x| < 1. Hence, the expected length is the well known p/(1 − p ).
Allowing a density of d for don’t cares, the probability of one match becomes [d + (1 − d )p], whence that of
exactly m matches becomes
IˆP = [d + (1 − d )p]m(1 − d )(1 − p ) = [1 − (1 − p )(1 − d )]m(1 − d )(1 − p )
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We can write
IˆP = (1 − d )(1 − p )
m∑
k=0
(
m
k
)
[(p − 1)(1 − d )]k .
Note that since x = d + (1 − d )p is a probability (the probability of a single match) we must have
0 ≤ x ≤ 1
hence
−1 ≤ x − 1 = (p − 1)(1 − d ) = (d − 1)(1 − p ) ≤ 0.
If we stipulate that |x| < 1, then we can use the fact that for any (integer or non-integer) m
IˆP = (1 − x)(1 + x)m = (1 − x)
m∑
k=0
(
m
k
)
xk =
∞∑
k=0
(
m
k
)
xk .
If now, in∑
kxk = x
(1 − x)2
we set x = d + (1 − d )p we get the new expected match length
mˆ = d + (1 − d )p
(1 − p )(1 − d ) .
Thus the ratio of the average match allowing a distortion of d over that of no distortion is
mˆ
m
= d + (1 − d )p
(1 − p )(1 − d ) ·
(1 − p )
p
= d + (1 − d )p
p(1 − d ) = 1 +
d
p(1 − d ) .
The discussion of this section seems to suggest that ﬁnding a longest match is crucial to parsing schemata that
aimed at asymptotic entropy rate. However, one key factor that presides over the performance of ZL methods is
the distinctness of phrases in a parse [8,11]. In the next section, we introduce a mechanism, patterned after LZW,
for producing in linear time both lossy and lossless parses consisting of distinct phrases which deterministically
allocate gaps and the distortion that goes with them.
3. Motif driven ZL compression
As mentioned, motif based off-line compression show good performance [2,3,5] on a variety of inputs. Those
approaches may be regarded as “external dictionary” schemes, in that we start with a set of irredundant motifs
already given. It is natural to inquire into the structure of ZL and LZW parses which would use these patterns
in lieu of exact strings. In other words, the task of vocabulary build-up is assigned to the growth of (candidate),
perhaps irredundant, 2-motifs. We will now ﬁrst examine brieﬂy the “natural” adaptations along these lines of
the two main paradigms of Ziv–Lempel compression, respectively, known as ZL77 and ZL78 [20,21] (for the
second one, we consider its subsequent implementation by Welch [16] desribed at the beginning). Both variants
could have lossy and lossless versions, which should be dealt with separately. Once the implications of those
schemes will be understood, we shall be ready for a more radical approach.
At the generic step, ZL77 has parsed and encoded the ﬁrst i − 1 symbols of the source x and looks for the
longest preﬁx of the remaining sufﬁx that matches some previously seen substring. With j the starting position
of that substring, l its length and  the character immediately following it, the new phrase in the parse is encoded
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by the triplet (j, l, ). In our lossy variant, wemust assume that amaximum acceptable density d of don’t cares, is
prescribed. At the generic step, we thus look for the densest 2-motif beginning at i and at some j < i and encode
it by a triplet in much the same way as in the traditional ZL scheme. For the lossless variant, the threshold d
might or might not be deﬁned, but we must encode, in addition to the triplet, the mismatching characters along
with their positions. It may be expected that this overhead will take too high a toll on the encoding, whence this
scheme might be viable for lossy compression only. There, don’t cares can be left unresolved or copied from an
interpolated or erroneous character.
We look next at possible adaptations of LZW, Welch’s implementation of ZL78. As seen, dictionary entries
correspond here to strings written on the alphabet  ∪ {_} (the dictionary is still initialized only by characters
of , as before). To ﬁnd the next phrase in the parse, beginning, say, at position i of the text, we look for a
longest phrase in the dictionary that matches the still un-parsed sufﬁx of the source and appearing at least twice
so far (to trigger this invariant condition, it sufﬁces to prepend the string of symbols of  to the source string
x). Let s be this phrase and h its index in the dictionary. We use the reference number h to encode the current
phrase. The next step is the augmentation of the dictionary of phrases. For this, we look for a longest match
with up to k mismatches (or within a maximum density of d) between the sufﬁx starting at i and the one that
begins at the leftmost occurrence of w. (If this string extends beyond i then it is truncated at i − 1, to secure
self-feeding in decoding.) We may create an extension in the dictionary corresponding to this new word, and
give it a suitable index. In the lossless implementation of this scheme, we would also have to append to this node
a list of positioned characters that distinguish, and will enable to reconstruct, the new occurrence from the old
one. Like for the ZL77 scheme, this might be bulky in general. To mitigate this problem, a new phrase could
be described by the pair of indices of two past phrases. Still, the encoding of a single phrase doubles in format
and probably in size in this way. As seen next, a more compact encoding stems from a closer adherence to the
original parse.
The generic stage of LZW may be considered as consisting of two parts, as follows. In the ﬁrst part (hereafter,
seek phrase), a longest matching phrase from the dictionary is found, and its index is appended to the output.
In the second, the one-symbol extension of the current occurrence of the phrase is added to the dictionary for
possible future reference. In our lossless adaptation, Part 1 is identical, except that the output now must contain
both the reference to the phrase and also the characters for its disambiguation. This is achieved through the use
of two dictionaries that grow hand-in-hand, whereby a phrase is resolved in the shufﬂe of a word from the main
dictionary and one from the auxiliary one. Looking for a best phrase, e.g., the one minimizing mismatches is fea-
sible but time consuming, hence our implementation of seek-phrase greedily pursues matches over mismatches.
If we assume  ∪ {_} to be sorted with “_” its maximum element, then seek-phrase ﬁnds the lexicographically
least phrase occurring at the current position.
The pseudo-code of Fig. 3 describes the algorithm, called LZWA. At the outset, each phrase in the parse
is decomposed in a pair consisting of a primary phrase s over  ∪ {_} and an auxiliary resolver s′ over . A
suitable shufﬂe of s and s′ reconstructs the actual phrase over . The information needed for the shufﬂe is the
set of positions of s occupied by don’t cares. However, this does not need to be supplied explicitly. Rather, the
gaps are ﬁlled with the characters from s′, in exact succession, and the mechanics of the encoding and decoding,
respectively, takes care of consistency.
For an example, Fig. 4 traces the parse and encoding of a string beginning by ababaacabab.... The ﬁrst phrase,
a, is found in the initial trie at node labeled 0. The trie is expanded by the path ab, which receives a code of 3
(since there are already nodes 1 and 2 corresponding to b and c), and the output pair 〈0, 〉 is emitted, where
 denotes that there is no resolver. The second phrase similarly follows the path to node b, which is labeled 1,
expands this path to ba, labeled 4, and outputs the pair 〈1, 〉. The next phrase is ab, at node 3, which is expanded
into path aba to a new node 5. The pair 〈3, 〉 is the output. When the sufﬁx aac... is read into the trie, this creates
a don’t care transition from Node 0 to a new node labeled 6, since node 5 already had a child but on an arc
labeled by b. The corresponding output is 〈0, 〉. The next phrase is ac. This phrase reaches node 6, using the
path a_ and the resolver c which exists in the resolver trie by initialization. Node 6 is expanded into a new node
7, on the path a_a, and the pair 〈6, 2〉 representing the node 6 of the primary trie and node 2 in the resolver trie
is output. The next phrase is aba, which can use the path a_a to node 7, creates the new node 8 for the path a_ab
and outputs 〈7, 1〉. The reader is encouraged to continue the example to a point where also the resolver trie starts
to be expanded.
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Fig. 3. LZWA: a motif-driven LZW.
Fig. 4. Top Half: Illustrating LZW parse and encoding as applied to the string ababaacacbcaabcbbbacabbb. Each integer in the sequence
of the top row is the encoding of the phrase appearing immediately beneath it, in the second row. The third row shows the new entry that
is added to the trie once the phrase is parsed that appears immediately above that entry. The last row shows the integer encoding of the
trie entry above it. Bottom Half: Lossless LZWA parse for a string ababaacabab... Here, a pair 〈i, j〉 in the ﬁrst row indicates the encoding
of a phrase as resulting from the shufﬂe of the ith phrase of the dictionary and the jth resolver (j =  means no resolver). The second row
tracks the node expansions of the primary trie performed at each pass, the third row the corresponding codes. The last row shows the code
of the resolvers used in the encoding of the ﬁrst row.
As is easy to see, each phrase is a subsequence of a meet although not necessarily a maximal or irredundant
motif. There are O(n3) possible such motifs, but the parsing strategy learns a sublinear subset of this set. The
following easy claims systematize two basic facts.
Theorem 1. Algorithm LZWA works in time and space linear in the source text x.
Proof. Inherited straightforwardly from LZW. 
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Theorem 2. Except possibly for the root, the dictionary trie built by LZWA is a binary tree, in which each internal
node has either one arc labeled by some character from  or two arcs, one labeled by a character from  and one
by the don’t care “_”.
Proof. We discuss the operation and terminating condition for LZWA. Let x¯ be the sufﬁx of the source yet
to be encoded. The search for the new phrase can be segmented into three main parts. In Part 1, we seek the
longest path in the trie that matches a preﬁx of x¯. This part terminates in one of two possible ways, which we
call Mode A and B, respectively, depending on whether the last attempted transition following s reached a leaf
or an internal node. In the ﬁrst case, all conditions must fail so that the last assignment under 2 is reached and
the dictionary trie is extended with a single new arc labeled by , hence by a solid character. In Mode B, s ends
at an internal node, call it , and we cannot have simultaneously that s_ is in the dictionary and s′ is in the
resolvers. If one cause for termination is that s_ is not in the dictionary, then inductively  has one child and the
corresponding arc must be labeled by some ′ /= : the algorithm adds an arc labeled “_” to , which makes 
a binary node, and predisposes a resolver s′ for the future. On the other hand, if the default is on s′ not being
in the resolvers, then inductively  has already two children (one labeled ′ /=  and the other labeled “_”), and
the action of the algorithm is limited to adding s′ to the resolvers. 
We leave it as an exercise to show that correct decoding is possible both for the lossless as well as the lossy
encoding, and it works in linear time. It is worth to pin-point a few modiﬁcations and upgrades of LZWA that
have no substantial bearing on time performance. To begin with, the condition that each new phrase must be
able to ﬁll its gaps using an entry of the resolver trie may be forfeited in lossy compression: such a condition
slows down the process of phrase vocabulary growth, which may constitute an undesirable bottleneck. Other
noteworthy variations are as follows.
• [cheaper encoding of resolvers] Since the vocabulary of resolvers grows somewhat independently of that of
phrases, it may happen occasionally that the current resolver s′ is a preﬁx of another one, say, s′′, already
existing in the resolver trie. During decoding, the length of s′ is inferred from the structure of the phrase s so
that a pointer to s′′ is enough to retrieve s′. This suggests to dynamically assign distinct encodings only to the
leaves of the resolver trie, which is done through an obvious mechanism of inheritance: whenever a node is
expanded in a leaf, the leaf inherits the encoding of that node, and when a leaf is branched out of a node, a
new code is introduced and assigned to that leaf. With this, if we now call ext(s′) any of the longest current
extensions of resolver s′, then the encoding line may be rewritten as
1 - output ← output · 〈code(s), code(ext(s′))〉.
• [error density bound] It is easy to further modify the algorithm in such a way that a maximum number k of
errors (third column in Tables 1 and 2) is allowed in each phrase. The sample tables reported here are indica-
tive of results obtainable by this method for lossy schemes in which don’t cares are not ﬁlled. The reduction
in the number of phrases is general and dramatic in some cases. Correspondingly, the length of an entry in
the auxiliary table becomes bounded and may be block-encoded, which might appear to be proﬁtable. In the
cases considered, however, the toll exacted by heavier phrase encodings tended to offset this gain.
• [forcing each phrase to be a consensus] In this version of the algorithm, we make sure that every phrase used
in the encoding is a substring of the consensus of two sufﬁxes of the source. For this, we need to carry along
in encoding the dictionary of solid phrases which result from the shufﬂe of phrases and resolvers used so
far. Denoting by s  s′ the phrase that corresponds to the shufﬂe of phrase s and resolver s′, we have that
seek-phrase is conditioned on
if s_ is in the dictionary and s′ is in resolvers and s  s′ is in phrases
• [h-ary dictionary tries with h > 2] In a nutshell, this consists of issuing a don’t care transition not the second,
but the hth time a same dictionary node is reached. It leads to a bigger dictionary component of the codebook
and to a correspondingly smaller resolver trie. This allows one to control the ﬁdelity in lossy variants where
resolvers are forfeited, and to determine the best lossless performance by changing the setting of h.
The tables, reported from [2], are indicative of performances obtained in preliminary experiments with some
of the above variants. Column4 shows different values of themaximumallowed number of don’t care per phrase,
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Table 1
Comparing performances on gray-scale images
Source Orig LZW Max Lossless Phrases Lossy Gzip Gzip
ﬁle len phrases d.c. phrases % diff size size % diff
Camera 66,336 31,575 3 22,145 –29.87% 29,620 48,750 –39.24%
66,336 31,575 5 21,685 –31.32% 29,616 48,750 –39.25%
66,336 31,575 20 21,667 –31.38% 29,606 48,750 –39.27%
Bridge 66,336 39,457 3 26,095 –33.86% 34,166 61,657 –44.59%
66,336 39,457 5 26,094 –33.87% 34,166 61,657 –44.59%
66,336 39,457 20 26,094 –33.87% 34,166 61,657 –44.59%
Lena 262,944 121,054 20 84,890 –29.87% 117,978 121,054 –49.70%
Table 2
Results with DNA sequences
Source Orig LZW Max Lossless Phrases Lossy Gzip Gzip
ﬁle len phrases d.c. phrases % diff size size % diff
Spor EarlyII 25,008 5,356 4 4,587 –14.36% 4,397 8,008 –45.09%
25,008 5,356 5 4,192 –21.73% 4,559 8,008 –43.07%
25,008 5,356 20 4,098 –23.49% 4,673 8,008 –41.65%
Spor EarlyI 31,039 6,446 4 5,662 –12.16% 5,301 9,862 –46.25%
31,039 6,446 5 5,083 –21.14% 5,471 9,862 –44.52%
31,039 6,446 20 4,945 –23.29% 5,586 9,862 –43.36%
Spor Middle 54,325 10,409 20 7,887 –24.23% 9,528 16,395 –41.88%
Spor All 222,453 35,920 4 37,759 5.12% 31,477 68,136 –53.80%
the other columns refer to sizes, the number of phrases produced by the original LZWand the new parse, respec-
tively, the corresponding percentage savings in terms of phrases and size. In general, lossless completions do
not achieve signiﬁcant gain due to the overhead of the encoding. By contrast, ﬁlling gaps by straightforward
interpolation of adjacent pixels is seen to restore images within negligible difference from their corresponding
originals.
4. Comparing vocabulary build-ups
In experiments, the tradeoff between LZW and the lossless LZWA alternates, while lossy LZWA brings
considerable savings. An analytical comparison of the compression performances associated with LZW and
LZWA parses seems not trivial. Under the restriction that the maximum number k of mismatches allowed in
each phrase is a predeﬁned constant, it is possible to show [22] that for a string of n characters, as n → ∞,
t̂ ≥ t
(
1 − 2k log
2 ||
H log n
)
where H is the entropy of the text, t is the number of phrases in ZL78, and t̂ is the number of phrases in a lossy
compression of the original sequence which allows up to k don’t care symbols per phrase.
In this section, we study the relationship between the maximum number of phrases achievable by LZW and
LZWA, respectively, over inputs of equal size. But ﬁrst note that even the lossy (i.e., with resolvers discarded)
version of LZWA does not always save over LZW. For this, consider the extreme case of a string an formed
by n identical symbols. The number of distinct substrings in such a string is only n. The string achieves a better
compression under LZW, and this also shows that the transition to LZWA is not advantageous for all inputs.
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In fact, an is parsed in almost the same way by LZW and LZWA, roughly producing a number of phrases in
the parse equal to
n =
t∑
i=1
i, i.e., n ≈ t2/2 whence t ≈ √2n
which corresponds to an encoding t log t ≈ 1/2√2n log n = 0.71√n log n. LZWA does not introduce any extra
phrases in the dictionary, and yet it brings about an overhead on the encoding whichmust now take into account
the symbol “_”. This costs at least one extra bit.
The situation is different when LZW and LZWA are compared on their respective “most incompressible”
input, i.e., on sequences the parsing of which results in the largest number of phrases. We conform to some of
the notation and treatment in [11,20,21]. With || = , consider a string formed by the sequence of all words of
length 1, 2, 3, ... , k, in lexicographic order. The length of such a string is
n(k) =
k∑
i=1
ii = 
− 1
[
k
(
k − 1
− 1
)
+ 1
− 1
]
which for  = 2 becomes, in particular
n2(k) = (k − 1)2k+1 + 2
or, approximately,
n2(k) ≈ k2k+1
and for  large enough such that  ≈ − 1 becomes n(k) ≈ kk . For  = 3, we have
n3(k) = 32
[
3k
(
k − 1
3
)
+ 1
2
]
= 1
2
(
k3k+1 − 3k + 3
2
)
whence for k > 0 :
1
2k3
k < n3(k) <
1
2k3
k+1.
Thus, we can state in general that as  increases from small values to large values n(k) goes from (kk+1)
to (kk).
The number of distinct substrings in any string of the type considered is the maximum possible for that
alphabet and length. This number is:
N(k) =
k∑
i=1
i = 
− 1 (
k − 1)
in general, which becomes approximately k for large alphabets and 2k+1 − 2 ≈ 2k+1 for the binary alphabet.
Thus, we can state that in general the vocabulary size N(k) of our string goes from (k+1) to (k) in the
transition from a very small alphabet to a very large one.
We may regard the introduction of don’t cares as a means of collapsing the alphabet of the main trie, in
the sense that once the current phrase is found to diverge from its path in the trie, this creates a don’t care
transition that will allow any other phrase reaching that junction in the future to expand into a longer match.
Consequently, the expectation is that the input string is partitioned into longer phrases and there will be cor-
respondingly fewer of them. In lossless implementations, this gain seems offset by the increased cost of phrase
encoding. In lossy schemes, however, we forfeit resolvers and the question becomes natural as to what savings on
the number of phrases is brought about by this collapse of the alphabet. This kind of analysis seems not easy in
general. However, one rough estimate is offered by the comparison of the values taken by N(k) for comparable
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Table 3
Phrase vocabulary growth for  = 10 and  = 2
k n10(k) N10(k) N2(k¯) n2(k) k¯ n2(k¯ + 1)
1 10 10 4 2 1 10
2 210 100 30 98 4 258
3 3210 1,000 254 1538 7 3586
4 43210 10,000 4,094 40962 11 90114
5 543210 100,000 32,766 425986 14 917506
6 6.54321e+006 106 262,142 4.19431e+006 17 8.9129e+006
7 7.65432e+007 107 2,097,150 3.98459e+007 20 8.38861e+007
8 8.76543e+008 108 33,554,430 7.71752e+008 24 1.61061e+009
9 9.87654e+009 109 268,435,454 6.97932e+009 27 1.44955e+010
10 1.09877e+011 1010 2.14748e + 009 6.2277e+010 30 1.28849e+011
15 1.65432e+016 1015 2.81474e + 014 1.29478e+016 47 2.64586e+016
20 2.20988e+021 1020 1.84467e + 019 1.1437e+021 63 2.32429e+021
40 4.4321e+041 1040 2.72225e + 39 3.51171e+041 130 7.07787e+041
input lengths but under different alphabet sizes. As an example, Table 3 summarizes the phrase dictionary sizes
(approximated by 10k and 2k¯+1, respectively) that correspond to strings of approximately the same length, for
decimal and binary alphabets.
Analytical formulas are harder to come by. The approach that follows is based on the observation, that
while the trie of phrases produced by LZW on a string over an alphabet of  characters is an -ry trie, the trie
produced by LZWA is always structured as a binary trie even though its arcs take up in general + 1 distinct
values. Thus, for a given input length n, the maximum number of nodes (representing each a distinct phrase in
the parse) in a LZWA trie is the same as the number attained with a binary string of length n. Clearly, the value
n corresponds to the sum of path lengths from the root to all nodes of a trie, the nodes of which represent each
a distinct phrase. Our plan is hence to compare the number of nodes of two trees of different arity but equal
total path length.
We begin by recalling the notion of a h-ary tree, which is deﬁned recursively as consisting of the empty tree
or a root node having up to h h-ary trees as its children. Given a h-ary tree T , its extension is obtained by adding
leaves in such a way that every node originally in T has now exactly h children. The following property is easily
checked.
Lemma 3. An extended h-ary tree with m internal nodes has precisely (h− 1)m+ 1 leaves.
Further, let the level of a node to be 0 for the root and 1 plus the level of the father otherwise. Now, deﬁne the
external (respectively, internal) path length of an extended h-ary tree as the sum of the levels of all leaves (resp.,
internal nodes), and denote them by E(T) and I(T), respectively. It is easy to verify that:
Lemma 4. In any extended h-ary tree, E(T) = (h− 1)I(T)+ h · m
Finally, we recall the following property of extended h-ary trees (see, e.g., [10,13]).
Theorem 5. With  = logh[(h− 1)m+ 1], the minimum external path length for a h-ary tree of m nodes is
[m(h− 1)+ 1]− h
+1 − h
h− 1 + h · m
Combining Theorem 5 with Lemma 4 we get the expression
min(I) = [m(h− 1)+ 1]
(h− 1) +
h+1 − h
(h− 1)2
for the minimum internal path length.
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The import of the above derivation to our context is as follows. In a string of length n created by the con-
catenation of all distinct words of length up to k as above, we have that the number N(k) of distinct phrases
corresponds to the number m of internal nodes, and the length n(k) of the string itself is the internal path length
in a tree of minimum external path length, i.e.,N(k) = m and n(k) = min(I). This gives us a handle to compare the
maximum number of distinct phrases that can be packed in n positions using alphabets of different cardinality,
say, a large alphabet of size  and a small one of size 	.
Upon approximating  to logh(h− 1)+ logh m we have
min(I) ≈ [m(h− 1)+ 1](logh(h− 1)+ logh m)
(h− 1) +
h(h− 1)m
(h− 1)2 =
[m(h− 1)+ 1](logh(h− 1)+ logh m)+ hm
(h− 1)
= m[logh m+ logh(h− 1)] +
1
(h− 1) (logh(h− 1)+ logh m+ mh).
We see that for large h =  the logarithm logh(h− 1) goes to 1 and so does h/(h− 1), and we get
min(I) = m log m+ 2m+ o(m).
For small h = 	, that logarithm tends to 0 but h/(h− 1) approaches 2, thus we also get
min	(I) = m log	 m+ 2m+ o(m).
We may now forcemin(I) = min	(I) and derive the relationship between the largest vocabularies achievable
while parsing two strings of equal length but written, respectively, over a large and a small alphabet. When the
length n of the input string tends to inﬁnity so does m, and for m → ∞ we may neglect smaller order terms and
impose:
n = min(I) = N log N + 2N = N	 log	 N	 + 2N	 = min	(I) = n	
that is,
N log N + 2N = N	 log	  log N	 + 2N	
Theorem 6. As n → ∞, for   	2,
N	 < N < N	 log	 
Proof. Irrespective of the sign of (N − N	), we have
N	 log N	 =
N log N + 2(N − N	)
log	 
<
N log N + 2N
log	 
<
1
log	 
[
N log
(
N
log	 
)
+ 2N + N log log	 )
]
<
N
log	 
[
log
(
N
log	 
)
+ 3
]
<
2N
log	 
log
(
2N
log	 
)
since log	  <  and for n → ∞ we have log N ≥ 4, whence
N	 <
2N
log	 
or N >
N	
2
log	 
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and (N − N	) is positive for log	  ≥ 2 or  ≥ 	2. Under the same conditions, we have that
N	 log N	 =
N log N + 2(N − N	)
log	 
>
N
log	 
log N >
N
log	 
log
(
N
log	 
)
whence N < N	 log	 . 
Taking the ratio of the encodings of the two strings using t log t as the number of bits that are needed to
encode t phrases, we get:
N	 logN	
N logN
>
N	 logN	
N	 log	 (logN	 + log log	 )
= logN	
log	 (logN	 + log log	 )
= 1
log	 + log  log log	 logN	
.
This formula and that of Theorem 4 compare the number of phrases and lengths of encodings for two strings
endowed with the highest vocabulary “complexity” under their respective alphabets. In particular, the theorem
shows that, for sufﬁciently distant alphabet sizes, the number of phrases achieved in this fashion under a small
alphabet of size 	 is always smaller than that produced by large alphabet of size . However, such savings can
never reach to a dividing factor of log	 , which, perhaps interestingly, represents the number of levels needed
for a balanced 	-ry tree to achieve a yield of  leaves.
5. Conclusions and plans for future work
Most previous lossy variants of ZL and related family of encoders are built around the iterated quest for
best matches within an assigned ﬁdelity. This results in algorithms that are inherently superlinear and not easy
to implement and analyze. On the other hand, it is very well known (see, e.g., [9,18,19]) that any lossy scheme of
low computational complexity must have the drawback that it cannot yield the minimal distortion which can be
achieved by the optimal data compression algorithm speciﬁcally tailored for that case. The approach followed
in this paper concentrates thus on time performance, and builds a parse in which phrases are all distinct, with
a structure that is based on self-correlations of the source and dictated deterministically by the very process of
parsing. The scheme is easily implemented in linear time. The analysis of performance of lossy compression by
textual substitution is not easy in general and the case arising in this paper is no exception. In practice, how-
ever, companion schemata of off-line lossy and lossless motif based compression and grammatical inference for
documents of various nature have been successfully tested previously [2,3,5], and the compression achieved by
LZWA and its variants are encouraging. Further, variants and deeper analyses seem thus worthy of pursuit.
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