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Summary
The contents of the thesis are organized into 3 chapters. The risk-adjusted cumu-
lative sum charting procedures for multiple responses are developed in Chapter 1.
The standardized mortality ratios are developed in Chapter 2, followed by a com-
parison of standardized mortality ratios in Chapter 3. Although Chapters 2 and
3 are related, all the chapters are organized in such a way that they can be read
independently. This is to facilitate the submission of these chapters for publication
in journals.
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Chapter 1. Risk-Adjusted Cumulative Sum Charting Procedures for
Multiple Responses
Abstract
A risk-adjusted cumulative sum (CUSUM) charting procedure has been devel-
oped in the literature for monitoring the performance of a surgeon or a group of
surgeons. This chart assumes that a surgical operation results in one of two out-
comes: survival and dead. Such a classi¯cation is naive because a patient who has a
full recovery is considered the same as another patient who survived but remained
bed-ridden for life. For a patient who survives an operation, there are di®erent
grades of recovery. It thus makes more sense to consider a risk-adjusted CUSUM
charting procedure based on more than two outcomes. In this thesis, we develop
such a chart and study its performance. The advantages of using more than two
outcomes are demonstrated with real data sets. Our chart is shown to be a valuable
tool for analyzing and comparing the performances of surgeons.
KEY WORDS: Cardiac operations; Collocation method; Euroscores; Odds ratio;
Parsonnet scores; Proportional odds logistic regression; Quality monitoring.
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x1. Introduction
Monitoring quality of medical practice is becoming a key component in im-
proving e±ciency in health care. The necessity of formally monitoring surgical
outcomes has been brought to the forefront due to some critical cases (see Trea-
sure et al. 1997). For instance, in 1999, the UK General Medical Council found
three doctors possibly guilty of professional misconduct over the quality of heart
surgeries performed. This misconduct led to 29 mortalities out of 53 children who
were operated at the Bristol Royal In¯rmary. After that, the UK National Insti-
tute of Clinical Excellence was established to monitor medical professional conduct
in hospitals. In such cases, the quickness of detection of deterioration in surgical
operations is critical because it will promote prompt investigation of the causes and
possibly lead to a reduction in mortalities.
Monitoring quality of medical procedures is di®erent from monitoring of pro-
cesses in an industrial setting where the raw material fed into a manufacturing
process is assumed to be homogeneous. Patients in a hospital di®er from each other
notably in terms of their health conditions. A patient's health condition like age,
blood pressure, existence of certain disease like diabetes, morbid obesity et al. is
commonly summarized using a score. For example, the Parsonnet score (Parsonnet
et al., 1989) is used to summarize the risk of death resulting from a cardiac opera-
tion. The heterogeneity of patients must be taken into account in any monitoring
procedure to prevent making any misleading inferences. Any procedure that takes
the patients' risks into account is known as a risk-adjusted procedure. Another
widely used score is the Euroscore which was developed by Roques et al. (1999)
by ¯tting a logistic regression model based on 19030 cardiac surgeries. The Eu-
roscore uses a patient's characteristics like age, gender, serum creatinine, systolic
pulmonary pressure, neurological dys-function etc to estimate the mortality risk of
the patient undergoing a cardiac surgery.
In order to take the risk of a patient into account, Lovegrove et al. (1997,
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1999) and Poloniecki et al. (1998) suggested estimating the probability of death
xi from the Parsonnet score and then plotting the di®erence between xi and the
surgical outcome yi (1 if a patient dies or 0 if the patient survives within 30 days)
cumulatively. They termed this chart a variable life-adjusted display (VLAD) and
cumulative risk-adjusted mortality (CRAM) chart respectively. This chart is intu-
itive, easy to understand and it accounts for the risk of a patient by producing a
risk-adjusted score xi¡yi for monitoring. The score compares directly the patient's
risk and the outcome of the operation. Treasure et al. (2004) presented some con-
vincing examples using the VLAD that showed both improvement and deterioration
in performances of some surgeons. The main criticism of this chart is the lack of
a proper signaling rule. Although Poloniecki et al. (1998) proposed certain control
limits for signaling but these limits are not directly interpretable in terms of run
length performance. A signaling rule provides an objective and quantitative way for
assessing the points plotted and determining appropriate times for taking action.
Sherlaw-Johnson (2005) mapped the control limits of the risk-adjusted cumulative
sum chart onto the VLAD but the resulting signaling rule is complicated because
the control limits change with inclusion of data from every new surgical operation.
The CUSUM chart was initially developed by Page (1954) for monitoring man-
ufacturing processes. Moustakides (1986) showed that the CUSUM chart is optimal
in terms of run length criterion. The CUSUM chart was ¯rst proposed by Williams
et al. (1992) to monitor surgical performances. De Leval et al. (1994) and Steiner et
al. (1999) consider a problem of monitoring outcomes in paediatrics cardiac surgery.
However, Steiner et al. (1999) did not take the mortality risk into account because he
claimed that patient characteristics did not have a signi¯cant e®ect on the mortal-
ity rate. Later, Steiner et al. (2000) proposed a risk-adjusted CUSUM chart based
on testing the odds ratio that a patient dies, as a way to account for the patient's
risk. The risk-adjusted CUSUM chart and VLAD are developed using two di®erent
approaches and are viewed as two di®erent charts (Spiegelhalter, 2003; Rogers et
3
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al., 2004; Sherlaw-Johnson, 2005; Woodall, 2006), but Gan et al. (2012) showed
that the CUSUM chart and the CUSUM chart based on the VLAD's monitoring
statistic are in fact the same.
Up till now, research is based only on binary outcomes resulting from a surgery.
However, the outcome from a surgery can be more meaningfully classi¯ed into
more than 2 categories. For example, the outcomes of a cardiac surgery can be
categorized into the following categories: (1) death, (2) return to operating room,
(3) postoperative stroke, (4) mediastinitis, (5) postoperative atrial ¯brillation, (6)
full recovery (Shortell et al., 2000). Other than death, the other outcomes represent
di®erent grades of a `successful' operation. It is clear that outcomes (2) to (5) should
not be considered the same as outcome (6). It makes good sense to have more that 2
outcomes to represent the outcome of a surgery. In Section 2, we develop a CUSUM
charting procedure for monitoring a surgical process with more than two outcomes.
A proportional odds logistic regression model is used to estimate the probabilities
of various surgical outcomes. Conditions are then established for reasonable risk-
adjusted log likelihood ratio score. An accurate method of computing the average
run length (ARL) of the CUSUM is described in Section 3. The sensitivity of the
CUSUM chart with respect to the risk distribution is examined in Section 4. We
show the e®ectiveness of the chart using 2 simulated data sets in Section 5. The
chart is then used to study and compare the performances of 7 surgeons based on
a real data set. A comparison between CUSUM charts based on 2 and 3 outcomes
is given in Section 6. This comparison shows the advantage of using 3 outcomes
instead of 2 outcomes. Finally, a conclusion is given in Section 7.
x2. Cumulative Sum Charts for Multi-Responses
The CUSUM charting procedure was ¯rst developed for the manufacturing
industries. Page (1954) introduced the CUSUM chart and demonstrated its ability
to detect small but persistent shifts. Suppose Xn is the monitoring statistic based
on the nth sample obtained. Let the process parameter of interest be denoted by µ
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and the probability density function (pdf) of Xn be denoted by f(xn; µ). In order to
detect a change in µ, let µ0 and µA be the in-control and out-of-control parameters
respectively. The CUSUM chart is obtained by plotting
Cn = max(0; Cn¡1 +Wn); (2:1)








The chart signals when Cn exceeds the control limit h and a signal indicates that
the CUSUM chart has accumulated su±cient evidence to indicate a change in the
parameter.
The performance of the CUSUM chart is commonly measured by the average
run length (ARL). A small in-control ARL may result in many false signals but it
is more sensitive to changes in the process parameter. The ARL of the CUSUM
chart under the null hypothesis H0 is analogous to the probability of type I error of
a hypothesis test, while the ARL under the alternative hypothesis HA is analogous
to the power of the test. Moustakides (1986) showed that the CUSUM chart is
optimal in the sense that it gives the smallest ARL under HA among all charts with
the same in-control ARL.
When the CUSUM chart is used to monitor surgical performances as described
in the introduction, the underlying mortality risk of a patient will have to be taken
into account along with the outcome of a surgery. Suppose a patient is to undergo
a cardiac surgery. The patient's conditions like age, blood pressure, existence of
certain disease like diabetes, morbid obesity etc. will be determined and this infor-
mation can be summarized as a risk score, S. The risk score is a real number and
it is a measure of the mortality risk of a patient undergoing a cardiac surgery. The
outcome of a cardiac surgery is usually assessed after 30 days and it can be repre-
sented by an integer variable Y which takes a value from 0 to J . Let Y = J when a
5
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patient dies, Y = 0 when a patient has a fully recovery, and Y = 1; 2; :::; J ¡ 1 are
used to represent various states of partial recovery, with a smaller number associated
with a better state of recovery.
Conditional on a patent's risk score S = s, the outcome Y follows a multiple
response distribution
P (Y = kjS = s) = ¼k(s); k = 0; 1; : : : ; J:
We consider Surgeon A to be uniformly better than surgeon B if
P (YA · kjS = s) ¸ P (YB · kjS = s)
holds for all k and all s. This means that a patient's outcome is more likely to be
in a better state when the patient is operated on by surgeon A. A patient's risk
score can be used to estimate the probability mass function of Y by using a multiple
response logistic model which de¯nes the cumulative probabilities as
P (Y · kjS = s) = ¼0(s) + ¢ ¢ ¢+ ¼k(s); k = 0; : : : ; J ¡ 1:
The cumulative logits are then given as
logit[P (Y · kjS = s)] = log
·
P (Y · kjS = s)




¼0(s) + ¢ ¢ ¢+ ¼k(s)
¼k+1(s) + ¢ ¢ ¢+ ¼J (s)
¸
:
The proportional odds logistic regression model (McCullagh, 1980) uses all the J
cumulative logits simultaneously as follows
logit[P (Y · kjS = s)] = ®k + ¯s; k = 0; : : : ; J ¡ 1: (2:3)
The model assumes that each cumulative logit has its own intercept ®k and share
the same slope e®ect ¯. The assumption that all the logit surfaces are parallel is
commonly known as the proportional odds assumption. For a proportional odds
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logistic regression model to be valid, this assumption must be tested. The standard
test is a score test (Brant, 1990; Peterson and Harrell, 1990; Bender and Crouven,
1997). One attractive property of the proportional odds logistic model is that only
the sign inversion of the regression parameters occur when the variable Y codes are
inverted. Another attractive feature of this model is that the odds ratio for each
predictor is taken to be constant across all possible collapsing of the response vari-
able. The proportional odds logistic regression model is the most popular method
for ordinal data (see Hastie et al., 1989; Brant, 1990; Woodward et al., 1995; Ben-
der and Grouven, 1997; Hamid and Stephenson, 2006; Scott et al., 2010; Das and
Rahman, 2011; Citko et al., 2012). The ®k is increasing in k because the probabil-
ity P (Y · kjS = s) increases in k for all s and the logit is an increasing function
of this probability. Note that ¯ is negative for our application because the risk
score represents the risk which has a negative e®ect on the cumulative probability
P (Y · kjS = s).
In monitoring a surgical process, it is logical to take a patient's conditions into
account. Let the pdf of the risk socre of a patient be represented by f(s). The joint
density of (S; Y ) is then given as f(s; y) = ¼y(s)f(s), y = 0; : : : ; J: In addition, we
assume H0 : (¼0(s); : : : ; ¼J(s)) = (¼
0
0(s); : : : ; ¼
0
J (s)) and HA : (¼0(s); : : : ; ¼J (s)) =
(¼A0 (s); : : : ; ¼
A
J (s)); under the null and alternative hypotheses respectively. The risk
distribution f(s) is assumed to be the same for both hypotheses. The CUSUM
chart for monitoring Y is then given by equation (2.1) where C0 = u and Wn is the







The statistic Wn is risk-adjusted by taking Sn into account. It follows that the
joint pdf's under the null and alternative hypotheses are given by f0(sn; yn) =
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Note that Wn does not contain f(¢) because we assume the risk distribution to be
the same for both hypotheses. In practice, this means that the patients' risk pro¯les
remain unchanged.
For the binary case where J = 1, the null and alternative hypotheses can




1(s)) and HA : (¼0(s); ¼1(s)) =
(¼A0 (s); ¼
A





0(Sn)) if Yn = 0;
log(¼A1 (Sn)=¼
0
1(Sn)) if Yn = 1.
We can de¯ne the performance of a surgeon in terms of the risk of mortality. Suppose
the estimated risk of mortality of the nth patient, calculated using a logistic model
based on the past performances of a group of surgeons, is represented by pn(s) or pn.






where ¼¤1(s) is the risk of mortality of the nth patient operated on by the surgeon.
We can de¯ne the null and alternative hypotheses in terms of odds ratio of mortality
H0 : odds ratio = Q0;
HA : odds ratio = QA:


























h 1¡ pn +Q0pn
1¡ pn +QApn
i
if Yn = 0;
log
h (1¡ pn +Q0pn)QA
(1¡ pn +QApn)Q0
i
if Yn = 1.
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The statistic Wn for the binary case was ¯rst proposed by Steiner et al.(2000).
For the binary case, the performance of a surgeon is de¯ned using the odds ratio
Q given in equation (2.5). If the same approach is used to de¯ne the performance






; k = 0; ¢ ¢ ¢ ; J ¡ 1:
However, based on this de¯nition, the odds ratios Qk; k = 0; ¢ ¢ ¢ ; J ¡ 1 must sat-
isfy some stringent and complicated conditions to guarantee that the probabilities
¼¤k(s); k = 0; ¢ ¢ ¢ ; J to be in [0; 1]. This de¯nition is associated with the logistic
model based on binary outcomes but it is not appropriate for the multi-response
case. For the proportional odds logistic regression model, a more natural way of
















; k = 0; ¢ ¢ ¢ ; J ¡ 1; (2:6)
where Rk is the odds ratio based on cumulative probabilities of recovery. In order
for ¼¤k(s); k = 0; ¢ ¢ ¢ ; J to be in [0; 1], the odds ratios must satisfy the condition
®0 + log(R0) · ®1 + log(R1) · ¢ ¢ ¢ · ®J¡1 + log(RJ¡1):
This de¯nition of odds ratio is consistent with our earlier de¯nition that Surgeon A
is uniformly better than surgeon B if P (YA · kjS = s) ¸ P (YB · kjS = s) holds
for all j and all s. For Steiner et al.(2000), note that the odds ratio is de¯ned using
the probability of death rather than recovery.
9
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Figure 2.1. Plots ofW (y; s) against the Parsonnet score s for y = 0; 1; 2 when J = 2
and R0 = 0:5; R1 = 0:4 .































































































Figure 2.2. Plots ofW (y; s) against the Parsonnet score s for y = 0; 1; 2 when J = 2
and R0 = 2; R1 = 2:5 .
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Figure 2.3. Plots ofW (y; s) against the Parsonnet score s for y = 0; 1; 2 when J = 2
and R0 = R1 = 0:5.













































































































Figure 2.4. Plots ofW (y; s) against the Parsonnet score s for y = 0; 1; 2 when J = 2
and R0 = R1 = 2.
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In practice, it is reasonable to assume the odds ratios of cumulative probabil-
ities to be 1 under the null hypothesis, that is R0 = ::: = RJ¡1 = 1. In other
words, we assume the performance under the null hypothesis is characterized by
the ¯tted proportional odds logistic regression model. According to equation (2.6),
for detecting an improvement, we can set all the Rk's to take values greater than
1. Similarly, for detecting a degradation, we can set all the Rk's to take values less
than 1. Once an alternative hypothesis is chosen, the monitoring statistic W (Y; S)
can then be calculated using equation (2.4).
The risk-adjusted score W (Y; S) can be interpreted as a penalty score in a
CUSUM chart for detecting degradation. It is reasonable that the penalty score
decreases as the risk score increases given any of outcomes Y = k; k = 0; ¢ ¢ ¢ ; J ,
because a surgeon should be given a lower penalty score for a higher-risk patient
given the same outcome. It is also reasonable to have a higher penalty score for a less
desirable outcome given the risk score s. Similarly, the risk-adjusted score W (Y; S)
can be interpreted as a reward score in a CUSUM chart for detecting improvement.
It is reasonable that the reward score increases as the risk score increases given any
of outcomes Y = k; k = 0; ¢ ¢ ¢ ; J , because a surgeon should be awarded a higher
reward score for a higher-risk patient given the same outcome. It is also reasonable
to have a lower reward score for a more severe outcome given the risk score s.
Consider R0 = 0:5 and R1 = 0:4 as the alternative hypothesis for detecting a
degradation and R0 = 2 and R1 = 2:5 as the alternative hypothesis for detecting
an improvement. Figures 2.1 and 2.2 show the plots of W (y; s) against s for de-
tecting degradation and improvement respectively. Note that the lines associated
with partial recoveries and death cross when the Parsonnet score is 50.5 in Figure
2.1. This means that for a patient with a Parsonnet score S less than 50.5, the
risk-adjusted score (penalty score) W (y; s) is higher if the patient makes a par-
tial recovery rather than a death. In Figure 2.2, the lines associated with full and
partial recoveries cross when the Parsonnet score is 54.5. This means that for a
12
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patient with a Parsonnet score greater than 54.5, the risk-adjusted score (reward
score) W (y; s) is higher if the patient makes a partial recovery rather than a full
recovery. In other words, the risk-adjusted score W (y; s) is not reasonable given the
choice of the odds ratios R0 and R1 in Figure 2.1 because the risk-adjusted score
W (2; s) is not uniformly greater than W (1; s) for all s. Similarly, the risk-adjusted
score W (y; s) is not reasonable as shown in Figure 2.2 because the risk-adjusted
score W (0; s) is not uniformly greater than W (1; s) for all s. It is then necessary
to investigate appropriate choice of odds ratios for the outcome Y to be properly
risk-adjusted.
In order for the outcome Y to be properly risk-adjusted, the risk-adjusted score
W (Y; S) must satisfy the following 2 properties:
Property 1: Conditional on Y = k, W (k; s) is a monotonic decreasing function of
s when detecting degradation. Conditional on Y = k, W (k; s) is a
monotonic increasing function of s when detecting improvement.
Property 2: For detecting degradation, W (0; s) · W (1; s) · ::: · W (J; s) for all s.
For detecting improvement, W (0; s) ¸ W (1; s) ¸ ::: ¸ W (J; s) for all
s.
The conditions for Properties 1 and 2 to hold are given in Theorems 1 and 2 re-
spectively.
Theorem 1. Assume equations (2.3), (2.4) and (2.6) hold. (i) If Rk · 1; k =
0; ¢ ¢ ¢ ; J ¡ 1, W (y; s) is a decreasing function of s given y. (ii) If Rk ¸ 1; k =
0; ¢ ¢ ¢ ; J ¡ 1, W (y; s) is a increasing function of s given y.
Proof. From the proportional odds logistic regression model (2.3),
logit[P (Y · kjS = s)] = ®k + ¯s; k = 0; : : : ; J ¡ 1;
13
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we can obtain the conditional probability
¼k(s) =P (Y · kjS = s)¡ P (Y · k ¡ 1jS = s)
=
exp(®k + ¯s)
1 + exp(®k + ¯s)
¡ exp(®k¡1 + ¯s)
1 + exp(®k¡1 + ¯s)
=
exp(¯s)[exp(®k)¡ exp(®k¡1)]
[1 + exp(®k + ¯s)][1 + exp(®k¡1 + ¯s)]
;













= log(Rk) + ®k + ¯s: (2:7)
From the proportional odds logistic regression model (2.7), we can obtain
¼Ak (s) =
exp(¯s)[exp(®k + log(Rk))¡ exp(®k¡1 + log(Rk¡1))]
[1 + exp(®k + log(Rk) + ¯s)][1 + exp(®k¡1 + log(Rk¡1) + ¯s)]
where k = 0; ¢ ¢ ¢ ; J , and R¡1 = RJ = 1. Hence, equation (2.4) yields
W (k; s) =log[¼Ak (s)=¼k(s)]
=Dk + log(1 + exp(®k + ¯s)) + log(1 + exp(®k¡1 + ¯s))
¡ log(1 + exp(®k + log(Rk) + ¯s))¡ log[1 + exp(®k¡1 + log(Rk¡1) + ¯s)];
where
Dk = log[exp(®k+log(Rk))¡exp(®k¡1+log(Rk¡1))]¡log[exp(®k)¡exp(®k¡1)].
Taking the ¯rst derivative with respect to s, we obtain
W 0(k; s) =¯
h exp(®k + ¯s)
1 + exp(®k + ¯s)
+
exp(®k¡1 + ¯s)
1 + exp(®k¡1 + ¯s)
¡ exp(®k + log(Rk) + ¯s)
1 + exp(®k + log(Rk) + ¯s)
¡ exp(®k¡1 + log(Rk¡1) + ¯s)




1 + exp(®k + log(Rk) + ¯s)
+
1
1 + exp(®k¡1 + log(Rk¡1) + ¯s)
¡ 1
1 + exp(®k + ¯s)
¡ 1








1 + exp(®k + log(Rk) + ¯s)
¡ 1
1 + exp(®k + ¯s)
+
1
1 + exp(®k¡1 + log(Rk¡1) + ¯s)
¡ 1
1 + exp(®k¡1 + ¯s)
:
A condition for E ¸ 0 is Rk · 1; k = 0; ¢ ¢ ¢ ; J¡1. Similarly, a condition for E · 0 is
Rk ¸ 1; k = 0; ¢ ¢ ¢ ; J¡1. In addition, note that ¯ < 0 from earlier discussion. Thus,
W 0(k; s) · 0 if Rk · 1; k = 0; ¢ ¢ ¢ ; J¡1 andW 0(k; s) ¸ 0 if Rk ¸ 1; k = 0; ¢ ¢ ¢ ; J¡1.
This completes the proof.
Theorem 2. Assume equations (2.3), (2.4) and (2.6) hold. (i) A necessary
and su±cient condition for W (y; s) to be an increasing function of y given s is
R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R · 1. (ii) A necessary and su±cient condition for that
W (y; s) to be a decreasing fucntion of y given s is R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R ¸ 1.
Proof of (i).
To prove necessity, assume W (y; s) is an increasing function of y given s:










































¼J¡1(s) + ¼J (s)
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; k = 0; ¢ ¢ ¢ ; J ¡ 1: (2:11)










































From the de¯nition of risk score, if s ! 1, ¼J(s) ! 1, thus
kP
i=0
¼i(s) ! 0 for
k = 0; ¢ ¢ ¢ ; J ¡ 1 and we obtain the following from equation (2.12)
R0 · R1 · ¢ ¢ ¢ · RJ¡1 · 1: (2:14)
Similarly, if s ! ¡1, ¼0(s) ! 1, thus
kP
i=0
¼i(s) ! 1 for k = 0; ¢ ¢ ¢ ; J ¡ 1 and we
obtain the following from equation (2.13)
1 · 1=R0 · 1=R1 · ¢ ¢ ¢ · 1=RJ¡1: (2:15)
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(2.14) and (2.15) imply R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R · 1:
To prove su±ciency, let R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R < 1 and ¢ = log(R).
Then, we have
W (k; s) =log(¼Ak (s)=¼k(s))
=¢+ log(1 + exp(®k + ¯s)) + log(1 + exp(®k¡1 + ¯s))
¡ log(1 + exp(®k +¢+ ¯s))¡ log(1 + exp(®k¡1 +¢+ ¯s));
Let gk(¢) =W (k + 1; s)¡W (k; s). Then
gk(¢) =log(1 + exp(®k+1 + ¯s))¡ log(1 + exp(®k+1 +¢+ ¯s))
¡ log(1 + exp(®k¡1 + ¯s)) + log(1 + exp(®k¡1 +¢+ ¯s)):
It is clear that gk(0) = 0. Take the ¯rst derivative of gk(¢)
g0k(¢) =¡
exp(®k+1 +¢+ ¯s)
1 + exp(®k+1 +¢+ ¯s)
+
exp(®k¡1 +¢+ ¯s)
1 + exp(®k¡1 +¢+ ¯s)
=
1
1 + exp(®k+1 +¢+ ¯s)
¡ 1
1 + exp(®k¡1 +¢+ ¯s)
:
Note that g0k(¢) < 0 because ®k is increasing in k. Hence, gk(¢) < 0 if ¢ > 0 and
gk(¢) > 0 if ¢ < 0. Since R < 1, ¢ < 0 and gk(¢) > 0. Thus, W (k + 1; s) >
W (k; s). In other words, W (Y; S) is a increasing function of Y conditional on S.
This proves the su±ciency. Result (ii) can be proved in a similar manner.
From Theorem 1, Property 1 ofW (Y; S) is satis¯ed if the odds ratios of cumula-
tive probabilities under the alternative hypothesis are set as Rk < 1; k = 0; ¢ ¢ ¢ ; J¡1
for detecting degradation and Rk > 1; k = 0; ¢ ¢ ¢ ; J ¡ 1 for detecting improvement.
From Theorem 2, Property 2 holds if and only if the odds ratios of cumulative
probabilities under the alternative hypothesis are chosen to be the same, that is
R1 = R2 = ¢ ¢ ¢ = RJ¡1. Thus, in order for W (Y; S) to be reasonable and mean-
ingful, we have to set the odds ratios of cumulative probabilities under the alter-
native hypothesis to be R1 = R2 = ¢ ¢ ¢ = RJ¡1 < 1 for detecting degradation and
R1 = R2 = ¢ ¢ ¢ = RJ¡1 > 1 for detecting improvement.
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If the condition on the odds ratios given in Theorem 2 holds, then additional
properties of the risk-adjusted score W (y; s) can be derived and these are stated in
Theorem 3.
Theorem 3.
Assume equations (2.3), (2.4) and (2.6) hold.
Case I: If R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R < 1 (testing degradation), then the following
are true.
1. If Y = 0, W (Y; s) < 0.
2. If Y = J , W (Y; s) > 0.
3. W (0; s)! 0 when s! ¡1, W (J; s)! 0 when s!1.
4. For Y 2 f0; ¢ ¢ ¢ ; J ¡ 1g, W (Y; s)! log(R) when s!1.
5. For Y 2 f1; ¢ ¢ ¢ ; Jg, W (Y; s)! ¡log(R), when s! ¡1.
Case II: If R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R > 1 (testing improvement), then the
following are true.
1. If Y = 0, W (Y; s) > 0.
2. If Y = J , W (Y; s) < 0.
3. W (0; s)! 0 when s! ¡1, W (J; s)! 0 when s!1.
4. For Y 2 f0; ¢ ¢ ¢ ; J ¡ 1g, W (Y; s)! log(R) when s!1.
5. For Y 2 f1; ¢ ¢ ¢ ; Jg, W (Y; s)! ¡log(R), when s! ¡1.
Proof of Case (I).
Let ¢ = log(R). Note that ¢ < 0 because R < 1.
W (k; s) =log(¼Ak (s)=¼k(s))
=¢+ log(1 + exp(®k + ¯s)) + log(1 + exp(®k¡1 + ¯s))
¡ log(1 + exp(®k +¢+ ¯s))¡ log(1 + exp(®k¡1 +¢+ ¯s)):
1. For Y = 0 and ®¡1 = ¡1, then
W (0; s) =¢ + log(1 + exp(®0 + ¯s))¡ log(1 + exp(®0 +¢+ ¯s))
=log(1 + exp(®0 + ¯s))¡ log(exp(¡¢) + exp(®0 + ¯s)):
18
Risk-Adjusted CUSUM Charts and SMR Tang Xu
Since ¢ < 0, exp(¡¢) > 1 and hence W (0; s) < 0.
2. For Y = J and ®J =1, then
W (J; s) = log(1 + exp(®J¡1 + ¯s))¡ log(1 + exp(®J¡1 +¢+ ¯s))
Since ¢ < 0, W (J; s) > 0.
3. This is clear from the functions of W (0; s) and W (J; s) given in parts (1)
and (2).
4. and 5. For Y = k 2 f1; ¢ ¢ ¢ ; J ¡ 1g,
W (k; s) =¢ + log(1 + exp(®k + ¯s)) + log(1 + exp(®k¡1 + ¯s))
¡ log(1 + exp(®k +¢+ ¯s))¡ log(1 + exp(®k¡1 +¢+ ¯s)):
Note that ¯ < 0 for our logistic model.
Let s!1, then W (k; s)! ¢ < 0. Let s! ¡1, then W (k; s)! ¡¢ > 0.
For Y = 0, from the function W (0; s) obtained in part 1, let s ! 1, then
W (0; s) ! ¢. For Y = J , from the function W (J; s) obtained in part 2, we can
show that
W (J; s) =log(1 + exp(®J¡1 + ¯s))¡ log(1 + exp(®J¡1 +¢+ ¯s))
=¡¢+ log(1 + exp(®J¡1 + ¯s))¡ log(exp(¡¢) + exp(®J¡1 + ¯s)):
Let s! ¡1, then W (J; s)! ¡¢ > 0. This completes the proof for Case (I). Case
(II) can be proved in a similar manner.
For testing degradation, results 1 and 2 of Theorem 3 imply that the penalty
score W (0; s) is negative for full recovery and W (J; s) is positive for death. The
negative penalty score is equivalent to a reward when a patient makes a full recovery.
This is reasonable because a full recovery is a desirable outcome and a death is an
undesirable outcome. For partial recoveries, that is k = 1; :::; J ¡ 1, results 4 and
5 imply that W (k; s) > 0 for s less than some s¤ and W (k; s) < 0 for s greater
than some s¤. Thus, a patient with a risk s less than s¤, the penalty is positive if
the patient makes a partial recovery. In other words, a patient with a low risk and
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has a partial recovery is not considered a desirable outcome. On the other hand, a
patient with a risk s greater than s¤, the penalty is negative. This means a patient
with a high risk and has a partial recovery is considered a desirable outcome. This
is again reasonable because if a high-risk patient makes even a partial recovery, this
is considered a desirable outcome, whereas a low-risk patient who makes a partial
recovery is not considered to be a desirable outcome. Similar interpretation can be
obtained for testing improvement.
In a summary, the score W (Y; S) can be interpreted as a penalty-reward score.
Note that the score W (0; s) is always a reward, and W (J; s) is always a penalty.
The score W (k; s); k = 1; : : : ; J ¡ 1 can either be viewed as a penalty or a reward
depending on the state of partial recovery and the risk of a patient. Furthermore,
it can be seen from result 4 of Theorem 3 that for a very high risk patient, the
reward given to a partial recovery is very close to that of a full recovery. This
means that any state of partial recovery is considered as good as a full recovery for
a very high risk patient. Similarly, result 5 of Theorem 3 implies that for a very
low risk patient, the penalty given to a partial recovery is very similar to that of
a patient who dies. This means that any state of partial recovery is considered as
bad as dead for a very low risk patient. This is again a reasonable and desirable
property of risk adjustment.
We will now summarize the procedure of constructing a CUSUM chart for
monitoring the performance of a surgeon or a group of surgeons.
Step 1. Fit a proportional odds logistic regression model (2.3) using some past
surgical data to estimate the probability of obtaining the outcome k, ¼k(s),
k = 0; :::; J assuming the average performance of surgeons in the data set.
Step 2. The probability of obtaining the outcome k, ¼¤k(s), k = 0; :::; J assuming
the odds ratios R0; R1; :::; RJ¡1 for a surgeon or group of surgeon can be
determined using equation (2.6).
Step 3. Set the null and alternative hypotheses as H0 : R0 = R1 = ¢ ¢ ¢ = RJ¡1 = 1
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versus HA : R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R. For a chart designed to detect
a degradation, set R < 1. For improvement, set R > 1. The risk-adjusted




k (s), k = 0; 1; :::; J
are obtained from equation (2.6).
Step 4. The CUSUM chart is obtained by plotting equation (2.1).
Step 5. Determine the control limit h given an in-control ARL.
x3. Average Run Length of Cumulative Sum Charts
We have developed a CUSUM chart for monitoring surgical process with mul-
tiple outcomes in the last section. The odds ratio R speci¯ed in the null and
alternative hypotheses and the control limit h determine the in-control ARL. In
this section, we investigate a method of ¯nding the ARL of the procedure based on
the integral equation approach introduced by Page (1954).
Let L(u) denote the ARL of a CUSUM chart that starts with C0 = u, the
integral equation for the ARL derived by Page (1954) is given as
L(u) = 1 + L(0)FW (¡u) +
Z h
0
L(x)fW (x¡ u)dx; (3:1)
where FW (¢) and fW (¢) are the cumulative distribution function (cdf) and pdf of
W (Y; S) respectively. The function L(u) can be approximated numerically by using
the collocation method (Knoth, 2005). Gan et al. (2012) showed that the collocation
method is su±ciently accurate for the case J = 1 (2 outcomes). We will examine
the accuracy of this method for the case J = 2 (3 outcomes).
We consider a real data set of 6449 Parsonnet scores of cardiac patients and its
distribution is shown in Figure 3.1 (Steiner et al. 2000). A real data set was used
for the study so that any results obtained will be representative of real scenarios.
Each patient was operated on by a surgeon from a group of surgeons. We set the
outcome of a surgery to be Y = 2 if a patient dies within 30 days of the surgery,
Y = 1 if there is partial recovery, and Y = 0 for full recovery. A proportional odds
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= ®1 + ¯s;
(3:2)
where ®0 = 3:057,®1 = 3:691 and ¯ = ¡0:078. Note that the score test for the
proportional odds assumption gives a p-value of 0.3606 which is not signi¯cant. It
is thus feasible to use the proportional odds logistic regression model. This model
will be used throughout the chapter. The probabilities of obtaining the 3 outcomes
assuming the average performance of surgeons in the data set can be determined as
¼0(s) =
exp(®0 + ¯s)




1 + exp(®1 + ¯s)
;
¼1(s) = 1¡ ¼0(s)¡ ¼2(s):
The performance of a surgeon characterized by R0 and R1 can then be determined
using equation (2.6). When we set the null and alternative hypotheses as H0 :
R0 = R1 = 1 and HA : R0 = R1 = R respectively, the form of W (Y; S) will then
be determined. In the study to examine the accuracy of the collocation method
in approximating the ARL, we assume that the distribution of S=100 follows a
beta distribution, beta(a = 1; b = 3). Suppose the performance of a surgeon is
characterized by R¤0 and R
¤
1, then the distribution of Y given S can be determined.
Finally, the pdf and cdf of W (Y; S) can be derived. The derivation of the pdf and
cdf of W (Y; S) is given in the Appendix A. The pdf and cdf of W (Y; S) depend not
only on the null and alternative hypotheses, but also on the actual performance of
the surgeon being monitored and the underlying pdf of S. Once the pdf and cdf
of W (Y; S) are determined, we can then examine the accuracy of the collocation
method in approximating the ARL function. The details are given in Appendix B.
For a CUSUM chart designed to detect degradation with R = 0:5, Tables 3.1
and 3.2 show the in-control and out-of-control ARLs obtained using both collocation
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and simulation methods. For detecting an improvement in performance with R = 2,
Tables 3.3 and 3.4 show the in-control and out-of-control ARLs obtained using the
collocation and simulation methods. It can be seen that the ARLs obtained using
the two methods are consistent, thus the collocation method is su±ciently accurate
for approximating the ARL.












Figure 3.1. The frequency distribution of Parsonnet scores of a group of 6449 pa-
tients who underwent cardiac operations.
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Table 3.1. The in-control ARLs of the CUSUM chart for detecting degradation
Control Limit h
||||||||||||||||||||||||||||
Method 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Collocation 10.6 36.0 85.2 174.3 329.1 590.4 1037.2 1772.3
Simulation 10.7 36.1 85.4 174.4 328.3 593.7 1037.2 1770.3
(0.10) (0.32) (0.25) (0.23) (0.44) (0.64) (1.12) (1.73)
Table 3.2. The out-of-control ARLs of the CUSUM chart for detecting degradation





Method 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Collocation 5.9 14.1 23.6 34.0 45.0 56.4 68.0 79.7
Simulation 5.9 14.1 23.7 33.9 45.0 56.7 68.3 79.4
(0.05) (0.11) (0.18) (0.24) (0.31) (0.38) (0.43) (0.47)
Table 3.3. The in-control ARLs of the CUSUM chart for detecting improvement
Control Limit h
||||||||||||||||||||||||||||{
Method 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Collocation 12.7 40.9 96.7 198.1 374.5 675.2 1180.0 2020.6
Simulation 12.7 40.5 96.4 198.0 374.0 675.5 1179.2 2019.9
(0.10) (0.34) (0.27) (0.26) (0.49) (0.64) (1.1) (1.96)
Table 3.4. The out-of-control ARLs of the CUSUM chart for detecting improvement





Method 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Collocation 7.9 18.2 30.6 44.3 58.8 73.7 89.0 104.4
Simulation 7.9 18.1 30.9 44.6 58.1 73.2 89.5 104.6
(0.05) (0.12) (0.21) (0.28) (0.36) (0.44) (0.52) (0.59)
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x4. Sensitivity of the Cumulative Sum Chart with Respect
to the Risk Distribution
The distribution ofW (Y; S) and hence the ARL of the CUSUM chart is jointly
determined by the distributions of Y and S. From analyses of surgical data, it
is found that the beta distribution provides reasonable approximations to the dis-
tribution of S=100 in many cases. Hence, in this section, we consider the beta
distributions beta(a; b) with (a; b)= (1; 2), (1; 2:5), (1; 3), (1; 4), (1; 5), (2; 5) and
(5; 1) to investigate the sensitivity of the CUSUM chart with respect to the risk
distribution. The pdf's of S corresponding to these beta distributions are displayed
in Figure 4.1. The distributions of S=100 from surgical data for cardiac operations
tend to follow the shapes of the beta distributions with a = 1. We also consider
beta(2; 5) which has substantially more elevated risk patients while beta(5; 1) rep-
resents a distribution where most patients are of extremely high risk.






















































































































Figure 4.1. Plots of pdf of S.
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We consider the odds ratios R = 0:125, 0.25, 0.5, 0.75 and 0.875 for detecting
degradation and R = 1:125; 1:25; 1:5; 1:75; 1:875; 2:0 for detecting improvement as
our alternative hypotheses. The control limit h is chosen such that the in-control
ARL of the CUSUM chart is 100 when S=100 follows a beta distribution beta(a =
1; b = 3). In order to study the e®ect of the risk distribution on the in-control ARL,
we calculate the ARL of these CUSUM charts for other distributions. All the ARLs
are calculated using the collocation method described in Appendix B.
Tables 4.1 and 4.2 display the in-control ARLs under di®erent risk distributions.
The ARL decreases at most about 6.7% when the distribution of S=100 changes
from beta(1; 3) to beta(1; 2) in which there are more high risk patients. Also,
the ARL increases at most about 22.2% when the distribution of S=100 changes
from beta(1; 3) to beta(1; 5) in which there are more low risk patients. Although
these distributions share similar shapes, the changes in the ARLs are signi¯cant.
However, neither can one establishes that more high risk patients in the underlying
risk distribution result in a shorter ARL nor more low risk patients result in a longer
ARL. In addition, the ARL decreases at most about 16.8% when the distribution
of S=100 changes from beta(1; 3) to beta(2; 5) in which there are more medium-risk
patients. Furthermore, the ARL increases to at least 170.8% when the distribution
of S=100 changes from beta(1; 3) to beta(5; 1) in which most of the patients are of
extremely high risk. It is clear that the risk distribution does a®ect the ARL of a
CUSUM chart. The density ofW after risk-adjustment of Y is dependent on a given
risk distribution S. Hence, the density ofW changes with the risk distribution. This
explains the changes in the in-control ARL when the risk distribution changes. This
also means that any conclusion drawn from a CUSUM charting procedure may not
be meaningful if there is a substantial change in the risk distribution. It is thus
necessary and important to monitor the underlying risk distribution as proposed by
Loke and Gan (2012) to avoid making any incorrect conclusion.
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Table 4.1. Sensitivity analysis: The in-control ARLs of the CUSUM charts for
detecting degradation under di®erent risk distribution. The control limit h is chosen




pdf of R = 0:875 0.75 0.5 0.25 0.125
S=100 h = 0:423 0.829 1.606 2.380 2.826
beta(1,2) 95.9 96.6 98.7 101.5 105.0
beta(1,2.5) 97.1 97.4 98.4 99.8 101.4
beta(1,3) 100.0 100.0 100.0 100.0 100.0
beta(1,4) 108.4 107.7 105.7 103.3 99.9
beta(1,5) 118.3 116.9 112.9 108.1 101.5
beta(2,5) 83.8 84.0 84.7 86.1 88.6
beta(5,1) 223.8 232.6 256.0 291.6 327.5
Table 4.2. Sensitivity analysis: The in-control ARLs of the CUSUM charts for
detecting improvement under di®erent risk distributions. The control limit h is
chosen such that the in-control ARL of the CUSUM chart is 100 when S=100 follows
a beta distribution beta(1; 3)
R and h
|||||||||||||||||||||||||||{
pdf of R = 1.125 1.25 1.5 1.75 1.875 2.0
S=100 h = 0.373 0.655 1.055 1.325 1.431 1.522
beta(1,2) 94.9 94.6 94.1 93.7 93.5 93.3
beta(1,2.5) 96.6 96.5 96.2 96.1 96.0 95.9
beta(1,3) 100.0 100.0 100.0 100.0 100.0 100.0
beta(1,4) 109.2 109.5 109.9 110.2 110.3 110.4
beta(1,5) 120.0 120.5 121.2 121.8 122.0 122.2
beta(2,5) 83.5 83.5 83.4 83.3 83.2 83.2
beta(5,1) 209.3 201.6 189.2 178.8 174.0 170.8
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x5. Applications
In this section, we will ¯rst illustrate the e®ectiveness of the CUSUM chart
using 2 simulated data sets and then analyze the performances of 7 surgeons based
on a real data set.
For the simulated data sets, we assume that the distribution of S=100 follows a
beta(1; 3) distribution and the control limits is set such that the in-control ARL is
100. The ¯rst simulated data set consists of 100 patients. The ¯rst 50 patients are
assumed to be operated on by a surgeon with a performance characterized by R¤0 =
R¤1 = 1. The last 50 patients are assumed to be operated on by the surgeon with
a performance characterized by R¤0 = R
¤
1 = 0:5. This means there is a degradation
in the performance of the surgeon for the second half of the patients. Figure 5.1
displays the CUSUM charts for detecting both degradation and improvement. The
control limits are chosen such that the in-control ARL for each chart is 100. The
¯gures show that there is no unusual activity for the ¯rst half of the data. For
the second half of the data, the CUSUM chart for detecting improvement becomes
much quieter. In contrast, the CUSUM chart for detecting degradation shows an
upward trend and eventually signals at the 63th patient.
The second data set also consists of 100 patients. The ¯rst 50 patients are
assumed to be operated on by a surgeon with a performance characterized by R0 =
R1 = 1. The last 50 patients are assumed to be operated on by a surgeon with a
performance characterized by R0 = R1 = 2. This means there is an improvement
in the performance of the surgeon for the second half of the patients. Figure 5.2
displays the CUSUM charts for detecting both degradation and improvement. The
control limit is chosen such that the in-control ARL for each chart is 100. The
¯gure shows that there is no unusual activity for the ¯rst half of the data. For the
second half of the data, the CUSUM chart for detecting degradation becomes much
quieter. In contrast, the CUSUM chart for detecting degradation shows an upward
trend and eventually signal at the 79th patient.
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(a) CUSUM chart for detecting degradation (R = 0:5)
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(b) CUSUM chart for detecting improvement (R = 2)






























(c) CUSUM chart for detecting degradation (R = 0:5)















































(d) CUSUM chart for detecting improvement (R = 2)































Figure 5.1. Plots of the CUSUM charts for detecting degradation and improvement
when the risk distribution of S=100 is assumed to follow a beta(a = 1; b = 3)
distribution. The ¯rst 50 patients are assumed to be operated on by a surgeon with
a performance characterized by R0 = R1 = 1. The last 50 patients are assumed to
be operated on by the surgeon with a performance characterized by R0 = R1 = 0:5
which represents a degradation. Charts (c) and (d) reset the CUSUM statistic to 0
after a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)
























(b) CUSUM chart for detecting improvement (R = 2)


















































(c) CUSUM chart for detecting degradation (R = 0:5)
























(d) CUSUM chart for detecting improvement (R = 2)




















































Figure 5.2. Plots of CUSUM charts for detecting degradation and improvement
when the risk distribution of S=100 is assumed to follow a beta(a = 1; b = 3)
distribution. The ¯rst 50 patients are assumed to be operated on by a surgeon with
a performance characterized by R0 = R1 = 1. The last 50 patients are assumed to
be operated on by the surgeon with a performance characterized by R0 = R1 = 2:0
which represents an improvement. Charts (c) and (d) reset the CUSUM statistic
to 0 after a signal is issued.
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Next we will examine the performances of 7 surgeons based on a real data set
using the CUSUM charting procedure. The data set consists of 6449 patients who
underwent cardiac surgeries. The outcomes of the surgeries are grouped into 3 cat-
egories: full recovery, partial recovery and death. A surgeon who implements such
a chart should be able to classify the 3 outcomes appropriately. Our classi¯cation
of the 3 outcomes is an approximation since we do not have detailed information of
the patients. A patient who died within 30 days is considered a death with Y = 2.
A patient who died after 30 days when the data was collected is considered a partial
recovery with Y = 1. A patient who survived when the data was collected is con-
sidered a full recovery with Y = 0. The risk distributions of the patients operated
on by the 7 surgeons are shown in Figures 5.3{5.9. In general, the risk distribu-
tions are highly right skewed with the density decreasing with increasing risk. The
beta density estimated using the method-of-moments estimators is also shown on
each plot. The beta densities provide reasonable ¯t to the risk distributions. The
average performance of the 7 surgeons is characterized by the proportional logistic
regression model as described by equation (3.2) ¯tted using the entire data set. Our
objective is to examine the historical performances of the 7 surgeons. For each of
the 7 surgeons, both CUSUM charts for detecting degradation (R = 0:5) and im-
provement (R = 2) are plotted. In order to compare all the charts fairly, the chart
limit for each chart is set at 3.5 times the standard deviation of the steady-state
CUSUM statistic without a control limit. We set the limits to be relatively large
in order to study the historical performances of the 7 surgeons. These chart limits
may need to be set much smaller for online monitoring.
Figures 5.10{5.16 show the CUSUM charts for the 7 surgeons. Surgeon 1
operated on 1654 patients. Figure 5.10 shows that his performance is in control for
approximating the ¯rst 200 patients. His performance then degraded for the next
900 patients but became in-control again for the rest of the patients. Surgeon 2
operated on 568 patients. Figure 5.11 shows that his performance is in control for
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approximately the ¯rst half of the patients. His performance then degraded for the
second half of the patients. Surgeon 3 operated on 986 patients. Figure 5.12 shows
that his performance is in control for all the patients and shows an improvement
from patient number 680 onwards. Surgeon 4 operated on 209 patients. Figure 5.13
shows that his performance is in control and stable throughout. Surgeon 5 operated
on 781 patients. Figure 5.14 shows that his performance is in control for all the
patients and shows improvements throughout. Surgeon 6 operated on 1645 patients.
Figure 5.15 shows that his performance is in control for most of the patients and
shows a signi¯cant improvement from patient number 1150 onwards. Surgeon 7
operated on 606 patients. Figure 5.16 shows that his performance in control for the
most part but shows signs of degradation in the middle. In summary, Surgeons 1
and 5 show the worst and best historical performances respectively. For a future
patient, it is the current performance of a surgeon that counts. As for their current
performances, (i) Surgeon 2 is performing worse than average; (ii) Surgeons 3, 5
and 6 are performing above average with Surgeon 6 showing the best performance;
(iii) Surgeons 1, 4 and 7 are performing close to the average. The CUSUM charting
procedures show clearly the di®erence among the 7 surgeons and our analyses show
that the procedures are useful in understanding di®erences in performances among
the 7 surgeons.
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Figure 5.3. Histograms of S=69 of patients operated on by Surgeon 1 with the best
¯tted beta density based on the method-of-moments estimators.















Figure 5.4. Histograms of S=65 of patients operated on by Surgeon 2 with the best
¯tted beta density based on the method-of-moments estimators.
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Figure 5.5. Histograms of S=67 of patients operated on by Surgeon 3 with the best
¯tted beta density based on the method-of-moments estimators.















Figure 5.6. Histograms of S=43 of patients operated on by Surgeon 4 with the best
¯tted beta density based on the method-of-moments estimators.
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Figure 5.7. Histograms of S=47 of patients operated on by Surgeon 5 with the best
¯tted beta density based on the method-of-moments estimators.















Figure 5.8. Histograms of S=59 of patients operated on by Surgeon 6 with the best
¯tted beta density based on the method-of-moments estimators.
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Figure 5.9. Histograms of S=71 of patients operated on by Surgeon 7 with the best
¯tted beta density based on the method-of-moments estimators.
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(a) CUSUM chart for detecting degradation (R = 0:5)





























































































(b) CUSUM chart for detecting improvement (R = 2)























































(c) CUSUM chart for detecting degradation (R = 0:5)




















































































































































































































































































































































































































































(d) CUSUM chart for detecting improvement (R = 2)






















































































































































































































































Figure 5.10. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 1. Charts (c) and (d) reset the CUSUM statistic to 0 after
a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)





















































(b) CUSUM chart for detecting improvement (R = 2)



























(c) CUSUM chart for detecting degradation (R = 0:5)


































































































































































































(d) CUSUM chart for detecting improvement (R = 2)























































































Figure 5.11. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 2. Charts (c) and (d) reset the CUSUM statistic to 0 after
a signal is issued.
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(a) CUSUM chart for detecting degradatio (R = 0:5)



































(b) CUSUM chart for detecting improvement (R = 2)
















































(c) CUSUM chart for detecting degradatio (R = 0:5)



















































































































































(d) CUSUM chart for detecting improvement (R = 2)

























































































































































Figure 5.12. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 3. Charts (c) and (d) reset the CUSUM statistic to 0 after
a signal is issued.
39
Risk-Adjusted CUSUM Charts and SMR Tang Xu
(a) CUSUM chart for detecting degradation (R = 0:5)



















(b) CUSUM chart for detecting improvement (R = 2)
















(c) CUSUM chart for detecting degradation (R = 0:5)























































(d) CUSUM chart for detecting improvement (R = 2)







































Figure 5.13. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 4. Charts (c) and (d) reset the CUSUM statistic to 0 after
a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)




















(b) CUSUM chart for detecting improvement (R = 2)
































(c) CUSUM chart for detecting degradation (R = 0:5)











































































(d) CUSUM chart for detecting improvement (R = 2)
































































































Figure 5.14. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 5. Charts (c) and (d) reset the CUSUM statistic to 0 after
a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)
















































(b) CUSUM chart for detecting improvement (R = 2)

































































(c) CUSUM chart for detecting degradation (R = 0:5)






































































































































































































































(d) CUSUM chart for detecting improvement (R = 2)

































































































































































































































Figure 5.15. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 6. Charts (c) and (d) reset the CUSUM statistic to 0 after
a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)









































(b) CUSUM chart for detecting improvement (R = 2)



































(c) CUSUM chart for detecting degradation (R = 0:5)




























































































































































(d) CUSUM chart for detecting improvement (R = 2)














































































































Figure 5.16. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 7. Charts (c) and (d) reset the CUSUM statistic to 0 after
a signal is issued.
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x6. Comparison with CUSUM Chart based on Binary Outcomes
In this section, we will compare our approach with that of Steiner et al. (2000)
in which there are 2 outcomes: survival (Yb = 0) and death (Yb = 1). This binary
case is a special case of our approach with J = 1. Figures 6.1{6.7 display the
CUSUM charts of the 7 surgeons based on 2 outcomes. In order to compare all
the charts fairly, the chart limit for each chart is also set at 3.5 times the standard
deviation of the steady-state CUSUM statistic.
For detecting degradation, Figure 6.8 contains the plots of W (y; s) against the
Parsonnet score s for (i) y = 0; 1; 2 when J = 2 and R0 = R1 = 0:5 (solid lines), (ii)
yb = 0; 1 when J = 1 and R0 = 0:5 (dashed lines). The lines for yb = 1 and y = 2
are very similar which means that the penalty for a patient who died is very similar
for both procedures. In fact the line for yb = 1 is almost uniformly above the line
for y = 2. The outcomes y = 0 and y = 1 for the 3-outcome case collapse into the
outcome yb = 0 for the binary case. For a patient who survives an operation, there
is a bigger di®erence in the reward (see lines for yb = 0 and y = 0) with the reward
for the binary case being uniformly smaller than that of the 3-outcome case (the
line for yb = 0 is uniformly above the line for y = 0). The most signi¯cant di®erence
however is that there is a very big drop from the line y = 1 to the line yb = 0.
For Surgeon 1, a comparison of Figures 6.1 (a)and 5.10 (a) reveals that the plot
in 6.1 (a) is substantially lower than that in 5.10 (a). This can be explained with
what we have observed in Figure 6.8. The overall percentage of outcome Y = 1
is 5.6%. The percentage of outcome Y = 1 is 6.5% from patient number 401 to
800, and 2.5% from patient number 801 to 1000. The higher percentage of 6.5%
causes a much bigger drop in the plot from patient number 401 to 800 than that
from patient number 801 to 1000. This resulted in reducing the 6 signals for the
3-outcome case to 3 for the binary case as shown in Figures 5.10 (c) and 6.1 (c).
Thus, the chart for the binary case is less sensitive in detecting degradation in the
presence of substantial proportion of partial recoveries.
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For Surgeon 2, the e®ect of outcome Y = 1 is clearly revealed in the latter
part of the plots as shown in Figures 6.2 (a) and 5.11 (a). The overall percentage
of outcome Y = 1 is 8.4%. The percentage of outcome Y = 1 is 12.0% from patient
number 250 to 400 and this causes a big drop in the plot. This also resulted in
reducing the 3 signals for the 3-outcome case to 1 for the binary case as shown in
Figures 5.11 (c) and 6.2 (c). Again, the chart for the binary case is less sensitive in
detecting degradation in the presence of substantial proportion of partial recoveries.
Furthermore, the e®ect is made more pronounced by the fact that the distribution
of the Parsonnet score is highly right skewed.
For detecting improvement, Figure 6.9 shows the plots of W (y; s) against Par-
sonnet score s for (i) y = 0; 1; 2 when J = 2 and R0 = R1 = 2 (solid lines), (ii)
yb = 0; 1 when J = 1 and R0 = 2 (dashed lines). The lines for yb = 1 and y = 2 are
very similar which means that the penalty for a patient who died is very similar. In
fact the line for yb = 1 is almost uniformly below the line for y = 2. The outcomes
y = 0 and y = 1 for the 3-outcome case collapse into one outcome yb = 0 for the
binary case. For a patient who survives an operation, there is a bigger di®erence in
the reward (see lines for yb = 0 and y = 0) with the reward for the binary case being
smaller compared to the 3-outcome case (the line for yb = 0 is uniformly below the
line for y = 0). The most signi¯cant di®erence however is that there is a very big
rise from the line y = 1 to the line yb = 0.
For Surgeon 6, it can be seen from Figures 6.6 (b) and 5.15 (b) that a signal was
issued by the CUSUM chart for the binary case at the 638th patient but this was
not issued by the CUSUM chart for the 3-outcome case. This can also be explained
with what we have observed in Figure 6.9. The overall percentage of outcome Y = 1
is 3.0%. The percentage of outcome Y = 1 is 7.0% from patient number 550 to 650.
The substantial proportion of partial recoveries causes the CUSUM chart for the
binary case to signal. This signal is a result of loss of information by treating a
partial recovery as a full recovery. Furthermore, the e®ect is made more pronounced
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by the fact that the distribution of the Parsonnet score is highly right skewed.
For Surgeon 3, it can be seen from Figures 6.3 (b) and 5.12 (b) that the CUSUM
chart for the binary case did not issue any signal whereas the CUSUM chart for the
3-outcome case issues 2 signals at patient number 760 and 980. This is contrary to
what we observed for Surgeon 6. The overall percentage of Y = 1 is 4.1% and the
percentage of Y = 1 from 700 to 986 patient is only 2.1%. The overall percentage
of Y = 0 is 90.6% and the percentage of Y = 0 from 700 to 986 patient is 94.1%.
Figure 6.9 shows that converting Y = 1 to Yb = 0 will cause the CUSUM statistic to
rise in the CUSUM chart for the binary case. However, the line Y = 0 is uniformly
greater than Yb = 0, this causes the CUSUM statistic to drop in the CUSUM chart
for the binary case. In the presence of a larger proportion (94.1%) of Y = 0 and a
smaller proportion (2.1%) of Y = 1, the net result is a drop of CUSUM statistic for
the binary case. The same explanation is true for Surgeons 5 and 6.
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(a) CUSUM chart for detecting degradation (R = 0:5)








































































(b) CUSUM chart for detecting improvement (R = 2)







































(c) CUSUM chart for detecting degradation (R = 0:5)




































































































































































































































































































(d) CUSUM chart for detecting improvement (R = 2)





























































































































































Figure 6.1. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 1 when the outcome of the surgery is assumed to be binary.
Charts (c) and (d) reset the CUSUM statistic to 0 after a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)





































(b) CUSUM chart for detecting improvement (R = 2)























(c) CUSUM chart for detecting degradation (R = 0:5)































































































































(d) CUSUM chart for detecting improvement (R = 2)



































































Figure 6.2. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 2 when the outcome of the surgery is assumed to be binary.
Charts (c) and (d) reset the CUSUM statistic to 0 after a signal is issued.
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(a) CUSUM chart for detecting degradatio (R = 0:5)



























(b) CUSUM chart for detecting improvement (R = 2)

































(c) CUSUM chart for detecting degradation (R = 0:5)


































































































(d) CUSUM chart for detecting improvement (R = 2)












































































































Figure 6.3. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 3 when the outcome of the surgery is assumed to be binary.
Charts (c) and (d) reset the CUSUM statistic to 0 after a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)



















(b) CUSUM chart for detecting improvement (R = 2)













(c) CUSUM chart for detecting degradation (R = 0:5)













































(d) CUSUM chart for detecting improvement (R = 2)


























Figure 6.4. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 4 when the outcome of the surgery is assumed to be binary.
Charts (c) and (d) reset the CUSUM statistic to 0 after a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)
















(b) CUSUM chart for detecting improvement (R = 2)























(c) CUSUM chart for detecting degradation (R = 0:5)























































(d) CUSUM chart for detecting improvement (R = 2)






























































Figure 6.5. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 5 when the outcome of the surgery is assumed to be binary.
Charts (c) and (d) reset the CUSUM statistic to 0 after a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)




































(b) CUSUM chart for detecting improvement (R = 2)











































(c) CUSUM chart for detecting degradation (R = 0:5)















































































































































(d) CUSUM chart for detecting improvement (R = 2)
















































































































































Figure 6.6. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 6 when the outcome of the surgery is assumed to be binary.
Charts (c) and (d) reset the CUSUM statistic to 0 after a signal is issued.
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(a) CUSUM chart for detecting degradation (R = 0:5)



























(b) CUSUM chart for detecting improvement (R = 2)



























(c) CUSUM chart for detecting degradation (R = 0:5)





























































































(d) CUSUM chart for detecting improvement (R = 2)

















































































Figure 6.7. Plots of the CUSUM charts for detecting both degradation and im-
provement for surgeon 7 when the outcome of the surgery is assumed to be binary.
Charts (c) and (d) reset the CUSUM statistic to 0 after a signal is issued.
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Figure 6.8. Plots of W (y; s) against the Parsonnet score s for (i) y = 0; 1; 2 when
J = 2 and R0 = R1 = 0:5 (solid lines), (ii) yb = 0; 1 when J = 1 and R0 = 0:5
(dashed lines).




















































































































































Figure 6.9. Plots of W (y; s) against the Parsonnet score s for (i) y = 0; 1; 2 when
J = 2 and R0 = R1 = 2 (solid lines), (ii) yb = 0; 1 when J = 1 and R0 = 2 (dashed
lines).
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x7. Conclusion
Steiner et al. (2000) ¯rst developed a risk-adjusted CUSUM charting procedure
for monitoring binary outcomes: survival and dead. Using the preoperative risk of a
patient, the binary outcome is converted into a continuous penalty-reward score. It
is naive to regard a patient who has a full recovery the same as another patient who
survived but remained bed-ridden for life. For a patient who survives an operation,
there can be many di®erent grades of recovery. It thus makes sense to consider a
risk-adjusted CUSUM charting procedure based on more than 2 outcomes. In this
chapter, we have developed a risk-adjusted CUSUM charting procedure for moni-
toring the performance of a surgical process with 3 or more outcomes. Based on a
historical data set, a proportional odds logistic regression model is used to estimate
the probabilities of the outcomes. The properties of the penalty-reward score are
then investigated and conditions are found to ensure that there is a proper order-
ing for the penalty-reward score according to di®erent severities of outcomes. We
have also adapted a procedure based on the collocation method (Knoth, 2005) for
approximating the ARL. Sensitivity analyses show that as long as the risk distri-
bution is close to the true distribution, the change in the ARL is small. If there
is a big departure from the true distribution, the e®ect on the ARL can be signif-
icant. Based on an analysis of a real data set consisting of 7 surgeons using our
risk-adjusted CUSUM procedure, we are able to show clearly di®erences in their
performances. Our procedure is thus a valuable tool for analyzing and comparing
the performances of surgeons. Treating a partial recovery as a full recovery results
in a big drop in the penalty score and a big rise in the reward socre. By using 2
outcomes instead of 3 outcomes, we found that the CUSUM chart for the binary
case becomes less sensitive in detecting degradation. In addition, the CUSUM chart
for the binary case generally issues more false alarms. Finally, it should be noted
that the underlying risk distribution of the patients has an e®ect on the CUSUM
chart. Hence, it is important and necessary to also monitor the risk distribution of
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the patients simultaneously to prevent any false alarm due to changes in the risk
distribution. This will be investigated in future research.
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Appendix A: CDF and PDF of W (Y; S)
Let gk(s) = log[¼
A
k (s)=¼k(s)], 1(¢) be the indicator function.
If R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R < 1. Then the cdf FW (¢) and the pdf fW (¢) of






¼¤k(s)f(s)ds ¢1(lk < w < uk)+
Z 100
0









k(w)1(lk < w < uk);
where lk = gk(100) = min
s2[0;100]
gk(s), uk = gk(0) = max
s2[0;100]
gk(s), and sk(w) 2
[0; 100] such that gk(sk(w)) = w.
If R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R > 1. Then the cdf FW (¢) and the pdf fW (¢) of


















k(w)1(lk < w < uk);
where lk = gk(0) = min
s2[0;100]
gk(s), uk = gk(100) = max
s2[0;100]
gk(s), and sk(w) 2
[0; 100] such that gk(sk(w)) = w.
Proof. Without loss of generality, we only need to prove the ¯rst part.
If R0 = R1 = ¢ ¢ ¢ = RJ¡1 = R < 1, then W (Y; S) is a decreasing function of S
conditional on Y . Then, gk(s); k = 0; ¢ ¢ ¢ ; J are all decreasing functions. Thus, we
have
lk = gk(100) = min
s2[0;100]
gk(s);
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Let sk(w) 2 [0; 100] such that gk(sk(w)) = w, then it is the inverse function of
gk(s). Therefore,
















¼¤k(s)f(s)ds ¢ 1(lk < w < uk) +
Z 100
0
¼¤k(s)f(s)ds ¢ 1(w ¸ uk)
o
:
Taking the ¯rst derivative of the cdf of W (Y; S), we obtain the pdf





k(w)1(lk < w < uk):
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Appendix B: Collocation Method
The collocation method is an accurate method of approximating the ARL of
a charting procedure by numerically solving the integral equation introduced by
Page (1954). Knoth (2005) demonstrated that the collocation method is fast and
accurate in assessing the ARL performance of an exponentially weighted moving
average (EWMA) control chart for monitoring the variance of normally distributed
data. Consider a CUSUM chart obtained by plotting
Cn = max(0; Cn¡1 +Wn);








Let L(u) denote the ARL of the CUSUM chart that starts at C0 = u, then the
integral equation for the ARL derived by Page (1954) is given as




where FW (¢) and fW (¢) are the cdf and pdf of W (Y; S) respectively.
The collocation method is to approximate L(u) by
NP
j=1
cjTj(u) for u 2 [0; h],
where T (¢) is a set of N independent interpolating functions, and cj 's are un-
known constant. To solve cj 's, we choose a set of N nodes in the domain [0; h],
and then solve the resulting system of linear equations as discussed in Hackbusch
(1995). According to Knoth (2005), the Chebychev polynomials Tj(z) = cos((j ¡
1) arccos(z)); z 2 [¡1; 1]; j = 1; ¢ ¢ ¢ ; N provide stable numerical quadratures. The
Chebychev nodes are given as zi = cos((2i ¡ 1)¼=2N); i = 1; ¢ ¢ ¢ ;N . The Cheby-
chev polynomials and nodes are designed for the domain [¡1; 1]. In order to use
them in the domain [0; h], we consider the Chebychev polynomials and nodes as
Tj(z) = cos((j ¡ 1) arccos( 2z¡hh )); z 2 [0; h]; j = 1; ¢ ¢ ¢ ;N and zi =
h
2 [1 + cos((2i ¡
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Tj(x)fW (x¡ zi)dx; (B1)
for i = 1; ¢ ¢ ¢ ;N . The integral on the right-hand side can be approximated using
the Gauss-Legendre quadratures (Abramowitz and Stegun, 1968).
Note that the pdf of W (Y; S) is





k(w)1(lk < w < uk):
The function as a whole is not smooth enough for the Gauss-Legendre quadratures to
estimate accurately. However, the component ¼¤k(sk(w))f(sk(w))s
0
k(w)1(lk < w <
uk) is smooth enough for the Gauss-Legendre quadratures to estimate accurately.
Hence, the integral on the right-hand of (B1) is approximated by
Z h
0









k(w)1(lk < w < uk)dx;
and each integral in the right-hand can be approximated by the Gauss-Legendre
quadratures.
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399 for(i in 1:N)
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6 for(i in 1:nrecord)
7 {if(record[i]<31&record[i]>-1) newrecord[i]=2























































































































































































































































































































































































































395 for(i in 1:N_Gaussian) fp[i]=T(p_n[i],j,h)*f_W_t(p_n[i]-loc,out,r0,r1,r_a)
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415 for(i in 1:N)
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432 c=getc(h,r0,r1,r_a,N,N_Gaussian_1,N_Gaussian_2);
433 p_t=rep(0,N);
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Chapter 2. Standardized Mortality Ratio
Abstract
Measuring quality of medical practice is becoming increasingly prominent in
quality management because it is a key component in improving quality and ef-
¯ciency in health care. The traditional standardized mortality ratio (SMR) com-
pares the mortality rate of a study population with that of a reference population
by comparing the actual number of deaths in the study population with the ex-
pected number of deaths in the study population assuming the mortality rate of
the reference population. In order to measure the performance of a surgeon or a
group of surgeons in a hospital in performing a particular type of surgical operation,
the SMR is used to compare the observed number of deaths in a sample with an
estimated number of deaths usually calculated based on the average performance
of a group of surgeons in a hospital, region, country or certain parts of the world.
The estimated number of deaths in a sample associated with this new application of
SMR is not a constant but a random variable. This means that all existing results
for the traditional SMR may no longer be valid for the new SMR. In this chapter,
the asymptotic distribution of the SMR based on an estimated number of deaths
are derived. We also use the bootstrap procedure to estimate the ¯nite-sample dis-
tribution. Both type I errors and powers of con¯dence intervals constructed using
the asymptotic and bootstrap distributions of SMR are investigated and compared
with existing methods.
KEY WORDS: Bootstrap; Cardiac operations; Euroscores; Hospital standardized
mortality ratio; Logistic regression; Odds ratio; Parsonnet scores; Patient mix;
Quality monitoring; risk distributions.
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x1. Introduction
The standardized mortality ratio (SMR) is usually de¯ned as the ratio NS=NR
where NS is the number of deaths in a study population and NR is the expected
number of deaths in the study population assuming the mortality rate of a reference
population. Hence, the SMR allows the mortality rate in a study population to be
compared with that of a reference population. According to Keiding (1987), Dale
(1777) was probably the earliest to explain and use the SMR. The SMR is described
in many biostatistics textbooks, for example Pagano and Gauvreau (2000, pages
66{95), Forthofer et al. (2007, page 55), Armitage et al. (2008, pages 659{666),
Antonisamy et al. (2010, pages 241{252) and Rosner (2011, pages 253{256). It is
frequently used in various ¯elds including occupational epidemiology (Ulm, 1989;
Reid et al., 2008; Mirabelli et al., 2008), cancer studies (Breslow and Day, 1987;
Mastrangelo et al., 2008; Gun et al., 2008; Guha, 2010; Bagary, 2011), heart studies
(Humblet et al., 2008; Hickey et al., 2011; Nieuwkamp et al., 2011) and medical
care (Thomas and Hofer, 1999; Sonnenberg, 2008; Zeger et al., 2008; Gensberg et
al., 2009; Steenland et al., 2010; Beard et al., 2011).
Quite often in practice, instead of an entire study population, a sample is taken
from the study population. The SMR is then de¯ned as the ratio O=E where the
statistic O now represents the observed number of deaths in the sample and the
quantity E represents the expected number of deaths in the sample assuming the
mortality rate of a reference population. In order to derive a con¯dence interval for
the SMR, the random variable O is usually assumed to follow a Poisson distribution
(Vandenbroucke, 1982; Ury, 1985 and Ulm, 1989). If the sample size is large and the
mortality rate is small, the number of deaths can be approximated using a Poisson
random variable. An approximate con¯dence interval for the SMR is obtained by
¯rst deriving a con¯dence interval for the expectation of O, and then dividing the
interval with E. Bartlett (1936) showed that if X is a Poisson random variable
with mean ¸, then
p
X is an approximately normal random variable with mean
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p
¸ and variance 1/4. Using this result, Vandenbroucke (1982) obtained a 95%
con¯dence interval for the Poisson mean as ([
p
O ¡ 1]2; [
p
O + 1]2). In general,






2) where z®=2 is the 100(1¡®=2)th standard normal
percentile. Ury (1985) considered normal approximation of O instead of
p
O and
with simple correction factors. His 95% and 99% con¯dence intervals for the Poisson
mean are given as (O ¡ 1:96
p
O + 1; O + 1:96
p
O + 2) and (O ¡ 2:58
p
O + 2; O +
2:58
p
O + 3) respectively.
Clopper-Pearson (1934) provided a conservative approach of constructing a
con¯dence interval and illustrated the approach for the binomial proportion. Sup-
pose X is a Poisson random variable with mean ¸. If O = o is observed, the
Clopper-Pearson interval is de¯ned by (¸L; ¸U ) where ¸L and ¸U are the solutions
to the equations
P (X ¸ oj¸L) = ®=2 and P (X · oj¸U) = ®=2:




e¡¸¸i=i! = Pr(Â22(m+1) > 2¸):
A proof of this relationship can be found in Johnson and Kotz (1969). It can be
shown easily that the 100(1 ¡ ®)% Clopper-Pearson con¯dence limits ¸L and ¸U
based on O can be determined from the equations
Pr(Â22O · 2¸L) = ®=2 and Pr(Â22(O+1) · 2¸U ) = 1¡ ®=2:
Ulm (1989) describe the use of these control limits in ¯nding the con¯dence interval
of SMR. The chi-square probability can also be approximated using the Wilson-
Hilferty approximation as
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where Z is the standard normal random variable. Pearson and Hartley (1958)
tabulated the Clopper-Pearson con¯dence interval for the Poisson mean from 0
to 50. Using Pearson and Hartley's table and the exact relationship between the
Poisson and chi-square probabilities, Bailer and Ederer (1964) provided a table for
determining the Clopper-Pearson con¯dence interval for the SMR for O from 1 to
50. For O greater than 50, they used the Wilson-Hilferty approximation to the
chi-square probability to approximate the Clopper-Pearson con¯dence interval for



























Descriptions for constructing the Clopper-Pearson con¯dence interval for the SMR
can also be found in Mulder (1983) and Ulm (1989). Some authors called this an
`exact' con¯dence interval because it is calculated using the Poisson distribution
but Clopper and Pearson (1934) made it clear that the actual coverage probability
is equal to or greater than the nominal con¯dence level. The discreteness of the
Poisson random variable means that exact con¯dence interval is usually not possible
even if the Poisson distribution is used in deriving the interval. It should also be
noted that the Poisson assumption may not be true.
If there are k di®erent mortality rates for k groups of a study population de¯ned












where Ni is subpopulation size of the ith group in the study population, ®i and
¸i are the mortality rates of the ith group of the study and reference populations
respectively. If a random sample is taken from the study population, then the
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where O is the observed number of deaths in the sample and ni is the subsample
size of the ith group in the sample. Note that the denominator is not a constant but













ni¸i is an estimate of the expected number of deaths in a sample
of size n. The statistical properties of this SMR remain unclear.
Measuring quality of medical practice is becoming increasingly prominent in
quality management because it is a key component in improving quality and e±-
ciency in health care. The hospital standardized mortality ratio (HSMR) was devel-
oped by Jarman et al. (1999) for measuring performances of hospitals. According
to the HSMR Technical Notes published by the Canadian Institute for Health Infor-
mation (2012), the HSMR is de¯ned as the observed number of deaths in a hospital
divided by the expected number of deaths based on 65 diagnostic groups which
account for 80% of in-hospital deaths, excluding patients who received palliative
care. If the risk distributions of patients remain the same, then the HSMR tracked
over time indicates how successful hospitals and health regions have been in reduc-
ing in-hospital deaths, and this could lead to improved medical care. In USA, the
Institute of Health Improvement (Whittington, 2005) is using the HSMR in their
campaigns to improve the safety of patients by implementing strategies to reduce
mortality. In England, the National Patient Safety Agency (Thomson, 2007) has
adopted the HSMR as a high level track measure for patient safety. The Canadian
Institute for Health Information has led the e®ort in promoting the use of HSMR
for Canada and publishes results for eligible facilities and regions in all provinces
outside Quebec.
Although the term `expected' is used in the de¯nition of HSMR, it is clear from
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the way that the `expected' number of deaths is de¯ned and calculated according
to Appendix I of the HSMR Technical Notes published by the Canadian Institute
for Health Information (2012), it is an estimated number of deaths. Thus, existing
con¯dence intervals derived for the SMR including the Byar's interval (see for ex-
amples, Guidelines for Using and Developing Rates for Public Health Assessment,
2002 and HSMR Technical Notes published by the Canadian Institute for Health
Information, 2012), are no longer valid for the HSMR unless
kP
i=1
ni¸i is a good ap-
proximation of its expected quantity nN
kP
i=1




ni¸i is a constant will result in a wider con¯dence
interval for the SMR.
In this chapter, we consider k di®erent mortality rates for k groups of a study
population and study the statistical properties of the SMR based on a random sam-
ple taken from the study population. In Section 2, the statistical properties and
asymptotic distribution of the SMR are investigated. In Section 3, we develop con-
¯dence intervals for the SMR based on the asymptotic and bootstrap distributions
of SMR. The coverage probabilities of these con¯dence intervals and those based




to be a constant) are also studied. The powers of the various con¯dence intervals
are then investigated in Section 4. The SMR is highly dependent on the patients'
risk distribution and this relationship is investigated in Section 5. Real data sets
are used to illustrate the various con¯dence intervals in Section 6. A conclusion is
given in Section 7.
x2. Statistical Properties of SMR
2.1 De¯nition and Expectation of SMR
Suppose a patient is to undergo a cardiac surgery. The surgical outcome of the
patient can be represented by Y which is 1 if the patient dies within 30 days and
0 otherwise. The patient's conditions like age, blood pressure, existence of certain
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disease like diabetes, morbid obesity et al. will be determined and this information
can be summarized as a Parsonnet score (Parsonnet et al., 1989). The Parsonnet
score is an integer from 0 to 100 and it is a measure of the risk of death of a patient
who undergoes a cardiac surgery. A patient's Parsonnet score S can then be used to
estimate the probability of death X by using a logistic regression model m(¢) built
using some past surgical data as X = m(S). The quantity X is an estimate of the
probability of death resulting from an operation assuming the average performance
of all surgeons in the data. The model de¯nes a one-to-one relationship between S
and X. For a patient who is operated on by a particular surgeon, let d(X) be the
true risk of death and de¯ne D(S) = d(m(S)). This means that given a patient
with Parsonnnet score S, the true risk of death operated on by the surgeon will be
represented by D(S). If a model is ¯tted using a di®erent data set, m(¢) and d(¢)
will change but D(¢) = d(m(¢)) will remain the same. In e®ect, we have de¯ned d(¢)
and D(¢) as measures of performance of a surgeon. The main di®erence between
d(¢) and D(¢) is that d(¢) is model dependent whereas D(¢) is not. A surgeon who
performs uniformly better than a surgeon with an average performance will have
D(s) < m(s) for all s or d(x) < x for all x. Similarly, a surgeon who performs
uniformly worse than average will have D(s) > m(s) for all s or d(x) > x for all x.
Let S1; S2; ¢ ¢ ¢ ; Sn be the Parsonnet scores of a random sample of n patients.











Yi is the observed number of deaths and
nP
i=1
Xi is an estimate of the
expected number of deaths in a sample of size n given the model x = m(s). The
expected number of deaths in the sample of size n is calculated based on the average
performance of all the surgeons whose data were used to ¯t the model x = m(s).
A model x = m(s) that underestimates the risk x will in°ate the SMR. Similarly,
a model that overestimates the risk x will de°ate the SMR. The SMR is thus
dependent on how the risk x is estimated and hence it is subjected to possible
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abuses or manipulations.
Given the estimated risk X = x of a patient, Y is a Bernoulli random variable
with probability of death from an operation d(x). Note that he SMR is a ratio of
two random variables and using Taylor's approximation, it can be shown that





d(x)p(x) and p(¢) is the probability mass function
(pmf) of X. Thus, the SMR is an almost unbiased estimator of ¹Y =¹X . The







which can be viewed as a weighted average of the performance measure d(x)=x
with weight xp(x)=¹X . The weight depends on both x and p(x), hence ¹Y =¹X is
in°uenced by both the estimated risk of death and its distribution. Equation (3) also
indicates that for two equally competent surgeons with the same d(¢), their SMRs
can be di®erent, depending on the risk distribution of their patients. Therefore, a
direct comparison of the magnitudes of SMRs may not be meaningful when their
patients' risk distributions are di®erent.
2.2 Asymptotic Distribution of SMR
We will derive the asymptotic distribution of SMR.
Theorem 1. Consider a random sample of n patients with their probabilities of





















where ¹X = E(X), ¹Y = E(Y ), ¾
2
X = Var(X), ¾
2
Y = Var(Y ) and ¾XY =
Cov(X; Y ).
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Proof. Let Wi = (Xi; Yi)
T and note that W1;W2; :::;Wn are independent and
identically distributed (iid) random vectors. The expectation and covariance matrix










Let f(x; y) = y=x, then SMR = f( ¹X; ¹Y ). Also, de¯ne rT f(¹X ; ¹Y ) = (¡¹Y =¹2X ,




f( ¹X; ¹Y )¡ f(¹X ; ¹Y )
¢ L! N(0; ¿2);















x3. Comparison of Con¯dence Intervals of SMR
3.1 Some Basic Assumptions
Suppose the odds ratio of death associated with a surgeon is Q = [d(x)=(1 ¡
d(x))]=[x=(1¡ x)] (Steiner et al. 2000). This means the odds of death of a patient
operated on by the surgeon is Q times the odds of death if the patient were to
be operated on by a surgeon of average performance. A plot of d(x) against x for
Q = 0:5; 1 and 2 is displayed in Figure 3.1. For a surgeon with Q = 1, the true
risk of death is represented by the diagonal line d(x) = x. Note that the true risk
of death of a patient operated on by a surgeon with Q > 1 is larger than that of
Q = 1. The opposite is true for Q < 1.
Consider a real data set of 6449 Parsonnet scores of cardiac patients and its
histogram is shown in Figure 3.2. Each patient was operated on by a surgeon from
a group of surgeons. This data set is denoted as population P0. A real data set
was used for the study so that any results obtained will be representative of real
scenarios. A logistic regression model
log(x0=(1¡ x0)) = logit(x0) = ®0 + ¯0s; (4)
97
Risk-Adjusted CUSUM Charts and SMR Tang Xu
is ¯rst ¯tted using P0 and its associated surgical outcomes to obtain a relationship
between the Parsonnet score s and the risk of death x assuming the average perfor-
mance of all the surgeons. The two parameters were found to be ®0 = ¡3:605 and
¯0 = 0:072.
As an example of the covariance matrix Var(W ), we simulated 1000 samples
which assume the risk pro¯les is the same as P0 and the performance is characterized
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Figure 3.1. Plots of true probability of death d(x) of a patient operated on by a
surgeon characterized by the odds ratio of death Q against the probability of death x
of a patient operated on by a surgeon with an average performance.












Figure 3.2. The frequency distribution of Parsonnet scores of a group of 6449 pa-
tients who underwent cardiac operations.
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3.2 Methods for Constructing Con¯dence Intervals
Suppose that the observed data for a surgeon is given by (S1; Y1), (S2; Y2),¢ ¢ ¢ ;
(Sn; Yn), where Si is the Parsonnet score of the ith patient and Yi is the surgical




of death from an operation can be estimated using a logistic model Xi = m(Si).




basically 4 approaches of constructing con¯dence intervals for the SMR of which
the ¯rst two are existing procedures.
(1) Normal approximation of the Poisson distribution: Vandenbroucke's and Ury's
con¯dence intervals;
(2) Clopper-Pearson approach based on the Poisson distribution: Ulm's and Byar's
con¯dence intervals;
(3) Con¯dence intervals based on the asymptotic normal theory;
(4) Bootstrap con¯dence interval.
The ¯rst two types assume that (i) the numerator O is distributed as a Poisson
random variable, and (ii) the denominator of the SMR,
nP
i=1
Xi is a constant. The
¯rst two types di®er in the types of normal approximation used for the Poisson
distribution. The other two types do not make such assumptions and they use
either the asymptotic normal distribution or bootstrap approach in estimating the
percentiles of the SMR.
3.3 Comparison of Coverage Probabilities
In order to investigate the coverage probabilities of the con¯dence intervals,
we perform a simulation study. The logistic regression model in equation (4) is
¯rst ¯tted using P0 and its associated surgical outcomes to obtain a relationship
between the Parsonnet score s and the risk of death x0 assuming the average per-
formance of all the surgeons. In our simulation study, we will assume that the risk
of death calculated using this model is the true risk of death of a patient given
a Parsonnet score. We consider taking random samples of Parsonnet scores from
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population P1 (which is the same as population P0) and the true risks of death
can be determined using the model in equation (4) for the simulation study. These
risks will form the denominator of the SMR. Consider a surgeon A with odds ratio
of death QA, operating on patients. In order to construct a con¯dence interval
for the SMR of surgeon A, we will calculate the true risks of death for patients
using QA = [d(x)=(1¡ d(x))]=[x0=(1¡ x0)] so as to simulate the surgical outcomes
which will form the numerator of the SMR. Each SMR is simulated 1000 times
for QA = 0:5; 0:6; :::; 2:0. The various con¯dence intervals are then calculated to
determine their respective coverage probabilities. This is done by checking whether
a con¯dence interval covers ¹Y =¹X or not. The calculation of ¹Y =¹X is described
in equation (3).
Figure 3.3 shows the coverage probabilities of the 4 types of con¯dence inter-
vals. There are clear di®erences in their coverage probabilities. As expected, Ulm's
and Byar's coverage probabilities are almost identical because both are based on
the same Clopper-Pearson approach and di®er only in the calculation of the Poisson
probabilities. The coverage probability is always above the 0.95 level as dictated by
the Clopper-Pearson approach. Their coverage probabilities are around 0.975 and
they are the most conservative. Ury's con¯dence interval is nearly as conservative
as Ulm's and Byar's con¯dence intervals. Vandenbroucke's con¯dence interval is
slightly less conservative with its coverage probability hovers around 0.969. It is
clear from Figure 3.3 that the ¯rst 2 types of con¯dence intervals are conservative.
The con¯dence interval based on the asymptotic normal theory is the best in terms
of coverage probability which hovers around 0.95. This shows that the normal ap-
proximation is adequate. The con¯dence interval based on the bootstrap approach
is similar to that based on asymptotic normal theory with slightly smaller coverage
probabilities.
In order to study the in°uence of the risk distribution of patients operated on
by a surgeon on the coverage probabilities, we repeat the simulation study by con-
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sidering 3 other risk distributions that are di®erent from P1. The risk distributions
of the 3 populations are summarized in Table 3.1. The risk distribution P2 has
more low-risk patients than P1. The other two have more high-risk patients. risk
distribution P4 is quite di®erent from P1 and it is representative of patients seeking
treatments from a surgeon or hospital that treats mostly high-risk patients. Figures
3.4{3.6 show the coverage probabilities for the 3 risk distributions. Table 3.2 shows
that average coverage probabilities (over the range of Q) of the various types of
con¯dence intervals with respect to the risk distributions P1{P4. Figures 3.4{3.6
and Table 3.2 show that the con¯dence intervals based on Poisson approximation
remain conservative, while those based on asymptotic normal theory and bootstrap
approach have coverage probabilities average to around 0.95. As the proportion of
high-risk patients increases from P1 to P4, the con¯dence intervals based on Pois-
son approximation become even more conservative for Q greater than 1 because the
Poisson approximation deteriorates as the mean number of deaths increases.
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Table 3.1. Risk distributions of the 5 populations of Parsonnet scores
Parsonnet score
|||||||||||||||||||||||||||{
Population Low Elevated Signi¯cantly elevated High Very high
P0 37% 24% 15% 11% 13%
P1 37% 24% 15% 11% 13%
P2 47% 34% 15% 1% 3%
P3 32% 19% 15% 16% 18%
P4 3% 1% 15% 34% 47%




Population Vandenbroucke Ury Ulm Byar Asymptotic Bootstrap
P1 0.969 0.974 0.975 0.975 0.949 0.946
P2 0.959 0.968 0.968 0.968 0.946 0.941
P3 0.972 0.976 0.976 0.976 0.947 0.945
P4 0.975 0.978 0.978 0.978 0.948 0.945
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Figure 3.3. The simulated coverage probabilities of various con¯dence intervals when
the underlying risk distribution is P1.





































































































































































Figure 3.4. The simulated coverage probabilities of various con¯dence intervals when
the underlying risk distribution is P2.
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Figure 3.5. The simulated coverage probabilities of various con¯dence intervals when
the underlying risk distribution is P3.
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Figure 3.6. The simulated coverage probabilities of various con¯dence intervals when
the underlying risk distribution is P4.
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x4. Power of the 4 Test Procedures
Consider a surgeon with odds ratio of death Q operating on patients. We want








xp(x), where x is the true risk of death of the ith patient assuming
the average performance of surgeons which is calculated using model (4) and d0(x)
is de¯ned by d0(x)=(1¡ d0(x)) = Q0x=(1 ¡ x). We consider Q0 = 0:5; 1:0 and 2.0
in our simulation study. In order to investigate the power of the test procedures,
we consider taking random samples of 1000 patients from population P1. The
true risk of death of the ith patient assuming the average performance of surgeons
is calculated as xi using model (4). We investigate the power of the 4 types of
procedures for Q=Q0 = 0:5; 0:6; :::; 2:0. The true risk of death of the ith patient
to be operated on by a surgeon with an associated Q is calculated as d(xi). The
outcome of the surgical operation for the ith patient yi can be done by simulating a
standard uniform random variate and compare it with d(xi). The various con¯dence
intervals for the SMR are then calculated as described in Section 3. Based on 1000
samples simulated, the powers of the various con¯dence intervals can be obtained.
The power curves of the 4 types of con¯dence intervals are shown in Figures 4.1{4.6
for (i) Q0 = 1, ® = 0:05, (ii) Q0 = 1, ® = 0:01, (iii) Q0 = 0:5, ® = 0:05, (iv)
Q0 = 0:5, ® = 0:01, (v) Q0 = 2, ® = 0:05, (vi) Q0 = 2, ® = 0:01.
Figure 4.1 shows the power curves of the 6 procedures for Q0 = 1, ® = 0:05.
It can be seen that the power of the 6 procedures are approximately the same
when Q > Q0. However, the power of the asymptotic and bootstrap methods
are signi¯cantly higher than the other methods when Q < Q0. The di®erence in
power is due to a di®erence between the normal and Poisson approximations. In
order to assess the normality of SMR based on a sample size of 1000, we simulated
200 samples and calculated their SMRs. The resulting SMRs are then tested for
normality using the 5% level of signi¯cance Shapiro-Wilk test. This is repeated 500
times and the proportion of times the test rejected the null hypothesis of normality
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is found to be 0:084. This provides evidence that the normal approximation works
well for the SMR based on a ¯nite sample size of 1000. Figures 4.7{4.9 show
the histograms of 1000 simulated SMRs based on Q = 0:5, 1 and 2 and samples
taken from P1. The exact asymptotic normal pdf of the SMR is also shown on
each ¯gure. Under the Poisson assumption, the distribution of the SMR can be
approximated by the distribution of a Poisson random variable divided by ¹X . This
distribution is also shown on each ¯gure. These ¯gures show that the asymptotic
normal distribution provides a good ¯t to the data. The Poisson approximation is
right-skewed with a larger variance. This explains why the upper con¯dence limits
of the SMR based on the Poisson approximation is larger and resulted in lower
power because rejection is based on the upper limit when Q < Q0. This is also
con¯rmed with the results in Table 4.1 which shows the average of the di®erences
(i) SMR ¡ lower limit and (ii) upper limit ¡ SMR, of the various types of 95%
con¯dence intervals obtained by simulating 1000 SMRs based on P1 and Q = 1.
Table 4.1 shows that the average of the di®erence SMR ¡ lower limit is very similar
for all the con¯dence intervals. As for the average of the di®erence upper limit ¡
SMR, the upper limits of SMR based on the Poisson approximation are larger.
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Figure 4.1. The power of the test procedures using various con¯dence intervals for
Q0 = 1; ® = 0:05.






































































































































































































































Figure 4.2. The power of the test procedures using various con¯dence intervals for
Q0 = 1; ® = 0:01.
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Figure 4.3. The power of the test procedures using various con¯dence intervals for
Q0 = 0:5; ® = 0:05.



























































































































































































































































































































Figure 4.4. The power of the test procedures using various con¯dence intervals for
Q0 = 0:5; ® = 0:01.
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Figure 4.5. The power of the test procedures using various con¯dence intervals for
Q0 = 2; ® = 0:05.









































































































































































































































Figure 4.6. The power of the test procedures using various con¯dence intervals for
Q0 = 2; ® = 0:05.
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Figure 4.7. A histogram of 1000 simulated SMRs based on Q = 0:5 and random
samples taken from P1. The exact asymptotic normal pdf and the Poisson approx-
imation of the SMR are displayed as solid and dotted lines respectively.















































































Figure 4.8. A histogram of 1000 simulated SMRs based on Q = 1 and random
samples taken from P1. The exact asymptotic normal pdf and the Poisson approx-
imation of the SMR are displayed as solid and dotted lines respectively.
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Figure 4.9. A histogram of 1000 simulated SMRs based on Q = 2 and random
samples taken from P1. The exact asymptotic normal pdf and the Poisson approx-
imation of the SMR are displayed as solid and dotted lines respectively.
Table 4.1. The average lengths of (i) SMR ¡ lower con¯dence limit and (ii) upper
con¯dence limit ¡ SMR of the various 95% con¯dence intervals obtained by simu-
lating 1000 SMRs based on P1 and Q = 1. The standard deviations are shown in
the brackets
Van Ury Ulm Byar As Bs
SMR - Lower limit 0.226 0.225 0.225 0.225 0.220 0.225
(0.014) (0.014) (0.014) (0.014) (0.013) (0.017)
Upper limit -SMR 0.254 0.270 0.271 0.271 0.220 0.214
(0.014) (0.014) (0.014) (0.014) (0.013) (0.015)
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x5. E®ect of Risk Distributions on SMR
In this section, we will examine the e®ect of risk distribution of patients on the
SMR. For the study, we consider random samples of Parsonnet scores taken with
replacement from P0. Samples of 100 Parsonnet scores are taken randomly from
each of the ¯ve risk categories of P0 as classi¯ed in National Adult Cardiac Surgical
Database Report 2000-2001: low (0{4), elevated (5{9), signi¯cantly elevated (10{
14), high (15{19), very high (20{100). The risk of death of a patient assuming the
performance of an average surgeon, x0 (and represented as x) is calculated using
equation (4) and x is assumed to be the true risk of death in the study. For each of
the 5 samples, the patients are operated on by a surgeon with odds ratio of death
Q = 0:5. In other words, the true risk of death of a patient operated on by the
surgeon is given as d(x) = Qx=(Qx+1¡x). Since the pmf of X is known for P0, the
quantity ¹Y =¹X (E(SMR) is a close approximation of ¹Y =¹X) can be calculated
exactly using equation (2). This is repeated for a surgeon with Q = 0:6; 0:7; ¢ ¢ ¢ ; 2:0.
Table 5.1 contains the quantity ¹Y =¹X classi¯ed by the risk category of pa-
tients and the odds ratio of death associated with a surgeon. The table reveals that
the SMR of a surgeon with an average performance (Q = 1) is una®ected by the risk
distribution. This is due to the fact that if Q = 1, then d(x) = x and equation (2)
yields ¹Y =¹X = 1. For a surgeon who performs better than average (Q < 1), the
SMR is larger if the risk is from a higher category. In contrast, for a surgeon who
performs worse than average (Q > 1), the SMR is smaller if the risk is from a higher
category. This is contrary to a popular misconception among hospital administra-
tors and medical professionals that even risk-adjusted performance measures will
fare worse if the patients operated on are of higher risks. For example, Kahn et
al. (2007) commented that hospitals might shift the obligations of treating higher
risk patients by transferring them out to other health care institutions in order to
get a smaller SMR. The table shows that this is not true unless Q is less than 1. For
Q closer to 1, the quantity ¹Y =¹X varies less across the risk categories. This shows
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that the SMR does in fact adjust for the risks of patients. However, for a surgeon
with Q = 0:5 for example, the SMR for the very high risk category can be 20%
larger than that for a low risk category. Also, the SMR of a surgeon with Q = 2:0
operating on very high risk patients is smaller than the SMR of a surgeon with
Q = 1:8 operating on low risk patients. Thus, it may not be meaningful to compare
the magnitudes of two SMRs directly if their risk distributions are di®erent.
Table 5.1. True SMRs of 11 surgeons operated on patients from 5 di®erent risk
groups
Odds ratio of death associated with a surgeon, Q
||||||||||||||||||||||||{
Risk category 0:5 0:6 0:7 0:8 0.9 1.0 1.2 1.4 1.6 1.8 2.0
Low 0.51 0.61 0.71 0.80 0.90 1 1.19 1.38 1.57 1.76 1.94
Elevated 0.51 0.61 0.71 0.81 0.90 1 1.19 1.38 1.56 1.74 1.92
Signi¯cantly elevated 0.52 0.61 0.71 0.81 0.91 1 1.19 1.37 1.54 1.72 1.89
High 0.52 0.62 0.72 0.81 0.91 1 1.18 1.35 1.52 1.68 1.84
Very high 0.60 0.69 0.78 0.86 0.93 1 1.13 1.25 1.36 1.46 1.55
In addition, we want examine the e®ects of the risk distributions on the con-
¯dence intervals. From the ¯ndings in Section 3, the con¯dence interval based on
asymptotic normal distribution is the best among several methods in terms of cov-
erage probability and power. Thus, we will use this con¯dence interval in the study.
For a surgeon with Q = 1, consider the surgeon operating on patients taken from 4
populations P1, P2, P3 and P4. We set P1 as the underlying standard population,
and examine the e®ect of risk distributions with P2 having more lower risk patients,
and P3 and P4 having more higher risk patients. For each of the 4 populations, the
quantity ¹Y =¹X (E(SMR) is a close approximation of ¹Y =¹X) and the standard
deviation of SMR are calculated. In addition, proportions of 95% con¯dence in-
tervals below and above E(SMR) associated with P1, are estimated based on 5000
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random samples taken from each of the 4 populations. The results are displayed
in Table 5.2. Since Q = 1, the quantity E(SMR) is not a®ected by the change
in the risk distribution. The proportion of 95% con¯dence interval of SMR below
the underlying E(SMR) does not change substantially when the risk distribution
changes. This is also true for the proportion of 95% con¯dence intervals of SMR
above the E(SMR). These results imply that the e®ects of the risk distributions on
the con¯dence interval of SMR is relatively small when Q = 1.
The study is repeated for Q = 0:5 and Q = 2. The results for Q = 0:5 are
shown in Table 5.3. From the table, the proportion of 95% con¯dence intervals of
SMR below the E(SMR) associated with P1 is much lower for P4 than that for P1.
On the other hand, the proportion of 95% con¯dence intervals of SMR above the
E(SMR) associated with P1 is much higher for P4 than that for P1. In other words,
if the surgeon operates on more high risk patients, the surgeon will look worse in
performance. From the same table, the proportion of 95% con¯dence intervals of
SMR below the E(SMR) associated with P1 is much higher for P2 than that for P1.
On the other hand, the proportion of 95% con¯dence intervals of SMR above the
E(SMR) associated with P1 is much lower for P2 than that for P1. In other words,
if the surgeon operates on more low risk patients, the surgeon will look better in
performance. The results for Q = 2 are shown in Table 5.4. The tables shows that
if the surgeon operates on more high risk patients, the surgeon will look better in
performance. On the other hand, if the surgeon operates on more low risk patients,
the surgeon will look worse in performance.
In summary, the results show that a worse than average surgeon can indeed
\improve" his or her performance by operating on more high risk patients. Similarly,
a better than average surgeon can \improve" his performance by operating on more
low risk patients. This is contrary to popular believe that a surgeon can only
\improve" his performance by operating on low risk patients (Kahn et al., 2007).
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Table 5.2. (i) Expectation, (ii) standard deviation of SMR and (iii) estimated pro-
portion of 95% con¯dence interval of SMR below or above E(SMR) associated with
P1, based on 5000 random samples taken from P2, P1, P3 and P4 for the case Q = 1
P2 P1 P3 P4
E(SMR) 1.000 1.000 1.000 1.000
SD(SMR) 0.114 0.112 0.101 0.074
% of c.i. below 1.000 0.043 0.036 0.033 0.032
% of c.i. above 1.000 0.013 0.017 0.017 0.022
Table 5.3. (i) Expectation, (ii) standard deviation of SMR and (iii) estimated pro-
portion of 95% con¯dence interval of SMR below or above E(SMR) associated with
P1, based on 5000 random samples taken from P2, P1, P3 and P4 for the case
Q = 0:5
P2 P1 P3 P4
E(SMR) 0.524 0.550 0.559 0.578
SD(SMR) 0.105 0.085 0.078 0.059
% of c.i. below 0.550 0.072 0.039 0.030 0.011
% of c.i. above 0.550 0.006 0.017 0.022 0.053
Table 5.4. (i) Expectation, (ii) standard deviation of SMR and (iii) estimated pro-
portion of 95% con¯dence interval of SMR below or above E(SMR) associated with
P1, based on 5000 random samples taken from P2, P1, P3 and P4 for the case Q = 2
P2 P1 P3 P4
E(SMR) 1.866 1.758 1.722 1.643
SD(SMR) 0.192 0.129 0.129 0.090
% of c.i. below 1.758 0.009 0.035 0.060 0.232
% of c.i. above 1.758 0.061 0.016 0.010 0.001
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x6. Real Data Analysis
In this section, we will illustrate the methodology using a real data set. This
real data comprises 6499 patients, operated on by 7 surgeons. In phase I, the data
for the ¯rst 1906 patients are used to ¯t a logistic model,
logit(x) = ¡3:6374 + 0:0748s: (5)
In phase II, the model is used to estimate the risk of death of a patient from an
operation assuming the average performance of the 7 surgeons. The data for the
other 4593 patients are then used to calculate the SMRs and con¯dence intervals
for the 7 surgeons. There are less low-risk and more higher-risk patients in phase
II than phase I.
Table 6.1 shows the SMRs and their 95% con¯dence intervals for the 7 surgeons.
The number of patients operated on are also given. The lower limits are similar for
all the intervals but the upper limits of the con¯dence intervals based on asymptotic
normal and bootstrap distributions are closer to the SMR. In other words, the
con¯dence interval based on asymptotic distribution and the bootstrap method are
more accurate than the other methods. This di®erence is due to the right skewness
of the Poisson approximation which was explained in the previous section. The
results obtained here are consistent with our ¯ndings in the previous section.
Table 6.1 also shows that there is evidence that surgeons 1 and 2 have per-
formances that are worse than the average and surgeon 6 has performance better
than the average. There is no evidence to suggest that the other surgeons have
performances signi¯cantly di®erent from the average. The patients operated on by
surgeon 2 are of higher risks than those of surgeon 1. This means surgeon 2's per-
formance could be worse if he were to operate on more low risk patients. Surgeon 6
is the only one who performed better than average. Most of his patients are of low
or elevated risks and this might explain partly his good performance. The SMRs
of surgeons 3 and 5 are found to be 0.805 and 0.744 respectively and they are only
marginally non-signi¯cant. Note that risk distribution of patients operated on by
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surgeon 5 is of a lower-risk distribution than that of surgeon 3. This means surgeon
3's SMR could be lower if he were to operate on patients of a lower-risk distribution.
Surgeon 7 is probably an average surgeon with a SMR of 0.99. Although surgeon 4's
SMR (1.351) is greater than surgeon 1's SMR (1.223), there is not enough evidence
to show that surgeon 4 is worse than average due to the small sample size. Note
that the length of the con¯dence interval is about 0.4 for surgeon 1 and about 1.1
for surgeon 4. This is due to the small sample size associated with surgeon 4.
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Table 6.1. Con¯dence intervals of 7 surgeons based on a real data set of 4593
patients
Sample Con¯dence
Surgeon Size Interval Van Ury Ulm Byar As Bs
Low limit 1.004 1.004 1.004 1.004 1.009 1.004
1 1161 SMR 1.223 1.223 1.223 1.223 1.223 1.223
Upper limit 1.465 1.477 1.477 1.477 1.437 1.441
Low limit 1.032 1.033 1.032 1.032 1.043 1.034
2 330 SMR 1.421 1.421 1.421 1.421 1.421 1.421
Upper limit 1.872 1.905 1.907 1.907 1.799 1.755
Low limit 0.575 0.576 0.576 0.575 0.572 0.557
3 712 SMR 0.805 0.805 0.805 0.805 0.805 0.805
Upper limit 1.074 1.095 1.096 1.096 1.038 1.033
Low limit 0.799 0.802 0.801 0.800 0.789 0.794
4 209 SMR 1.351 1.351 1.351 1.351 1.351 1.351
Upper limit 2.048 2.126 2.136 2.136 1.913 1.898
Low limit 0.424 0.425 0.425 0.425 0.386 0.374
5 539 SMR 0.744 0.744 0.744 0.744 0.744 0.744
Upper limit 1.153 1.201 1.208 1.208 1.102 1.090
Low limit 0.475 0.476 0.475 0.475 0.471 0.475
6 1206 SMR 0.651 0.651 0.651 0.651 0.651 0.651
Upper limit 0.856 0.871 0.872 0.872 0.832 0.824
Low limit 0.689 0.690 0.690 0.690 0.692 0.693
7 386 SMR 0.990 0.990 0.990 0.990 0.990 0.990
Upper limit 1.345 1.375 1.377 1.377 1.288 1.267
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Table 6.2. risk distributions of patients operated on by 7 surgeons
Parsonnet score
|||||||||||||||||||||||||||{
Sample Low Elevated Signi¯cantly elevated High Very high
1 29.6% 22.1% 14.7% 15.3% 18.3%
2 19.7% 23.7% 22.7% 13.3% 20.6%
3 34.7% 26.1% 15.2% 12.5% 11.5%
4 34.4% 21.5% 15.8% 14.4% 13.9%
5 54.7% 28.2% 12.2% 3.3% 1.5%
6 41.5% 25.0% 15.0% 9.5% 9.0%
7 20.2% 23.3% 17.6% 14.8% 24.1%
Phase I 41.7% 23.3% 13.9% 9.0% 12.1%
Phase II 35.3% 24.4% 15.4% 11.7% 13.2%
x7. Conclusion
Traditionally, con¯dence intervals for SMR are usually constructed by assum-
ing (i) the numerator O is distributed as a Poisson random variable, and (ii) the
denominator of the SMR,
nP
i=1
Xi is a constant. The Poisson assumption may not be
valid for some applications. In this thesis, we do not make these two assumptions,
instead we derive the asymptotic distribution of the SMR and use it to construct a
con¯dence interval for the SMR. We also develop another con¯dence interval based
on the bootstrap distribution of SMR. Our study shows that the estimated coverage
probabilities of the con¯dence intervals based on the asymptotic distribution and
bootstrap approach are close to speci¯ed level. The estimated coverage probabili-
ties of the four con¯dence intervals based on traditional approach are consistently
above the speci¯ed level. In other words, these four con¯dence intervals are too
conservative. The Byar's and Ulm's approaches are conservative because they are
developed using the Clopper-Pearson approach. The Vandenbroucke's and Ury's
approaches are conservative because the variance of the SMR is larger as a result
of the two assumptions. In terms of power, our study shows that the power of the
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6 con¯dence intervals are approximately the same when the odds ratio of death Q
is greater than the odds ratio of death under the null hypothesis, Q0. However,
the power of the asymptotic and bootstrap approaches are signi¯cantly higher then
the other approaches when Q < Q0. The di®erence in power is due to a di®erence
between the normal and Poisson approximations. The Poisson approximation is
right-skewed with a larger variance. This explains why the upper con¯dence limits
of the SMR based on the Poisson approximation is larger and resulted in lower
power because rejection is based on the upper con¯dence limit when Q < Q0. The
e®ects of the risk distributions of patients on SMR were also studied. The results
show that a worse than average surgeon can \improve" his SMR by operating on
more high risk patients. Similarly, a better than average surgeon can \improve"
his performance in SMR by operating on more low risk patients. The latter is
contrary to a popular believe that a surgeon can only \improve" his performance
by operating on low risk patients (Kahn et al., 2007). It should be noted that a
signi¯cant change in SMR can only be e®ected if there are substantial changes in a
risk distribution. In conclusion, we have provided two new con¯dence intervals for
the SMR which are more accurate than the traditional ones. Finally, note that a
large sample is usually required for estimating the SMR because the death rate is
usually very low. If the number of deaths in a sample is zero, then no con¯dence
interval can be constructed. For a small sample with a small number of deaths, the
length of the con¯dence interval might not be small enough for it to be useful.
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208 if(ci[1]<1&ci[2]>1) mark1=1 else mark1=0


















































255 if(ci[1]<0&ci[2]>0) mark1=1 else mark1=0
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Chapter 3. Comparison of Standardized Mortality Ratios
Abstract
Measuring quality of medical practice is becoming increasingly prominent in
quality management because it is a key component in improving quality and e±-
ciency in health care. The traditional standardized mortality ratio (SMR) compares
the mortality rate of a study population with that of a reference population by com-
paring the actual number of deaths in the study population with the expected num-
ber of deaths in the study population assuming the mortality rate of the reference
population. In order to measure the performance of a surgeon or a group of surgeons
in a hospital in performing a particular type of surgical operation, for example the
heart bypass operation, the SMR is used to compare the observed number of deaths
in a sample with the estimated number of deaths usually calculated based on the
average performance of a group of surgeons in a hospital, region, country or certain
parts of the world. The estimated number of deaths in a sample associated with
this new application of SMR is not a constant but a random variable. This means
that all existing results for the traditional SMR may no longer be valid for the new
SMR. It seems to make sense to use a regional, national or some world-wide data
set as a reference data set to estimate the number of deaths and to compare this
number with the observed number of deaths. However, we discover that comparison
of SMRs may not be meaningful because of the di®erent risk distributions or distri-
butions of patients, despite the fact that the SMR has taken the risk distribution
of patients into account. In this thesis, we develop two procedures for comparing
SMRs. The asymptotic distribution of the test statistics are derived. We also use
the bootstrap procedure to estimate the ¯nite-sample distributions. Both type I
errors and powers of these procedures are investigated. Empirical evidence shows
that our procedures are more sensitive than an existing method developed for the
traditional SMR but adapted for the new SMR.
KEY WORDS: Bootstrap; Cardiac operations; Euroscores; Hospital standardized
mortality ratio; Logistic regression; Odds ratio; Parsonnet scores; Patient mix;
Quality monitoring; risk distributions.
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x1. Introduction
The traditional standardized mortality ratio (SMR) is de¯ned as O=E where
O is the actual number of deaths in a study population and E is the expected
number of deaths in the study population assuming the mortality rate of a reference
population. Hence, the SMR allows the mortality rate in a study population to
be compared with that of a reference population. According to Keiding (1987),
Dale (1777) was probably the earliest to explain and use the SMR. The SMR is
described in many biostatistics textbooks, for example Forthofer et al. (2007, page
55), Armitage et al. (2008, pages 659{666) and Rosner (2011, pages 253{256). It
is popularly used in various ¯elds including occupational epidemiology (Ulm, 1989;
Reid et al., 2008; Mirabelli et al., 2008), cancer studies (Breslow and Day, 1987;
Mastrangelo et al., 2008; Gun et al., 2008; Guha, 2010; Bagary, 2011), heart studies
(Humblet et al., 2008; Hickey et al., 2011; Nieuwkamp et al., 2011) and medical
care (Thomas and Hofer, 1999; Sonnenberg, 2008; Zeger et al., 2008; Gensberg et
al., 2009; Steenland et al., 2010; Beard et al., 2011).
Quite often in practice, instead of an entire study population, a sample is
taken from the study population and the statistic O now represents the observed
number of deaths in the sample. The quantity E represents the expected number
of deaths in the sample assuming the mortality rate of a reference population.
In order to derive a con¯dence interval for the SMR, the random variable O is
usually assumed to follow a Poisson distribution (Vandenbroucke, 1982; Ury, 1985
and Ulm, 1989). The Poisson assumption is justi¯ed in cases where the deaths
can be viewed as occurrences of rare events. Approximate con¯dence intervals for
the SMR are obtained by ¯rst deriving a con¯dence interval for the expectation
of O, and then dividing the interval with E. Vandenbroucke (1982) approximated
the square root of a Poisson random variable with a normal random variable to
obtain a 95% con¯dence interval for O as ([
p
O ¡ 1]2; [
p
O + 1]2). Ury (1985)
proposed (O¡ 1:96
p
O+ 1; O+ 1:96
p
O+ 2) as an improvement. Ulm (1989) used
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Pr(Â22m > 2¸) ; to obtain 100(1 ¡ ®)% con¯dence limits ¸L and ¸U based on O
where Pr(Â22O · 2¸L) = ®=2 and Pr(Â22(O+1) · 2¸U ) = 1 ¡ ®=2: A widely used


























where z®=2 is the 100(1¡®=2)th standard normal percentile. It should be noted that
the Poisson assumption may not always be true. In addition, for cases where there
is a speci¯c mortality rate for a population, the statistic O is a binomial random
variable because the outcomes for the individuals are independent and identically
distributed Bernoulli random variables, and the con¯dence interval derived using
the binomial distribution will be exact.
If there are k di®erent mortality rates for k groups of a study population







Ni¸i where Ni is subpopulation size of the ith group in the
study population, ®i and ¸i are the mortality rates of the ith group of the study and
reference populations respectively. As before, the numerator O is the actual number
of deaths in the study population and the denominator E is the expected number
of deaths in the study population assuming the mortality rates of the reference
population. If a random sample is taken from the study population, then the
resulting SMR is given by O=
kP
i=1
ni¸i where O is the observed number of deaths in
the sample and ni is the subsample size of the ith group in the sample. Note that
the denominator is no longer a constant but a random variable determined by the













estimate of the expected number of deaths in a sample of size n.
Measuring quality of medical practice is becoming increasingly prominent in
quality management because it is a key component in improving quality and e±-
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ciency in health care. The hospital standardized mortality ratio (HSMR) was devel-
oped by Jarman et al. (1999) for measuring performances of hospitals. According
to the HSMR Technical Notes published by the Canadian Institute for Health Infor-
mation (2012), the HSMR is de¯ned as the observed number of deaths in a hospital
divided by the expected number of deaths based on 65 diagnostic groups which ac-
count for 80% of in-hospital deaths, excluding patients who received palliative care.
If the risk distributions of patients remain the same, then the HSMR tracked over
time indicates how successful hospitals and health regions have been in reducing
in-hospital deaths, and this could lead to improved medical care. In the USA, the
Institute of Health Improvement (Whittington, 2005) is using the HSMR in their
campaigns to improve the safety of patients by implementing strategies to reduce
mortality. In England, the National Patient Safety Agency (Thomson, 2007) has
adopted the HSMR as a high level track measure for patient safety. The Canadian
Institute for Health Information has led the e®ort in promoting the use of HSMR
for Canada and publishes results for eligible facilities and regions in all provinces
outside Quebec. Publications of HSMRs of hospitals will inevitably lead to direct
and often naive comparisons and rankings of hospitals. As we shall demonstrate
in Section 2 that such comparisons and rankings might not be meaningful because
of di®erences in risk distributions of patients, despite the fact that the HSMR has
taken risk distributions into account.
Although the term `expected' is used in the de¯nition of HSMR, it is clear from
the way that the `expected' number of deaths is de¯ned and calculated according to
Appendix I of the HSMR Technical Notes published by the Canadian Institute for
Health Information (2012), it is an `estimated' number of deaths because it depends
on the risk distributions of patients and changes from one sample to another. In
other words, the estimated number of deaths is a random variable and clearly cannot
be an expected quantity. Thus, existing results derived for the traditional SMR may
no longer be valid for the HSMR. For example, the Byar's con¯dence interval was
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derived for the traditional SMR and it is now widely used for the HSMR (see for
examples, Guidelines for Using and Developing Rates for Public Health Assessment,
2002 and HSMR Technical Notes published by the Canadian Institute for Health
Information, 2012). In order to obtain a con¯dence interval for HSMR using the
Byar's con¯dence interval, the expected number of deaths E in Byar's con¯dence
interval is simply replaced by an estimate of the expected number of deaths. This
casts doubts on the validity of the resulting con¯dence interval. Faris et al. (2003)
showed using simulation that such an approach will result in a wider con¯dence
interval for the SMR.
When the SMR is used in this new application, we obtain a new SMR because
we are comparing an observed number of deaths with an estimate of the expected
number of deaths. The denominator of the new SMR is not a constant but a ran-
dom variable. All existing theoretical results for the traditional SMR may no longer
be valid for the new SMR unless the estimate is close to the expected number of
deaths. If a sample is viewed as a population, then it is not meaningful to study the
variance of SMR because the SMR is now assumed to be a constant. In Section 2,
we formally introduce the new SMR and derive its statistical properties. The e®ect
of risk distribution on SMR will be studied. The asymptotic distribution of the
SMR is also derived. In Sections 3 and 4, we develop procedures for comparing two
SMRs but the ¯nite-sample distributions of the test statistics are mathematically
intractable. We use the bootstrap procedure to estimate the ¯nite-sample distribu-
tions for constructing con¯dence intervals. Both type I errors and powers of these
procedures are investigated. Examples are given in Section 5 and a conclusion is
given in Section 6.
x2. Statistical Properties of SMR
2.1 De¯nition and Expectation of SMR
Suppose a patient is to undergo a cardiac surgery. The surgical outcome of the
patient can be represented by Y which is 1 if the patient dies within 30 days and
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0 otherwise. The patient's conditions like age, blood pressure, existence of certain
disease like diabetes, morbid obesity et al. will be determined and this information
can be summarized as a Parsonnet score (Parsonnet et al., 1989). The Parsonnet
score is an integer from 0 to 100 and it is a measure of the risk of death of a patient
who undergoes a cardiac surgery. A patient's Parsonnet score S can then be used
to estimate the probability of death X by using a logistic regression model m(¢)
built using some past surgical data as X = m(S). The quantity X is an estimate
of the probability of death assuming the average performance of all surgeons in the
data. The model de¯nes a one-to-one relationship between S and X. For a patient
who is operated on by a particular surgeon, let d(X) be the true risk of death
and de¯ne D(S) = d(m(S)). This means that given a patient with Parsonnnet
score S, the true risk of death operated on by the surgeon will be represented by
D(S). If a model is ¯tted using a di®erent data set, m(¢) and d(¢) will change but
D(¢) = d(m(¢)) will remain the same. In e®ect, we have de¯ned d(¢) and D(¢) as
measures of performance of a surgeon. A surgeon who performs uniformly better
than a surgeon with an average performance will have D(s) < m(s) for all s or
d(x) < x for all x. Similarly, a surgeon who performs uniformly worse than average
will have D(s) > m(s) for all s or d(x) > x for all x.
Let S1; S2; ¢ ¢ ¢ ; Sn be the Parsonnet scores of a random sample of n patients.











Yi is the observed number of deaths and
nP
i=1
Xi is an estimate of the
expected number of deaths in a sample of size n given the model x = m(s). The
expected number of deaths in the sample of size n is calculated based on the average
performance of all the surgeons whose data were used to ¯t the model x = m(s).
A model x = m(s) that underestimates the risk x will in°ate the SMR. Similarly,
a model that overestimates the risk x will de°ate the SMR. The SMR is thus
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dependent on how the risk x is estimated and hence it is subjected to possible
abuses or manipulations.
Given the estimated risk X = x of a patient, Y is a Bernoulli random variable
with parameter d(x). The SMR is a ratio of two random variables and using Taylor's
approximation, it can be shown that





d(x)p(x) and p(¢) is the probability mass function
(pmf) of X. Thus, the SMR is an almost unbiased estimator of ¹Y =¹X . The







which can be viewed as a weighted average of the performance measure d(x)=x
with weight xp(x)=¹X . The weight depends on both x and p(x), hence ¹Y =¹X is
in°uenced by both the estimated risk of death and its distribution. Equation (3) also
indicates that for two equally competent surgeons with the same d(¢), their SMRs
can be di®erent, depending on the risk distribution of their patients. Therefore, a
direct comparison of the magnitudes of SMRs may not be meaningful when their
patients' risk distributions are di®erent.
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Figure 2.1. Plots of true probability of death d(x) of a patient operated on by a
surgeon characterized by the odds ratio of death Q against the probability of death x
of a patient operated on by a surgeon with an average performance.
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2.2 E®ect of Risk Distribution on SMR
In this section, we will examine the e®ect of risk distribution of patients on the
SMR. Suppose the odds ratio of death associated with a surgeon is Q = [d(x)=(1¡
d(x))]=[x=(1¡ x)] (Steiner et al. 2000). This means the odds of death of a patient
operated on by the surgeon is Q times the odds of death if the patient were to
be operated on by a surgeon of average performance. A plot of d(x) against x for
Q = 0:5; 1 and 2 is displayed in Figure 2.1. For a surgeon with Q = 1, the true
risk of death is represented by the diagonal line d(x) = x. Note that the true risk
of death of a patient operated on by a surgeon with Q > 1 is larger than that of
Q = 1. The opposite is true for Q < 1.












Figure 2.2. The frequency distribution of Parsonnet scores of a group of 6449 pa-
tients who underwent cardiac operations.
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Consider a real data set of 6449 Parsonnet scores of cardiac patients and its
histogram is shown in Figure 2.2. Each patient was operated on by a surgeon from
a group of surgeons. This data set is denoted as population P0. A real data set
was used for the study so that any results obtained will be representative of real
scenarios. A logistic regression model
log(x0=(1¡ x0)) = logit(x0) = ®0 + ¯0s; (4)
is ¯rst ¯tted using P0 and its associated surgical outcomes to obtain a relationship
between the Parsonnet score s and the risk of death x assuming the average perfor-
mance of all the surgeons. The two parameters were found to be ®0 = ¡3:605 and
¯0 = 0:072.
For the study, we take random samples of Parsonnet scores with replacement
from P0 to study the e®ect of risk distribution of patients on SMR. Samples of 100
Parsonnet scores are taken randomly from each of the ¯ve risk categories of P0 as
classi¯ed in National Adult Cardiac Surgical Database Report 2000-2001: low (0{
4), elevated (5{9), signi¯cantly elevated (10{14), high (15{19), very high (20{100).
The risk of death of a patient assuming the performance of an average surgeon, x0
(and represented as x) is calculated using equation (4) and x is assumed to be the
true risk of death in the study. For each of the 5 samples, the patients are operated
on by a surgeon with odds ratio of death Q = 0:5. In other words, the true risk of
death of a patient operated on by the surgeon is given as d(x) = Qx=(Qx+ 1¡ x).
Since the pmf of X is known for P0, the quantity ¹Y =¹X can be calculated exactly
using equation (2). This is repeated for a surgeon with Q = 0:6; 0:7; ¢ ¢ ¢ ; 2:0.
Table 2.1 contains the quantity ¹Y =¹X classi¯ed by the risk category of pa-
tients and the odds ratio of death associated with a surgeon. The table reveals that
the SMR of a surgeon with an average performance (Q = 1) is una®ected by the risk
distribution. This is due to the fact that if Q = 1, then d(x) = x and equation (2)
yields ¹Y =¹X = 1. For a surgeon who performs better than average (Q < 1), the
SMR is larger if the risks are of a higher category. In contrast, for a surgeon who
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performs worse than average (Q > 1), the SMR is smaller if the risks are of a higher
category. This is contrary to a popular misconception among hospital administra-
tors and medical professionals that even risk-adjusted performance measures will
fare worse if the patients operated on are of higher risks. For example, Kahn et
al. (2007) commented that hospitals might shift the obligations of treating higher
risk patients by transferring them out to other health care institutions in order to
get a smaller SMR. The table shows that this is not true unless Q is less than 1. For
Q closer to 1, the quantity ¹Y =¹X varies less across the risk categories. This shows
that the SMR does in fact adjust for the risks of patients. However, for a surgeon
with Q = 0:5 for example, the SMR for the very high risk category can be 20%
larger than that for a low risk category. Also, the SMR of a surgeon with Q = 2:0
operating on very high risk patients is smaller than the SMR of a surgeon with
Q = 1:8 operating on low risk patients. Thus, it may not be meaningful to compare
the magnitudes of two SMRs directly if their risk distributions are di®erent.
Table 2.1. True SMRs of 11 surgeons operated on patients from 5 di®erent risk
groups
Odds ratio of death associated with a surgeon, Q
||||||||||||||||||||||||{
Risk category 0:5 0:6 0:7 0:8 0.9 1.0 1.2 1.4 1.6 1.8 2.0
Low 0.51 0.61 0.71 0.80 0.90 1 1.19 1.38 1.57 1.76 1.94
Elevated 0.51 0.61 0.71 0.81 0.90 1 1.19 1.38 1.56 1.74 1.92
Signi¯cantly elevated 0.52 0.61 0.71 0.81 0.91 1 1.19 1.37 1.54 1.72 1.89
High 0.52 0.62 0.72 0.81 0.91 1 1.18 1.35 1.52 1.68 1.84
Very high 0.60 0.69 0.78 0.86 0.93 1 1.13 1.25 1.36 1.46 1.55
2.3 Asymptotic Distribution of SMR and log(SMR)
We will derive the asymptotic distribution of SMR and log(SMR). The reason
for studying log(SMR) is that even though the asymptotic distribution of SMR is
normal but the ¯nite-sample distribution is found to be substantially right-skewed
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even when the sample size is very large. As a result, the power of test procedures
based on SMR is found to be a®ected signi¯cantly by the skewness.
Theorem 1. Consider a random sample of n patients with their probabilities of





















where ¹X = E(X), ¹Y = E(Y ), ¾
2
X = Var(X), ¾
2
Y = Var(Y ) and ¾XY =
Cov(X; Y ).
Proof. Let Wi = (Xi; Yi)
T and note that W1;W2; :::;Wn are independent and
identically distributed (iid) random vectors. The expectation and covariance matrix










Let f(x; y) = y=x, then SMR = f( ¹X; ¹Y ). Also, de¯nerT f(¹X ; ¹Y ) = (¡¹Y =¹2X ; 1=¹X).




f( ¹X; ¹Y )¡ f(¹X ; ¹Y )
¢ L! N(0; ¿2);















Note that for this theorem, the risk of death of a patient x is assumed to
be the true value. In practice, x is usually estimated using a logistic regression
model x = m(s) based on some historical data set. We have conducted some
empirical studies and found that the SMR based on estimated x is substantially
right skewed even for moderately large data set. This right-skewness is found to
a®ect the power of test procedures described in the next two sections. We consider
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various transformations and found from our empirical study that log(SMR) is much
more normal than SMR for a given sample size. A typical example is shown in
Figure 2.3. The histogram of SMR still exhibits a substantial right skewness even
when the sample size is 5000. Normality is rejected for a small p-value of 0.001
for the Shapiro-Wilk test. The histogram of log(SMR) is quite normal with a large
p-value of 0.3734 for the Shapiro-Wilk test. We thus develop our test procedures
using log(SMR) instead of SMR. A similar central limit theorem can be derived for
log(SMR) as Theorem 2.









































































Figure 2.3. Histograms of SMR and log(SMR) with superimposed normal probabil-
ity density functions. The p-values of the Shapiro-Wilk test of normality is 0.001
for SMR and 0.3734 for log(SMR).
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Proof. The proof is similar to the proof of Theorem 1.
The asymptotic distribution derived in Theorems 1 and 2 can be used to con-
struct large-sample con¯dence interval for the true SMR (¹Y =¹X) in place of Byar's
con¯dence interval.
x3. Test Procedure I for Comparing SMRs
3.1 Description and Logic of Procedure I
Suppose we want to compare the performances of two surgeons or groups of
surgeons based on their SMRs. Let the two surgeons be denoted by A and B.
Assume the true risks of death of patients operated on by surgeons A and B are
given as DA(s) and DB(s) respectively. We want to develop a procedure for testing
a di®erence in performance between the two surgeons taking the risk distributions
of patients into account. Table 2.1 shows that it may not be meaningful to compare
the two SMRs directly with the risks of death of patients estimated using a model
based on some national or world-wide data set. This seemingly reasonable approach
















and pA(s) and pB(s) are the pmfs of risks of patients operated on by surgeons A
and B respectively, with risks of death estimated using a model x(s) = m(s) based
on some national or world-wide data set. In general, DA(s) or DB(s) may not be
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the same as x(s) unless if surgeon A or B is a surgeon with performance the same as
the average performance of surgeons in the national or world-wide data set. We are
interested to compare DA(¢) and DB(¢) but if the risk distributions pA(s) and pB(s)
are di®erent, this comparison might lead to an incorrect conclusion as pointed out
in the previous section.
We note that if a logistic model is ¯tted with a surgeon's data and the model
is used to calculate the risk, then the resulting SMR for the surgeon will be 1
irrespective of the risk distribution. For our ¯rst procedure, we propose ¯tting a
logistic regression model based on one of the two surgeons' data, say A. The risks
of death of patients operated on by surgeon B are then estimated using this model
for the calculation of surgeon B's SMR. If the model is ¯tted with surgeon A's data,






























DA(s)pB(s) as a measure of
di®erence between surgeons A and B. It is now meaningful to use SMRB to compare
DA(¢) and DB(¢) because the risk distribution pB(s) is the same. The quantity
P
DB(s)pB(s) is the expected number of deaths for a population with pmf pB(s)
assuming that they are operated on by surgeon B, while
P
DA(s)pB(s) is the
expected number of deaths for the same population assuming that they are operated




DA(s)pB(s) is larger than 1,
surgeon A is better than surgeon B since the expected number of deaths operated





is smaller than 1, surgeon A is worse than surgeon B. Therefore, SMRB compares
the observed number of deaths for patients operated on by surgeon B with the
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estimated number of deaths if the patients were to be operated on by surgeon A.
Therefore, it is meaningful to compare the two surgeons by comparing SMRB with 1.
Any signi¯cant di®erence has to be due to a di®erence between DA(¢) and DB(¢)
since the risk distribution pB(s) is the same.
In order to calculate SMRB , assume surgeon A operates on m patients with
Parsonnet scores SA1, SA2, ¢ ¢ ¢ ; SAm taken from a population with pmf pA(s) and
denote the corresponding surgical outcomes as YA1, YA2, ¢ ¢ ¢ ; YAm. In addition,
assume surgeon B operates on n patients with Parsonnet scores SB1, SB2, ¢ ¢ ¢ ; SBn
taken from a population with pmf pB(s) and denote the corresponding outcomes
as YB1, YB2, ¢ ¢ ¢ ; YBn. We use the data from surgeon A to ¯t a logistic regression
model
logit(D^A(s)) = ®^A + ^¯As; (5)
to estimate the true risk of death of a patient with Parsonnet score s operated on
by surgeon A. Note that the D^A(s) is an estimator of DA(s). By using this model,
we can estimate the probability of death of a patient operated on by surgeon B













YBi is the observed number of deaths of patients operated on by surgeon
B and D^A(SBi) is the estimated risk of death of a patient with Parsonnet score SBi
if the patient were to be operated on by surgeon A.
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for large m. If D^A(s) is reasonably accurate for DA(s), then SMRB should be ap-





We summarise the calculation of the SMR of surgeon B using the risks es-
timated based on a logistic model ¯tted with data from patients operated on by
surgeon A as the following 3-step procedure:
Procedure 1: 3-step procedure for calculating SMRB
Step 1. Use the data sA1; sA2; ¢ ¢ ¢ ; sAm and yA1; yA2; ¢ ¢ ¢ ; yAm from surgeon A to
¯t a logistic regression model
logit(xA) = ®A + ¯As:
Step 2. Use the model in Step 1 and sB1; sB2; ¢ ¢ ¢ ; sBn to estimate the risks of
death of patients to be operated on by surgeon B as xA;B1, xA;B2, ...,
xA;Bn assuming the performance of surgeon A.
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The distribution of SMRB is di±cult to track mathematically, we use the boot-
strap method to estimate the distribution. In addition, it is found that the distri-
bution of SMRB is still right-skewed even for moderately large sample sizes. Figure
2.3, for example, shows the distribution of SMRB based on 5000 simulated sam-
ples with QA = QB = 1 and two di®erent risk distributions. The distribution of
log(SMR) as shown in Figure 2.3 reveals a more normal distribution. The boot-
strap method of estimating the quantiles of log(SMRB) and constructing con¯dence
interval is described below as a four-step procedure:
Procedure 2: 4-step procedure for estimating the quantiles of log(SMRB)
and constructing con¯dence interval based on log(SMRB)






A2), ¢ ¢ ¢ ; (s?Am; y?Am) from
(sA1; yA1), (sA2; yA2),¢ ¢ ¢ ; (sAm; yAm) and a bootstrap sample (s?B1; y?B1),
(s?B2; y
?
B2), ¢ ¢ ¢ ; (s?Bn; y?Bn) from (sB1; yB1), (sB2; yB2), ¢ ¢ ¢ ; (sBn; yBn).
Step 2. Use Procedure 1 to calculate log(SMR
?
B) for Surgeon B using the bootstrap
samples obtained in Step 1.
Step 3. Repeat Steps 1 and 2 to get N bootstrap estimates log(SMR
?
B). Estimate
the ®=2 and 1¡®=2 quantiles of log(SMRB) as ± and ¹± respectively based
on the N bootstrap samples.
Step 4. Construct an approximate (1¡®)100% con¯dence interval for log(¹YB=¹XB )
as (2log(SMRB) - ¹±, 2log(SMRB)¡ ±).
3.2 Type I Error and Power of Procedure I
In order to study the probability of type I error and power of Procedure I,
we consider simulating data from the real data set P0 consisting of 6449 Parson-
net scores and associated outcomes with each operation done by a surgeon from a
group of surgeons. Suppose we want to compare two surgeons A and B whose per-
formances can be characterized by the odds ratios of death QA and QB respectively.
In addition, we assume that surgeon A operates on patients from a population PA
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which has the same pmf as P0, and surgeon B operates on patients from a popula-
tion PB which has more lower risk patients. The populations PA and PB are shown
in Table 3.1.
Table 3.1. The populations PA and PB
Risk Category
||||||||||||||||||||||||||||{
Population Low Elevated Signi¯cantly Elevated High Very High
PA or P0 37% 24% 15% 11% 13%
PB 42% 29% 15% 6% 8%
In our simulation study, we sampled with replacement a Parsonnet score s from
population PA to represent a patient to be operated on by surgeon A. The true risk
of death of a patient x0 is assumed to follow equation (4). The true risk of death of a
patient operated on by surgeon A, x is then given as x=(1¡x) = QAx0=(1¡x0). To
simulate the surgical outcome y, a standard uniform random variate was generated
and compared with x. The simulation of Parsonnet scores, risks of death and
surgical outcomes of patients operated on by surgeon A are summarized in the
following 4-step procedure:
Procedure 3: 4-step procedure for the simulation of Parsonnet scores,
risks of death and surgical outcomes of patients operated on by surgeon A
Step 1. Sample randomly 1000 Parsonnet scores sA1; sA2; ¢ ¢ ¢ ; sA1000 with replace-
ment from population PA.
Step 2. Calculate the true risks of death assuming the average performance of a
surgeon x0;A1; x0;A2; ¢ ¢ ¢ ; x0;A1000 using sA1; sA2; ¢ ¢ ¢ ; sA1000 and equation
(4).
Step 3. Calculate the true risk of death assuming the true performance of surgeon
A characterised by the odds of death QA as xA;A1; xA;A2; ¢ ¢ ¢ ; xA;A1000
using xA=(1¡ xA) = QA x0=(1¡ x0).
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Step 4. Simulate the surgical outcomes yA1; yA2; ¢ ¢ ¢ ; yA1000 by comparing standard
uniform random variates with xA;A1, xA;A2, ¢ ¢ ¢, xA;A1000.
Using population PB and odds ratio of death QB for surgeon B, Procedure 3 can
be employed to simulate similar data for surgeon B: (i) sB1; sB2; ¢ ¢ ¢ ; sB1000, (ii)
x0;B1; x0;B2; ¢ ¢ ¢ ; x0;B1000, (iii) xB;B1; xB;B2; ¢ ¢ ¢, xB;B1000, (iv) yB1; yB2; ¢ ¢ ¢ ; yB1000.
Once the patients' data are simulated for surgeons A and B, the SMR of surgeon B
can be calculated using Procedure 1 and the con¯dence interval based on log(SMRB)
can be calculated using Procedure 2.
We performed the simulation study using QA = 0:5; 0:8; 1; 1:25; 2 and level of
signi¯cance ® = 0:05. For each value of QA, we estimated the true type I error
when QA = QB and the power for QB=QA from 0.5 to 2. Table 3.2 contains the
simulated type I errors for various values of QA. In general, the estimated type
I error is close to speci¯ed level of signi¯cance. For QA < 1, the test is slightly
more conservative than speci¯ed but for QA > 1, the test is slightly more liberal.
Figure 3.1 shows the power of the test for QA = 0:5; 0:8; 1; 1:25; 2 when QB=QA
ranges from 0.5 to 2. The power curves show that the proposed test procedure is
reasonable because the power is increasing as QB=QA deviates more and more from
1.0. For a ¯xed value of QB=QA, it can be seen that the power increases as QA
increases. This means it is easier to detect a di®erence between two surgeons if QA
is larger.
We can either use surgeon A's data to ¯t a logistic regression model and cal-
culate the SMR for surgeon B or use surgeon B's data to ¯t a model and calculate
the SMR for surgeon A. In order to ¯nd out whether there is any di®erence be-
tween the two approaches, we conducted an additional simulation study: we set
QA = 0:5; 0:8; 1; 1:25; 2, QB = 0:5; 0:8; 1; 1:25; 2, and level of signi¯cance ® = 0:05,
and calculate the power of the test procedure for all possible pairs of (QA; QB) for
QA 6= QB , with model ¯tted using surgeon A's data. Note that ¯tting a model
using surgeon A's data and calculating SMRB when QA = 0:8 and QB = 0:5 is
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equivalent to ¯tting a model with surgeon B's data and calculating SMRA when
QA = 0:5 and QB = 0:8. The power of the test procedure based on SMRB is shown
in Table 3.3. The percentages of times the two approaches yielded consistent results
are shown in Table 3.4. Table 3.3 shows that the powers for testing QA = QB are
similar whether the logistic model is ¯tted using surgeon A or surgeon B's data.
Table 3.4 further shows that there is little di®erence between the two approaches
because both produced highly consistent results.
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Figure 3.1. Plots of power curves for test procedure I corresponding to odds ratio
of death QA = 0:5; 0:8; 1; 1:25; 2.
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Table 3.2. Estimated type I errors (with standard deviations in brackets) for test
procedure I corresponding to odds ratio of death QA = QB = 0:5; 0:8; 1; 1:25; 2
QA 0.5 0.8 1 1.25 2
Type I error 0.029 0.045 0.052 0.052 0.054
(0.005) (0.007) (0.007) (0.007) (0.007)
Table 3.3. The powers (with standard deviations in brackets) of test procedure I
based on SMRB for all possible pairs of (QA; QB) for QA 6= QB with logistic model
¯tted using surgeon A's data
QB
||||||||||||||||||||||||||{
0.5 0.8 1.0 1.25 2.0
0.5 { 0.443 0.829 0.985 1.000
{ (0.016) (0.012) (0.004) (0.000)
||||||||||||||||||||||||||||||||
0.8 0.449 { 0.167 0.577 0.999
(0.016) { (0.012) (0.016) (0.001)
||||||||||||||||||||||||||||||||
QA 1.0 0.829 0.164 { 0.197 0.977
(0.012) (0.012) { (0.013) (0.005)
||||||||||||||||||||||||||||||||
1.25 0.984 0.575 0.183 { 0.794
(0.004) (0.016) (0.012) { (0.013)
||||||||||||||||||||||||||||||||
2.0 1.000 0.998 0.972 0.792 {
(0.000) (0.001) (0.005) (0.013) {
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Table 3.4. The percentages of times (with standard deviations in brackets) the two
approaches of test procedure I yielding the same result
QB
||||||||||||||||||||||||||
0.5 0.8 1.0 1.25 2.0
0.5 98.1 93.2 95.0 98.9 100.0
(0.4) (0.8) (0.7) (0.3) (0.000)
||||||||||||||||||||||||||
0.8 { 98.5 94.5 91.8 99.9
{ (0.4) (0.7) (0.9) (0.1)
||||||||||||||||||||||||||
QA 1.0 { { 97.9 95.4 98.7
{ { (0.5) (0.7) (0.4)
||||||||||||||||||||||||||
1.25 { { { 98.7 93.8
{ { { (0.4) (0.8)
||||||||||||||||||||||||||
2.0 { { { { 98.1
{ { { { (0.4)
3.3 E®ect of Sample Size
In order to investigate the e®ect of the sample size on the test procedure, we
conducted a further simulation study to assess the type I error of the procedure for
surgeons with various odds ratio of death with respect to di®erent sample sizes. We
set the odds ratio of mortality of the surgeons to be QA = QB = 0:5; 0:8; 1; 1:25; 2
and each surgeon operating on 500, 600, 700, 800, 900 and 1000 patients. The level
of signi¯cance of the procedure is set at ® = 0:05 for each case. Table 3.5 shows
the observed type I errors for the various cases.
In general, the observed type I error is closer to the speci¯ed level of signi¯cance
for larger sample sizes. In addition, as QA increases, the observed type I error
becomes closer to the speci¯ed level of signi¯cance. The discrepancy is the largest
when sample size and QA are both small. This is due to an increase in the variance
because of poorly ¯tted logistic models based on small number of deaths. This is
not unexpected because the quality of any procedure that is based on a logistic
model depends greatly on ¯tting a satisfactory logistic model.
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Table 3.5. Observed type I errors (with standard deviations in brackets) of test
procedure I for surgeons with various odds ratio of death with respect to di®erent
sample sizes and level of signi¯cance set at ® = 0:05
QA = QB
||||||||||||||||||||||||{
0.5 0.8 1.0 1.25 2.0
500 0.010 0.031 0.029 0.023 0.039
(0.003) (0.005) (0.005) (0.005) (0.006)
||||||||||||||||||||||||{
600 0.014 0.031 0.034 0.038 0.047
(0.004) (0.005) (0.006) (0.006) (0.007)
||||||||||||||||||||||||{
Sample size 700 0.014 (0.029) 0.036 0.037 0.052
(0.004) (0.005) (0.006) (0.006) (0.007)
||||||||||||||||||||||||{
800 0.032 0.035 0.037 0.043 (0.044)
(0.006) (0.006) (0.006) (0.007) (0.006)
||||||||||||||||||||||||{
900 0.038 0.039 0.040 0.056 0.053
(0.006) (0.006) (0.006) (0.007) (0.007)
||||||||||||||||||||||||{
1000 0.029 0.045 0.052 0.052 0.054
(0.005) (0.007) (0.007) (0.007) (0.007)
x4. Test Procedure II for Comparing SMRs
4.1 Description and Logic of Procedure II
In this section, we develop a second procedure which is based on ¯tting a logistic
model using the combined data of two surgeons. The resulting model estimates the
risk based on the average performance of the two surgeons. Assume the true risk of
death of a patient operated by a surgeon with the average performance of the two
surgeons can be characterized by
logit(xc) = ®c + ¯cs: (6)
If the two surgeons have the same performance, then DA(s) = DB(s) = xc(s) and
hence
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and





where ¹XcA and ¹XcB are the true mean risks of death assuming the average per-
formance of the two surgeons for populations PA and PB respectively. Hence,
log(¹YB=¹XcB ) ¡ log(¹YA=¹XcA) = 0. If the two surgeons do not have the same
performance, model (6) will overestimate a patient's risk operated by the better
surgeon and underestimate for the other surgeon. This means that one of the
two quantities ¹YA=¹XcA and ¹YB=¹XcB associated with the better surgeon will
be smaller than 1 and the other will be greater than 1. Then, log(¹YB=¹XcB ) ¡
log(¹YA=¹XcA) 6= 0: Therefore, it is reasonable to compare the two surgeons using
the statistic log(SMRA) ¡ log(SMRB). In fact, the statistic SMRA¡SMRB is also
possible but the power of this statistic is found to be greatly a®ected by the right
skewness of SMR. We thus consider only log(SMRA) ¡ log(SMRB). The following
3-step procedure can be used to calculate the SMRs of two surgeons using the risks
estimated using a model ¯tted with the combined patients' data.
Procedure 4: 3-step procedure for calculating SMRA and SMRB
Step 1. Use the combined data (sA1; yA1); (sA2; yA2);¢ ¢ ¢ ;(sAm; yAm) and (sB1; yB1);
(sB2; yB2); ¢ ¢ ¢ ; (sBn; yBn) to ¯t a logistic model (6).
Step 2. Use model (6) and sA1; sA2; ¢ ¢ ¢ ; sAm to estimate the risks of death for








Step 3. Use model (6) and sB1; sB2; ¢ ¢ ¢ ; sBn to estimate the risks of death for








Let U = log(SMRB)¡log(SMRA). Similar to the test statistic of test procedure
I, the distribution of U is also di±cult to track mathematically, we thus use the
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bootstrap method to estimate the distribution of U . The bootstrap method of
estimating the quantiles of U and constructing con¯dence interval is given as a
4-step procedure:
Procedure 5: 4-step procedure for estimating the quantiles of U and
constructing con¯dence interval based on U






A2),¢ ¢ ¢, (s?Am; y?Am) from
(sA1; yA1), (sA2; yA2), ¢ ¢ ¢, (sAm; yAm) and a bootstrap sample (s?B1; y?B1),
(s?B2, y
?
B2), ¢ ¢ ¢, (s?Bn, y?Bn) from (sB1; yB1), (sB2; yB2), ¢ ¢ ¢, (sBn; yBn).
Step 2. Use Procedure 4 to calculate the bootstrap estimate U? using the boot-
strap samples obtained in Step 1.
Step 3. Repeat Steps 1 and 2 to get N bootstrap estimates U? and estimate the
®=2 and 1 ¡ ®=2 quantiles of U as ± and ¹± respectively based on the N
bootstrap samples.
Step 4. Construct an approximate (1¡®)100% con¯dence interval for log(¹YB=¹XcB )
¡ log(¹YA=¹XcA) as (2U ¡ ¹±; 2U ¡ ±).
4.2 Type I Error and Power of Procedure II
We conducted a simulation study to assess the type I error and power of proce-
dure II. We use the same assumptions given in the simulation study for procedure I,
namely surgeons A and B operates on patients from population PA and PB respec-
tively, and the performance of surgeons A and B are characterized by the odds ratio
of death QA and QB respectively. The true risk of death of a patient x0 is assumed
to follow equation (4). The true risk of death of a patient operated on by a surgeon
is determined using x=(1 ¡ x) = Qx0=(1 ¡ x0), where Q = QA for surgeon A and
Q = QB for surgeon B. To simulate the surgical outcome y, a standard uniform
random variate was generated and compared with x. The simulation of Parsonnet
scores, risks of death and surgical outcomes of patients operated on by surgeons
A and B can be done using Procedure 3. Once the patients' data are simulated
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for surgeons A and B, SMRA and SMRB can be calculated using Procedure 4 and
the con¯dence interval based on log(SMRB)¡ log(SMRA) can be calculated using
Procedure 5.
We performed the simulation study for QA = 0:5; 0:8; 1; 1:25; 2 using the level
of signi¯cance ® = 0:05. For each value of QA, we estimated the true type I error
for QA = QB and the power for QB=QA from 0.5 to 2. Table 4.1 contains the
simulated type I errors for the 5 values of QA. In general, the estimated type I
error is close to the underlying level of signi¯cance.
Figure 4.1 shows the power of test procedure II for QA = 0:5; 0:8; 1; 1:25; 2
with QB=QA ranges from 0.5 to 2. The power curves show that procedure II is also
reasonable since the power is increasing as QB=QA deviates more and more from
1.0. For a ¯xed value of QB=QA, the power increases as QA increases. This means
it is easier to detect a di®erence between two surgeons if QA is larger.
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Table 4.1. Estimated type I errors (with standard deviations in brackets) for test
procedure II corresponding to odds ratio of death QA = QB = 0:5; 0:8; 1; 1:25; 2
QA 0.5 0.8 1.0 1.25 2
Type I Error 0.041 0.045 0.043 0.049 0.044
(0.006) (0.007) (0.006) (0.007) (0.006)
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Figure 4.1. Plots of power curves for test procedure II corresponding to odds ratio
of death QA = 0:5; 0:8; 1; 1:25; 2.
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Table 4.2. Observed type I errors (with standard deviations in brackets) of test
procedure II for surgeons with various odds ratios of death with respect to di®erent
sample sizes and level of signi¯cance set at ® = 0:05
QA = QB
||||||||||||||||||||||||{
0.5 0.8 1.0 1.25 2.0
500 0.020 0.024 0.049 0.036 0.038
(0.004) (0.005) (0.007) (0.006) (0.006)
||||||||||||||||||||||||{
600 0.026 0.032 0.038 0.034 0.033
(0.005) (0.006) (0.006) (0.006) (0.006)
||||||||||||||||||||||||{
Sample size 700 0.024 0.026 0.044 0.048 0.046
(0.005) (0.005) (0.006) (0.007) (0.007)
||||||||||||||||||||||||{
800 0.022 0.030 0.038 0.056 0.040
(0.005) (0.005) (0.006) (0.007) (0.006)
||||||||||||||||||||||||{
900 0.030 0.034 0.046 0.045 0.050
(0.005) (0.006) (0.007) (0.007) (0.007)
||||||||||||||||||||||||{
1000 0.041 0.045 0.043 0.049 0.044
(0.006) (0.007) (0.006) (0.007) (0.006)
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4.3 E®ect of Sample Size
In order to investigate the e®ect of the sample size on test procedure II, we
conducted a simulation study to evaluate type I error of the procedure for surgeons
with various odds ratios of mortality with respect to di®erent sample sizes. We set
the odds ratios of mortality of the surgeons to be QA = QB = 0:5; 0:8; 1; 1:25; 2
and each operating on 500, 600, 700, 800, 900 and 1000 patients. The level of
signi¯cance of the procedure is set at ® = 0:05 for each case. Table 4.2 contains
the observed type I errors for the di®erent situations. In general, the observed
type I error is closer to the speci¯ed level of signi¯cance for larger sample sizes. In
addition, as QA increases, the observed type I error becomes closer to the speci¯ed
level of signi¯cance. The discrepancy is the largest when sample size and QA are
both small. This is due to an increase in the variance because of poorly ¯tted
logistic models based on small number of deaths.
4.4. Comparison with Test Procedure I
The power curves of test procedures I and II for odds ratio of death QA =
0:5; 0:8; 1; 1:25 and 2 are displayed in Figures 4.2{4.6. It is clear from these ¯gures
that the two procedures have very similar power performance.


























































Figure 4.2. Plots of power curves for procedure I (dashed line) and II (solid line)
for odds ratio QA = 0:5
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Figure 4.3. Plots of power curves for procedure I (dashed line) and II (solid line)
for odds ratio QA = 0:8



































































Figure 4.4. Plots of power curves for procedure I (dashed line) and II (solid line)
for odds ratio QA = 1































































Figure 4.5. Plots of power curves for procedure I (dashed line) and II (solid line)
for odds ratio QA = 1:25
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Figure 4.6. Plots of power curves for procedure I (dashed line) and II (solid line)
for odds ratio QA = 2
x5. Examples
In this section, we compare the performances of test procedures I and II based
on 3 simulated and 2 real data sets. In order for the 3 simulated data sets to be
representative of real situations, we consider taking random samples of Parsonnet
scores from the real population of Parsonnet scores, P0 as described in Section 2.
We let surgeon A operate on patients taken from the population PA which is the
same as P0. The population PB1 is also taken to be the same as P0. The other
two populations PB2 and PB3 are created from PA such that PB2 has more low risk
patients than PA while PB3 has less low risk patients than PA. The risk distributions
of the 4 populations are shown in Table 5.1. Surgeon B operates on patients taken
from PB1, PB2 and PB3. The di®erent risk distributions allow their e®ect on the
test procedures to be studied. The true risk of death of a patient x0 is assumed
to follow model (4). The odds ratio of death associated with surgeons A and B
are ¯xed at QA = 1 and QB = 1:25 respectively. The true risk of death x is then
determined as x=(1 ¡ x) = Qx0=(1 ¡ x0) where Q is either QA or QB . For each
case, samples of 1000 Parsonnet scores were randomly selected with replacement
from the two populations.
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Table 5.1. Risk distributions of 4 populations of Parsonnet scores
Parsonnet score
|||||||||||||||||||||||||||{
Population Low Elevated Signi¯cantly elevated High Very high
PA 37% 24% 15% 11% 13%
PB1 37% 24% 15% 11% 13%
PB2 42% 29% 15% 6% 8%
PB3 32% 19% 15% 16% 18%
Table 5.2. Con¯dence intervals calculated using procedures I, II and Byar's proce-
dure for 2 real data sets and 3 simulated data sets generated from a real population
of Parsonnet scores
Case A B Procedure I Procedure II Byar's procedure
1 PA PB1 (0.09, 0.71) (0.09, 0.70) (0.67, 1.13) (1.06, 1.63)
2 PA PB2 (0.04, 0.61) (0.03, 0.68) (0.60, 1.04) (0.92, 1.50)
3 PA PB3 (0.04, 0.62) (0.05, 0.62) (0.73, 1.20) (1.06, 1.58)
4 SA1 SB1 (-1.08, -0.13) (-0.95, -0.10) (1.05, 1.44) (0.44, 1.05)
5 SA2 SB2 (-1.00, -0.06) (-0.98, 0.04) (0.80, 2.14) (0.67, 1.22)
Table 5.2 contains the 95% con¯dence intervals calculated using procedures I
and II. For procedure I, the con¯dence interval is based on log(SMRB) with the risks
estimated using a logistic model ¯tted with surgeon A's data. For procedure II, the
con¯dence interval is based on log(SMRB) - log(SMRA) with the risks estimated
using a logistic model ¯tted with the combined data. Both procedures indicate a
signi¯cant di®erence between surgeons A and B. The Byar's con¯dence intervals are
also constructed for the two surgeons. As pointed out in Section 1, this con¯dence
interval may not be valid unless the estimated number of deaths is close to the
expected value. It is however interesting to note that for each case, the two Byar's
con¯dence intervals overlap and hence dose not provide any evidence of a signi¯cant
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di®erence. This is probably due to the wider limits as shown by Faris et al. (2003)
in a simulation study.
For the ¯rst real data set, the histograms of samples of 1654 Parsonnet scores
(SA1) and 781 Parsonnet scores (SB1) are displayed in Figure 5.1. A comparison of
the two histograms shows that relatively more low-risk patients were operated on by
surgeon B. The con¯dence intervals calculated using procedures I and II and Byar's
procedure are displayed in Table 5.2. Both procedures I and II show that Surgeon
B is signi¯cantly better than Surgeon A. On the contrary, Byar's procedure does
not indicate any signi¯cant di®erence.
For the second real data set, the histograms of samples of 202 Parsonnet scores
(SA2) and 609 Parsonnet scores (SB2) are displayed in Figure 5.2. The con¯dence
intervals calculated using procedures I and II and Byar's procedure are displayed in
Table 5.2. Procedure I shows that Surgeon B is signi¯cantly better than Surgeon A
even though for this case, surgeon A operated on more low-risk patients. Procedure
II is almost signi¯cant at the 0.05 level while Byar's procedure does not indicate
any signi¯cant di®erence.
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Relative frequency of sample SB1
Figure 5.1. The histograms of Parsonnet scores of samples SA1 and SB1.
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Relative frequency of sample SB2
Figure 5.2. The histograms of Parsonnet scores of samples SA2 and SB2.
x6. Conclusion
A new application of the traditional SMR in measuring the performance of a
surgeon or a group of surgeons results in a SMR which compares an observed number
of deaths with an estimated number of deaths based on the average performance
of surgeons contained in some national or world-wide data set. The estimated
number depends not only on the sample size but also on the risk distributions
of patients. It is meaningful to use the SMR to compare the performance of a
surgeon with a surgeon of average performance according to the historical data set.
However, it may not be meaningful to compare the performances of two surgeons
based on their SMRs when both SMRs are above 1 or below 1. We show that a
better surgeon can have a higher SMR if the surgeon operates on patients of lower
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risks. We also show that the SMRs of two equally competent surgeons are not
necessarily the same because the SMR is in°uenced partly by the risk distribution
of the patients. Most of the published SMRs are calculated using estimated number
of deaths based on some national or world-wide data set. Inevitably, the SMRs are
naively compared to provide a so-called \informed" choice. In order to compare two
surgeons scienti¯cally, we developed two procedures based on ¯tting a logistic model
using one of the two surgeons' data or the combined data. The two procedures are
similar in terms of type I error and power. All existing con¯dence interval derived
based on an expected number of deaths may not be valid for the new SMR because
they assume the estimated number of deaths is a constant. For this reason, the
Byar's con¯dence interval was not compared with our procedures in a comprehensive
manner. Nonetheless, there is some empirical evidence to show that our procedures
are more powerful even if the estimated number of deaths can be assumed to be
close to the expected number of deaths.
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Appendix A: R Codes for Procedure I
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Appendix B: R Codes for Procedure II







8 for(i in 1:nrecord)








































































































Risk-Adjusted CUSUM Charts and SMR Tang Xu
References
Armitage, P., Berry, G. and Matthews, J. N. S. (2008), Statistical Methods in Medi-
cal Research, Fourth Edition, Blackwell Science Ltd, Oxford, UK. doi: 10.1002/978
0470773666.
Bagary, M. (2011), \Epilespy, Antiepilespy Drugs and Suicidality," Current Opinion
in Neurology, 24, 177{182.
Beard, J. D., Umbach, D. M., Hoppin, J. A., Richards, M., Alavanja, M. C. R.,
Blair, A., Sandler, D. P. and Kamel, F. (2011), \Suicide and Pesticide Use Among
Pesticide Applicators and Their Spouses in the Agricultural Health Study," En-
vironmental Health Perspectives, 119, 1610{1615.
Breslow, N. E. and Day, N. E. (1987), \The Design of an Analysis of Cohort Stud-
ies." Statistical Methods in Cancer Research, Vol. II, 65{72.
Canadian Institute for Health Information (2012), Technical Notes: Hospital Stan-
dardized Mortality Ratio (HSMR). Ottawa, Canada: The Institute.
Dale, W. (1987), A supplement to Calculations of the Value of Annuities, Published
for the Use of Societies Instituted for Bene¯t of Age Containing Various Illustra-
tion of the Doctrine of Annuities, and Compleat Tables of the Value of 1 Pound.
Immediate Annuity. (Being the only Ones Extant by Half-Yearly Interest and
Payments). Together with Investigations of the State of the Laudable Society of
Annuitants; Showing What Annuity Each Member Hath Purchased, and Real Mor-
tality Therin, from its Institution Compared with Dr. Halley's Table. Also Several
Publications, Letters, and Anecdotes Relative to that Society. And Explanatory of
Proceedings to the Present Year. London: Ridley.
Faris, P. D., Ghali, W. A. and Brant, R. (2003), \Bias in Estimates of Con¯dence
Intervals for Health Outcome Report Cards," Journal of Clinical Epidemiology,
56, 553{558.
Forthofer, R. N., Lee, E. S. and Hernandez, M. (2007), Biostatistics: A Guide to
Design, Analysis and Discovery, Second Edition. Oxford, U.K.: Academic Press.
Gensberg, L. J., Pantea, C., Fitzgerald, E., Stark, A., Syni-AnHwang and Kim,
N. (2009), \Mortality Among Former Love Canal Residents," Environmental Health
Perspectives, 117, 209{216.
Guha, N., Merletti, F., Steenland, N. K., Altieri, A., Cogliano, V. and Straif,
K. (2010), \Lung Cancer Risk in Painters: A Meta-Analysis," Environmental
Health Perspectives, 118, 303{312.
178
Risk-Adjusted CUSUM Charts and SMR Tang Xu
Gun, R. T., Parsons, J., Crouch, P., Ryan, P. and Hiller, J. E. (2008), \Mortality
and Cancer Incidence of Australian Participants in the British Nuclear Tests in
Australia," Occupational and Environmental Medicine, 65, 843{848.
Hickey, P. A., Gauvreau, K., Jenkins, K., Fawcett, J. and Hayman, L. (2011),
\Statewide and National Impact of California's Sta±ng Law On Pediatric Cardiac
Surgery Outcomes," Journal of Nursing Administration, 41, 218{225.
Humblet, O., Birnbaum, L., Rimm, E., Mittleman, M. A. and Hauser, R. (2008),
\Dioxins and Cardiovascular Disease Mortality," Environmental Health Perspec-
tives, 116, 1443{1448.
Jarman, B., Gault, S., Alves, B., Hider, A., Dolan, S. and Cook A. (1999), \Ex-
plaining Di®erences in English Hospital Death Rates Using Routinely Collected
Data'" British Medical Journal, 318, 1515{1520.
Kahn, J. M., Kramer, A. J. and Rubenfeld, G. D. (2007), \Transferring Critically Ill
Patients Out of Hospital Improves the Standardised Mortality Ratio: A Simulation
Study," Chest, 131, 68{75.
Keiding, N. (1987), \The Method of Expected Number of Deaths, 1786{1886{1986,
Correspondent Paper," International Statistical Review, 55, 1{20.
Mastrangelo, G., Fadda, E., Rylander, R., Milan, G., Fedeli, U., Schio, M. R. and
Lange, J. H. (2008), \Lung and Other Cancer Site Mortality in a Cohort of Italian
Cotton Mill Workers," Occupational and Environmental Medicine, 65, 697{700.
Mirabelli, D., Calisti, R., Barone-Adesi, F., Fornero, E., Merletti, F. and Magnanni,
C. (2008), \Excess of Mesotheliomas After Exposure to Chrysotile in Balangero,
Italy," Occupational and Environmental Medicine, 65, 815{819.
Nieuwkamp, D. J., Algra, A., Blomqvist, P., Adami, J., Buskens, E., Ko±jberg,
H. and Rinkel, G. J. E. (2011), \Excess Mortality and Cardiovascular Events in
Patients Surviving Subarachnoid Hemorrhage: A Nationwide Study in Sweden,"
Stroke, 42, 902{907.
Parsonnet V., Dean D. and Bernstein AD. (1989), \ A Method of Uniform Strat-
i¯cation of Risk for Evaluating the Results of Surgery in Acquired Adult Heart
Disease," Circulation, 79, I-3{I-12.
Reid, A., Heyworth, J., Klerk, N. and Musk, A. W. (2008), \The Mortality of
Women Exposed Environmentally and Domestically to Blue Asbestos at Wit-
tenoom, Western Australia," Occupational and Environmental Medicine, 65, 743{
749.
179
Risk-Adjusted CUSUM Charts and SMR Tang Xu
Rosner, B. (2011), Fundamentals of Biostatistics, Thomson, Belmont, California.
Sonnenberg, A. (2008), \Environmental In°uence in Ulcerative Colitis Starts in
Early Childhood," Journal of Epidemiology and Community Health, 62, 992{994.
Steenland, K., Fletcher, T. and Savitz, D. A. (2010), \Epidemiologic Evidence
on the Health E®ects of Per°uorooctanoic Acid (PFOA)," Environmental Health
Perspectives, 118, 1100{1108.
Steiner, S. H.; Cook, R. J.; Farewell, V. T.; and Treasure, T. (2000). \Monitoring
Surgical Performance Using Risk-Adjusted Cumulative Sum Charts," Biostatistics
1, 441{452.
Thomas, J. W. and Hofer, T. P. (1999), \Accuracy of Risk-Adjusted Mortality Rate
As a Measure of Hospital Quality of Care," Medical Care, 37, 239{271.
Thomson, R., Luettel, D., Healey, F. and Beaumont, K. (2007), \Safer Care for the
Acutely Ill Patient: Learning From Serious Incidents," The Fifth Report from the
Patient Safety Observatory. London: National Patient Safety Agency, 2007.
Ulm, K. (1989). \A Simple Method to Calculate the Con¯dence Interval of a
Standardized Mortality Ratio (SMR)," American Journal of Epidemiology, 131,
807{810.
Ury, H. K. (1985), \Another Shortcut Method for Calculating the Con¯dence In-
terval of A Poisson Variable (or of a Standardized Mortality Ratio)," American
Journal of Epidemiology, 122, 197{198.
Vandenbroucke, J. P. (1982), \A Shortcut Method for Calculating the 95 Percent
Con¯dence Interval of the Standardized Mortality Ratio," American Journal of
Epidemiology, 115, 303{304.
Whittington J, Simmonds T. and Jacobsen D. (2005), Reducing Hospital Mortality
Rates (Part 2), IHI Innovation Series White Paper, Cambridge, MA: Institute for
Healthcare Improvement. (Available on www.IHI.org)
Zeger, S. L., Dominici, F., McDermott, A. and Samet, J. M. (2008), \Mortality in
the Medicare Population and Chronic Exposure to Fine Particulate Air Pollutionin
Urban Centers (2000-2005)," Environmental Health Perspectives, 116, 1614{1619.
180
