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れている [1]. 加えて 2014年 2月 28日には, 初の地球全域の降水の詳細観測を行


























































































けた特徴的なプラズマ波動が磁気圏内を伝搬する [9]. そのうち, 最も知られてい
るものがVLF/ELF帯の周波数をもつ電磁波動である. 代表的な磁気圏プラズ
マ波動として, 雷起源ホイスラ, ヒス, コーラスが挙げられる [10, 11, 12, 13, 14].
雷起源ホイスラは, 雷放電による電磁波のうち一部が電離層を突き抜け, 磁力線




























本論文は 6章構成である. 本章に続く第 2章では, 本研究で扱う統計的学習理




て, 第 4章では, プラズマ波動の到来方向推定に関する既存手法について概説し
たあと, 本論文で提案するマルコフ確率場モデルに基づく波動分布関数法の説
明を行う. また, 擬似データを用いて従来手法と提案手法の性能評価を行い結果
を考察する. 第 5章では, 効率的なデータ解析を目的として提案した到来方向推
定に用いられる入力データの選別手法の説明と, 恣意的なモデルを排除した波






はじめに, 統計的学習の定義を与える. M 次元実ユークリッド空間 RM 上の
N 個の点からなる集合
xN = (x1;x2; : : : ;xN) (2.1)
をサンプルと定義する. このとき, xN の各要素 xnのことも同様にサンプルと
いう. また, 各サンプルxnは確率分布 q(x)に独立に従う確率変数Xnの実現値






XN = (X1;X2; : : : ;XN) (2.3)
の実現値とする. このとき, 確率分布 q(xN)をサンプルを生成する真の分布と呼
ぶ [4]. 真の分布は通常は未知であることが多く, 人間の意志とは無関係に決定さ




であると予想し提案する確率分布を p^(xN jM)とし, これをモデルMの提案分









2. 真の分布 q(xN)と, 各モデルMkの提案分布 p^(xN jMk)との乖離の度合い
を KLダイバージェンスDKL[q(xN)kp^(xN jMk)]によって定量的に評価す




























Sq =  Eq(x) [ln q(x)] (2.7)
である. したがって, SqはモデルMkに依らない定数である. また,
FN(xN ;Mk) =   1
N
ln p^(xN jMk) (2.8)
をモデルMkの規格化自由エネルギーと定義する. この規格化自由エネルギー
のN倍の値は自由エネルギーと呼ばれている [4]. 以上の関係から, KLダイバー
ジェンスを最小化するモデルMkは規格化自由エネルギーを最小化するモデル































タの集合S , パラメータ  2 S が与えられたときのサンプル xの生起確率
を表す確率モデル p(xj;S), そのモデルパラメータ に対する先験情報を表す
事前分布 '(jS)の三つ組として定義する. モデル構造 Sから, あるモデルパラ




















である. 式 (2.10)で定義される確率分布を事後分布といい, 観測値を用いたモデ














通常の事後分布は  = 1の場合に相当しており,  = 0での事後分布は事前分
布と一致する, すなわちサンプルxNobsによる学習を行わない場合を表している.
したがって, は学習における観測値の影響の度合いを定めているパラメータで
ある. また,  6= 1における事後分布は, 統計的学習理論や効率的なパラメータ
学習アルゴリズムの導出において重要である [17, 18].
2.2.4 提案分布の構成方法





また, 独立同分布の仮定よりN 個のサンプル xN のベイズ予測分布を





と定めることができる. 学習により得られた xN のベイズ予測分布は, 式 (2.14)
での に対する周辺化により, 学習データ xNobsと定義したモデル構造 Sのみに
依存して決まる確率分布となっている. すなわち, 学習データ xNobsが得られて
いる場合には, あるモデル構造 S を決めると上記の学習手順に従いユニークな
予測分布が定まるので, そのモデル構造 Sに対する提案分布として式 (2.15)の
ベイズ予測分布が利用できる. これは, 提案分布の構成の一例を表しており, そ
の他の構成としては






が考えられる. また, 逆温度 における事後分布の最頻値








を与える方法も存在する [4]. ^()は  = 1のとき最大事後確率推定量といい,
 !1のときは最尤推定量と呼ばれる. また, 事後分布による の期待値をも
とに提案分布を















い, 提案分布 p^(xN jxNobs;S; ) を構成したとする. このとき, 真の分布 q(xN)の
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提案分布 p^(xN jxNobs;S; )に対するKLダイバージェンスは次式で表される.
DKL(q(x









ln p^(xN jxNobs;S; )
i
(2.21)
であり, GN(q;xNobs;S; ; p^)を汎化損失と定義する. 式 (2.20)の第一項が定数で
あることから, KLダイバージェンスの最小化は, 汎化損失の最小化と等価な問
題と考えることができるため, 汎化損失GN(q;xNobs;S; ; p^)の性質の理解が重要





N)kp^(xN jxNobs; ;S))] =  NSq +N  GN(q;S; ; p^) (2.22)
における平均汎化損失



























1. 観測データ xNobsから一つの検証用サンプル xobs;nを除外し, 残りのN   1
個のサンプル xNobs n xobs;nにより学習を行う.
2. 1. の学習結果として得られる提案分布 p^(xjxNobs nxobs;n;S; )により検証用












ln p^(xobs;njxNobs n xobs;n; ;S) (2.26)
はクロスバリデーション損失と呼ばれている. また, 平均クロスバリデーション
損失を次式で定義する.




obs;S; ; p^)] (2.27)
この定義式より,
CN(q;S; ; p^) = GN 1(q;S; ; p^) (2.28)
である. すなわち, N 個のサンプルにおける平均クロスバリデーション損失は
N   1個のサンプルによる学習の平均汎化損失に一致している. このため, 真の
分布に従うN + 1個のサンプル xN+1obs から計算可能なクロスバリデーション損







obs;S; ; p^) =  
1
N







多くの研究において用いられている [19, 20]. 汎化損失と経験損失の漸近挙動は
渡辺 [4]により研究されている. その一部の成果の詳細を付録A.1に与えた. ま
た, 汎化損失と経験損失のうち p^(Bayes2)に関する漸近挙動は本研究で新規に与え
たものであるが, 渡辺の成果から容易に導出できるので同じく付録 A.1に加え
た. 前項で考えた提案分布の構成 p^(Bayes1), p^(Bayes2), p^(mode), p^(mean)について, 渡
辺の成果 (付録A.1参照)から漸近挙動として p^(Bayes2)が最も平均汎化損失を小
さくすることがわかる. 一方で, 事後分布のある側面のみを考慮する p^(mode)と
p^(mean)による提案分布の構成は, p^(Bayes1), p^(Bayes2)に基づく構成方法に比べて汎





あるモデル構造 Sに対して, 逆温度 での規格化自由エネルギーを
FN(x
N ;S; ) =   1
N
lnZN(x
N ;S; ) (2.30)
と定義する. ここで, ZN(xN ;S; )は式 (2.13)によって与えられる分配関数であ
る. 真の分布の周辺尤度 p(xN jS)に対するKLダイバージェンスは逆温度  = 1
での規格化自由エネルギーの期待値により次式で表現できる.
DKL(q(x
N)kp(xN jS)) =  NSq +N FN(S; 1) (2.31)
ここで, 逆温度 での平均規格化自由エネルギー
FN(S; ) = Eq(xN )[FN(xN ;S; )] (2.32)
を定義した. すなわち,  = 1での S の自由エネルギーの最小化は真の分布と
周辺尤度との乖離度の最小化を行うことと同値であることが分かる. また, 式
(2.16)より周辺尤度は




意に決定される. 上記について, また式 (2.6)との類似性から, パラメータを含
むモデル構造 Sについて一意に定まる周辺尤度 p(xN jS)を提案分布と考えるこ
とができる. したがって, パラメータを含むモデル構造 Sは周辺尤度により, モ
デルMと同一視できる. また, 平均汎化損失と規格化自由エネルギーに以下の
関係が成り立つ.














3. 提案分布の推定に用いるモデル構造 S(モデルパラメータの集合S , 確率




























複数のモデル構造 f Sk gが与えられた場合に, 観測データ xNobsについてどの
モデル構造が妥当であるかを推定する問題を考える. このとき, モデルパラメー
タ集合をモデル構造の集合 f Sk gとして, 確率モデルを式 (2.11)で定義される
各モデル構造の周辺尤度 p(xN jSk)によって与え, モデル構造の支持の度合いを
表す事前分布を'(SkjH)とする三つ組によりモデル構造Hが定義できる. この
モデル構造Hに対して学習データ xNobsによる逆温度  = 1での学習を行えば,
p(SkjxNobs;H) / p(xNobsjSk)'(SkjH) (2.35)
となり, 学習後の各モデル構造 Skの支持率が計算される. どのモデル構造がサ
ンプルの生成を説明できるのかについての先験情報がない場合, すなわち
'(SkjH) / 1 (2.36)
を考えると, 式 (2.35)は,
p(SkjxNobs;H) / p(xNobsjSk) = exp( FN(xNobs;S; 1)) (2.37)

































































































































とを示した. さらに, 渡辺によって得られている漸近理論の成果から p^(Bayes2)に
よる提案分布の構成方法が平均汎化損失を小さくするという観点で漸近的に望
ましい性質をもつことを述べた. この知見を活かして, 第 5章では到来方向推定
に用いられる入力データのモデル選択手法を提案する. モデルパラメータの事
後分布推定は, 基本的には本節で述べた式 (2.10)に従い計算すればよいが, 実際
には積分が解析的に解くことが困難である場合が多い. このため, その近似手法
として変分ベイズ法とサンプリング法が存在する. 前者は 3章と 4章の推定手






[4]. また, サンプル xの確率モデルが,
p(xj) = v(x) expff()Tg(x)g (2.44)
と表現できるとき指数型分布という. 確率モデルは xについて積分するとZ








































































適用可能とした手法が提案されている [21]. これは, 扱う確率分布をより扱いや
すい確率分布の無限混合として表現できることを利用している [22].





















かにされ, また, L. Rayleighは粒子径が波長の 1/10程度以下の場合に電波の散
乱強度が粒子径の 6乗に比例し, 使用する電波の波長の 4乗に逆比例すること
















分布を仮定し, そのパラメータの推定を行う. 前章において, ベイズ推定が標本
数の十分大きい場合に汎化損失の小さい良好な学習が可能であることを確認し
た. ガンマ分布は指数分布族であるため事後分布のパラメータの更新は容易に









定する最尤推定や, モーメント法が用いられてきた [24, 25]. 最尤推定量は, 一致
推定量であり, 推定誤差に関して漸近的にクラメル-ラオの下界に到達するとい
う理論的に望ましい性質をもつ [24]. しかし, 最尤推定は, 標本数が小さい場合
には標本に過剰に適応するために推定される母数は信頼性が低くなる [26]. 一
方で, モーメント法によって得られる推定量は, 一般に不偏性や一致性が保証で
きないため, 他のよりよい推定量が構成できる場合には, 通常用いられない [24].
ガンマ分布の場合には, これらの手法と比べ良好な推定量を得る手法が提案さ
れている [27, 28]. 本研究では, 汎化損失の小さいベイズ推定をガンマ分布のモ
デルパラメータ推定方法として採用する. 一般的に複雑なベイズモデルの場合
には, マルコフ連鎖モンテカルロ法を用いた事後分布のサンプリング近似が行
われる [29]. サンプリング近似は, 複雑なモデルにも適用可能であり, 標本数が
十分大きい場合に厳密な結果を期待できるが, その反面, 計算量が非常に多いと
いう欠点がある. この他にも, Laplace近似を用いて事後分布を正規分布で近似





















のとき, xはガンマ分布に従うという. ここで,  ()はガンマ関数である. また,















for   1 (3.4)
E[lnx] =  ()  ln  (3.5)
H[x] = ln  ()  (  1) ()  ln  +  (3.6)
ここで, E[]は の期待値を示し, var[]は分散を表す. また, mode[x]は分布の
最頻値を, H[x]は分布のエントロピーを示し,  ()はディガンマ関数である. 図
3.1にガンマ分布の確率密度関数の例を示す. ガンマ分布は  = 1の場合に指数
分布, が整数である場合にアーラン分布, が半整数であり, かつ  = 0:5であ
る場合はカイ二乗分布に帰着する. ガンマ分布の共役事前分布の分布族は, ハイ
パーパラメータ群を' = f; "; gとして,

















































今, ガンマ分布の共役事前分布を p(; ;'0)とすると, 事後分布は事前分布と同
じ分布族となるため, p(; ;')と書くことができる. データ群X = fxnjn =
1; : : : ; Ngが与えられているときの事後分布のパラメータは,







 = 0 +N (3.11)
より計算できる. ここで xはデータ群Xの標本平均を, G[x]は幾何平均を表す.









という関係式が成り立っている. 式 (3.12), (3.13)を用いて と "から最頻値




が提案されている [30]. 図 3.2にガンマ分布の共役事前分布の例を示す. 0は標
本数に対応するハイパーパラメータであり, 事前情報の重みを表している. 0が
大きいほど分布の分散が小さくなり, 事前分布が推定に与える影響が大きくな
る. パラメータに対して事前に何も知り得ていない場合には, 0を 0とするのが
妥当であると考えられる. しかし, 0 = 0とするとデータが与えられない場合に
推定値が発散するという問題があるので, 事前情報がない場合にも正則化のた
めに 0 > 0とすることが多い.










(a) ^ = 2; ^ = 5; 0 = 5















かにする. 具体的には, 共役事前分布の周辺分布 p()とその期待値, 事後予測分
布, 周辺尤度の近似解の導出を行う.
1. 周辺分布 p()の導出 最初に, ガンマ分布の共役事前分布 p(; )における






















である. しかし, 式 (3.14)を更に で積分することは困難であるため p()を近
似することになる. 最初に, 多くの確率分布に適用される Laplace近似の適用可
能性について考察する.
2. p()の最頻値 p()の最頻値 ~は,





~   + 1

 1












f() =  ( + 1)   () + ln 
"
(3.19)
f 0() =  0( + 1)   0() (3.20)
である.
25
3. p()の Laplace近似 確率密度関数に比例する関数 f(x)が与えられたと
き, その関数を最大とする xを x0とする.このとき







として, 確率分布を平均 x0, 分散  1の正規分布で近似する手法が Laplace近
似である. 図 3.3に p()の数値解と Laplace近似による近似分布の例を示す.
 = 10の分布は非対称性が強く, 対称分布である正規分布では近似できない. し
かし  = 100の例のように標本数に対応するハイパーパラメータ が大きくなる












図 3.3: p()の Laplace近似
4. Stirlingの近似式による p()の近似 ガンマ関数には多くの近似式が提案
されており, 本提案手法では次式を用いる [32, 33, 34].

































が得られる. ここで, ガンマ関数の性質  (x + 1) = x (x) を用いた. この近似
は, または ^が小さい場合に近似精度は落ちるが,  = 1で正確な値を与える.
ゆえに Stirlingの近似により得られた周辺分布 p()は次式のようになる.
p() = GIG(ja; b; c) (3.24)
GIG(ja; b; c)は一般化逆ガウス分布の確率密度関数であり, 次式で定義される.






















である. この近似を Stirling-GIG近似と呼ぶことにする. 一般化逆ガウス分布
が定義されるのは cが正の実数のときであるため, この近似式は   1で成り立
つことに注意されたい. また Stirlingの近似式においてが十分大きい場合 1
の項を無視することができ, その場合は c = 0となる. このとき近似分布はガ
ンマ分布で近似でき, これを Stirling-Gamma近似と呼ぶことにする. 図 3.4に
Stirlingの近似式による近似分布を示す. ^ = 0:1の場合は Stirlingの近似式では
近似精度が悪く, この近似が適用できない. また, ^ = 1:0のときは Stirling-GIG




として Laplace近似, ^が十分大きい場合に成り立つ近似として Stirlingの近似
をみてきた. また Stirlingの近似は ^が小さいときに非常に悪い近似になるが,
同時に周辺分布 p()が一般化逆ガウス分布という簡単な指数分布族で表される
ことを示した. Laplace近似は, 分布を表現する重要な要素である最頻値付近の






























(c) ^ = 10;  = 10
図 3.4: Stirlingの近似式による p()の近似
度関数の高階微分係数から p()を一般化逆ガウス分布で近似する手法を確立す
る. まず, ln p()を












L(2)() =  [ 0( + 1)   0()] (3.31)
L(3)() = 
h
2 00( + 1)   00()
i
(3.32)
となる. 次に, 高階微分と式 (3.29)との間に p()の最頻値 ~において
L(i)(~) = g(i)(~); i = 1; 2; 3 (3.33)
が成り立つとして, パラメータ a; b; cを求める. よって, 一般化逆ガウス分布の
各パラメータは
a = 1  3~2L(2)(~)  ~3L(3)(~) (3.34)








となる. この近似をLS(Laplace-Stirling)-GIG近似と呼ぶことにする. また g()
で c = 0とするとガンマ分布で近似することに相当する. この近似をLS-Gamma
近似と呼ぶことにする. このときパラメータは









1. E[]による評価 図 3.5に数値計算により得た E[]の標本数による変化を
示す. また図 3.6に各近似手法の相対誤差を示す. どの ^にも共通する性質があ
り, Stirling-Gamma, Stirling-GIGは標本数が多くなるとともに, 相対誤差が一
定値に収束している. これは最頻値が厳密解からずれていることが原因である.
その他の Laplace近似, LS-Gamma, LS-GIG, Lindleyの近似については最頻値
29
を厳密に求めているため, 標本数が多くなるにつれて誤差は小さくなる傾向が
みられる. Lindleyの近似式は, 期待値計算において  1以上の次数に対して厳
密な解を与えるように導出されるが, LS-GIGは Lindleyの近似と同程度の良好
な近似が得られている. また, ^が大きくなると LS-GIGが最も良い近似となっ
ている.








2. var[]による評価 次に, 分散に対しても期待値と同様に評価を行う. 図 3.7
に分散 var[]の標本数による変化を示す. また各近似手法の相対誤差を図 3.8に
示す. Lindleyの近似式により計算される分散はLaplace近似と一致するため,省
略している. var[]に関してもE[]の場合と同様な性質が得られた. E[]の場合
は Lindleyの近似と LS-GIGが良好な近似であったが, 分散の場合には LS-GIG
が他の近似手法に比べ, 圧倒的に相対誤差が小さいことがわかる.















なる. p(x)と q(x)が全く同じ確率分布である場合にのみHellinger距離は 0にな
る. 同じく,二つの確率分布の差異を計る尺度としてKullback-Leibler情報量 (KL
情報量)がある. が大きくなるにつれ, Stirling-Gamma, Stirling-GIGにおいて
30




























(a) ^ = 0:1



























(b) ^ = 1:0




























(c) ^ = 10
図 3.6: E[]の相対誤差
は, 最頻値を真の分布と一致させるような近似ではないため, 近似分布が真の分
布と互いに特異な状態 (二つの確率分布 p(x); q(x)に対して Sp = fx : p(x) > 0g
において q(x) = 0, かつ, Sq = fx : q(x) > 0gにおいて p(x) = 0)に近づく. 互い
に特異に近い状態におけるKL情報量の計算の不安定性の観点から,本研究では,
31





















距離を示す. 最頻値が厳密解と一致しない Stirling-Gamma, Stirling-GIGにお
いて を大きくしていくとき, 真の分布と近似分布が互いに特異であることを
意味する 1に収束している. Stirling-Gammaの場合, が大きくなるにつれ漸近
していく最頻値は, 真の分布の最頻値に比べ小さく, 反対に Stirling-GIGの場合
は真値より大きく推定される. また, LS-Gammaと Laplace近似は, 同じ程度の
収束の早さであるようにみてとれる. それに対して LS-GIGは, より早く厳密解
に収束している. 図 3.9(b)において, LS-Gamma, LS-GIGのHellinger距離が図
3.9(a), (c) の場合に比べて増加していることがわかるが, これはガンマ関数の
近似の性質によるものであると考えられる. まず, 本節で提案している Stirling
の近似から考察された近似手法では ^が 1付近からそれ以下の場合に誤差が大
きくなるはずであるが, 図 3.9(a)でHellinger距離は減少している. ガンマ関数
の  = 0でのローラン展開が ln  ()    ln   であることから, ^が十分
小さい場合においてもこの式で近似される周辺分布 p()はガンマ分布となる.
^ = 1:0は, このような近似があまり成り立たない中間の領域であったために図
3.9(b)においてHellinger距離が増加したものと考えられる.
4. 最大確率による評価 最大確率は最頻値での近似の良さを表す重要な指標と



































(a) ^ = 0:1




























(b) ^ = 1:0





























(c) ^ = 10
図 3.8: var[]の相対誤差






































(a) ^ = 0:1





























(b) ^ = 1:0





























(c) ^ = 10
図 3.9: Hellinger距離の標本数による変化
によって計算できる. これらの近似誤差の指標となるのは p(~;')の誤差であ
る. 各近似手法における最大確率の相対誤差を図 3.10に示す. LS-GIGは他の
手法に比べ優位性がみられる. また Stirling-Gamma, Stirling-GIGは一定の相
対誤差に漸近していく. この性質は  が大きい場合に, 周辺尤度の近似におい
て重要である. 周辺尤度は式 (3.41)のように正規化定数の比で与えられるため,
34





























(a) ^ = 0:1





























(b) ^ = 1:0



















































 + 1 (3.45)
である. 図 3.11に事後予測分布の例を示す. ガンマ分布は ^が 1以上と 1未満
により分布形が大きく異なるため, が小さい場合に不確実さの影響から複雑
な事後予測分布が得られる. また, 図 3.12に各近似手法による事後予測分布を
示す. Laplace近似は分布の最頻値付近で真の分布より値が大きく見積もられて
いるが, 他の手法については誤差が小さく, 図中では各線がほぼ重なっている.
特に, Stirling-GIGと LS-GIGは誤差が小さい. 図 3.12の場合には,  = 1であ
るため p(;')はガンマ分布となり, 式 (3.42)の分母は正確に計算することが
できる. そのため, 近似誤差に関係するのは式 (3.42)の Zp('x)である. このと
き, 事後予測分布の近似誤差は, 標本を一つ加えた x = 2での最大確率の相対
誤差から見積もることができる. これは, 図 3.10(b)の  = 2での各手法の相対
誤差に対応する. また, Zp(')とZp('x)が同程度の相対誤差を持っている場合
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p(j) = Gamma(j + 1; ") (3.49)
37
が得られる.また, ベイズの定理より
p(; ) = p(j)p() (3.50)
が成り立つから, 同時確率は,















本提案手法の LS-GIGは, 他の手法に比べ, 各評価において優位性がみられた.
 1以上の次数の期待値計算を厳密に扱う Lindleyの近似式は, 当然のことなが
ら が大きい場合に良好な近似となる. その近似式には, 周辺分布 p()の最頻










化される. このとき, 一般に混合数は未知であるため, 混合数も推定できる手法













設置してある. この観測装置は, 観測領域 (16.4[cm]12.3[cm]20.0[cm])の降雪
粒子をカメラで撮影する. 得られた画像から画像処理により降雪粒子の検出を
行い, その粒子形状から粒径Dと落下速度 vが計算される. 本節では, 粒径-落下
速度分布とその解析手法について説明し, その後にこの観測装置で得られたデー
タの解析を行った結果を示す. 本研究で使用したカメラはManta G-033であり,














れることが多く, ガンマ分布の二つの母数 , を用いて
N(D;; ) = N0 Gamma(Dj; ) (3.55)











が実データに対して当てはまりがよいと報告されている [36, 37]. ここで, w =
[w0; w1]
Tは粒径と落下速度の関係を決定する降水粒子の種類に依存するパラメー
タである. このため, 粒径-落下速度分布の推定は, 降水粒子ごとに異なるパラ
メータ , , wの推定問題と考えることができる. 各降水粒子ごとにパラメー










Zdoppler(v) = (D; v) N0 Gamma(Dj; )  @D
@v
(3.58)
として与えられる. ここで, (D; v)は粒径D, 落下速度 vの降水粒子の後方散













度を vnとして観測データは, それぞれその集合D = fDn g, v = f vn gである.
ここで, 図中のN は標本数を表しており, Kはモデルに便宜的に設けられる最
大クラスタ数である. 次項で述べるように, 最適なクラスタ数は自動的に決定さ




を採用する. ここで, wk = [w0k; w1k]Tである. また, 粒径分布をガンマ分布で
モデル化することとし, k番目のクラスタのパラメータを k; kとする. 以上を
41
まとめて,  = f k g,  = f k g, w = fwk gと図中に表記している. 各粒子
(Dn; vn)の所属クラスタは多項分布に従う確率変数 znで, クラスタの混合比は
確率変数 によって与えられる. このモデルを変分ベイズ法を用いて学習する
ことで, 各クラスタの降水粒子を特徴づけるパラメータ f k; k;wk g, 実効的な
クラスタ数を与える混合比, また各粒子 (Dn; vn)の所属クラスタ znを求める.
図 3.15: 粒径-落下速度分布のグラフィカルモデル
Z = f zn gとして, また各確率変数 Z;;w;;;a; bの事前分布の母数であ
るハイパーパラメータ'0, s0, c0, d0, e0, f0を用いて, モデルの同時確率を次式
で定める.
p(D;v; Z;w;a; b;;;;'0; s0; c0;d0; e0;f0)
= p(vjD; Z;w; b)p(DjZ;;)p(Zj)
 p(wja)p(a; c0;d0)p(b; e0;f0)p(;;'0)p(; s0) (3.60)
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ここで, 条件付き確率はそれぞれ次式で与えた.













































また, (Dn) = [1 ln(Dn)]Tとした. LN (xj; 2)は対数正規分布の確率密度関数









を表している. また, 各確率変数の事前分布は共役事前分布を用いている. この
モデルを次式で定義される変分事後分布のもとで変分ベイズ法により学習する.
q(Z;w;a; b;;;)

































































が, 変分ベイズ法では, 前項で示した確率モデルのクラスタ数K を十分大きく






う. なお, 以降の実データ解析では, 擬似データへの手法の適用により良好な縮





関連度自動決定により 8個のクラスタの混合比は零へと縮退し, 自動的に 2つの
クラスタが存在していることを学習しており目視で確認した降雪種と合致する
推定結果となった. また, 2012年 1月 23日 14時から 24日 9時までの期間にお
ける各クラスタごとの平均粒径の時系列変化を図 3.17上に示す. あられが降っ
ていた 23日 14時には, 1つのクラスタと学習され, 雪片が混在し始める 18時に























いることがわかる. また, 平均粒径の大きいクラスタについて, 時間とともに平
均粒径が大きくなっていることから, この時間帯において小さい雪片から次第
に大きな雪片への遷移が確認される. また, 平均粒径の時系列変化をみると, 平
均粒径の大きな雪片と平均粒径が小さい降雪粒子の２つのみの判別しかできな
いことがわかる. しかし, 同じ時間の平均落下速度でみると, あられの時間帯で
は落下速度が大きく, それ以降の時間帯での落下速度が小さくなっている. つま














2012-01-24 02:00 - 06:00


























る. 本章では, 従来提案されたスペクトルマトリクス (spectral matrix)を用いる
伝搬ベクトル推定手法について紹介する. 図 4.1に伝搬ベクトル方向を表現する
座標系を示す. 地球磁場を z軸の正方向にとり, 地球磁場と地心-衛星ベクトル
を含む磁気子午面内で z軸に垂直方向に x軸をとる. ここで, x軸は地球から離
れる方向を正とする. また, y軸は x-z面に垂直方向に右手系になるように決定
する. したがって, y軸の正の方向は東向きとなる.
伝搬ベクトル kの方向の表現として, kと地球磁場とのなす角を天頂角 (po-
lar angle), kを x-y面に投影したベクトルが x軸となす角を方位角 (azimuthal
angle)として用いる.






トル e(t)と磁場ベクトル h(t)の観測を行う. すなわち, 両ベクトルを統合した




が, 電磁場ベクトル v(t)の一部の成分からなる観測データであること, また観測
データにスケール変換や xyz座標系への座標変換が適用されることを表現する
ために, 観測成分数がDの場合に, 線形変換行列T 2 CD6 (D  6)によって観
測信号を
g(t) = Tv(t) (4.1)
と記述する. ここで, s(t)に解析対象の波動の角周波数 ! を中心とした狭帯域
を通過させる複素バンドパスフィルタ hBPF(t)の適用を考える. フィルタ適用後
の狭帯域信号 z(t) = hBPF(t)  g(t)についてスペクトルマトリクスSは, 観測時












前項の定義より, スペクトルマトリクスはエルミート行列 ([S]ij = [S]ji)であ
るため独立なパラメータはD D個である. 従って, 伝搬ベクトル推定に実効
的な要素群はD行D列の実行列
SR = e(S) (4.3)
で書き表すことができる. ここで写像 e : CDD ! RDDは
[e(A)]ij =
8>><>>:
Re[[A]ij] (i  j)
Im[[A]ij] (i > j)
(4.4)




:2;    ;BT:D]T (4.5)
51
と定義する. ここでB:iはBの i番目の列ベクトルを表す. これを用いて, スペ
クトルマトリクスは L(= D2)次元の実ベクトル





ベクトル推定手法 (Means法 [38], 固有ベクトル法 [39], SVD法 [40])について紹
介する. 上で挙げた手法は, 図 4.1の座標系において磁場の 3成分のみが観測さ
れた場合の 3行 3列のスペクトルマトリクスを推定に用いる. なお, スペクトル
マトリクスが作成できない状況下では電磁場成分の振幅から伝搬ベクトルを推






こで図 4.2のように楕円偏波の長軸方向にX軸, 短軸方向に Y 軸, X軸と Y 軸
に垂直となるようにZ軸をとるXY Z座標系を定義する.
図 4.2: 楕円偏波の偏波面を基準としたXY Z座標系
52
このとき電磁場ベクトル g(t)は次式で表現できる.
[g(t)]X = AX exp(j!t) (4.7)








[g(t)]Z = 0 (4.9)
また, XY Z座標系での伝搬ベクトルは
kXY Z = [0; 0; jkj]T (4.10)
で与えられ, スペクトルマトリクスは次式で与えられる.
SXY Z = g(t)g(t)
y = Re[SXY Z ] jIm[SXY Z ] (4.11)
ここで,




















kxyz = RkXY Z = jkj[R13; R23; R33]T(= [kx; ky; kz]T) (4.14)
Sxyz = RSXY ZR








0 R12R21  R11R22 R12R31  R11R32
 (R12R21  R11R22) 0 R22R31  R21R32




































Re[Sxyz] = R Re[SXY Z ]R
T











と書き表すことができる. ここで, vX と vY はそれぞれX軸と Y 軸の基底ベク
トルを xyz座標系として表したものであり
vX = R[1; 0; 0]
T = [R11; R21; R31]
T (4.19)
vY = R[0; 1; 0]
T = [R12; R22; R32]
T (4.20)
で与えられる. 式 (4.18)よりRe[Sxyz]を固有値分解して得られる第一固有値, 第
二固有値の平方根はそれぞれ楕円偏波の長軸と短軸の長さに相当し, 対応した
固有ベクトルが長軸と短軸方向を表す単位ベクトルとなる. したがって, 伝搬ベ
クトルは偏波面の二つのベクトル vX , vY に垂直なベクトルとして次式で得ら
れる.



















を推定解とするものである. 単一平面波のスペクトルマトリクスがS  k = 0を







リクスを考える. 到来波の数をM としてそれぞれの信号を zm exp(j!mt) 2 CD













ここで, m;vm(m = 1; 2;    ; D)はそれぞれSの各固有値と対応した固有ベク





























Storeyら [43]によって提案された波動分布関数法 (wave distribution function
method)では, 観測点に到来する波を異なる周波数, 伝搬方向をもつ無限個の平
面波と考え, 限られた時間内についてはエルゴード的な定常不規則過程とみな
せると仮定する. また, 観測点に到来する波動のエネルギー分布を, 波動分布関











a(!; ; )F (!; ; ) sin dd (4.24)
スペクトルマトリクス S(!)の計算に, 十分な標本数N の観測データを用いれ
ばスペクトルマトリクスのゆらぎが減少し, 上記の方程式が近似的に成立する
ことになる. 上式中に表れる a(!; ; ) 2 CDDは角周波数 !で (; )方向の伝
搬ベクトルを持つ波動の単位エネルギー当たりのスペクトルマトリクスを意味
しており, 積分核 (integration kernels)と呼ばれる [44]. コールドプラズマの理













av(!; ; )F (!; ; ) sin dd (4.26)
と書き表すことができる. 式 (4.24)または式 (4.26)に基づきスペクトルマトリ






波動分布関数法では解F (!; ; )を一意に決定することができないため, 波動
分布関数になんらかのモデルを仮定する必要がある. 波動分布関数のモデルと
して, 最大エントロピー法 [45], 1-2方向モデル [46], Phillips-Tikhonov正則化法
[47], ガウス分布モデル [48, 49]が提案されている. そこで本節では, 従来提案さ
れている波動分布関数モデルの概要と特徴について述べる.
4.4.1 最大エントロピー法
Lefeuvreら [45]によって提唱された最大エントロピー法 (maximum entropy
method)では, 波動分布関数のエントロピーを次式で定義する.





F (!; ; ) lnF (!; ; ) sin dd (4.27)
最大エントロピー法では, 式 (4.26)の制約条件のもとでH(F )を最大にするよ
うな F (!; ; )を解とする. このような波動分布関数は, Lagrangeの未定乗数
 2 RLを用いて解分布を
F (!; ; ;) = exp
n
 1 + Tav(!; ; )
o
(4.28)
と表現できる. スペクトルマトリクスの観測値を s^ 2 RLとしたとき,













なるを求め, 式 (4.28)より波動分布関数を得る. ここで k  k2は `2ノルムであ
りベクトルの各要素の二乗和の平方根を表す. また, arg min
x
f(x)とは関数 f(x)









Buchaletら [46]によって導入された 1-2方向モデル (one and two direction
model)は, 1方向または 2方向から到来する平面波の合成として波動分布関数
を次式で与える.
F (!; ; ) =
MX
m=1
m(   m)(  m) (4.30)
ここで, M は到来波の数であり 1または 2である. また, mはm番目の波源の







mav(!; m; m) sin m (4.31)
となる. この方程式を m; (m; m)を未知数として非線形最小二乗法によって




























のもとでR(F )を最小とするF (!; ; )を解分布とする. Phillips-Tikhonov正則
化法では, 上記の最適化問題を代数的に解くために式 (4.24), (4.32)を離散化し
て扱う. まず, 到来方向を表す単位球面をK個の領域に分割し, k番目の分割領
域の中心となる到来方向を (k; k),その領域の面積をkとする. また,離散化
された波動分布関数を表す実ベクトルf 2 RKと積分核を表す実行列A 2 RLK
をそれぞれ次式で定義する.




 av(!; k; k)k (4.35)
このとき, 式 (4.26)は
s^ = Af + e (4.36)
と線形方程式として書き表される. e 2 RLは離散化に伴う誤差とノイズによる
誤差を表す. また, 式 (4.32)はラプラシアン変換行列C 2 RKK により離散化
でき,




ks^ Afk22  "2 (4.38)





ks^ Afk22 + kCfk22 (4.39)
を最小化することで求まる. この解は陽に書くことができ
f  = (ATA+ LCTC) 1ATs^ (4.40)
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となる. したがってPhillips-Tikhonov正則化法の解分布は負の値を含む場合が
ある. ここで  は正則化パラメータと呼ばれるもので,  が大きければ正則化




として PRESSと一般化交差確認法 (GCV)を用いることができる [51]. 以下に
PRESSとGCVの定義について述べる.
1. PRESS 与えられたデータ群から一つのデータを取り除き, 残りのデータ
を用いて推定像を求めた場合に取り除いたデータの推定値が算出可能である. こ







([Af (l)]l   [s^]l)2 (4.41)
ここで, f (l)はスペクトルマトリクスの観測値の l番目の要素 [s^]lを用いずに推













B() = A(ATA+ LCTC) 1AT (4.43)
である. 正則化パラメータ を変化させて PRESSを計算し, PRESSが最小と
なるような を最適な正則化パラメータとする.
2. 一般化交差確認法 前項で紹介した PRESSでは一つの に対してB()を
求める必要があるため計算量が膨大である. この問題を解決するために, まず
AC 1を次のように特異値分解する.
AC 1 = UV T (4.44)
ここで, U はL Lの左特異行列, V はK Kの右特異行列, はLKの特
異値行列を表す. 次に, 式 (4.36)の両辺に左からユニタリ変換WUTを施す.






































である. GCVでは一度特異値分解を行うことで, 各 に対して行列計算をする
必要がなくなるため高速に計算が行える. また, 特異値分解を行うことで, 式
(4.40)は,
f  = C 1V (T+ LI) 1TUTs^ (4.51)
と容易に計算できる. また,
B() = U(T+ LI) 1TUT
= UD()UT (4.52)
であるため, PRESSの計算も簡略化される. 山口ら [47], 井元ら [53]によると,




笠原ら [48], 後藤ら [49] によって提案されたガウス分布モデル (Gaussian dis-
tribution model)は, 波動分布関数として次式で表されるガウス型に広がる分布
を仮定する.









dm(; ) = cos
 1fcos  cos m + sin  sin m cos(  m)g (4.54)
ここで, Mは仮定する到来波数, mはm番目の波動の到来方向の中心 (m; m)
における波動分布の強度, dm0は分布の広がりを表す. このモデルは, モデルパ

























本節では, 提案したマルコフ確率場モデルに基づく波動分布関数法 (以下, 本
章では提案手法と呼ぶ)[55]についての説明を行う.
4.5.1 マルコフ確率場モデルの問題設定
提案手法では, 前節で紹介した Phillips-Tikhonov正則化法と同様に, 到来方
向を離散化して伝搬ベクトル推定問題を取り扱う. よって, 提案手法においても
離散化した波動分布関数を表すベクトル f 2 RK と観測されたスペクトルマト
リクス s^ 2 RLとの関係は積分核行列A 2 RLK を用いて
s^ = Af + "a" + e (4.55)
で与えられるものとする. ただし, a"は白色ノイズに対応する積分核であり
a" = vec(e(I)) (4.56)
である. また提案モデルでは ks^k22 = 1として規格化したスペクトルマトリクス
















いている. 以下に, Generalized Spiral Pointsにより球面をK点で離散化した場
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合の f (k; k) j k = 1;    ; K gを与える.
hk =  1 + 2 k   1






















している. また; はそれぞれ sに従う確率分布のモデルパラメータ, f に従う
確率分布のモデルパラメータであり, 両者ともに確率変数としてモデル化して
いる. 白色ノイズの強度 "についても大きさが分からないため確率変数として





p(s^;f ; "; ; ) = p(s^jf ; "; )'(f j)'(")'()'() (4.61)
以降ではモデルに表れるパラメータの意味とそれぞれの確率分布の詳細につい
て述べる.
1. 尤度関数 提案モデルでは, 波動分布関数 f と白色ノイズの強度 "を与える
とAf + "a"を平均とし, 分散を 1とする多変量正規分布に従いスペクトルマ
トリクスが観測されると仮定している. つまり, 尤度関数は















































(fk   fk0)2 cos k cos k0  0




ここで, fkは [f ]kを表す.  = 2 付近には共鳴角が存在し波動が伝搬できない




   の半球での波動分布関数
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の値に相関を持たないように式 (4.65)を決定している. 2つの角度 k; k0に対し
て cos k cos k0 が正の値をとる場合には同一半球に属している点であるため通
常の差分をとり, それ以外の場合には異なる半球側の波動分布関数を零とおい










N = f(k; k0)j0 < dkk0  dmaxg (4.66)
dkk0 = cos






















3. "; ; の事前分布 白色ノイズの強度 ", 尤度関数の精度パラメータ , 事前
分布の精度パラメータに対応する  の分布族については計算の都合上, 共役事
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前分布が設定されている. すなわち,
'(") = N1("j0;  1"0 ) (4.69)
'() = Gamma(ja0; b0) (4.70)
'() = Gamma(jc0; d0) (4.71)
としている. ここで'(")は平均 0, 分散  1"0 の一変量正規分布, '()はパラメー
タ a0; b0のガンマ分布, '()はパラメータ c0; d0のガンマ分布である. ところで,
我々は "; ; がどのような値が最適であるかということについて特に知識を有
していない. このことを表現するために, 各変数を無情報事前分布として扱い推
定の恣意性を排除する. したがって "0; a0; b0; c0; d0は十分小さい値として一様
分布に近づけ事前情報の不確実性を表現する. また, 後述する学習アルゴリズム
を容易にするために "の平均を 0としているが, 無情報事前分布の場合, 分散が
非常に大きいため平均パラメータの選択が推定に及ぼす影響は極めて軽微であ
ると考えられる. 一方で, "; ; について何かしらの情報を持っている場合には
事前分布のパラメータを適切に設定することによって推定精度を向上すること




p(f js^) = 1
p(s^)
Z Z Z
p(s^;f ; "; ; )d"dd (4.72)
で与えられる. ここで p(s^)は周辺尤度であり
p(s^) =
Z Z Z Z
p(s^;f ; "; ; )dfd"dd (4.73)
で与えられる. また事後分布 p(f js^)が与えられたならば, 推定像としてはその
最頻値









1. 近似事後分布の設計 提案モデルの真の事後分布 p(f ; "; ; js^)を次式で表
される近似事後分布 q(f ; "; ; )で近似する.
q(f ; "; ; ) = q(f)q(")q()q() (4.75)
近似事後分布では f ; "; ; をそれぞれ独立と仮定して扱っている. また, 提案
手法では波動分布関数 f の近似事後分布を共役性の観点からN 変量正規分布













求められるためEq(f)[f ]  0の制約を与える. 同様にして白色ノイズの強度 "の
変分事後分布を共役事前分布として
q(") = N1("jm"; S") (4.77)
と設定する. ここでノイズ強度も非負値の量であるからEq(")["]  0の制約を与
える. また ; についても共役性から以下の変分事後分布を仮定する.
q() = Gamma(ja; b) (4.78)
q() = Gamma(jc; d) (4.79)
提案手法は上述の変分事後分布から計算できる周辺尤度の下限関数を最大化す
る変分事後分布のパラメータ;S;m"; S"; a; b; c; dを変分ベイズ法により推定し,
推定像を求める.
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2. 提案モデルの変分下限 提案する確率モデルの変分下限 Lは次式で与えら
れる.




































































  (c  1)( (c)  ln d) + c (4.80)
この変分下限が周辺尤度の下限関数になっており, これを最大化する最適化問
題を解くことで最適なパラメータを決定することができる. 次項では, 推定すべ



























" = kC""k22 (4.85)
Lの中で, ;m"に依存する項を抜き出すと




























これは, 非負の制約付きの最小二乗問題であり, 本研究では有効制約法 [58]を用
いて最適化を行う. ただし, 波動の伝搬できない到来方向の波動分布関数の期待
値は零として処理を行うものとする. 注意として, 式 (4.88)の最適化は が非常
に小さい場合には悪条件問題となり, 数値計算が不安定になりやすいため提案
手法では安定に計算が可能な の下限値を設ける.




















































4. a; b; c; dの最適化 Sの最適化と同様に a, bで変分下限を偏微分し, 偏導関
数が 0となるパラメータを最適解とすると次式を得る.





























る. また, 収束判定に用いる変分下限も式 (4.80)のままでは同様に計算が困難で
ある. このため, 計算負荷の高い tr(SATA); tr(SCTC)について計算量の削減
を行う.
1. tr(SATA); tr(SCTC)の計算量の削減 Sの現在の最適値Sが含まれる対
角和の計算量を削減することを考える. まず特異値分解によりAC 1 = UV T





1 0 0 0 0 0 : : : 0
0 2 0 0 0 0 : : : 0
0 0 3 0 0 0 : : : 0
...
...
. . . . . .
...
...




























が得られる. また変分下限に含まれる項 ln jSjは Sが現在の最適値をとってい
る条件のもとで次式で表すことができる.

















































  (K   L) ln c
d
  ln jCTCj (4.103)
となる.
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リズムを示す. ここで, minは, の最小値である. 前節で述べたように;m"の
最適化問題は, が小さい場合に悪条件となり数値的に不安定になるためにこの
値を設定している. 本研究では min = 10 15を用いた. また, "; ; の事前分布






Require: 積分核行列A"; マルコフ確率場の相関行列C; スペクトルマトリク
ス s^; "; ; の事前分布のパラメータ "0; a0; b0; c0; d0
1: AC 1の特異値分解を行い, 特異値行列を得る.
2: a; cを式 (4.93), (4.95)より計算する.
3: b; d; S"の初期値を与える.










14: until b; d; S"が収束.
15: を式 (4.87)より計算する.






Phillips-Tikhonov正則化法を用いた. 電子のプラズマ周波数を 300 kHz, サイク
ロトロン周波数を 50 kHzとし, 波動の周波数を 3 kHz, 伝搬モードをホイスラー
モードとして擬似データを作成した. 本検証では, ガウス分布モデルのパラメー
タ (m; m; m; dm0)(m = 1; 2; : : : ;M)を与え波動分布関数を作成し, 上記で仮
定したプラズマパラメータから計算される積分核を用いて式 (4.26)を積分する
ことにより擬似的に 6行 6列のスペクトルマトリクスを作成した. また, 到来方
向の分割数は, Phillips-Tikhonov正則化法は , をそれぞれ均等に 30分割, 合
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計 900分割とし, 提案手法も同じく 900分割として推定を行った. 始めに, ノイ
ズを含まない疑似データの推定結果を示す.
4.6.1 ノイズを含まない場合の各推定手法の評価
まず, 各パラメータをそれぞれ (1; 1; 1; d10) = (50; 30; 1; 5)とし, 比較的
せまい範囲の方向から一つの波動が到来していると仮定した. このときの疑似
データの推定結果を図 4.4に示す. (a)は, 疑似データとして与えた波動分布関
数を表し, (b),(c),(d)はそれぞれ最大エントロピー法 (MEM), Phillips-Tikhonov
正則化法 (PTM), マルコフ確率場モデル (MRF)により推定を行った波動分布関
数 (再生像)を示している. 図の濃淡は, 波動のエネルギー密度方向分布を示し
ている. 円の中心を外部磁場に対して平行方向 ( = 0)とし, 半径方向に伝搬
角 (円周部が  = 90), 円周方向に磁気子午面とのなす角 としている. なお,
疑似データで与える到来方向を 0    90に限定した場合, 全て推定手法に
おいて再生像は 90    180の領域で非常に小さな値しか取らなかったため,
0    90の領域のみ図示した. 図より, MEMとMRFは, 波源の方向と広
がりについて, 与えた疑似データに比較的近い再生像が得られていることが分
かる. 一方で, PTMでは波源の到来方向が非常に広い領域に渡って分布する像






(1; 1; 1; d10) = (50
; 20; 1; 5), (2; 2; 2; d20) = (50; 125; 1; 10) とした疑
似データの波動分布関数の推定結果を図 4.5に示す. 図の表現形式は図 4.4と同




メータをそれぞれ (1; 1; 1; d10) = (60; 30; 1; 5), (2; 2; 2; d20) = (60; 150;
1; 5), (3; 3; 3; d30) = (40; 210; 1; 5) とした疑似データの波動分布関数の推





























































































































































































(c) PTM (d) MRF
図 4.6: 伝搬角が異なる三つの点波源の場合の各モデルの推定結果
四つ目の例として, 強度, 広がりに加え伝搬角の等しい三つの到来波を仮定
し, 各パラメータをそれぞれ (1; 1; 1; d10) = (60; 30; 1; 5), (2; 2; 2; d20) =
(60; 150; 1; 5), (3; 3; 3; d30) = (60; 270; 1; 5) とした疑似データの波動分
布関数の推定結果を図 4.7に示す. 図より, 全ての推定手法で, 波源の伝搬角は




定し,各パラメータをそれぞれ (1; 1; 1; d10) = (40; 30; 1; 5), (2; 2; 2; d20) =





























































(c) PTM (d) MRF
図 4.7: 伝搬角が等しい三つの点波源の場合の各モデルの推定結果 1










ej2F (!; ; )d (4.106)
のみから規定されるために起こる問題であり, この二つのモーメントが等しい
波動分布関数は同じ尤度を与えるから実質的に区別ができないのである. した




最後に, 伝搬角の等しい 2つの点波源の場合を考える. 各パラメータをそれぞ






























































(c) PTM (d) MRF
図 4.8: 伝搬角が等しい三つの点波源の場合の各モデルの推定結果 2
ピークの位置, 分布の広がりを含め良好に推定が行えている. この二つの波源は
方向に 180度異なっているためM1(!; )は零となるが, M2(!; )は非零であ
る. 二つの波源の場合には, どのような を与えても両者が同時に零となること
はないため常に良好な推定が行えるものと考えられる.
4.6.2 ノイズを含む疑似データの作成
ノイズを含む疑似データの作成は, 以下に示すように行った. まず, ノイズを
含まない波動のスペクトルマトリクスを ST 2 C66, ノイズのみのスペクトル
マトリクスを SN 2 C66とする. 一般に, 波動とノイズの相関は非常に小さい
ものと考えられ, このとき観測されるスペクトルマトリクス Sobsは次式で与え
られる.
Sobs = ST + SN (4.107)
このとき, S/N比は次式で与えられる.
































































(c) PTM (d) MRF
図 4.9: 伝搬角が等しい二つの点波源の場合の各モデルの推定結果
ノイズとして白色ノイズを仮定する場合は対角成分に等しい値をもつ行列とし
て SN = NI6と表すことができる. ここで, N はノイズの強度を表している.




データの作成は以下の手順で行った. まず, SNを対角行列とし,対角成分に [0; 1]
の一様乱数を与える. その後, 白色ノイズの場合と同様に式 (4.108)により SN
が所望の S/N比となるように規格化を行う. 最後に, ユニタリ行列U をランダ
ムに生成し, SN に対して相似変換を施し, 疑似データ
Sobs = ST +USNU
y (4.109)
を作成する. ここでU yはU の随伴行列を表す. 相似変換前後で対角和は不変,





一つの到来波を仮定し,各パラメータをそれぞれ (1; 1; 1; d10) = (60; 30; 1; 5)
とした疑似データの波動分布関数の推定結果を図 4.10に示す. ただし, 疑似デー
タには, S/N比が 10[dB]相当の白色ノイズを重畳している. MEMはノイズの影
響を強く受け, 推定像が元データと比較して大きく異なった再生像となってい
る. また, PTMはこれまで示してきた図と同様に非常に広がった推定像となっ






























































(c) PTM (d) MRF
図 4.10: 一つの点波源の場合の各モデルの推定結果 (白色ノイズ SNR=10[dB])
次に, 各パラメータをそれぞれ (1; 1; 1; d10) = (50; 120; 1; 5) とした到来
波を仮定し, 疑似データに上述の一般的なノイズ (S/N比 10[dB])を重畳したと

































































(c) PTM (d) MRF
図 4.11: 一つの点波源の場合の各モデルの推定結果 (一般ノイズ SNR=10[dB])
図 4.12 に一般的なノイズを含む場合の S/N 比ごとの疑似データの波動分
布関数と各推定手法の再生像の平均二乗誤差 (MSE) を示す. 到来波として
(1; 1; 1; d10) = (50
; 120; 1; 5) を仮定した. 各 S/N比ごとに異なるノイズ
を 100パターン作成し, 図には 100回の試行でのMSEの平均値を点で, エラー
バーでその試行でのMSEの最小値, 最大値を示した. S/N比が 45, 50[dB]の
場合にはほぼノイズの影響はないと考えられるため, 点波源を良好に推定でき





















































作成に用いたプラズマパラメータは, 電子のプラズマ周波数を 300[kHz], サイ
クロトロン周波数を 50[kHz] とし, 波動の伝搬モードは周波数 10.2[kHz]のホ
84
イスラーモードを仮定した. また, 評価を行う疑似データとして図 4.13に示
されるように, 各パラメータをそれぞれ (1; 1; 1; d10) = (50; 50; 1; 5) と
した一つの点波源と, 三つの点波源を用いた. ただし, 三つの点波源のパラ
メータは, (1; 1; 1; d10) = (60; 30; 1; 5), (2; 2; 2; d20) = (50; 80; 1; 5),
(3; 3; 3; d30) = (40




































(a) 一つの点波源 (b) 三つの点波源
図 4.13: 推定像の評価に用いる 2つの疑似データ
4.7.2 信号の周波数が不正確な場合の評価
まず, 正確なプラズマ周波数が得られていると仮定し, 積分核の算出に用いる
信号の周波数を 9.3[kHz]から 11[kHz]まで 0.1[kHz]ごとに変化させた場合の各
モデルの平均二乗誤差MSEの変化を図 4.14に示す. 図 4.14(a), (b)より前節で
のノイズを含むデータの評価と同様に提案手法による推定像のMSEは従来手
法に比べ小さく, また仮定する信号の周波数が正確な値と大きな差があった場



















































また, 信号の周波数を 3.2[kHz]から 25.2[kHz]まで変化させた一つの波源の場
合の各推定手法での推定像を図 4.15, 4.16, 4.17に示す. 同じく, 三つの点波源
の場合の推定像を図 4.18, 4.19, 4.20 に示す. 図 4.17より, 提案手法は周波数の
ずれが大きくなるほど波源の広がりが大きく推定されるがピークの位置は正し
く推定されており, 前章での一般的なノイズを含む場合の推定結果と同様の傾
向を持つことが分かる. また, 図 4.15, 4.16より, 周波数のずれが大きい場合に
従来手法の結果は与えた疑似データと全く異なる像を与え, 10.2[kHz]付近での
推定像 (f), (g), (h)も大きく変化することが分かる. 結果的に全ての手法に対し
て周波数のずれが推定像に及ぼす影響は, スペクトルマトリクスの非対角要素
にノイズを加えた場合の推定像の傾向と極めて類似していることが確認された.
また, 上で述べた傾向は三つの波源の疑似データの場合にも当てはまる. 図 4.20
より, 提案手法では周波数のずれが大きくなるほど推定像が広がり, 二つの波源
が一つのまとまりとなることが分かるが, 大まかな伝搬方向の情報はどの周波






ラズマ周波数を 280[kHz]から 320[kHz]まで 1[kHz]ごとに変化させた場合の各
モデルの平均二乗誤差MSEの変化を図 4.21に示す. また, プラズマ周波数を
20[kHz]から 5[MHz]まで変化させた一つの波源の場合の各推定手法での推定像
を図 4.22, 4.23, 4.24に示す. 同じく, 三つの点波源の場合の推定像を図 4.25,
4.26, 4.27 に示す.




































































































































































































































(m) 15.2[kHz] (n) 20.2[kHz] (o) 25.2[kHz]






























































































































































































































(m) 15.2[kHz] (n) 20.2[kHz] (o) 25.2[kHz]






























































































































































































































(m) 15.2[kHz] (n) 20.2[kHz] (o) 25.2[kHz]






























































































































































































































(m) 15.2[kHz] (n) 20.2[kHz] (o) 25.2[kHz]






























































































































































































































(m) 15.2[kHz] (n) 20.2[kHz] (o) 25.2[kHz]






























































































































































































































(m) 15.2[kHz] (n) 20.2[kHz] (o) 25.2[kHz]






















































また, 図 4.22, 4.25より, 最大エントロピー法では大きなプラズマ周波数の変
化に推定像が強く影響を受けるため, 実際には最大エントロピー法を用いた推
定は前節と同様に不安定であると考えられる.






























































































































(e) 2[MHz] (f) 5[MHz]


























































































































(e) 2[MHz] (f) 5[MHz]


























































































































(e) 2[MHz] (f) 5[MHz]


























































































































(e) 2[MHz] (f) 5[MHz]


























































































































(e) 2[MHz] (f) 5[MHz]


























































































































(e) 2[MHz] (f) 5[MHz]












Means 法 [38] 磁場成分の虚部 3 個のみ 最も簡易な伝搬ベクトル推定手法.
実部を利用しないので白色ノイズに対して強い.
固有ベクトル法 [39] 磁場成分の実部全て (6 個) スペクトルマトリクスの固有値からデータが
単一平面波とみなせるかを判断できる.







分布関数法は, 波動分布関数の推定に, 観測点の媒質の分散関係, スペクトルマ
トリクスの正定値性, 波動分布関数の非負値性を用いる. ただし, 上記の性質だ
けでは解が一意に定まらない不良設定問題であるので, 波動分布関数に対して
複数のモデルが提案されていることを述べ, 既存モデルとその特徴について概











最大エントロピー法 [45] 点推定 エントロピーを最大とする分布を採択
1-2 方向モデル [46] 点推定 二つの点波源を仮定し,
各波源の強度・方向を推定
Phillips-Tikhonov 正則化法 [47] 点推定 ラプラシアンで定義される滑らかさを最大にする
解を採択
ガウス分布型 1-2 方向モデル [48] 点推定 二つのガウス分布型波源を仮定し, 各波源の強
度・方向を推定
Discrete Regions モデル [54] 点推定 観測値との誤差を最小とする非負値分布凸集合
から無作為抽出
MUSIC 法 [54] 点推定 スペクトルマトリクスの成分数以下の点波源の
強度と方向を推定
ガウス分布モデル [49] 点推定 複数のガウス分布型波源を仮定し, 各波源の強度
・方向を推定






























の定常ガウス過程に従うとき, 平均回数N のスペクトルマトリクスW の生起
確率を表す尤度分布は,
p(W jS) = N





k=1  (N   k + 1)
 expf N  tr(S
 1W )g
jSjN (5.2)

















1. 白色ノイズのみ (S = "Ip)
2. 白色ノイズ + 単一平面波 (S = faay + "Ip)
3. 複数波動 (Sは任意の正定値エルミート行列)






5.1.1 白色ノイズ (S = "Ip)の場合の提案分布の導出
白色ノイズの強度を "としてS = "Ipとした場合には尤度分布は
p(W j") = N





k=1  (N   k + 1)
 " Np exp
(




となる. このとき, "に関して非正則一様分布を仮定することで, 事後分布は尤
度分布に比例し
























k=1  (N   k + 1)















k=1  (N   k + 1)















ftr(W +W 0)g2Np 1 (5.5)
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5.1.2 白色ノイズ + 単一平面波 (S = faay + "Ip)の場合の提案分布の導出
S = faay + "Ipのとき, 尤度分布は
p(W jf; ") = N





































































 = N tr(W ) (5.9)










k=1  (N   k + 1)
  (N   1)
(r)N 1

















k=1  (N   k + 1)


















L = N(p  1)  1 (5.12)











k=1  (N   k + 1)



















k=1  (N   k + 1)





















k=1  (N   k + 1)
 1



























p(f; "jW ) = (N   1)  
L+N 1




























































































k=1  (N   k + 1)





























k=1  (N   k + 1)
 N   1














L0 = 2N(p  1)  1 (5.20)




p(SjW ) = N





k=1  (N   p  k + 1)
















k=1  (N   k + 1)
 N





k=1  (N   p  k + 1)

Z expf N  tr(S 1(W +W 0))g
jSj2N dS
=





k=1  (N   k + 1)
 N










k=1  (2N   p  k + 1)











 (2N   p  k + 1)







磁場 3成分のスペクトルマトリクスW を得た上で, 上記の 3つのモデルがど
の程度支持されるのかを検証する. なお, 検証には提案分布を作成するための学
習データW と, モデルの支持の度合いを計算するためのスペクトルマトリクス


















支持確率が他のモデルよりも大きくなる. また, 図 5.2に, 単一平面波の仮定で
SN比を高くした場合の結果を示す. W の 3つの固有値はそれぞれ 1.5, 1.0, 1.0
と設定し, このとき SNRは-7.8 dBである. この場合には, 一波モデルの支持確
率が他のモデルより大きくなるのは平均回数が 7回を超えるときである. SN比
が高い場合には少ない平均回数のスペクトルマトリクスから一波であることが
検出できることがわかる. 最後に, 図 5.3に 2波を含むという仮定を表現する 3
つの固有値 3.5, 2.0, 1.0のデータに対する支持確率を示す. この場合の SN比は












































































ることができ, 伝搬ベクトル kの単一平面波の電磁場ベクトル b(k)は伝搬モー
ドを規定することでコールドプラズマの理論から計算可能である. このことを
用いると電磁場ベクトルの瞬時値 xが観測された場合に, +kSVDの方向である




















































=0 k^(; )r(; )F (; ) sin ddR 
=0
R 2
=0 r(; )F (; ) sin dd
(5.26)
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=0 k^(; )F (; ) sin ddR 
=0
R 2
=0 F (; ) sin dd
(5.27)


















e = 0:9; r = 23

!=
e = 0:6; r = 50

!=
e = 0:4; r = 64

図 5.4: r()の周波数・方向依存性 (!p = 8:0
e)
それぞれ, プラズマ角周波数 !pと電子のサイクロトロン角周波数 
eの比を
8.0, 4.0, 2.0, 1.6, 1.2, 0.98として波動の角周波数!を
eの 0.9, 0.6, 0.4倍のホイ
スラーモード波の場合に対して結果を表示している. また, 図中に示している r
は共鳴角を示している. エバネッセント領域では r()が 0から 0.5の間で大き
く変動するが, 伝搬可能領域においてはほぼ一定値 0.5をとることがわかる. ホ
イスラーモード波に限定し r()の方向依存性を評価した結果, ホイスラーモー
ドの波動に対するMeans法の推定解はほぼ波動分布関数の重心方向を指してい




















e = 0:9; r = 25

!=
e = 0:6; r = 52

!=
e = 0:4; r = 65



















e = 0:9; r = 26

!=
e = 0:6; r = 53

!=
e = 0:4; r = 66



















e = 0:9; r = 21

!=
e = 0:6; r = 48

!=
e = 0:4; r = 63



















e = 0:9; r = 17

!=
e = 0:6; r = 44

!=
e = 0:4; r = 60



















e = 0:9; r = 10

!=
e = 0:6; r = 39

!=
e = 0:4; r = 56











マルコフ確率場モデルと同様に, 波動分布関数を離散化したベクトルを f 2 RK




a(k; k)[f ]k (5.28)
と離散化し扱うことにする. fに対して非負値ベクトル上の無情報事前分布を仮
定した場合には, 波動分布関数 f の事後分布は尤度分布に比例する形, すなわち





として得られる. ここで, U()は単位ステップ関数を表す. 事後分布に従う波動
分布関数 f の実現値をギブスサンプリング [16]を用いてM 回サンプリングし,







が近似的に計算できる. また,方向 (k; k)ごとの波動分布関数値の集合f [fk]m g
に対して, 値の大小による並び替えを行い下位 5%に相当する波動分布関数値を







コンピュータで作成した波形データ (磁場 3成分)から, スペクトルマトリク
スを計算し波動分布関数法による推定を行った. 計算において, 波動の周波数
を 20 kHz, プラズマ周波数を 65 kHz, サイクロトロン周波数を 30 kHzとしホ
イスラーモードを仮定した. 図 5.10(a)に, テストデータとして用いた一つの広
がった波源の波動分布関数を示す. そのテストデータに対応するMeans法の推
定結果を図 5.10(b)に, SVD法の推定結果を (c)に白丸で示している. 背景のコ
ンターはテストデータのものである. Means法と SVD法の推定結果はほぼ等し
く, 前節で示したようにMeans法の推定結果は波動分布関数の重心方向にほぼ
近いものになっている. また, 図 5.10(d), (e), (f)にはそれぞれギブスサンプリ
ングに基づく波動分布関数法により求めた 95%下側信用区間, 期待値, 95%上側
信用区間を示している. 両信用区間と期待値の波動分布関数には大きな違いが
みられないことがわかる. したがって, スペクトルマトリクスの平均回数が 100
程度ある場合には, 一つの広がりのある波源を, 広がりを含めて正確に推定でき






いる. テストデータの波動分布関数を変更せずに, 平均回数を 200回に増やした



























































































(d) 95%下側信用区間 (e) 期待値 (f) 95%上側信用区間

















































































(d) 95%下側信用区間 (e) 期待値 (f) 95%上側信用区間

















































































(d) 95%下側信用区間 (e) 期待値 (f) 95%上側信用区間
































ものであり, 第 3章の降水粒子の粒径-落下速度分布のパラメータ推定と第 4章
のマルコフ確率場モデルに基づく波動分布関数法では変分ベイズ法による学習




































た. 波動分布関数法は, 波動分布関数の推定に, 観測点の媒質の分散関係, スペ
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まず, 必要となる用語の定義について以下にまとめる. より詳細な定義は, 文
献 [4, 62]を参照のこと. 本節では, モデル構造 S = (  RD; p(xj); '())を
仮定する.
定義 A.1.1. 平均対数損失関数を次式で定義する.











定義 A.1.2. 真の分布 q(x)が確率モデル p(xj)で実現可能であることを
9 2  (DKL(q(x)kp(xj)) = 0) (A.3)
と定義する.
定義 A.1.3. 真の分布に対して最適なパラメータの集合0を, 平均対数損失関
数 L()を最小にするパラメータの集合として定義する. また, 真の分布に対し
て最適な確率分布を, 0 2 0に対する確率分布 p(xj0)と定義する.
定義 A.1.4. 真の分布 q(x)が確率モデル p(xj)に対して正則であるとは, 最適
なパラメータの集合0の要素が一つであり, その一意に決まる最適なパラメー
タ 0において, 平均対数損失関数 L()のヘッセ行列
J = r2L(0) (A.4)




任意のパラメータ 0 2 0について p(xj0)がユニークな確率分布 p0(x)を表
すことをいう. 真の分布が確率モデルで実現可能であるときは q(x) = p0(x)と
なる.
定義 A.1.6. あるパラメータ  2 と, 真の分布に対して最適なパラメータ





















定義 A.1.8. 真の分布 q(x)と確率モデル p(xj)から定まる平均誤差関数K()
を次式で定義する.






























定義 A.1.10. D D半正定値対称行列
I = Eq(x)[rf(x;0)(rf(x;0))T] (A.12)
を定義する. 真の分布が確率モデルで実現可能であるときは, I = J となる.





















すなわち, の値に依存しない. また, 事後分布についての期待値について以下
が成り立つ.









































































































































であり, 逆温度  = 1の場合





































となり, 確率モデルに依存しない. すなわち, 同じサンプルを用いた評価におい














































































































であり, また, 逆温度  = 1のとき








GN(q;S; 1; p^(Bayes2)) = L(0) + R
N






























































































































である. また, 逆温度  = 1のとき


































































となる. 特に  = 1のときは
FN(x
N

































2. 正則の情報量基準 (RIC) 正則の情報量基準RICは,
RIC = TN(x
N

















































すなわち, 漸近的にベイズ汎化損失 p^(Bayes1)とその期待値が一致する. 経験損失
はサンプル xN から計算可能であるが, J , Iは最適なパラメータ 0が分からな
いため未知である. 真の分布が確率モデルで実現可能であると仮定するならば,
I = J とできるため
RIC = TN(x
N

















r ln p(xnj^)(r ln p(xnj^))T (A.57)
を計算すればよい. 事後分布が正規分布で近似できるときは,
J = JN(x
N) + op(1) (A.58)
I = IN(x
N) + op(1) (A.59)
が成り立つ.


















































を赤池情報量基準 (AIC)といい, J , Iを近似的に計算する
TIC = TN(x
N































































m 0n(m) n()   n(m) 0n()
m 0n(m)n()   n(m)0n()
(A.70)
 n() = Jn() (A.71)








P 1n(cos ) (A.74)
となる。ここで は角度, Dは粒径, Iは散乱強度, I0は入射強度, Rは距離, m
は複素屈折率, は波長, Jn()は球ベッセル関数, Nn()は球ノイマン関数, P 1n()
はルジャンドル陪関数である. 図A.2にMie散乱とRayleigh散乱の散乱強度を
粒径の異なる氷と水について計算したものを示す. 波長はKバンドレーダーの
1.25 cmを用いた. オレンジ色の曲線はMie散乱, 青色はRayleigh散乱の角度ご
との散乱強度を表している. 1 mmではRayleigh散乱とMie散乱の角度ごとの






















































































































1. an   bnの変形
an   bn =  
0




n(m) n()   n(m) 0n()
m 0n(m)n()   n(m)0n()
=
( 0n(m) n() m n(m) 0n()) (m 0n(m)n()   n(m)0n())
( 0n(m)n() m n(m)0n()) (m 0n(m)n()   n(m)0n())
  (m 
0
n(m) n()   n(m) 0n()) ( 0n(m)n() m n(m)0n())
( 0n(m)n() m n(m)0n()) (m 0n(m)n()   n(m)0n())
=
(1 m2) n(m) 0n(m) ( 0n()n()   n()0n())
( 0n(m)n() m n(m)0n()) (m 0n(m)n()   n(m)0n())















= (m2   1) 
0
n()n()   n()0n()











2.  0n()n()   n()0n()の計算 球ベッセル関数の微分方程式の２つの解














この関係式より,  0n()n()   n()0n()が定数であることが導かれる. また,
n() = Nn()としたとき,
 0n()n()   n()0n() =  0n() [ n()  jn()]   n() [ 0n()  j 0n()]
= j [ n()
0










n() =  (2n  1)!! 1
n
(A.83)




したがって,  n() 0n()   0n()n() = 1である. また が十分大きいとき




























であるため, 同様に  n() 0n()   0n()n() = 1を得る. したがって,







































































































9 + 33 + 5













225 + 453 + 65 + 7















また, rn, tn, n, 0nの漸化式を以下に与える.










t0 = cotm (A.103)









 1() = cos  j sin (A.105)







































































































































































1. 導電率と移動度の定義 電荷量 q[C]の荷電粒子の数密度がN [1=m3]である
とき, 粒子の平均速度 v[m=s]を用いて電流密度は次式で書き表すことができる.
J = Nqv (A.109)
一方で, 導電率 [S=m]を用いた速度と電場の関係式
J = E (A.110)
と移動度 [m2=Vs]を用いた速度と電場の関係式





E = E (A.112)
したがって, 導電率と移動度の関係式
 = Nq (A.113)
が得られる.
2. Maxwell方程式 真空中では電束密度は真空の誘電率 "0[F=m]を用いて,
D = "0E (A.114)
と書ける. 式 (A.111)をMaxwell方程式




rH = E + "0@E
@t
(A.116)
が得られる. ある角周波数 !の解を考えると, 上式は
rH = E + j!"0E

























また, 荷電粒子の他粒子との平均衝突回数を [s 1]とする. はじめに運動量mv
























































と定義すれば, 比誘電率 は !pを用いて





と書ける. 外部磁場が存在しない場合には, 荷電粒子の運動方向は, 電場の方向
と平行であり, したがって電場と電流密度も平行である. このため, 導電率と移






















とY = [Yx; Yy; Yz]T  
=!を定義すると次式で書き表すことができる.











1  Y 2x  jYz   YxYy jYy   YzYx
jYz   YxYy 1  Y 2y  jYx   YyYz
 jYy   YzYx jYx   YyYz 1  Y 2z
377775 (A.133)
jAj =  j(1  Y 2) (A.134)




~A =  j 1
1  Y 2
266664
1  Y 2x  jYz   YxYy jYy   YzYx
jYz   YxYy 1  Y 2y  jYx   YyYz






















で与えられる. さらにここで, X  !2p=!2を定義すると導電率テンソルは
 = X"0!A
 1 =  jX "0!
1  Y 2
266664
1  Y 2x  jYz   YxYy jYy   YzYx
jYz   YxYy 1  Y 2y  jYx   YyYz





























この結果は, Y = 0とすると外部磁場なしの結果に一致する.
また, Y は磁場に比例するベクトルであるため, 外部磁場の方向を z軸方向に









1 Y 2   X1 Y 2 0
0 0  X
377775 (A.141)












S  1  X
1  Y 2 (A.143)
D  XY
1  Y 2 (A.144)



























































S  R + L
2
(A.152)





3-3. 分散関係式の導出 まずMaxwellの方程式8><>: rH = j!"0ErE =  j!0H (A.154)
から, 波動方程式
rrE = !2"00E (A.155)




rrE = k20E (A.156)
と書くことができる. また, 媒質中を伝搬する伝搬ベクトルkの平面波の電場E
は,
E = E0 exp(j(!t  k  r)) (A.157)
で与えられる. これから,
rE =  jk E (A.158)
すなわち, r !  jkが成立し以下の関係式が得られる.
rrE = ( jk) ( jk)E =  k  k E = k2E   (k E)k (A.159)
ここで, k = jkjである. この結果を式 (A.156)に代入することによって,
(k E)k   k2E + k20E = 0 (A.160)
が求まる. また真空中の波数 k0を用いて, 屈折率ベクトル n := k=k0を定義す
ると, 式 (A.156)は




できる. 次節で与えるように伝搬可能なモードは通常 2種類存在しており, 伝搬
モードとプラズマ環境情報と波の伝搬方向を定めることで, 電場ベクトル, 磁場
ベクトルの各成分の比が一意に計算可能となる.
外部磁場の方向を z軸方向にとり, 伝搬ベクトル kを xz面内にとり外部磁場
と伝搬ベクトルのなす角を とする. このとき k = [k0n sin ; 0; k0n cos ]Tとな
るため, 分散関係式は266664
S   n2 cos2  jD n2 sin  cos 
 jD S   n2 0
















1. 本節における仮定 地球磁場の磁束密度B [T]の方向を z軸, 波数ベクトル
k [rad/m]を xz面内にとり, Bと kのなす角を [rad]とする. 複数種の荷電粒
子が存在する媒質中での非誘電率テンソル は, コールドプラズマ理論による






















































突に対する衝突角周波数である. Xl; Yl; Zlは l番目の荷電粒子のパラメータで
あり, !;B; !pl;
l; lから計算できる. R;L; P は, Xl; Yl; Zlから計算可能であり,
計算されたR;Lより S;Dが求まる. 本節では, R;L; P 2 C n f0gの条件の元で
分散関係式266664
S   n2 cos2  jD n2 sin  cos 
 jD S   n2 0













2. コールドプラズマの分散関係式の変数変換 本項では, コールドプラズマの
分散関係式に従う非自明な固有ベクトルを得るための固有値分解についてまと
める.
補題 A.3.1. 分散関係式 (A.174)は次式で表現できる.266664
(S   n2) cos  jD cos  (n2   P ) sin 
D j(S   n2) 0


























































det() = RLP (A.177)





















(RL  Sn2)P cos  jDPn2 cos  RL(n2   P ) sin 
DPn2 j(RL  Sn2)P 0


















cos  0   sin 
0 1 0



















375 ; d3 = 0 (A.182)
ここで,
D(n2) =
264RLP  RLn2 sin2    SPn2 cos2  DPn2 cos 
DPn2 cos  RLP   SPn2
375 (A.183)














377775 = 0k^ + d1^   jd2^ (A.184)







































定理 A.3.2. 式 (A.183)で与えられる複素行列Dの固有多項式は, 次式で与え
られる.
det(I  D(n2)) = 2   (2C  Bn2)+ C(An4  Bn2 + C) (A.187)
ここで,
A = P cos2  + S sin2  (A.188)
B = SP (1 + cos2 ) +RL sin2  (A.189)
C = RLP (A.190)
である. 上式を解くことで得られる 2つの固有値 (n2)は,














 = 2DP cos  (A.193)
 = (RL  SP ) sin2  (A.194)
F =
q














ju(n2)j = 1 (A.199)
fu+(n2)gyu (n2) = fu (n2)gyu+(n2) = jj
2   1
jj2 + 1 (A.200)
が成り立つ. 無衝突プラズマ (l = 0)の場合, jj = 1より u+(n2)と u (n2)は互
いに直交する.
定理 A.3.3. 分散関係式 (A.182)を満たす非自明な解は, D(n2)が零固有値をも






B  F (A.201)










である. この解は,264   F 
   F
375d =
264   F  j




375 = 0 (A.204)
を満たす. また, 式 (A.184)より,
d = g^   g^ (A.205)
であり, 式 (A.186)より分散関係式を満たす電場ベクトル
e = e;xx^+ e;yy^ + e;zz^ (A.206)
e;x =

















補題 A.3.5. 以下の関係式が成立する.264SP cos2  +RL sin2  jDP cos 









定理 A.3.4. 分散関係式を満たす電場ベクトル (式 (A.206))の極座標表示は次
式で与えられる.




























































1. 電磁場ベクトル   n2W sin としたとき, 電場ベクトル eを




k^ + g^   g^

(A.218)





(nk^) e = g^ + g^ (A.219)
であり, jhj = 1となっている.
2. 電束密度と電流密度 電束密度 dと電流密度 jはそれぞれ次式で与えら
れる.
d = "0e =
n
c
(g^   g^) (A.220)
j = j"0!(  1)e = j!(d   "0e) (A.221)
















































































(1 + Yl   jZl)2 (A.226)






(1  Yl   jZl)2 (A.227)











RL = RL+RL (A.230)
A = P cos
2  + S sin
2  (A.231)
B = (SP + SP )(1 + cos
2 ) + RL sin
2  (A.232)
C = RLP + RLP (A.233)











jj2 + 1 (A.235)
i =
Im[]
















Lh = Re[h] Re[jh] (A.240)
ここで,
k^ Lh = r (A.241)
z^ Lh = r cos  (A.242)
である. 無衝突プラズマの場合には,








となる. ゆえに DP > 0のとき, h+が外部磁場方向について見て右旋偏波の







 Re[e] Re[je] (A.245)
ここで,
k^ Le = r (A.246)











































































であるのでD > 0のとき, e ;h が外部磁場方向について見て右旋偏波のモー


















表A.1: P < 0の場合の各モードの外部磁場方向についての偏波の回転方向
P < 0 e+;h+ e ;h 
R > L 左旋 右旋
R = L 直線 直線
R < L 右旋 左旋
3. 磁場ベクトルの偏波の長軸と単軸の長さ 分散関係式を満たす単位磁場ベク






















































無衝突プラズマの場合を考えると, i  0であるときは
v
(L)
+ = ^; v
(S)
+ = ^ (A.258)
v
(L)
  = +j^; v
(S)
  =  j^ (A.259)
となる. 一方で, i < 0のときは
v
(L)
+ = +j^; v
(S)
+ =  j^ (A.260)
v
(L)
  = ^; v
(S)
  = ^ (A.261)






1. 縦伝搬 ( = 0)の場合のパラメータ 縦伝搬 ( = 0)の場合のパラメータを








































































































































2. 縦伝搬 ( = )の場合のパラメータ 縦伝搬 ( = )の場合のパラメータを
列挙する.








































































































































3. 横伝搬 ( = 
2












































































































sin  cos 


























































































2. 一般的な座標系における電磁界ベクトル 以上の結果は  = 0の伝搬波動に


















とした一般の場合を扱う.  = 0の伝搬に関する電場ベクトルと磁場ベクトル
それぞれ e, hとしたとき, 磁力線となす角 , 方位角 の電場ベクトルEと
磁場ベクトルHは回転行列R()を用いて次式で与えられる.
E = R()e (A.284)























sin2   c cos  sin 2













cos2 + c cos  sin 2





















+ 2c cos  cos
2   (c  jr) cos 
= d sin 2+ c cos  cos 2 jr cos  (A.290)






cos  cos  (c  jr) sin

(A.291)


















































Im[[HHy]y;z] = r sin  cos (A.295)
Im[[HHy]z;x] =   Im[[HHy]x;z]
= r sin  sin (A.296)
Im[[HHy]x;y] = r cos  (A.297)
が成立している. また, Im[[HHy]x;y]は磁場の z軸方向についての偏波方向を
表す量となっており, これを用いて回転方向を決定できる.













sin2  jr cos  0






































sin2    jr cos j (A.300)
3 =

1
2
 i

sin2  (A.301)
となる. スペクトルマトリクスの非対角成分の実部は全て零になっている.
