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Abstract
Monitoring drill wear is a major topic in automated manufacturing operations. This paper presents an effective drill wear feature 
identification scheme based on robust clustering techniques. Three types of drill wear (namely; chisel wear, chipped edge and
flank wear) are artificially induced on the drill point. The drill cutting edge wear related features are extracted experimentally by
processing the force signals from a three-axis piezoelectric load cell in both the time and frequency domains. Techniques based
on the short time Fourier transform (STFT), wavelet transform (WT) and statistical parameters are utilized for feature extraction.
The sensitivity of the proposed method is tested under different cutting feed and speed conditions. The computational study is 
conducted using the features extracted from three dimensional vibration and cutting force signals. The type of drill wear and
related variations in the cutting forces are identified using robust clustering methods. The objective is to isolate regions in the
feature space, each region corresponding to one of the drill wear types. Results show that power spectral density data clusters 
better than data obtained using wavelet coefficients. The clustering results can be used to design classifiers for real time 
monitoring of wear conditions while drilling. 
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1. Introduction
Manufacturing cells with untended machining operations require the development of reliable methods of on-
line monitoring of their metal cutting operations. The drilling cutting process is highly complex involving
such phenomena as plastic deformation, fracture, impact, continuous and intermittent multi contact points,
friction, and wear. No mathematical models are available to accurately and reliably predict the influence of tool
condition on the drilling process dynamics. To overcome this obstacle, sensors are needed to identify tool wear
and/or failure modes. Although many sensory systems are available to monitor metal cutting processes such
as drilling, it is still a challenge to select the best parameters to measure and to decide on the analysis
methods to adopt for a successful process monitoring task. Comprehensive discussions on the design and
implementation of sensor-based tool wear monitoring systems can be found in
1-4
.
Reliable prediction of drill wear state allows the machine operator to schedule tool change or regrind just in
time to avoid shutdown of machines due to damage, and to minimize scrap or rework. On the other hand,
drill wear affects the ability of the cutting system to meet process specification, such as hole roundness,
centering and surface finish. In most of the research conducted on drill condition monitoring progressive flank
wear was the dominant failure mode5. Although, flank wear is a good indication of the drill condition and has
been used to indicate the severity of drill wear, other types of wear also have an equal or even greater
influence on the hole quality and surface finish. Typically, the failure of a drill occurs by excessive wear on the
flank, chisel wear, crater wear, outer corners wear, and fracture or chipping of the cutting edge.
The objective of this study is to demonstrate the clustering performance of the fuzzy c-means (FCM)
using vibration signals and thrust force signals for the detection, of twist drill wear and damage. FCM has been 
widely studied and applied to automatic fault diagnosis
6-8
. FCM partitions data into several homogenous groups 
using procedures that attempt to find natural partitions of data, and therefore is an unsupervised classifier.
Modifications of FCM have also been recently applied to fault diagnosis of locomotive roller bearings using 
statistical time-domain and frequency-domain feature parameters
9
. More recently k-means has been used for fault 
detection in machinery with rolling element bearings
10
. In this paper three types of drill wear are considered.
These are chisel edge wear, chipped edge and flank wear. Clustering parameters are derived from vibration 
signals corresponding to these defects. 
1.1. Clustering
Clustering involves assigning data into homogeneous clusters so that data points in the same cluster are as
similar as possible and data points in different clusters are dissimilar. Clustering is a form of data
compression, where a large number of data points are converted into a small number of representative
prototypes or clusters. Depending on the data and the application, different types of similarity measures may
be used to identify clusters, where the similarity measure controls how the clusters are formed. Some
examples of values that can be used as similarity measures include distance, connectivity, and intensity. In
non-fuzzy or hard clustering, data is divided into crisp clusters, where each data point belongs to exactly one
cluster. In fuzzy clustering, the data points can belong to more than one cluster, and associated with each of the
points are membership grades which indicate the degree to which the data points belong to the different clusters.
Fuzzy c-means (FCM) is a fuzzy clustering algorithm which allows one piece of data to belong to two or
more clusters. FCM is the fuzzy extension of the hard k-means, which assigns a data point to a single cluster
only and is used for pattern recognition, image processing, and other machine learning applications
11
. It is
based on minimization of the following objective function:
n c
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where m is called the fuzzifier and controls the degree of fuzziness of the resulting partition, for m = 1 FCM
degenerates to hard k-means, and as m becomes large, all data points are shared equally amongst all clusters; uij is
the degree of membership of xi in the cluster j, xi is the ith d-dimensional measured data, vj is the d-
dimensional center of the cluster and ||*|| is any norm expressing the similarity between patterns and the cluster 
center. Fuzzy partitioning is carried out through an iterative optimization of the objective functional, with update of 
membership uij and cluster centers vj by,
c   ª xi v j
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The iteration stops when max ( p1) ( p)ij ij ij İ , where İ is a very small number (usually 10-4), and p is the
iteration steps. This procedure converges to a local minimum or a saddle point of Jm.
The algorithm is composed of the following steps:
x Fix number of clusters c, fuzzifier m, and termination condition İ
x Initialize membership matrixU (0)  [u ] . Set number of iteration p = 0
ij nuc
x Do
Compute cluster prototypes V ( p)  [v ]using equation (X)
Update memberships U ( p1)  [u ] using equation (Y)
Increment p = p + 1
x While [ max ( p1) ( p)ij ij ij tİ ]
2. Experiment Set-up and signal processing
Figure 1 shows a schematic presentation of the experimental set-up. Conventional uncoated high-speed-steel
(HSS) twist drills with diameter 9.525 mm (3/8 inch) were used in the tests. Three types of drill wear were
artificially induced on the drill point and these are:
x Chisel wear: normally occurs due to the very high shear and compressive stresses in the flow zone of the
tool-workpiece interface acting at high temperatures, which causes erosion of the chisel edge.
x Flank wear on the two flank or clearance faces of the lips.
x Chipping or breakage on one lip of the cutting edge.
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Drilling experiments are performed on a Haas 3-axis CNC vertical milling machine. The work material used in
this research is a 1040 carbon steel. Model PCB 261A03 triaxial force sensor is used to collect drilling forces and
only the thrust force (feed direction) is considered for this analysis. One accelerometer (model PCB IMI-607A61)
with a sensitivity of 10.2mV/(m/s2) and a measurement range of +490m/s2, is used to measure the vibration signals.
The analog signals from these two sensors are fed into a National Instruments data acquisition system. The signals
are sampled at a rate of 30 ksamples/sec. All signals are recorded only during steady state cutting, i.e., not
including the penetration and exit stages of the drilling process. Two sets of cutting conditions are used (i.e., 1800
rpm at 2 inch/min and 1200 rpm at 1 inch/min).
2.1 Time-Frequency by Harmonic Wavelets
The harmonic wavelet analysis12 is utilized here as one method for feature extraction from the vibration and force
signals of the drilling process. The Mexican hat wavelet is selected for this investigation and is applied to a segment
of 6000 data points. Figure 2 shows sample scalogram plots with 64 scales for the first 1000 data points. The 64
averaged harmonic wavelet coefficients (HWC’s) form a feature vector for the clustering test.
2.2 Maximum Entropy Spectral Analysis (MESA)
The Burg algorithm13, a parametric spectral estimation method, was used to give an estimate of the power
spectral density (PSD) of the discrete-time for the vibration signals. The MESA method computes the power
spectral density as follows14;
PM
S xx (f )   M (4)
2f s 1¦$m exp(jSmf 't )
m  1
where PM is the residual power of the M order autoregressive prediction error filter (PEF), with coefficients $m ,
while f s is half the sampling frequency. After some numerical experimentation with the vibration signals obtained
for this study, the filter order M in Eq. (4) is selected to be 17. Figure 3 shows sample PSD plots.
3. Results
The power spectral density vectors for vibration and thrust force for various cutting conditions (rotational speed
and feed rates) are used for clustering. For each cutting condition, there are 2048 data points in two dimensions for
each type of drill wear (including no wear condition), for a total of 8192 data points. Classification results c = 4
clusters are shown in Table I and II. Classification accuracy is based on analyzing the number of data points
correctly assigned to each cluster as a ratio of the actual number of data points belonging to that class (2048 for
power spectral density data or 64 for wavelet coefficient data).
The first 64 averaged Mexican hat wavelet coefficients for vibration and thrust force for various cutting conditions
are also used for clustering. For each cutting condition, there are 64 data points in two dimensions for each type of
drill wear (including no wear condition), for a total of 256 data points. Classification results for c = 4 clusters are
shown in Table III and IV.
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Table 1: Cluster centers and classification accuracy for 1200 rpm and 1 ipm using power spectral density data
Drill Condition pv pz Classification rate (%)
Flank wear -87.4158 -81.6856 96.875
Chisel wear -79.7982 -81.6636 91.601
Chip edge wear -72.7102 -82.0478 88.135
No wear -62.1149 -79.0232 93.848
Table 2: Cluster centers and classification accuracy for 1800 rpm and 2 ipm using power spectral density data
Drill Condition pv pz Classification rate (%)
Flank wear -92.6229 -82.1914 94.875
Chisel wear -79.9287 -82.0808 90.037
Chip edge wear -71.9287 -81.6740 88.487
No wear -61.1151 -80.2139 92.543
Table 3: Cluster centers (x 10-4) and classification accuracy for 1200 rpm and 1 ipm using wavelet coefficients.
Drill Condition wv wz Classification rate (%)
Flank wear 0.3103 -0.6071 72.458
Chisel wear 0.6003 -0.5237 66.752
Chip edge wear 0.6440 -0.4140 62.149
No wear 0.6622 -0.1469 88.364
Table 4: Cluster centers (x 10-3) and classification accuracy for 1800 rpm and 2 ipm using wavelet coefficients.
Drill Condition wv wz Classification rate (%)
Flank wear -0.0394 -0.2680 57.352
Chisel wear -0.0456 -0.2790 68.338
Chip edge wear -0.0320 -0.3099 59.825
No wear -0.0355 -0.3614 82.653
As can be seen, the power spectral density vectors lend themselves to good classification and should be used as a
basis to design classifiers for any future study with classification accuracy of 88-97% in all cases tested. In the limited
experimentation reported in this paper, the Mexican hat wavelet coefficients do not cluster well into two or four
groups. The Mexican hat wavelet coefficient data is sparser than the power spectral data which might be the reason 
for more misclassifications.   
561 Issam Abu-Mahfouz and Amit Banerjee /  Procedia Computer Science  36 ( 2014 )  556 – 563 
4. Conclusions and Discussion
Wavelet and spectral density analysis of the acquired vibration and thrust force show rich content that varies greatly
with drill condition. Although the clustering technique used in this work responded more successfully with the PSD
data than with the wavelet data, more work is needed to confirm this outcome. Effective tool condition monitoring
(TCM) systems rely heavily on artificial intelligence (AI) techniques such as neural networks. A successful
clustering scheme will support and enforce the reliability and accuracy of such AI techniques. Taking into account 
some further advantages of FCM, such as its ease of programming and good trade-off between performance and 
computational complexity, an effective automated unsupervised learning technique has been created, which can be 
directly implemented to measured vibration data. The need for training the method with measured data from the 
specific defective tool is eliminated, which is the major advantage of the proposed method, especially in industrial 
environments. As part of future work, a comparison with other unsupervised and supervised classification 
techniques is necessary to establish the significance of the proposed FCM-based technique.  A more advanced 
feature set based on independent and principal component analyses is also under investigation. 
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Fig. 1. Schematic diagram of the experimental set-up.
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Flank wear at 1800 rpm and 2 inch/min (Vibration)
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(b)
              Fig. 2. Sample Wavelet Scalograms for (a) chipped edge and (b) flank wear.
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Fig. 3. Sample PSD plots for chipped edge and flank wear cases.
