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EXTREME SLOWDOWNS FOR ONE-DIMENSIONAL EXCITED RANDOM
WALKS
JONATHON PETERSON
Abstract. We study the asymptotics of the probabilities of extreme slowdown events for tran-
sient one-dimensional excited random walks. That is, if {Xn}n≥0 is a transient one-dimensional
excited random walk and Tn = min{k : Xk = n}, we study the asymptotics of probabilities
of the form P (Xn ≤ n
γ) and P (Tnγ ≥ n) with γ < 1. We show that there is an interesting
change in the rate of decay of these extreme slowdown probabilities when γ < 1/2.
1. Introduction and main results
Excited random walks are a model of self-interacting random walks where the the transition
probabilities are a function of the local time of the random walk at the current location. The
model of excited random walks was first introduced by Benjamini and Wilson in [BW03], but
has since been generalized by Zerner [Zer05] and more recently by Kosygina and Zerner [KZ08].
For the case of one-dimensional excited random walks, the model can be described as follows.
A cookie environment is an element ω = {ω(x, j)}x∈Z, j≥1 ∈ [0, 1]Z×N =: Ω. For a fixed cookie
environment ω we can define a self-interacting random walk on Z so that on the j-th visit of
the random walk to the site x, the random walk steps to the right with probability ω(x, j) and
to the left with probability 1 − ω(x, j). That is, {Xn}n≥0 is a stochastic process with law Pω
such that
Pω(Xn+1 = Xn + 1 | Fn) = 1− Pω(Xn+1 = Xn − 1 | Fn)
= ω(Xn,#{k ≤ n : Xk = Xn}),
where Fn = σ(X0,X1, . . . ,Xn). One can start the excited random walk at any x ∈ Z, but in
this paper we will always start the excited random walks at X0 = 0.
We will allow the cookie environments to be random, chosen from a distribution P on the space
Ω of cookie environments (equipped with the standard product topology). The distribution Pω
of the random walk in a fixed cookie environment is the quenched law of the random walk. Since
the environment ω is random, Pω is a conditional probability distribution, and the averaged law
P of the excited random walk is defined by averaging the quenched law over all environments.
That is, P (·) = E [Pω(·)], where E denotes expectation with respect to the distribution P on
environments.
The terminology “cookie environment” is traced back to Zerner’s paper [Zer05] where he
envisioned a stack of “cookies” at each site. Upon each visit to a site, the random walker eats
a cookie (removing it from the stack) and the cookie induces a specific drift on the random
walker1. Most of the results for one-dimensional excited random walks are under the assumption
of a bounded number of cookies per site and i.i.d. stacks of cookies. More specifically, we will
assume the following.
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Assumption 1. There exists an M <∞ such that P(ω ∈ ΩM ) = 1, where
ΩM = {ω ∈ Ω : ω(x, j) = 1/2 for all x ∈ Z, j > M}.
Assumption 2. The distribution P on cookie environments ω is such that {ω(x, ·)}x∈Z is i.i.d.
under the measure P.
Assumption 1 is said to be the assumption of M cookies per site because one imagines that
after the M cookies at a site have been removed, upon further returns to that site there are no
cookies to “excite” the walk and so the walk moves as a simple symmetric random walk. Note
that ΩM is obviously isomorphic to the space [0, 1]
Z×M .
In addition to the above assumptions on the cookie environments, we will also need the
following non-degeneracy assumption on the cookie environments.
Assumption 3. The distribution P on cookie environments is such that
E

 M∏
j=1
ω(0, j)

 > 0, and E

 M∏
j=1
(1− ω(0, j))

 > 0.
1.1. Previous results. Under Assumptions 1–3 a great deal is known about the behavior of
excited random walks. Remarkably, much of what is known can be characterized by a single
parameter
δ = δ(P) = E

 ∞∑
j=1
(2ω(0, j) − 1)

 .
Since 2ω(0, j)−1 is the expected displacement of the random walk in the step following the j-th
visit to the origin, the parameter δ is the “average drift per site of the cookie environment.” A
brief summary of some of the ways in which the parameter δ characterizes the behavior of the
excited random walk is as follows.
Recurrence/transience. The excited random walk is recurrent if δ ∈ [−1, 1], transient to
the right if δ > 1, and transient to the left if δ < −1 [Zer05, KZ08].
Law of large numbers/ballisticity. There exists a constant v0 such that
lim
n→∞
Xn
n
= v0, P − a.s.
Moreover, v0 = 0 if and only if δ ∈ [−2, 2] [Zer05, BS08a, KZ08].
Limiting distributions. For any α ∈ (0, 2] and b > 0 let Zα,b denote an α-stable random
variable with characteristic exponent
logE
[
eiuZα,b
]
=


−b|u|α
(
1− i tan(πα2 ) u|u|
)
α ∈ (0, 1) ∪ (1, 2]
−b|u|
(
1 + 2iπ
u
|u| log |u|
)
α = 1,
∀u ∈ R.
(Note that Z2,b is a Gaussian random variable with mean 0 and variance 2b.) If δ > 1 so that
the excited random walk is transient to the right, then the following limiting distributions are
known [BS08b, KM11, KZ08].
If δ ∈ (1, 2), then Xn
nδ/2
===⇒
n→∞
(Zδ/2,b)−δ/2 for some b > 0.(1)
If δ ∈ (2, 4), then Xn − nv0
n2/δ
===⇒
n→∞ Zδ/2,b for some b > 0.(2)
If δ > 4, then
Xn − nv0√
n
===⇒
n→∞ Z2,b for some b > 0.(3)
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Note that the parameter δ characterizes both the scaling needed and the type of the distribution
in the limit. The limiting distributions in the borderline cases δ ∈ {2, 4} [KM11, KZ13] and for
recurrent ERW [Dol11, DK12] are also known. In these cases as well the parameter δ determines
both the scaling needed and the type of the limiting distribution.
1.2. Main results - asymptotics of extreme slowdown probabilities. The results men-
tioned above show that for excited random walks that are transient to the right (δ > 1), the
polynomial rate of growth of Xn is n
1∧(δ/2) (in the case δ = 2 there is a logarithmic correc-
tion for the true rate of growth; that is, (Xn log n)/n converges in probability to a constant
[BS08b, KM11]). In this paper we will be interested in the probability that the excited random
walk grows at a much slower rate than this.
Large deviations of one-dimensional excited random walks were studied in [Pet12]. Large
deviation principles were proved both for the speed Xn/n and for the hitting times Tn/n where
Tn = inf{k ≥ 0 : Xk = n}. While large deviation probabilities of Xn/n and Tn/n generally
decay exponentially in n, when the limiting speed v0 > 0 (i.e., when δ > 2) the probability of
moving at a slower than typical positive speed decays polynomially in n. In particular, when
δ > 2 it was shown that
(4) lim
n→∞
log P (Xn < nv)
log n
= lim
n→∞
log P (Tn > n/v)
log n
= 1− δ
2
, ∀v ∈ (0, v0).
In this paper, we will be interested in the rate of decay of more extreme slowdown events;
that is, where the random walk moves at a polynomial rate of growth that is slower than the
typical rate of growth of n1∧δ/2. To state the rates of decay we will use the following notation.
For sequences f(n) and g(n) the notation f(n) ∼ g(n) as n→∞ will mean that f(n)/g(n)→ 1,
while f(n) ≍ g(n) will mean that the ratio f(n)/g(n) is uniformly bounded away from 0 and
infinity. Our main result is the following.
Theorem 1.1. Let Assumptions 1–3 be satisfied, and let δ > 1.
(i) There exists a constant A > 0 such that for any 12 < γ < 1 ∧ δ2 ,
P (Tnγ > n) ∼ P (Xn < nγ) ∼ Anγ−δ/2, as n→∞.
(ii) If γ ∈ (0, 1/2] then
P (Tnγ > n) ≍ n2γ−
1+δ
2 , and P (Xn < n
γ) ≍ n(1−δ)/2.
Remark 1.2. Here, and throughout the paper we will use the convention that Tx = T⌊x⌋ for
x /∈ Z. We also will use this convention for other random variables indexed by integers when
the index value given is not an integer.
Remark 1.3. The formula for the exponent of the polynomial rate of decay for extreme slow-
downs changes for both the position and the hitting times when γ < 1/2. Note, however, that in
both cases the formula for the exponent is continuous since γ− δ/2 = 2γ− (1+ δ)/2 = (1− δ)/2
when γ = 1/2.
Many of the results for transient, one-dimensional excited random walks are very similar
to the corresponding results for random walks in random environments. While the parameter
δ characterizes much of the behavior of transient excited random walks, for random walks in
random environments there is a parameter κ > 0 of the distribution on the space of environments
that plays a similar role. For many results in excited random walks, a similar statement is true
for transient excited random walks with δ/2 replaced by κ. Examples of this are the limiting
distributions in (1)–(3) and the large deviation slowdown asymptotics in (4) (see [KKS75] and
[DPZ96] for the corresponding results for RWRE).
The asymptotics of extreme slowdown events such as {Xn < nγ} and {Tnγ > n} for transient
one-dimensional RWRE were studied in [FGP10] where it was shown that (under the averaged
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measure) the probability of these events were nγ−κ+o(1) for any γ ∈ (0, 1∧κ). The corresponding
asymptotics for excited random walks in Theorem 1.1 above are similar when γ ≥ 1/2 (again
with δ/2 in place of κ), but are very different when γ < 1/2. This difference highlights an
important difference in the way that extreme slowdowns occur in the excited random walks and
RWRE. For RWRE, an extreme slowdown is typically caused by the random walk spending a
long time (approximately n steps) in a very short interval (O(log n) in length) of the environment
from which it is difficult for the random walk to escape. On the other hand, slowdowns in excited
random walks are caused not by “traps” in the environment but by the self-interacting nature
of the walk. Once the random walk visits all sites in an interval at least M times, then the walk
behaves as a simple symmetric random walk until it exits that interval. It will be seen from
the proof below that extreme slowdowns occur when the random walk spends approximately n
steps in an interval of width of the order
√
n. For this reason there is a change in the critical
exponent of the slowdown asymptotics in Theorem 1.1 when γ < 1/2.
The outline of the paper is as follows. Section 2 introduces the associated forward and
backward branching process, details the relationship between these branching processes and
the excited random walk, and reviews previous results for these branching processes. Then, in
Section 3 we use the backward branching process to give the proof of the part (i) of Theorem
1.1. Here we follow the approach from [Pet12] that was used in proving the large deviation
slowdown asymptotics in (4) but we make use of a stronger result on the tail asymptotics of sums
of heavy tailed random variables to obtain not only the polynomial rate of decay but also the
correct leading coefficient (see Remark 3.3). For the asymptotics of diffusive and subdiffusive
slowdowns (γ ∈ (0, 1/2]) this no longer works, and a different approach is needed. In Sections 4
and 5 we prove part (ii) of Theorem 1.1. Our approach here uses both the backward branching
process and the forward branching processes and requires some new probabilistic estimates for
these branching processes.
We close the introduction by detailing some conventions in notation that will be used through-
out the remainder of the paper. First of all, since will consider a number of different stochastic
processes throughout the paper it will be convenient to have a common notation for the stopping
times of these processes.
Definition 1. If {ξt}t∈I is a stochastic process indexed by I (the index set I will always be
either Z+ or R+), then
σξx = inf{t ∈ I : ξt ≤ x} and τ ξx = inf{t ∈ I : ξt ≥ x}, x ∈ R,
denote the first time for the process ξt to be below or above the level x, respectively. (Note that
the stopping times σξx or τ
ξ
x are equal to +∞ if ξt > x for all t or ξt < x for all t, respectively.)
Secondly, throughout the paper we will use c, c′, C,C ′, . . . to denote arbitrary positive constants
where the particular value of the constant may change from line to line. On the other hand,
the numbered constants C0, C1, C2, . . . will be used to denote particular constants that remain
fixed throughout the paper.
2. Branching processes and diffusion process limits
One of the main tools that has been used in studying one-dimensional excited random walks is
the associated branching processes with migration. In this section, we introduce these branching
processes, review how they relate to the excited random walk, and review some previous results
for these branching processes.
2.1. The “forward” branching processes. There are two branching processes with migra-
tion that are related to excited random walks. We will refer to these as the “forward” and
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“backward” braching processes, respectively. We will first consider the forward branching pro-
cess.
We begin by expanding the averaged measure P (·) = E[Pω(·)] to include a family of Bernoulli
random variables {Bx,j}x∈Z,j≥1 with the property that given the cookie environment ω the Bx,j
are independent with Bx,j ∼ Ber(ω(x, j)). We will use these Bernoulli random variables to
construct both the path of the excited random walk and the associated forward branching
processes. The random walk can be constructed by letting Bx,j determine the jump of the
random walk upon the j-th visit to a site x: if the random walk Xn = x and #{k ≤ n : Xk =
x} = j then Xn+1 = Xn+2(Bx,j−1). The right forward branching process {Wi}i≥0 and the left
forward branching process {Zi}i≥0 are defined using the family of Bernoulli random variables
as follows. Let W0 = w and Z0 = z for some fixed w, z ≥ 0 and then for i ≥ 1 let
(5) Wi = inf

m ≥ 0 :
m∑
j=1
(1−Bi,j) =Wi−1

−Wi−1,
and
(6) Zi = inf

m ≥ 0 :
m∑
j=1
B−i,j = Zi−1

− Zi−1.
The right and left forward branching processes constructed above are related to the excursions
of the random walk away from the origin (to the right and left, respectively). To explain this
connection we need to introduce some notation. First, let ρn denote the time of the n-th return
to the origin. That is,
ρ0 = 0, and ρn = inf{k > ρn−1 : Xk = 0}, n ≥ 1.
(Note that if the random walk is transient then eventually ρn = ∞ for all n large enough).
Also, for x ∈ Z and n ≥ 1 let
Unx = #{k ≤ n : Xk−1 = x, Xk = x+ 1} and Dnx = #{k ≤ n : Xk−1 = x, Xk = x− 1}.
That is, Unx and D
n
x are the number of steps to the right and left, respectively, of the random
walk from the site x in the first n steps of the walk. Finally, for n ≥ 1 let
(7) Rn =
n∑
j=1
B0,j.
Given the above notation, the following Lemma relates the forward branching processes to the
excursions of the random walk from the origin.
Lemma 2.1. If the right and left forward branching processes have the (random) initial con-
ditions W0 = Rn and Z0 = n − Rn, then on the event {ρn < ∞} we have that Wi = Uρni and
Zi = D
ρn
−i for all i ≥ 0. Moreover, {Wi}i≥1 and {Zi}i≥1 are conditionally independent given
W0 and Z0.
Proof. It is easy to check that on the event {ρn <∞} the definition ofRn implies that Uρn0 = Rn.
We will prove that Uρni =Wi for all i ≥ 0 by induction. If Uρni−1 =Wi−1, then since ρn <∞ all
Wi−1 steps from i− 1 to i will later be followed by a corresponding down step from i to i− 1.
Thus, the last step from site i before time ρn will be the Wi−1-th step from i to i− 1. On the
other hand, it is easily seen from the construction of the process in (5) that Wi is equal to the
number of steps from i to i+1 before theWi−1-th step from i to i−1. This completes the proof
that Uρni = Wi for all i ≥ 0. The proof that Dρn−i = Zi for all i ≥ 0 is similar. The conditional
independence of {Wi}i≥1 and {Zi}i≥1 follows easily from Assumption 2 and the fact that the
Bernoulli random variables {Bx,j}x∈Z,j≥1 are conditionally independent given ω. 
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Remark 2.2. The above identification of the forward branching processes with the first n excur-
sions of the random walk from the origin has the following useful consequences. (As in Lemma
2.1 the following equalities hold on the event {ρn < ∞} with the initial conditions W0 = Rn
and Z0 = n−Rn for the forward branching processes.)
1. Local times: Let Ln(x) = #{k < n : Xk = x} be the local time process of the random
walk. Then,
Lρn(x) = U
ρn
x +D
ρn
x =


W0 + Z0 if x = 0
Wx +Wx−1 if x > 0
Z−x + Z−x+1 if x < 0.
The second equality follows from the fact that Dρnx = U
ρn
x−1 for x > 0 and U
ρn
x = D
ρn
x+1 for
x < 0 on the event {ρn <∞}.
2. Range: The range of the random walk during the first n excursions from the origin is related
to the “lifetime” of the forward branching processes. That is,
max
k≤ρn
Xk = σ
W
0 and min
k≤ρn
Xk = −σZ0 .
It follows from the fact that the cookie environment is i.i.d. (Assumption 2) that the forward
branching processes {Wi}i≥0 and {Zi}i≥0 as constructed above are Markov chains. While
they were constructed by expanding the averaged measure P for the excited random walk, for
simplicity of notation we will let PwW (·) and P zZ(·) denote the marginal laws of the right and left
forward branching processes starting with W0 = w and Z0 = z, respectively. It is important to
note that the forward branching processes are absorbing at 0; that is, Wi = 0 for all i ≥ σW0
and Zi = 0 for all i ≥ σZ0 .
We conclude this introduction to the forward branching processes with an explanation of why
these are called “branching processes.” If the cookie environment ω were such that ω(x, j) ≡
p ∈ (0, 1) (corresponding to a simple random walk), then the processes {Wi}i≥0 and {Zi}i≥0 as
defined above would be standard branching processes with offspring distributions Geo(1 − p)
and Geo(p), respectively. When the cookie environments instead satisfy Assumption 1 it can
be shown that the forward branching processes can be described by a critical branching process
with migration where the offspring distribution is Geo(1/2) and the migration law is determined
by the law P of the cookie environment (c.f. a similar representation of the backward branching
process in [BS08a, Section 2]).
2.2. The “backward” branching process. The backward branching process can also be
defined in terms of the auxilliary Bernoulli random variables {Bx,j} that were used in the
construction of the forward branching processes. In particular, for a fixed v ∈ Z+ let V0 = 0
and define
(8) Vi+1 = inf

m ≥ 0 :
m∑
j=1
Bi,j = Vi + 1

 − Vi − 1, ∀i ≥ 0.
As with the forward branching processes, Assumption 2 implies that the backward branching
process {Vi}i≥0 is a Markov chain. We will use P vV to denote the marginal law of the backward
branching process started with initial condition V0 = v. In contrast to the forward branching
processes, the backward branching process is not absorbing at 0. In fact, as we will see below
the initial condition V0 = 0 will be very important and so we will use the notation PV to denote
P 0V .
While the forward branching processes are related to the excursions of the random walk from
the origin, the backward branching process is related to the hitting times Tn of the random
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walk. In particular, from the construction of the excited random walk in terms of the Bernoulli
random variables {Bx,j} we have that DTnn = 0 and
(9) DTnn−i =


inf
{
m ≥ 0 :∑mj=1Bn−i,j = DTnn−i+1 + 1}− (DTnn−i+1 + 1) i = 1, 2, . . . n
inf
{
m ≥ 0 :∑mj=1Bn−i,j = DTnn−i+1}−DTnn−i+1 i > n.
Remark 2.3. In (9) we are implicitly using that Tn < ∞. However, since the results of this
paper are for δ > 1 and the excited random walk is transient to the right when δ > 1, we have
that P (Tn <∞) = 1.
The above representation for DTnn−i when i ≤ n is very similar to the construction of the back-
ward branching process in (8) with the only difference being the sequence of Bernoulli random
variables that are used. However, Assumption 2 implies that the {0, 1}N-valued random vari-
ables Bx = (Bx,j)j≥1 are i.i.d., and so it follows that the process (DTnn ,D
Tn
n−1, . . . ,D
Tn
0 ) has the
same distribution as the first n generations of the backward branching process (V0, V1, . . . , Vn)
started with V0 = 0.
Remark 2.4. In interpreting (9) as a branching process, the “children” correspond to steps
to the left of the random walk. Most of the steps the the left from a site x can be thought
of as “descendents” of a previous jump to the left from the site x + 1. However, since the
initial visit to a site x ≥ 0 doesn’t come from a previous jump to the left from x+ 1 there are
some “children” in these generations that don’t correspond to a “parent” from the previous
generation. In branching process terminology, the first n generations of the process have an
extra immigrant before reproduction.
Comparing (6) with (9) when i > n, one obtains that {DTnn−i}i≥n has the same distribution
as a left forward branching process {Zi}i≥0 with (random) initial condition Z0 = DTn0 . For this
reason it will be useful to expand the measure P vV for the backward branching process in the
following way: for any n ≥ 1, {Z(n)i }i≥0 will be a Markov chain with the following properties
(i) P vV (Z
(n)
0 = Vn) = 1.
(ii) {Z(n)i }i≥0 is a left forward branching process. That is,
P vV ({Z(n)i }i≥0 ∈ · |Vn = z) = P zZ({Zi}i≥0 ∈ ·) for any z ≥ 0.
(iii) Since the only change in the branching structure of {DTnn−i}i≥0 when i > n is the lack
of the extra immigrant before reproduction (see Remark 2.4 above), we can couple the
processes {Z(n)i }i≥0 with the backward branching process {Vi}i≥0 in such a way that
(10) P vV
(
Z
(n)
i ≤ Vn+i for all i ≥ 0
)
= 1.
In summary, since Tn = n+ 2
∑
i≥0D
Tn
n−i on the event {Tn <∞}, we can conclude that
(11) P (Tn = k) = PV

n+ 2 n∑
i=0
Vi + 2
∑
i≥1
Z
(n)
i = k

 , ∀k <∞.
2.3. Diffusion process limits. In this section we will review some of the limiting distributions
for the forward and backward branching processes constructed above. We begin by introducing
the diffusion processes that arise as the scaling limits. For any α ∈ R and y > 0, let Yα(t) be a
solution to the stochastic differential equation
(12) dYα(t) = α dt+
√
2|Yα(t)| dB(t), Yα(0) = y,
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where {B(t)}t≥0 is a standard one-dimensional Brownian motion. We will use P yYα(·) to denote
the law of the diffusion process {Yα(t)}t≤σYα0 started at Yα(0) = y.
Remark 2.5. It should be noted that 2Yα(t) is a squared Bessel process of dimension 2α; see
[RY99, Chapter XI] and [GJY03] for more information on squared Bessel processes. We will
note here only a few basic properties. First of all, it is known that Yα(t) has a unique strong
solution for any α ∈ R and y > 0. Secondly, the hitting time σYα0 of 0 is almost surely finite
if α < 1 and infinite if α ≥ 1. Finally, if α ≥ 0 then the process Yα(t) ≥ 0 for all t, while if
α < 0 then Yα(t) is instead non-positive for t ≥ σYα0 . However, this will not be important in
the current paper since we will only be interested in the diffusion Yα(t) for t ≤ σYα0 .
In [KM11] it was observed that the backward branching process is well behaved when the
population size is away from 0. In particular, for any k ≥M
E[Vi+1 − Vi |Vi = k] = 1− δ, and Var(Vi+1 − Vi |Vi = k) = s+ 2(Vi −M + 1),
where s > 0 is the variance of some specified non-degenerate random variable. These two facts
suggest that when the population size is large that the (rescaled) backward branching process
is similar to the diffusion Y1−δ(t). In fact, Kosygina and Mountford proved that this is true if
the backward branching process is stopped sufficiently far away from 0.
Theorem 2.6 (Lemma 3.1 in [KM11]). Let Assumptions 1–3 hold with δ > 0, and let {ξn}n≥1 =
{ξn(i)}n≥1, i≥0 be a sequence of backward branching processes with initial conditions ξn(0) = yn
such that yn/n→ y > 0 as n→∞. Then, for any ε > 0
(13)
{
ξn(⌊nt⌋ ∧ σξnεn)
n
}
t≥0
J1===⇒
n→∞ {Y1−δ(t ∧ σ
Y1−δ
ε )}t≥0, with Y1−δ(0) = y,
where
J1=⇒ denotes convergence in distribution on the space of cadlag processes with the Skorohod-
J1 topology.
The techniques of Mountford and Kosygina were recently improved and applied to the forward
branching processes in [KZ14]. For the left and right forward branching processes, it is known
that
E[Zi+1 − Zi |Zi = k] = −δ, and E[Wi+1 −Wi |Wi = k] = δ,
for all k > M (see [KZ08, Lemma 10]), while the variance of the increments are similar to those
of the backward branching process. Thus, the corresponding diffusion process limits for the left
and right forward branching processes are Y-δ(t) and Yδ(t), respectively. In [KZ14], Kosygina
and Zerner also studied the scaling limits for the forward branching process conditioned to
die out. When δ > 1, both the forward branching process Wi and the diffusion limit Yδ(t)
are transient (since excited random walk is transient to the right, excursions to the right of
the origin can potentially never return to the origin). It is easy to see that for any ε > 0
the process Yδ(· ∧ τYδε ) conditioned on the event {τYδε < ∞} has the same distribution as the
process Y2−δ(·∧ τY2−δε ). In [KZ14] it was shown that the forward branching process conditioned
on the event {σW0 < ∞} converges in distribution (after rescaling) to the diffusion process
Y2−δ(· ∧ σY2−δ0 ). The diffusion limits for the forward branching processes proved in [KZ14]
are stronger than the diffusion limit for the backward branching process in Theorem 2.6. In
particular, the diffusion limits in [KZ14] hold all the way down to σYα0 and limiting distribution
are obtained for the lifetime and the total progeny of the forward branching processes.
Theorem 2.7 (Theorem 14 in [KZ14]). Let Assumptions 1–3 hold with δ > 1. If {ξn}n≥1 =
{ξn(i)}n≥1, i≥0 is a sequence of either 1) left forward branching processes, or 2) right forward
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branching processes conditioned to die out, and the initial conditions ξn(0) = yn are such that
yn/n→ y > 0 as n→∞, then{
ξn(⌊nt⌋)
n
}
t≥0
J1===⇒
n→∞ {Yα(t ∧ σ
Yα
0 )}t≥0, with Yα(0) = y,
where the value of α is 1) α = −δ, or 2) α = 2− δ based on which type of branching processes
the ξn are (left forward, or conditioned right forward, respectively). Moreover, the following
following limiting distributions hold for the lifetime and total progeny of the branching processes.
σξn0
n
===⇒
n→∞ σ
Yα
0 and
1
n2
∑
i≥0
ξn(i) ===⇒
n→∞
∫ σYα0
0
Yα(t) dt,
where ⇒ signifies convergence in distribution and either 1) α = −δ, or 2) α = 2− δ, depending
on the type of branching process that ξn is.
Remark 2.8. It is suspected that the stronger conclusions in Theorem 2.7 also hold for the
backward branching process, although Theorem 2.6 is sufficient for our purposes in the current
paper. In fact the analysis of the forward and backward branching processes is very similar
and many of the proofs carry over almost word for word (see [KZ14, Remark 9]). We also note
that the results in [KZ14] cover a wider range of δ than as stated in Theorem 2.7 above. For
simplicity we only consider the case δ > 1 since this is what is needed for the current paper.
2.4. Additional branching process results. Before proceeding to the proof of the main
results of the current paper, we will recall some previous results for the forward and backward
branching processes that will be useful in the remainder of the paper. We begin with a simple
monotonicity property of the branching processes.
Lemma 2.9. For any fixed integers 1 ≤ z ≤ z′, one can couple two left forward branching
processes {Zi}i≥0 and {Z ′i}i≥0 so that Z0 = z, Z ′0 = z′ and Zi ≤ Z ′i for all i ≥ 0. A similar
statement is true for the right forward branching process and the backward branching process.
Proof. The monotonicity follows easily from the construction of the branching processes. In
particular, recalling the family of Bernoulli random variables {Bx,j}x∈Z,j≥1, if we regard Bx,j =
1 as a “success” and Bx,j = 0 as a “failure” then Zi is the number of failures in the sequence
{B−i,j}j≥1 before the Zi−1-th success. If we construct the branching processes Zi and Z ′i using
the same family of Bernoulli random variables, then the desired coupling follows immediately.
The monotonicity for the other branching processes is similar. 
Next, we will give some asymptotics of hitting probabilities for the left forward branching
process. The hitting probabilities for the limiting diffusion are easily obtained by noting that
(Y-δ(t))
1+δ is a martingale. While this fact is not used in the proofs of the following two Lemmas,
it does give insight as to how they are proved.
Lemma 2.10. There exists ℓ0 < Z+ and constants 0 < c < C such that
c2−(u−m)(δ+1) ≤ P 2mZ (σZ2ℓ > τZ2u) ≤ C2−(u−m)(δ+1), for integers ℓ0 ≤ ℓ < m < u.
Proof. Upper and lower bounds for the corresponding hitting probabilities of the backward
branching process were given in [KM11, Lemma 5.3]. However, the same proof follows through
essentially word for word for the left forward branching process Zi by replacing δ with δ + 1
everywhere. In particular, there exists a λ > 0 and an ℓ∗ > 0 such that
h−ℓ (m)− 1
h−ℓ (u)− 1
≤ P 2mZ (σZ2ℓ > τZ2u)) ≤
h+ℓ (m)− 1
h+ℓ (u)− 1
, for all ℓ∗ ≤ ℓ < m < u,
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where the functions h±ℓ are given by h
±
ℓ (k) =
∏k
i=ℓ+1(2
δ+1 ∓ 2−λi) for k > ℓ. It is easy to see
that if ℓ is sufficiently large then
2(δ+1)(k−ℓ−1) ≤ h+ℓ (k) ≤ 2(δ+1)(k−ℓ) ≤ h−ℓ (k) ≤ 2(δ+1)(k−ℓ+1), ∀k > ℓ.
From this the conclusion of the lemma follows easily. 
Lemma 2.11. For any fixed z ≥ 1, there exists a constant C > 0 (depending on z) such that
P zZ(τ
Z
n < σ
Z
0 ) ≤ Cn−(δ+1), ∀n ≥ 1.
Proof. The corresponding statement for the backward branching process was proved in [KM11,
Corollary 5.5], however, the same proof works for the left forward branching process when
δ > −1. 
The final results for the branching processes that we will recall are specific to the backward
branching process. Unlike the forward branching processes, the backward branching process Vi
is an irreducible Markov chain since it is not absorbing at 0 (this is due to the extra “immigrant”
before reproduction in every generation). Therefore, we can introduce a regeneration structure
for the backward branching process. Let rV0 = σ
V
0 be the first time the process Vi reaches 0 (if
V0 = 0 then r
V
0 = 0). Successive returns to 0 are then given by
rVk = inf{i > rVk−1 : Vi = 0}, ∀k ≥ 1.
A priori, it could be that rVk = ∞ for some k. However, it is known that when δ > 1 then
the backward branching process is recurrent and so all regeneration times rVk are finite with
probability 1. Another important random variable associated with the backward branching
process is the total progeny in the branching process between regeneration times. That is,
SVk =
rVk −1∑
i=rVk−1
Vi, for k ≥ 1.
Lemma 2.12 (Theorems 2.1 and 2.2 in [KM11]). If δ > 0, then there exist constants C1, C2 > 0
such that
PV (r
V
1 > n) ∼ C1n−δ, as n→∞,
and
PV (S
V
1 > n) ∼ C2n−δ/2, as n→∞.
Remark 2.13. While regeneration times do not exist for the forward branching processes, there
are similar tail asymptotics for the lifetime and total progeny for the forward branching processes
in [KZ14, Theorem 21]. However, those asymptotics will not be needed in the present paper.
Since the excited random walks in the current paper are assumed to have δ > 1, Lemma 2.12
implies that EV [r
V
1 ] < ∞. Since this parameter will arise frequently in the proofs below, for
convenience of notation we will denote the mean regeneration time of the backward branching
process by r¯ = EV [r
V
1 ].
3. Superdiffusive slowdowns
Having given the necessary background on the forward and backward branching processes
associated to the excited random walk, we are now ready to give the proofs of the main results
of the paper. In this section we will prove part (i) of Theorem 1.1. That is, we will compute
the asymptotics of P (Xn < n
γ) and P (Tnγ > n) when γ ∈ (1/2, δ/2 ∧ 1).
We first study the asymptotics of P (Tnγ > n) using the backward branching process as a key
tool. It follows from (11) that Tnγ stochastically dominates ⌊nγ⌋ + 2
∑⌊nγ⌋
i=0 Vi when V0 = 0. If
EXTREME SLOWDOWNS 11
the k-th regeneration time rVk occurs by the ⌊nγ⌋-th generation of the branching process then∑⌊nγ⌋
i=0 Vi ≥
∑rVk
i=0 Vi =
∑k
j=1 S
V
j . Thus, we can conclude for any s > 0 that
(14) P (Tnγ > n) ≥ PV

⌊snγ⌋∑
j=1
SVj >
n− ⌊nγ⌋
2

− PV (rV⌊snγ⌋ > ⌊nγ⌋) .
To compute the asymptotics of the two probabilities on the right side above we will need the
following Lemma.
Lemma 3.1. Let ξ1, ξ2, ξ3, . . . be i.i.d. non-negative random variables with P (ξ1 > t) ∼ C0t−α
as t→∞ for some C0 > 0 and α > 0.
(i) If α > 1 so that ξ¯ := E[ξ1] <∞, then for any x > ξ¯,
P
(
n∑
i=1
ξi > xn
)
∼ C0(x− ξ¯)−αn1−α, as n→∞.
(ii) If 0 < γ < α ∧ 1, then
P
(
nγ∑
i=1
ξi > xn
)
∼ C0x−αnγ−α, as n→∞.
Remark 3.2. Sums of i.i.d. random variables are very well studied and much stronger results
on the asymptotics of sums of heavy tailed random variables are contained in [BB08]. In fact,
Lemma 3.1 follows from Theorems 2.6.1, 3.4.1, and 4.4.1 in [BB08] in the cases α ∈ (0, 1),
α ∈ (1, 2), and α > 2, respectively. In the boundary cases α = 1 or α = 2, the asymptotics
in Lemma 3.1 can be deduced from Corollaries 2.2.4, 2.5.2, and 3.1.7 and Theorem 3.3.1 in
[BB08].
Lemma 3.1 is applicable to the right side of (14) since the {SVj }j≥1 are i.i.d. and the k-th
regeneration time rVk is the sum of k independent copies of r
V
1 . Therefore, from Lemmas 2.12
and 3.1 we can conclude that if γ < δ/2 ∧ 1 then
(15) PV

⌊snγ⌋∑
j=1
SVj >
n− ⌊nγ⌋
2

 ∼ C2s2δ/2nγ−δ/2, as n→∞.
Similarly, recalling the definition of r¯ = EV [r
V
1 ], we have that if 1/s > r¯ then
(16) PV
(
rV⌊snγ⌋ > ⌊nγ⌋
)
∼ C1s(1− sr¯)−δnγ(1−δ), as n→∞.
Note that nγ(1−δ) = o(nγ−δ/2) when γ > 1/2. Therefore, by applying (15) and (16) to (14) and
optimizing over s we can conclude that
(17) lim inf
n→∞ n
−γ+δ/2P (Tnγ > n) ≥ C22
δ/2
r¯
, ∀γ ∈ (1/2, δ/2 ∧ 1).
A corresponding upper bound for P (Tnγ > n) is obtained similarly. First, note that the
coupling in (10) implies that
∑
i≥1 Z
(nγ)
i ≤
∑rVk
i=⌊nγ⌋+1 Vi if the k-th regeneration time r
V
k > n
γ .
Therefore, from (11) we can conclude that
(18) P (Tnγ > n) ≤ PV

⌊nγ⌋+ 2 ⌊sn
γ⌋∑
j=1
SVj > n

+ PV (rV⌊snγ⌋ ≤ nγ) .
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The asymptotics of the first probability on the right are given by (15). For the second probability
on the right, since rV⌊snγ⌋ is the sum of ⌊snγ⌋ i.i.d. non-negative random variables with finite
mean, we can conclude from Cramer’s Theorem that
(19) lim
n→∞
1
nγ
log PV
(
rV⌊snγ⌋ ≤ nγ
)
< 0, for any s > 1/r¯.
Therefore, applying (15) and (19) to (18) and optimizing over s we can conclude that
(20) lim sup
n→∞
n−γ+δ/2P (Tnγ > n) ≤ C22
δ/2
r¯
, ∀γ < δ/2 ∧ 1.
Combining (17) and (20) proves part Theorem 1.1(i) for the hitting times with A = C22
δ/2
r¯ .
We now move to the proof of Theorem 1.1(i) for Xn. A lower bound for the asymptotics
follows easily from the above asymptotics for the hitting time slowdowns. Indeed, since {Xn <
nγ} ⊃ {T⌊nγ⌋ > n}, we can conclude from (20) that
lim inf
n→∞ n
−γ+δ/2P (Xn < nγ) ≥ C22
δ/2
r¯
∀γ ∈ (1/2, δ/2 ∧ 1).
The corresponding upper bound is slightly more complicated since the event {Xn < nγ} can
occur even if the random walk has travelled very far past nγ in the first n steps. However, since
the random walk is transient to the right, it is unlikely that the random walk backtracks too
far during the first n steps. To make this precise, let ε > 0 and note that
P (Xn < n
γ) ≤ P (T(1+ε)nγ > n)+ P
(
inf
k>T(1+ε)nγ
Xk ≤ nγ
)
.
It was shown in [Pet12, Lemma 6.1] that there exists a C > 0 such that P
(
infk≥Tn+m Xk ≤ n
) ≤
Cm1−δ for all n,m ≥ 1. From this it follows that the second probability on the right above is
O(nγ(1−δ)) for any fixed ε > 0. Since nγ(1−δ) = o(nγ−δ/2) when γ > 1/2, we can conclude (by
repeating the argument leading to (20)) that
lim sup
n→∞
n−γ+δ/2P (Xn < nγ) ≤ lim sup
n→∞
n−γ+δ/2P
(
T(1+ε)nγ > n
)
=
C22
δ/2(1 + ε)
r¯
,
for any γ ∈ (1/2, δ/2 ∧ 1) and ε > 0. Taking ε → 0 completes the proof of Theorem 1.1(i) for
the position Xn of the excited random walk.
Remark 3.3. The above proof of Theorem 1.1(i) uses essentially the same arguments as the proof
in [Pet12] of the large deviation slowdown asymptotics (4). However, Lemma 3.1 above gives
better control on the large deviations of sums of heavy tailed random variables than what was
used in [Pet12]. By applying Lemma 3.1 to the proof in [Pet12] one can easily obtain following
improved asymptotics for the large deviation slowdowns: if δ > 2, then for any v ∈ (0, v0),
lim
n→∞n
δ/2−1P (Xn < nv) = lim
n→∞n
δ/2−1P (Tn/v > n) =
C2(2v0)
δ/2
r¯
v(v0 − v)−δ/2, ∀v ∈ (0, v0).
4. Diffusive and sub-diffusive slowdowns for hitting times
In this section we will prove part (ii) of Theorem 1.1 for the hitting times. That is, we will
show that
P (Tnγ > n) ≍ n2γ−
1+δ
2 , ∀γ ∈ (0, 1/2].
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4.1. Lower bound. The connection between hitting times and branching processes in (11)
implies that Tnγ stochastically dominates 2
∑
i≥0 Z
(nγ)
i , where for n fixed {Z(n
γ)
i }i≥0 is a left
forward branching process with initial condition given by Z
(nγ)
0 = Vnγ . Therefore, we can
conclude that
(21) P (Tnγ > n) ≥ PV
( ∞∑
i=0
Z
(nγ)
i > n
)
≥ PV (Vnγ ≥ ⌊nγ⌋)P ⌊n
γ⌋
Z
( ∞∑
i=0
Zi > n
)
,
where in the second inequality we used the monotonicity of the branching processes with respect
to the initial condition from Lemma 2.9.
To evaluate the probabilities on the right in (21), we will use the following two lemmas.
Lemma 4.1. If δ > 1, then there exists a constant c > 0 such that PV (Vn ≥ n) ≥ cn1−δ for all
n large enough.
Lemma 4.2. For any 0 < a < b < 1/2, there are constants c, C > 0 such that for all n large
enough,
cz1+δn−
1+δ
2 ≤ P zZ
( ∞∑
i=0
Zi > n
)
≤ Cz1+δn− 1+δ2 , ∀z ∈ (na, nb).
Remark 4.3. It follows from [KZ14, Theorem 21] that there exists a constant C3 > 0 such that
P 1Z(
∑
i≥0 Zi > n) ∼ C3n−
1+δ
2 . Moreover, the proof can probably be extended to show that for
any fixed z ∈ N that there exists a constant Cz > 0 such that P zZ(
∑
i≥0 Zi > n) ∼ Czn−
1+δ
2 .
The bounds in Lemma 4.2 are similar, but instead allow for control of the probabilities as the
initial value Z0 = z increases at a polynomial rate slower than
√
n.
Postponing the proofs of these lemmas for the moment, we note that they imply that if
γ < 1/2 then there exists a constant c > 0 such that for all n large enough
P (Tnγ > n) ≥ cnγ(1−δ)nγ(1+δ)−
1+δ
2 = cn2γ−
1+δ
2 .
When γ = 1/2, we can no longer apply Lemma 4.2 to the second probability on the right side
of (21). Instead, we can apply Theorem 2.7 to obtain that
(22) lim
n→∞P
⌊√n⌋
Z
( ∞∑
i=0
Zi > n
)
= P 1Y-δ
(∫ σY-δ0
0
Y-δ(t) dt > 1
)
> 0.
Therefore, applying Lemma 4.1 to (21) we obtain that there exists a constant c > 0 such that
P (T√n > n) ≥ cn
1−δ
2 for all n large enough. Since 2γ− 1+δ2 = 1−δ2 when γ = 1/2, this gives the
required lower bound in the case γ = 1/2.
To complete the proof of the lower bound for P (Tnγ > n) when γ ∈ (0, 1/2] it remains to
give the proofs of Lemmas 4.1 and 4.2.
Proof of Lemma 4.1. We begin by noting that for any ε > 0,
PV (Vn ≥ n) ≥ PV
(
τVεn ≤
n
2
, inf
i∈[n
2
,n]
VτVεn+i ≥ n
)
≥ PV (τVεn ≤ n/2)P ⌊εn⌋V
(
inf
i∈[n
2
,n]
Vi ≥ n
)
,(23)
where in the second inequality we used the strong Markov property and the monotonicity of
the branching process in the initial condition from Lemma 2.9. For the second probability on
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the right in (23), the diffusion approximation in Theorem 2.6 implies that for any fixed ε > 0
lim inf
n→∞ P
⌊εn⌋
V
(
inf
i∈[n
2
,n]
Vi ≥ n
)
≥ lim
n→∞P
⌊εn⌋
V
(
inf
i<n
2
Vi ≥ εn/2, inf
i∈[n
2
,n]
Vi ≥ n
)
= P εY1−δ
(
inf
t<1/2
Y1−δ(t) ≥ ε/2, inf
t∈[ 1
2
,1]
Y1−δ(t) ≥ 1
)
> 0.(24)
To control the first probability in (23), note that for any fixed s > 0
(25) PV (τ
V
εn ≤ n/2) = PV
(
max
i≤n/2
Vi ≥ εn
)
≥ PV
(
max
i≤rV⌊sn⌋
Vi ≥ εn
)
− PV
(
rV⌊sn⌋ > n/2
)
.
For the first term on the right in (25), it was shown in [KM11, Lemma 8.1] that there exists a
C4 > 0 such that
(26) PV (τ
V
m < r
V
1 ) ∼ C4m−δ, as m→∞,
and from this it is easy to see that
PV
(
max
i≤rV⌊sn⌋
Vi ≥ εn
)
= 1− (1− PV (τVεn < rV1 ))⌊sn⌋ ∼ C4sε−δn1−δ, as n→∞.
For the second term on the right in (25), Lemmas 2.12 and 3.1 imply that
PV
(
rV⌊sn⌋ > n/2
)
∼ C1s
(
1
2 − sr¯
)−δ
n1−δ, as n→∞ if s < 1
2r¯
.
Therefore, by choosing s < 1/(2r¯) and then fixing ε > 0 small enough so that C4ε
−δ >
C1(
1
2 − sr¯)−δ, we can conclude that
(27) lim inf
n→∞ n
−1+δPV (τVεn < n/2) > 0.
Applying (24) and (27) to (23), we conclude that PV (Vn ≥ n) ≥ cn1−δ for all n large enough. 
Proof of Lemma 4.2. As a first step in the proof of Lemma 4.2, we will show that there are
constants c, C > 0 such that for all n large enough,
(28) cz1+δn−
1+δ
2 ≤ P zZ
(
τZ√n < σ
Z
0
)
≤ Cz1+δn− 1+δ2 , ∀z ∈ (na, nb).
For convenience of notation we will let m = ⌈log2 z⌉ and u = ⌊log2
√
n⌋ (note that if n is large
enough and z ∈ (na, nb) then ℓ0 + 1 < m < u, where ℓ0 is from Lemma 2.10). With this
notation, we have that Lemmas 2.10 and 2.11 imply that there are constants c, C > 0 such that
c2−(u−m+2)(1+δ) ≤ P 2m−1Z
(
τZ2u+1 < σ
Z
2ℓ0
)
≤ P zZ
(
τZ√n < σ
Z
0
)
≤ P 2mZ
(
τZ2u < σ
Z
2ℓ0
)
+ P 2
ℓ0
Z
(
τZ√n < σ
Z
0
)
≤ C2−(u−m)(1+δ) + Cn− 1+δ2 .
Since z1+δn−
1+δ
2 ≤ 2−(u−m)(1+δ) ≤ 41+δz1+δn− 1+δ2 this completes the proof of (28).
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Now we turn to the asymptotics of P zZ(
∑∞
i=0 Zi > n). For a lower bound, first note that the
strong Markov property, Lemma 2.9 and (28) imply that
P zZ
( ∞∑
i=0
Zi > n
)
≥ P zZ
(
τZ√n < σ
Z
0
)
P
⌊√n⌋
Z
( ∞∑
i=0
Zi > n
)
≥ cz1+δn− 1+δ2 P ⌊
√
n⌋
Z
( ∞∑
i=0
Zi > n
)
,
for all n large enough and z ∈ (na, nb). The required lower bound in the statement of the lemma
is then obtained by noting that (22) implies that the last probability on the right is bounded
away from 0 for all n large enough.
For a corresponding upper bound for P zZ(
∑∞
i=0 Zi > n), first note that (28) implies that
P zZ
( ∞∑
i=0
Zi > n
)
≤ P zZ(τZ√n < σZ0 ) + P zZ

 σZ0∑
i=0
1{Zi<
√
n} >
√
n


≤ Cz1+δn− 1+δ2 + P zZ

 σZ0∑
i=0
1{Zi<
√
n} >
√
n

 , ∀z ∈ (na, nb).(29)
To bound the probability on the right in (29), again let m = ⌈log2 z⌉ and u = ⌊log2
√
n⌋. Then,
it follows from [KZ14, Lemma 18] that there exists a constant c > 0 such that
P zZ

 σZ0∑
i=0
1{Zi<
√
n} >
√
n


≤
u+1∑
j=1
P zZ

 σZ0∑
i=0
1{Zi∈[2u−j+1,2u−j+2)} >
2j−2
j(j + 1)
2u−j+2


≤
u+1∑
j=1
exp
{
−c 2
j−2
j(j + 1)
}
P zZ
(
inf{i ≥ 0 : Zi ∈ [2u−j+1, 2u−j+2)} < σZ0
)
≤
u−m∑
j=1
exp
{
−c 2
j−2
j(j + 1)
}
P 2
m
Z (τ
Z
2u−j+1 < σ
Z
0 ) +
u+1∑
j=u−m+1
exp
{
−c 2
j−2
j(j + 1)
}
,(30)
where in the first inequality we used that 2u ≤ √n and ∑uj=1 1j(j+1) < 1. Now, another
application of Lemmas 2.10 and 2.11 similar to the proof of (28) implies that there exists a
constant C > 0 such that
P 2
m
Z (τ
Z
2u−j+1 < σ
Z
0 ) ≤ C2−(u−j−m+1)(1+δ) ≤ Cz1+δn−
1+δ
2 2j(1+δ).
Therefore, the first sum in (30) is bounded above by
Cz1+δn−
1+δ
2
u−m+1∑
j=1
2j(1+δ) exp
{
−c 2
j−2
j(j + 1)
}
≤ C ′z1+δn− 1+δ2 .
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For the second sum in (30), note that the terms inside the sum are decreasing in j (if j > 2)
and so for n sufficiently large we can bound the sum by
(m+ 1) exp
{
−c 2
u−m
(u−m+ 2)(u−m+ 3)
}
≤ (1 + ⌈log2 z⌉) exp
{
−c
√
n
4z(log2(
√
n
z ) + 3)
2
}
≤ C(log2 n) exp
{
−c′ n
1/2−b
(log2 n)
2
}
.
Since this last line is less than Cna(1+δ)n−
1+δ
2 ≤ Cz1+δn− 1+δ2 for all n large enough and z > na,
this completes the proof of the upper bound for P zZ(
∑∞
i=0 Zi > n). 
4.2. Upper bound. In this subsection, we will show that P (Tnγ > n) = O(n2γ−
1+δ
2 ) when
γ ∈ (0, 1/2]. Since δ > 1, the upper bound in (20) implies that P (Tnγ > n) ≤ Cnγ(1−δ)
for some C > 0 and all n large enough for any γ ∈ (0, 1/2]. This gives the required uppper
bound when γ = 1/2 since γ(1 − δ) = 2γ − 1+δ2 when γ = 1/2. However, when γ < 1/2 then
γ(1− δ) > 2γ − 1+δ2 and so we need a different argument to get a better upper bound.
Since (11) implies that
P (Tnγ > n) = PV
(
⌊nγ⌋+ 2
nγ−1∑
i=0
Vi + 2
∞∑
i=0
Z
(nγ)
i > n
)
,
when γ ∈ (0, 1/2) it will be enough to show that
(31) PV
(
nγ−1∑
i=0
Vi >
n
5
)
= o(n2γ−
1+δ
2 ),
and
(32) PV
( ∞∑
i=0
Z
(nγ)
i >
n
4
)
= O(n2γ− 1+δ2 ).
To show (31), note that (26) implies that
PV
(
nγ−1∑
i=0
Vi >
n
5
)
≤ PV
(
τVn1−γ
5
< nγ
)
≤ nγPV
(
τVn1−γ
5
< rV1
)
= O(nγ−δ(1−γ)).
Since γ − δ(1 − γ) < 2γ − 1+δ2 when δ > 1 and γ < 1/2, this completes the proof of (31). To
prove (32) we first fix some a ∈ (0, 2γ1+δ ) and b ∈ (γ, 1/2). Then, by conditioning on the value
of Vnγ = Z
(nγ)
0 and applying Lemma 4.2 we obtain that
PV
( ∞∑
i=0
Z
(nγ)
i >
n
4
)
= EV
[
P Vn
γ
Z
( ∞∑
i=0
Zi >
n
4
)]
≤ PnaZ
( ∞∑
i=0
Zi >
n
4
)
+ PV (Vnγ > n
b)
+ EV
[
P Vn
γ
Z
( ∞∑
i=0
Zi >
n
4
)
1{Vnγ∈(na,nb)}
]
≤ o
(
n2γ−
1+δ
2
)
+ PV (Vnγ > n
b) + Cn−
1+δ
2 EV
[
(Vnγ )
1+δ
]
.(33)
Thus, we need to obtain bounds on PV (Vnγ > n
b) and EV [(Vnγ )
1+δ]. To this end, we will use
the following Lemma.
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Lemma 4.4. There exist constants c, C > 0 such that
PV (Vn > yn) ≤
{
Cn1−δy−δ y ∈ (0, 4]
Cn1−δe−cy y > 4.
We postpone the proof of Lemma 4.4 momentarily and note that it implies that there are
constants c, C,C ′ > 0 such that for n large enough
(34) PV (Vnγ > n
b) ≤ Cn1−δe−cnb−γ , and EV
[
(Vnγ )
1+δ
]
≤ C ′n2γ .
The first inequality in follows immediately from Lemma 4.4 since b > γ. For the second
inequality, Lemma 4.4 implies that
EV
[
(Vnγ )
1+δ
]
= (1 + δ)nγ(1+δ)
∫ ∞
0
yδPV (Vnγ > yn
γ) dy
≤ (1 + δ)nγ(1+δ)
{∫ 4
0
yδ
(
Cnγ(1−δ)y−δ
)
dy +
∫ ∞
4
yδ
(
Cnγ(1−δ)e−cy
)
dy
}
≤ C ′n2γ .
Combining (33) and (34) we obtain (32) which, as noted at the beginning of the section, together
with (31) implies that P (Tnγ > n) = O(n2γ− 1+δ2 ) when γ < 1/2. It remains however to give
the proof of Lemma 4.4.
Proof of Lemma 4.4. For an easy upper bound on PV (Vn > yn), first note that
PV (Vn > yn) ≤ PV
(
max
i≤rVn
Vi > yn
)
≤ nPV
(
max
i≤rV1
Vi > yn
)
≤ nPV (τVyn < rV1 ) ≤ Cn1−δy−δ,
where the last inequality follows from (26). This upper bound holds for any y > 0, but we will
need a better bound for y large. To this end, first note that (26) and [KM11, Lemma 5.1] imply
that there exist constants C, c > 0 such that for n large enough and y > 4,
PV (Vn > yn) ≤ PV
(
τVn ≤ n, VτVn >
yn
2
)
+ PV
(
τVn ≤ n, VτVn ≤
yn
2
, Vn > yn
)
≤ nPV
(
τVn < r
V
1 , VτVn >
yn
2
)
+ PV (τ
V
n ≤ n)P
yn
2
V
(
τVyn ≤ n
)
≤ nPV (τVn < rV1 )
{
PV
(
VτVn >
yn
2
∣∣ τVn < rV1 )+ P yn2V (τVyn ≤ n)}
≤ Cn1−δ
{
e−cy + P
yn
2
V
(
τVyn ≤ n
)}
.(35)
To obtain an upper bound for P
yn
2
V
(
τVyn ≤ n
)
, we first recall that EvV [V1 − v] = 1 − δ for all
v ≥M (see [BS08a, Lemma 3.3] or [KZ08, Lemma 17]). On the other hand, for v < M we have
that EvV [V1− v] ≥ −v, and so we can conclude that there exists a constant 0 < A ≤ (δ−1)∧M
such that EvV [V1 − v] ≥ −A for all v ≥ 0. From this we can conclude that {Vi + Ai}i≥0
is a submartingale under the natural filtration FVi = σ(V0, V1, . . . , Vi). Then, the maximal
inequality for submartingales implies that
P
yn
2
V
(
τVyn ≤ n
)
= P
yn
2
V
(
max
i≤n
Vi ≥ yn
)
≤ P
yn
2
V
(
max
i≤n
(Vi +Ai) ≥ yn
)
≤ e−y/4eA/4E
yn
2
V
[
e
Vn
4n
]
.(36)
To bound the expectation in the last line we will use the following Lemma.
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Lemma 4.5. For any n ≥ 1 and v ≥ 0,
EvV
[
sVn
] ≤ sM ( 1
n− (n− 1)s
)M+1(n− (n− 1)s
n+ 1− ns
)v+1
, ∀s ∈ [0, 1 + 1/n).
We postpone for the moment the proof of Lemma 4.5, and note that since e1/(4n) < 1 + 1/n
for all n sufficiently large we have that
(37) E
yn
2
V
[
e
Vn
4n
]
≤ eM4n
(
1
n− (n− 1)e 14n
)M+1(
n− (n− 1)e 14n
n+ 1− ne 14n
)1+ yn
2
≤ 2
(
4
3
)M+1
ey/5,
where the last inequality follows from the following limits that can easily be checked.
lim
n→∞n− (n− 1)e
1
4n =
3
4
, and lim
n→∞
(
n− (n− 1)e 14n
n+ 1− ne 14n
)1+n
2
= e1/6.
Combining (36) and (37), we obtain that P
yn
2
V
(
τVyn ≤ n
) ≤ Ce−y/20. Recalling (35), this com-
pletes the proof of Lemma 4.4, pending the proof of Lemma 4.5. 
Proof of Lemma 4.5. We begin by noting that if Vn−1 = k then Vn is the number of “failures”
before the (k+1)-th “success” in the sequence {Bn−1,j}j≥1 (compare with the similar statement
for the backward branching process in the proof of Lemma 2.9). Obviously this is bounded above
by M plus the number of failures before the (k+1)-th success in the sequence {Bn−1,j}j≥M+1.
Since the {Bn−1,j}j≥M+1 are i.i.d. Bernoulli(1/2) we can conclude that given Vn−1 the random
variable Vn is stochastically dominated byM+
∑Vn−1+1
k=1 ζk where the ζk are i.i.d. Geometric(1/2)
random variables. Let φ(s) = E[sζ1 ] = 12−s be the probability generating function for the
geometric random variables (note that φ(s) <∞ if s ∈ [0, 2)). Then, we have that
EvV
[
sVn
] ≤ sMEvV [φ(s)Vn−1+1] = sMφ(s)EvV [φ(s)Vn−1] .
Iterating this n times we obtain that
EvV
[
sVn
] ≤ sM
(
n−1∏
k=1
φ(k)(s)
)M+1 (
φ(n)(s)
)1+v
,
where φ(k)(s) = φ(φ(k−1)(s)) is the function φ composed with itself k times. The proof of the
Lemma is then completed by noting that φ(k)(s) = k−(k−1)sk+1−ks , which can be easily checked by
induction (note also that φ(k)(s) <∞ if s ∈ [0, 1 + 1/k)). 
5. Diffusive and sub-diffusive slowdown probabilities for Xn
In this section we will prove the slowdown asymptotics in Theorem 1.1(ii) for the position of
the excited random walk. That is, we will show that
(38) P (Xn ≤ nγ) ≍ n
1−δ
2 , for any γ ∈ (0, 1/2].
For the upper bound, note that
(39) P (Xn ≤ nγ) ≤ P (Xn ≤
√
n) ≤ P (T(1+ε)√n > n) + P
(
inf
k≥T(1+ε)√n
Xk ≤
√
n
)
.
Using the same argument for the upper bound for hitting times in Theorem 1.1(ii) we can
obtain that P (T(1+ε)
√
n > n) ≤ Cn
1−δ
2 for some C > 0 and all n large enough. For the second
probability on the right in (39), it follows from [Pet12, Lemma 6.1] that the second probability
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on the right above is bounded by Cn
1−δ
2 for some constant C > 0 as well. This proves the
upper bound for P (Xn ≤ nγ) in (38)
For the lower bound in (38) it will be enough to show that P (Xn ≤ 0) ≥ cn
1−δ
2 for some
c > 0. To this end, recall that ρk denotes the time of the k-th return to the origin of the excited
random walk, and that Ln(x) = #{k < n : Xk = x} dentoes the local time of the excited
random walk. Then, letting P1/2 denote the law of a simple symmetric random walk {Sn}n≥0
started at S0 = 0, we have that for any ε > 0
P (Xn ≤ 0) ≥ P
(
ρ√n ≤ n, min|i|≤ε√nLρ√n(i) ≥M
){
min
k≤n
P1/2
(
Sk ≤ 0, max
j≤k
|Sj | ≤ ε
√
n
)}
,
since once the excited random walk has visited all sites in an interval at least M times it then
moves as a simple symmetric random walk until exiting that interval. It follows from Donsker’s
invariance principle that for any ε > 0 the minimum inside the braces on the right is bounded
away from 0 as n→∞, and thus we only need to show that for some ε > 0,
(40) lim inf
n→∞ n
δ−1
2 P
(
ρ√n ≤ n, min|i|≤ε√nLρ√n(i) ≥M
)
> 0.
We will prove (40) by using the left and right forward branching processes to study the
excursions of the random walk away from the origin. Recall that when ρk < ∞, Rk = Uρk0 of
the first k excursions from the origin are to the right and k −Rk = Dρk0 are to the left. Then,
Lemma 2.1 and Remark 2.2 imply that
P
(
ρ√n ≤ n, min|i|≤ε√nLρ√n(i) ≥M
)
≥
√
n∑
m=0
P
(
R⌊√n⌋ = m
)
PmW
(
2
∞∑
i=0
Wi ≤ n
2
, σWM > ε
√
n
)
× P ⌊
√
n⌋−m
Z
(
2
∞∑
i=0
Zi ≤ n
2
, σZM > ε
√
n
)
≥ P
(∣∣∣∣R⌊√n⌋ −
√
n
2
∣∣∣∣ ≤ n3/8
){
min
|w−
√
n
2
|≤n3/8
PwW
( ∞∑
i=0
Wi ≤ n
4
, σWM > ε
√
n
)}
(41)
×
{
min
|z−
√
n
2
|≤n3/8
P zZ
( ∞∑
i=0
Zi ≤ n
4
, σZM >
√
n
)}
.
For the first probability on the right, we claim that
(42) lim
n→∞P (|R⌊
√
n⌋ −
√
n/2| ≤ n3/8) = 1.
To see this, recall from the construction of Rk in (7) that for any k ≥M ,
• RM and Rk −RM are independent.
• Rk −RM is a Binomial(k −M, 1/2) random variable.
• RM is a bounded random variable.
Therefore, we can conclude that E[R⌊√n⌋] =
√
n/2+O(1) and Var(R⌊√n⌋) =
√
n/4+O(1), and
from this (42) follows easily.
It remains to consider the asymptotics of the two minimums of probabilities on the right side
of (41). To this end, let wn be the choice of the initial conditionW0 = w ∈ [
√
n
2 −n3/8,
√
n
2 +n
3/8]
which minimizes the probability inside the first set of braces on the right in (41) (with ties broken
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in some predetermined deterministic way). Now, since
∑∞
i=0Wi ≤ n4 implies that σW0 < ∞ it
follows that
PwnW
( ∞∑
i=0
Wi ≤ n
4
, σWM > ε
√
n
)
≥ PwnW
( ∞∑
i=0
Wi ≤ n
4
)
− PwnW
(
σWM ≤ ε
√
n, σW0 <∞
)
≥ PwnW
( ∞∑
i=0
Wi ≤ n
4
∣∣∣∣ σW0 <∞
)
PwnW (σ
W
0 <∞)
− PwnW
(
σWM ≤ ε
√
n
∣∣ σW0 <∞)PwnW (σW0 <∞).(43)
It was shown in [KZ14, Proposition 16] that limn→∞ nδ−1PnW
(
σW0 <∞
)
= C5 for some constant
C5 > 0. Therefore, since wn ∼
√
n/2 we can conclude from (43) and Theorem 2.7 that
lim inf
n→∞ n
δ−1
2
{
min
|w−
√
n
2
|≤n3/8
PwW
( ∞∑
i=0
Wi ≤ n
4
, σWM > ε
√
n
)}
≥ C5

P 1/2Y2−δ

∫ σY2−δ0
0
Y2−δ(t) dt ≤ 1
4

− P 1/2Y2−δ (σY2−δ0 ≤ ε)

 .(44)
In a similar manner one can show that
lim inf
n→∞
{
min
|z−
√
n
2
|≤n3/8
P zZ
( ∞∑
i=0
Zi ≤ n
4
, σZM >
√
n
)}
≥ P 1/2Y-δ
(∫ σY-δ0
0
Y-δ(t) dt ≤ 1
4
)
− P 1/2Y-δ (σ
Y-δ
0 ≤ ε).(45)
Finally, since (44) and (45) are positive for ε > 0 small enough, then applying (42), (44), and
(45) to (41) shows that (40) holds for all ε > 0 small enough.
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