This research deals with different approaches for constant estimation in analytic programming (AP). AP is a tool for symbolic regression tasks which enables to synthesise an analytical solution based on the required behaviour of the system. Some tasks do not need any constant estimation -AP is used in its basic version without any constant estimation handling. Compared to this, cases like data approximation need constants (coefficients) which are essential for the process of precise solution synthesis. This paper offers another strategy to already known and used by the AP from the very beginning and approaches published recently in 2016. This paper compares these procedures and the discussion also includes nonlinear fitting and metaevolutionary approach. As the main evolutionary algorithm, a differential algorithm (de/rand/1/bin) for the main process of AP is used.
INTRODUCTION
Analytic Programming (AP) (Zelinka et al., 2011 ) is a tool of symbolic regression which uses techniques from the area of evolutionary computation techniques (EVT). The basic case of a regression represents a process in which the measured data is fitted and a suitable mathematical formula is obtained in an analytical way. This process is widely known for mathematicians. They use this process when a need arises for a mathematical model of unknown data, i.e. the relation between input and output values. Classical regression usually requires to select an expected type of model in advance and a suitable method is applied for the coefficient estimation of the proposed model. Compared to that, symbolic regression in the context of EVT means to build a complex formula from basic operators defined by users. The final shape of the expression is managed to breed via evolutionary optimisation algorithms. Initially, John Koza proposed the idea of symbolic regression done by means of a computer in Genetic Programming (GP) (Back et al., 1997) , (Koza, 1998) , (Koza, 1999) . The other approaches are e.g. Grammatical Evolution (GE) developed by Conor Ryan (O'Neill et al., 2003) and some others included Analytic Programming (Zelinka et al., 2011) . The symbolic regression can be used for different tasks: data approximation, design of electronic circuits, optimal trajectory for robots, classical neural networks and pseudo neural networks synthesis and many other applications (Back et al., 1997) , (Koza, 1998) , (Koza, 1999) , (O'Neill et al., 2003) , (Zelinka et al., 2011) , (Oplatkova, 2009) , (Varacha et al., 2006) , (Volna et al., 2013) . The results and usage depend on the user-defined set of operators and their possible combinations and nesting into themselves. This paper deals with strategies and their comparison for constants (coefficients) estimation -nonlinear fitting (Zelinka et al., 2011) , metaevolutionary approach (Zelinka et al., 2011) and direct encoding in the individuals (extended individual (Viktorin et al, 2016) or a special handling with an individual (Urbanek et al., 2016) and a stance proposed in this paper.
ANALYTIC PROGRAMMING
Basic principles of the AP were developed in 2001 (Zelinka et al., 2005) , (Zelinka et al., 2008) , (Zelinka et al., 2011) . The core of AP is based on a special set of mathematical objects and operations. The collection of mathematical objects is the set of functions, operators and terminals, which are usually constants or independent variables. Various functions and terminals can be mixed in this set. This set is called general functional set (GFS) due to its variability of the content. The structure of GFS is created by subsets of functions according to the number of their arguments. For example, GFSall is a set of all functions, operators and terminals, GFS3arg is a subset containing functions with only three arguments, GFS0arg represents only terminals, etc. The subset structure presence in GFS is of vital importance for AP. It is used to avoid synthesis of pathological programs, i.e. programs containing functions without arguments, etc. The content of GFS is dependent only on the user (Zelinka et al., 2005) , (Zelinka et al., 2008) , (Oplatkova, 2009) . The second part of the AP core is a sequence of mathematical operations, which are used for the program synthesis. These operations are used to transform an individual of a population into a suitable program. Mathematically stated, it is a mapping from an individual domain into a program domain. This mapping consists of two main parts. The first part is called discrete set handling (DSH) (See Figure 1 ) (Zelinka et al., 2005) , (Lampinen and Zelinka, 1999) and the second one stands for security procedures which do not allow synthesising pathological programs. The method of DSH, when used, allows handling arbitrary objects including nonnumerical objects like linguistic terms {hot, cold, dark…}, logic terms (True, False) or other user defined functions. In the AP DSH is used to map an individual into GFS and together with security procedures creates the mapping mentioned above which transforms the arbitrary individual into a program. Fig. 2 ) follows. The number 1 in the position of the first parameter means that the operator plus (+) from GFS all is used (the end of the individual is far enough). Because the operator + must have at least two arguments, the next two index pointers 6 (sin from GFS) and 7 (cos from GFS) are dedicated to this operator as its arguments. The two functions, sin and cos, are one-argument functions; therefore the next unused pointers 8 (tan from GFS) and 9 (t from GFS) are dedicated to the sin and cos functions. As an argument of cos, the variable t is used, and this part of the resulting function is closed (t has zero arguments) in its AP development. The oneargument function tan remains, and there is one unused pointer 11, which stands for Mod in GFS all . The modulo operator needs two arguments but the individual in the example has no other indices (pointers, arguments). In this case, it is necessary to employ security procedures and jump to the subset with GFS 0arg . The function tan is mapped on t from GFS 0arg which is in the 11 th position, cyclically from the beginning. The detailed description is represented in (Zelinka et al., 2005) , (Zelinka et al., 2008) , (Oplatkova et al., 2009 ).
ANALYTIC PROGRAMMING -VERSIONS
The above-described version is the basic one AP basic (Zelinka et al., 2005) -without constant estimation. Such approach is used for tasks like logic circuit design where numerical coefficients are not usually used. It can also be applied to a pre-generated set of numerical values as in genetic programming where e.g. 4000 random numerical values of constants are selected. They are used as standard terminals like variable x. When a constant estimation is necessary, e.g. in data approximation or pseudo neural network synthesis, etc., firstly general approach is applied which is different from genetic programming technique where all constants (e.g. 4000 random generated values) were part of the nonterminal and terminal sets. AP uses the constant K (Zelinka et al., 2005) which is indexed during the evolution (1) -(3). The K is a terminal, i.e. GFS 0arg . So it is used as a standard terminal, e.g. similar to variable x in the evolutionary process (1). When K is needed, a proper index is assigned -K 1 , K 2 , ... K n (2). Numeric values of indexed Ks are estimated (3) via different techniques -AP nf (nonlinear fitting package in Mathematica) (Zelinka et al., 2005) , AP meta ,(metaevolutionary approach with a second/slave evolutionary algorithm) (Zelinka et al., 2005 , Oplatkova 2009 ) and three novel direct approaches AP extend (extended individual -a part of it for AP and the rest of it for constant estimation) (Viktorin et al., 2016) , AP direct1 (the part behind decimal point determines the K from the selected range) (Urbanek et al., 2016) and AP direct2 (new proposed approach in this paper -the whole value determines the K from the selected range). The first 3 versions of AP from its very beginning have been extended by two other approaches in 2016 (Viktorin et al., 2016) , (Urbanek et al., 2016) . Simple tests showed that mostly around 5000 iterations are necessary in the case of described sextic and quintic problems. The result does not mean necessarily that the found model is perfectly precise. For the suggested model, the nonlinear fitting tries to find the best constants (coefficients). The final cost value comes from the performed nonlinear fitting process -the error between required and actual obtained model. On that account, authors think that nonlinear fitting case is a specific approach of AP meta (metaevolutionary approach), except the second slave algorithm does not need to be only an evolutionary algorithm. Above mentioned methods might be even faster and more precise for this particular task.
AP meta -metaevolutionary approach
Generally, metaevolution means the evolution of evolution. Several directions as the usage of an evolutionary algorithm for tuning or controlling of another evolutionary technique or the evolutionary design of evolutionary algorithms are discussed for instance in (Diosan, 2009 ), (Edmons, 2001 , (Jones, 2002) , (Oplatkova, 2009 ), (Kordik, 2010 , Deugo, 2004) , (Eiben, 2007) . In AP meta , the metaevolution means that one evolutionary algorithm drives the main process of symbolic regression and the second is used for the constant estimation. This meta approach of analytic programming is used when the constants are not possible to estimate by AP nf because of the character of the problem. In data approximation tasks, a technique from non-linear fitting package can be used easily because the problem is designed so that the found constants (e.g. coefficients of polynomials) move the basic shape of the curve around the coordinate system. However, it is not possible to employ such a package in the case of the synthesis of more sophisticated problems, for instance, pseudo neural networks synthesis (Kominkova Oplatkova 2016). These applications do not use the found result as a model which could be adjusted to some "measured" values in the sense of interpolation but the obtained solution is used further as a part of the complex technique to find a quality of the solution and cost function estimation.
AP meta is a time-consuming process and the number of cost function evaluations, which is one of the comparable factors, is usually very high. This fact is given by two evolutionary procedures (Fig. 3) . As mentioned in the last paragraph of AP nf section, nonlinear fitting (NF) methods adopted in Mathematica environment are iterative processes. Thus, EA slave in the case of AP nf would be a number of iterations of used NF method.
The following three approaches were developed to find a suitable constant estimation which will decrease the number of cost function evaluations to (5).
CFE = EA master (5)

AP extended -extended individual
The constant handling technique with an extended individual was introduced in (Viktorin et al, 2016) . The individual used in AP has an extended part which is used for the evolution of constant values. The important task was to determine what the correct size of an extension is (6).
where k is the maximum number of constants that can appear in the synthesised program (extension) of length l and max_arg is the maximum number of arguments needed by functions in GFS. Also, the floor() is a common floor round function. The final individual dimensionality (length) will be k+l and the example might be:
• Program length l = 10
• GFS: {+, -, *, /, sin, cos, x, k} • GFS maximum argument max_arg = 2 • Extension size k = 10 -floor((10-1) / 2) = 6
• Dimensionality of the extended individual k+l = 16 This means, that the EA will work with individuals of length 16, but only first 10 features will be used for indexing into the GFS and the rest will be used as constant values. It is worthwhile to note that only features which are going to be mapped to GFS are rounded and the rest is omitted (not rounded). An example can be viewed in (Urbanek et al, 2016) . It works with a direct encoding in an individual and is based on a part behind a decimal point which as a proportional pointer determines the value from the selected range of K. The part behind decimal point is obtained from (7).
where ind = {x 1 , x 2 , x 3 ....x n } and
The decimal values in ind K are in the interval <0,1>. The corresponding K is then computed easily from (8).
The mapping is done in the standard procedure as in AP basic and general approach of K indexation. When K is needed, the value in the corresponding position from (8) is directly used.
AP direct2 -direct encoding of K in the individual 2
Within a later analysis of AP direct1 behaviour, authors found out some problematic issues connected with the neighbourhood of arguments which are responsible for K estimation. Since they are dependent only on the decimal part of the argument regardless the integer part of the value, two points placed on the opposite sides of the coordinate system can be neighbours from ind K point of view. It does not help the evolutionary optimisation process which expects for a successful performance that two points lie next to each other physically in the coordinate system. This new approach is based on the previous and abovedescribed AP direct1 (Urbanek et al, 2016) . The difference is in the different computation of ind K (9). It takes the value of the not rounded individual as the proportional part in respect of length of all components in GFS All .
where ind = {x 1 , x 2 , x 3 ....x n } and Dim(GFS All ) means the number of all non-terminals and terminals used in AP. For instance, if GFS All ={+, -, /, *, x, K}, the Dim(GFS All ) = 6 and the valid range for arguments in the individual is in the interval <1,6>.
USED EVOLUTIONARY ALGORITHM -DIFFERENTIAL EVOLUTION
As mentioned above, the Analytic Programming needs an evolutionary algorithm for the optimisation -finding the best shape of the complex formula. This research used Differential Evolution (Price, 2005) in its canonical version DE/Rand/1/Bin. Future research expects to use some other strategies as DE/Best/1/Bin or SHADE which was quite promising in (Viktorin et al., 2016) . DE is a population-based optimisation method that works on real-number-coded individuals (Price, 2005) . is quite robust, fast, and effective, with global optimisation ability. It does not require the objective function to be differentiable, and it works well even with noisy and time-dependent objective functions. Description of used DERand1Bin mutation strategy is presented in (10). Please refer to Storn 2001, Price 2005) for the description of all other strategies.
PROBLEM DESIGN
These above-mentioned strategies of AP extended , AP direct1 and AP direct2 were applied on standard benchmark testsapproximation of polynomial expression -quintic (11) and sextic (12).
RESULTS AND DISCUSSION
The paper will compare AP extended , AP direct1 and AP direct2 strategies with differential evolution DE/Rand/1/Bin. The setting was based on some previous research in this field (Tab. 1.). The previously published results (Oplatkova, 2009) stated that the cost function evaluations for quintic and sextic problems were in the interval <500, 18 000>. Compared to these already published results with AP nf , it seems that currently, we do not provide any improvement (Tab. 1.) in the sense of convergence speed. As already mentioned, AP nf is a specific case of AP meta . Therefore the correct statement of the cost function evaluations should be <500, 18 000> * cca 5000 iterations which is equal to <2 500 000, 90 000 000>. Thus, our setting in Tab The results for the sextic problem are depicted in Fig. 7 . The results showed that AP extended , AP direct1 and AP direct2 are comparable in the achieved results. The evolution process within AP direct1 and AP direct2 was carried out longer (20x200000 = 4x10 6 CFE) for The post analysis showed that the process got often stuck in local optima for a long time, e.g., Fig.10 depicts the history of cost function evaluation on one example of one AP direct2 run. However, some quality solutions (e.g. Fig. 11 ) were obtained after circa CFE equal to 2 000 000 which is still significantly less than AP nf .
The results also proved that the assumption of authors which led to AP direct2 proposal was wrong. The evolution can work even with the individuals who assume non physical neighbourhood. The future plans include to leave the evolution in the process when the acceptable error will be reached. The final number of cost function evaluations will be compared. Since (Viktorin, 2016) presented better results with SHADE strategy of differential evolution for the same setting for population size and the number of generations (Tab. 1), future plans include usage of different strategies of DE and different evolutionary algorithms as Self-organizing migrating algorithm, Particle swarm algorithm and others. The best option for mentioned SHADE strategy was Min = 0.000139781 for the quintic (Fig. 12) 
