We introduce a numerical method for a mathematical model of fully nonlinear water waves. The method is based on a transformation of the dynamic water volume onto a xed domain, thus regridding at each time step is avoided. The transformation introduces an elliptic boundary value problem which is solved by a preconditioned conjugate gradient method. Numerical experiments are presented and they show nice convergence properties of the iterative solver as well as convergence of the entire solution towards a reference solution computed by another scheme.
Introduction
The purpose of this paper is to introduce a new numerical method for solving fully nonlinear free surface waves modelled by standard potential theory. The main application area of this method is typically the calculation of wave forces on marine installations.
These types of wave problems have traditionally been addressed by linear theory or second order perturbation theory to estimate weak nonlinear e ects. The governing Laplace equation has almost exclusively been solved by boundary element methods (BEM), usually with piecewise constant elements. Important contributions to solving the fully nonlinear wave problems using BEM are brie y reviewed by Ferrant 11] . In linear or second order theory one can derive relevant Green functions for the integral equation such that it is only necessary to discretize the surface of the marine installations, and at most a smaller part of the mathematically at water surface in the vicinity of the installations. Hence, the advantage of integral equations and BEM over solving the Laplace equation directly in the water volume is obvious. Nevertheless, in the fully nonlinear case the integral equation approach requires discretization of the complete, moving boundary of the water volume. In this case we will later in this paper give heuristic arguments which show that nite element or nite di erence discretization of the Laplace equation in the water volume may be asymptotically more e cient than BEM. New preconditioning techniques for Laplace equation solvers are the main reason for this result.
Solution of the Laplace equation arising in the model of fully nonlinear water waves around marine installations by the nite element method (FEM) is not very common. Actually, these types of volume methods have received surprisingly little attention in the literature. To our knowledge, Eatock Taylor 19] is the pioneer of applying nite element methods (FEM) in this respect. Equally novel is the spline method of Even Mehlum described in 15] in which smooth spline functions in connection with spectral expansion are used to solve the Laplace equation.
The method presented here is based on a nite element discretization of the Laplace equation in the water volume, while the free surface boundary conditions are discretized by standard nite di erence techniques. The choice of nite elements instead of, e.g., nite di erences for the Laplace equation is mainly motivated by the inherent exibility of nite elements with respect to adaptive grids and higher order approximations, that is, p and h ? p extensions of FEM, although these extensions will not be discussed herein. Use of nite elements to treat complicated geometries, due to the bottom topography and, e.g., marine installations, is of less importance since we will present a domain imbedding approach that handles the geometry aspect of the problem without the need for sophisticated gridding techniques. The possibly complicated geometry of the free surface normally requires re-gridding of the water volume at each time step, but we avoid this by a time dependent mapping of the water volume onto a simple stationary solution domain for the Laplace equation.
Most of the computational e ort in this numerical method is devoted to the solution of the Laplace equation. We use e cient preconditioners in combination with the conjugate-gradient (CG) method to achieve an optimal solution method, that is, the total cost of a simulation is proportional to the product of the number of grid points and the number of time steps. The implementation of e cient preconditioners is signi cantly simpli ed since the mapping of the water volume and the domain imbedding technique allow the solution domain for the Laplace equation to be, e.g., a box with a uniform grid.
In the following sections, we rst outline the well known mathematical model of nonlinear water waves. Then we present a brief discussion of the choice of nite element methods versus boundary element methods for solving the Laplace equation. This discussion forms the background for deriving a modi ed system of governing equations. Thereafter a new, e cient method for solving the Laplace equation is described. Based on this, we formulate the numerical algorithm for the dynamic problem. Finally, we evaluate the performance of the algorithm in several two-and three-dimensional applications. The associated simulation programs have been developed using Diffpack (see 9, 17]).
2 The governing equations 2.1 Outline of the mathematical model Let ( x; y; z) be the spatial coordinates and let t denote time. We make the standard assumption that the wave induced velocity eld is divergence free and irrotational. Introducing the velocity potential '( x; y; z; t), the governing partial di erential equation, arising from mass conservation in the water volume, is the Laplace equation r 2 ' = 0. Besides the velocity potential, the free surface z = ( x; y; t) is the other primary unknown of the problem. The motion of the free surface is governed by the kinematic and dynamic boundary conditions: t + ' x x + ' y y ? ' z = 0;
Here g is the gravitational acceleration in the negative z-direction, and subscripts denote derivatives, for example, t @ =@t. Equation (1) guarantees that no mass transfers through the free surface, while equation (2) is a force (pressure) balance at the surface. At solid boundaries, the normal derivative of ' must equal the normal velocity of the boundary. However, in this paper we will study problems with xed solid boundaries, i.e. @'=@n = 0 at these boundaries. We refer to, e.g. Whitham 20 ] for a derivation of the equations above.
The water volumes of interest in this paper can be written on the form (t) = f( x; y; z) j ( x; y) 2 x y n S ; ?H z ( x; y; t)g:
Here, x y is a two-dimensionalcomputational domain containing a solid obstacle with x y cross section S . Both x y and S are stationary with respect to time. An example of a solution domain of this type is shown in Figure 4 on page 19. The solid obstacle may represent an oil platform leg. To avoid the in uence of radiation conditions on the evaluation of the proposed numerical algorithm, we will restrict the numerical examples to a water tank such that the boundaries of x y are solid. For simplicity, the depth H is considered as constant, but the treatment of a space-time dependent depth function will follow directly from our treatment of the free surface.
Boundary elements versus nite elements
In modelling water waves, most numerical methods are based on a certain operator splitting. At a speci c time level, equations (1) and (2) are solved at the twodimensional free surface to determine the new shape of the three-dimensional water volume , then the Laplace equation is solved in . Of course, the most CPU-time consuming steps are the discretization of the time dependent solution domain and the solution of the Laplace equation therein.
There is a strong tradition in marine hydrodynamics for solving the Laplace equation by boundary element type techniques instead of a straightforward nite element discretization in the volume. The reason for this is that the number of unknowns in the resulting linear system is reduced. However, modern preconditioning techniques for elliptic boundary value problems have led us to reconsider this point of view. For a general description and an analysis of boundary element methods and nite element methods we would like to refer to the books of Becker 2] and Ciarlet 8] .
Let us give a very heuristic comparison between FEM and BEM for solving the Laplace equation in . For simplicity, we consider the case of a square domain without any internal obstacle and an associated uniform grid with n grid points in each direction. Thus the number of unknowns is roughly as given by Table 1. FEM BEM 2D n 2 n 3D n 3 n 2 Here, the system matrix associated with the nite element discretization is sparse. Using linear elements, we get ve nonzero diagonals in 2D and seven in 3D. Higher order elements introduce more nonzero diagonals, but it is always a xed number independent of n. On the other hand, the matrices arising from a boundary element discretization are dense.
The matrix-systems can be solved by both direct methods and iterative methods. For the problems under consideration, iterative methods are known to be much faster so we assume that both the BEM and the FEM systems are solved by a conjugate-gradient-type iterative method. It is well known that BEM matrices are well conditioned, hence an iterative method is expected to converge in a nite number of iterations I B independent of n. Since the computational cost of one matrix-vector multiplication for BEM is the square of the number of unknowns, the computational cost of solving the BEM-system iteratively is O(n 2 ) in 2D and O(n 4 ) in 3D. For the last 20 years there has been a lot of research activity connected to the development of preconditioners for elliptic boundary value problems. A recent survey of this eld is provided by Bruaset 5] . One particularly simple scheme is known as \The modi ed incomplete LU-factorization" (MILU). It was introduced by Gustafsson 13] and will be further discussed below. It is well known that this preconditioning technique reduces the spectral condition number of the FEM matrix to O(h ?1 ), thus requiring O(n 1=2 ) iterations. This leads to a computational cost of O(n 2:5 ) in 2D and of O(n 3:5 ) in 3D. However, it is also possible to derive preconditioners which result in uniform condition numbers. Hence, the number of CG iterations needed to solve the discretized Laplace equation become independent of n. With these optimal preconditioners it only requires a computational cost of O(n 2 ) in 2D and O(n 3 ) in 3D for FEM. A summary of these heuristic arguments is given in Table 2 . Based on these observations, we nd it interesting to consider the application of FEM for solving the Laplace equation in the three-dimensional water volume using a preconditioned conjugate gradient (PCG) method.
Transformation of the physical domain
As discussed above, the solution of the Laplace equation is the most timeconsuming part when modelling fully nonlinear water waves. Notice that the Laplace equation must be solved at each time step in a time dependent geometry (t) as de ned in equation (3) . Our approach to an e cient solution of the Laplace equation is founded on two basic demands:
1. We do not want to re-grid the water volume at each time step since this is a complicated, time-consuming process. 2. We want to solve the linear system arising from the nite element discretization by a preconditioned conjugate gradient (PCG) algorithm where the associated linear operator is uniformly well conditioned with respect to the mesh partition parameter n. The rst demand can be met by introducing a simple transformation of the water volume, in which we map onto a stationary domain e on the form e = f(x; y; z) j (x; y) 2 xy n S ; ?H z 0g with boundaries xed in time. In this way we avoid the re-gridding process at each time step. The transformation : ( x; y; z) ! (x; y; z) can be de ned as x = x; y = y; z = z + H f ? 1 H; (4) where f( x; y; t) = ( x; y; t) + H and f( x; y; t) 0. However, the case of f = 0 means a dry spot in the physical domain and will not be considered further.
Hence, we assume that j ( x; y; t)j < H throughout this paper. Note also that the x y-coordinates are the same as the xy-coordinates in the transformation, we thus drop notations x, y and use x,y instead throughout the remaining text.
Figure 1: Transformation between physical and stationary solution domains in a two-dimensional example.
The Jacobian matrix J associated with the transformation has the form J(x;y;z;t) = (7) Normally, we consider the two-dimensional computational domain xy on the form xy = 0; L 1 ] 0; L 2 ]. Hence the new three-dimensional solution domain e has a simple box shape. However, complicated geometries occur when the water volume contains a solid obstacle. This may demand sophisticated gridding techniques. In these situations, a domain imbedding approach (also referred to as the method of ctitious domains) may be useful in overcoming this di culty. Roughly speaking, we introduce an arti cial, non-physical permeability that is unity in water and that equals a small value inside the solid obstacle. More precisely, we replace K in the governing partial di erential equation (6) by K , where K = I (x; y) 2 S ; K (x; y) 2 xy n S : Here, I denotes the identity matrix.
It has been shown, see 16] , that the errors in the discrete nite element approximations to ' and r' are of order in proper norms regardless of the mesh size, as long as the element boundaries coincide with the boundaries of the obstacle. To treat complicated geometries accurately, one can hence choose small enough so that the errors due to \water ow" through the obstacle are negligible in comparison with other discretization errors.
Introducing domain imbedding, the governing partial di erential equation can always be solved in the simple box-shaped computational domain
Hence we can choose, e.g., a uniform partition of . More important, it makes the implementation of e cient preconditioners easy. This will be addressed in Section 3.
The system of governing equations
We will now list the complete initial-boundary value problem to be solved in this paper. It is convenient to introduce two new variables; the potential and the z-component of particle velocity evaluated at the surface , (see Zakharov 
21])
F(x; y; t) = '(x; y; (x; y; t); t); (9) G(x; y; t) = ' z (x; y; (x; y; t); t):
Moreover, we split the boundary of into three non-overlapping components: @ = ? 1 ? 2 ? 3 . Here, ? 1 represents the solid walls: x = 0; L 1 , y = 0; L 2 , z = ?H; ? 2 is the free surface z = 0 outside the obstacle ((x; y) = 2 S ), and ? 3 is the remaining part (the free surface \inside" the obstacle). With these new variables, we can write the complete system of partial di erential equations and boundary conditions on the following form.
r (K r') = 0 in ; 
The latter three conditions re ect that the surface is initially at rest with a prescribed shape z = 0 (x; y). Similar equations for F and G have been introduced and used by Mehlum in 15].
Preconditioning
It is readily seen that the system (11)- (14) is a standard, variable-coe cient Laplace-type equation with Neumann and Dirichlet boundary conditions. Its nite element formulation is straightforward and gives rise to a linear system on the form A = b; (20) where A is a sparse, symmetric and positive de nite matrix, and is a vector of the unknown ' values at the grid points of . Such linear systems can be e ciently solved by the PCG method, see e.g. Axelsson and Barker 1] . That is, instead of solving (20) explicitly, we solve the equivalent system M ?1 A = M ?1 b; (21) where M is also a sparse, symmetric and positive de nite matrix. The preconditioner M should be constructed such that M is spectrally close to A and such that problems on the form Mx = g can be e ciently solved.
As mentioned above, over the last 20 years preconditioners for the e cient numerical solution of discretized second order elliptic problems have been extensively studied. The most popular methods are based on domain decomposition techniques, multigrid methods and incomplete factorizations, see e.g. Hackbusch 14] and Bruaset 5] . In this paper we will consider so-called fast solvers as preconditioners for systems on the form (20) . It is proved in 7] that a very small domain imbedding parameter does not destroy the optimal convergence property of the PCG method. In fact, it is shown that the number of CG-iterations is bounded independently of and the mesh parameter n.
Recall that we have mapped the dynamic, physical domain (t) onto a stationary computational domain . Hence, we get an elliptic boundary value problem posed on a rectangular domain in 2D or a box in 3D. In this case, we can use fast solvers for the Laplacian as preconditioners for the system (20) , see e.g. Greenbaum 12] . That is, the preconditioner M is de ned as the matrix associated with a nite element discretization of the following problem 
where we use the same discretization method and the same element type as for the system (11)- (14) . In this case, it is well known that the number of CGiterations needed to solve (21) is bounded independently of the mesh partition parameter n. 
It is readily seen that r(x; z; t) 2 and since j (x; t)j < H it can be shown that 
Hence, if jf x j is bounded then it follows from (23)-(25) that the number of CG-iterations needed to solve the preconditioned system associated with a 2D case is bounded independently of n.
In order to apply the preconditioner, M we must be able to solve systems on the form
e ciently. It is well known that problems on this form can be solved in O(N)
operations, where N denotes the number of unknowns, using domain decomposition techniques or multigrid methods. However, applying the domain imbedding technique, described in the previous section, the problem (22) 
Numerical experiments; Simpli ed cases
In this section we present some examples illustrating the behavior of the domain transformation technique and the FFT-based preconditioner described above. Simulations based on the full model (11)- (19) in 2D and 3D are presented below.
We solve a typical variable-coe cient Laplace-type problem on the form (11)- (14) that arises at each time step in the numerical algorithm for the full wave problem. For simplicity, we restrict our attention to a two-dimensional com- One can then verify that '(x; z) = ' (e) (x; z(x; z)) is the exact solution of the problem. where g is a discrete nite element function, and g j , j = 1; : : : ; N, denote its nodal values. Assuming an error function E(h) = Ch , we can estimate the constants C and from computer experiments. In the following, only is estimated by comparison of subsequent experiments. Gaussian elimination is used as the equation solver, and linear elements are used for the discretization. The numerical results are shown in Table 3 , where nite element solutions are denoted by b '. Clearly, second order convergence is obtained for all test problems. Hence, it seems that the expected order of the error is preserved by the domain transformation technique.
Convergence of the numerical solutions

Numerical results for the PCG method
Now we want to study the number of CG-iterations needed to solve the linear system associated with the two-dimensional test problem described above. A vector 0 with zeroes is used as initial guess for the iterations, and as stopping criterion we have used kb ? A k k 2 =kb ? A 0 k 2 < . From (23) and (24) Table 6 : The number of CG-iterations needed to solve our model problem with surface elevation = 3 .
equations for and F, i.e. equations (15) and (16) . Inside the time interval 0; T], the numerical solution is sought at a nite number of time levels t k such that 0 = t 0 < t 1 < t 2 : : : < t S = T. We introduce t k such that t k = t k ?t k?1 .
When the computational domain is of rectangular shape, it is convenient to solve (15)-(19) by a nite di erence method. The details of this method will now be listed for the two-dimensional case, with straightforward extensions to the fully three-dimensional problem. Let the computational domain 0; L] ?H; 0] be partitioned into (n x ? 1) and (n z ? 1) subintervals in the x-and z-directions, respectively. We want to compute the approximations of '(x; z; t) and (x; t) together with F(x; t) and G(x; t) at discrete time instants at points in the dynamic, physical domain which are mapped from the corresponding grid points in the computational domain, 
Discretization of surface conditions
For the equations (15) and (16), we apply centered di erences of the Leap-frog type in time. Using a discrete spatial di erence operator D to be de ned below, the discrete surface conditions can be written The algorithm for a two-dimensional fully nonlinear wave simulation can then be written as follows. Remarks.
1. The proposed algorithm is explicit. Formally, the order of accuracy is O( x 2 ; t 2 ) for constant t and a second order spatial di erence operator D.
2. At each time step, during the solution of the Laplace equation, the velocity potential from the previous time step is used as start vector for the PCG method. 3. The Neumann boundary conditions at the solid boundaries x = 0 and
4. D k i and DF k i (2 i n x ? 1) should be the approximation of the rst-order derivatives with respect to x on interior grid points at the free surface. The simplest way of calculating them is by the centered nite di erence like e.g.
with the exception of grid points which are at the boundary of the obstacle.
However, if S = ; and the computational domain is of rectangular shape, cubic spline interpolations of discrete F k i and k i can be used to calculate D k i and DF k i . Numerical experiments indicate that both accuracy and stability can be enhanced compared with the centered di erence (27) . In this way, we may achieve better accuracy at a negligible cost since the matrices associated with the spline interpolations can be computed in a factored form once and for all. but in order to achieve second-order accuracy, we employ the formula given in step 2e of the numerical algorithm. 6. The numerical algorithm is only conditionally stable. In the fully nonlinear case, it is di cult to derive a theoretical stability condition, and t must be determined on an experimental basis. In simpler problems a constant t is su cient, while in more challenging problems we apply a variable t, where the number of PCG iterations is used as an indicator whether t is too large or too small. If the number of iterations is below a lower critical limit, say two, the size of t is doubled, while t is halved if the number of iterations is larger than an upper critical limit, say ten. Smoothing of F k i and k i by standard algorithms can also be necessary. Due to the absence of an analytical solution for the current example, we compare our numerical solution with the results of a spline method developed by Mehlum 15] . The spline computations which de ne a reference solution were performed on a very ne mesh. We study the convergence of the numerical solution with respect to this reference solution under re nement of the grid. In particular, the surface elevation (x; t) and velocity potential at the surface F(x; t) are 
Deep water
We now consider waves whose typical wavelength is much less than the depth of the water tank. In the experiments, the parameters are as follows. L = 160; H = 70; 0 (x) = 6:5 cos L x + 5:5 cos 2 L x : Again we note that the solution computed by the proposed algorithm converges towards the solution obtained by Mehlums spline method, cf. Trilinear elements are used in the nite element discretization. Again we compare the numerical solution from the new algorithm with the solution computed by Mehlum's spline method on a very ne grid. The information about the grid sizes and the errors can be found in Table 9 . The PCG method converges within 5-7 iterations at each time step for the FFT-based preconditioner and the same stopping criterion as in the 2D experiments. Table 9 : The wave motion in a water tank; a comparison of and F computed by the new algorithm and Mehlum's spline method at time t = 4.
A water tank containing an obstacle
We end this presentation by a numerical experiment with water waves in a tank containing a vertical cylinder with square base, i.e. the physical domain is on the form (3) with S being a square located close to the center of the tank. The horizontal section of the geometry to be considered is depicted in Figure 4 . This experiment is partially representative for simulating wave forces on a marine installation. However, real-world applications usually involve more complicated geometries. As mentioned earlier in this paper, a domain imbedding approach is introduced to treat the internal obstacle. In the general case, the geometry of the obstacle will not intersect the underlying uniform grid of the computational domain along the grid lines. This is of no principal di culty, but in the numerical experiments we have decided to work with a geometry that coincides with the grid lines such that errors from intersections are eliminated. The domain imbedding parameter was chosen to be = 10 ?12 . In this 3D case the discretized Laplacian (26) was solved by a multigrid method. Thus providing a suitable implementation of the preconditioner M for the problem (11)- (14) . Figure 5 shows that the numerical solutions converge under re nement of the grid. Moreover, gure 6 indicates that the proposed numerical algorithm models the water ow around the obstacle properly. For suitable time steps (e.g. t = 0:05; 0:1) we observed that the PCG method gained expected accuracy in less than 10 iterations per time step. The number of CG-iterations needed to solve the problem was independent of the domain imbedding parameter and the number of spatial grid points. Further details of the domain imbedding procedure and the in uence of can be found in 16] and 7].
Conclusions
We have developed a new numerical scheme for the fully nonlinear equations modelling water waves. The key feature of the method is that regridding of the computational domain at each time step is avoided and optimal convergence of The dashed line is the result from the numerical discretization n x = 65, n y = 17, n z = 25 and t = 0:1; The dash-dotted line is the result from the numerical discretization n x = 33, n y = 9, n z = 13 and t = 0:1.
the conjugate gradient method is achieved. Numerical comparisons with another carefully tested scheme show that the solutions generated by the two schemes seem to converge towards the same solution as the mesh sizes are reduced. 
