Abstract
Introduction
The theory of linear scale-space [6, [7, 81 first introduced the idea of nonlinear diffusion where diffusion is preferred within a smooth region to diffusion near an edge. They replaced the homogeneous heat equation (2) by a nonlinear equation This actually introduces part of edge detection into the diffusion process, and allows interaction between scales right from the beginning of the diffusion process. In the nonlinear diffusion process by Perona and Malik, edges remain sharp and undistorted across many scales. Thus it yields stable edges across many scales and makes tracking features between scales unnecessary. However, the nonlinear diffusion process introduced by Perona and Malik does not perform well with noisy images and very similar images could produce divergent solutions, as pointed out in [3, 11. The problem is mainly due to the dependence of the variable diffusion coefficient g ( l 0 u l ) on the magnitude of the gradient. Lions and Morel's group [3] proposed to solve the problem by replacing the gradient inside g((Vu1) with the estimate from a smoothed image, i.e., replacing g(IVu1) with g(IVG, * U / ) . Thus, an image is first smoothed by convolving with a Gaussian kernel of size 0. It can be shown that this simple modification solves the difficulties with the Perona and Malik formulation. A question that needs to be answered before applying the diffusion process is what size Gaussian kernel should be used to smooth the image. Note that the whole image will be smoothed by a Gaussian kernel of the same size.
Both diffusion processes in Eq. This process is anisotropic and has a geometric interpretation: it diffuses U is in the direction orthogonal to its gradient V u and does not diffuse at all in the direction of the gradient Vu.
Weickert [lo, 11,9] proposed a fully anisotropic diffusion filter. It is obtained by integrating a 1D diffusion equation in the direction of e+ = (~o s + , s i n + )~
where the boundary condition is given by This is a true anisotropic diffusion process with a diffusion tensor that prefers diffusion in the direction parallel to the edge to diffusion in the direction perpendicular to the edge.
As can be seen from the above, there have been several important conceptual advances in scale-space, from the linear scale-space proposed by Witkin and Koenderink [ti, 121, first to nonlinear diffusion initiated by Perona and Malik [7] , then to the anisotropic diffusion models by Lions and Morel's group [l] and by Weickert [9] . In this paper, we propose another conceptual advance motivated by difficulties with the current state-of-the-art of geometry-driven diffusion. All difficulties are associated with the diffusion coefficientltensor that continuously depends on the gradient, and the resulting nonlinear diffusion equation. 
Two forms of g ( s )
often used are:
where the parameter K must be chosen appropriately. A large K will cause low contrast edges to be smoothed out, while a small K leads to slow diffusion within regions with no edges. Slowly varying edges spanning a large area will be smoothed out if the gradient is lower than the threshold determined by K in the beginning since the gradient will become even lower as the diffusion goes on.
3.
In the anisotropic diffusion processes in [l, 10, 11, 91 (Eqs. ( 3 ) and (4)), the diffusion operators are symmetric, i.e., the diffusion is the same in directions ed and -e$. In both cases, diffusion is not allowed in the direction orthogonal to the edge. However, what is really desired is to make the diffusion asymmetric at the edge such that diffusion in all directions within an region except across the edge are allowed, as shown in Fig. 1 .
In this paper, we propose a diffusion process in Section
Local Scale Controlled Anisotropic Diffusion and Local Noise Estimate
The new diffusion process is based on the following simple observation: Anisotropic, nonlinear diffusion equation using diffusion coefficientsjtensors that continuously depend on the gradient is not necessary to achieve sharp, undistorted, stable edge detection across many scales. All is needed is to know when and where to stop the linear diffusion, i.e, a piecewise linear diffusion process rather than a nonlinear diffusion process. 
Local Scale Control with Local Noise Estimate
The key to local scale control is the prior computation of a significance function s ( u ) which determines the lower bound on the smoothing kernel needed to reliably assert a non-zero gradient or to reliably determine the sign of the second order derivative. Reliability here means tha.t the likelihood of making at least one decision error over an entire image is less than a given tolerance, say 5%. The significance function depends on the L2 norm of the filter, the statistics of the sensor noise, and the quantity to be estimated. For Gaussian i.i.d. sensor noise and an image of standard size (E 256 x 384), Elder and Zucker [4, 51 found the significance functions for asserting a non-zero gradient or for determining the sign of the second order derivative to be where cn is the standard deviation of the noise, ~1 and c2 are the scales of i;he Gaussian first and second derivative filters respectively. At the beginning, the gradient (second order derivative) response is normally smaller than the significance function. With increas mg scale, both the gradient (second order derivative) response and the significance function decrease. However, the significance function decreases much faster than the gradient (second order derivative) response. The scale at which the two curves intersect is the minimum reliable scale for asserting a nonzero gradient (zero-crossing of the second order derivative). Elder and Zucker estimated ( T , from the image by highpass filtering a slow varying region of the image. They obtained the minimum reliable scale at each point by using the smallest scale at which a nonzero gradient or a zero-crossing of the second order derivative can be reliably detected, chosen from gradients or second order derivatives computed at a certain interval of scales, say ~1 (OT u2) = 0.5,1,2,4,8. As demonstrated in [4, 51, local scale control enables the scale to be chosen according to the local contents of the image, and yields edge detection results that remove noises, show both the details and clear edges from blurred contours.
The local scale control as presented by Elder and Zucker [4, 51 needs further improvements.
The local scale as presented by Elder and Zucker
is isotropic. The example in Fig. 2 shows the necessity of anisotropic local scale control. The blur scale of the horizontal edges is small and constant while the blur scale for the vertical edge varies over a wide range.
2.
A more important problem with the local scale as presented by Elder and Zucker is that the same noise variance D: is used for the entire image. This assumes that the noise is uniformly distributed over the image and uncorrelated with the image signal. This assumption is not true in general. The example shown in Fig. 3 is a 1D
signal obtained from a single row of the clown image (60th row in Fig. 4(a) ). It is obvious that the noise is not uniformly distributed. If a single noise variance estimate is used in the local scale, places with less noise will be oversmoothed, while places with more noise will be undersmoothed. In 2D images, the noise variance at a point may be different in each direction.
To overcome these problems, it is necessary to estimate the noise at each point in each direction. There may be several feasible noise estimates. We propose a noise estimate based on the number of zero-crossings of the second order derivatives in a direction and the amount of unipolar energy in the directional derivative, i.e.,
where Z ( i , j , e$, P, y) is the number of zero-crossings of the second order derivative at (i, j ) in the direction e$ over the distance of y, i.e., from (i,j) to (i,j)+ye$.
,b' and y can also be estimated from the image. This estimate is motivated by the following two facts:
In a place with lots of noise, there is always lots of zero-crossings of the second order derivative. Therefore, the noise estimate should increase with
Z(&j,edl,P,7).
A significant edge is associated with a large, mostly unipolar, i.e, either mostly positive or mostly negative, derivative over a certain range.
In this case, the sum C~~:~~" '~ e in the denominator will be large. On the other hand, in -a region with high frequency noise over a slowly varying signal, the derivative will oscillate between positive and negative. Thus, the sum C(i73)+ye4 2~ will be small. As a result the denominator reduces the noise estimate at high contrast edges to avoid smoothing out the edge, and at the same time, maintains ihe high noise estimate level at regions with heavy noise over a slowly varying signal. In our implementation, four directional noise estimates is computed at each point:
The constants in Eq. (7) are incorporated in the parameter p. Note that this estimation needs to be done only once before the diffusion starts. Figs. 3(b) and (c) show the two directional noise estimates of the signal in Fig. 3 (a) with P = 1 and y = Ea points in both directions. Observe that both noise estimates are very small around t,he significant edges and large at places with lots of oscillations. The initial and boundary conditions are the same as in Eqs. (4) and (5) = O a t thenext pixelin the e$ direction as soon as a zero-crossing of the second order derivative at that pixel can be reliably detected, i.e., as soon as the magnitudes of the second order derivative at neighboring pixels exceed the significance function s 2 ( & , i , j , e + ,~, y ) = gn(i,j,e@,p,y)/dF, and there is a sign change of the second order derivative. This stops the dirusion either at pixels with significant magnitude of gradient or at a zero-crossing in a direction as soon as the gradient or zero-crossing can be reliably detected in that direction. After a sufficient amount of time, diffusion is stopped along all boundaries with significant gradient or second order derivative zero-crossings exceeding the significance function. In regions inside bou odaries with significant gradient or bounded by zero-crossings of the second order derivative, diffusion is ;till linear except at the boundary. On the boundary, the diffusion is zero. Next to the boundary, the diffusion is anisotropic, asymmetric, and does not cross the boundary as illustrated in Fig. 1 . The anisotrory and asymmetry is only with respect to the boundary in the sense that diffusions on two sides of the boundary are totally independent. This is a much more eflicient scheme for smoothing inside a region than the methods by Lions and Morel's group [l] , and by Weickert [lo, 11, 91 where diffusion near the boundary is only concentrated along the direction of the boundary. Advantages of the new local scale controlled diffusion algorithm is summarized below:
1. It stops the diffusion at the place and time de 8% )
3.
termined by the significance function using a spatial variant, anisotropic local noise estimate. The use of local noise estimate avoids nonselective smoothing, and further enhances selective smoothing. Together with local stopping, it solves the difficulty of determining the size of Gaussian kernel c for smoothing the image in order to reliabley estimate the derivatives, existing in previous geometry-driven diffusion algorithms.
It advances the local scale concept by introducing spatial variant, anisotropic local noise estimation and local stopping of diffusion. The local noise estimate is more realistic than the previous assumption of uniformly distributed noise uncorrplated with the image signal. The local noise estimate significantly improves local scale control. With the local noise estimate, heavy noise areas are smoothed substantially more, and at the same time, enables preservation of sharper significant edges, than a constant noise estimate for the entire image. Local stopping of diffusion allows an efficient implementation of local scale control.
It not only does not diffuse across boundaries of significant gradient or zero-crossings of the second order derivative, but also enhances edges. Unlike in [7, 81 where the edges are enhanced right from the beginning, which could amplify noises, our algorithm starts to enhance edges only after just the right amount of smoothing specified by the significance function and the local noise estimate. This is illustrated in Fig. 3 using a 1D example. Notice that the edges in Fig. 3 become shaper after the diffusion. As soon as a zero-crossing of the second order derivative can be reliably detected according to the significance function, the diffusion is stopped at the zero-crossing. Since the diffusion form the two sides keep on diffusing towards the zero-crossing point where the diffusion is stopped, it brings one side higher, and the other side lower, thus, enhances the edge. Because of the fixed boundary condition used, there will be no bunching up at the place where diffusion is stopped. The points where diffusion is stopped will eventually reach steady state, i.e., be brought up or down to the same level of immediate edges, if the diffusion keeps on going. Afterwards, there will be no more changes because gradients will be zero everywhere except at the points where diffusion is stopped. In experiments, it is found that for most images, after about 20 to 50 iterations, it will be very close to the steady state and changes age nonselectively before the selective geometrydriven diffusion as in previous algorithms. There is only one diffusion process, thus only one copy of the image is needed in our algorithm. 5 . It will enhance a slowly varying edge that persists long enough in the diffusion process even if the estimate of ( T , is too large, because the significance function declines much faster than the gradient and second order derivative filters. A slowly varying edge will remain to exist for a long time in the diffusion process if it spans a long range. The ability to enhance slowly varying edges is in contrast to previous geometry-driven algorithms. In these algorithms, if a large K (Eq. (6)) is chosen and if in the beginning the gradient of a slowly varying edge spanning a long range is smaller than the threshold determined by K , it will become even lower as the diffusion goes on. As a result, these slowly varying edges tend to be smoothed out .
4.
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6. It is anisotropic and asymmetric only with respect to boundaries with significant gradient or reliably detected zero-crossings of the second order derivative, thus allowing diffusion in all directions on each side of the edge, and leading to simple computation and fast smoothing within a region. In previous geometry-driven diffusion algorithms, diffusion is the same in direction e@ and -e0, and diffusion near the boundary is concentrated tcj be parallel to the edge. in nn is chosen too small, some small variations will be enhanced as well, leading to the staircase phenomenon similar to those in other geometry-driven methods as pointed out in 181. These staircases may be eliminated become very small for further diffusion.
In previous geometry-driven nonlinear diffusion,
_ .
although diffusion across edges is small, it is not zero. If the diffusion is allowed a long period of time, some edges will be smoothed out. On the other hand, the local stopping in our approach, the steady state is reached approximately in a small number of iterations. Afterwards, even if the diffusion continues to run for a long period of time, it will not smear edges, but simply make the edges sharper.
The algorithm is very simple to implement, and only two parameters are required: the scale factor /? of the noise estimate un and the y used for counting the number of zero-crossings. In addition, there is no need to first smooth the imby increasing p. If , B is chosen too large, small structures or low contrast edges may be smoothed out. However, if the low contrast edge extends a longer range than the smaller variations, and can survive a longer diffusion time, it will eventually be enhanced.
Experimental Results
We implemented two versions of the new local scale controlled diffusion. One based on the magnitude of the gradient and the other based on the zero-crossing of the second order derivative. Some results are presented in this section. (6) , and the number of iterations. G, = GI in all examples using the impro fed Perona and Malik diffusion. Smaller o leads to noisy edge detection results, requiring more iterations to remove noises. Bigger 0 means more nonselective smoothing, leading to loss of more details. In our algorithm, there are also three parameters: p, y, and the number of iterations. However, the number of itera1,ions is unimportant in our algorithms as discussed pIeviously.
In all cases, the edge images are obtained using the Canny edge operator [2] on the Web at http://www.ius.cmu.edu/tlemos/edge.html provided by Henry Rowley of CMU. In this implementation, the Gaussian smoothing kernel is a 3 x 3 window with U z 0.6. *Therefore, smoothing is minimal and the algorithm basically detects maximums of the gradients. Fig. 4 shows the 200 x 320 clown image in the Matlab, examples of the diffused clown images using the new local scale controlled diffusion and the improved Perona and Malik diffusion with similar amount of diffusion, and the edge detection results using the diffused images. Different parameter settings were used in each case. Figs. 5 shows the Canaletto image used in [7, 81, examples of diffusion of the image using the new local scale controlled diffusion and the improved Perona and Malik diffusion with similar amount of diffusion, and the edge detection results using the diffused images. The size of the Canaletto image is 479 x 512. The image has a broad range details, blurs and contrasts.
In the experiments it is observed that the new local scale control diffusion yields comparable or better results compared to the improved Perona and Malik diffusion, but with an algorithm that is simpler and easier to analyze. Quantitative study with specified applications is required for a more accurate assessment.
Note that in both Figs. 4 and 5, the / 3 used in the zero-crossing stopping criterion is larger that required in the magnitude of gradient based criterion to obtain similar results. This is because the zero-crossing criterion is more strict than the magnitide of gradient criterion, and is able to eliminate more unwanted noises. The advantage of the magnitude of gradient based criterion is that it is simpler to compute and faster to run.
Conclusion and Discussion
We showed that piecewise linear diffusion may be a better alternative than nonlinear anisotropic diffusion for image smoothing and edge detection. The spatial variant, anisotropic local noise estimate we proposed advances the important idea of local scale control by Elder and Zucker [4, 51. Our approach of local stopping of diffusion offers an efficient implementation of local scale control. Our local scale controlled diffusion based on the local noise estimate determines a unique scale for local estimation at each point in an image by stopping at the right place at the right time. It produces a single image that is selectively smoothed with edges enhanced and accurately localized, making tracking features across multiscales unnecessary.
Local scale controlled diffusion does not diffuse across reliably detected significant gradients or reliably detected zero-crossings of the second order derivative. It is anisotropic and asymmetric only with respect to reliably detected edges. This allows diffusion in all directions on each side of the edge, leading to simple computation and fast smoothing within a region. It also enhances slowly varying edges that persist long enough in the diffusion process because of the declination of the significance function. These two points are difficult to achieve with previous geometrydriven diffusion algorithms.
Future 
