Abstract-We examine the traffic-handling capabilities of General Packet Radio Service (GPRS) with respect to supporting IP-based Internet services. We begin with an overview of GPRS in which we discuss its general characteristics, connection set-up procedures, and data transfer procedures, both for the reverse link and the forward link. We then present an analytical model to assess throughput of the reverse link as a function of the number of users connected and the distribution of user message lengths. Next, we investigate the capability of GPRS to support World Wide Web access using the analytical model. Specifically, we present a realistic scenario for user sessions operating under the Hypertext Transfer Protocol (HTTP) and we assess the transaction-handling capabilities as a function of the number of user sessions, taking into account network delays, forward link transmission, random access delay, and other factors. The results obtained by using the analytical model in both cases are verified by simulation. We also consider, via simulation, a scenario where both continuously backlogged users and users operating HTTP sessions are present. We find that, in the case of continuously backlogged users, an increase in the number of contention slots does not always translate to an increase in throughput, while, in the case of users operating HTTP sessions, the downlink serves as the main bottleneck in the system. We conclude with a discussion of some open issues in the design of GPRS-based Internet access.
INTRODUCTION
T HE objective of the paper is to investigate the ability of General Packet Radio Service (GPRS) to support Internet Protocol (IP)-based Internet services. GPRS is a time division multiple access-based cellular system that is capable of transferring packets in support of end-to-end packet mode communications. A user wishing to transmit data from a mobile station must contend with other users to gain access to the medium. If successful, the user is allocated channel resources consistent with the amount of data to be transferred. Data transfer to the mobile station from the network is contention-free and is queued at the base station. Our objective is to examine the throughput and delay performance of the system as a function of various parameters such as number of contention slots, number of users, and the lengths of messages being transmitted.
Studies have appeared in the literature [1] , [2] that discuss GPRS services and architecture in detail. Both [1] and [2] dealt mainly with throughput, delay, and blocking of the reverse link under the assumption of Poisson arrivals of data packets to be transmitted. More recently, [3] , [4] , [5] , [6] discuss GPRS performance. In [3] , the primary interest is in the behavior of TCP over GPRS. In [4] , blocking probability for GPRS packets is considered for a system in which a GPRS channel is derived from a system that is also carrying voice. Reference [5] provides a description of a multimedia messaging service intended to be offered by GPRS. Reference [6] presents the results of a simulation analysis, the objective of which is to assess buffer requirements and traffic handling capability of GPRS with respect to handling World-Wide-Web (WWW) and e-mail.
Organization of the service aspect of our system is very close to that of Reservation Aloha [7] , a detailed description of which is also included in [8] . Indeed, for the special case in which the contention period and the service slot are the same length, the organization of our service frame is identical to that described in [7] . However, in the system described in [7] , the service frame organization does not always repeat. Specifically, in [7] , if there are no messages ready for transmission, then all slots are converted to contention slots until there is a successful contention and then the system reverts to the repetitive service frame organization.
An analysis of the system described in [7] is given in [9] . There are several major differences in the assumptions of [9] and our assumptions; the two most important are pointed out here. First, in [9] , Poisson arrivals of reservation messages are assumed and the contention model is assumed to have performance identical to that of the slotted Aloha system. By contrast, we assume that the rate of arrival of reservation messages is state dependent and we assume that success is determined according to a capture model; that is, we assume a reservation request may be successful even if multiple reservation requests occur in the same slot. We note that capture is a very real phenomenon in wireless communication systems, as has become wellknown by now, and it has significant impact on the performance of a random access system [10] , [11] . Second, it is assumed in [9] that the number of messages that may be queued for service is unbounded. That is, even though there are a finite number of customers served by the system, reservation requests continue to arrive at a Poisson rate, regardless of the current backlog. By contrast, we assume that system occupancy can never exceed a finite number, N. A frequency division multiple access system that is analogous to the time division multiplexed system described here is described and analyzed in [12] . Many of the assumptions of [12] are similar to those of [7] and [9] . The analysis presented in [12] is an interesting equilibrium analysis and yields the maximum message-handing capacity of the system as a function of the number of channels allocated to contention and messages. Analyses of systems that are other variations on reservation Aloha are also given in [13] , [14] , [15] , [16] , [17] .
Random access in communications systems is a very mature topic and numerous papers have been written in the area; the reader is referred to [18] and [19] for recent reviews of the major contributions. Also, many analyses have been published with respect to the establishment of the IEEE 802.14 MAC Protocol Standards (see, for example, [20] , [21] ), which require contention before service, but use a stack-oriented contention resolution protocol, which is not closely related to our model. This paper, which is an extended version of the conference paper [22] and the newsletter paper [23] , contributes to the existing literature in several ways. First, we develop an analytical model through which to assess throughput of the GPRS reverse channel. In doing so, we take into account the fact that users must establish a session before they can contend for data transmission resources. Specifically, we develop a two-level iterative model that specifically considers contention and the capture effect.
Second, we use this analytical model to evaluate throughput as a function of the number of contention slots available and the number of sessions in progress for the case in which users are continuously backlogged. Third, we use the model to investigate performance of the system for the case in which users are using a specific networking application, namely, web browsing. We then verify our results from the analytical model using simulation. We also investigate the system performance when a combination of continuously backlogged users and users operating hypertext transfer protocol (HTTP) sessions are present via simulation. Finally, we discuss some open issues that we think are important in the design of GPRS-based internet access systems.
DATA TRANSFER BASICS IN GPRS
GPRS is a time division multiple access-based cellular system that is capable of transferring packets in support of end-to-end packet mode communications. A user wishing to transmit data from a mobile station must contend with other users to gain access to the medium. If successful, the user is allocated channel resources consistent with the amount of data to be transferred. Data transfer to the mobile station from the network is contention-free and is queued at the base station. Our objective is to examine the throughput and delay performance of the system as a function of various parameters such as the number of contention slots, the number of users, and the lengths of messages being transmitted.
The primary function of GPRS is to provide packet transfer services between a mobile (ES) and a router in a computer communications network. This requires significant infrastructure, which is described in [2] , [1] , [24] and in more detail in [25] , as well as in the standards documents, [26] , [27] , [28] , [29] , [30] , [31] . GPRS has two parts: wireless and nonwireless. The wireless part transports the data between the mobile station (MS) and the base station subsystem (BSS). The nonwireless part relays the data between the BSS and a router at the edge of a standard data communications network. For our purposes, we need only describe the wireless part.
A mobile station wishing to use GPRS services first attaches itself to the network through a signalling procedure, which can be performed either when the MS is switched on or when the user wishes to transfer packet data. Thus, the number of end systems eligible for transmitting over the wireless system is controlled by the system. Access to the reverse channel for the purposes of data transmission is obtained by reserving capacity via a contention process; see [24] for details.
Time on the wireless transmission channel is organized as a sequence of multiframes, each multiframe having either 26, 51, or 52 frames, and each version having its own set of rules. Fig. 1 shows the organization of the 51-frame multiframe. Each frame has eight time slots, each of which can transmit one unit of data, called a burst, which is 114 bits. A reservation packet can be sent in one time slot, but transmission of a basic unit of data, a Radio Link Control (RLC) block, requires four bursts (or one time slot in four consecutive frames).
In the MS, packets arrive to the GPRS system from a network-layer protocol, such as IP. These data packets, which, in the case of IP packets, include 20 bytes of IP overhead, are first transformed into Logical Link Control (LLC) frames by the subnet data convergence protocol (SNDCP). The amount of user data in a LLC frame is limited to 1,600 bytes [29] and a 40-byte header is added to each LLC Frame. These are further segmented into RLC blocks at the RLC/Media Access Control (MAC) sublayer. Each RLC block, which contains about 20 bytes from an LLC frame, is then encoded and transmitted over the air interface in four time slots, as described above.
The elapsed time for a block is approximately 18.5 ms or, equivalently, a frame time is about 4.625 ms. The resulting instantaneous transmission capacity of a time slot depends upon the coding rate used. For a coding rate of 1/1, the capacity is reported to be 21.4 kb/s, while, for a coding rate of 1/2, the instantaneous transmission capacity is 9.05 kb/s [2] per slot. Bandwidth on demand can be accomplished by allocating parallel time slots. For example, using eight time slots, an instantaneous data rate of approximately 160 kb/s can be obtained.
The sequence of actions involved in an MS-BSS data transfer is now described. An MS initiates a packet transfer by making a Packet Channel Request (PCR) in a contention slot on the Packet Random Access Channel (PRACH). There are two packet access methods: one phase and two phase. In one-phase access, the network responds to the PCR with the Packet Immediate Assignment (PIA) message on the Packet Access Grant Channel (PAGCH), reserving resources on Packet Data Channels (PDCHs) for uplink transfer of a number of radio blocks. The reserved resources are those specified in the PCR. In two-phase access, the PCR is responded to by a PIA that reserves the uplink resources for transmitting a Packet Resource Request (PRR). The PRR message carries a complete description of the resources requested for the uplink transfer. The network then responds with the Packet Resource Assignment (PRA) reserving resources for the uplink transfer. If the MS does not receive any response to its PCR message within the specified interval of time, it backs off for a random interval of time and tries again.
In the BSS-MS direction, the network initiates packet transfer to an MS that is in the standby state by sending a packet paging request (PPReq) on the packet paging channel. The MS responds to the PPReq by sending a packet paging response (PPRes) message. The PPRes message contains a unique identifier known as the temporary link layer identifier (TLLI), as well as a complete LLC frame. The paging procedure is followed by the packet resource assignment that reserves resources on the Packet Data Traffic Channel (PDTCH). The packet resource assignment is followed by the packet transfer procedures.
COMPUTATIONAL MODEL DEVELOPMENT
In this section, we discuss our computational technique to assess the throughput and delay performance of the GPRS system. We assume a fixed number of users, U, each of which has a session continuously in operation. Each session is a continuous loop having four distinct phases: think, contention, wait, and transmission. In this section, we develop a two-level iterative approach through which we can calculate waiting time of a customer and the throughput of the system, which are closely related.
In our iterative approach, we initially assume that the average customer waiting time and the probability that an arbitrary customer contends successfully are known. Based on this initial assumption, we make some simplifying assumptions about system behavior and then we use these assumptions to iterate on the probability of successful contention until that parameter converges with waiting time held constant. We then make some simple feasibility checks and use the results of those checks to adjust our approximation for the mean waiting time. We then repeat the process. Thus, at the inner level, we iterate on the probability that a user contends successfully and, at the outer level, we iterate on the value of the mean waiting time of a customer.
Although it is not a restrictive part of our analysis, we choose the 52-frame multiframe structure of GPRS whenever we need to use specific parameter choices in our discussion. This multiframe structure features 13 blocks of four frames each. The contention slots are assumed to be in the first block of each multiframe. There are R 2 f1; . . . ; 32g contention slots, the actual value being a parameter of the system. Conceptually, the R contention slots are assigned to the first dR=4e time slots of the first block of each multiframe. The time slots assigned to contention are then not assignable for message transmission.
The cycle of user behavior is as follows: Initially, the user is in the think state. Immediately upon completion of the think state, the user enters the contention state. The user waits for the first contention interval, then contends in that interval and all succeeding intervals until successful. Beginning in the block immediately following successful contention, capacity, if available, may be assigned in units of one to eight time slots per block. If no capacity is available, the successful contender waits for transmission capacity to become available. The user then transmits in successive blocks until transmission is complete. Once transmission is complete, the user enters the think state and the cycle of think, contend, wait, transmit repeats.
Lett t,c c,w w, andx x denote the lengths of the think time, the contention period, the combined waiting time for transmission and contention, and the message transmission period, respectively, where all lengths are given in terms of RLC blocks. Also, denote the length of a cycle byz z. Then,
Now, each user sends exactly one message per cycle. The termx x refers to the number of RLC blocks required to transmit a message, which is obtained by processing the random variablem m, which denotes the message length in bytes. The gross throughput of the system is defined as the the proportion of all blocks, including overhead for contention slots, that are used to transmit messages:
Under this definition ofx x, all time during the actual message transmission that is not used in actually transmitting packets is included in the variablew w. The expectation E½x x may be calculated directly from the message length distribution, taking into account the protocol stack and associated overhead, as discussed earlier. Similarly,t t is a prescribed distribution with known expectation. But, E½c c and E½w w are unknown. Thus, the task at hand is to compute these quantities.
If E½w w were known, then the only remaining unknown would be E½c c. In order to approximate E½c c, we assume that the probability of a successful contention for an arbitrary user, P C , is known. Although the sequence of contentions is not a sequence of independent Bernoulli trials, we assume that is the case. Under this Bernoulli assumption, the number of contentions required for a user to achieve success has the geometric distribution with parameter P C . If a user contends successfully on the first slot, then the contention time is exactly one RLC block, but each additional contention requires an entire frame of overhead for the user. Thus, we find
where F denotes the number of RLC blocks per frame. We note that a user completes the think period somewhere within a multiframe and must wait for the beginning of a contention block to contend, but that time is taken into account in the waiting time variable. Given the assumed E½w w and the newly calculated E½c c, we now have E½z z and, from this, we can determine the average number of contention periods per cycle. Specifically, let N denote a large number of cycles, z i denote the number of contention blocks in the ith cycle and let b Zi denote the number of RLC blocks in the ith cycle. Then, over the N cycles, the total number of RLC blocks will be P N i¼1 z i and the total number of contention blocks will be P N i¼1 b Zi . Hence, the ratio of the total number of contention blocks to the total number of blocks is ½ P N i¼1 b Zi =½ P N i¼1 z i and the long term average is 1=F . Therefore,
and
Defineũ u to be the number of contenders in a contention block ands s to be the number of successful contenders per block. Then, using reasoning similar to that just used, it is easy to see that the proportion of users who contend successfully is given by the ratio of E½s s to E½ũ u. But, this is also the probability that an arbitrarily selected customer contends successfully on each contention. Thus,
Similarly, we can show that
where the last step follows from (4). Define P U to be the proportion of users contending in each contention block. Then, since E½ũ u ¼ P U U, we find from (5) and (6) that
Now, each user currently in the contention mode contends in every contention block until successful and, in any given contention period, the number of users contending is a random variable,ũ u, having the support set f0; . . . ; Ug. Each of the contending users chooses a contention slot at random and independently of all other users from the set of R contention slots. Defineñ n to be the number of users choosing slot r, where r is an arbitrary slot. Then, n njũ u ¼ u is a binomial random variable with parameters u and 1=R, that is,
In any given contention slot, at most one user can be successful and the probability that some user is successful is specified by the capture model assumed. We denote the event of a successful contention by S and the probability of that event by P S . We assume, as is done in [2] , that capture by some contender is possible so long as the number of contenders is not greater than 5 and we adopt the capture probabilities presented in [2] and repeated in Table 1 .
Assuming that some user is successful in a given slot, the specific user that contends successfully is chosen at random from among the contenders with equal probability.
Let S denote the event that contention in a slot is successful. Then, from probability theory, we find that the probability of a successful contention in an arbitrary slot given a total of u contenders in the block is given by
In turn,
Since there are R contention slots,
and the expected value of the deterministic sum of random variables is always equal to the sum of the expected values of the individual random variables, whether or not the random variables in the sum are independent. The expected number of successful contentions in a block is given by
where the required probability is computed using (8)- (10) . Then, from (5), we have
Since the distribution ofũ u is not known, we choose to assume thatũ u has the binomial distribution with parameters U and P U . Then, given the distribution ofũ u, we can compute both E½s s and E½ũ u and then we can use (12) to find a new approximation of P C . We use this new approximation for P C and iterate starting with (3) to find a consistent value of P C , which implies E½c c.
At this point, we have an iterative method to find a consistent value of P C given an estimate of E½w w. For the purpose of indexing, we use the subscripts i and j for the outer and inner level iterations, respectively. This procedure is now summarized.
Initialize:
a. Set i ¼ j ¼ 0. b. Set E i ½w w and P C ij to their initial estimates. 2. With E i ½w w fixed do the following iteration on j for fixed i:
a. Use P Cij and E i ½w w in (3) to find E ij ½c c. b. Use E ij ½c c in (1) to find E ij ½z z. c. Use P C ij and E ij ½z z in (7) to find P U ij . d. Use P U ij in (8)- (10) and Table 1 to find P S ij . e. Use P U ij and P S ij in (12) to find P C i;jþ1 . f. Compare P C i;jþ1 to P C i;j to determine if more iterations are needed. g. If more iterations are needed for fixed E i ½w w, increment j and go to Step 2a.
3.
Compare the user's share of the blocks available for message transmission (described below) to the user requirements. If adequate, then terminate. 4. Calculate E iþ1 ½w w; this is discussed below.
If more iterations are needed, increment i and go to
Step 2. To begin the iterative procedure, we set P C 00 to an arbitrarily chosen small value; typically, we used P C00 ¼ 0:001, but the choice of this initial value does not seem to affect convergence speed. On the other hand, we take considerable care in assigning E 0 ½w w. Specifically, we base E 0 ½w w on its minimum possible value, taking into account that a user cycle cannot be less than the sum of the times required to contend, transmit a message, think, and then wait for the next contention period. The idea is to take into account all possible factors that can influence the minimum length of a cycle, compute the minimum possible cycle length based upon the most restrictive assumptions, and then subtract the service time and the think time to get the minimum waiting time. This is especially important for obtaining reasonable results when there are a small number of users where the throughput that can be achieved is limited primarily by the inability of the combined users to generate traffic rather than by the system's inability to handle the load.
It remains to specify a routine for improving the estimate of E½w w for the outer iterative loop. Once P fCg converges for the given value of E½w w, we compute the average number of blocks available to each user during an average cycle length. Specifically, we know the average cycle length in RLC blocks and we know the average number of those blocks that are used for contention blocks. Thus, we know the average number of RLC blocks that are available for transmission over a cycle; specifically, this is E½z z À E½b b Z . In addition, we know the average number of RLC blocks required per user is E½m m and that there are U users. Thus, a total of at least UE½m m RLC blocks must be available for transmission. Equivalently, an average user's share of the RLC slots available for transmission must be at least as large as that average user's transmission requirements. Hence, if 
then the estimate of E½w w must be increased. Since we know that the users share of the available resources must be strictly greater than the amount required to transmit the user's messages, it follows that the estimate of E½w w must be increased by more than the difference between E½z z À E½b b Z =U and E½m m. In our computer programs, we arbitrarily choose the update as follows:
where is an arbitrary small number.
In the following section, we present numerical results based on this computational procedure.
NUMERICAL RESULTS
In this section, we analyze the performance of the GPRS system using the computational technique described in the previous section and simulation. We consider three special cases: continuously backlogged users (CB), HTTP users, and a combination of CB and HTTP users. In each case, we first examine throughput as a function of the number of users the system is supporting. Next, we examine throughput as a function of the number of contention slots and, finally, we examine throughput as a function of message lengths being transmitted by the users.
Throughout the section, we give message lengths in units of bytes. As pointed out in Section 1, GPRS is a layer-3 packet transfer system. The message lengths given here represent the lengths of the layer-3 protocol data unit that is passed to the GPRS system in the end system. In both the analytic and simulation programs, overhead is added to the user data and then the result is partitioned first into LLC units and then into RLC units, as described in Section 1.
We state here for the record that we have not observed any case in which our algorithm did not converge. While we did not make any attempt to quantify execution times, we can report that, in general, for single point runs, the results are basically immediate when the program is executed on a 500 MHz Macintosh iMac. Because the iterative approach as originally coded was so fast, we did not make any attempt to optimize execution. We did make one measurement to help clarify the relative performance of our algorithm and our simulation model. This is reported at the end of Section 4.1.
Continuously Backlogged Users
For the continuously backlogged case, we assign the think time a value of zero with probability one. The results so obtained are presented below. Fig. 2 shows throughput as a function of the number of backlogged users, which we denote from now on by U B , with message lengths fixed at 200 bytes with the number of contention slots as a parameter. For a small number of slots, throughput resembles that of the slotted Aloha system, shown in Fig. 3 , except that the maximum throughput achieved is substantially higher [33] . Here, users contend for access to the medium. Since there are a small number of users, capacity is usually available and the result is high throughput. As the number of slots available for contention increases, the maximum throughput increases. However, the number of users at which maximum throughput occurs also increases.
At 40 users, the throughput is higher with 16 slots than with 24 slots and higher with 24 slots than with 32. This simply says that, at 40 users, the slots are better used to transmit data than as contention slots. Note that this would not be true for Poisson arrivals of packets where throughput initially increases and then decreases as the number of users is increased. Throughput is not obtained here by generating lots of requests and passing only a few; nothing is dropped here.
Also note the wide range of users over which maximum throughput is achieved for the case of 16, 24, and 32 contention slots. For example, in the case of 16 contention slots, a maximum throughput of about 90 percent is attained over a range of about 10 to 65 users, which again, would not occur with Poisson traffic where the throughput characteristic would resemble the case of eight contention slots. Fig. 4 shows the effect of message length on throughput. Here, it is seen that, if the users are transmitting long messages, then it is possible to get high throughput over a broad range of users even with only eight contention slots. For example, at 400 byte message lengths, a throughput in the 98 percent range is achieved for between about 10 and 30 users. Note the drastic difference from the results for Poisson traffic where, in the case of slotted Aloha protocol, the maximum throughput obtained is around 36 percent [34] . Fig. 5 shows the throughput as a function of the number of contention slots with message length fixed at 200 bytes with the number of users as the parameter. It is observed that, initially, as the number of slots increases, the throughput increases. As the number of slots is further increased, throughput reaches a maximum, after which it starts falling slowly. For example, in the case of 20 users, throughput reaches a maximum of 0.9 at 11 slots, after which it decreases. The initial increase in the 1-10 slots range is attributed to the fact that, in this range, the paucity of contention slots acts as a bottleneck which limits users gaining access to the system. As the number of slots is increased, more users are successful and throughput increases. When the number of slots equals 11, there are adequate slots available and throughput is maximum. Any further increase in the number of contention slots does not contribute to an increase in throughput since most users are successful within a few attempts.
From Fig. 5 , we see that the point at which maximum throughput is obtained is different, depending on the number of users in the system. For example, when the number of users equals 80, maximum throughput is obtained at 18 slots. When the number of users is 160, maximum throughput is obtained at 28 slots. This is because, as the number of users increases, more contention slots are required for a sufficient number of users to be successful so as to obtain useful throughput. We also note a reduction in throughput as the number of slots increases. This is due to the fact that, although most users are successful in their first few attempts, they are not able to transmit since channel capacity is unavailable because it is now being used for contention. As a result, most users are in the "Wait" state waiting for their chance to transmit. Thus, throughput drops as an increase in the number of slots means fewer slots available to users for transmission. Fig. 6 shows the effect of message lengths on the throughput as a function of the number of contention slots. Here, one sees that, when users are transmitting longer messages, the gain in throughput obtained due to an increase in contention slots is more than that obtained when users are transmitting shorter messages. For example, in the case of users transmitting 400 byte messages, an increase in contention slots from 5 to 10 leads to an increase of 0.8906 in throughput. However, the same change in slots for users transmitting 50 byte messages causes an increase of only 0.222 in throughput.
Summarizing, we observe the following characteristics of the system from our model:
. For a given number of contention slots, the larger the message lengths being transmitted, the more the throughput. However, the range over which maximum sustainable throughput is obtained is very small. . An increase in number of contention slots does not necessarily result in increased throughput. This is because, although with more contention slots more users will be successful on average, there will not always be adequate capacity available for them to transmit. The users will then have to wait for capacity to be available and the increased waiting time reduces throughput. . The maximum throughput for a given value of message length is different depending upon the number of users in the system. As the number of users increases, more contention slots are required to get sustained throughput and the maximum throughput obtained decreases due to the lower number of slots available for data transmission. . With the number of users fixed, an increase in the number of contention slots improves the throughput more for longer message lengths than with shorter message lengths. We developed a set of simulation programs in ANSI C, which was run on a variety of platforms, including Silicon Graphics IRIX, Linux, and Macintosh platforms. The simulation itself is time-slot oriented, that is, we basically build a replica of the GRPS system's frame structure. During execution, we step through time slot-by-slot, keeping track of the state of the system and gathering statistics as time passes. We define an extensive data structure for the system and for the user in which we can keep track of the current state of each user at all times. For example, each user has a phase, which is either think, contention, wait, or transmit, and there are attributes defined that permit computation of performance measures. For example, there are end-of-contention and start-of-transmission attributes through which we calculate the waiting time experienced on each cycle.
We now present some results based on our simulation programs. It will be seen that the simulation results match quite closely to the ones obtained earlier, thus validating the analytical approach. Table 2 shows a subset of the simulation results for throughput together with 99 percent confidence intervals for the same parameters as those of Fig. 7 . We obtained similar matching results for the other curves in the earlier section and, hence, more simulation results are not presented here. We note that the analytical results lie within the confidence interval limits that were predicted in the simulation in most cases, thus supporting the validity of the analytical approach. Fig. 8 shows the average number of contentions required as a function of the number of users in the system. The number of contention slots is fixed at eight and the message length is 200 bytes. It is observed that, when the number of users in the system is small, most users are successful within one or two attempts. However, as the number of users increases, more and more users contend for access to the medium and, hence, the number of attempts required before a user succeeds increases. For example, in the case of 20 users, it is observed that, 70 percent of the time, the user will succeed in two or fewer attempts. However, this figure drops to about 23 percent in the case of 60 users. Finally, under heavy loads such as 90 users, 82 percent of the time a user will require six or more attempts or will not be successful at all.
We measured the execution times required to obtain some of the data needed to plot the curve for the case of 16 contention slots shown in Fig. 2 using our iterative approach and simulation. The time required to obtain the results for the range of users from 60 to 80 using the iterative approach was less than one second, while the time required to obtain the corresponding results using simulation was 1,861 seconds.
For more on the subject of the quality of the results that may be obtained using the analytical model, the reader is referred to [35] for a study oriented specifically toward quantifying the quality of results obtained from the analytical approach as a function of randomness in the parameters. We mention only in passing that the model is found in that study to yield useful results even for large variability in the parameter values.
HTTP User Sessions
This subsection examines the throughput performance of GPRS in the case of users operating HTTP sessions. Recall that HTTP is a request-response oriented protocol in which a user initiates a "request" by providing the universal resource location (URL) of the desired document to the server. The server then responds with the requested document. The nature of this protocol is such that the amount of data transferred on the uplink (user to server) is typically considerably less than the one on the downlink (server to user).
As before, we assume a fixed number of users, which we denote by U H , each of whom is involved in an HTTP session. Each user session is assumed to be a continuous cycle involving four distinct states: contention, wait, transmission, and retrieval. Thus, the retrieval state takes the place of the think state of the general approach so that
wherer r denotes the combined time for retrieving an HTTP request and digesting the information preparatory to making a follow-up request. As before, throughput on the reverse link (the link from the mobile station to the network) is given by
wherex x R is the number of RLC blocks required to transmit the HTTP request. In order to calculate E½r r, we chose most of our timing parameters from [32] as follows: average effective network capacity, 0.102 Mb/s; round-trip delay, 161 ms; HTTP query length, 256 B; server processing time, 3.7 ms. We leave the expected think time, E½t t as a parameter. For aggregate size of an HTTP response, we consider three cases: the small page at 5 kB, a medium page at 36 kB, and a medium cluster at 78 kB. The rest of the analysis remains similar to the one described in Section 3.
In the iterative procedure, we first set E½w w equal to E½r r, which is the minimum possible value. Once P fCg converges for the given value of E½w w, we compute the average number of blocks available to each user during an average cycle length. If the number of blocks available is below the minimum required, then we increase the estimate of E½w w to satisfy the minimum required available blocks and repeat the process of estimating P fCg using the new value for E½w w. We repeat the process until both P fCg and E½w w converge.
In the process of adjusting E½w w, we must take into account the load on the forward link (the link from the network to the mobile station, which we also refer to as the uplink).
wherex x R is the number of RLC blocks required to transmit the HTTP response. The value of & F must be maintained below unity; if this is not the case based on the results of a given iteration, then the length of the waiting time and, therefore, E½z z must be increased. This is the major difference between the continuously backlogged and the HTTP cases. Within the program, it is simply a matter of bookkeeping. We first analyze throughput as a function of the number of users and examine the effect of the size of the HTTP response. Next, we repeat this procedure for different values of E½t t. We then investigate the effect of increasing the number of available contention slots in the system on throughput performance. Fig. 9 shows throughput on the uplink as a function of the number of contenders for the three different response scenarios with R equal to 16. For E½t t, we assume a truncated Gaussian distribution with a mean of 3 minutes, a range of 1.5 to 4.5 minutes, and a standard deviation of 3. By comparing any curves from the continuously backlogged case to Fig. 9 , it is clear that the system is able to support far more user sessions without crashing as compared to the case of continuously backlogged users. On the other hand, uplink utilization is low, suggesting that retrieval time is bottlenecked.
In the case of the small page, the downlink is never saturated, hence we see a linear increase in throughput. An interesting aspect of the curve is that the throughput fails catastrophically at approximately the same number of users for all cases. When the number of users is lower, a greater proportion of the users spend their time in the "retrieval" state waiting for the requested webpage to download and we get sustained throughput. As user population increases, the proportion of users in the "contention" state also rises in comparison with the other states. Finally, a point is reached when almost all users are blocked and throughput falls.
In the cases of the medium and large clusters, the downlink becomes saturated at about 50 and 30 users, respectively. Because the throughput on the uplink and the downlink are both inversely proportional to the expected cycle length, we can determine downlink utilization from the uplink utilization as
Similarly, at the point when the reverse link saturates,
where & Ã F is the utilization at which the forward link saturates, which may be less than unity due to GPRS overheads. For simplicity, assume & Ã F ¼ 1. Then, since HTTP inquiries are assumed to be 256 bytes and we have at least 60 bytes of overhead due to IP and LLC headers, then the ratio of E½x x R to E½x x F for the case of 36 KB clusters is roughly 320/36000 = 0.0088, which is roughly the limiting utilization for the reverse link as shown in Fig. 9 . Fig. 10 shows throughput on the uplink as a function of the number of contenders, with the user E½t t being a truncated Gaussian distribution of mean 5 minutes and range of 3.5 minutes to 6.5 minutes and a standard deviation of 3. We note that this curve is similar to the one in Fig. 9 for the 36 kB and 72 kB page clusters. The curve for the 5 kB webpage shows reduced throughput as compared to the equivalent curve in Fig. 9 . As stated earlier, most of the users spend their time in the "retrieval" state waiting for the data to arrive on the downlink. Now, the number of blocks corresponding to the 5 minute user think time interval is significant when compared with the number of blocks corresponding to the 5 kB webpage that would be transmitted on the downlink. As such, an increase in user think time affects the 5 kB webpage more than it would affect the 36 kB and 78 kB webpage clusters. Fig. 11 shows throughput on the uplink as a function of the number of contenders for the three different response scenarios with R ¼ 32. The main effect of increasing R is the increased capacity of the system to support more users. In fact, the number of users for which useful throughput was obtained increased from 260 to 510 users. Also, note that the range of users over which constant throughput is obtained before throughput starts decreasing for the 5 kB curve. However, the 36 kB and the 78 kB curves remain unchanged, which suggests congestion of the downlink for higher values of HTTP responses.
We now turn to the simulation results. Fig. 12 shows a comparison of the results obtained using the computational model and those obtained by simulation in the case of throughput as a function of number of users with the size of HTTP response as the parameter. The number of slots was fixed at 16. The results obtained by simulation and by the analytical model resemble each other quite closely, which further validates the analytical approach. Similar results were obtained for the other curves in the earlier section and, hence, are not presented here. Fig. 13 shows a plot of the average delay incurred as a function of the number of users in the system for different values of the size of the HTTP response using simulation. Here, the delay is calculated as the interval between the instant a user successfully contends and the instant he receives the last byte of the HTTP response from the remote server. The number of contention slots in the system is fixed at 16. We note that, as the number of users increases, the delay increases. Furthermore, the delay for a given number of users increases with the size of the HTTP response. For example, at 150 users, the delay incurred in the case of a 5 kB response is about 88 seconds. For a 36 kB response, this value is about 607 seconds and increases to 1,238 seconds for the 76 kB case. This is because, as the HTTP response size increases, the time spent by the users in the retrieval state increases due to congestion on the downlink. Finally, as the number of users increases beyond a certain point, the delay becomes infinite since most of the contending users are unsuccessful, resulting in no throughput.
We also note that, as the size of the HTTP response increases, even when a moderate number of users are present in the system, the delay is so high as to make the system unusable. For example, at 100 users, the delay for the 36 kB response is around 400 seconds, while the corresponding value for the 78 kB case is 800 seconds. Fig. 14 shows the proportion of time spent by users in various states as a function of the number of users in the system. The HTTP response size is 5 kB and the number of slots is 16. We note that, when the system is lightly to moderately loaded (user population less than 170), users spend most of their time waiting for the response to arrive on the downlink. When the system experiences heavy load, the proportion of time spent contending to gain access to the medium increases. For example, when U H ¼ 120, 99.9 percent of the user time is spent in the retrieval state. When U H ¼ 180, users spend about 70 percent of their time contending and then almost all of the remaining time in the the retrieval state. When U H further increases to 250, users spend almost all the time contending to gain access to the medium, resulting in negligible throughput. The proportion of time spent by users in the data and wait state is negligible as compared to the other states and, hence, is not reflected in the graph. One of the most interesting aspects of the system's behavior is the rapid rate at which it changes between the modes of spending most of the time waiting and most of the time contending, this behavior being readily observed in both Figs. 13 and 14 .
We note that, in the case of the 78 kB HTTP response, when the number of users is 170, a large proportion of user time is spent in the retrieval state, as is evident from Fig. 14. For the same parameters, the delay incurred in the system is about 1,400 seconds, from Fig. 13 . This implies congestion on the downlink since most users are in the retrieval state and the result is massive delays in the system.
Throughput under a Combination of Continuously Backlogged Users and HTTP User Sessions
The results presented here are based on simulation only. Fig. 15 shows the effect on throughput when a combination of continuously backlogged users and users operating HTTP sessions are present in the system. As before, we let U H denote the number of HTTP user sessions in the system and U B denote the number of continuously backlogged users. We assume that both types of users transmit message lengths of 256 bytes over the uplink. The HTTP response is fixed at 78 kB and R ¼ 8. We note that, when U H is 40, there is very little difference in throughput performance as compared to the case when there are no HTTP users. The throughput remains the same in both cases until U B ¼ 45 and then the throughput deteriorates sharply. As U H is increased, the ability of the system to support the additional users decreases. For example, when U H ¼ 100, throughput starts deteriorating from the point where U B ¼ 18. When U H ¼ 120, the throughput starts deteriorating when U B ¼ 9.
Note that, in all these cases, until the point at which throughput deteriorates, the throughput obtained is very close to the case when there are no HTTP users present. For example, in the case of 100 HTTP users, the throughput at 18 backlogged users is 0.71 while the same value in case of 0 HTTP users is 0.74. This behavior can be attributed to the way in which both types of users operate. The backlogged user continuously puts out data on the uplink. The HTTP user, on the other hand, has to wait until the HTTP response has been received on the downlink. As was evident from Fig. 14 , an HTTP user spends most of its time in the retrieval state. Since, as compared to a backlogged user, an HTTP user is less active on the uplink, capacity is available on the uplink and the system is able to support the additional HTTP users without any appreciable change in throughput. However, this increases the total number of users contending and, hence, the total number of users supported by the system decreases.
We also note the sudden drop in throughput with a small increase in the number of users. For example, when U H ¼ 100 and U B ¼ 19, we have a throughput of 0.7 which reduces to zero when U B increases to 27. In the case when U H ¼ 80 and U B ¼ 36, we have a throughput of 0.41. When U B ¼ 42 on the same curve, throughput falls sharply to zero. This is attributed to the abundance of the total number of users in the system resulting in very few users being successful. Fig. 16 looks at the same information presented in Fig. 15 from the perspective of a user operating an HTTP session. The figure shows a plot of throughput as a function of the number of HTTP user sessions with U B the parameter. As was explained earlier, the system is able to support a given number of users (U B and U H ) until a certain point without any appreciable change in throughput. Beyond that point, the throughput deteriorates rapidly. Note the decreased throughput as the number of continuously backlogged users increases. For example with U B ¼ 15 and U H ¼ 40, we have a throughput of 0.72. The same value drops to 0.29 with U B ¼ 45. This is due to the lower number of users contending successfully on an average as a result of the increased contention due to the higher total user population.
Summarizing, we observe the following:
. The system is able to support a larger population of HTTP user sessions as compared to continuously backlogged users due to the difference in their behavior. . An increase in the number of contention slots increases the number of users that the system can support. However, for large sizes of the HTTP response, there is no noticeable change in throughput. . The maximum throughput obtained in the case of users operating in the HTTP networking regime is determined largely by the size of the HTTP response.
The smaller the size of the HTTP response, the greater is the throughput. This is attributed to the congestion on the downlink, which acts as the bottleneck in the system. . The system is able to support a mixture of HTTP users and continuously backlogged users without deterioration in throughput (the flat region of the curve in Fig. 16 ) until a certain point determined by the total user population. Beyond that, throughput crashes.
CONCLUSIONS
We briefly described the GPRS system architecture and its ability to support data traffic in the packet-switched mode. We presented an analytic framework through which useful analysis of GPRS in an IP-oriented environment can be carried out. We next verified the results obtained from the analytical model by simulation. We found that the analytical model is sufficiently accurate to study the trends in system performance and, in almost all cases, gives numerical results within the confidence intervals derived from the simulation results. In addition, even without optimizing our implementation, the iterative approach yields results very quickly compared to simulation. We observed that, in the case of continuously backlogged users, there is a wide range of users over which maximum throughput is achieved. This behavior is not characteristic of Poisson traffic where throughput both increases and decreases gradually as the number of users is increased. We note that, beyond a certain limit, increases in the number of contention slots do not contribute much to a corresponding increase in the throughput. This implies that, in these cases, slots are better used to transmit data than as contention slots. In addition, an increase in the number of contention slots benefits users transmitting longer messages more than those transmitting shorter messages.
In the case of a networking protocol such as HTTP, we note the ability of the system to support far more users as compared to the case of continuously backlogged users. However, we observe that uplink utilization is low and the downlink is the bottleneck. This problem becomes more acute as the server response size increases. We also note a sudden, drastic fall in throughput when the number of users exceeds a critical point. Thus, we note that, for both the networking regimes, the results exhibit drastically different characteristics from those observed from standard Poisson arrival, slotted Aloha analysis.
Our examination of the design problem reveals the following issues that require further analysis. First, it would be worthwhile to characterize the workload that GPRS systems carry as early as is practical because the characteristics of the workload will have a significant impact on the quality of service. It would also be worthwhile to determine whether a pricing structure can be devised to create incentives to encourage usage of the GPRS that results in high resource utilization and high quality of service.
Since GPRS channels are derived from a finite number of GSM channels, it would be worthwhile to consider the problem of provisioning in the context of mixed service offerings, for example, voice and IP services. For example, should there be separate voice and IP channels and, if so, how many of each? Or, should there be IP channels only with voice served over IP telephony? . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
