A new method of 3D measurement based on a digital light processing (DLP) projector is presented. The projection model of the DLP projector is analyzed, and the relationship between the fringe patterns of the DLP and the fringe strips projected into the 3D space is proposed. Then the 3D shape of the object can be obtained by this relationship. Meanwhile a calibration method for this model is presented. Using this calibration method, parameters of the model can be obtained by a calibration plate, and there is no requirement for the plate to move precisely. This new 3D shape measurement method does not require any restrictions as that in the classical methods. The camera and projector can be put in an arbitrary position, and it is unnecessary to arrange the system layout in parallel, vertical, or other stringent geometry conditions. The experiments show that this method is flexible and is easy to carry out. The system calibration can be finished quickly, and the system is applicable to many shape measurement tasks.
Introduction
In recent years, optical acquisition of 3D surfaces of complex shape has become attractive due to the larger number of applications [1] . These applications include reverse engineering, quality control in manufacturing, biomedicine, as well as others [2] [3] [4] [5] [6] . Among the 3D measurement techniques, structured light technology is widely studied due to its high resolution, robustness, and real-time performance.
A typical 3D measurement system based on structured light [2, 3, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] is constructed by a white light projector and a CCD camera; the former projects sinusoidal fringe patterns upon the object, and the latter acquires the patterns that are deformed by the object's shape. The depth information of the object is encoded into the deformed fringe pattern recorded by the CCD camera. By the triangular relations of the system geometry, the 3D coordinates of the object are then obtained by the deformed fringe pattern.
The geometry of the classical technology is confined to some stringent conditions with the relative position and orientation of the projector, the camera, and the reference plan [7] [8] [9] [10] . For example, the line joining the optical center of the camera and the projective center should be parallel to the reference plan, the optical axis of the camera (or the projective axis) should be set perpendicular to the reference plan, the optical axis of the camera and the projective axis should either intersect on the reference plan or be oriented parallel, and so on. While in practice it is nearly impossible to meet these conditions precisely, because the optical center of the camera is an ideal point, and the optical axis is also an ideal line; the position of them is difficult to orient precisely, and the same problem also lies in the projection center and the projective axis. These restrictions lead to the low efficiency of the system setup and calibration. In the system setup and calibration procedure, a great deal of time is spent on the elaborate alignment procedure. Moreover, the measured precision [7] of the whole system deteriorated.
To solve these problems, many methods, which can be classified into three aspects, are proposed. The first is to improve the classical models in 2D space [8 -11] . More or less, these solutions still use triangular relations of the classical models and conse-quently require some stringent conditions, for example, the optical axis of the camera intersects the projective axis on the reference plan, and the Y axis of the camera is parallel to that of the projector. The second considers the relationship between the calibration plan and the reference plan [12] or establishes new models for the camera-projector pair [13] . The third (takes no account of the projector model, the geometry of the projector, and the camera) regards the phase value or the image point on the surface of the tested object as input, the 3D coordinates of the object point as output, then models the whole system with approaches such as characteristic polynomial [14] and hypersurface [15] directly. The last two kinds of solution have no stringent conditions in the system geometry. On the other hand, in their calibration procedures, usually a moving target with precise displacement, which is placed at a series of accurate positions to sample enough images for calibration, is used [14 -16] .
We analyze the projection model of the digital light processing (DLP) projector and deduce the relationship between the image pattern on the projection plan and the fringe strips in 3D space. Based on this relationship, a new system model is presented, which allows the projector and the camera to be placed in arbitrary relative position and orientation without any stringent conditions. Then a flexible calibration method based on this model is proposed. Using this method, the parameters of the projector and the system can be obtained quickly by moving a calibration board several times within the measuring range. Figure 1 shows the schematic of the classical system layout and the coordinate systems, where ⍀ c , ⍀ p , and ⍀ w represent the camera coordinate system O c X c Y c Z c , the projector coordinate system O p X p Y p Z p , and the world coordinate system OXYZ, respectively. The origins O c and O p are the optical center of the camera lens and the projector lens, respectively. The axes Z c and Z p line up in the optical axis of the camera lens and of the projector lens, respectively. And the OXY plan of ⍀ w is called the reference plan.
Classical System Layout
In the classical system layout, the plan of O c X c Z c and the plan of O p X p Z p are superposed on the plan of OXZ, as shown in Fig. 1 . The axes Y c , Y p , and Y, which are not shown in Fig. 1 , are parallel to each other and vertical to the OXZ plan.
P denotes a general point on the object surface. PЈ is the projection of P on the reference plan. Assume that O p O c is parallel to the reference plan, and the axes of the camera and the projector are intersected at O (these restrictions can be relaxed [8, 9] ). By the triangle relations of the system layout, the depth of P (i.e., PЈP, distance between P, and the reference plane) can then be written as
where d 1 and d 2 are the system parameters, and BA is the displacement of the fringe, which can be obtained by the image of the fringe patterns. Equation (1) is the core equation of the geometry of classical fringe projection systems. Equation (1) In practice, it is nearly impossible to adjust the camera, projector, and the reference plan to meet these conditions. So it is necessary to consider a new geometry of the system in 3D space.
New Geometry Based on the Projected Fringe Model

A. Model of the Digital Light Processing Projector
DLP is based on the digital micromirror device (DMD) technology developed by Texas Instruments. The DLP projector creates images using a micromirror matrix on the projection plan, as shown at right in Fig. 2 . Each micromirror is a projection element cell, and the gray value of the cells can be controlled by the DMD to project different images. The lens model is used to describe the relationship between a 3D point and its perspective 2D projection element cell, as shown in Fig. 2 , where O p X p Y p Z p is the projector coordinate system. The axis Z p lines up in the optical axis of the projector lens. o 1 uЈvЈ is the coordinate system of the projection plan, and the uЈ and vЈ axes are parallel to the X p and Y p axes, respectively. p͑uЈ, vЈ͒ is a 2D projection point on the projection plan, and P͑X p , Y p , Z p ͒ is a 3D point, which lines up in the projection ray of p. According to the lens model, the relationship between p and P is given by 
where f p is the distance between the projection center O p and the projection plan. The projection plan is shown at right in Fig. 2 . The projection element cells are placed on the projection plan uniformly. o 2 uv is the coordinate system of the projection cells. The relationship between o 2 uv and o 1 uЈvЈ is given by
where x and y stand for the cell size expressed in horizontal and vertical cell dimensions, is the parameter describing the skew of the two cell dimensions, and ͑u 0 , v 0 ͒ are the coordinates of the principal point. From Eqs. (2) and (3) we have
Equation (4) demonstrates the relationship between the projection cells on the projection plan and the projection ray. The projected fringe model will be discussed in Subsection 3.B.
B. Projected Fringe Model
In the measurement procedure, the projector projects a series of images alternating between black and white, which are called the fringe strips. The fringe strips are defined by the gray value of the projection cells on the projection plan. The image patterns of the cells on the projection plan can be designed as rectangular fringe, sinusoidal fringe, etc. We use the rectangular fringe as an example to establish the projected fringe model. A rectangular fringe with a period of six pixels is shown in Fig. 3 . The distribution of the gray value on the projection plan is
where g͑u, v͒ stands for the gray value of the projection cell with a coordinate of ͑u, v͒ on the projection plan. The gray value ranges from 0 to 255. The cell is black when its gray value is 0 and white when 255.
The fringe strips in 3D space are some periodic strips alternating between black and white. It can be seen that, among the fringe strips projected by Fig. 3 , the centerline of the ith black strip on the projection plan can be determined by u i ϭ 6i ϩ 4. Different fringe patterns, such as sinusoidal or triangle fringe, all produce a series of periodic strips, and the centerline of the black strip is considered as the position of the fringe strip, where the gray value of the fringe is minimum. Then the image fringes on the projection plan as l 1 , l 2 , . . . in Fig. 4 denote the positions of centerlines of the strip.
Without loss of generality, we assume that the centerline of the ith strip on the projection plan lines up in
where ͑␣ i , ␤ i , ␥ i ͒ are the constant parameters defined by the fringe pattern. From Eqs. (4) and (6), we get the following expression for the projected fringe in the 3D space as 
The projected fringe model is expressed by Eqs. (6) and (7). It defines the relationship of the fringe pattern on the projection plan and the fringe strips in the 3D space. Based on this model and considering the geometry of the projector and the camera, a new 3D measurement model can then be established.
C. New System Layout Figure 4 shows the schematic of the new system layout and the coordinate systems. The camera coordinate system ⍀ c and the projector coordinate system ⍀ p are placed at arbitrary relative position and orientation, where stringent conditions such as parallel and perpendicular are not required. ⍀ 0 denotes the calibration plate coordinate system OXYZ. This coordinate system is defined on the calibration plate, which is on the Z ϭ 0 of ⍀ 0 , and the relative position of the plate to either the camera or the projector is arbitrary without any parallel or perpendicular restrictions. This coordinate system is used only in calibration. l 1 , l 2 , . . . are the image fringes on the projection plan. Their distributions on the projection plan can be controlled by DLP. The projection point p͑u, v͒ is on the l i . P denotes a general 3D point. It produces its image at point pЈ͑m, n͒ on the camera image plan, and P is on the projection ray of point p͑u, v͒, which is on the fringe l i on the projection plan. ͬ is a general 3 ϫ 3 orthogonal rotation matrix, and ͑t c1 t c2 t c3 ͒ T is a 3 ϫ 1 translation matrix. Equation (8) establishes the relationship between the two coordinate systems of ⍀ c and ⍀ p , which are on arbitrary position and orientation. Once the system is established, this relationship is fixed in the calibration and the measurement process.
The fringe strips l 1 , l 2 , . . . on the projection plan are defined by Eq. (6), and p͑u, v͒ is on the fringe l i . From Eqs. (6)- (8) 
where W is called the system parameter matrix. In the camera image plan, P produces its image at point pЈ͑m, n͒. The relationship between P and pЈ is
where Ј is an arbitrary scale factor, A c is the camera intrinsic matrix, which is defined by
where m 0 , n 0 define the coordinates of the principal point in the image plan of the camera, f m and f n are the scale factors in image m and n axes, respectively, and ␥ is the parameter describing the skewness of the two image axes; ͑m, n͒ and ͑m d , n d ͒ are the ideal pixel image coordinates and the real image coordinates, respectively; k 1 and k 2 are the coefficients of the radial distortion.
The new system based on the projected fringe model is expressed by Eqs. (6), (9a), (9b), (11a), and (11b). In the calibration process, we need to get the system parameters W, A c , k 1 , and k 2 . In the measurement process, we use DLP to set the image pattern of the fringe, which defines the constant parameters ͑␣ i ␤ i ␥ i ͒, i ϭ 1, 2 . . . . Then the corresponding fringe strips are projected onto the tested object. Snapping the deformed image of the object, and from the obtained image, we can find image point ͑m, n͒ on line l i . Then inputting ͑m, n͒ and ͑␣ i ␤ i ␥ i ͒ into Eqs. (9b), (11a), and (11b), we can obtain the 3D coordinates of the point P͑X c , Y c , Z c ͒.
System Calibration
A. Calibration Principle
With the proposed transformation equations, the 3D coordinates of the points on the object can be calculated only when the following system parameters are known: A c , k 1 , k 2 , and W. A c , k 1 , and k 2 are the camera intrinsic parameters, which can be calibrated using the method in [17] . W is the system parameter matrix, which we need to calibrate.
We use a 2D calibration plate to determine the value of W. As shown in Fig. 4 , the calibration plate is placed at an arbitrary position in the measurement range. The relative position and orientation of the plate to the camera and the projector is arbitrary without any parallel or perpendicular restrictions. Then a coordinate system ⍀ 0 is established, which is called the calibration plate coordinate system; assuming P is a point on the calibration plate with 2D coordinates ͑a, b͒. Thus the coordinates of P in ⍀ 0 is ͑a, b, 0͒, and its coordinates in ⍀ c are (12) where ͑R 0 T 0 ͒ are the rotation and translation matrices relating ⍀ 0 and ⍀ c , r i denotes the ith column of the orthogonal rotation matrix R 0 , thus
where r 2 represents the two-norm of vector r and r 1 · r 2 represents the dot multiple of r 1 and r 2 . Combining Eqs. (11a), (11b), and (12), we get the following expression for the relationship between the point P͑a, b͒ on the calibration plate and its image pЈ͑m, n͒: (14) where Ј is an arbitrary scale factor and H is a 3 ϫ 3 matrix. Assuming
ͬ . (15) From Eqs. (14) and (15) we have (16) Combining Eqs. (12), (15) , and (16) 
It can be seen from Eq. (17) Fig. 5 , where the calibration plate has the form of a series of black circles on a white background. The position of the circles is known exactly, and the 2D coordinates of their center are
First, the plate is placed in the measurement range as shown in Fig. 4 . Then an image of the plate is taken by the camera, and the designed circles produce their images at points ͑m i , n i ͒, i ϭ 1, 2, . . . , k, on the camera image plan. From Eq. (16) we have
where g 1 , g 2 , . . . , g 9 are the elements of matrix G. If k Ն 4, the scale factor can be determined with Eq. (13), thus matrix G can be obtained.
Projection Sample Collection
When matrix G has been obtained, two patterns are projected by the projector. As shown in Fig. 6 , the fringes on the projection plan are parallel to the horizontal coordinate and the vertical coordinate, respectively. The centerlines of the horizontal fringes are u ϭ ū i , i ϭ 1, 2, . . . , l u , and the vertical fringes are v ϭ v j , j ϭ 1, 2, . . . , l v . With these projected fringe patterns, the images of the plate are snapped. By skeletonizing the images, we can obtain the cross points of the horizontal and the vertical fringe. Assume the (i, j)th cross point on the projection plan is v j ͒, i ϭ 1, 2, . . . , l u , j ϭ 1, 2, . . . , l v , and its image point is located in ͑m i , n j ͒ on the image plan. Inputting ͑m i , n j ͒ into Eq. (17), we can get the corresponding 3D point ͑X ij , Y ij , Z ij ͒. Thus we obtain a set of samples
Solving Parameter Matrix W
Place the calibration plate at a different position in the measurement field and obtain another set of sample points. Repeat this process s times ͑s Ն 2͒ and obtain a sample collection Note that, if the sample ͑ū i , v j , X ijk , Y ijk , Z ijk ͒ lines up in the same plan in the space, the equations would be linearly dependent and not all the parameters can be solved. So the calibration plate should be placed at two different positions at least, that is, s Ն 2, and the number of the samples should be more than 12, since the equations have 12 unknown parameters.
Experimental Results
According to the proposed model in this paper, an experimental system has been set up as shown in Fig.  7 , which consists of a black-and-white CCD camera (Sony XC-ST50CE, 768 ϫ 576 pixels, and 8 bit data depth), a DLP projector (Optoma EP737, 1024 ϫ 768 pixels), an image processor board (Foresight I50, 768 ϫ 576 pixels, and 8 bit data depth), a personal computer (PC) workstation, and software for system control and data processing. Position the camera and the projector so that there is a distance of 20-30 cm between them. Then place the test object in front of the projector at a distance of 70-100 cm. Finally, adjust the orientation of the camera to cover the measurement range within the camera scope. Thus the construction of the measurement system is completed.
The intrinsic parameters of the CCD camera, which are calibrated using methods in [17] Thus the calibration process is finished. Compared with the classical structured light system, the system does not need to meet the restrictions such as parallel, intersection, and so on. Consequently, the system setup is simple and convenient, and the calibration can be done within 2 min.
After calibration, several measurement tasks are carried out. In the measurement process, first, place the tested object under the measurement range. Second, project the fringe pattern on the object by the computer. Third, snap the deformed images by the CCD camera. Thus, by the proposed method, the object shape can be obtained. The tested objects are two pairs of connected spheres, as shown in Figs. 8 and 9 . The spheres are made of steel and are machined by a computer numerical control (CNC) milling machine. The diameters of the spheres are 50 and 100 mm, respectively, with asphericity less than 3 and 8 m, respectively. The distance of the spheres is measured by a coordinate measurement machine (CMM), which is taken as the standard value. Figure 8(a) is the 2D image of a pair of connected spheres with the diameter of 50 mm, and Figs. 8(b) and 8(c) are the point clouds obtained from the top view and the side view, respectively. The point clouds processing software is developed by our group. Figure 9 shows the result of another pair of spheres with a diameter of 100 mm.
The obtained point clouds are fitted to a sphere by least-squares interpolation. By calculating the distances between two spheres and comparing the results with that obtained by the CMM, we get the results shown in Table 2 , where R 0 and R 1 denote the radius of the two spheres, respectively. The stand distances between these two spheres are 273.790 and 273.944 mm, respectively. From the table we can see that the measurement error is less than 0.08 mm under the measurement range of 800 mm. Figure 10 gives the result of a big sphere by using MATLAB software. Figure 10(a) is the 3D point clouds, and Fig. 10(b) shows the asphericity of the sphere, where the Z axis means the error of the points to the fitted sphere.
We also measure a plastic head model from the front. The image of the model and the obtained point clouds are shown in Fig. 11 . 
Conclusion
We have presented a new measurement technology based on a DLP projector and also proposed a convenient calibration method. Compared with the classical technologies, the new method makes the system construction and calibration easily and concisely. The experiment results show that the proposed method is simple and robust. With the new model, it is more likely for the structured light system to achieve high resolution and real-time performance in practice.
