This study was 
Introduction
Social science research has advanced, in part, due to efforts of research designers and statisticians to produce reliable and valid techniques for the measurement of social variables (Ary, Jacobs, & Razavieh, 1996) . Measures of characteristics assessed using these techniques, including probabilistic sampling techniques, can be used to estimate parameters of a population. The ability of social science researchers to draw conclusions, generalize results, and make inferences to broader audiences is enhanced by the use of these techniques (Gall, Borg, & Gall, 1996) . Further, the consistent application of generally accepted methods in the design, conduct, analysis, and reporting of survey research is necessary to ensure the quality of much of our research-that which involves survey techniques (Tuckman, 1999) .
According to Dillman (2000) there are four possible sources of error in sample survey research. He calls them the "cornerstones for conducting a quality survey" (p. 9). These four are Sampling Error, Coverage Error, Measurement Error, and Nonresponse Error. As any one of these types of error increases in a survey research study, the results and recommendations of that study become increasingly suspect and decreasingly valuable as evidence of the characteristic in the target population or in other audiences.
The first of these cornerstones, Sampling Error, is a result of the measuring a characteristic in some, but not all, of the units or people in the population of interest. Sampling Error always exists at some level when a random sample is drawn. It is reduced through larger samples, but cannot be eliminated completely unless one conducts a census.
Sampling error is unknown when any of the methods for random selection or assignment of subjects to treatments are violated.
The second source of error, Coverage Error, exists when the list or frame from which the sample was drawn fails to contain all of the subjects in the population of interest. Using the dues-paying members of the American Association for Agricultural Education (AAAE) to sample the population of higher education faculty in agricultural education would introduce Coverage Error.
Measurement Error is contained in the instrument used to collect the data. Reducing this source of error requires that the researcher use items that are valid, reliable, and unambiguous to the research subjects.
The fourth cornerstone in good survey research is the handling of Nonresponse Error. This type of error exists to the extent that people included in the sample fail to provide usable responses and are different than those who do on the characteristics of interest in the study.
Of these four types, nonresponse has perhaps received the least attention. Entire courses are available in appropriate and statistically defensible sampling techniques to address both sampling and coverage error. Other courses are devoted to the construction and analysis of survey instruments.
However, little time and attention has been expended on the fourth cornerstone of quality survey research.
Eighteen years ago Larry Miller and Keith Smith wrote an article regarding nonresponse error (Miller & Smith, 1983) . Miller (1998) later said, "Numerous improvements can be made in our research" (p. 10), and suggested that the profession continue to devote personal time to renewing, maintaining, and improving our ability to use appropriate research methods and techniques.
The authors agree. Improving research in agricultural education requires that we periodically examine our methods and techniques. Nonresponse error should be handled through the systematic application of statistically sound and professionally accepted procedures.
Review of Cited Procedures for Handling Non-Response Error
In their widely accepted and highly cited article on handling non-response in survey research, Miller and Smith (1983) and "double-dip" nonrespondents. These authors further state that nonresponse error is a concern for response rates as high as 90%. Gall, Borg, and Gall (1996) suggested that if, after appropriate follow-up procedures have been carried out, a response rate of less than 80% was achieved, a random sample of 20 nonrespondents should be contacted ("double-dipped"). Responses should then be compared with each item of the instrument to determine if nonresponse error is a problem. Ary, Jacobs, and Razavieh (1996) noted that if, after appropriate follow-up procedures have been carried out, a response rate of less than 75% was achieved, the researcher should attempt to describe how respondents might differ from nonrespondents by comparing characteristics of respondents to those of the population, comparing early to late respondents, or comparing respondents to a small random sample of nonrespondents. Similarly, Tuckman (1999) recommended that "if fewer than about 80% of people who receive the questionnaire complete and return it, the researcher must try to reach a portion of the nonrespondents and obtain some data from them. Additional returns of all or critical portions of the questionnaire by 5 to 10% of the nonrespondents is required for this purpose" (p. 267).
Examples of How Non-Response is Being Handled
The following are examples of how various authors addressed nonresponse errors in articles published in the Journal of Agricultural Education. Dollisso and Martin (1999, p. 41) noted that "To determine if there was a difference between the respondents and nonrespondents to the written questionnaire, the researcher did a telephone follow-up survey of 22% of the non-respondents using the entire instrument.
The t-test analysis indicated no significant differences between respondents and non-respondents."
With a response rate of 58%, Born and Miller (1999, p. 33) noted, "No additional follow-ups were conducted. Nonresponse error was controlled by comparing faculty with the population on known characteristics as recommended by Miller and Smith (1983) ." Allen, Frick, and Field (1995, p. 51) noted, "In addition to the 627 individuals who responded to the survey, a randomly selected sample of 20 non-responding subjects were contacted by telephone. According to Borg and Gall (1989) , 20 cases are adequate to compare the responses of both groups to determine if the nonresponding group was biased. Calls were made until twenty (20) individuals agreed to answer the survey over the phone".
With a response rate of 87%, Connors and Elliot (1994, p. 16) noted, "Respondents were grouped as early or late respondents. The two groups were compared on their responses to the Likert scale questions using t-tests. No differences were found between the responses of early and late respondents so the results are generalizable to the target population (Miller & Smith, 1983) ".
"Because of the high response rate," Smith and Kotrlik (1990, p. 14) stated, "a planned telephone follow up of nonrespondents was not conducted since a 97.8% response rate was considered adequate (Borg & Gall, 1983) ".
Purpose
The purpose of this line of inquiry was to describe and explore how nonresponse in the Journal of Agricultural Education was handled for the years 1990 through 1999.
Specific objectives include:
1. Describe the number and type of articles published in the Journal. 2. Describe the sampling procedures used to select research participants in articles published by the Journal. 3. Describe the response rate of research articles published by the Journal. 4. Describe how often nonresponse error as a threat to external validity was mentioned in articles published by the Journal. 5. Describe how nonresponse error was controlled for in articles published by the Journal. 6. Describe the literature cited in handling nonresponse error for articles published by the Journal.
7. Describe results from attempts to control for nonresponse error in articles published by the Journal.
Methods
All articles (N=364) published in the Journal of Agricultural Education during the years 1990 through 1999 were analyzed using content analysis techniques. Data were analyzed using SPSS, and appropriate descriptive statistics (e.g. frequencies and percentages) were presented. Based on a review of literature, the researchers developed an instrument to collect data related to the objectives of the study (Dillman, 2000; Gall, Borg, & Gall, 1996; Fraenkel & Wallen, 1996; Ary, Jacobs, & Razavieh, 1996; Miller & Smith, 1983) . The following seven coding categories were developed. Type of article was coded as sampling procedures used or sampling procedures not used (level of measurement=nominal). Response rate was coded as actual rate achieved (level of measurement=ratio).
Mentioning of nonresponse error as a threat to external validity was coded as mentioned nonresponse, did not mention nonresponse, or 100% response rate achieved (level of measurement=nominal). How nonresponse error was handled was coded into categories (level of measurement=nominal) proposed by Miller and Smith (1983) . Literature cited was coded by actual reference to the literature (level of measurement=nominal). Results of efforts to control for nonresponse errors were coded as no differences found, differences found, or did not indicate results (level of measurement=nominal). Sampling procedures used were coded as one of nine categories (level of measurement=nominal).
A panel of experts at Texas A&M University and Texas Tech University established content validity. Each article was read and analyzed independently by two of the researchers. Researcher-generated data were entered onto the data collection instrument. Results generated by the two researchers were compared to determine discrepancies between researchers. Less than one discrepancy per issue existed. When discrepancies existed the two researchers, working together, reanalyzed the data and agreed on the correct code.
Findings
The following section presents findings by objective for the years 1990 through 1999.
Objective One
The first objective was to describe the number of articles published and whether sampling procedures were used. As shown in Table 1 Objective Two The second objective was to describe the sampling procedures used to select research participants and reported in articles published by the Journal of Agricultural Education during the years 1990 through 1999. As shown in Table 2 , the sampling procedures used most were census (44.4%), simple random sampling (15.1%), stratified sampling (15.1%), and purposive sampling (10.5%). The sampling procedures used least were cluster sampling (4.4%), Delphi sampling (4.4%), convenience sampling (3%), and systematic sampling (3%). One article did not report a sampling procedure. Objective Three The third objective was to describe the response rate described in research articles published by the Journal of Agricultural Education during the years 1990 through 1999. Table 3 shows response rates of studies published. The average response rate was 81.6% (SD=18.2). The minimum response rate reported was 28%, and the maximum was 100%. In fact, almost 30% of the studies reported that a 100% response rate was achieved. Approximately 11% of the studies reported response rates of 90-99% (f=34), and another 19% reported rates of 80-89% (f=57). Objective Four The fourth objective was to describe how often nonresponse error was mentioned as a threat to the external validity of the study. Table 4 shows that approximately 45% of the articles published in the Journal during the 1990s mentioned nonresponse error as a threat to external validity. For almost 30% of the articles published in the Journal, nonresponse error was not a threat to external validity because a 100% response rate was achieved. Approximately 25% of the articles did not mention nonresponse error as a threat to external validity. Of the 304 research articles published in the Journal, nonresponse was a threat to external validity of the findings in approximately 70% of the studies (see Table  3 ); that is, it was a threat to all studies that did not achieve a 100% response rate. Objective Five The fifth objective was to describe how nonresponse error, in which nonresponse was a threat to external validity (f=214), was controlled in articles published by the Journal of Agricultural Education during the years 1990 through 1999 (see Table 5 ). No attempts were made to control for nonresponse error in 46.7% of the articles (f=100). Twenty-five of the articles in which no attempts were made to control for nonresponse error mentioned nonresponse as a threat to external validity. Nonresponse error was controlled by comparing early to late respondents in approximately 30% of the studies. Almost 20% of the studies attempted to control for nonresponse error by following up with nonrespondents. Specific procedures for handling nonresponse varied.
Following are examples of different procedures used to compare early versus late respondents: compared early, middle, and late respondents; compared early and late respondents on scaled items; compared early and late respondents on demographic items; compared early and late respondents on scaled and demographic items; compared early (first 2 weeks) and late (next 2 weeks) on demographic characteristics; compared early (those responses received before follow-up letter) and late (those received after first follow-up letter); and compared early (first 4 weeks) and late (next 4 weeks.)
Following are examples of different procedures used to compare respondents to nonrespondents: compared 10% of nonrepondents with respondents on scaled items; compared 50% of nonrespondents with respondents on demographic items; compared 10 nonrespondents with respondents; compared 10% of nonrespondents with respondents on 15 randomly selected scale items; compared 20% of nonrespondents with respondents; and compared 25% of nonrespondents with respondents on scaled items. Objective Six The sixth objective was to describe the literature cited in handling nonresponse error for articles published by the Journal of Agricultural Education during the years 1990 through 1999. For studies where nonresponse error was a threat to external validity, almost 70% (f=141) did not provide a reference to the literature for how nonresponse was or should be handled (see Table 6 ). Fifty articles (24.5%) cited Miller and Smith (1983) for how nonresponse was handled. Four articles (2%) cited Gall (1989 or 1983) for how nonresponse was handled. Objective Seven The seventh objective was to describe results from attempts to control for nonresponse error in articles published by the Journal of Agricultural Education during the years 1990 through 1999. Table  7 shows the results of efforts to control for nonresponse. Seventy-five percent of the articles published indicated there were no differences between respondents and nonrespondents and that nonresponse error was not a threat to external validity. Almost 20% of articles did not report results of efforts to control for nonresponse errors. Approximately 6% of articles (f=7) found differences between early/late respondents or respondents/nonrespondents. The results of four of the articles where differences were found were generalized to the target population. The results of three of the articles where differences were found were limited to the sample. No differences in early/late responses or respondents/nonrespondents were found when a response rate of 85% was achieved; however, this represented only eleven of the 86 articles. 
Conclusions
Based on the results of this study, the following conclusions were drawn and discussion provided. To ensure the external validity or generalizability of research findings to the target population, the researcher must satisfactorily answer the question of whether the results of the survey would have been the same if a 100% response rate had been achieved (Richardson, 2000) .
Controlling for nonresponse error begins with designing and implementing research, following generally acceptable protocols and procedures (Dillman, 2000) .
Appropriate sampling protocols and procedures should be used to maximize participation in a study. Once participation has been maximized, the researcher will have obtained a high enough response rate to conclude that nonresponse is not a threat to external validity or obtained a response rate that warrants additional procedures for ensuring that nonresponse is not a threat to external validity.
Eight different general sampling procedures were used to collect data for the 304 articles published in the Journal of Agricultural Education, 1990 Education, -1999 . Nonresponse error can be a threat to the external validity of a study when any of these sampling procedures are used and less than 100% response rate is achieved. A 100% response rate was achieved in 90 of the articles published in the Journal of Agricultural Education.
Nonresponse, therefore, was a threat to external validity in 214 articles. In approximately 35% of these 214 articles, nonresponse error, as a threat to external validity, was not mentioned. In almost 50% of these 214 articles, no attempts to control for nonresponse were mentioned. The external validity of those findings is, therefore, unknown.
Of the articles attempting to do so, nonresponse error was handled primarily by comparing early to late respondents or comparing respondents with a sample of nonrespondents. As described previously, specific procedures for making such comparisons varied and were not standardized. In addressing nonresponse error, researchers cited a total of 66 references to the literature. During the 10 years of research covered in this paper, few differences were found to exist between early and late respondents or between respondents and nonrespondents.
Only seven articles reported differences between early/late respondents or respondents/nonrespondents. Results from procedures used to address nonresponse error provide evidence that both early/late comparison and follow-up with nonrespondents are defensible and generally accepted procedures for handling nonresponse error as a threat to external validity of research findings. Early respondents were similar to late respondents, and respondents were similar to nonrespondents. Further, during the 10 years of research covered in this paper, no differences were found between early and late respondents or between respondents and nonrespondent when a response rate of 85% was achieved. We tentatively conclude that additional procedures for control of nonresponse error are not necessary when a response rate of 85% is achieved.
As noted throughout this paper, not mentioning nonresponse error as a threat to external validity of a study, not attempting to control for nonresponse error, or not providing a reference to the literature were, unfortunately, the norm and not the exception. To ensure external validity of research findings, statistically sound and professionally acceptable procedures and protocols for handling nonresponse error are needed and should be reported. The results presented in this paper represent how nonresponse has been handled in the past. Given these results, our findings, and the literature, we propose the following procedures for handling nonresponse in the future and challenge ourselves and our colleagues to address and report more directly how nonresponse was addressed. We recommend a follow-up study of the handling of nonresponse in the Journal of Agricultural Education in five years to describe the outcomes of proposed procedures. We recommend replication of this study for articles published in other scholarly publications and in other professions to describe the generalizability of these findings to other populations and applicability of recommendations.
Proposed Procedures for Handling Nonresponse Issues
Based on the findings of this study and the review of literature, we propose the following three protocols and procedures for addressing nonresponse error as a threat to external validity of a study.
Method 1-Comparison of Early to Late Respondents. Armstrong and Overton (1977) discuss "extrapolation methods" for estimating the response of nonrespondents. Extrapolation methods are based on the concept that subjects who respond late are similar to nonrespondents (Pace, 1939) . This method has been used frequently in the Journal of Agricultural Education. However, there is no consistent/standardized operational definition of "late respondent." One technique to operationally define late respondents is based on responses generated by "successive waves of a questionnaire. 'Wave' refers to the response generated by a stimulus, e.g., a follow-up postcard" (Armstrong & Overton, 1977, p. 397) . So, we recommend that late respondents be defined operationally as those who respond in the last wave of respondents in successive follow-ups to a questionnaire, that is, in response to the last stimulus. To ensure that the number of late respondents is large enough to be meaningful practically and statistically, we recommend further that the minimum number of late respondents be 30. Then, if the last stimulus does not generate 30 or more responses, the researcher should "back up" and use responses to the last two stimuli as his or her late respondents. Comparison, then, would be made between early and late respondents on primary variables of interest. Only if no differences are found should results be generalized to the target population. On the other hand, if differences are found, those differences should be described and limitations in generalizing should be noted. Discussions of differences should be "richly" reported to provide valuable information about populations studied in agricultural education.
If respondents cannot be categorized by successive waves or if a wave of 30 respondents cannot be defined by successive stimuli, then we recommend that late respondents be defined operationally and arbitrarily as the later 50% of the respondents.
Why 50%? Any other arbitrary dichotomy of more or less than 50%, i.e., the early and late respondent groups are not equal in size, reduces the statistical power of any comparison.
Method 2-Using "Days to Respond" as a Regression Variable. Similar to the alternative above is a procedure in which "days to respond" is coded as a continuous variable, and it is used as an independent variable in regression equations in which primary variables of interest are regressed on the variable "days to respond." As in method one, this is an extrapolation method in which nonrespondents are considered to be a linear extension of the latest respondents, and a trend may be detected across respondents based on relative earliness or lateness to respond. Then, if the regression model does not yield statistically significant results, it is assumed that nonrespondents do not differ from respondents.
Comparisons between respondents and differences, if found, should be handled as described above.
Method 3-Compare Respondents to Nonrespondents.
Perhaps the most acceptable method historically of addressing nonresponse bias has been to sample nonrespondents, work extra diligently to get their responses, and then compare their responses to other (previous) respondents. Comparisons between respondents and nonrespondents and differences found should be handled as described above. We recommend this method be used if a minimum of 20 responses from a random sample of nonrespondents can be received. Using fewer than 20 responses threatens the statistical power to detect differences between respondents and nonrespondents. Thus, if fewer than 20 nonrespondents are obtained, their responses could be combined with other respondents and used in conjunction with method 1 or 2.
By employing these methods, and then measuring their effectiveness, the profession will verify or refute the utility of the methods proposed here for reducing nonresponse error. These methods, further, are consistent with and supportive of Miller and Smith's (1983) article on handling nonresponse error. If the three protocols and procedures (described above) for addressing nonresponse error as a threat to external validity of a study are effective, we will continue to use them; if ineffective we will have evidence of that and a deeper understanding of the problem.
