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a b s t r a c t
Based on a transformed Painlevé property and the variable separated ODE method, a func-
tion transformation method is proposed to search exact solutions to some partial dif-
ferential equations (PDEs) with hyperbolic or exponential functions. The new approach
provides a more systematical and convenient handling of the solution process for the non-
linear equations. Its key point is to eradicate the hyperbolic or exponential terms by a
transformed Painlevé property and reduce the given PDEs to a variable-coefficient ordinary
differential equations, then we look for solutions to the resulting equations by some
methods. As an application, exact solutions for a generalized sinh-Gordon equation are for-
mally derived.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The investigation of the exact solutions to nonlinear partial differential equations (NLPDEs) plays an important role in the
study of nonlinear physical phenomena. With the help of exact solutions, when they exist, the mechanism of complicated
physical phenomena and dynamical processes modeled by these NLPDEs can be better understood. They can also help to
analyze the stability of these solutions and to check numerical analysis for these NLPDEs. In recent years, reducing PDEs into
ordinary differential equations (ODEs) has proved a successful idea to generate exact solutions of nonlinear wave equations.
Many approaches to exact solutions in the literature follow such an idea, which contain tanh-function method [1–6], sech-
functionmethod [7,8], homogeneous balancemethod [9,10], extended tanh-functionmethod [11,12], Jacobi elliptic function
method [13], exp-functionmethod [14], F-expansionmethod [15,16], transformed rational functionmethod [17] and so on.
Given a polynomial differential ODE, one can adopt computer algebra systems to search solutions by some methods.
The main purpose of this work is to propose an effective approach to find exact solutions of nonlinear equations with
exponential or hyperbolic functions. Based on the transformed Painlevé property v(η) = eu(ξ) and the variable separated
ODEmethod [18–21], a function transformationmethod is presented.We first reduce nonlinear PDEs to variable-coefficient
ODEs and find some special solutions to these ODEs. To demonstrate the above approach, we will treat the problem of
constructing exact solutions to a generalized sinh-Gordon equation, which is given by
utt − kuxx + α sinh u = 0. (1)
The equation first appeared in the propagation of fluxons in Josephson junctions [22] between two superconductors, then in
many scientific fields such as, solid state physics, nonlinear optics and dislocations in metals. It is also well known that the
sinh-Gordon equation admits geometric interpretation as the differential equation which determines time-like surfaces of
constant positive curvature in the same spaces. For its applications, Yan used the sinh-Gordon equation expansion method
to construct doubly periodic solutions for nonlinear differential equations [23]. Eq. (1) has been studied by several authors
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and its solitary wave solutions are obtained in [24,25] and the references therein. It should be mentioned that in [26] the
authors study a sine-Gordon equation by different transformation methods and obtain some elliptic solutions.
In what follows we highlight briefly the main features of the function transformation method and apply this approach
to seek for solutions of Eq. (1).
2. A function transformation method
Nowwe propose a function transformation method to obtain multiple exact solutions for nonlinear evolution equations
with hyperbolic or exponential functions. The method starts first like most other methods by uniting the independent
variables x and t into one wave variable ξ = x − ct to carry out a PDE into an equivalent ODE. Next we assume that
u(ξ) satisfies a transformed Painlevé property
v(η) = eu(ξ), (2)
where η is a new variable η = η(ξ), whichmay be determined from a certain solvable ordinary differential equation. In this
paper, we limit ourself that this solvable ODE is the variable separated ordinary differential equation
η′ = dη
dξ
= G(η), (3)
where G(η) is a suitable function of hyperbolic or trigonometric functions. Then the ODE reduced from the given PDE can
be converted to a variable-coefficient ODE. The key idea behind this method is to eradicate the hyperbolic terms by a
transformed Painlevé property and search travelling wave solutions to the resulting variable-coefficient ODE by hyperbolic
(or trigonometric) function expansion or rational function method. In what follows, to solve the variable-coefficient ODE
we must find solutions to a system of algebraic equations.
3. Exact elliptic function solutions to the generalized sinh-Gordon equation
The generalized sinh-Gordon (1) can be converted to the ODE
(c2 − k)u′′ + α sinh u = 0 (4)
by using the wave variable ξ = x − ct , where the primes denote the derivatives with respect to ξ . From the transformed
Painlevé property (2), or equivalently
u(ξ) = ln v(η), (5)
we find that
u′′ = 1
v2

v

v′′

dη
dξ
2
+ v′ d
2η
dξ 2

−

v′
dη
dξ
2
. (6)
The transformation (2) also gives
sinh u = v − v
−1
2
, cosh u = v + v
−1
2
, (7)
that also gives
u = arccosh

v + v−1
2

. (8)
Substituting the transformations (5) into Eq. (4), we get the following ODE
2(c2 − k)

v

v′′

dη
dξ
2
+ v′ d
2η
dξ 2

−

v′
dη
dξ
2
+ αv(v2 − 1) = 0. (9)
To seek the solutions of (9), we can select η′ = G(η) in many forms. Here we restrict ourself to search elliptic function
solutions to (1) and we will take only η′ = G(η) in the following two forms.
3.1. First selection of G(η)
First, we assume that G(η) satisfies the variable separated ODE given by
(η′)2 =

dη
dξ
2
= a2(m2 + sinh2 η), (10)
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Fig. 1. Solution u1 with c = 1,m = 1/2, k = 2, α = 1, ξ0 = 0.
where a is a constant. It is not difficult to see that Eq. (10) has the following particular solutions
sinh[η(ξ)] = ±msc(a(ξ + ξ0),m′) and sinh[η(ξ)] = ±cs(a(ξ + ξ0),m′), (11)
wherem′ is the complementary modulus such thatm′ = √1−m2, ξ0 is a constant of integration and
sc(ξ ,m) = sn(ξ ,m)
cn(ξ ,m)
, cs(ξ ,m) = cn(ξ ,m)
sn(ξ ,m)
.
Direct calculation gives
η′′(ξ) = a2 sinh η cosh η, (12)
then from Eqs. (10) and (12), Eq. (9) becomes the following variable-coefficient ODE
2a2(c2 − k)[vv′′(m2 + sinh2 η)+ vv′ sinh η cosh η − (v′)2(m2 + sinh2 η)] + αv(v2 − 1) = 0. (13)
First, we look for solutions of Eq. (13) by hyperbolic function expansion. Using the method in [23], we can set
v = A0 + A1 sinh η + B1 cosh η + cosh η(A2 sinh η + B2 cosh η), (14)
where Ai (i = 0, 1, 2) and Bj (j = 1, 2) are constants to be determined. With the aid of Maple, substituting (14) into (13)
and taking into account (11) and (8), we get the sets of solutions to (1) as follows.
(i) The first set,
u1 = arccoshm
2sc2(ξ1,m′)+ cs2(ξ1,m′)
2m
, (15)
u2 = arccosh
[
−m
2sc2(ρ1,m′)+ cs2(ρ1,m′)
2m
]
, (16)
where ξ1 = 12

α
m(k−c2) (x− ct + ξ0) for c2 < k and ρ1 = 12

α
m(c2−k) (x− ct + ξ0) for c2 > k (Fig. 1).
Whenm → 1, that ism′ → 0, solutions (15) and (16) degenerate as solitary wave solutions of (1), namely
u3 = arccosh
[
1
2
tan2

1
2

α
k− c2 (x− ct + ξ0)

+ 1
2
cot2

1
2

α
k− c2 (x− ct + ξ0)
]
, (17)
u4 = arccosh
[
−1
2
tan2

1
2

α
c2 − k (x− ct + ξ0)

− 1
2
cot2

1
2

α
c2 − k (x− ct + ξ0)
]
. (18)
(ii) The second set,
u5 = arccosh

1
2
[
dc2(ξ2,m′)√
1−m2 +

1−m2cd2(ξ2,m′)
]
, (19)
u6 = arccosh

1
2
[
ns2(ξ2,m′)√
1−m2 +

1−m2sn2(ξ2,m′)
]
, (20)
3006 L. Wei / Computers and Mathematics with Applications 60 (2010) 3003–3011
Fig. 2. Solution u7 with α = 1, k = 2, c = 1, ξ0 = 0.
where ξ2 = 12

α√
1−m2(k−c2)
(x− ct + ξ0) for c2 < k. Becausem → 0 impliesm′ → 1, the solution (20) degenerates as the
following solitary wave solution of (1) (Fig. 2)
u7 = arccosh

1
2
coth2
[
1
2

α
k− c2 (x− ct + ξ0)
]
+ 1
2
tanh2
[
1
2

α
k− c2 (x− ct + ξ0)
]
. (21)
(iii) The third set,
u8 = arccosh

−1
2
[
dc2(ρ2,m′)√
1−m2 +

1−m2cd2(ρ2,m′)
]
, (22)
u9 = arccosh

−1
2
[
ns2(ρ2,m′)√
1−m2 +

1−m2sn2(ρ2,m′)
]
, (23)
where ρ2 = 12

α√
1−m2(c2−k)
(x− ct + ξ0) for c2 > k. Whenm → 0, we havem′ → 1, thus the solution (23) degenerates as
solitary wave solution of (1), namely
u10 = arccosh

−1
2
coth2
[
1
2

α
c2 − k (x− ct + ξ0)
]
− 1
2
tanh2
[
1
2

α
c2 − k (x− ct + ξ0)
]
. (24)
Next, we try to search a rational-like solution v to Eq. (13) with the form
v(η) =
l∑
i=0
Aih(η)i
n∑
j=0
Bjh(η)j
, (25)
where h(η) is a hyperbolic function, l and n are two natural numbers, and Ai (0 ≤ i ≤ l), Bj (0 ≤ j ≤ n) are normally
constants. In fact, Ai and Bj could also be functions of the independent variables as in the F-expansion typemethod. Nowwe
may choose l = 3, n = 1 and h(η) = cosh η, that is, v has the form
v = A0 + A1 cosh η + A2 cosh
2 η + A3 cosh3 η
B0 + B1 cosh η . (26)
After calculation with Maple and in consideration of (11) and (8), we can obtain the following sets of solutions to Eq. (1).
(iv) The fourth set,
u11 = arccoshds
2(ξ3,m′)+ cs2(ξ3,m′)
m2
, (27)
u12 = arccosh[sc2(ξ3,m′)+ nc2(ξ3,m′)], (28)
where ξ3 = 1m

α
k−c2 (x− ct + ξ0) for c2 < k. Whenm → 1, thenm′ → 0 and the solutions (27) and (28) degenerate as the
following solitary wave solutions of (1)
u13 = arccosh
[
cot2

α
k− c2 (x− ct + ξ0)+ csc
2

α
k− c2 (x− ct + ξ0)
]
, (29)
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Fig. 3. Solution u19 with α = 1, c =
√
2, k = 1,m = 1/2, ξ0 = 0.
u14 = arccosh
[
tan2

α
k− c2 (x− ct + ξ0)+ sec
2

α
k− c2 (x− ct + ξ0)
]
. (30)
(v) The fifth set,
u15 = arccosh
[
−ds
2(ρ3,m′)+ cs2(ρ3,m′)
m2
]
, (31)
u16 = arccosh
−sc2(ρ3,m′)− nc2(ρ3,m′) , (32)
where ρ3 = 1m

α
c2−k (x − ct + ξ0) for c2 > k. Similar to the above cases, m → 1 implies m′ → 0, which leads to that the
solutions (31) and (32) degenerate as solitary wave solutions of (1), namely
u17 = arccosh
[
− cot2

α
c2 − k (x− ct + ξ0)− csc
2

α
c2 − k (x− ct + ξ0)
]
, (33)
u18 = arccosh
[
− tan2

α
c2 − k (x− ct + ξ0)− sec
2

α
c2 − k (x− ct + ξ0)
]
. (34)
(vi) The sixth set,
u19,20 = arccosh

1
2

nd(ξ4,m′)±

1−m2sd(ξ4,m′)
2 + nd(ξ4,m′)±1−m2sd(ξ4,m′)−2 , (35)
u21,22 = arccosh

1
2

1
m2

dn(ξ4,m′)±

1−m2cn(ξ4,m′)
2 +m2 dn(ξ4,m′)±1−m2cn(ξ4,m′)−2 , (36)
where ξ4 = 1m

α
c2−k (x− ct + ξ0) for c2 > k (Fig. 3).
(vii) The seventh set,
u23,24 = arccosh

−1
2

nd(ρ4,m′)±

1−m2sd(ρ4,m′)
2 + nd(ρ4,m′)±1−m2sd(ρ4,m′)−2 , (37)
u25,26 = arccosh

−1
2

1
m2

dn(ρ4,m′)±

1−m2cn(ρ4,m′)
2
+ m2

dn(ρ4,m′)±

1−m2cn(ρ4,m′)
−2
, (38)
where ρ4 = 1m

α
k−c2 (x− ct + ξ0) for c2 < k.
(viii) The eighth set,
u27,28 = arccosh

1
2

4√1−m2[cn(ξ5,m′)± dn(ξ5,m′)]√
1−m2cn(ξ5,m′)± dn(ξ5,m′)
+
√
1−m2cn(ξ5,m′)± dn(ξ5,m′)
4√1−m2[cn(ξ5,m′)± dn(ξ5,m′)]

, (39)
u29,30 = arccosh

1
2

4√1−m2[1± ns(ξ5,m′)]√
1−m2 ± ns(ξ5,m′)
+
√
1−m2 ± ns(ξ5,m′)
4√1−m2[1± ns(ξ5,m′)]

, (40)
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Fig. 4. Solution u35 with α = 1, c = 1, k = 10,m = 0.99, ξ0 = 0.
where ξ5 =
√
2
2

(1−
√
1−m2)α
m2 4
√
1−m2(k−c2)
(x− ct + ξ0) for c2 < k.
(ix) The ninth set,
u31,32 = arccosh

−1
2

4√1−m2[cn(ρ5,m′)± dn(ρ5,m′)]√
1−m2cn(ρ5,m′)± dn(ρ5,m′)
+
√
1−m2cn(ρ5,m′)± dn(ρ5,m′)
4√1−m2[cn(ρ5,m′)± dn(ρ5,m′)]

, (41)
u33,34 = arccosh

−1
2

4√1−m2[1± ns(ρ5,m′)]√
1−m2 ± ns(ρ5,m′)
+
√
1−m2 ± ns(ρ5,m′)
4√1−m2[1± ns(ρ5,m′)]

, (42)
where ρ5 =
√
2
2

(1−
√
1−m2)α
m2 4
√
1−m2(c2−k)
(x− ct + ξ0) for c2 > k.
(x) The tenth set,
u35,36 = arccosh

1
2

4√1−m2[−1± cs(ξ5,m′)]
−√1−m2 ± cs(ξ5,m′)
+ −
√
1−m2 ± cs(ξ5,m′)
4√1−m2[−1± cs(ξ5,m′)]

, (43)
u37,38 = arccosh

−1
2

4√1−m2[−1± cs(ρ5,m′)]
−√1−m2 ± cs(ρ5,m′)
+ −
√
1−m2 ± cs(ρ5,m′)
4√1−m2[−1± cs(ρ5,m′)]

, (44)
where ξ5 and ρ5 are given above (Fig. 4).
3.2. Second selection of G(η)
Now, we assume that G(η) satisfies the variable separated ODE given by
(η′)2 =

dη
dξ
2
= a2(cosh2 η −m2), (45)
where a is a constant andm is the elliptic modulus. From [27], we know that Eq. (45) has the particular solutions
cosh η = ±msn(aξ,m) and cosh η = ±ns(aξ,m). (46)
It follows from (45) that Eq. (9) can be converted to the variable-coefficient ODE
2a2(c2 − k)[vv′′(cosh2 η −m2)+ vv′ sinh η cosh η − (v′)2(cosh2 η −m2)] + αv(v2 − 1) = 0. (47)
We now seek a solution v with the form (14). Computing directly with Maple and taking account of (46) and (8), we can
obtain the following sets of solutions to Eq. (1).
(xi) The eleventh set,
u39,40 = arccosh

1
2
{[ns(ξ6,m)± cs(ξ6,m)]2 + [ns(ξ6,m)± cs(ξ6,m)]−2}

, (48)
where
ξ6 =

α
k− c2 (x− ct + ξ0) for c
2 < k. (49)
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Fig. 5. Solution u51 with α = 1, c = 1, k = 3,m = 1/2, ξ0 = 0.
Whenm → 0 andm → 1, the solutions (48) degenerate as solitary wave solutions of (1) respectively
u41,42 = arccosh

1
2
{[csc ξ6 ± cot ξ6]2 + [csc ξ6 ± cot ξ6]−2}

, (50)
u43,44 = arccosh

1
2
{[coth ξ6 ± cschξ6]2 + [cschξ6 ± coth ξ6]−2}

, (51)
where ξ6 is given by (49).
(xii) The twelfth set,
u45,46 = arccosh

−1
2
{[ns(ρ6,m)± cs(ρ6,m)]2 + [ns(ρ6,m)± cs(ρ6,m)]−2}

, (52)
where
ρ6 =

α
c2 − k (x− ct + ξ0) for c
2 > k. (53)
Whenm → 0 andm → 1, the solutions (52) degenerate as solitary wave solutions of (1) respectively
u47,48 = arccosh

−1
2
{[csc ρ6 ± cot ρ6]2 + [csc ρ6 ± cot ρ6]−2}

, (54)
u49,50 = arccosh

−1
2
{[coth ρ6 ± cschρ6]2 + [cschρ6 ± coth ρ6]−2}

, (55)
where ρ6 is given by (53).
Next we search a rational solution v to Eq. (47) with the form (26). With the help of Maple and in view of (8) and (46),
we get the following sets of solutions to Eq. (1).
(xiii) The thirteenth set,
u51,52 = arccosh

1
2
[
1±msn(ξ7,m)√
m(1± sn(ξ7,m)) +
√
m(1± sn(ξ7,m))
1±msn(ξ7,m)
]
, (56)
where ξ7 =
√
2
2

α√
m(1+m)(k−c2) (x− ct + ξ0) for c2 < k (Fig. 5).
(xiv) The fourteenth set,
u53,54 = arccosh

−1
2
[
1±msn(ρ7,m)√
m(1± sn(ρ7,m)) +
√
m(1± sn(ρ7,m))
1±msn(ρ7,m)
]
, (57)
where ρ7 =
√
2
2

α√
m(1+m)(c2−k) (x− ct + ξ0) for c2 > k.
(xv) The fifteenth set,
u55 = arccosh

1
2
[
1+msn(ξ8,m)
msn(ξ8,m)− 1 +
msn(ξ8,m)− 1
1+msn(ξ8,m)
]
, (58)
u56 = arccosh

1
2
[
1+ ns(ξ8,m)
ns(ξ8,m)− 1 +
ns(ξ8,m)− 1
1+ ns(ξ8,m)
]
, (59)
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Fig. 6. Solution u57 with α = 1, c =
√
5, k = 1,m = 9/10.
where ξ8 =

α
(1−m2)(k−c2) (x− ct + ξ0) for c2 < k.
(xvi) The sixteenth set,
u57 = arccosh

1
2
[
1+msn(ρ8,m)
1−msn(ρ8,m) +
1−msn(ρ8,m)
1+msn(ρ8,m)
]
, (60)
u58 = arccosh

1
2
[
1+ ns(ρ8,m)
1− ns(ρ8,m) +
1− ns(ρ8,m)
1+ ns(ρ8,m)
]
, (61)
where ρ8 =

α
(1−m2)(c2−k) (x− ct + ξ0) for c2 > k (Fig. 6).
Here we point out that our solutions (24), (18), (21) and (17) are exactly the solutions (48)–(51) in [24] for n = 1. Andwe
have verified the solutions obtained in this work are indeed solutions by substituting them into the original equation (1).
4. Discussion
A new systematical solution procedure of constructing exact solutions to nonlinear partial differential equations is
proposed, based upon a transformed Painlevé property and the variable separated ODEmethod. The key point is to eradicate
the hyperbolic or exponential terms by the transformed Painlevé property and to reduce the given PDEs to variable-
coefficient ordinary differential equations. Thenwe seek solutions to the resulting equations by somemethods. Ourmethod
allows us to carry out the solution process of nonlinear wave equations more systematically and conveniently by computer
algebra systems such as Maple, Mathematica and Matlab. As an application, various new travelling wave solutions, periodic
solutions and Jacobi elliptic function solutions for a generalized sinh-Gordon equation are formally derived. Our results
suggest that the proposedmethod is reliable and effective to find exact solutions to variable coefficient nonlinear problems.
The method is straightforward and concise, and it can also be applied to other kinds of nonlinear equations in mathematical
physics.
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