Abstract. We obtain general trace formulae in the case of perturbation of self-adjoint operators by self-adjoint operators of class Sm, where m is a positive integer. In [PSS] a trace formula for operator Taylor polynomials was obtained. This formula includes the Livshits-Krein trace formula in the case m = 1 and the Koplienko trace formula in the case m = 2. We establish most general trace formulae in the case of perturbation of Schatten-von Neumann class Sm. We also improve the trace formula obtained in [PSS] for operator Taylor polynomials and prove it for arbitrary functions in he Besov space B m ∞1 (R). We consider several other special cases of our general trace formulae. In particular, we establish a trace formula for mth order operator differences.
Introduction
The purpose of this paper is to obtain most general trace formulae for perturbation of self-adjoint operators by operators of class S m , where m is a positive integer.
The Livshits-Krein spectral shift function for trace class perturbations of self-adjoint operators was introduced by Livshits [L] in a special case and by M.G. Krein [Kr] in the general case. It was proved in [Kr] that for a (not necessarily bounded) self-adjoint operator A and a trace class self-adjoint operator K there exists a unique function ξ in L 1 (R) such that
for every function f such that the Fourier transform F f ′ of its derivative belongs to L 1 (R). Note that the right-hand side of (1.1) is well defined for every Lipschitz functions f . Krein conjectured that for every Lipschitz function f the operator f (A + K) − f (A) belongs to the trace class S 1 and (1.1) holds. It turns out that this is wrong. Farforovskaya constructed a counter-example in [F] . Later in [Pe1] a necessary condition was found. Namely, it was shown in [Pe1] that if f (A + K) − f (A) ∈ S 1 for every self-adjoint A and every self-adjoint K in S 1 , then f locally belongs to the Besov space B 1 11 (R) (see § 2 for a brief introduction in Besov spaces). This necessary condition also implies that there are Lipschitz functions f , for which the condition K ∈ S 1 does not imply that f (A + K) − f (A) ∈ S 1 .
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for every rational function f bounded on R.
In [Pe4] the result of Koplienko was improved. It was shown in [Pe4] that if f belongs to the Besov space B 2 ∞1 (R), then the operator on the left-hand side of (1.2) belongs to S 1 and formula (1.2) holds.
Koplienko also attempted in [Ko] to generalize his results to the case of perturbations of Schatten-von Neumann class S m for an arbitrary positive integer m. However, his proof for m > 2 was erroneous.
We also mention here the paper [GPS] , in which interesting results related to the Koplienko trace formula were obtained.
In [PSS] it was shown that for every positive integer m and for every pair (A, K) of self-adjoint operators with K ∈ S m , there exists a unique function η m in L 1 (R) such that the following trace formula holds:
for functions f satisfying the conditions 4) where the operator Taylor polynomial T
(m)
A,K f is defined by
The function η m is called the spectral shift function of order m.
Note that earlier partial results were obtained in [DS] , [Sk1] , and [Sk2] . In § 6 of this paper we obtain most general trace formulae that include the trace formula for operator Taylor polynomials as a special case.
Moreover, we improve the result of [PSS] for operator Taylor polynomials. We prove in § 7 that trace formula (1.3) holds under much less restrictive assumptions on f : we show that it holds for all functions f in the Besov space B m ∞1 (R). At the same time we establish our general trace formulae also for arbitrary functions in the Besov space B m ∞1 (R).
In § 5 we establish a formula that expresses the operator Taylor polynomial T
A,K f in terms of a multiple operator integral. This formula will not be used to obtain trace formulae. However, we believe that it is of independent interest.
In § 2 we give a brief introduction to Besov spaces and in §3 we introduce multiple operator integrals. Finally, in § 4 we prove two theorems on continuous dependence of multiple operator integrals on the corresponding self-adjoint operators that will be used to obtain our main results.
Throughout the paper we use the notation m for Lebesgue measure on R.
Besov classes
The purpose of this section is to give a brief introduction to the Besov spaces that play an important role in problems of perturbation theory.
Let 0 < p, q ≤ ∞ and s ∈ R. The homogeneous Besov class B s pq (R) of functions (or distributions) on R can be defined in the following way. Let w be an infinitely differentiable function on R such that
We define the functions W n and W ♯ n on R by
, n ∈ Z, where F is the Fourier transform:
With every tempered distribution f ∈ S ′ (R) we associate a sequences {f n } n∈Z ,
Initially we define the (homogeneous) Besov classḂ s pq (R) as the set of all f ∈ S ′ (R) such that
According to this definition, the spaceḂ s pq (R) contains all polynomials. Moreover, the distribution f is defined by the sequence {f n } n∈Z uniquely up to a polynomial. It is easy to see that the series n≥0 f n converges in S ′ (R). However, the series n<0 f n can diverge in general. It is easy to prove that the series n<0 f (r) n converges on uniformly R for each nonnegative integer r > s − 1/p if q > 1 and the series n<0 f (r) n converges uniformly, whenever r ≥ s − 1/p if q ≤ 1. Now we can define the modified (homogeneous) Besov class B s pq (R). We say that a distribution f belongs to
n in the space S ′ (R), where r is the minimal nonnegative integer such that r > s − 1/p in the case q > 1 and r is the minimal nonnegative integer such that r ≥ s − 1/p in the case q ≤ 1. Now the function f is determined uniquely by the sequence {f n } n∈Z up to a polynomial of degree less that r, and a polynomial ϕ belongs to B s pq (R) if and only if deg ϕ < r.
Besov spaces B s pq (R) admit equivalent definitions in terms of finite differences. We give such a definition in the case of Besov spaces B m ∞1 (R), with which we mostly deal in this paper.
For t ∈ R, we define the difference operator ∆ t by
We refer the reader to [Pee] and [Pe3] for more detailed information on Besov spaces.
Multiple operator integrals
In this section we give a brief introduction to the theory of multiple operator integrals. Double operator integrals appeared in the paper [DK] by Daletskii and S.G. Krein. However, the beautiful theory of double operator integrals was developed later by Birman and Solomyak in [BS1] , [BS2] , and [BS4] .
We are not going to define double operator integrals Φ(x, y) dE 1 (x) T dE 2 (y) in the case of Hilbert-Schmidt operators T that was the starting point in [BS1] , [BS2] , and [BS4] . We use the approach based on (integral) projective tensor products. In the case of bounded or trace class operators T this approach is equivalent to the approach of Birman and Solomyak, see [Pe1] . Moreover, we start with the definition of the more general notion of multiple operator integrals. Multiple operator integrals were defined in terms of integral projective tensor products in [Pe5] (see earlier publications [Pa] and [St] , where multiple operators were defined under much more restrictive assumptions).
To simplify the notation, we consider the case of triple operator integrals. The definition for general multiple operator integrals is the same. Let (X , E 1 ), (Y , E 2 ), and (Z, E 3 ) be spaces with spectral measures E 1 and E 2 , and E 3 on Hilbert spaces H 1 and H 2 , and H 3 . Suppose that a function Φ on X × Y × Z belongs to the projective tensor product
Then for arbitrary bounded linear operators T 1 : H 2 → H 1 and T 2 : H 3 → H 2 , we put
It was shown in [Pe5] (see also [ACDS] for a different proof) that the above definition does not depend on the choice of a representation (3.
its norm is, by definition, the infimum of the left-hand side of (3.2) over all representations (3.1). We can enlarge the class of functions Φ, for which multiple operator integrals can be defined by considering integral projective tensor products. This approach for multiple operator integrals was given in [Pe5] . Again, we consider here the case of triple operator integrals; the general case can be treated in the same way.
We say that a measurable function Φ on X × Y × Z belongs to the integral projective tensor product
where (Ω, κ) is a measure space with a σ-finite measure, ϕ is a measurable function on X × Ω, ψ is a measurable function on Y × Ω, χ is a measurable function on Z × Ω, and
For a bounded linear operator T 1 from H 2 to H 1 , a bounded linear operator T 2 from H 3 to H 2 , and a function Φ in
Again, the above definition does not depend on the choice of a representation (3.3) (see [Pe5] ). The norm Φ L ∞⊗ i L ∞⊗ i L ∞ is defined as the infimum of the left-hand side of (3.4) over all representations (3.3).
It is easy to see that the following inequality holds
It is also easy to see that if T 1 ∈ S p and T 2 ∈ S q , and 1/p + 1/q ≤ 1, then the triple operator integral (3.5) belongs to S r and
where 1/r = 1/p + 1/q.
Note that in [JTT] Haagerup tensor products were used to define multiple operator integrals. However, it is not clear whether this can lead to stronger results in perturbation theory.
For a function f on R the divided differences D k f of order k are defined inductively as follows:
(the definition does not depend on the order of the variables). We put
If f ∈ C k (R), then D k f extends by continuity to a function defined for all points
It follows from the results of Birman and Solomyak [BS4] that if A is a self-adjoint operator (not necessarily bounded), K is a bounded self-adjoint operator, and f is a continuously differentiable function on R such that Df
(3.6) (throughout this paper E A stands for the spectral measure of A).
It was shown in [Pe5] that if f is a bounded function on R such that its
and
This implies (see [Pe5] ) that if f belongs to the Besov space B m ∞1 (R), then (3.7) holds and
It was also proved in [Pe5] that if f ∈ B m ∞1 (R), A is a self-adjoint operator and K is a bounded self-adjoint operator, then the function
has m derivatives in the operator norm and
Strictly speaking under the condition f ∈ B m ∞1 (R) lower derivatives
do not necessarily exist. To get the mth derivative we should define the left-hand side of (3.10) by
where the functions f n , n ∈ Z, are defined by (2.1).
Continuous dependence of multiple operator integrals
We have already seen (see (3.10)) that multiple operator integrals that involve divided differences of an arbitrary order play and important role in perturbation theory. In this paper we are going to consider other multiple operator integrals that involve divided differences.
The purpose of this section is to show that such multiple operator integrals depend continuously on the corresponding self-adjoint operators. We establish two similar results. The first one establishes continuous dependence in the operator (or trace class) norm, while the second one deals with continuous dependence in the strong operator topology.
We are going to use a representation of D m f as an element of the integral projective tensor product of L ∞ spaces. This representation was obtained in [Pe2] for m = 1 and in [Pe5] for m ≥ 2. To simplify the notation, we formulate the result for m = 1 and m = 2. Similar formulae hold for m > 2.
Let f be a bounded function on R such that the support of its Fourier transform F f is a compact subset of (0, ∞). Then (see [Pe2] ) (Df )(x, y) = i 2π
One can prove that for t > 0, q t is a (complex) measure whose total variation does not depend on t, see [Pe2] . Hence,
In the same way we have
Applying this formula for m = 2, we obtain (see [Pe5] )
for every f ∈ L ∞ (R) such that the support of its Fourier transform F f is a compact subset of (0, ∞).
Theorem 4.1. Let m be a positive integer and let f ∈ B m ∞1 (R). Suppose that K 1 , K 2 , · · · , K m are bounded linear operators, A 1 , A 2 , · · · , A m+1 are (not necessarily bounded) self-adjoint operators, and A 1,j j≥0 , A 2,j j≥0 , · · · , A m+1,j j≥0 are sequences of self-adjoint operators such that
in the operator norm. Moreover, if K 1 , K 2 , · · · , K m ∈ S m , then the limit in (4.5) exists in the norm of S 1 .
Proof. The proof is similar to the proof of Theorem 5.1 in [Pe5] . For simplicity, we give the proof in the case m = 2. For arbitrary m, the proof is the same.
As usual, it suffices to prove the result in the case when supp F f is a compact subset of (0, ∞). We are going to use formula (4.3). Put
We have to show that
The proof for the other two terms in (4.3) is exactly the same. Clearly,
It is easy to see that it suffices to show that
for every t, u > 0. However, this is obvious, since the functions (S −t−u f ) * q t+u and x → e itx are operator Lipschitz. The same reasoning shows that if K 1 , K 2 , · · · , K m ∈ S m , then the limit in (4.5) exists in the norm of S 1 .
Theorem 4.2. Let m be a positive integer and let f ∈ B m ∞1 (R). Suppose that K 1 , K 2 , . . . , K m are bounded linear operators, A 1 , A 2 , . . . , A m+1 are (not necessarily bounded) self-adjoint operators, and A 1,j j≥0 , A 2,j j≥0 , . . . , A m+1,j j≥0 are sequences of bounded self-adjoint operators such that
in the strong operator topology.
We need two lemmata. The one is Lemma 8.4 in [AP1] .
Lemma 4.3. Let f be a bounded continuous function on R. Suppose that A is a self-adjoint operator (not necessarily bounded) and {A j } j≥0 is a sequence of bounded self-adjoint operators such that Proof of Theorem 4.2. Clearly, it suffices to prove the result in the case when supp F f is a compact subset of (0, ∞). By Lemma 4.3, lim j→∞ exp(itA k,j ) = exp(itA k ) and lim
in the strong operator topology for all t > 0. Now the result follows from Lemma 4.4 and the integral representation for D m f as an element of projective tensor product of L ∞ spaces, see the discussion in the beginning of this section.
A formula for operator Taylor polynomials
In this section we obtain a formula for operator Taylor polynomials in terms multiple operator integrals. We are going to prove that for f ∈ B m ∞1 (R), the following formula holds
We believe that formula (5.1) is of independent interest though it will not be used to prove the the main results of the paper.
Here A is a (not necessarily bounded) self-adjoint operator and K is a bounded selfadjoint operator.
Recall that
Actually, it is not true that each term of the right-hand side of (5.2) exists for functions f in B m ∞1 (R). However, we explain in this section how to define the right-hand side of (5.2) for all functions f in B m ∞1 (R). First, we establish (5.1) for bounded functions f whose Fourier transform has compact support in (0, ∞).
Theorem 5.1. Let f be a function in L ∞ (R) such that the support of F f is a compact subset of (0, ∞). Then (5.1) holds.
To prove Theorem 5.1, we need the following result.
Lemma 5.2. Let f be a function in L ∞ (R) such that the support of F f is a compact subset of (0, ∞). Then for every m ≥ 2,
Proof. To simplify the notation, we give the proof in the case m = 2. The proof in the general case is exactly the same.
Consider first the case when A is bounded. We have
In the case of unbounded A, we put
Clearly, lim j→∞
A j u − Au = 0 for every u in the domain of A.
Since each operator A j is bounded, we have
The result follows now from Theorem 4.2.
Proof of Theorem 5.1. We proceed by induction. It was proved in [Pe1] that identity (5.1) holds for m = 1 and for functions f in the Besov space B 1 ∞1 (R), and so it holds for functions f satisfying the hypotheses of Theorem 5.1.
To pass from m − 1 to m, we use Lemma 5.2 and the formula
This formula was proved in [Pe5] for f ∈ B m ∞1 (R), and so holds for functions satisfying the hypotheses of Theorem 5.1.
We can extend now formula (5.1) to the case of arbitrary functions f in B m ∞1 (R). As we have already mentioned, for f ∈ B m ∞1 (R), each term of the Taylor polynomial T
(m)
A,K f is not necessarily defined. However, we can define T (m)
∞1 (R) by the following formula:
where the functions f n are given by (2.1). Note that it follows from (3.8) that the righthand side of (5.3) converges absolutely for all functions f in B m ∞1 (R). It is also easy to see that the right-hand side of (5.3) does not depend on the choice of the function w in the definition of Besov spaces, see § 2. A,K f is defined by (5.3). Proof. By Theorem 5.1, (5.1) holds for functions f in L ∞ (R) such that supp F f is a compact subset of (0, ∞). In the same way it can be proved that (5.1) holds for functions f in L ∞ (R) such that supp F f is a compact subset of (−∞, 0). Thus (5.1) holds for each function f n . The result follows now from Theorem 5.5 of [Pe5] .
The general result
In this section we establish most general spectral formulae for perturbations of class S m (see Theorem 6.5 below). We show in the next section that the trace formula for operator Taylor polynomials is a special case of Theorem 6.5.
Let A be a self-adjoint operator and let K be a bounded self-adjoint operator. Put A t def = A + tK for t ∈ R. Let f be a bounded continuous function on R and let m be a positive integer m. We can consider the following finite differences:
It turns out that the finite differences ∆ m K f (A) can be defined for functions f in B m ∞1 (R) by the formula ∆
where the functions f n are defined by (2.1). Moreover, it was shown in [AP1] , Lemma 4.3 that
Strictly speaking, formula (6.1) was proved in [AP1] for bounded self-adjoint operators A. However, it is easy to see that the approximation procedure used in the proof of Lemma 5.2 in this paper also works to extend formula (6.1) to the case of unbounded A.
Recall that it was shown in [Pe5] that for every function f in B m ∞1 (R), the function t → f (A t ) has mth derivative in the operator norm if we define it by
where E s is the spectral measure of A s .
The following estimate was obtained in [PSS] for functions f satisfying (1.4). We extend it to the class B m ∞1 (R). Theorem 6.1. Let f ∈ B m ∞1 (R) and K ∈ S m . Then
Proof. Clearly, it suffices to show that
Let us first prove the result in the case when supp F f is a compact subset of (0, ∞). Let Φ be a function in C ∞ (R) such that Φ(0) = 1 and F Φ is a nonnegative infinitely differentiable function with a compact support. For ε > 0, we put f ε (x) def = Φ(εx)f (x). Then supp F f ε is a compact and
Hence, by Theorem 2.1 of [PSS] ,
It is easy to see that
L ∞ , where C depends only on Φ and m. Moreover, supp F f ε is a compact support of (0, ∞) for sufficiently small ε and lim ε→0 f ε = f in the space B m ∞1 (R). It follows from (6.2) and from (3.8) that
Hence,
If supp F f is a compact support of (−∞, 0), the proof of (6.4) is the same. It follows from (6.4) that for f in B m ∞1 (R),
where the functions f n are defined by (2.1). This implies (6.3).
Theorem 6.2. Let m be a positive integer and let
(6.5)
Proof. The result follows from (6.2), (6.1) and the equality
which is a special case of Theorem 4.1. Consider now the case when K ∈ S m .
Theorem 6.3. Let f ∈ B m ∞1 (R) and K ∈ S m . Then the limit lim
exists in the norm of S 1 for every s. Moreover, the function
is a continuous S 1 -valued function and
Proof. The fact that the limit (6.6) exists in the norm of S 1 is an immediate consequence of Theorem 4.1. The continuity of the function (6.7) also immediately follows from Theorem 4.1. Finally, inequality (6.8) follows from (6.2) and inequality (3.9).
Let C 0 (R) denote the space of all functions f ∈ C(R) such that lim |t|→∞ f (t) = 0. Denote by M (R) the space of all finite Borel measures on R. We identify in a natural way the space M (R) with the space (C 0 (R)) * .
Theorem 6.4. Let m be a positive interger and let A and K be self-adjoint operators such that K ∈ S m . Then for each t ∈ R there exists a unique measure ν t ∈ M (R) such that
for every f ∈ B m ∞1 (R). Moreover, the map t → ν t is a continuous map from R to M (R) equipped with the weak- * topology σ(M (R), C 0 (R)).
Proof. Note that the set
is dense in C 0 (R). Theorem 6.1 implies that there exists a unique measure ν t ∈ M (R) such that (6.9) holds for every f ∈ X. Theorem 6.3 implies that the mapping t → ν t is continuous.
It remains to establish the equality in (6.9) for all f ∈ B m ∞1 (R). Clearly, it suffices to verify that this equality holds on a dense subset of B m ∞1 (R). Let f be an entire function of exponential type σ that is bounded on R. Put ϕ(t)
and sup
To complete the proof, it suffices to verify that
Inequality (5.3) in [AP2] implies the following inequalities:
It remains to prove that
which is clear, because lim ε→0 ϕ(A εt ) = I in the strong operator topology.
For µ ∈ M (R), we denote by µ (m) the m-th derivative of µ in the sense of distributions. Thus we put
(6.10) the integral exists in M (R) in the topology σ(M (R), C 0 (R)), because the function t → ν t is weak star continuous. We prove in the next section that if µ is an absolutely continuous measure (with respect to Lebesgue measure), then µ {A,K} must also be absolutely continuous.
The following result is a most general trace formula for perturbations of class S m .
Theorem 6.5. Let m be a positive integer and let A and K be self-adjoint operators such that K ∈ S m . Suppose that µ ∈ M (R). Then for every f ∈ B m ∞1 (R),
where µ {A,K} is defined by (6.10).
Proof. We have
Trace formulae for operator Taylor polynomials and other special cases
In this section we show that trace formula (1.3) is a special case of our general formula (6.11) which allows us to improve the main results of [PSS] and extend trace formula (1.3) to the case of functions in the Besov space B m ∞1 (R). We also consider several other interesting special cases of formula (6.11).
Theorem 7.1. Let m be a positive integer and let A and K be self-adjoint operators such that K ∈ S m . Consider the the absolutely continuous measure µ defined by
holds for every function f in the Besov space B m ∞1 (R). Proof. It is easy to see that
where δ a is the unit point mass at a. Indeed, by Taylor's formula,
The result follows now from Theorem 6.5.
Corollary 7.2. Under the hypotheses of Theorem 7.1, the spectral shift function η m of order m is the Radon-Nykodym derivative of µ {A,K} with respect to Lebesgue measure,
and trace formula (1.3) holds for every f ∈ B m ∞1 (R). Proof. It follows from Theorem 7.1 and from trace formula (1.3) that
for every infinitely smooth functions f with compact support. This implies the result.
Now we are in a position to prove that µ {A,K} is absolutely continuous whenever µ is.
Theorem 7.3. Suppose that µ is an absolutely continuous measure (with respect to Lebesgue measure). Then µ {A,K} is also absolutely continuous.
Proof. For g ∈ L 1 (m), we use the notation
where µ is the absolutely continuous measure defined by dµ = g dm.
Denote by L the set of all g ∈ L 1 (m) such that the measure g {A,K} is absolutely continuous for all self-adjoint operators A and K with K ∈ S m . Clearly, L is a closed translation and dilation invariant subspace of L 1 (m). By Theorem 7.1 and Corollary 7.2, the function t
The following results are interesting special cases of our general trace formula (6.11).
Theorem 7.4. Let m be a positive integer. Suppose that A is a self-adjoint operator and K is a self-adjoint operator of class S m . Then there exists a function
for every f ∈ B m ∞1 (R). We need the following lemma.
Lemma 7.5. Let m be a positive integer and let λ be a measure on a finite interval [a, b] . Suppose that λ is orthogonal to the polynomials of degree less than m. where dµ(t) = g(t) dt. Moreover, the measure µ {A,K} is absolutely continuous, see § 6. Now we state the following generalization of Theorem 7.4.
Theorem 7.6. Let m be a positive integer and let A and K be self-adjoint operators such that K ∈ S m . Suppose that the measure The proof of Theorem 7.6 is similar to that of Theorem 7.4 and we omit it. Let us now generalize Theorem 7.6.
Theorem 7.7. Let m and k be nonnegative integers such that 0 ≤ k < m. Suppose that the measure N j=0 λ j δ t j is orthogonal to the polynomials of degree less than m − k. Let A be a self-adjoint operator and K be a self-adjoint operator of class S m . Then there exists a function ψ ∈ L 1 (R) such that where µ {A,K} is defined by (6.10) with dµ(t) = g(t) dt. Clearly, the measure µ {A,K} is absolutely continuous with respect to Lebesgue measure. We have considered several special cases our general trace formula (6.5). In all those cases the measure µ {A,K} is absolutely continuous with respect to Lebesgue measure. The following example shows that this is not always the case.
Example. Suppose that A and K are commuting self-adjoint operators with discrete spectra, i.e., A = j α j (·, e j )e j and K = j λ j (·, e j )e j , where {e j } j is an orthonormal basis and the α j and µ j are real numbers. By Theorem 6.4,
for a unique measure ν t on R. Note that this is a special case of trace formula (6.5). It is easy to verify that
for every f ∈ C m (R) with f (m) ∈ L ∞ (R). Thus
Hence, ν t is a discrete measure. This example shows that in trace formula (6.11) the measure µ {A,K} does not have to be absolutely continuous in general.
