Genetic material sequenced from ancient samples is revolutionizing our understand-5 ing of the recent evolutionary past. However, ancient DNA is often degraded, resulting 6 in low coverage, error-prone sequencing. Several solutions exist to this problem, rang-7 ing from simple approach such as selecting a read at random for each site to more 8 complicated approaches involving genotype likelihoods. In this work, we present a 9 novel method for assessing the relationship of an ancient sample with a modern pop-10 ulation while accounting for sequencing error by analyzing raw read from multiple 11 ancient individuals simultaneously. We show that when analyzing SNP data, it is bet-12 ter to sequencing more ancient samples to low coverage: two samples sequenced to 13 0.5x coverage provide better resolution than a single sample sequenced to 2x coverage. 14 We also examined the power to detect whether an ancient sample is directly ancestral 15 to a modern population, finding that with even a few high coverage individuals, even 16 ancient samples that are very slightly diverged from the modern population can be de-17 tected with ease. When we applied our approach to European samples, we found that 18 no ancient samples represent direct ancestors of modern Europeans. We also found 19 that, as shown previously, the most ancient Europeans appear to have had the small-20 est effective population sizes, indicating a role for agriculture in modern population 21 growth.
1 Introduction et al., 2015 , Fu et al., 2016 , Lazaridis et al., 2016 . Many common approaches to the and explicitly model base-calling errors. Crucially, our approach incorporates data from multiple individuals that belong to the same ancient population, which we show 81 substantially increases power and reduces error in parameter estimates. We then apply 82 our new methodology to ancient human data, and show that we can perform accurate 83 demographic inference even from very low coverage samples by analyzing them jointly. 84 2 Results 85 2.1 Sampling alleles in ancient populations 86 We assume a scenario in which allele frequencies are known with high accuracy in a 87 modern population. Suppose that an allele is known to be at frequency x ∈ (0, 1) in 88 the modern population, and we wish to compute the probability of obtaining k copies 89 of that allele in a sample of n (0 ≤ k ≤ n) chromosomes from an ancient population. 90 Conditioning on the frequency of the allele in the modern population minimizes the 91 impact of ascertainment, and allows this approach to be used for SNP capture data. 92 To calculate the sampling probability, we assume a simple demographic model in which the ancient individual belongs to a population that split off from the modern population τ 1 generations ago, and subsequently existed as an isolated population for τ 2 generations. Further, we assume that the modern population has effective size N (1) e and that the ancient population has effective size N (2) e , and measure time in diffusion units,
). If we know the conditional probability that an allele is at frequency y in the ancient sample, given that it is at frequency x, denoted f (y; x, t 1 , t 2 ), then the sampling probability is simply an integral,
Thus, we must compute the binomial moments of the allele frequency distribution in the ancient population. In the Methods, we show that this can be computed using matrix exponentiation, 95 p n,k (t 1 , t 2 ) = e Qt2 e Q ↓ t1 h n i ,
where (v) i indicates the ith element of the vector v, h n = ((1−x) n , x(1−x) n−1 , . . . , x n ) T 96 and Q and Q ↓ are the sparse matrices
This result has an interesting interpretation: the matrix Q ↓ can be thought of as 99 evolving the allele frequencies back in time from the modern population to the common 100 ancestor of the ancient and modern populations, while Q evolves the allele frequencies 101 forward in time from the common ancestor to the ancient population ( Fig 1) .
[2012] in modeling the probability of the read data in the ancient population, given the allele frequency at site l as
where R i,l = (a i,l , d i,l ) are the counts of ancestral and derived reads in individual i at 111 site l, g i,l ∈ {0, 1, 2} indicates the possible genotype of individual i at site l (i.e. 0 = 112 homozygous ancestral, 1 = heterozygous, 2 = homozygous derived), and P(R i,l |g i,l ) is 113 the probability of the read data at site l for individual i, assuming that the individual 114 truly has genotype g i,l . We use a binomial sampling with error model, in which the 115 probability that a truly derived site appears ancestral (and vice versa) is given by .
116
Thus,
Combining these two aspects together by summing over possible allele frequencies 119 weighted by their probabilities, we obtain our likelihood of the ancient data, low coverage ancient sample ( Figure 2A ). However, inferences of t 2 benefit much more 132 from increasing the number of ancient samples, as opposed to coverage ( Figure 2B ). In 133 particular, two individuals sequenced to 0.5x coverage have a much lower error than a 134 single individual sequenced to 2x coverage. To explore this effect further, we derived the 135 sampling probability of alleles covered by exactly one sequencing read (see Methods). 136 We found that sites covered only once have no information about t 2 , suggesting that 137 evidence of heterozygosity is very important for inferences about t 2 .
138
[ Figure 2 about here.] 139 We next examined the impact of coverage and sampling on the power to reject 140 the hypothesis that the ancient individuals came from a population that is directly 141 ancestral to the modern population. We analyzed both low coverage (0.5x) and higher 142 coverage (4x) datasets consisting of 1 (for both low and high coverage samples) or 5 143 individuals (only for low coverage). We simulated data with parameters identical to 144 the previous experiment, except we now examined the impact of varying the age of 145 the ancient sample from 0 generations ago through to the split time with the modern 146 population. We then performed a likelihood ratio test comparing the null model of con-147 tinuity, in which t 2 = 0, to a model in which the ancient population is not continuous.
148 Figure 3 shows the power of the likelihood ratio test. For a single individual sequenced 149 to low coverage, we see that the test only has power for very recently sampled ancient We applied our approach to ancient human data from Mathieson et al. [2015] , which 159 is primarily derived from a SNP capture approach that targeted 1.2 million SNPs.
160
Based on sampling location and associated archeological materials, the individuals 161 were grouped into a priori panels, which we used to specify population membership 162 when analyzing individuals together. We analyzed all samples for their relationship to 163 the CEU individuals from the 1000 Genomes Project [Consortium, 2015] . Based on 164 our results that suggested that extremely low coverage samples would yield unreliable 165 estimates, we excluded panels that are composed of only a single individual sequenced 166 to less than 2x coverage.
167
We computed maximum likelihood estimates of t 1 and t 2 for individuals as grouped 168 into populations ( Figure 4A ; Table 1 ). We observe that t 2 is significantly greater than 0 169 for all populations. Thus, none of these populations are consistent with directly making 170 up a large proportion of the ancestry of modern CEU individuals. Strikingly, we see 171 that t 2 t 1 , despite the fact that the ancient samples must have existed for fewer 172 generations since the population split than the modern samples. This suggests that 173 all of the ancient populations are characterized by extremely small effective population 174 sizes.
[ Table 1 about individuals. We found that almost all analyzed individuals had inferred error rates 191 less than 1%, with many individuals clustering near 0.5% error ( Figure 5A ). We hy-
192
pothesized that higher coverage individuals may have lower error rates, because high 193 coverage may indicate better preserved DNA. We found a marginally significant neg-194 ative correlation between the log of the error rate and the log of coverage when two 195 outlier individuals with inferred error rates of 0% were excluded (p = 0.06, Figure 5B ).
196
[ Figure 5 about here.]
197
Finally, we examined the impact of grouping individuals into populations in real 198 data. We see that estimates of t 1 for low coverage samples are typically lower when an-199 alyzed individually than when pooled with other individuals of the same panel ( Figure   200 6A), suggesting a slightly downward bias in estimating t 1 for low coverage samples. On 201 the other hand, there is substantial bias toward overestimating t 2 when analyzing sam-202 ples individually, particularly for very low coverage samples ( Figure 6B ). This again shows that for estimates that rely on heterozygosity in ancient populations, pooling 204 many low coverage individuals can significantly improve estimates. to more complicated methods making use of genotype likelihoods [Racimo et al., 2016] .
213
Here, we presented a novel maximum likelihood approach for making inferences about 214 how ancient populations are related to modern populations by analyzing read counts 215 from multiple ancient individuals and explicitly modeling relationship between the two 216 populations. Using this approach, we examined some aspects of sampling strategy for 217 aDNA analysis and we applied our approach to ancient humans. 218 We found that sequencing many individuals from an ancient population to low cov-219 erage ( .5-1x) can be a significantly more cost effective strategy than sequencing fewer 220 individuals to relatively high coverage. For instance, we saw from simulations that far vidual, there is no information about the heterozygosity of that site. We also observed 233 a pronounced upward bias in estimates of the drift time in the ancient population from 234 low coverage samples. We speculate that this is due to the presence of few sites covered 235 more than once being likely to be homozygous, thus deflating the estimate of heterozy-236 gosity in the ancient population. Thus, for analysis of SNP data, we recommend that 237 aDNA sampling be conduced to maximize the number of individuals from each ancient 238 population that can be sequenced to ∼1x, rather than attempting to sequence fewer 239 individuals to high coverage.
240
Of particular interest in many studies of ancient populations is the question of 
254
When we applied our approach to European history, we made several noteworthy 255 observations. Primarily, we rejected continuity for all populations that we analyzed,
256
suggesting that most ancient samples thus far collected come from populations that 257 had diverged from main-stem European ancestry, and did not contribute a substantial 258 portion of ancestry directly to modern Europeans. Secondly, we observed that the drift time in the ancient population was much larger than the drift time in the modern 260 population. This supports the observation that ancient Europeans were often members 261 of small, isolated populations [Skoglund et al., 2014] . We obtained further support for 262 this by examining the relationship between the age of the ancient populations and 263 the drift time leading to them ( Figure 4C ). We saw a strong positive correlation, and 264 although this drift time is a compound parameter, which complicates interpretations, it 265 appears that the oldest Europeans were members of extremely small populations, and 266 that effective population size has grown through time as agriculture spread through 267 Europe.
268
We anticipate the further development of methods that explicitly account for dif-269 ferential drift times in ancient and modern samples will become important as aDNA thus were at lower frequencies in the past. A potentially fruitful avenue to combine 280 these approaches moving forward may be to separate regions of the genome based on 281 ancestry components, and assess the ancestry of ancient samples relative to specific 282 ancestry components, rather than to genomes as a whole.
283
Our current approach leaves several avenues for improvement. We wish to compute moments of the form 301 E x (g(Y ); t 1 , t 2 ) = 1 0 g(y)f (y; x, t 1 , t 2 )dy.
To do so, we make use of several results from diffusion theory. To ensure that this 302 paper is self contained, we briefly review those results here. The interested reader may 303 find much of this material covered in Ewens [2012] , Karlin and Taylor [1981] . Several 304 similar calculations can be found in Griffiths [2003] .
305
Let the probability of an allele going from frequency x to frequency y in τ genera-306 tions in a population of size N e be f (x, y; t), where t = τ /(2N e ). Under a wide variety 307 of models, the change in allele frequencies through time is well approximated by the 308 Wright-Fisher diffusion, which is characterized by its generator,
The generator of a diffusion process is useful, because it can be used to define a differ-310 ential equation for the moments of that process,
We will require the speed measure of the Wright-Fisher diffusion, m(x) = x −1 (1 − We additionally require the probability of loss, i.e. the probability that the allele 316 currently at frequency x is ultimately lost from the population. This is
Note that it is possible to condition the Wright-Fisher diffusion to eventually be lost.
318
The transition density can be computed as
by using Bayes theorem. The diffusion conditioned on loss is characterized by its 320 generator,
In an infinite sites model, in which mutations occur at the times of a Poisson 322 process with rate θ/2 and then each drift according to the Wright-Fisher diffusion, a 323 quasi-equilibrium distribution will be reached, known as the frequency spectrum. The 324 frequency spectrum, φ(x), predicts the number of sites at frequency x, and can be 325 written in terms of the speed measure and the probability of loss,
To proceed with calculating (4), note that the conditional probability of an allele 327 being at frequency y in the ancient population given that it's at frequency x in the 328 modern population can be calculated
where f (x, y; t 1 , t 2 ) is the joint probability of the allele frequencies in the modern and 330 ancient populations and φ(x) is the frequency spectrum in the modern population.
331
Assuming that the ancestral population of the modern and ancient samples was at We now expand the frequency spectrum in terms of the speed measure and the probability of loss and use reversibility with respect to the speed measure to rewrite the equation,
The third line follows by multiplying by u 0 (x)/u 0 (x) = 1. This equation has the inter-336 pretation of sampling an allele from the frequency spectrum in the modern population, 337 then evolving it backward in time to the common ancestor, before evolving it forward 338 in time to the ancient population. The interpretation of the diffusion conditioned on 339 loss as evolving backward in time arises by considering the fact that alleles arose from 340 unique mutations at some point in the past; hence, looking backward, alleles must 341 eventually be lost at some point in the past.
342
To compute the expectation, we substitute this form for the joint probability into (4),
where the second line follows by rearranging terms and exchanging the order of integration. Note that this formula takes the form of nested expectations. Specifically,
We now use (5) to note that
with obvious boundary conditions p n,k (0; z) = z k (1 − z) n−k and p ↓ n,k (0;
346 These systems of differential equations can be rewritten as matrix differential equa- (1 − )P 2,0 (x l ) + 1 2 P 2,1 (x l ) + P 2,2 (x l ) l∈l d P 2,0 (x l ) + 1 2 P 2,1 (x l ) + (1 − )P 2,2 (x l ) .
We can use formulas from Racimo et al. [2016] to compute P 2,k (x l ) for k ∈ {0, 1, 2},
Note then that Table 1 : Details of populations included in analysis. "pop" is population name, "cov" is mean coverage of individuals in the population, "date" is mean date of individuals in the population, "t 1 " is the maximum likelihood estimate of t 1 in the full model, "t 2 " is the maximum likelihood estimate of t 2 in the full model, "LnL" is the maximum likelihood value in the full model, "t 1 (cont)" is the maximum likelihood estimate of t 1 in the model where t 2 = 0, "LnL" is the maximum likelihood value in the model where t 2 = 0.
