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1. Introduction
In this paper we study the long time behavior of the Euler–Bernoulli beam clamped at one end and free at the other end
(cantilever beam). Here, for simplicity and without loss of generality, we assume the length, the density and the ﬂexural
rigidity of the beam equal to 1.
The dynamic problem in (0,1) × R+ is therefore described by the well-known equation of motion
utt(x, t) + uxxxx(x, t) = 0, (1.1)
together with the boundary conditions
u(0, t) = ux(0, t) = 0 (1.2)
and
uxx(1, t) = β(t), uxxx(1, t) = Γ (t),
where β(t) and Γ (t) are boundary control terms applied to the free end of the beam.
The boundary feedback stabilization problem of this model, that is the problem of ﬁnding boundary controls capable to
guarantee the exponential stability, has been studied at length (see [1–5] and references therein).
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uxx(1, t) = 0, uxxx(1, t) = γ0ut(1, t) +
∞∫
0
λ(s)ut(1, t − s)ds, (1.3)
where γ0 ∈ R+ and the memory kernel λ : R+ → R belongs to L1(R+) ∩ H2(R+).
This control has been already proposed in [6] and [7] where, in presence of further structural dampings, it has been
proved that the energy has the same rate of decay (exponential or polynomial) of the memory kernel.
Here, generalizing energy estimates obtained in [1] for the boundary control
uxx(1, t) = 0, uxxx(1, t) = γ0ut(1, t), γ0 > 0, (1.4)
we prove that, whenever the memory kernel decays exponentially, so does the energy of the system.
It is interesting to observe that boundary condition (1.4) ensures the exponential decay of the energy for the cantilever
beam, while, in the presence of a memory term at the boundary, such a result is not assured. Indeed, we shall show that
the condition
∞∫
0
eδtλ(t)dt < ∞ (1.5)
for some δ > 0, turns out to be necessary for the exponential decay of the solution.
Finally, we observe that this control can be also seen as a variation of the case of a mass attached to the free end of the
beam [8,9]. If, in fact, we choose an exponential function as memory kernel, by differentiating (1.3) with respect to time,
we obtain
uxxx(1, t) −mutt(1, t) = αut(1, t) − βuxxxt(1, t).
The outline of the paper is the following.
In Section 2 we prove existence, uniqueness and regularity of solutions for the related initial boundary problem via
semigroup theory. In Section 3, after developing the needed estimates, we prove that the exponential decay of the memory
kernel turns out to be a necessary and suﬃcient condition for the exponential decay of the energy.
2. Well posedness
Let us consider problem (1.1)–(1.3) together with the initial conditions
u(x,0) = u0(x), ut(x,0) = v0(x), x ∈ (0,1). (2.1)
From now on, whenever no ambiguity arises, we shall drop the x variable and we shall refer to problem (1.1)–(1.3) and (2.1)
as to problem P .
The aim of this section is the proof of the well-posedness of problem P via semigroup theory. To this end we introduce
the past history
w(1, t − s) = u(1, t − s) − u(1, t)
and rewrite the boundary control term in (1.3) as follows
uxxx(1, t) = γ0ut(1, t) +
∞∫
0
λ′(s)w(1, t − s)ds. (2.2)
Evolution problems presenting boundary controls of memory type similar to (2.2) have been studied in several ﬁelds, making
use of the concepts of dissipative boundary and boundary energy (see [10] and references therein), and the related solutions
have been usually found among those with “ﬁnite energy”. It should however be noted that in presence of memory, the
energy-type functional turns out to be non-unique.
Following this approach, (2.2) is compatible with the deﬁnition of dissipative boundary if the memory kernel satisﬁes
ω
∞∫
0
λ′(s) sin(ωs)ds < 0, ω = 0. (2.3)
If (2.3) holds, reasoning as in [10], it is possible to prove the well-posedness of problem P in the past histories space H1,
for which the energy functional
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∞∫
0
∞∫
0
∂2λ(|s1 − s2|)
∂s1∂s2
w(1, t − s1)w(1, t − s2)ds1 ds2 (2.4)
is ﬁnite. On the other hand this result is not satisfactory, because H1 does not contain even all the bounded histories
(indeed [11] sinusoidal histories do not belong to H1) and it is therefore desirable to obtain well-posedness results in wider
past histories spaces.
Certainly the space H2 of the past histories for which
−1
2
∞∫
0
λ′(s)
∣∣w(1, t − s)∣∣2 ds < ∞ (2.5)
contains at least all the bounded histories. However, to obtain well-posedness results in this space the memory kernel must
satisfy the following more restrictive hypotheses
λ′(s) < 0, λ′′(s) 0, s ∈ R+. (2.6)
As observed in [12], it is not necessary to know the past history w at all times, because two different histories w1 and
w2 satisfying
∞∫
0
λ′(τ + s)w1(1, t − τ )dτ =
∞∫
0
λ′(τ + s)w2(1, t − τ )dτ ∀s ∈ R+,
lead to the same boundary control term in (2.2). It is therefore convenient a formulation which relies only on the minimal
information required to determine the boundary control. To this end, here we study problem P in terms of the new variable
a˘t(1, s) = −
∞∫
0
λ′(τ + s)w(1, t − τ )dτ , s ∈ R+, (2.7)
so that (2.2) takes the form
uxxx(1, t) − γ0ut(1, t) = −a˘t(1,0). (2.8)
By introducing the functional
ψb(t) = −12
∞∫
0
1
λ′(s)
∣∣∣∣∂a˘t(1, s)∂s
∣∣∣∣2 ds, (2.9)
we are able to achieve well-posedness results in a space wider than H2, leaving unchanged the hypotheses (2.6) on the
kernel. In fact the following proposition holds.
Proposition 2.1. Let w ∈ H2 and a˘t be deﬁned in terms of w through (2.7), then the functional (2.9) is ﬁnite.
Proof. Rewriting (2.9) in terms of w and using classical inequalities, it follows that
ψb(t) = −12
∞∫
0
1
λ′(s)
∣∣∣∣∣
∞∫
0
λ′′(τ + s)w(1, t − τ )dτ
∣∣∣∣∣
2
ds
−1
2
∞∫
0
∫ ∞
0 λ
′′(τ + s)dτ
λ′(s)
( ∞∫
0
λ′′(τ + s)∣∣w(1, t − τ )∣∣2 dτ)ds
= 1
2
∞∫
0
∞∫
0
λ′′(τ + s)∣∣w(1, t − τ )∣∣2 dτ ds = −1
2
∞∫
0
λ′(τ )
∣∣w(1, t − τ )∣∣2 dτ .
The thesis follows immediately from the hypothesis w ∈ H2. 
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ψ˙b(t) = −a˘t(1,0)ut(1, t) − 12
∞∫
0
λ′′(s)
[λ′(s)]2
∣∣∣∣∂a˘t(1, s)∂s
∣∣∣∣2 ds + 12 1λ′(0)
∣∣∣∣∂a˘t(1,0)∂s
∣∣∣∣2, (2.10)
since the derivative of a˘t with respect to t is given by
∂
∂s
a˘t(1, s) − λ(s)v(1, t).
Finally we observe that
∣∣a˘t(1, s)∣∣2 = ∣∣∣∣∣−
∞∫
0
∂a˘t(1, s + τ )
∂τ
dτ
∣∣∣∣∣
2

∞∫
0
−λ′(s + τ )dτ
∞∫
0
− 1
λ′(s + τ )
∣∣∣∣∂a˘t(1, s + τ )∂τ
∣∣∣∣2 dτ  2λ(s)ψb(t); (2.11)
in particular (2.8) and (2.11) yield∣∣uxxx(1, t)∣∣2  2γ 20 ∣∣ut(1, t)∣∣2 + 4λ(0)ψb(t). (2.12)
Let us now deﬁne v = ut and introduce the state σ = (v,uxx, a˘t) and the total energy
ψ(t) = 1
2
1∫
0
[∣∣v(t)∣∣2 + ∣∣uxx(t)∣∣2]dx
︸ ︷︷ ︸
ψΩ(t)
− 1
2
∞∫
0
1
λ′(s)
∣∣∣∣∂a˘t(1, s)∂s
∣∣∣∣2 ds︸ ︷︷ ︸
ψb(t)
. (2.13)
This energy coincides with the energy proposed in [8] when the memory kernel is an exponential function.
We rewrite the problem P as an abstract ﬁrst-order Cauchy problem as follows:{
σ˙ (t) = Aσ(t),
σ (0) = σ0 (2.14)
with σ0 = (v0,u0xx, a˘0(1, ·)) and
Aσ(t) =
(
−uxxxx(t), vxx(t), ∂a˘
t(1, s)
∂s
− λ(s)v(1, t)
)
. (2.15)
As said before, the natural setting in which to look for existence and uniqueness of solutions for problem (2.14) is the
admissible states space K, consisting in those states σ for which the total energy (2.13) is ﬁnite. We endow K with the inner
product
〈
σ1(t),σ2(t)
〉= 1∫
0
[
v1(t)v2(t) + u1xx(t)u2xx(t)
]
dx−
∞∫
0
1
λ′(s)
∂a˘t1(1, s)
∂s
∂a˘t2(1, s)
∂s
ds,
where σi(t) = (vi(t),uixx(t), a˘ti (1, ·)), for i = 1,2, so that〈
σ(t),σ (t)
〉= ∥∥σ(t)∥∥2 = 2ψ(t).
We denote by D(A) the domain of the operator A, namely
D(A) = {σ ∈ K; Aσ ∈ K and boundary conditions (1.2) and (2.8) hold}
and claim that the operator A is dissipative.
In fact if σ ∈ D(A), we have
〈
Aσ(t),σ (t)
〉= 1∫ [−uxxxx(t)v(t) + uxx(t)vxx(t)]dx− ∞∫ 1
λ′(s)
∂
∂s
[
∂a˘t(1, s)
∂s
− λ(s)v(1, t)
]
∂a˘t(1, s)
∂s
ds0 0
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∞∫
0
1
λ′(s)
∂2a˘t(1, s)
∂s2
∂a˘t(1, s)
∂s
ds − v(1, t)a˘t(1,0)
= −γ0
∣∣v(1, t)∣∣2 − 1
2
∞∫
0
λ′′(s)
[λ′(s)]2
∣∣∣∣∂a˘t(1, s)∂s
∣∣∣∣2 ds + 12 1λ′(0)
∣∣∣∣∂a˘t(1,0)∂s
∣∣∣∣2  0.
We now proceed to show that also A˜, the adjoint of A, is dissipative so that, thanks to the Lumer–Phillips theorem [13],
A generates a C0-semigroup.
Let σ˜ = (˜v, u˜xx, a˜t) be in K and consider the boundary conditions
u˜(0, t) = u˜x(0, t) = u˜xx(1, t) = 0, u˜xxx(1, t) = −γ0 v˜(1, t) − a˜t(1,0). (2.16)
Denoting by H the Heaviside function and introducing j[˜at(1, ·)] such that
∂
∂s
j
[˜
at(1, ·)](s) = −λ′(s) ∂
∂s
(
H(s)
λ′(s)
)
∂
∂s
a˜t(1, s),
we claim that
A˜σ˜ (t) =
(
u˜xxxx(t),−v˜xx(t),− ∂
∂s
a˜t(1, s) + λ(s)˜v(1, t) + j[˜at(1, ·)](s))
and that the domain of A˜ is
D( A˜) = {σ˜ ∈ K; A˜σ˜ ∈ K and the boundary conditions (2.16) hold}.
Let us now compute 〈Aσ , σ˜ 〉, where σ ∈ D(A) and σ˜ ∈ D( A˜):
〈
Aσ(t), σ˜ (t)
〉= 1∫
0
[−uxxxx(t )˜v(t) + vxx(t )˜uxx(t)]dx− ∞∫
0
1
λ′(s)
∂
∂s
(
∂a˘t(1, s)
∂s
− λ(s)v(1, t)
)
∂a˜t(1, s)
∂s
ds
=
1∫
0
[
v(t )˜uxxxx(t) − v˜xx(t)uxx(t)
]
dx− v(1, t)[˜uxxx(1, t) + γ0 v˜(1, t) + a˜t(1,0)]
+
∞∫
0
1
λ′(s)
∂a˘t(1, s)
∂s
∂
∂s
(
∂a˜t(1, s)
∂s
− λ(s)˜v(1, t)
)
ds
+
∞∫
0
∂
∂s
(
1
λ′(s)
)
∂a˘t(1, s)
∂s
∂a˜t(1, s)
∂s
ds + 1
λ′(0)
∂a˘t(1,0)
∂s
∂a˜t(1,0)
∂s
,
so that, if σ˜ satisﬁes the boundary conditions (2.16), we have
〈
Aσ(t), σ˜ (t)
〉= 〈σ(t),−Aσ˜ (t)〉+ ∞∫
0
∂
∂s
(
H(s)
λ′(s)
)
∂a˘t(1, s)
∂s
∂a˜t(1, s)
∂s
ds = 〈σ(t), A˜σ˜ (t)〉.
Now observe that, for σ˜ ∈ D( A˜), we have
〈
A˜σ˜ (t), σ˜ (t)
〉= −γ0∣∣˜v(1, t)∣∣2 − 1
2
∞∫
0
λ′′(s)
(λ′(s))2
∣∣∣∣∂a˜t(1, s)∂s
∣∣∣∣2 ds + 12 1λ′(0)
∣∣∣∣∂a˜t(1,0)∂s
∣∣∣∣2  0.
Finally, making use of well-known results on the semigroup theory [14], it is possible to state the following theorem
establishing the well-posedness of problem P :
Theorem 2.1. If σ0 ∈ D(A), then problem (2.14) admits one and only one strict solution σ ∈ C1(R+;K) ∩ C(R+;D(A)).
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In order to show that an exponential decay of the energy (2.13) occurs over time, it is necessary to impose further
conditions. More precisely, we shall assume that γ0 > 0 and that there exists k0 > 0 such that
λ′′(s) + k0λ′(s) 0, s ∈ R+. (3.1)
It should be remarked that (3.1) is in some sense a hypothesis of exponential decay on the memory kernel λ, in the sense
that it easily yields∣∣λ′(s)∣∣= −λ′(s) c0e−κs, s ∈ R+,
for a suitable positive constant c0.
The main result of this section is the following
Theorem 3.1. Let σ be a solution of (2.14). If γ0 > 0 and the memory kernel satisﬁes (2.6) and (3.1), then there exist two positive
constants c1 and c2 such that
ψ(t) c2e−c1tψ(0).
Proof. Thanks to the semigroup properties proved in the preceding section, in order to obtain the exponential decay of the
total energy it is suﬃcient to show that (see, for instance, Theorem 4.1 in [13])
ψ(t) h1
(t + h2) . (3.2)
To this aim we introduce the functional
Lt0(t) = (t + t0)ψ(t) +
1∫
0
xut(t)ux(t)dx
and prove that, for t0 suﬃciently large, it is monotonically non-increasing for every solution of (2.14).
In fact, if σ is a solution of (2.14), then it is easy to show that
ψ˙(t) = −γ0
∣∣ut(1, t)∣∣2 + 1
2
1
λ′(0)
∣∣∣∣∂a˘t(1,0)∂s
∣∣∣∣2 − 12
∞∫
0
λ′′(s)
[λ′(s)]2
∣∣∣∣∂a˘t(1, s)∂s
∣∣∣∣2 ds
and (3.1) yields
ψ˙(t)−γ0
∣∣ut(1, t)∣∣2 − k0ψb(t). (3.3)
Moreover,
d
dt
( 1∫
0
xut(t)ux(t)dx
)
= −ψΩ(t) −
1∫
0
∣∣uxx(t)∣∣2 dx+ 1
2
∣∣ut(1, t)∣∣2 − ux(1, t)uxxx(1, t)
−ψΩ(t) −
1∫
0
∣∣uxx(t)∣∣2 dx+ 1
2
∣∣ut(1, t)∣∣2 + ∣∣ux(1, t)∣∣2 + 1
4
∣∣uxxx(1, t)∣∣2.
Recalling the boundary conditions (2.8) and the inequality (2.12), we get
d
dt
( 1∫
0
xut(t)ux(t)dx
)
−ψΩ(t) + 1
2
∣∣ut(1, t)∣∣2 + 1
2
[
γ 20
∣∣ut(1, t)∣∣2 + 2λ(0)ψb(t)]. (3.4)
Finally, thanks to (3.3) and (3.4),
d
dt
Lt0(t) = (t + t0)ψ˙(t) + ψ(t) +
d
dt
( 1∫
0
xut(t)ux(t)dx
)

[
1 (
1+ γ 20
)− γ0(t + t0)]∣∣ut(1, t)∣∣2 + [λ(0) − k0(t + t0)]ψb(t). (3.5)2
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1∫
0
xut(t)ux(t)dx
∣∣∣∣∣ψΩ(t)ψ(t),
so that
Lt0(t) − Lt0(0) (t + t0 − 1)ψ(T ) − (t0 + 1)ψ(0). (3.6)
Finally, choosing
t0 max
{
1
2γ0
(
1+ γ 20
)
,
λ(0)
k0
,1
}
,
it follows that
0 Lt0(t) − Lt0(0) (t + t0 − 1)ψ(t) − (t0 + 1)ψ(0)
or, equivalently,
ψ(t) (t0 + 1)
(t + t0 − 1)ψ(0),
which coincides with (3.2) by putting h1 = (t0 + 1)ψ(0) and h2 = (t0 − 1). 
The previous theorem guarantees the exponential decay not only of the internal energy of the beam but also of ψb .
Therefore, thanks to estimate (2.11), also a˘t(1,0) decays exponentially but we cannot conclude the same for ut(1, ·) and
uxxx(1, ·) separately. However, as already noted in [8], if the initial data are suﬃciently smooth (for example σ0 ∈ D(A)) we
obtain also the exponential decay of ut(1, ·) and uxxx(1, ·).
We close this section showing that the “exponential decay” of the control memory kernel turns out to be a necessary
condition for the “exponential decay” of the solution of problem P . To be more precise, we give the following deﬁnition.
Deﬁnition 3.1. A function u decays exponentially if there exists a positive constant δ such that
∞∫
0
eδt
∣∣u(t)∣∣dt < ∞.
We will obtain the exponential decay of the memory kernel as a consequence of the following result (see [15, Theo-
rem 2]):
Lemma 3.1. A non-negative function λ ∈ L1(R+) decays exponentially if there exist a neighborhood U ⊂ C of 0 and a holomorphic
function f : U → C such that the Laplace transform of λ coincides with f in U ∩ C+ , where C+ = {z ∈ C; {z} 0}.
Theorem 3.2. Let u be a solution of problem P with null sources and such that
∞∫
0
e2δt
(∣∣ut(1, t)∣∣2 + ∣∣uxxx(1, t)∣∣2)dt < ∞ (3.7)
for some δ > 0, then λ decays exponentially.
Proof. First of all we observe that if u is a solution of problem P satisfying (3.7) then the Laplace transforms
uˆt(1, z) =
∞∫
0
e−ztut(1, t)dt, uˆxxx(1, z) =
∞∫
0
e−ztuxxx(1, t)dt
are holomorphic functions in Dδ = {z ∈ C; {z} > −δ} and, since λ ∈ L1(R+), the Laplace transform of the boundary condi-
tion (1.3)
uˆxxx(1, z) =
(
γ0 + λˆ(z)
)
uˆt(1, z) (3.8)
is well deﬁned for z ∈ C+ .
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cantilever beam problem (1.1)–(1.2) with a vanishing boundary control term Γ (t) at the free end, satisﬁes
(t − 2)ψΩ(0)
t∫
0
∣∣ut(1, τ )∣∣2 dτ ;
therefore, if we give the additional boundary condition ut(1, t)
t≡ 0, the cantilever beam problem admits only the trivial
solution.
Consequently, if u is a non-trivial solution of problem P satisfying (3.7), there exists a non-negative integer k such that
∂k
∂zk
uˆt(1,0) = 0. (3.9)
If k0 is the ﬁrst integer for which (3.9) holds, then
uˆt(1, z) = zk0−1g(z) (3.10)
with g holomorphic on Dδ and g(0) = 0.
Similarly, by virtue of (3.8), there exists G , holomorphic in Dδ , such that
uˆxxx(1, z) = zk0−1G(z). (3.11)
Therefore, we conclude that
λˆ(z) = G(z)
g(z)
− γ0, z ∈ C+,
where the right-hand side is a holomorphic function in a neighborhood U of 0, since g(0) = 0. 
References
[1] G. Chen, S.G. Krantz, D.W. Ma, C.E. Wayne, H.H. West, The Euler–Bernoulli beam equation with boundary energy dissipation, in: Operator Methods for
Optimal Control Problems, New Orleans, LA, 1986, in: Lect. Notes Pure Appl. Math., vol. 108, Dekker, New York, 1987, pp. 67–96.
[2] B.-Z. Guo, J.-m. Wang, S.-P. Yung, On the C0-semigroup generation and exponential stability resulting from a shear force feedback on a rotating beam,
Systems Control Lett. 54 (2005) 557–574.
[3] B.-Z. Guo, R. Yu, The Riesz basis property of discrete operators and application to a Euler–Bernoulli beam equation with boundary linear feedback
control, IMA J. Math. Control Inform. 18 (2001) 241–251.
[4] F. Guo, F. Huang, Boundary feedback stabilization of the undamped Euler–Bernoulli beam with both ends free, SIAM J. Control Optim. 43 (2004)
341–356 (electronic).
[5] A.M. Krall, Asymptotic stability of the Euler-Bernoulli beam with boundary control, J. Math. Anal. Appl. 137 (1989) 288–295.
[6] J.Y. Park, Y.H. Kang, J.A. Kim, Existence and exponential stability for a Euler–Bernoulli beam equation with memory and boundary output feedback
control term, Acta Appl. Math. 104 (2008) 287–301.
[7] J.Y. Park, J.A. Kim, Global existence and stability for Euler–Bernoulli beam equation with memory condition at the boundary, J. Korean Math. Soc. 42
(2005) 1137–1152.
[8] F. Conrad, Ö. Morgül, On the stabilization of a ﬂexible beam with a tip mass, SIAM J. Control Optim. 36 (1998) 1962–1986 (electronic).
[9] S. Li, Y. Wang, Z. Liang, J. Yu, G. Zhu, Stabilization of vibrating beam with a tip mass controlled by combined feedback forces, J. Math. Anal. Appl. 256
(2001) 13–38.
[10] C.A. Bosello, B. Lazzari, R. Nibbi, A viscous boundary condition with memory in linear elasticity, Internat. J. Engrg. Sci. 45 (2007) 94–110.
[11] M. Fabrizio, C. Giorgi, A. Morro, Free energies and dissipation properties for systems with memory, Arch. Ration. Mech. Anal. 125 (1994) 341–373.
[12] L. Deseri, M. Fabrizio, M. Golden, The concept of minimal state in viscoelasticity: new free energies and applications to PDEs, Arch. Ration. Mech.
Anal. 181 (2006) 43–96.
[13] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, Appl. Math. Sci., vol. 44, Springer-Verlag, New York, 1983.
[14] G.D. Prato, E. Sinestrari, Differential operator with non dense domain, Ann. Sc. Norm. Super. Pisa Cl. Sci. 14 (1987) 285–344.
[15] S. Murakami, Exponential asymptotic stability of scalar linear Volterra equations, Differential Integral Equations 4 (1991) 519–525.
