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Abstract
Implicit feedback plays a critical role to construct recommender systems because this type of feedback
is prevalent in the real-world. However, effectively utilizing implicit feedback is challenging because of
positive-unlabeled or missing-not-at-random problems. To tackle these challenges, in this paper, we first
show that existing approaches are biased toward the true metric. Subsequently, we provide a theoretically
principled approach to handle the problems inspired by estimation methods in causal inference. In
particular, we propose an unbiased estimator for the true metric of interest solving the above problems
simultaneously. Experiments on two standard real-world datasets demonstrate the superiority of the
proposed approach against state-of-the-art recommendation algorithms.
1 Introduction
Recommender systems are widely used in industries such as personalized advertising and video streaming
[2, 8, 9]. These services utilize recommender systems to predict and provide users with items that they may
be interested in to improve the user experiences. To provide such recommendations, predicting the items that
users like is an important task [6, 8, 14].
Generally, one can use two types of data for the recommendation. One includes users’ ratings on items,
and the other corresponds to users’ clicks (e.g., purchases, views) [8, 16]. Rating data is called explicit data,
as they represent the preferences explicitly via positive or negative feedback. Typically, collecting sufficient
explicit data for recommendation is difficult because it requires that users actively provide ratings [8]. In
contrast, click data, which is called implicit data, are easy to collect because they represent the behavior
logs of the users [9]. Any services, even those without the users’ ratings, can utilize the data, and many
of the actual recommender systems are based on implicit data [8, 18]. As in the information retrieval field
[10, 11, 16, 27], one should estimate the relevance of an item to a user from implicit feedback to improve
user experiences, because one can recommend items that users are genuinely interested in by accurately
predicting the relevance. However, as the implicit data is not the explicit feedback of the users’ preferences,
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one cannot know whether an unclicked feedback is negative or unlabeled positive feedback; this corresponds
to the positive-unlabeled problem [1, 4, 8].
To predict the relevance, [6] proposed the weighted matrix factorization (WMF), which assigns unclicked
items less weight to incorporate the idea that those items correspond to less confidence in prediction than
clicked items. However, in some cases, one might be more confident in predicting the relevance of some
unclicked items than for the other unclicked ones. Unclicked items that have been recommended several
times indicate that they are less relevant for the users. Exposure matrix factorization (ExpoMF) fully utilizes
this exposure information [16]. The authors introduced exposure variables and the latent probabilistic model,
in which the probability of a click is the product of the probability of the exposure and relevance level. Under
this probabilistic model, when a user has been exposed to an item, clicked and unclicked information between
the pair can be regarded as the relevance information. Thus, ExpoMF upweights the loss of data with high
exposure probability because the exposure probability is regarded as the confidence of how much relevance
information each data includes.
Although ExpoMF tackles the positive-unlabeled problem by introducing the exposure variables, it does
not address another critical issue of implicit feedback recommendation, the missing-not-at-random (MNAR)
problem [17, 24, 28]. This is because, by upweighting the loss of data with high exposure probability (mostly
popular items), it can lead to poor prediction accuracy on rare items. Thus, ExpoMF suffers from bias and
could not achieve the objective of the recommender systems to serve the users with items relevant to them.
In this study, to establish a method to predict items with the highest relevance and not the highest click
probability, we first define the ideal loss function that should be optimized to maximize the relevance. We
theoretically demonstrate that the existing methods (e.g., WMF, ExpoMF) have biases in their loss functions
toward the ideal loss. Next, we simultaneously solve the positive-unlabeled problem and the MNAR problem
inspired by the estimation technique for causal inference [7, 21, 22] and derive an unbiased estimator for the
ideal loss estimated only from the observable feedback. Further, we analyze the variance of the proposed
unbiased estimator and highlight that the variance could be large under implicit feedback recommendation
settings. Furthermore, we propose a clipped estimator that could achieve a better bias-variance trade-off than
that of the unbiased estimator and investigate its theoretical characteristics. Finally, in the experiments, we
verify the effectiveness of the proposed method on two standard real-world datasets.
The contributions of this research are as follows.
• We define an ideal loss function to be optimized for the relevance. Besides, we demonstrate that the
estimators of the existing major baseline methods are biased.
• We propose an unbiased estimator for the ideal loss function. We perform theoretical analyses for the
statistical property of the proposed estimator and indicate that its variance could be large. We address
the variance problem by using a variance reduction estimator.
• We conduct experiments using two real-world datasets. Compared to the baselines, the proposed method
largely improves the prediction accuracies, especially for the less popular items, which constitute a
major proportion of the total items.
2 Notation and Problem Formulation
In this section, we introduce the basic notation and formulate the implicit feedback recommendation.
2
2.1 Notation
Let u ∈ U be a user (|U|= m), i ∈ I be an item (|I|= n), and D = U × I be the set of all user–item pairs.
Y ∈ {0, 1}m×n is a click matrix, and each entry Yu,i is a Bernoulli random variable representing a click
between the user u and item i. If the feedback of (u, i) is observed, then Yu,i = 1; otherwise, Yu,i = 0. In
implicit feedback recommendation, Yu,i = 1 indicates a positive feedback, but Yu,i = 0 is either a negative
or unlabeled positive feedback. To precisely formulate this implicit feedback setting, we introduce two
other matrices. R ∈ {0, 1}m×n is a relevance matrix, and each entry Ru,i is a Bernoulli random variable
representing the relevance of user u and item i. Ru,i = 1 means that u and i are relevant; however, Ru,i = 0
means that u and i are irrelevant. The other matrix is called the exposure matrix, denoted asO ∈ {0, 1}m×n.
Each entry of this matrix Ou,i is a random variable representing whether user u has been exposed to item i. It
should be noted that in implicit feedback recommendation, both the relevance and exposure random variables
are unobserved, and only click random variables are observable.
In this work, we make the following two assumptions with respect to the three types of random variables
(i.e., click, relevance, and exposure) for all user–item pairs.
Yu,i = Ou,i ·Ru,i (1)
P (Yu,i = 1) = P (Ou,i ·Ru,i = 1)
= P (Ou,i = 1)︸ ︷︷ ︸
θu,i
·P (Ru,i = 1)︸ ︷︷ ︸
γu,i
(2)
We define θu,i = P (Ou,i = 1) and γu,i = P (Ru,i = 1) as the exposure and relevance parameters, respec-
tively.
Eq. (1) assumes that item i is clicked by user u if i has been exposed to u and they are relevant (i.e.,
Yu,i = 1 ⇔ Ou,i = 1 = 1 & Ru,i = 1 ). The position-based model in unbiased learning-to-rank [11, 27]
makes the same assumption in the click generative process. This assumption precisely represents the implicit
feedback setting, in which a click does not always signify relevance.
In contrast, Eq. (2) assumes that the click probability is decomposed into the exposure probability (θu,i
) and relevance level (γu,i). Given this assumption, the exposure probability θu,i can take different values
among user–item pairs, and it can model the MNAR setting in which the click probability and relevance level
are not proportional1.
2.2 True Performance Metric
This section describes the objective of this study. To evaluate the recommendation policy in implicit feedback
recommendation, the top-N recommendation metrics such as the mean average precision (MAP), discounted
cumulative gain (DCG), and recall are commonly used. In general, these metrics can be defined in the
following manner [28].
Rclick
(
Ẑ
)
= 1|U|
∑
u∈U
1
|I|
∑
i∈I
P (Yu,i = 1)︸ ︷︷ ︸
click probability
·c
(
Ẑu,i
)
(3)
where Ẑ = {Ẑu,i}(u,i)∈D is the predicted ranking of item i for user u, and the function c(·) characterizes a top-
N scoring metric. For example, for DCG@K, the function is defined as c(Ẑu,i) = I{Ẑu,i ≤ K}/log(Ẑu,i+1).
1This assumption is similar to the unconfoundedness assumption in causal inference [7, 21, 22] and can also be represented as
O ⊥ R|u, i.
3
The problem is that click (Yu,i) does not directly signify relevance (Ru,i), and thus, the top-N recommen-
dation metrics defined as in Eq. (3) are not appropriate to measure the improvement in the user experience.
Therefore, we use the following top-N recommendation metric defined using the relevance level as the
performance metric defined using the relevance parameter.
Rrel
(
Ẑ
)
= 1|U|
∑
u∈U
1
|I|
∑
i∈I
P (Ru,i = 1)︸ ︷︷ ︸
relevance level
·c
(
Ẑu,i
)
(4)
The focus of this study is to optimize the performance metric in Eq. (4). To achieve this goal, we follow
the standard pointwise approach and aim to optimize the following true pointwise loss.
(5)Ltrue
(
R̂
)
= 1|D|
∑
(u,i)∈D
[
γu,iδ
(1)
(
R̂u,i
)
+ (1− γu,i) δ(0)
(
R̂u,i
)]
where R̂ is a prediction matrix, and δ(R), (R ∈ {0, 1}) denotes the local loss for user–item pair (u, i). For
example:
MAE: δ(R)(R̂) = |R− R̂|
MSE: δ(R)(R̂) = (R− R̂)2
Cross Entropy: δ(R)(R̂) = −(R log(R̂) + (1−R) log(1− R̂))
In the following sections, we denote δ(R)(R̂u,i) simply as δ(R)u,i .
A prediction matrix R̂ minimizing the true loss defined using the relevance level in Eq. (5) leads to the
desired values of the top-N recommendation metric in Eq. (4). In section 4, we propose an unbiased estimator
of the true loss in Eq. (5), which can be estimated using only the observable click matrix.
3 Analysis on Existing Baselines
In this section, we describe the standard baselines (WMF and ExpoMF) in detail and theoretically analyze the
loss functions used in these methods. In particular, we demonstrate that the loss functions are biased against
the true loss.
3.1 Weighted Matrix Factorization
The WMF is the most basic latent factor model for implicit feedback recommendation [6]. The WMF uses
a simple heuristic in which all the clicked data are equally upweighted compared with the unclicked data
[6, 16]. This model optimizes the following estimator for the true loss:
L̂WMF
(
R̂
)
= 1|D|
∑
(u,i)∈D
[
cYu,iδ
(1)
u,i + (1− Yu,i) δ(0)u,i
]
(6)
where c ≥ 1 is a hyper parameter representing the confidence of the clicked data relative to that of the
unclicked data. When no side information is available, c is uniform among the clicked data. In the following
proposition, we demonstrate that the estimator used in WMF has a bias.
4
Proposition 1. (Bias of WMF estimator) The estimator used in WMF is biased against the true loss in Eq.
(5).
∣∣∣E [L̂WMF (R̂)]− Ltrue (R̂)∣∣∣ =
∣∣∣∣∣∣ 1|D|
∑
(u,i)∈D
[
(cθu,i − 1)γu,iδ(1) + γu,i(1− θu,i)δ(0)u,i
]∣∣∣∣∣∣
Proof.
E
[
L̂WMF
(
R̂
)]
= E
 1
|D|
∑
(u,i)∈D
[
cYu,iδ
(1)
u,i + (1− Yu,i) δ(0)u,i
]
= 1|D|
∑
(u,i)∈D
[
cE [Yu,i] δ(1)u,i + (1− E [Yu,i]) δ(0)u,i
]
= 1|D|
∑
(u,i)∈D
[
cθu,iγu,iδ
(1)
u,i + (1− θu,iγu,i) δ(0)u,i
]
Thus,
E
[
L̂WMF
(
R̂
)]
− Ltrue
(
R̂
)
= 1|D|
∑
(u,i)∈D
[
cθu,iγu,iδ
(1)
u,i + (1− θu,iγu,i) δ(0)u,i
]
− 1|D|
∑
(u,i)∈D
[
γu,iδ
(1)
u,i + (1− γu,i) δ(0)u,i
]
= 1|D|
∑
(u,i)∈D
[
(cθu,i − 1)γu,iδ(1) + γu,i(1− θu,i)δ(0)u,i
]
As shown in Proposition 3.1, the loss function of the WMF does not satisfy the unbiasedness for the true
loss. This is because WMF does not address the MNAR problem in which the exposure probability θu,i is not
uniform. Thus, WMF is not designed to optimize the true loss and is thus unsuitable to optimize our metric
of interest defined in Eq. (4).
3.2 Exposure Matrix Factorization
In contrast to the WMF, the ExpoMF is a prediction method considering the exposure matrix (O) and based
on the following latent probabilistic model [16]:
U ∼ N
(
0, λ−1U IK
)
V ∼ N
(
0, λ−1V IK
)
Ou,i ∼ Bernoulli (µi)
Yu,i |Ou,i = 1 ∼ N
(
U>u Vi, λ
−1
y
)
where λU , λV , and λy are the hyper parameters denoting the inverse variance of the prior distributions.
Following the probabilistic model defined above, P (Yu,i = 0 |Ou,i = 0) = 1, which is consistent with our
assumptions.
5
The log-likelihood to derive the parameters (i.e., µi, Uu, and Vi) can be written as2
log
(
P
(
ou,i, yu,i |µu,i, Uu, Vi, λ−1y
))
= log Bernoulli (ou,i |µu,i) + ou,i · logN
(
yu,i |U>u Vi, λ−1y
)
︸ ︷︷ ︸
(a)
(7)
In Eq. (7), the loss to derive the user and item matrices (U ,V ) is (a), and it can be defined in the following
manner:
(a) =

δ(1)
(
U>u Vi
)
(yu,i = 1, ou,i = 1)
δ(0)
(
U>u Vi
)
(yu,i = 0, ou,i = 1)
0 otherwise (ou,i = 0)
Therefore, the loss function of the ExpoMF is designed to consider the local loss of user–item pairs when
the item has been exposed to the user (i.e., ou,i = 1). This is because if an item has been exposed, the click
variable is regarded as representing the relevance information following the probabilistic model:
Yu,i = Ou,i ·Ru,i, Ou,i = 1⇒ Yu,i = Ru,i
However, the realizations of exposure variables {ou,i} are unobserved. Therefore, ExpoMF uses an
EM-like iterative algorithm to derive the user–item matrices. In the E-step, the posterior exposure probability
is estimated, and in the M-step, the following loss function is minimized3.
L̂ExpoMF = 1|D|
∑
(u,i)∈D
θ′u,i
[
Yu,iδ
(1)
u,i + (1− Yu,i) δ(0)u,i
]
(8)
where θ′u,i = E [Ou,i |Yu,i] is the posterior exposure probability. For example, E [Ou,i |Yu,i = 1] = 1 because
Yu,i = 1 ⇒ Ou,i = 1. This posterior probability represents confidence of how much relevance information
click indicator Yu,i contains.
ExpoMF utilizes the posterior probability of the exposure to reweight data and improves the WMF.
However, the following proposition suggests that the loss function in Eq. (8) optimized in the M-step of the
ExpoMF is also biased against the true loss.
Proposition 2. (Bias of ExpoMF) The estimator optimized in the M-step of the ExpoMF is biased against
the true loss in Eq. (5).∣∣∣E [L̂ExpoMF (R̂)]−Ltrue (R̂)∣∣∣= ∣∣∣∣ 1|D| ∑(u,i)∈D
[
γu,i(θ′u,iθu,i−1)δ(1)u,i +
{
θ′u,i−1−γu,i(θu,iθ′u,i−1)
}
δ
(0)
u,i
]∣∣∣∣
Proof.
E
[
L̂ExpoMF
(
R̂
)]
= E
 1
|D|
∑
(u,i)∈D
θ′u,i
[
Yu,iδ
(1)
u,i + (1− Yu,i) δ(0)u,i
]
= 1|D|
∑
(u,i)∈D
θ′u,i
[
E [Yu,i] δ(1)u,i + (1− E [Yu,i]) δ(0)u,i
]
= 1|D|
∑
(u,i)∈D
[
θ′u,iθu,iγu,iδ
(1)
u,i + θ′u,i (1− θu,iγu,i) δ(0)u,i
]
2Equation (2) of [16]. The third term is always 0 and thus omitted here.
3The detailed procedure is described in 3.3 of [16].
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Thus we obtain:
E
[
L̂ExpoMF
(
R̂
)]
− Ltrue
(
R̂
)
= 1|D|
∑
(u,i)∈D
[
θ′u,iθu,iγu,iδ
(1)
u,i + θ′u,i (1− θu,iγu,i) δ(0)u,i
]
− 1|D|
∑
(u,i)∈D
[
γu,iδ
(1)
u,i + (1− γu,i) δ(0)u,i
]
= 1|D|
∑
(u,i)∈D
[
γu,i(θ′u,iθu,i − 1)δ(1)u,i +
{
θ′u,i − 1− γu,i(θu,iθ′u,i − 1)
}
δ
(0)
u,i
]
As shown in Proposition 3.2, the loss function of the ExpoMF does not satisfy the unbiasedness for the
true loss. This is because the ExpoMF upweights the local loss of data that is frequently observed in the
training data (i.e., data having high exposure probability). This upweighting leads to the poor prediction
accuracy for data having low exposure probability such as tail items, and thus, it fails to achieve the goal
of recommender systems. Therefore, dealing with the MNAR problem as well as the unlabeled nature of
implicit feedback is essential to derive a desirable estimator for the true loss.
4 Proposed Method
In this section, we propose an unbiased estimator for the true loss to overcome the limitations described in the
previous section. The proposed unbiased estimator is an extension of the Inverse Propensity Weighting (IPW)
in the context of the causal inference [7, 21, 22] to the implicit recommendation setting. In our theoretical
analysis, we prove that our estimator is valid in the implicit recommendation setting. Moreover, we analyze
the variance of the unbiased estimator and indicate that it can suffer from a high variance. Finally, we provide
and analyze a technique to address the variance problem.
4.1 Proposed Estimator
First, we define the propensity score to deal with the MNAR problem of implicit feedback. The propensity
score is often used in causal inference to estimate the causal effects of treatments from observational data
[7, 21, 22]. The propensity score in the implicit recommendation setting is defined as follows.
Definition 1. (Propensity Score) The propensity score of user–item pair (u, i) is
θu,i = P (Ou,i = 1) = P (Yu,i = 1 |Ru,i = 1)
Next, our proposed estimator is defined using the propensity score.
Definition 2. (Unbiased Estimator) When the propensity scores are given, the unbiased estimator can be
defined as
L̂unbiased
(
R̂
)
= 1|D|
∑
(u,i)∈D
[
Yu,i
(
1
θu,i
δ
(1)
u,i +
(
1− 1
θu,i
)
δ
(0)
u,i
)
+ (1− Yu,i)δ(0)u,i
]
In the following proposition, we show that our unbiased estimator is unbiased against the true loss.
7
Proposition 3. The unbiased estimator defined in Eq. (9) is unbiased against the true loss in Eq. (5).
E
[
L̂unbiased
(
R̂
)]
= Ltrue
(
R̂
)
Proof.
E
[
L̂unbiased
(
R̂
)]
= E
 1
|D|
∑
(u,i)∈D
[
Yu,i
(
1
θu,i
δ
(1)
u,i +
(
1− 1
θu,i
)
δ
(0)
u,i
)
+ (1− Yu,i)δ(0)u,i
]
= 1|D|
∑
(u,i)∈D
[
γu,iδ
(1)
u,i + (θu,iγu,i − γu,i) δ(0)u,i + (1− θu,iγu,i)δ(0)u,i
]
= 1|D|
∑
(u,i)∈D
[
γu,iδ
(1)
u,i + (1− γu,i) δ(0)u,i
]
= L
(
R̂
)
Proposition 4.3 validates that debiasing using propensity reweighting is valid in MNAR implicit rec-
ommendation. However, propensity-based estimators, including the proposed unbiased estimator, often
suffer from a high variance [3, 23, 26]. Moreover, variance analysis was not conducted in the previous study
proposing a similar estimator [1]. Thus, in the following theorem, we provide the variance of the unbiased
estimator.
Theorem 1. (Variance of the unbiased estimator) Given sets of independent random variables {Yu,i}, {Ou,i},
and {Ru,i}, propensity scores {θu,i}, and predicted matrix R̂, the variance of the unbiased estimator is
V
(
L̂unbiased
(
R̂
))
= 1|D|2
∑
(u,i)∈D
γu,i
(
1
θu,i
− γu,i
)(
δ
(1)
u,i − δ(0)u,i
)2
Proof. First,
Xu,i = Yu,i
(
1
θu,i
δ
(1)
u,i +
(
1− 1
θu,i
)
δ
(0)
u,i
)
+ (1− Yu,i)δ(0)u,i
Subsequently, V (Xu,i) can be written as
V (Xu,i) = E
[
(Xu,i)2
]
︸ ︷︷ ︸
(b)
− (E [Xu,i])2︸ ︷︷ ︸
(c)
By Proposition 4.3,
(c) = (γu,iδ(1)u,i + (1− γu,i)δ(0)u,i )2
= γ2u,i(δ
(1)
u,i )2 + 2γu,i(1− γu,i)δ(1)u,i δ(0)u,i + (1− γu,i)2(δ(0)u,i )2
8
Next, (b) is calculated as
X2u,i = Yu,i
(δ(1)u,i )2
θ2u,i
+ 2
θu,i
(
1− 1
θu,i
)
δ
(1)
u,i δ
(0)
u,i +
(
1− 1
θu,i
)
(δ(0)u,i )2
+ (1− Yu,i)(δ(0)u,i )2
= Yu,i
θu,i
(δ(1)u,i )2
θu,i
+ 2
(
1− 1
θu,i
)
δ
(1)
u,i δ
(0)
u,i +
(
1
θu,i
− 2
)
(δ(0)u,i )2
+ (δ(0)u,i )2
where Y 2u,i = Yu,i, (1− Yu,i)2 = (1− Yu,i), and Yu,i(1− Yu,i) = 0. Then,
(b) = γu,i
(δ(1)u,i )2
θu,i
+ 2
(
1− 1
θu,i
)
δ
(1)
u,i δ
(0)
u,i +
(
1
θu,i
− 2
)
(δ(0)u,i )2
+ (δ(0)u,i )2
Therefore,
V (Xu,i) = (b)− (c)
= γu,i
(
1
θu,i
− γu,i
)
(δ(1)u,i )2
− 2γu,i
(
1
θu,i
− γu,i
)
δ
(1)
u,i δ
(0)
u,i + γu,i
(
1
θu,i
− γu,i
)
(δ(0)u,i )2
= γu,i
(
1
θu,i
− γu,i
)(
δ
(1)
u,i − δ(0)u,i
)2
From the assumptions, {Xu,i} is a set of independent random variables. Thus,
V
(
L̂unbiased
(
R̂
))
= 1|D|2
∑
(u,i)∈D
V (Xu,i) =
1
|D|2
∑
(u,i)∈D
γu,i
(
1
θu,i
− γu,i
)(
δ
(1)
u,i − δ(0)u,i
)2
As shown in Theorem 4.4, the variance of the unbiased estimator depends on the inverse of the propensity
score. The propensity score is defined as the exposure probability, and thus it can be small, especially for tail
items [28]. Therefore, the variance of the proposed estimator can be large in the implicit recommendation
setting.
4.2 Variance Reduction Technique
In the previous theoretical analysis, we demonstrated that the proposed unbiased estimator is unbiased against
the true loss in the implicit feedback setting. However, Theorem 4.4 suggests that the unbiased estimator can
suffer from high variance. In this subsection, we apply the propensity clipping technique [3, 5, 25] to our
estimator and analyze the bias-variance trade-off of an estimator with the clipping.
First, we introduce the propensity score with the clipping technique.
Definition 3. (Clipped Propensity Score) M is a positive constant that takes values in the interval [0, 1].
Then, the clipped propensity score is defined as:
θ¯u,i = max{θu,i,M} (9)
9
The clipped propensity score clips a small value of θ by M . We further define the clipped estimator for
the true loss by using the clipped propensity score.
Definition 4. (Clipped Estimator) The clipped estimator for the true loss is defined as
(10)L̂clipped
(
R̂
)
= 1|D|
∑
(u,i)∈D
[
Yu,i
(
1
θ¯u,i
δ
(1)
u,i +
(
1− 1
θ¯u,i
)
δ
(0)
u,i
)
+ (1− Yu,i)δ(0)u,i
]
where
1
θ¯u,i
= min
{
1
θu,i
,
1
M
}
≤ 1
θu,i
As M → 1, the clipped estimator approaches the naive estimator (estimator of WMF with c = 1); in
contrast, as M → 0, it approaches the unbiased estimator. Thus, the clipped estimator is a general form of
the two estimators. By definition, the inverse of the clipped propensity score is always smaller than that of the
propensity score. Thus, using the clipped estimator reduces the effect of the variance problem of the unbiased
estimator. However, it introduces some bias because the clipped propensity score is not always equal to the
true propensity. We provide the bias and variance of the clipped estimator as follows.
Proposition 4. (Bias of the clipped estimator) Given a constant M ∈ [0, 1], the bias of the clipped estimator
is ∣∣∣E [L̂clipped (R̂)]− Ltrue (R̂)∣∣∣ =
∣∣∣∣∣∣ 1|D|
∑
(u,i)∈D
I{θu,i ≤M}γu,i
(
θu,i
M
− 1
)(
δ
(1)
u,i − δ(0)u,i
)∣∣∣∣∣∣
Proof.
E
[
L̂clipped
(
R̂
)]
= I{θu,i > M}E
[
L̂unbiased
(
R̂
)]
+ I{θu,i ≤M}|D|
∑
(u,i)∈D
E
Yu,i
δ(1)u,i
M
+
(
1− 1
M
)
δ
(0)
u,i
+ (1− Yu,i)δ(0)u,i

︸ ︷︷ ︸
(d)
By Proposition 4.3, E
[
L̂unbiased
(
R̂
)]
= Ltrue
(
R̂
)
. Then, we obtain
(d) = 1|D|
∑
(u,i)∈D
θu,iγu,iδ(1)u,i
M
+ θu,iγu,i
(
1− 1
M
)
δ
(0)
u,i + (1− θu,iγu,i)δ(0)u,i

The true loss is represented as
Ltrue
(
R̂
)
= I{θu,i > M}Ltrue
(
R̂
)
+ I{θu,i ≤M}Ltrue
(
R̂
)
Thus,
E
[
L̂clipped
(
R̂
)]
− Ltrue
(
R̂
)
= I{θu,i ≤M}
(
(c)− Ltrue
(
R̂
))
= 1|D|
∑
(u,i)∈D
[
I{θu,i ≤M}γu,i
(
θu,i
M
− 1
)(
δ
(1)
u,i − δ(0)u,i
)]
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Corollary 1. (Variance of the clipped estimator) Under the same condition as in Theorem 4.4, the variance
of the clipped estimator is
V
(
L̂clipped
(
R̂
))
= 1|D|2
∑
(u,i)∈D
γu,i
(
min
{
1
θu,i
,
1
M
}
− γu,i
)(
δ
(1)
u,i − δ(0)u,i
)2
≤ V
(
L̂unbiased
(
R̂
))
∵ 1
θ¯u,i
≤ 1
θu,i
Proof. Propensity scores are not random variables. Thus, we obtain the variance by replacing θu,i in Theorem
4.4 by θ¯u,i.
As shown above, the clipped estimator always reduces the variance of the unbiased estimator but
introduces some bias depending on the value of M . In the experimental part, we empirically demonstrate that
using the clipped estimator leads to a better prediction accuracy than that of the unbiased estimator.
5 Experiments
In this section, we compare the prediction methods based on the proposed estimators and the existing baselines
by using two standard real-world datasets.
5.1 Experimental Setup
Datasets: We used the following two real-world datasets. As both the datasets included explicit feedback
data, we treated items rated greater than or equal to 3 as relevant, and the others were considered irrelevant.
• MovieLens 100K4: This is an explicit feedback dataset collected from a movie recommendation service.
It contains 943 users and 1682 items with 100k five-star ratings. We retained only the items that have
been rated by at least 30 users.
• Yahoo! R35: This is an explicit feedback dataset collected from a song recommendation service. As
described in [28], it contains users’ ratings for randomly selected sets of music as a test set, and thus, it
can be used to measure the recommenders’ true performances.
Baselines and the proposed model: We describe the existing baselines and the proposed model used in the
experiments6.
• Probabilistic Matrix Factorization (PMF) [12, 19]: The PMF is a standard latent factor model used as a
baseline in both explicit and implicit recommendations. This model uses Eq. (6) with c = 1 as its loss
function.
• Weighted Matrix Factorization (WMF) [6]: The WMF is a basic baseline model for implicit recom-
mendation and is described in Section 3. This model uses Eq. (6) as its loss function, and we set
c = 5.
4http://grouplens.org/datasets/movielens/
5http://webscope.sandbox.yahoo.com/
6We used the lightfm package [13] for PMF and WMF. The ExpoMF was based on the implementation provided at
https://github.com/dawenl/expo-mf.
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• Exposure Matrix Factorization (ExpoMF) [16]: ExpoMF is based on the latent probabilistic model
using exposure variables, and it is described in Section 3 in detail. This model weighs the loss in the
M-step on the basis of the posterior exposure probability estimated in the E-step.
• Relevance Matrix Factorization (Rel-MF): Rel-MF is the proposed model and is based on the same
latent factor model as the MF. It updates its user–item factors by minimizing the unbiased estimator in
Eq. (9). When the clipping estimator in Eq. (10) is used, this model is denoted as the Rel-MF with
clipping. We estimated the propensity score by the following relative item popularity.
θ̂∗,i =
( ∑
u∈U Yu,i
maxi∈I
∑
u∈U Yu,i
)γ
(11)
In our assumption, the click probability depends on both the exposure probability and relevance level.
Thus, we estimated the propensity score using the relative click probability with a parameter γ ≤ 1.
We used γ = 0.3 for the MovieLens dataset and γ = 0.2 for the Yahoo! R3 dataset considering the
skewness of the item popularity distributions.
Evaluation Metrics: We used the discounted cumulative gain (DCG), recall, and mean average precision
(MAP) to evaluate the ranking performance. These top-N scoring metrics are defined as follows. We set
K = 5 for all the metrics.
DCG@K = 1|U|
∑
u∈U
1
|I|
∑
i∈I
Yu,i · I
{
Ẑu,i ≤ K
}
log(k + 1)
Recall@K = 1|U|
∑
u∈U
1
|I|
∑
i∈I
Yu,i · I
{
Ẑu,i ≤ K
}
∑
i∈I Yu,i
MAP@K = 1|U|
∑
u∈U
1
|I|
∑
i∈I
K∑
k=1
Yu,i · I
{
Ẑu,i ≤ K
}
K
Train/Test splitting and hyper parameter tuning criteria: For the MovieLens 100K dataset, all the data
are MNAR. Thus, we generated a test set having a uniform item distribution by using the following procedure.
A similar procedure is often used to evaluate causal-based recommendations [2, 15].
1. Estimate relative item popularity using Eq. (11) with γ = 1.
2. Split data into the training (50%) and test (50%) sets.
3. Resample the test set by using the inverse of the estimated item popularity.
In the experiments, we report the averaged results over 10 different training/test splits.
For the Yahoo! R3 dataset, the original dataset is divided into the MNAR training set and the MAR
test set. For both the datasets, we randomly sampled 10% of the training set as the validation set and tuned
the dimensions of the latent factors in the range of {30, 40, 50, . . . , 100} using this set. However, the item
distributions between the validation and test data are different. Thus, we used the self-normalized inverse
propensity score (SNIPS) estimator [28] of the DCG to tune the hyper parameters.
R̂SNIPS
(
Ẑu,i
)
= 1|U|
∑
u∈U
1∑
(u,i)∈D
1
θ̂∗,i
∑
i∈I
Yu,i
θ̂∗,i
· c
(
Ẑu,i
)
in which the propensity score was estimated using Eq. (11).
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Figure 1: Averaged top-N ranking metrics with standard errors for over 10 runs on the MovieLens 100K
dataset.
Figure 2: Averaged top-N ranking metrics on missing-at-random test set of Yahoo! R3 dataset.
5.2 Results
Here we present experimental results in detail.
5.2.1 Comparison of the baselines and Rel-MF
Figure 1 shows the performance pertaining to the rare, popular, and all items on the MovieLens 100K dataset.
The items that had been clicked by at most 30 users in the training data were regarded as rare (approximately
50% of all items), and the items that had been clicked by at least 100 users in the training data were regarded as
popular (approximately 10% of all items). The results show that the proposed approach, Rel-MF, consistently
outperforms the other approaches on all the metrics. The Rel-MF improved the DCG@5 by 7.7%, Recall@5
by 7.3%, and MAP@5 by 8.5% as compared to the overall performance (all items) of the ExpoMF, which is
the current state-of-the-art method for the MNAR implicit recommendation. Moreover, the proposed method
effectively recommended relevant items among the rare ones and improved the DCG@5 by 9.1%, Recall@5
by 8.5%, and MAP@5 by 9.5% for the rare items over the ExpoMF.
Figure 2 shows the performance of the methods, corresponding to the rare, popular, and all items using
the Yahoo! R3 dataset. For this dataset, we defined the items that had been clicked by at most 50 users in
the training set as rare (approximately 40% of all items), and the items that had been clicked by at least 300
users in the training set were considered popular (approximately 10% of all items). The Rel-MF significantly
outperformed the other baselines on all the metrics, improving the DCG@5 by 5.9%, Recall@5 by 5.5%,
and MAP@5 by 6.4% over the ExpoMF. Furthermore, for rare items, the proposed method improved the
DCG@5 by 11.5%, Recall@5 by 12.0%, and MAP@5 by 12.2% over the best baseline.
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Overall, it was observed that the WMF outperformed the PMF, and the ExpoMF outperformed the WMF.
These results are consistent with those of previous experiments [16, 20]. Rel-MF outperformed the other
baseline methods on the datasets in which the item distributions are considerably different between the training
and test sets. In particular, the proposed method significantly improved the top-N performance metrics for
items that are less frequently observed in the training sets. This is because the ExpoMF downweights the
prediction losses on the items having a low exposure probability; in contrast, the proposed method utilizes
the theoretically principal estimation technique and solves the MNAR problem by ensuring the prediction
accuracy on rare items. These results suggest that the proposed method is the most suitable method to
optimize the metric of interest defined in Eq. (4) and to maximize the user experience.
Datasets ML-100K Yahoo! R3
Methods / Metrics MAP@5 Recall@5 DCG@5 MAP@5 Recall@5 DCG@5
Rel-MF 0.295 0.473 0.378 0.238 0.394 0.313
Rel-MF with clipping 0.308 0.485 0.389 0.242 0.400 0.316
Improvements 4.31% 2.43% 2.84% 1.36% 1.54% 1.06%
Table 1: Performance of Rel-MF with and without the clipping on both the MovieLens and Yahoo! R3
datasets.
5.2.2 Effect of using clipping estimator
Furthermore, we compared the vanilla Rel-MF and Rel-MF with the clipping estimator. Table 1 presents the
performance metrics for both the MovieLens 100K and Yahoo! R3 datasets. The table indicates that using
the clipped estimator as the loss function improved the DCG@5 by 1.06–2.84%, Recall@5 by 1.54–2.43%,
and MAP@5 by 1.36–4.31% over the unbiased estimator. The results empirically suggest that it is possible
to further improve the prediction accuracy by reducing the variance of an estimator at the cost of introducing
some bias.
6 Conclusion
In this study, we first defined the ideal loss function for maximizing the relevance to optimize the user
experiences. Subsequently, we demonstrated that the loss functions of WMF and ExpoMF are biased toward
the ideal loss. Furthermore, we proposed an unbiased estimator for the ideal loss inspired by the estimation
method for the causal inference. We analyzed the variance of the unbiased estimator and proposed a clipped
estimator, which, by introducing little bias, could reduce the variance and achieve better performance as a
result of a better bias-variance trade-off. In the experiments on the Yahoo! R3 and MovieLens datasets, the
proposed method significantly outperformed the existing methods with respect to the relevance maximization.
In particular, the proposed method largely outperformed these methods for the data with low exposure
probability, and this finding empirically suggests that the proposed approach can suitably maximize the user
experiences. Finally, we confirmed that the clipped estimator demonstrated a better performance than that of
an unbiased estimator by reducing the variance.
A possible next step would be the development of a sophisticated method to estimate the exposure
probabilities. The proposed unbiased estimator relies on the true propensity scores for its unbiasedness.
Thus, it is expected that a better estimation of the exposure probabilities could lead to better prediction
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performances owing to the improved estimation of the loss. Further, developing an estimator that achieves a
better bias-variance trade-off, instead of the clipping estimator, could be a potential future research direction.
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