ABSTRACT Analysis and characterization of neuronal discharge patterns are of interest to neurophysiologists and neuropharmacologists. In this paper we present a hidden Markov model approach to modeling single neuron electrical activity. Basically the model assumes that each interspike interval corresponds to one of several possible states of the neuron. Fitting the model to experimental series of interspike intervals by maximum likelihood allows estimation of the number of possible underlying neuron states, the probability density functions of interspike intervals corresponding to each state, and the transition probabilities between states. We present an application to the analysis of recordings of a locus coeruleus neuron under three pharmacological conditions. The model distinguishes two states during halothane anesthesia and during recovery from halothane anesthesia, and four states after administration of clonidine. The transition probabilities yield additional insights into the mechanisms of neuron firing.
INTRODUCTION
Central catecholaminergic neurons, such as midbrain dopaminergic (DA) neurons of the substantia nigra and the ventral tegmental area, and noradrenergic neurons of the locus coeruleus, which are involved in motor functions and attentional mechanisms, and in behavioral adaptation to the environment, respectively, have been observed to fire in two primary patterns: a "pacemaker" pattern and a "bursty" pattern (Grace and Bunney, 1984; Gonon, 1988; . A pattern is defined as the interval dispersion and sequence, disregarding the average rate of firing (Bullock and Horridge, 1965; Segundo et al., 1995) . "Pacemaker" patterns correspond to a single type of interval, i.e., a "pacemaker neuron" fires spikes at intervals all practically equal to their average. "Bursty" patterns correspond to two clearly separate categories of intervals in which several short intervals alternate with a few single long ones.
Activation of central catecholaminergic neurons by sensory stimuli or pharmacological agents may alter their discharge patterns. Moreover, electrical stimulation delivered in bursts has been shown to be more effective than regularly spaced discharges in increasing metabolic activity and catecholamine release, independently of the mean discharge rate (Gonon, 1988) . Typically, drug effects have been analyzed in terms of 1) increases or decreases in mean discharge rates, and, to take into account changes in discharge pattern, 2) the degree to which these neurons exhibit bursting activity (Carlson and Foote, 1992) .
Whereas in many instances the occurrence of bursts in single-neuron recordings is readily recognized by eye, quantitative analysis and comparison of discharge patterns clearly required some more formal definition. Using 75 recordings of DA neurons considered to have bursting activity, Grace and Bunney (1984) proposed empirical criteria for defining bursting activity. They defined the onset of a burst as an interspike interval shorter than 80 ms and the termination of a burst by the next interspike interval longer than 160 ms. The limitation of this approach is that the definition of a burst lacks flexibility: the criteria were initially used to quantify bursting activity of neurons exhibiting a mean firing rate of 4-5 Hz and proved inadequate for cells firing at higher rates (Chergui et al., 1993) . More generally, burst analysis amounts to a binary description of patterns, spikes, or the interspike intervals separating them, either within or outside bursts; this may thus lead to inefficient recognition of discharge pattern changes in some contexts.
Several attempts have been proposed to circumvent these limitations. Some authors combined the analysis of bursting activity as defined by Grace and Bunney (1984) with population characteristics of interspike intervals Chergui et al., 1993; Saunier et al., 1993 In this paper we present a stochastic model approach to the problem of characterizing different firing patterns and describing the heterogeneity of interspike intervals in single-cell recordings. This is achieved within the context of hidden Markov models (HMM), the aim of which is to reconstruct a "hidden" sequence of states of a system from an observable output whose probability law depends on the underlying state. This approach was used recently by Seidemann et al. (1996) to analyze recordings of single cells in the frontal cortex of monkeys. Other fields of applications are speech recognition (Baum et al., 1970) , cardiac arrhythmias (Coast et al., 1990) , seizures in epileptic patients (Albert, 1991) , modeling of anion channels (Morier and Sauve, 1994) and proteins (Krogh et al., 1994) , and animal behavior (Macdonald and Raubenheimer, 1995) .
THEORY AND METHODS
To justify our approach let us first consider the three artificial firing patterns illustrated in Fig. 1 
11
T + possible paths in {1, . . . ,}Rn, given the observed sequence Yi, . .. ,Yn. To fulfill this program we proceed in successive steps to compute the conditional probabilities of the paths.
Step 1 Rabiner (1989) . Details are given in the Appendix.
Under general regularity conditions, the maximum likelihood estimators of v, ir, and 0 are asymptotically Gaussian, and their asymptotic covariance matrix can be estimated as minus the inverse of the matrix of second derivatives of the log likelihood function (Lindgren, 1978) .
Step 2
To determine R, k, and 1j, i = 1, . . ., R, we start with the simplest model, i.e., R = 1, k = 1, 11 = 1, and consider models in ascending order of complexity, by increasing R (Akaike, 1974) .
Step 3 Fig. 2 together with the corresponding discharge patterns. We use the term "integrated rate histogram" for a display of the number of spikes in 1-s bins along ongoing time. The corresponding interspike interval means and coefficients of variation are presented in Table 1 . Under halothane anesthesia (a), the neuron exhibits a somewhat regular, pacemaker firing pattern. Twenty minutes after halothane withdrawal (b), the firing pattern is faster and less regular. Administration of clonidine (c) results in a dis- tinctly irregular bursty pattern, with a low average firing rate and high coefficient of variation. (IMSL, 1987) . In all instances the underlying Markov chain was found to be first-order (k = 1). Our procedure distinguished two states of the neuron in recordings a and b, and four states in recording c. Estimates of the probability density functions of the interspike intervals are plotted in Fig. 3 ; these estimates correspond to single Weibull densities for all states of cases a and c, and to mixtures of two Weibull densities for the two states of case b. Table 3 presents point estimates and 95% confidence intervals for the means and proportions of within-burst intervals according to the criteria of Grace and Bunney (1984) , in recordings a, b, and c. In the case of recording a, neither of the two states of the HMM appears to correspond to the 7% short interspike intervals within bursts according to Grace and Bunney (1984) . For recording c, the correspondence between the population of interspike intervals generated from state 1 of the HMM and the population of the within-burst intervals of Grace and Bunney (1984) appears excellent. As for recording b, the correspondence looks more debatable. Fig. 4 contrasts further the results of the two approaches for recordings b and c, respectively. Relationships between pairs of consecutive interspike intervals can be grasped through the visual inspection of return maps (Carlson and Foote, 1992) , as illustrated in Fig.  5 . Such maps can be used for the more quantitative evalu- ation of probabilities of occurrence of a given type of interval, given the type of the previous interval (Segundo et al., 1966) . However, transition probabilities between states are directly estimated by the HMM approach, as illustrated in Fig. 6 . In case a, these estimates show frequent switching between the two states, a finding reminiscent of the oscillatory phenomenon that has been observed under halothane anesthesia (Carlson and Foote, 1992) . The probabilities estimated from recording b correspond to rather infrequent transitions, in agreement with the existence of bursts separated by sequences of longer intervals. Results from experiment c are probably the most interesting. Roughly, bursts of spikes (state 1) are followed by a single very long interval generated from state 4. This fact may be related to the refractory period that has been reported after repeated discharge in bursts (Bullock and Horridge, 1965; Aghajanian et al., 1977; Hoffman et al., 1995) . Indeed, the interval density in state 4 is negligible for intervals of less than 1800 ms (see Fig. 3) . The neuron may then switch back directly to bursting activity, or proceed through states 3 and 2, a pattern corresponding to a progressive shortening of the intervals. 
DISCUSSION
We have presented a hidden Markov model aimed at characterizing neuron firing patterns and analyzing the heterogeneity of interspike intervals. A characteristic feature of locus coeruleus neuron activity is a burst of activation in response to sensory or noxious stimulation, followed by a prolonged period of inhibition (Aghajanian et al., 1977) . Neuropharmacological experiments revealed that the nucleus paragiganto-cellularis provides a potent excitatory amino acid input to the locus coeruleus, acting primarily at non-NMDA (N-methyl-D-aspartate) receptors, and that this pathway mediates certain sensory excitatory responses of locus coeruleus neurons (Aston-Jones et al., 1991) . Furthermore, Ennis and AstonJones (1986) have reported that a calcium-dependent potassium conductance and a collateral noradrenergic inhibition (via a2-adrenergic autoreceptors) were about equal in their contributions to the postactivation inhibition. Dopaminergic neurons studied by Grace and Bunney (1984) are required for normal behavior and movements. In vivo they fire action potentials in bursts, but in vitro they discharge regularly spaced action potentials. It has been demonstrated that this burst firing is mediated via NMDA receptors (Chergui et al., 1993) and is controlled, in part, by excitatory amino acid afferents originating in the subthalamic nucleus (Chergui et al., 1994) . The hyperpolarization between bursts of action potentials results from an electrogenic extrusion of sodium ions by a ouabain-sensitive pump (Johnson et al., 1992) .
Thus it is tempting to speculate that state 1 as detected by HMM analysis of recordings under halothane withdrawal and after repeated injection of clonidine might correspond to such excitatory amino acid afferent inputs. Indeed, it has been shown that locus coeruleus bursting activity defined by Grace and Bunney (1984) , observed after halothane withdrawal and clonidine administration, was suppressed by local application of the excitatory amino acid antagonist kynurenate .
However, locus coeruleus neurons receive other excitatory and inhibitory inputs from many interconnected sources mediated by both chemical neurotransmitters and electronic coupling. In particular, the nucleus prepositus hypoglossi potently inhibits locus coeruleus neurons via a GABAergic projection acting at GABAA receptors, and serotonin selectively attenuates excitations of locus coeruleus neurons evoked by excitatory amino acids through 5-HTlA receptors (Aston-Jones et al., 1991) .
Consequently, other states detected from the HMM may represent the collective interactions of various inputs at the somato-dendritic level combined with intrinsic membrane properties. In particular, state 4, detected after clonidine administration and corresponding to the very long interspike intervals, may relate to the well-known inhibitory properties of this a2-adrenergic agonist via somatodendritic autoreceptors (Svensson et al., 1975) .
States 1 and 2 detected from the HMM under halothane anesthesia and states 2 and 3 after repeated injections of clonidine might represent a substantial oscillatory tendency in the magnitudes of consecutive interspike intervals in locus coeruleus neurons, as already observed for dopaminergic neurons (Carlson and Foote, 1992) . Furthermore, state 1 under halothane anesthesia, state 2 under halothane withdrawal, and state 2 after repeated injections of clonidine might be interpreted as corresponding to the neuron's spontaneous activity.
As compared to the method of interspike interval analysis of Grace and Bunney (1984) , which separates interspike intervals into within-burst or between-burst intervals, our approach, although more computationally demanding, allows a more flexible description of interspike interval heterogeneity. Other methods based on the analysis of the joint interval distribution are more detailed in essence, but the HMM approach yields direct estimation of transition probabilities between states, thus allowing deeper quantitative insight into the mechanisms underlying the observed neuron discharge patterns. (1989) .
First, by the theorem of total probability, we have 
Sequence reconstruction
Having observed a sequence of n interspike intervals Yi, y...,y, we try to guess the corresponding sequence of the n states of the neuron that generated these intervals. We choose to reconstruct this sequence as the n-tuple F,, jn that has the highest probability, given y,, Yn. To find this maximizing sequence, we use the Viterbi recursive algorithm (Rabiner, 1989) . 
