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Introduction
La modélisation mathématique au service de la gestion des ressources en
eau souterraine
L’eau douce mobilisable est une denrée rare et précieuse qui est souvent stockée dans
les nappes d’eau souterraines. Or, cette ressource a fortement subi les eﬀets de la poussée
démographique associée à l’industrialisation, l’urbanisation et l’intensiﬁcation agricole de ces
dernières années. Il devient nécessaire d’avoir une gestion eﬃcace de ces réserves.
Pour cette raison, la modélisation est devenue un outil indispensable à la connaissance des
écoulements souterrains pour une gestion eﬃcace des ressources en eau. Associer une méthode
numérique à l’outil SIG permet d’envisager les nombreuses possibilités que pourrait apporter
une interaction eﬃcace entres les données géoréférencées et les résultats de simulations.
Or la méthode des éléments analytiques présente une structure similaire aux SIG (Sys-
tème d’Information Géographique) par sa nature vectorielle et orientée objet. C’est pourquoi
elle présente une alternative intéressante par rapport aux méthodes numériques usuellement
utilisées en hydrodynamique souterraine. Elle a été spéciﬁquement développée pour les écou-
lements souterrains. Elle présente des résultats qui, d’un point de vue ﬁabilité et adaptabilité
à diﬀérentes échelles spatiales, montrent leurs intérêts et leurs possibilités.
Enﬁn, cette méthode innovante présente un challenge mathématique par la nature “com-
plexe” de la théorie qu’elle exploite. En eﬀet, la théorie mathématique présente de vastes
possibilités qui sont parfois sous-exploitées dans leurs applications. Pourtant, elles permettent
souvent d’aider à résoudre des problèmes spéciﬁquement liés à l’environnement qui nous en-
toure.
Objectifs des travaux
Il s’agit d’abord d’étudier les spéciﬁcités de la méthode des éléments analytiques par rap-
port aux méthodes de modélisation numériques classiques. Cette comparaison doit pouvoir
mettre en évidence les diﬀérences d’approches de modélisation entre ces méthodes. Cela per-
met d’en déduire les avantages et inconvénients pour chacune d’elles. Ces diﬀérentes approches
peuvent néanmoins se réunir sous une démarche commune de modélisation à travers la concep-
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tualisation de l’aquifère. Cette démarche méthodique doit permettre de limiter les erreurs en
les contrôlant plus eﬃcacement.
Ensuite, il s’agit de se focaliser sur le processus de discrétisation. C’est l’étape de la modé-
lisation où l’utilisateur peut sans doute inﬂuer le plus sur la qualité ﬁnale de la modélisation.
Pour cela, une analyse des approximations inhérentes à la méthode des éléments analytiques
doit être eﬀectuée à travers l’étude de cas théoriques “contrôlables”.
La représentation objet et vectorielle des éléments analytiques permet de bien valoriser
les interactions possibles avec les SIG. En particulier, il s’agit d’élaborer des algorithmes de
discrétisation adaptés aux spéciﬁcités et aux besoins de la méthode, mais aussi de mettre en
valeur des critères d’évaluation de la qualité de cette discrétisation. La synthèse de ces outils
et méthodes permet à l’utilisateur de disposer d’un outil d’aide à la discrétisation pour réduire
au mieux ses eﬀets sur la qualité de modélisation.
Enﬁn, il s’agit d’étudier le comportement numérique des éléments analytiques adaptés
à la simulation en régime transitoire. Pour cela, des éléments analytiques 1D sont d’abord
développés pour faciliter cette étude. Leur comportement numérique reste similaire tout en
réduisant les erreurs numériques qui sont induites par le calcul des éléments analytiques eux-
mêmes.
Cette analyse permet de mettre en évidence une méthode de résolution adaptée au ré-
gime transitoire qui est ensuite transposée au problème 2D. Elle y expose en particulier une
méthode pour estimer le champ d’inﬂuence de l’élément transitoire, utilisant un critère de
discrétisation spatial qui doit être corrélé avec le pas de discrétisation temporel.
Position des travaux
Cette thèse s’inscrit à l’intersection de 3 disciplines scientiﬁques (ﬁgure 1). Chacune d’elle
possède un domaine de recherche particulier qui a inspiré les travaux tout au long de ce
mémoire. La combinaison de ces 3 disciplines a permis de catalyser les travaux de ce mémoire
en s’inspirant tour à tour des connaissances acquises par chacune d’elles.
 Le domaine de l’hydrogéologie représente l’application physique ﬁnale puisque l’objectif
reste de modéliser les écoulements souterrains. Elle nécessite la connaissance de théories
qui permettent de représenter le comportement physique d’un écoulement dans un milieu
poreux. Comme un aquifère est une partie intégrante du cycle de l’eau, elle nécessite
aussi la connaissance plus large de l’hydrologie.
 Le domaine des mathématiques, et plus particulièrement celui de la modélisation numé-




 Le domaine de l’informatique et plus particulièrement les SIG permet d’exploiter toutes
les connaissances liées aux bases de données et à la CAO (Conception Assistée par Or-
dinateur). C’est devenu un outil pratiquement indispensable à la gestion des données
rattachées à un environnement géographique. Leurs capacités permettent d’envisager de
multiples utilisations dont celle de structurer et préparer les données en vue de l’utili-







Figure 1 – Position des travaux.
Plan du manuscrit
Ce manuscrit s’organise en 6 chapitres. Les chapitres 1, 2 et 4 sont à caractère pratiques
alors que les chapitres 3, 5, 6 sont plus théoriques. Les chapitres 1 et 2 sont plutôt du domaine
de l’hydrogéologie. Les chapitres 3 et 4 abordent le sujet de la discrétisation d’un point de vu
théorique et pratique. Les chapitres 5 et 6 sont du domaine des mathématiques et de l’analyse
numérique.
Le premier est une introduction générale qui est destiné à rappeler les concepts généraux
de l’hydrodynamique souterraine. Puis, il s’attache à mettre en évidence les particularités et
la place de la méthode des éléments analytiques parmi les autres méthodes de modélisation.
Il permet aussi d’introduire un certain nombre de concepts de modélisation.
Le deuxième commence par décrire d’un point vu hydrogéologie les propriétés physiques de
l’aquifère test qui est utilisé. Puis, la comparaison entre les éléments analytiques et la méthode
des diﬀérences ﬁnies s’approfondie sur une méthodologie de modélisation qui envisage toutes
les étapes de la modélisation, de la création du modèle conceptuel jusqu’aux résultats de
simulation. Mais avant tout.
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Le chapitre 3 est plus mathématique. Il s’attache à étudier le comportement numérique
de l’erreur de discrétisation pour essayer d’en réduire au mieux ses eﬀets. C’est également
l’occasion de présenter des éléments de théorie de la méthode des éléments analytiques.
Le chapitre 4 développe des algorithmes informatiques et expose des critères pour la discré-
tisation. En utilisant les SIG, il essai d’exploiter l’analyse mathématique du chapitre 3 pour
établir une procédure de discrétisation performante et adaptée au spéciﬁcité des éléments
analytiques.
Le mémoire se ﬁni avec l’étude numérique et mathématique de l’application des éléments
analytiques au régime transitoire dans les chapitres 5 et 6. Le chapitre 5 traite le cas 1D en
étudiant le comportement numérique d’une résolution 1D d’un problème en régime transitoire
avec des éléments analytiques 1D analogue à ceux du 2D pour limiter les erreurs numériques
et mettre plus facilement en évidence des caractéristiques numériques. Le chapitre 6 exploite
l’analyse du chapitre 5 pour résoudre le même problème en 2D.
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Chapitre 1
Du problème physique au modèle
numérique
“Science cannot solve the ultimate mystery of Nature.
And it is because in the last analysis we ourselves are
part of the mystery we are trying to solve.”
Max Planck, Nobel de physique 1918.
C
e premier chapitre est destiné à rappeler les concepts généraux de l’hydrodynamique
souterraine. Il montre comment les équations fondamentales gouvernent tout proces-
sus de modélisation hydrogéologique. Ces équations appliquent des hypothèses propres à la
physique des écoulements dans un milieu poreux. Il est présenté le cas plus particulier des
équations utilisées dans le cadre de la méthode des éléments analytiques. Après avoir eﬀec-
tué ces quelques rappels, les éléments analytiques sont classiﬁés dans la grande famille des
méthodes numériques. Puis, les diﬀérences avec les autres méthodes plus classiques y sont
discutées en mettant en évidence les avantages et inconvénients pour chacune d’elles. Pour
ﬁnir, il est montré comment ce modèle mathématique s’intègre dans une démarche globale de
modélisation allant du problème physique jusqu’au modèle numérique.
1.1 Les nappes d’eau souterraines : un milieu naturel
La dynamique du cycle de l’eau montre la complexité des échanges hydriques entre les
diﬀérents milieux sur Terre. L’eau y subit diﬀérents processus complexes ; passant par les dif-
férents états solides, liquides et gazeux. Lors de son parcours terrestre, une grande quantité
de cette eau se trouve sous une forme souterraine. Elle constitue une des étapes importantes
si l’on considère la forte interaction avec l’environnement extérieur. Cette eau permet par
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exemple d’alimenter les cours d’eau en période de sécheresse. La connaissance de ces écou-
lements souterrains présente un enjeu important pour une gestion eﬃcace de l’eau. Ainsi, la
loi sur l’eau de janvier 1992 a permis d’instituer des schémas directeurs d’aménagement et de
gestion des eaux (SDAGE). Ils permettent de ﬁxer les orientations fondamentales pour une
gestion équilibrée de l’eau. Plus récemment, la Directive Cadre Européenne sur l’Eau (DCE)
impose le maintien ou le retour au bon état des masses d’eau souterraine du point de vue de
la qualité 1.
“L’eau fait partie du patrimoine commun de
la nation. Sa protection, sa mise en valeur
et le développement de la ressource utilisable,
dans le respect des équilibres naturels, sont
d’intérêt général.
L’usage de l’eau appartient à tous dans le
cadre des lois et règlements ainsi que des
droits antérieurement établis.”
Article 1er de la loi sur l’eau du 3 janvier 1992.
L’aquifère est déﬁni comme une couche géologique formée soit de roches poreuses d’ori-
gines sédimentaires (sable, gravier, calcaire, craie, . . . ), soit de roches dures ﬁssurées. Il est
susceptible de contenir une zone saturée en eau qui est appelée nappe d’eau souterraine ou
nappe aquifère. De plus, cette formation géologique est un milieu suﬃsamment conducteur
d’eau pour permettre un écoulement signiﬁcatif et le captage de quantités d’eau appréciables.
Lorsque la surface supérieure de l’eau ﬂuctue sans contrainte, ces nappes d’eau sont dites
libres. Si l’eau est conﬁnée par des couches géologiques imperméables, elles sont captives. En
particulier, cette thèse traitera en exemple le cas des nappes phréatiques qui sont des nappes
d’eau souterraines libres et peu profondes.
Le bassin versant d’une rivière est la zone géographique à l’intérieur de laquelle l’eau
précipitée s’écoule et converge vers la rivière. Si le but est l’identiﬁcation et la gestion des
ressources souterraines, il devient naturel de considérer une échelle spatiale de l’ordre du
bassin versant. Ainsi, il est possible d’identiﬁer un espace du sous-sol et d’en estimer toutes
ses inﬂuences extérieures, i.e. les quantités d’eau qui entrent et qui sortent de la nappe. Cette
ressource est alors entièrement déterminée par les volumes qui entrent, la circulation intérieure
et les volumes qui sortent.
La nature lithologique de l’aquifère, c’est à dire la nature des roches constituant sa forma-
tion géologique, leur localisation, leur disposition et leur architecture, permettent d’aboutir,
en synthétisant, a la déﬁnition et a l’identiﬁcation des structures hydrogéologiques internes et
aux limites du bassin versant correspondant.
1. Directive 2000/60/CE du parlement européen et du conseil du 23 octobre 2000 établissant un cadre pour
une politique communautaire dans le domaine de l’eau.
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Cette étude géologique associée à la connaissance des apports naturels qui les alimentent
permet d’estimer la ressource en eaux souterraines existante, mais une connaissance appro-
fondie du comportement physique des écoulements souterrains ne peut être obtenue que par
une modélisation de l’aquifère.
Dans ce chapitre, il sera exposé une démarche globale de modélisation pour les écoulements
souterrains. Les équations générales seront obtenues à partir des fondements de la mécanique
des ﬂuides d’après le principe d’homogénéisation du milieu poreux [6, 10, 17, 29, 43].
1.2 La modélisation des écoulements de nappes d’eau souter-
raines
1.2.1 Du microscopique au macroscopique
Au niveau microscopique, le milieu poreux se compose d’un ensemble de particules mi-
nérales solides séparées par des espaces vides, les pores. Dans le cas de sables ou graviers, il
s’agit d’un assemblage de grains aux formes plutôt arrondies. La porosité permet de quantiﬁer
le rapport entre le volume des vides et le volume total du matériau.
Une partie de l’eau contenue dans les pores du milieu est retenue dans ces vides ou à la
surface des grains par des forces supérieures à celle de la gravité. Cette eau, non mobilisable,
est appelée eau de rétention. L’eau gravitaire, au contraire, est soumise à une force de gravité
dominante. C’est l’eau qui circule dans l’aquifère. Ce qui permet de déﬁnir une porosité eﬃcace
comme le rapport entre le volume d’eau gravitaire et le volume total de la roche saturée en
eau. Cette porosité dépend principalement de la taille des grains, de l’arrangement des grains
et de leur état de surface.
Les écoulements dans les milieux poreux sont a priori très diﬃciles à modéliser compte
tenu de leur extrême complexité géométrique. De plus, la prise en compte de l’ensemble des
hétérogénéités du milieu est souvent inutile à l’échelle macroscopique. Un procédé d’homo-
généisation permet alors d’idéaliser le milieu en le considérant comme continu et donc en
moyennant ses propriétés à l’échelle macroscopique à partir de sa microstructure. Nous utili-
sons alors un VER (volume élémentaire représentatif) qui contient un volume suﬃsamment
petit pour prendre en compte la structure microscopique du milieu et suﬃsamment grand pour
décrire le comportement global du milieu. Notons que l’échelle du VER peut être nettement
plus petite que les dimensions totales du système aquifère.
Ainsi, les grandeurs physiques que nous manipulerons par la suite correspondent à des
grandeurs moyennées et les lois qu’elles vériﬁent ne sont valables que sur un plan macrosco-
pique.
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1.2.2 Caractéristiques hydrogéologiques de l’aquifère
Perméabilité
La perméabilité ou conductivité hydraulique k [LT−1] représente le volume d’eau gravitaire
s’écoulant pendant une unité de temps à travers une unité de section orthogonale à la direction
de l’écoulement sous l’eﬀet d’une unité de gradient hydraulique. Ayant les dimensions d’une
vitesse, elle est exprimée en mètres par seconde.
Une perméabilité intrinsèque au milieu poreux κ [L2] est déﬁnie. Elle permet de se rendre
indépendant des caractéristiques du ﬂuide et exprime sa résistance à l’écoulement qui le tra-





où ρ [ML−3] représente la densité du ﬂuide, µ [ML−1T−1] la viscosité dynamique du ﬂuide
et g [LT−2] l’accélération gravitationnelle.
Coefficient d’emmagasinement
Le coeﬃcient d’emmagasinement S [.] peut être déﬁni comme le volume d’eau pouvant
être libéré ou emmagasiné par un prisme vertical du matériau aquifère de section égale à
l’unité, à la suite d’une modiﬁcation unitaire du niveau de la charge piézométrique. C’est
un coeﬃcient sans dimension. Dans les nappes captives, l’eau libérée dépend entièrement
de la compressibilité du matériau aquifère et de l’eau et ce coeﬃcient est faible (de 10−3 à
10−6). Dans les nappes libres, l’eﬀet de la compressibilité du matériau aquifère et de l’eau
étant généralement négligeable, le coeﬃcient d’emmagasinement correspond pratiquement au
volume d’eau gravitaire saturant la roche, et donc à la porosité eﬃcace. Son ordre de grandeur
est généralement comprise entre 1 10−2 et 2 10−1 pour un matériau alluvionnaire.
Charge piézométrique
La charge piézométrique φ [m] est une notion fondamentale de hydrodynamique qui permet
d’évaluer le comportement de la nappe aquifère (ﬁgure 1.1).
Puisque les écoulements dans le milieu poreux sont de vitesses assez faibles (généralement
inférieures a 10−3 m/s), il est possible de négliger l’inertie du ﬂuide à l’échelle macroscopique.
La charge piézométrique peut ainsi s’exprimer en fonction de l’élévation zh [m] et de la pression
p [N/m2] par la relation :




où ρ [kg/m3] représente la densité du ﬂuide et g [m/s2] l’accélération de la gravité.
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Figure 1.1 – Déﬁnition de la charge piézométrique
1.3 Cadre de la modélisation des aquifères
1.3.1 Principe de conservation de la masse
La conservation de la masse du ﬂuide s’exprime à l’échelle macroscopique par une équation
appelée équation de continuité par
∂ (n ρ)
∂t
+ div(ρ ~q) = −ρ γ (1.3)
où ρ [M L−3] est la masse volumique, n [.] est la porosité totale,γ le débit d’eau prélevée
par unité de volume, ~q [LT−1] la vitesse de ﬁltration de l’écoulement exprimant la vitesse
ﬁctive d’un ﬂuide qui percolerait à travers le milieu idéalisé.
La porosité n est indépendante du temps lorsque le milieu poreux est considéré indéfor-
mable. Si de plus, la masse volumique ρ est considérée indépendante de la pression p, nous
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Considérons maintenant une masse volumique constante. En introduisant l’expression 1.4
dans l’équation 1.3, puis en y développant la pression p = ρ g (φ − zh) en fonction de φ,




+ div(~q) = −γ (1.6)
Cette expression est la forme la plus courante de l’équation de continuité exprimée en
fonction de la charge piézométrique. En régime permanent, la variation de la charge par
rapport au temps s’annule et l’équation 1.6 se réduit à la forme :
div(~q) = −γ (1.7)
1.3.2 Loi de Darcy
La loi de Darcy est issue de l’expérience de Henri Darcy (1803-1858) en 1856 [18]. Elle
exprime que la vitesse de ﬁltration ~q [LT−1] est proportionnelle au gradient de la pression
p. Cette loi n’est valable qu’à l’échelle macroscopique et son expression la plus courante en







Pour un ﬂuide incompressible, cette loi peut aussi s’exprimer en fonction de la charge
piézométrique par la relation :
~q = −k ~∇φ (1.9)
où k [LT−1] est le coeﬃcient de perméabilité généralement exprimé sous la forme d’un
tenseur symétrique. Dans le cas où le milieu poreux est isotrope, les perméabilités deviennent
des scalaires.
Il a été établi que la loi de Darcy relative a un écoulement monophasique à l’échelle
macroscopique peut être obtenue par des techniques d’homogénéisation à partir des équations
de Navier-Stokes écrites à l’échelle du pore puis réexprimées sur le VER [22, 6].
Une justiﬁcation rigoureuse de cette loi, à partir d’une analyse microscopique de l’écoule-
ment, a été donnée par H. Ene et E. Sanchez-Palencia en 1975 [30] dans le cadre d’une
hypothèse de périodicité du milieu.
Il est possible de déterminer une limite de validité pour cette loi en déﬁnissant un nombre
de Reynolds propre aux milieux poreux qui dépend à la fois des propriétés du milieu poreux et
de celles du ﬂuide. Il est alors montré que cette loi est valable pour déﬁnir les écoulements de
nappes d’eau souterraines puisque les vitesses d’écoulements rencontrées restent faibles [22, 63].
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1.3.3 Équation générale régissant les écoulements souterrains
L’équation de continuité 1.6 et celle de la loi de Darcy 1.8 permettent de représenter
les écoulements incompressibles pour un milieu poreux idéalisé. Leur combinaisons conduit à




+ div(−k ~∇φ) + γ = 0 (1.10)
Cette équation permet d’estimer la charge piézométrique φ en fonction des paramètres hy-
drogéologiques. En eﬀet, il est nécessaire de connaître la géométrie du système aquifère, les en-
trées/sorties du domaine de modélisation qui peuvent être évaluées par les signaux extérieurs,
la répartition de la perméabilité et du coeﬃcient d’emmagasinement grâce à la conﬁguration
des formations géologiques.
La représentation de la réalité sera d’autant meilleure que moins d’hypothèses restrictives
seront utilisées. La complexité du milieu naturel est mieux prise en compte, mais cela aug-
mente aussi la complexité du modèle à mettre en œuvre et nécessite une plus grande quantité
d’information.
L’équation générale 1.10 a été établie en utilisant principalement des hypothèses propres
aux nappes phréatiques. Il est possible d’en dériver diverses formes d’équations de diﬀusi-
vité suivant la nature du problème étudié. Les caractéristiques géométriques et physiques du
domaine, la densité des données mobilisables et la problématique de modélisation sont des
facteurs déterminants pour le choix de cette formulation.
1.4 Équation de la diffusivité pour un régime permanent 2D
Nous considérons dans le reste du mémoire, sauf mention contraire, que le système aquifère
est un milieu poreux, homogène et isotrope et que l’écoulement du ﬂuide est incompressible
et de densité constante. Nous allons rappeler dans cette section comment s’exprime l’équation
de la diﬀusivité pour un écoulement permanent 2D avec une perméabilité k constante par
morceaux.
1.4.1 Hypothèse de Dupuit et flux horizontal
L’échelle des aquifères que nous cherchons à modéliser est beaucoup plus importante que
leur épaisseur. Par conséquent, l’ordre de grandeur des vitesses horizontales sont généralement
nettement plus importantes que les vitesses verticales. Ce qui signiﬁe que l’approximation de
Dupuit (1863) [29] devient raisonnable.
Cette hypothèse implique que l’écoulement vertical devient négligeable, c’est à dire que
les équipotentielles de charges piézométrique sont verticales ; ou encore que la distribution de
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pression hydrostatique est constante sur la verticale.
Il serait possible d’établir des équations 2D en utilisant des hypothèses moins restric-
tives [62, 78] que celle de Dupuit. Nous considérons néanmoins cette hypothèse par soucis de
clarté et puisque le cadre de nos travaux se base principalement sur des aquifères libre.
L’approximation de Dupuit permet de considérer un écoulement 2D. La somme des ﬂux





avec h [L] l’épaisseur saturée en eau de l’aquifère. Cette relation s’exprime sous forme









Dans le cadre de nos travaux, nous allons reformuler les équations générales en fonction





k H2 pour φ ≥ H
1
2
k φ2 pour φ < H
(1.13)
avec l’épaisseur de l’aquifère H [L]. La loi de Darcy (équation 1.9) s’exprime alors sous sa
forme 2D par
Q = − ~∇Φ (1.14)
et la loi de conservation de la masse (équation 1.7) s’exprime alors par l’équation de
continuité 2D :
−div( ~Q) = γ (1.15)
avec γ le débit de recharge.
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Finalement, la combinaison des équations 1.15 et 1.14 permet de réduire le problème à une
équation de Laplace par
div(~∇Φ) = ∆Φ = γ (1.16)
Pour γ = 0 nous constatons que le potentiel Φ devient une fonction harmonique. C’est ce
qui va motiver le choix d’une représentation complexe.
1.5 Représentation Complexe
L’équation de Laplace 1.16 exprime le caractère “potentiel” de l’écoulement. Il devient alors
judicieux d’utiliser les variables complexes pour exploiter une théorie mathématique déjà très
développée [14, 53, 58].
1.5.1 Potentiel complexe
Introduisons le potentiel complexe Ω(z) dans l’espace complexe z par
Ω(z) = Φ(x, y) + iΨ(x, y) (1.17a)
z = x+ i y (1.17b)












Cette condition implique que le potentiel Ω(z) est une fonction holomorphe et vériﬁe
donc l’équation de Laplace (Annexe A). Elle signiﬁe aussi que Ψ est la fonction de courant.
Elle permet de déﬁnir des lignes de courant qui sont orthogonales aux lignes potentielles
(Annexe C).
1.5.2 Vitesse complexe
La vitesse complexe est déﬁnie par
W (z) = −dΩ(z)
dz
(1.19)
D’après les conditions de Cauchy–Riemann (équations 1.18), il en découle la relation :




= Qx(z)− iQy(z) (1.20)
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1.5.3 Principe de superposition
Puisque l’équation de Laplace 1.16 est linéaire, la combinaison linéaire d’une famille de





est solution de l’équation de Laplace.
1.6 Numerical methods applicable in hydrogeology
Increasingly sophisticated numerical methods for the resolution of the groundwater dif-
ferential equations have been facilitated by the signiﬁcant evolution of powerful computer
technology. Hence, some denser and more complex systems are possible that should better
model reality.
The majority of these numerical methods are classiﬁed inside a diagram (ﬁgure 1.2). This
classiﬁcation, certainly not unique, is mainly based on the spatial representation of the dis-
cretization. Cleavage is observed between the domain methods and the boundaries methods.
The discretization is done on the entire computational ﬁeld for the former method. The dis-
cretization is carried out on the border of the modeled domain for the latter. Then, the way
of discretization of the algebraic equations distinguishes theses methods.
Discrete Approximation Methods













Figure 1.2 – None exhaustive outline of discrete approximation methods.
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1.6.1 Domain method
The Finite Diﬀerence and the Finite Element Methods represent the two principal domain
methods. They are based on paving the domain with elementary geometrical forms. The choice
of this geometry depends principally on the shape of the entire geometrical ﬁeld, required
precision, computational cost and density of exploitable data.
The Finite Diﬀerence Method is very popular in hydrogeologic modeling. This is because
of its easy use and its intuitive modeling approach. Indeed, this technique is relatively simple
to code and implement by the simplicity of its theory and algorithm, with rectangular grid and
easy data inputs. It is particularly adapted for regular domains. But, FDM manifests reduced
capacities for the representation of complex geometries, via the strict use of rectangular forms
of discretization. In particular, it is tricky to represent wells and highly curvilinear geometry.
The abrupt changes in the property media values as the permeability generate some large
numerical errors. Moreover, the local reﬁnement is ineﬃcient and the representation of the
geometry is coarse. This makes inevitable the use of alternative methods such as the Finite
Elements or the Boundary Element Methods.
While typically more diﬃcult to implement, the FEM is preferred for the local reﬁnement
of grid as an adaptive mesh generation. The profound development of its application gives
accuracy, stability and robustness. FEM is preferred for problems with irregular or inhomoge-
neous domains. Its also well represents the non-linearity and anisotropy in permeability. But,
it is computational time consuming and data storage is generally huge, especially for large
domains in high resolution.
1.6.2 Boundary methods
The Boundary Methods were inspired by work from the beginning of the xixth century
with the Poisson (1820) and Fredholm (1896) work on the Boundary Integral Equations
(BIE).
Theses methods are based on the concepts of fundamental solutions with the Green func-
tions and Cauchy integrals. The algebraic equations of the Boundary Value Problem are
reformulated in an integral form that is deﬁned on the boundaries. This integral formulation
checks precisely the diﬀerential equations of the Boundary Value Problem and reduces the
dimension of the system of algebraic equations by one. Therefore, Boundary Methods make it
possible to estimate the solution at any point of the ﬁeld. The problem is then characterized
by a ﬁnite number of parameters deﬁned on the boundary.
For a mathematically well-posed Boundary Value Problem (BVP), the Boundary integral
equations obtained are all equivalent. Thus, many alternatives in the numerical methods can
be found and they all can be regrouped under a common mathematical theory.
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The Boundary Element Method (BEM) is probably the famous method based on a dis-
cretization of the Boundary Integral Equations. It is a terminology derived from the way of
discretizing the boundary in Boundary Elements (BE) with a parallel to the Finite Element
Method.
The theory in the Boundary Methods is generally more complex and less developed than
for the FEM. In particular, some singular integrals associated with theses methods are often
diﬃcult to calculated and need particular attention.
These are particularly interesting when only the boundary solution is considered. This
kind of method is appropriate for a set of highly irregularly spaced points in a large domain
because of the exact formulation at every location on the domain in terms of the boundaries
parameters. Unlike the previous domain methods, the computational time cost to calculate at
some locations is proportional to the number of points plus the previous computational time
used to estimate the overall solution.
These methods use generally less nodes to calculate the solution because the mesh is only
on the boundary. Normally, the FEM is preferred for problems where the domain is highly
heterogeneous, whereas the BEM is advantageous for highly homogeneous domains. These
methods are particularly eﬃcient if the extent of the domain is inﬁnite. The truncation of the
spatial domain is not necessary and only one equation can represent inﬁnite behaviour.
Analytic Element Method (AEM) was developing in parallel to the Boundaries Elements
Method [61]. Under the impulse of Pr. Strack [67, 68], this method was developed in the
end of the 70th in close relationship to its application on the groundwater ﬂow.
Based mostly upon the Cauchy integral theorem of complex variables [48] and the poten-
tial ﬂow theory, AEM has previously been limited to two-dimensional geometry and steady
state applications. This formulation is obviously equivalent to the BEM that employs gene-
rally the Second Green identity and the respective fundamental solution. This yields to an
over-determined system of equations to solve. The recent use of the Wirtinger theory [74]
makes it possible to apply complex variable methods to any two-dimensional problem that
requires the determination of a vector ﬁeld. The boundary conditions are expressed in terms of
discontinuities or jumps. Diﬀerent geometric shapes as line or curve can be used to represent
the boundary.
Unlike in BEM, the mathematic integrals are analytically estimated before the compu-
tational process. This yields a sharp formulation of the boundary condition in relation with
physical meaning. Then, all of these analytic expressions are superimposed by the Helmholtz
theorem to obtain the overall solution of the groundwater ﬂow. Thus, each physical pheno-
menon is represented as best as possible. Only these “analytical elements” as a function of
parameters approximated at the boundary need to be calculated.
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This necessary analytical development, for a long time, restricted the AEM to 2D potential
ﬂows. Nowadays, it is possible to calculate the majority of the steady groundwater ﬂows
(2D/3D, multi-layers, free/conﬁned aquifer, . . . ). Many recent works for the transient state
allow a probable nearest use.
By its construction, the AEM is particularly eﬃcient for the boundary value problems
involving Laplace or Poisson partial diﬀerential equations. The development of specialized
analytical solutions accelerates the computational speed as well as improving the accuracy
obtained on the boundary. The superposition of these analytical expressions by the Helmholtz’s
decomposition makes it possible to deal with very large models and conserve accuracy on
the small scale. The computational time consumed depends mostly on the number of these
elements. This property is particularly useful for regional models as Nagrom [21] and the
Twin Cities Metropolitan Groundwater Model in Minnesota [57].
Ergo, the AEM is not widely applicable as compared to the universal adaptability of the
Finite Element and Finite Diﬀerence Methods. However, for some cases, this method can be
easier to use and more computationally eﬃcient.
1.6.3 Vector and grid based approaches
Two main categories of numerical methods were presented above : the vector and the grid
based approaches. They all can be used to approximate the boundary value problems that
arise in groundwater ﬂow problems. Their choice will depend on the nature of the problem.
They can be more or less appropriate if we consider the spatial variability of the hy-
drosystem features and the resolution of the available data. They can also be used as two
complementary approaches in a global way of simulation [19].
In addition, the object oriented and vector representation of the AEM is an interesting al-
ternative to the standard representation made with the FDM. Its innate structure ameliorates
the interaction with the GIS. Thus, well organizing a geodatabase within a conceptual model
to be well exploited by the numerical models increases its eﬀectiveness.
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1.7 Paradigme orienté objet de la méthode des éléments ana-
lytiques
1.7.1 Approche orientée objet de l’hydrogéologie
Le paradigme 2 de la programmation objets est né dans les années 70 avec les langages
Simula et Smalltalk. Cette approche orientée objet consiste à modéliser informatiquement
l’ensemble des éléments du monde réel en un ensemble d’entités informatiques appelées objets
[45, 47]. Elle est depuis devenue très populaire grâce aux nombreux avantages apportés par
rapport aux langages de programmation classiques (impératif, fonctionnel ou logique). Par
contre, cette programmation nécessite une capacité d’abstraction du réel plus importante avec
des notions comme la classiﬁcation, l’héritage, l’encapsulation et le polymorphisme.
La méthode des éléments analytiques possède par nature cette structure objet. En eﬀet, les
éléments analytiques peuvent être interprétés comme des objets mathématiques. Ce sont des
solutions élémentaires obtenues pour les écoulements souterrains qui correspond à l’inﬂuence
de l’élément sur l’écoulement. Elles s’expriment par un potentiel élémentaire et la déﬁnition
de conditions aux limites propres à l’élément. Un élément analytique est par conséquent l’abs-
traction d’une entité hydrogéologique “réelle”. Une combinaison d’éléments analytiques permet




 Un zone colmatée
 Une ﬁssure
 Une zone de recharge
 Un saut de perméabilité
 Une remonté du substratum
 Un aquitard
 . . .
L’aquifère est ainsi décomposé en entités hydrogéologiques (ﬁgure 1.6). Leurs superposi-
tions conduit à la solution générale. Ces éléments représentent soit la géologie avec la rupture
de perméabilité, soit l’hydrogéologie avec une source/un puits, un tronçon de rivière.
La décomposition en objets plus simple permet de mieux maîtriser la complexité du pro-
blème de modélisation. Ils ont été implémentés progressivement au fur et à mesure de leurs
2. Le mot paradigme tient son origine des mots grecs pardeigma (gr. paradeigma) qui signiﬁe “modèle” ou
“exemple”. Ce mot lui-même vient de paradeiknÔnai (gr. paradeiknunai) qui signiﬁe “démontrer” (Wikipedia,
http ://fr.wikipedia.org/).
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développements ; tel que l’élément circulaire [38, 4] ou la zone surfacique d’extraction/injection
[64]. Plus récemment, les éléments curvilignes développés principalement par Le Grand [39].
La recherche de nouveaux éléments est toujours d’actualité avec en particulier le développe-
ment d’éléments analytiques pour le régime transitoire.
Dans l’approche objet, le principe d’abstraction permet d’encapsuler dans les objets les
données et les opérations qui les manipulent. Ainsi, un objet n’est accessible que par ses
opérations externes, indépendamment de sa représentation interne.
Cette structure permet d’avoir une interaction entre objets qui conserve l’indépendance
entre les programmes, les données et les procédures. Les programmes peuvent partager les
mêmes objets sans avoir à se connaître. C’est impossible avec une programmation fonctionnelle
qui utilise le mécanisme d’import/export.
Cette approche permet une programmation modulaire via la réutilisation du code avec
l’écriture de librairies. Ainsi, le code est plus facilement réutilisable et plus extensible qu’une
programmation fonctionnelle classique. Par conséquent, il est plus aisé de coordonner plusieurs
développeurs simultanément.
1.7.2 Conceptualisation orientée objet
La conceptualisation orientée objet permet d’introduire diverses notions et structures fa-
milières à la théorie orientée objet. D’abord, un élément analytique est un objet. A ce titre, il
est composé d’une identité, d’attributs et de méthodes.
L’identité de l’élément analytique lui permet de se faire distinguer des autres objets, in-
dépendamment de son état.
Les attributs d’un objet permettent de le caractériser. Ce sont des variables qui stockent les
informations d’état de l’objet. Un objet “élément analytique” est ainsi déﬁni par sa géométrie










Figure 1.3 – Géométrie de quelques éléments analytiques
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Il possède la forme mathématique de sa fonction potentiel. Cette fonction mathématique
dépend d’un certain nombre d’inconnues et décrit l’inﬂuence de l’élément sur l’écoulement.
Enﬁn, l’objet possède un type de condition aux limites décrit par son nom et ses données de
condition aux limites.
Les méthodes d’un objet caractérisent son comportement. C’est l’ensemble des opérations
que l’objet est à même de réaliser. Elles permettent de faire réagir l’objet aux sollicitations
extérieures ou d’agir sur les autres objets. Ces opérations sont étroitement liées aux attributs.
Leurs actions peuvent dépendre de la valeur des attributs et de les modiﬁer.
A travers les méthodes, les objets “élément analytiques” peuvent fournir leurs données
géométriques, le type d’interpolation et la répartition des points de contrôles. Les méthodes
permettent aussi d’évaluer la contribution de la fonction potentiel ou la vitesse complexe.
Certains objets possèdent des caractéristiques communes. La classe permet de déﬁnir la
structure de ces objets à travers la déclaration de l’ensemble des entités qui composeront un
objet. Tous les objets sont l’instance d’une classe.
La classiﬁcation des objets s’eﬀectue aussi par la notion d’héritage. Elle permet aussi de
faciliter et d’optimiser la construction des objets. Une nouvelle classe (la classe dérivée) peut
être créé à partir d’une classe existante (superclasse). La classe dérivée contient par héritage
les attributs et les méthodes de sa superclasse. Ces attributs et méthodes viennent s’ajouter
à ceux qui sont déﬁnis au niveau de la classe dérivée. De cette façon, une hiérarchie de classes
de plus en plus spécialisées est créée.
Les éléments analytiques ont été classiﬁés suivant leurs géométries, leurs fonctions poten-
tiels et leurs données de conditions aux limites (ﬁgure 1.4). Cette classiﬁcation permet de les
organiser du plus général au plus spécialisé. La fonction potentiel ne peut être déﬁnie sans





Figure 1.4 – Hiérarchie des niveaux d’héritages de classes pour un élément analytique
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Le diagramme général (ﬁgure 1.5) représente la hiérarchie et l’interaction entre les classes
d’éléments analytiques. C’est une classiﬁcation non exhaustive qui est représentée en langage
UML (Uniﬁed Modeling Language). C’est un métamodèle ; c’est à dire un langage graphique
de modélisation des données et des traitements associés. Il permet de formaliser le modèle
objet, indépendamment de tout langage de programmation. UML permet ainsi de décrire de
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Figure 1.5 – Diagramme de Classes des éléments analytiques (D’après J. Craig [15, 16])
La connaissance des propriétés de l’aquifère à sa frontière est nécessaire pour la plupart
des classes d’objets. C’est la classe la plus générale. Ensuite, il existe des classes intermédiaires
qui restent trop générales à la déﬁnition d’un “élément analytique”. Elles sont nécessaires pour
la construction hiérarchique des classes. Le haut du diagramme montre la conceptualisation
objet des interactions dans l’aquifère, la partie basse montre la construction des éléments
analytiques.
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Des classes permettent de déﬁnir une couche aquifère ou encore un groupe d’éléments.
Cette dernière permet une résolution par la technique des superblocks. Cette technique permet
d’améliorer la vitesse de résolution numérique de la méthode. Le principe est de regrouper les
éléments de distances voisines. La résolution est eﬀectuée sur chacun des groupes avant d’être
globale sur l’aquifère.
Un élément particulier est l’élément uniforme qui représente l’inﬂuence à l’inﬁni. C’est une
condition à l’inﬁnie qui correspond mathématiquement à une source et à un puits de même
débit qui seraient éloignés d’une distance inﬁnie.
Cette conceptualisation orientée objet déﬁnie des éléments analytiques qui ne présentent
individuellement aucun sens hydrogéologique. Une structure cohérente avec tous les autres
éléments est donc nécessaire. Par exemple, pour former une zone d’extraction, il faut for-
mer une chaîne fermée d’éléments analytiques. La ﬁgure 1.6 montre ce que pourrait être la
représentation conceptuelle d’un aquifère par cette approche.
Figure 1.6 – Représentation de la structure objet d’un modèle par éléments analytiques
(D’après J. Craig [15, 16])
Le développement mathématique de quelques éléments analytiques sera explicité dans le
chapitre 3 à travers la modélisation de cas d’études mathématique. Cette approche montre
aussi l’intérêt que pourraient apporter les outils SIG (Système d’information géographique)
pour par exemple faciliter la connexion entre les modèles par éléments analytiques et les bases
de données géographiques. Cela sera développé plus en détail au chapitre 2.
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1.8 Démarche générale de modélisation
La modélisation est un terme très général, dont le sens est intimement lié à la discipline et
au sujet d’étude. Dans le cadre de ce travail, nous parlerons plus particulièrement de “modélisa-
tion scientiﬁque” qui s’inscrit dans une démarche rigoureuse et pertinente de la représentation
d’un phénomène réel : l’écoulement souterrain.
A travers la recherche d’une expression simpliﬁée de ce système réel, la modélisation permet
la perception, bien que partielle, des phénomènes impliqués dans la situation plus complexe de
la réalité. Cette démarche doit permettre d’extraire les informations pertinentes de la réalité,
dans le but de prédire ou de comprendre un phénomène réel.
Le modèle reste une construction de l’esprit et par conséquent subjectif dans l’élaboration.
Il est donc nécessaire de conserver une méthodologie commune pour pouvoir partager des
informations et faciliter la traçabilité.
Déjà amorcée par certains travaux [56, 51, 60, 52], cette formalisation permet d’introduire




























Figure 1.7 – Démarche de modélisation scientiﬁque
La démarche de modélisation peut se décomposer en 5 étapes principales (ﬁgure 1.7).
Chacune d’elle déﬁnissant un niveau d’abstraction dans l’élaboration du modèle :
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 Le niveau technique caractérise le système naturel dans son environnement. L’obser-
vation du réel doit permettre de ﬁxer le type d’étude, ses objectifs et la frontière du
modèle. L’analyse de ce phénomène naturel doit se faire suivant ces objectifs. Seules
les caractéristiques essentielles, celles qui ont une inﬂuence sur le problème étudié, sont
conservées.
 Le niveau physique déﬁni la nature du problème. L’étude des phénomènes physiques im-
pliqués permet d’identiﬁer les variables et conditions aux limites du problème. D’après
les objectifs et la nature du problème, les variables se classiﬁent en variables d’entrées,
de sorties ou en paramètres. La mobilisation des lois physiques et des résultats mathé-
matiques existants aident à formuler les hypothèses sur le problème.
 Le niveau mathématique est la mise en équation du problème physique. Par des lois
physiques connues (modèle théorique) ou des corrélations entre les variables (modèle
empirique), les hypothèses du problème sont traduites sous forme d’équations. Cela crée
des liens entre les variables, en fonction d’un certain nombre de paramètres. La résolu-
tion du système d’équations ainsi formulé permettra d’obtenir la valeur des inconnues
du problème mathématique.
 Le niveau algorithmique permet de formater les expressions mathématiques en algo-
rithmes informatiques. Les méthodes numériques utilisées pour la résolution numérique
y sont déﬁnies. En particulier, ce niveau déﬁni les méthodes et type de discrétisation
employées. Ce niveau d’abstraction doit donner les orientations principales, sans le choix
a priori d’un langage de programmation particulier. Pour les éléments analytiques, le
langage de programmation devra favoriser l’approche orientée objet.
 Le niveau numérique décrit informatiquement le système étudié à l’aide d’un code de
simulation générique. Le modèle numérique se construit en fonction de divers paramètres.
En particulier, le chapitre 3 montrera que les paramètres de discrétisation peuvent se
décliner en discrétisation spatiale ou algébrique. Le choix et la structure du maillage
sont dépendantes de la résolution souhaitée. Elle est bien sûr choisie en cohérence avec
les objectifs de simulation.
Les paramètres physiques sont généralement mal connus. Un processus de calage consiste
à ajuster ces paramètres, dans la limite estimée de leurs validités, en vue de reproduire
la réalité avec le niveau de correspondance souhaité.
Finalement, la validation du modèle numérique s’attache à s’assurer que le niveau de
correspondance avec le domaine d’application est cohérent. Des tests de sensibilité sur les
paramètres peuvent permettre d’évaluer la robustesse du modèle.
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Ces diﬀérentes étapes sont liées entre elles par un processus réversible. Il est toujours pos-
sible de revenir à l’une des étapes de modélisation aﬁn d’obtenir la meilleure modélisation
possible. L’interprétation des résultats, basée sur l’expérience et le sens commun, peuvent
permettre d’améliorer la modélisation en améliorant les hypothèses eﬀectuées à chacune des
étapes. Il est par exemple possible de raﬃner le maillage pour avoir une meilleure résolution.
Le modèle doit pouvoir être associé aux limites des questionnements pour lequel il est
susceptible de donner des résultats utiles. Aucun modèle n’est suﬃsamment universel pour
être susceptible de répondre à toutes les questions. Il doit représenter au mieux une réalité
avec les informations du milieu naturel qui sont mobilisables. Les prédictions du modèle seront
alors cohérentes avec la résolution considérée. Le chapitre suivant s’inspire de cette démarche
de modélisation pour simuler le comportement hydrogéologique d’un aquifère.
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Chapitre 2
Comparaison des approches AEM et
FDM pour la modélisation des
écoulements souterrains
L
e chapitre précédent a mis en évidence que la méthode des éléments analytiques est une
alternative de modélisation intéressante, en particulier par la représentation objet qu’elle
utilise. Ce chapitre consiste à approfondir cette comparaison avec la méthode des diﬀérences
ﬁnies sur une méthodologie de modélisation qui envisage toutes les étapes de la modélisation,
de la création du modèle conceptuel jusqu’aux résultats de simulation. Mais avant tout, les
propriétés physiques de l’aquifère test utilisé seront présentées.
2.1 Présentation géographique du site d’étude
2.1.1 L’Écozone du Forez : Un site à fort enjeu écologique et économique
Ce travail s’est porté sur L’Écozone du Forez. C’est un terrain situé au Nord-Est du Massif
Central (ﬁgure 2.1), au cœur de la plaine du Forez. Il est localisé en bordure du ﬂeuve Loire
sur les communes de Magneux-Hautes-Rives, Chambéon et Feurs (ﬁgure 2.2).
Sur ce territoire déjà étudié du point de vu hydrogéologique [3, 46], une association de
protection de la nature (la Frapna 1 Loire) a réhabilité les plans d’eau issue d’une exploitation
d’extraction de granulats entre 1973 et les années 90. Dès lors, l’exploitant a délaissé le lit
mineur du ﬂeuve pour le lit majeur. Suite à cette entente entre l’exploitant et l’association de
protection de la nature, l’Écopole du Forez est né en 1991. C’est devenu un centre d’observation
de la vie sauvage et un espace d’accueil pour le public.
1. Fédération Rhône-Alpes de protection de la nature, http ://www.frapna.org/.
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Figure 2.1 – Localisation de la plaine du Forez
L’exploitant a la volonté de poursuivre son activité sur la zone d’étude au travers de
nouvelles demandes d’extension de son exploitation. Dans le même temps, l’association de
protection de la nature s’aperçoit que le réaménagement écologique des gravières en eau peut
restaurer et recréer la biodiversité écosystémique, végétale et animale de la plaine du Forez.
Par conséquent, elle souhaite, à travers un nouveau plan de gestion [11, 12], gérer de nouveaux
plans d’eau issus de l’exploitation aﬁn d’augmenter les potentialités écologiques du site en se
basant sur les concepts de l’écologie du paysage [46].
Par conséquent, ce site à pu capitalisé une solide expérience en terme de gestion des milieux
naturels (suivi scientiﬁque, dynamique du ﬂeuve, réhabilitation de sites post-industriels, . . .) et
d’accueil du public (animation, éveil à l’éco-citoyenneté, . . .) en collaboration avec de nombreux
partenaires publics et privés. Cela en fait un site exemplaire pour tester et comparer nos
diﬀérentes méthodes de modélisation.
2.1.2 Description géomorphologique
La plaine du Forez est un bassin d’eﬀondrement fermé de 760 km2 qui s’allonge sur 40 km
suivant un axe NNO-SSE avec une largeur maximale de 20 km (ﬁgure 2.1). Elle est circonscrite
par les Monts du Forez à l’Ouest, les Monts du Lyonnais à l’Est, le seuil de Neulise au Nord
et celui du Pertuiset au Sud.
Cette zone est assez plane, son altitude moyenne est de 332 m et varie de 320 à 400 m.
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Épaisseur De 2 à 7 m
Perméabilité De 6 10−4 à 15 10−4 m/s
Fleuve Loire
Débit à l’étiage 10 m3/s
Débit en hautes eaux 200 m3/s
Crue centennale 4900 m3/s
Figure 2.2 – Présentation de l’Écozone du Forez
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Seuls émergent de la plaine quelques reliefs volcaniques comme le Mont d’Uzore culminant à
534 m ou le Mont Saint-Romain-le-Puy à 497 m.
Ce bassin est un fossé d’eﬀondrement qui a été remblayé au cours du Tertiaire par des
sédiments argilo-sableux localement grèseux ou carbonatés de l’Oligo-miocène. Le ﬂeuve Loire
traverse la plaine selon une direction N10° Est, depuis Saint-Rambert jusqu’à Balbigny. Son
tracé est régi par la tectonique du bassin [27].
Au cours du Plio-Quaternaire, le ﬂeuve Loire s’est successivement encaissé dans les forma-
tions tertiaires puis dans ses propres alluvions pour former des terrasses étagées. Aujourd’hui,
le lit mineur sur-creuse le substratum en certains endroits tandis qu’à d’autres, il divague en
empruntant les nombreuses gravières [59].
L’étude précise de la zone d’étude a été eﬀectuée d’après les documents géologiques repré-
sentés par les ﬁgures 2.3 et 2.4.
Le substratum est d’âge tertiaire. Il se situe entre 6, 50 et 7, 50 mètres sous la cote du ter-
rain naturel et peut atteindre plusieurs centaines de mètres d’épaisseur 2. C’est une formation
de marnes vertes qui contient, par endroit, des passées sableuses.
La plaine alluviale (notée Fz1) est élevée de 5 mètres par rapport au ﬂeuve et forme des
basses terrasses. Cette étendue de 2 km de large en rive gauche de la Loire correspond à la zone
d’inondation maximale de la Loire. Elle est limitée à l’Ouest par une formation oligo-miocène
qui suit grossièrement le tracé du ruisseau l’Aillot entre le village de Magneux-Haute-Rive et
Chambéon. Un ancien méandre de la Loire est encore visible près de Magneux-Haute-Rive.
En rive droite, la plaine alluviale apparaît en divers endroit comme la boucle de Marclopt.
Au niveau de la boucle de Marclopt, cette basse terrasse est dominée par des alluvions an-
ciennes, situées en limite Ouest du “Glacis de Feurs”. A Saint-Laurent-la-Conche, l’épaisseur
des formations géologiques dépasse les dix mètres.
Cette formation alluviale est d’une épaisseur totale qui ne dépasse pas les 8 mètres. Elle
est constituée de sables, de graviers, de galets et de limons fertiles qui proviennent des apports
antérieurs aux endiguements du ﬂeuve. En rive gauche, ces alluvions sont appelées “Chambons”
de la Loire.
Plus précisément, cette strate est composée d’une couche de 3 à 6 mètres d’alluvions ré-
centes de la Loire reposant sur le substratum. Une couverture limoneuse ou argilo-sableuse
d’une épaisseur de l’ordre du mètre recouvre cette couche.
Les alluvions récentes et actuelles du ﬂeuve, notées Fz2, sont situées dans une zone entre
le ﬂeuve et les levés de terre. L’altitude de cette zone est de moins de 5 mètres par rapport à
la Loire. D’une épaisseur variant de 2 à 4 mètres, elles forment une bande de 150 mètres de
large de part et d’autre de l’axe de la rivière.
2. D’après des sondages eﬀectués en novembre et en décembre 1963 par le C.E.A. (le Commissariat à
l’Énergie Atomique).
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Figure 2.3 – Carte géologique du site d’étude (D’après la carte géologique de la France au
1/50 000 - Feuille de Montbrison). Les deux traits rouges localisent les coupes géologiques et
géomorphologiques interprétatives de la plaine du Forez. La légende de la carte est donnée en
ﬁgure 2.4.
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Collines oligo -miocènes Chambons
(ancienne plaine de débordement)
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RF : Résidus d'anciennes alluvions indifférenciées
CFZ, FZ2 et FZ1 : Alluvions actuelles et récentes de la Loire
FY et FX : Alluvions anciennes graviers, sables
K : Formations superficielles de remaniement
Formations superficielles et quaternaires
gm4 : "Marnes vertes" oligo-miocène
gm3 : Sables quartzeux oligo-miocène
gm2 : Grès de Veauche oligo-miocène
gm1: Sables Feldspathiques oligo-miocène
Formations tertiaires
Faille masquée ou supposée
LEGENDE
Figure 2.4 – Coupes géologiques et géomorphologiques interprétatives du secteur d’étude
(d’après Legriel (1975), modiﬁé par D. Mimoun)
Les diﬀérentes exploitations de granulats ont fortement inﬂuencé les caractéristiques de
cette zone. Elles sont constituées de matériaux de nature granitique ou basaltique dont la
granulométrie va jusqu’à 200 mm. Cette étendue se situe dans la zone de débordement déﬁnie
par la crue de 1846.
A l’Ouest, les formations oligo-miocène correspondent au “3ème étage” des sables quartzeux.
Ils sont notés g-m3 sur les documents géologiques. Elles sont faiblement vallonnées avec une
altitude située entre 360 et 370 mètres et dominent les basses terrasses qui sont d’une altitude
moyenne de 338 mètres.
A l’Est, les alluvions anciennes (Fy) sont formées de sables, de graviers, d’argile en forte
teneur. Elles forment une terrasse de 10 mètres de hauteur reposant sur les marnes vertes et
dominent de 5 à 6 mètres le lit mineur de la rivière. En limite Est, ces alluvions sont recou-
vertes par des formations superﬁcielles colluviales (K) qui proviennent de la désagrégation des
massifs cristallins, le “Glacis de Feurs”.
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2.1.3 Description hydrologique
2.1.3.1 Environnement climatique
L’Écozone du Forez se caractérise par un climat à dominante continentale. C’est dû essen-
tiellement a la ceinture de reliefs qui abrite la plaine du Forez.
Par conséquent, elle se singularise par des totaux de pluviométrie annuels relativement
faibles qui sont partout inférieurs à 700 mm. La saison la plus pluvieuse s’étend d’avril jus-
qu’en octobre avec des moyennes mensuelles variant de 70 à 100 mm. Le mois d’août marque
généralement un creux assez net. La période la plus sèche est l’hiver avec seulement 28, 5 mm
de pluie en février.
La continentalité s’exprime particulièrement par l’impact du contraste saisonnier entre un
été chaud et un hiver froid. La température moyenne annuelle est modérée avec 11, 4 °C et
l’amplitude entre le mois le plus chaud et le mois le plus froid est de 17, 7 °C.
Les vents de secteur NO dominent largement en été et au printemps, les vents de secteur
SSE dominent en hiver. Les vents forts avec plus de 29 m/s arrivent principalement entre le
mois d’août et le mois de février.
2.1.3.2 Environnement hydrographique
La Loire traverse la plaine du Sud au Nord. La diﬀérence de relief entre l’Ouest et l’Est
marque une opposition entre les aﬄuents des deux rives. Le régime du ﬂeuve est directement
lié à la pluviométrie. C’est pourquoi c’est un des paramètres important pour comprendre la
dynamique ﬂuviale.
– En rive gauche, les aﬄuents issus des Monts du Forez (Le Lignon, le Vizezy) ont un
régime pluvio-nival soutenu et présentent parfois de violentes crues ;
– En rive droite, les bassins versants des aﬄuents issus des Monts du Lyonnais sont plus
modestes.
Sur le site d’étude, 9 bassins principaux sont situés le long du ﬂeuve. Certains sont d’anciens
chenaux reliés au ﬂeuve. Ils sont d’une profondeur moyenne de 2 mètres et reposent sur le
substratum imperméable.
Ces bassins sont d’anciennes gravières réhabilitées et présentent un colmatage important
le long des berges ; ce qui est généralement inhabituel pour des bassins naturels. Cela peut
être dû en partie au passage fréquent d’engins mécaniques lors de l’extraction du granulat.
A cela s’ajoute un colmatage “naturel” par sédimentation gravitaire induit par les forces de
frottement et de gravité. L’origine peut aussi être physico-chimique.
Ce colmatage se caractérise par une diminution de la conductivité hydraulique des berges
et du fond de l’excavation qui peuvent atteindre 2 à 3 ordres de grandeur de la conductivité
hydraulique. Ce colmatage s’accentue généralement avec l’âge de la gravière.
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Le régime de la Loire est très contrasté. Il est marqué tantôt par des étiages sévères avec
moins de 5 m3/s, tantôt par de rapides montées des eaux avec plus de 200 m3/s suite aux
lâchés du barrage qui se situe à l’amont. Dans la zone d’étude, son proﬁl en long indique une
pente moyenne proche de 1 ‰ (ﬁgure 2.7). La Loire incise le substratum tertiaire sur une
grande partie du proﬁl.
Dans la plaine, ces débits dépendent aussi du fonctionnement du barrage hydroélectrique
de Grangent mis en service en 1957 et situé à environ 20 km en amont du site. Il tend à
réguler le régime hydrique naturel du ﬂeuve. Sur le site, le turbinage du barrage provoque des
variations journalières du niveau d’eau proche de 0, 5 mètres. Les principales caractéristiques
de la Loire sont :
– pour la période de référence (1985–1995), un débit moyen sur l’année de 49 m3/s ;
– un débit moyen d’étiage de l’ordre de 10 m3/s pour le mois d’août ;
– des crues quinquennales d’un débit de l’ordre de 1000 m3/s ;
– des crues décennales d’un débit de l’ordre de 1700 m3/s ;
– des crues centennales d’un débit de l’ordre de 4900 m3/s.
2.1.3.3 Environnement hydrogéologique
Les alluvions de la plaine du Forez forment un aquifère dans lequel circule une nappe
libre qui repose sur le substratum imperméable. En période de basses eau, son niveau de
base est régit par le ﬂeuve Loire qui draine nettement cette nappe d’eau. La perméabilité des
alluvions varie de 10−3 m/s à 10−4 m/s pour les secteurs colmatés. L’écoulement souterrain
est inﬂuencé localement par ces variations de perméabilité dans la formation sablo-argileuses
de l’Oligo-miocène.
La carte piézométrique 3 (ﬁgure D.1, annexe D) au 1/10 000 montre que le sens d’écou-
lement général de la nappe suit la pente du terrain, soit une direction SO–NE. La cote pié-
zométrique de la nappe suit celle de la Loire avec un gradient hydraulique moyen proche de
0.1%.
L’écoulement souterrain est alimenté au Sud Ouest par une nappe de versant, avec un
écoulement de faible intensité. Entre Magneux-Haute-Rive et Chambéon, l’apport du versant
est estimé à 32 ± 16 l/s pour 4 km (CPGF-Horizon, 1979). L’aval de cet aquifère est limité
par la conﬂuence du Vizezy et de la Loire.
3. Elle a été réalisée par CPGF-Horizon [1978] à partir d’une campagne de mesures réalisée dans 63 puits.
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2.2 Organisation des données pour le modèle physique
2.2.1 Organisation des données mobilisables
Les données collectées sur le site proviennent de diﬀérentes sources. Ces données brutes
d’origine diverses ont nécessité un travail conséquent pour les inventorier, les sélectionner, les
organiser et les structurer.
Les outils et méthodes employés comme le type de mesure, le format de stockage et le
système de coordonnées utilisé sont une part des facteurs qui inﬂuencent la qualité de ces
données. Par ailleurs, un pré-traitement avant toute utilisation est souvent nécessaire. Par
exemple, les données topographiques peuvent provenir de photographies aériennes. Elles sont
aussi prélevées directement sur le site d’étude par l’intermédiaire d’instrument GPS et de la
mesure de niveau d’eau sur des échelles limnimétriques. Ces données peuvent être organisées
dans le Système d’Information Géographique (SIG) en 3 catégories :
 La Topographie avec les élévations d’altitude ;
 L’Hydrologie avec les mesures de niveaux d’eau ;
 L’Hydrogéologie avec la piézométrie à grande échelle et la carte des perméabilités.
2.2.2 Données topographiques
Des courbes de niveau équidistantes de 10 mètres et quelques points côtés de la carte IGN
au 1/25 000 ont aidé à caractériser la topographie du site. Mais, la topographie du lit majeur
est surtout représentée par une distribution spatiale de points côtés obtenus par photogram-
métrie sur l’agrandissement de photographies aériennes à l’échelle 1/17 000 et datant de 1996.
Cette distribution de points est irrégulière avec une densité plus forte aux endroits de rupture
de pente comme des digues ou des seuils. La précision altimétrique de ce semis de points est dé-
cimétrique. Ces données brutes ont nécessité certaines réactualisation pour prendre en compte
les changements provoqués par la présence de nouveaux sites d’exploitations de granulats.
Grâce à cette qualité des données, il a été possible de représenter précisément la topogra-
phie du terrain avec toute la variété de formes ﬂuviales présentent ; ainsi que les levées de
terre, les digues, les chemins, . . . Le contour de chacune de ces entités hydrologiques est déﬁni,
puis stocké au format vectoriel dans la base de données géographiques.
La topographie précise du lit mineur de la Loire est déﬁnie par 5 proﬁls en travers 4. Des
sections supplémentaires sont intercalées entre les sections de mesures pour mieux représenter
la morphologie horizontale du cours d’eau ; en particulier, la sinuosité des berges et les nom-
breux élargissements ou rétrécissements du lit de la rivière. Pour une discrétisation optimale,
il est pertinent de choisir la position de ces sections en prenant en compte le proﬁl en long de
la Loire.
4. Réalisés par la Cellule Hydraulique de la DDE (Direction Départementale de l’Équipement).
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Figure 2.5 – Semis de points photogrammétriques du lit majeur (au niveau de l’île Moriaud).
Les sections sont interpolées entre elles dans le plan et l’altitude du fond du lit de la
rivière est interpoler linéairement entre chacune des 5 sections de mesures. Cette représenta-
tion permet de mieux corréler la variabilité horizontale et la variabilité verticale des données
hydro-topographiques.
La topographie de la zone d’étude peut être représentée en 3D par un MNT (Modèle
Numérique de Terrain) (ﬁgure 2.6). Les données du site sont regroupées pour générer un
réseau de triangles irréguliers ou TIN (pour Triangular Irregular Network) avec l’algorithme
d’interpolation de Delaunay 5 [23].
Les courbes de niveau et les points côtés numérisés à partir de la carte IGN au 1/25 000
permettent de construire la zone large du MNT sur la plaine alluviale. Pour la zone du lit
majeur, le maillage est généré grâce au semis de points obtenus par photogrammétrie. Chacun
de ces points constitue un nœud du maillage triangulaire.
Une zone de maillage disjointe de la précédente est générée pour le lit mineur du ﬂeuve. Le
maillage est de type régulier et se raccorde exactement a celui du lit majeur en leurs nœuds
communs. Il est déﬁni par les valeurs d’élévation des sections transversales.
Ainsi, un MNT général est construit pour toute la zone d’étude.
5. La triangulation de Delaunay se nomme ainsi d’après Boris Delone (1890-1980), mathématicien russe
dont le nom a été francisé en Delaunay. Cet algorithme se déﬁni naturellement comme le dual du diagramme
de Voronoï, du nom du mathématicien russe Georgi Voronoï (1868-1908).
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Légende
High : 387.63 m
Low : 320.89 m
Exagération verticale : 15x
Écozone
Figure 2.6 – Modèle Numérique de Terrain du site de l’Écozone du Forez.
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2.2.3 Données hydrologiques
De nombreuses données sont disponibles concernant l’environnement hydrogéologique im-
médiat de l’aquifère. Des mesures assez complètes sont collectées sur le réseau hydrographique
et sur les niveaux d’eau des bassins et gravières. Des données météo permettent d’estimer les
apports de la pluviométrie à la nappe.
Pour le ﬂeuve Loire, des débits sont disponibles pour les barrages de Grangent en amont
et de Villerest en aval du site d’étude. La ﬁgure 2.7 montre le proﬁl en long du ﬂeuve à l’étiage
avec ses variations du niveau d’eau. De nombreux aﬄeurements du substratum peuvent y être
observés. Ce proﬁl permet de découper judicieusement la Loire en tronçons, en accord avec
sa morphologie spatiale. Le choix de la position de ces sections constitue une première étape
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Figure 2.7 – Proﬁl en long du ﬂeuve Loire au niveau de l’Écozone, Août 2004.
Pour l’Aillot et le Vizezy, des mesures de niveau d’eau ont été interpolées pour représenter
leur régime ﬂuvial. La plupart des plans d’eau situés dans le domaine d’étude sont équipés
d’échelles limnimétriques. Ils sont utiles lors de la procédure de calage pour estimer les données
mal connues comme le colmatage du lit des rivières ou des bassins et les débits de pompage
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eﬀectué par les agriculteurs ou l’exploitant de granulat.
Ces données seules suﬃsent pour une représentation hydrographique en régime permanent.
Par contre, l’utilisation d’un modèle hydraulique devient nécessaire pour en avoir une repré-
sentation dans le temps. Ce modèle utiliserait les débits en amont et en aval.
Deux stations météorologiques situées à proximité de la zone d’étude fournissent les don-
nées météorologiques de météo France (Annexe D.1). Les données de température et de pluvio-
métrie proviennent de la station de Feurs, à 3 km au nord de la zone d’étude. Celles relatives
à la vitesse du vent, au nombre de jours de gel, à l’ensoleillement et à l’évapotranspiration
potentielle proviennent de la station d’Andrézieux Bouthéon, située à 17 km du site. L’Éva-
potranspiration Potentielle (ETP) correspond au pouvoir évaporant de l’atmosphère sur un
sol avec couvert végétal qui dispose d’eau en abondance. Elle se calcule à partir de facteurs
climatiques selon la formule empirique de Penman [49] (équation D.1 de l’annexe D.1). Cette
loi est une des plus rigoureuses, mais elle nécessite de connaître un grand nombre de para-
mètres physiques. Au niveau des gravières, cette formule est empreinte d’une erreur car elle
néglige l’activité photosynthétique de la végétation aquatique.
La part des eaux de pluie qui s’inﬁltre dans la nappe est quantiﬁée à partir d’un bilan
sur les échanges hydriques à la surface du sol (ﬁgure 2.8). Elle est estimée mensuellement en
prenant en compte la pluviométrie mensuelle P, la valeur de l’ETP, l’évapotranspiration réelle
(ETR) et la réserve facilement utilisable par les plantes (RFU). Celle-ci a été ﬁxée ici à 50
mm, compte tenu de la texture limoneuse et argilo-sableuse du sol. Par cette méthode, le cas









Figure 2.8 – Bilan hydrique du sol.
L’évapotranspiration réelle (ETR) est calculée par l’équation 2.1 en fonction de l’ETP et
de la quantité d’eau présente dans le sol. Si les précipitations sont supérieures à l’ETP, alors
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l’ETR est égale à l’ETP. Si les précipitations sont inférieures à l’ETP, alors l’ETR est égale
aux précipitations plus les prélèvements en eau sur la RFU, avec une valeur d’ETR majorée
par l’ETP. Un déﬁcit hydrique apparaît si la RFU du sol est entièrement consommée.
ETR =
{
ETP si P ≥ ETP
min (P+ RFU , ETP) si P < ETP
(2.1)
Les précipitations eﬃcaces sont égales à la quantité d’eau apportée par les précipitations
moins l’évapotranspiration réelle. Cette eau pénètre dans le sol et approvisionne la réserve
facilement utilisable. Si la capacité maximale de la RFU est dépassée, l’excédent de l’eau des-
cend vers la nappe par inﬁltration (tableau 2.1). Cette inﬁltration eﬃcace (Inﬁlt) est toujours
positive et elle est calculée par Inﬁlt = (P − ETP) + RFU − 50, où RFU correspond a la
réserve d’eau calculée avec le mois précédent. De même, il est possible d’estimer localement
les apports atmosphériques aux bassins par P− ETP.
Mois Jan Fév Mar Avr Mai Juin Juil Aôut Sept Oct Nov Déc
P (mm) 88.2 30.6 28.5 74 75.5 81.6 60.2 48.9 80.6 82.1 45.1 35.1
ETP (mm) 13.9 23.5 49.0 70.7 98.1 118.5 141.3 118.5 77.1 40.3 17.6 12.6
P-ETP 74.3 7.1 -20.5 3.3 -22.6 -36.9 -81.1 -69.6 3.5 41.8 27.5 22.5
RFU 50 50 29.5 32.8 10.2 0 0 0 3.5 45.3 50 50
Infilt (mm) 24.3 7.1 0 0 0 0 0 0 0 0 22.8 22.5
ETR (mm) 13.9 23.5 49 70.7 85.7 81.6 60.2 48.9 77.1 40.3 17.6 12.6
Table 2.1 – Calcul des inﬁltrations eﬃcaces mensuelles (mm) qui recharge de la nappe (nor-
males sur 10 ans).
Par conséquent, le bilan hydrique global qui permet de calculer la recharge de l’aquifère
est donné par la somme des inﬁltrations eﬃcaces vers la nappe alluviale et des échanges
atmosphériques eﬀectués au niveau des bassins.
2.2.4 Données hydrogéologiques
Piézométrie de référence
La carte piézométrique établie à l’étiage au 1/10 000 (Figure D.1 de l’annexe D.2) sert de
référence. Elle a été réalisée à partir d’une campagne de mesures réalisée dans 63 puits.
Diﬀérentes campagnes piézométriques ont aussi été réalisées depuis octobre 1999 avec 40
puits de la zone d’étude. Elles sont complétées par les données fournies par 10 piézomètres
installés au environ des gravières du lit majeur en 1995 par l’exploitant de granulats.
L’analyse de 16 relevés eﬀectués depuis octobre 1999 dans les 31 puits et piézomètres de
la zone d’étude montre un battement de nappe annuel moyen de 0.56 mètres. Les données
fournies par l’exploitant n’y ont pas été prises en compte car les niveaux piézométriques sont
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trop perturbés par l’exploitation. L’exploitant extrait le granulat en rabattant la nappe par
pompage. Ce qui fausse le comportement naturel de la nappe. Par conséquent, les données de
la zone d’exploitation ne sont pas corrélées avec les autres mesures.
Le lit mineur correspond à la nappe d’accompagnement du ﬂeuve Loire. Les observations
montrent que la nappe alluviale y est très réactive aux variations du niveau de la Loire, en
particulier lors des épisodes de crue. L’amplitude des battements de la nappe est plus impor-
tante au centre de la nappe alluviale.
La cartographie de référence et les mesures piézométriques du site serons pris en compte
en fonction de leur qualité estimée lors d’une procédure de calage du modèle numérique.
Résistivité électrique des alluvions
La zone sud de la rive gauche a fait l’objet d’une campagne de prospection géophysique
en 1978. Elle comportait 189 sondages électriques répartis sur 17 proﬁls transversaux orientés
Est-Ouest et 6 proﬁls intermédiaires. La partie nord n’a pas pu être couverte par la pros-
pection électrique en raison de la présence de canalisations d’eau qui perturbent fortement le
diagramme électrique.
L’interprétation des diagrammes électriques a permis de réaliser des coupes d’interprétation
au 1/10 000 en horizontal et 1/500 en vertical. Ces informations ont permis d’identiﬁer, puis
de cartographier les diﬀérentes formations géologiques :
– la topographie du toit du substratum tertiaire (ﬁgure D.4 de l’annexe D.2)
– l’épaisseur de la terre végétale (la couverture argilo-limoneuse)
– l’épaisseur des alluvions (la couverture des graves sableuses)
– la variation de la conductivité de l’eau et de la résistivité des alluvions (ﬁgure D.5 de
l’annexe D.2)
La résistivité d’une formation dépend de la nature de ses alluvions mais aussi de la miné-
ralisation de l’eau qu’elle contient. A teneur en argile égale, les alluvions situées à l’Ouest du
ruisseau Aillot seront plus résistantes que celles situées au centre de la plaine alluviale, car
la résistivité de l’eau est plus élevée vers le versant. En bordure du ﬂeuve Loire, la résistivité
des alluvions mouillées est masquée par celle des alluvions sèches, très résistantes et dont
l’épaisseur est importante [46].
Les alluvions montrent ainsi une forte hétérogénéité spatiale, en particulier aux endroits
des gravières réaménagées au près du ﬂeuve Loire.
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Cinq classes de résistivités homogènes traduisent de la variation de la qualité des alluvions.
Elle ont été identiﬁées par CPGF Horizon d’après la carte des résistivités :
Résistivité ρ des alluvions (Ωm) Critère de perméabilité qualitatif
ρ < 100 imperméable (couverture argilo-limoneuse)
100 ≤ ρ < 150 peu perméable
150 ≤ ρ < 200 moyennement perméable
200 ≤ ρ < 300 perméable
300 ≤ ρ très perméable
Cartographie de la perméabilité
La construction du champ de perméabilités est délicate. De fortes incertitudes sont liées à
la nature des données. Les mesures sont de densité faible sur un domaine assez hétérogène.
En première estimation, le choix a donc été fait d’aﬀecter une valeur de perméabilité pour
chacune des 5 classes de résistivité. Ces valeurs ont été déterminées à partir de l’interprétation
d’essais de pompage par la méthode de Jacob [42]. Ces mesures ont été réalisées à débit
constant sur 4 forages de reconnaissance 6 et un puits. Les valeurs de perméabilité déduites se
trouvent dans des gammes de valeur diﬀérentes et varient entre 1.15 10−3 m/s et 3.9 10−3 m/s.
Ce champ de perméabilité est ensuite modiﬁé aﬁn de tenir compte :
– du colmatage des berges des bassins de l’Écopole du Forez,
– des zones remblayées au niveau des nouvelles exploitations de granulats,
– des nouveaux plans d’eau créés.
La perméabilité est un des principaux paramètres de la procédure de calage du modèle
numérique. Cela consiste à ajuster les valeurs de perméabilité lors d’une série de simulations,
jusqu’à obtenir un comportement hydraulique similaire à celui de la nappe alluviale. Ces
perméabilités sont modiﬁées dans la limite de leur validité déterminée par la géologie du site.
Le résultat ﬁnal de la simulation doit donc correspondre suﬃsamment aux mesures et à la
piézométrie de référence.
La ﬁgure 2.10 montre la carte des perméabilités obtenue après la phase de calage. La
concordance entre piézométrie observée et simulée est obtenue pour un découpage en zones de
perméabilités uniformes dont les valeurs s’échelonnent entre 0.05 10-3 m/s et 4.5 10−3 m/s.
Les valeurs de perméabilités les plus faibles, avec 0.05 10−3 m/s, sont aﬀectées aux zones
remblayées.
6. Étude Sogreah de 1979 réalisée sur les forages F1, F2, F3, F4 et le puits B2 pour la rive gauche et le
forage F1102 pour la rive droite.
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2.2.5 Représentation des caractéristiques physiques de l’aquifère sous SIG
Une représentation appropriée du comportement physique de l’aquifère est nécessaire
pour garantir une certaine qualité de modélisation. La connaissance de l’aquifère nécessite
d’identiﬁer et de formaliser de la meilleure façon possible chacun des phénomènes physiques,
en cohérence avec les objectifs de modélisation.
Penser le modèle physique a travers l’outil SIG (Système d’information géographique) per-
met de stocker, d’organiser, de formaliser et de structurer les données de manière rigoureuse
[8, 25]. Chacune des entités hydrogéologiques, correspondant à un phénomène physique par-
ticulier est identiﬁée, puis représentée vectoriellement dans le SIG. Ainsi, diﬀérentes couches
d’informations, à l’image du millefeuille, représentent les multiples facettes de l’hydrosystème.
Cette représentation informatique apporte cohérence et rigueur pour la simulation hydrogéo-













Figure 2.9 – Conception du modèle physique.
L’interprétation géomorphologique et géologique du site d’étude aide à déﬁnir le com-
portement physique de l’aquifère (ﬁgure 2.9). Elle conduit d’abord à la connaissance de la
géomorphologie ; i.e. le relief, la nature du sol, la végétation, le colmatage du lit des rivières
et bassins, etc. Cette connaissance est combinée avec d’autres types informations comme celle
du fonctionnement hydraulique des rivières ou des interventions humaines pour permettre
d’identiﬁer les caractéristiques hydrogéologiques de l’aquifère, et ainsi de mieux formaliser la
géométrie de l’aquifère. Ensuite, l’interprétation de la géologie permet d’identiﬁer les sauts
de perméabilités et d’estimer des paramètres hydrogéologiques comme la perméabilité et le
coeﬃcient d’emmagasinement.
Cela conduit à une image mentale de la représentation “continue” de l’aquifère. Celle-ci
synthétise la connaissance du système physique pour envisager une description mathématique,
ainsi qu’une automatisation de la procédure de modélisation en phase avec le formalisme objet
(ﬁgure 2.10).
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2.3.1 Représentation des conditions aux limites
La construction du modèle mathématique est la traduction des caractéristiques physiques
en termes d’équations algébriques. Un système continu d’équations mathématiques est construit
avec les équations fondamentales des écoulements souterrains et de conditions aux limites re-
présentant les interactions à l’interface entre la nappe et chacune des entités physiques. En
respectant l’interprétation physique, ces conditions aux limites peuvent se schématiser par la







Figure 2.11 – Coupe transversale représentant les conditions aux limites utilisées.
Cette représentation physique puis mathématique de l’aquifère sous une forme vectorielle
reste compatible avec la représentation “continue” des données sous le SIG (ﬁgure 2.10). Elle
permet ainsi de réduire les erreurs dues à la manipulation des données.
Détermination des limites du domaine modélisé
Les limites du domaine modélisé sont déﬁnies par les limites naturelles de l’aquifère.
Pour l’écoulement émis par le versant Sud-Ouest, une condition sur les ﬂux doit être
imposée (condition de Neumann). Aﬁn d’obtenir un bon comportement hydrogéologique du
versant, ces ﬂux sont représentés par une bande d’inﬁltration de 50 m de large et répartie le
long de la limite. Un mur imperméable qui enveloppe cette zone permet de clore le domaine.
Les données ont montré (section 2.1.3.3) que ce ﬂux estimé est de 32 ± 16 l/s pour 4 km.
Puisque cette valeur n’est connue qu’a 50% près, elle pourra être ajustée lors du processus de
calage du modèle.
Sur toute la limite Est qui est située sur la rive droite du ﬂeuve Loire, la nappe est bornée
par une condition de charge imposée (condition de Dirichlet). Dans la limite Nord, cette
condition permet aussi de représenter la rivière Vizezy par ses mesures de niveau d’eau.
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Représentation de la Loire
Le ﬂeuve Loire divise l’aquifère en 2 zones hydrauliquement distinctes puisque son lit repose
sur le substratum imperméable. Ce ﬂeuve est fortement lié au comportement hydraulique de
la nappe et en régit son comportement général. Il est représenté par une condition de type





où qriv [m/s] est le ﬂux extrait de la nappe. Ce ﬂux est fonction du niveau d’eau du ﬂeuve
φr, de la charge piézométrique de la nappe φn et de la résistance r induite par le colmatage
du lit du ﬂeuve. Celui-ci est déﬁni comme un aquitard, par une perméabilité et une épaisseur
propre. L’écoulement y est supposé localement perpendiculaire au fond du ﬂeuve. La résistance














Figure 2.12 – Représentation de la condition de “rivière”.
Représentation de l’Aillot
Localisé vers l’Ouest, l’Aillot montre un débit faible et ne repose pas directement sur le
substratum. Son régime hydraulique n’est pas directement connecté avec la nappe. Comme sa
largeur est faible (moins de 3 m), ce ruisseau est représenté vectoriellement par une “rivière
linéique”. Cette condition prend en compte la largeur de la rivière et le degré de colmatage du
lit par un coeﬃcient de resistance r = Ekz L .
Représentation des bassins et gravières
Les bassins et gravières sont déﬁnies par des zones de perméabilité très élevée, choisie
égale à 1 m/s. Induit principalement par le processus d’extraction du gravier, le colmatage
autour de ces anciennes et récentes gravières est représenté par des zones locales de faibles
perméabilités. Par soucis d’analogie avec les deux types de méthode numérique utilisés par la
ensuite, c’est cette condition qui sera retenue.
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Une condition de type “bassin” aurait aussi pu être utilisée. Elle permettrait de caractériser
l’entité bassin dans sa globalité. En particulier, cela impose une hauteur strictement constante
dans le bassin et le colmatage à l’interface entre le bassin et la nappe est mieux représenté.
De plus, cette dernière condition permet d’éviter les problèmes de convergence numérique dus
au saut de perméabilité.
Représentation des inhomogénéités
A l’intérieur du domaine, diﬀérentes zones représentent des perméabilités constantes par
morceaux. Leur géométrie respecte les interfaces entre les diﬀérentes strates géologiques. Ainsi,
des sauts de perméabilités sont déﬁnis sur la frontière de chacune de ces zones.
Représentation des effets climatiques
Pour une modélisation eﬀectuée à l’étiage, les résultats du calcul de l’inﬁltration (tableau
2.1 de la page 44) permettent de raisonnablement supposer cette recharge négligeable.
Pour un autre régime climatique, l’inﬁltration au niveau du sol serait représentée par
une recharge uniforme sur toute la zone modélisée. Pour les bassins et gravières, la recharge
imposée représenterait le bilan P− ETP entre les précipitations et l’évapotranspiration.
2.3.2 Procédure de discrétisation
Le diagramme 2.13 expose les diﬀérentes étapes du protocole de discrétisation. La première
phase consiste à traiter les données hydrauliques (ﬁgure D.2 de l’annexe D.2). Les données de
l’Aillot et du Vizezy ne sont pas modiﬁées puisqu’elles ne sont que ponctuelles. Par contre,
la représentation de la Loire est sous la forme d’un proﬁl en long. Ce qui est d’une précision
nettement plus élevée que celle requise pour représenter des conditions aux limites d’un modèle
hydrogéologique de l’aquifère. Par conséquent, nous en simpliﬁons celles-ci tout en y conservant
une représentation acceptable pour l’aquifère.
Cela consiste à subdiviser le proﬁl en sections, en tenant compte des diﬀérentes variations
du niveau d’eau et de la sinuosité du ﬂeuve (ﬁgure 2.7). Ces dernières sont appelées section
d’interpolation. Ensuite, les données attachées à chacune de ces sections sont interpolées li-
néairement entre elles. Il en est de même pour les données rattachées aux points de mesures
des autres rivières.
Cette première phase nous permet d’aboutir à une représentation “continue” de l’aqui-
fère (ﬁgure 2.10). Les diﬀérentes approximations eﬀectuées dans la première phase ont une
inﬂuence qui reste suﬃsamment minimes pour bien représenter les caractéristiques physiques
de l’aquifère. Par contre, la phase de discrétisation géométrique peut générer beaucoup plus
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Bdd
SIG
Données hydrauliques Profil de la Loire
Subdivision en tronçons
Interpolation linéaire











de simplification Critère de tolérance
Correction manuelle 
avec l’interface graphique
Figure 2.13 – Procédure de discrétisation eﬀectuée.
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de questions. En particulier, quel est le meilleur processus de discrétisation à employer ?
Pour chacune des méthodes FDM et AEM, la procédure de discrétisation consiste main-
tenant à simpliﬁer la géométrie du domaine avec une résolution uniforme de 50 m.
Pour les FDM (ﬁgure 2.14(b)), le processus de discrétisation consiste à convertir la repré-
sentation vectorielle “continue” en format raster avec chacune des cellules d’une taille de 50 m.
Des règles d’appartenance permettent de déﬁnir les mailles qui représenteront les diﬀérentes
formes géométriques pour les conditions aux limites. Par exemple, si la surface de l’entité
hydrogéologique vectorisée couvre plus de la moitié de la superﬁcie de la cellule, alors celle-ci
appartiendra à l’entité et la condition correspondante y sera imposée. Pour les entités unidi-
mensionnelles telle que le ruisseau Aillot, la cellule qui contient la plus grande longueur de
l’objet vectorisé par rapport aux cellules voisines est utilisée pour représenter la forme discrète
de l’entité.
Pour les AEM (ﬁgure 2.14(a)), il n’y a pas de changement de format puisque la repré-
sentation objet et vectorielle y est similaire à celle des SIG. Ce qui rend un algorithme de
discrétisation automatique très eﬃcace. En première approche, nous avons utilisé l’algorithme
de Douglas-Peucker [26] (voir chapitre 4) avec une tolérance de 50 m. Ce critère déﬁni la dis-
tance maximale entre la discrétisation obtenue et la forme d’origine. Nous verrons au chapitre 4
qu’elle peut être considérée comme la résolution spatiale de la discrétisation.
Initialement, cet un algorithme consistait à simpliﬁer la représentation spatiale des don-
nées. Il a été détourné de son utilisation initiale pour en faire un algorithme de discrétisation
AEM. Il sera présenté en détail au chapitre 4 avec d’autres méthodes de discrétisation plus
performantes permettant de réduire d’avantage l’erreur qui est induite par le processus de
discrétisation.
Une interface graphique reste indispensable pour permettre de contrôler, voir d’améliorer
la qualité de la discrétisation obtenue.
Pour les AEM, des défauts peuvent apparaître comme par exemple le chevauchement de
polylignes ou la superposition de vertices. Il est parfois intéressant aussi de rectiﬁer manuel-
lement le résultat obtenu aﬁn d’avoir une meilleure représentation des contours pour le même
nombre de vertices. L’étape ﬁnale avant la simulation est enﬁn de déﬁnir des objets éléments
analytiques avec leurs propres données d’entrées, selon le formalisme objet présenté au chapitre
précédent.
Pour les FDM, il est aussi souvent nécessaire de corriger manuellement le maillage à tra-
vers une interface graphique pour améliorer la qualité du maillage. Par exemple, deux bassins
doivent être séparés d’au moins une maille pour avoir un comportement hydrogéologique va-
lide.
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Figure 2.14 – Discrétisation du domaine pour chacune des méthodes AEM et FDM avec une
résolution de 50 m. Les AEM utilisent l’algorithme de Douglas-Peucker avec une tolérance de
50 mètres. Les FDM utilisent une taille de grille de 50 mètres.
Lors de ce processus de discrétisation, les données algébriques attachées aux formes géo-
métriques sont aussi modiﬁées pour corriger les erreurs algébriques qui sont induites par la
discrétisation spatiale. Elles permettent de conserver une certaine analogie avec la condition
physique “continue”. Par exemple pour les FDM, la condition de “rivière” sur une maille ex-
prime le débit
maille
Qriv en fonction de la conductance C [L2 T−1] par
maille
Qriv = (φn − φr) C avec C = kc LW
δ
(2.3)
où kc [LT−1] est la perméabilité verticale du lit de la rivière, δ [L] est l’épaisseur de son
lit, W [L] est la largeur de la rivière et L [L] est longueur de rivière contenue dans la maille.
Cette expression de la conductance C déﬁnit une perméabilité sur la maille qui est équivalente
à celle de la condition physique “continue” (ﬁgure 2.12).
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2.3.3 Résultats de simulation
Les résultats de simulation sont fournis par le logiciel Mlaem [69] pour les AEM et par
Modflow [72] pour les FDM (ﬁgure 2.15). La modélisation des caractéristiques physiques de
l’aquifère y est plus ﬁne que celle obtenue initialement par Dauvergne [19] et Mimoun [46]
avec les codes de calculs Split 7 pour les AEM et Newsam 8 pour les FDM. Elle prend main-
tenant en compte la totalité de l’aquifère avec la rive droite du ﬂeuve Loire et une extension
au-delà de l’Aillot, jusqu’à la limite naturelle de l’aquifère [20].
Les résultats de simulation sont obtenus pour une période d’étiage. Ils utilisent principa-
lement des mesures de juillet 2004. Lors de cette période d’étiage, les données hydrauliques
sont assez complètes et il n’y a généralement pas de pompage d’eau sur le site d’extraction
de granulat. Par conséquent, les perturbations induites par l’activité d’extraction de granulat
reste minimes.
Ces données sont ensuite traitées pour satisfaire au format d’entrée de chacune des deux
méthodes de modélisation numérique. Durant tout le processus, la représentation des carac-
téristiques physiques y est conservée. Par conséquent, les 2 modèles numériques ont la même
représentation physique de chacune des entités hydrogéologiques préalablement conceptuali-
sées. Pour permettre la comparaison entre ces deux méthodes, le substratum est considéré
horizontal à une altitude NGF 9 de 321 m.
Une résolution spatiale de 50 mètres est choisie pour chacune de ces modélisations. Ce
paramètre permet de ﬁxer la tolérance acceptée par chacun des critères de discrétisation :
– Pour les AEM, ce critère correspond à l’écart maximal entre la discrétisation générée
par l’algorithme de Douglas-Peucker et la courbe originelle,
– Pour les FDM, ce critère correspond à la taille des cellules du maillage.
La ﬁgure 2.15 montre que les courbes piézométriques calculées par les deux méthodes de
simulation sont relativement similaires. Les diﬀérences les plus importantes sont observées dans
le sud–Ouest, vers la condition de ﬂux imposée. C’est une condition qui est très sensible aux
diﬀérents paramètres utilisés et peut générer d’importantes erreurs si elle est mal représentée.
Nous avons choisi de la représenter par une bande d’inﬁltration de 50 m de large.
L’écart observé peut s’expliquer par une interprétation diﬀérente de la condition de ﬂux
pour chacune des discrétisations. Le débit global reste identique sur l’entité hydrogéologique,
mais ce n’est plus forcément le cas localement.
En fait, le modèle FDM produit localement un débit plus faible que celui des AEM. Le
contour géométrique de cette bande d’inﬁltration de 50 m de large est sans doute moins bien
représenté par des mailles de 50 m2. Une alternative consisterait de corriger localement la
7. Un code de calcul développé par Igor Jankovic, Université de Buﬀalo, NY, USA.
8. Un code de calcul développé par le CIG de l’École des Mines de Paris.
9. Nivellement Général de France.
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Figure 2.15 – Piézométrie simulée à l’étiage pour les FDM et les AEM. La résolution des
diﬀérents maillages est de 50 mètres.
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Figure 2.16 – Comparaison entre les valeurs de hauteur d’eau calculées et observées sur 17
points de mesure répartis sur la zone d’étude.
recharge imposée pour mieux représenter la condition physique tout en conservant la même
recharge globale. En fait, cela implique de décomposer cette condition de ﬂux en entités hy-
drogéologiques plus petites pour mieux la représenter.
Lors de la phase de calage, la qualité de la simulation a été estimée en comparant les
résultats de calcul avec la piézométrie de référence et des valeurs de hauteurs d’eau. Elle a
permis d’ajuster les données mal connues, surtout le ﬂux du versant Ouest et les coeﬃcients
de résistances induits par le colmatage du lit de l’Aillot et de celui de la Loire. Mais le fait que
ces paramètres de calage soient eux même dépendants de la discrétisation conduit à certaines
diﬃcultés.
La volonté n’a pas été d’obtenir un calage “parfait” d’un domaine où les échanges hydriques
sont complexes, mais plutôt une comparaison entre les deux méthodes utilisées. Surtout que
la qualité des mesures est variable, principalement à cause de l’appréciation de la côte NGF
des puits.
A partir d’une sélection de 17 points de mesures piézométriques ﬁables prélevées dans
des puits et des bassins, nous avons comparé les valeurs qui y sont observées le 23/10/2002
avec les valeurs calculées par le modèle aux diﬀérences ﬁnies (ﬁgure 2.16). A cette date, le
comportement hydrogéologique était similaire à celui des données de 2004 utilisées pour les
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modèles. L’erreur quadratique de 0.2 cm montre une correspondance que nous pouvons ad-
mettre comme suﬃsante pour notre problématique.
L’intérêt d’utiliser une méthode de modélisation alternative comme les AEM est de pou-
voir corroborer les résultats de simulation obtenus par la méthode des diﬀérences ﬁnies. Une
même conceptualisation du système hydrogéologique devrait induire un résultat de simulation
identique. L’écart sur les résultats obtenus est donc plutôt dû au modèle numérique et au code
de résolution numérique. Ici, elle a permis par exemple de mettre en évidence que la condition
de ﬂux n’est peut être pas assez ﬁnement représentée dans le Sud-Ouest.
2.4 Conclusion
Une comparaison des approches AEM et FDM pour la modélisation hydrodynamique a
été présentée. La méthode très populaire des diﬀérences ﬁnies a été confrontée à celle des
AEM à travers une méthodologie complète de modélisation. L’objectif recherché y a surtout
été d’étudier la démarche générale de modélisation hydrodynamique à travers la méthode des
AEM et celle des FDM.
La méthode des FDM est à priori bien appropriée pour cet aquifère. Son échelle est locale
et présente une complexité assez hétérogène. Par contre, l’utilisation des mailles a montré des
faiblesses pour bien représenter les contours complexes comme les bassins et les rives du ﬂeuve.
La méthode des AEM est plus adaptée aux aquifères régionaux en permettant notamment
une meilleure représentation de l’écoulement lointain. Son avantage est surtout mis en évidence
lors de la modélisation de domaine ouvert avec des frontières physiques intérieures. Elle peut
prendre en compte des domaines très larges tout en conservant une grande précision sur les
petites échelles. Ce n’est pas vraiment le cas pour cet aquifère local.
Néanmoins, son autre avantage est la possibilité de ﬁnement représenter le contour géomé-
trique des entités hydrogéologiques et par conséquent leurs inﬂuences physiques sur l’aquifère.
En particulier, cette méthode numérique permet de calculer avec une meilleure précision la
répartition des échanges de ﬂux à l’interface entre la nappe et la rivière.
De plus, la représentation orientée objet et la structure naturellement vectorielle des AEM
améliore fortement les interactions avec le SIG. L’organisation de la base de données à travers
la conceptualisation de l’aquifère permet une grande synergie entre les données et le modèle
numérique, au bénéﬁce de la qualité de simulation.
Finalement, nous constatons que suivant l’objectif de la modélisation, les AEM peuvent
être plus ou moins bien adaptés par rapport aux FDM. L’intérêt est aussi d’utiliser une
méthode de modélisation alternative qui peut corroborer les résultats de simulation obtenus
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par la méthode des diﬀérences ﬁnies. Elles peuvent aussi être utilisées comme deux approches
complémentaires de modélisation en choisissant par exemple la méthode la plus adaptée à
chacun des sous domaines d’une modélisation.
Ce travail a aussi montré les améliorations qu’apporte un processus semi-automatique de
discrétisation pour la modélisation des écoulements souterrains. La conception d’un système
d’aide à la discrétisation permettrait de s’abstraire du type de méthode numérique et de
prendre en compte divers algorithmes de discrétisation.
La quantiﬁcation des gains obtenus en matière de qualité de simulation grâce à l’amélio-
ration de la discrétisation requiert cependant une analyse mathématique plus adaptée, ce sera
l’objet du travail présenté dans les chapitres suivants.
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Chapitre 3
Analyse mathématique de l’erreur de
discrétisation
L
e chapitre précédent a permis de d’exposer une démarche cohérente et rigoureuse de
modélisation hydrogéologique, de la création du modèle conceptuel aux résultats numé-
riques de simulation. Nous avons pu observer que la discrétisation y est une étape cruciale où
l’inﬂuence de l’utilisateur est des plus importantes. Ce chapitre va donc s’attacher à étudier
le comportement numérique de cette erreur pour essayer d’en réduire au mieux ses eﬀets.
C’est également l’occasion de présenter des éléments de théorie de la méthode des éléments
analytiques.
3.1 Introduction
Un modèle est toujours entaché d’erreurs. Ces erreurs sont introduites à chacune des étapes
de la modélisation. D’origines variées, elles peuvent être dues à l’incertitude sur les mesures,
aux lois physiques utilisées, à l’implémentation de l’algorithme de résolution, à la discrétisation,
aux erreurs d’arrondis informatiques, etc. Par exemple, la mesure d’une grandeur physique est
toujours entachée d’une erreur. Elle provient principalement des imperfections des appareils
de mesure et du mode opératoire de l’expérimentateur.
Contrairement à beaucoup de ces sources d’erreurs, l’étape de discrétisation induit une
erreur qui pourrait être mieux contrôlée. Ce qui permettrait d’en réduire son eﬀet sur le
modèle numérique.
Sur un cas d’étude réel, il est diﬃcile d’estimer cette erreur de discrétisation car toutes ces
erreurs s’inﬂuencent les unes avec les autres. C’est pourquoi ce chapitre propose d’isoler au
mieux cette erreur et d’y analyser son comportement numérique à travers quelques exemples
théoriques. Ceux-ci permettront par la même occasion d’introduire des éléments de théorie
de la méthode des éléments analytiques. Les solutions analytiques exactes sont développées
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autant que possible pour éviter d’y ajouter les erreurs dues à la méthode numérique des élé-
ments analytiques.
Dans les diﬀérents problèmes étudiés lors ce chapitre, un arc de cercle continu représente la
géométrie exacte. Cette forme continue représente théoriquement une résolution spatiale inﬁnie
des données réelles. Cette géométrie sera comparée à ses diﬀérentes formes de discrétisation
supposées : un segment joignant les extrémités et une polyligne composée de 3 segments
connectés.
D’abord, les diverses solutions analytiques seront explicitées pour un segment et un arc de
cercle. Leurs calculs se basent principalement sur des transformations conformes de l’espace
complexe [54]. La condition de charge qui y est successivement imposée est soit constante soit
de répartition linéaire.
Enﬁn, l’arc de cercle est comparé à une discrétisation représentée par une polyligne com-
posée de 3 segments connectés. Ce problème permet d’exposer la méthode numérique des
éléments analytiques à travers le calcul de ces 3 segments.
3.2 Étude analytique pour une répartition de charge constante
3.2.1 Position du problème
Pour cette d’étude, un potentiel constant Φarc est imposé sur un arc de cercle représentant
la géométrie exacte. La solution analytique théorique qui en est calculée est donc la solution
exacte du problème. Cette solution est comparée à celle qui est obtenue pour un segment
de droite qui représenterait la discrétisation de l’arc de cercle (ﬁgure 3.1). L’écart entre les









Figure 3.1 – Hypothèses du problème à répartition de charge constante
Pour développer ces solutions analytiques, un potentiel Φ0 est imposé au point z0. Cette
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contrainte est nécessaire pour résoudre le problème mathématique. Elle peut être vue comme
la représentation de l’inﬂuence extérieure.
Une étude de sensibilité des diﬀérents paramètres permet de mettre en évidence le com-
portement de l’erreur de discrétisation. L’inﬂuence sur l’erreur des deux types d’hypothèses
Φl = Φarc et Ql = Qarc est étudiée.
3.2.2 Résolution analytique du segment de droite
Considérons un segment [z1, z2] déﬁni dans l’espace complexe z avec une distribution
constante de potentiel Φl. La transformation conforme
Z =
z − 12 (z1 + z2)
1
2 (z1 − z2)
(3.1)
permet de transformer le segment [z2, z1] par le segment [−1, 1] dans l’espace Z . Consi-











χ = z +
√











Figure 3.2 – Correspondance entre l’espace Z et l’espace χ .
Ces transformations font correspondre le plan de l’espace Z avec le plan privé du disque
unité dans l’espace χ ; soit {χ : |χ| ≥ 1}. Par conséquent, l’image du segment [z2, z1] par ces
deux transformations successives est le cercle unité C = {χ : χχ = 1} dans l’espace χ .
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L’équation 3.3 fait apparaître une branche inﬁnie 1 lors de l’expression du potentiel com-
plexe. C’est dû au logarithme complexe qui ne peut être déﬁni dans le plan complexe entier.
Cette forme est préférée à χ = z +
√
z2 − 1 qui induirait une branche inﬁnie double pour le
potentiel complexe. 2




ln(χ) + Cte (3.4)
Elle doit de plus vériﬁer la condition pour la fonction potentielle Φ(χ) sur le cercle unitaire
Φ(χ) = ℜ[Ωl(χ)] = Ql
2π
ln |χ|+ Cte ∀ χ ∈ C (3.5)
= Φl (3.6)
Donc l’expression de la constante est Cte = Φl.
Par conséquent, en y ajoutant la contrainte imposée en z0, le potentiel complexe Ωl doit





z − 1√z + 1) + Φl
Φ(z) = Φ0 pour z = z0
(3.7)
En utilisant la condition en z0, le débit Ql peut s’exprimer en fonction de Φ0 par






(z0 + 1)|+Φl (3.8)















Ce système permet de découpler l’expression du potentiel Ωl(z) et celle du débit Ql généré
par la ligne. Les ﬁgures 3.3 et 3.4 représentent respectivement en 2D et en 3D la solution
numérique de ce potentiel complexe pour un segment [−1, 1]. Le potentiel constant imposé
sur le segment est Φl = 2 et la contrainte imposée en z0 est Φ0 = 1.5.
1. “branch-cut” en Anglais.
2. Cela vient de la formulation complexe de la racine carrée principale.
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Figure 3.4 – Segment de potentiel constant en 3D
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3.2.3 Résolution analytique de l’arc de cercle
Considérons un arc [z1, z2] déﬁni dans l’espace complexe z avec une distribution constante
de potentiel Φarc. Pour déterminer l’expression du potentiel complexe Ωarc dans l’espace z ,
3 transformations conformes vont être utilisées [54]. Les deux premières représentées sur la
ﬁgure 3.5 se trouvent dans Strack [63], la troisième est explicitée dans cette section. Cette






























Figure 3.5 – Représentation des 2 premières transformations conformes
Cet arc de cercle (ﬁgure 3.5) est déterminé dans l’espace z en fonction des paramètres
β, δ, R, z1 et z2 (Strack, [63], section 41). Ces paramètres peuvent être reliés entre eux.
Prenons par exemple la situation représentée sur la ﬁgure 3.5 (il est toujours possible de se
ramener à cette situation grâce à l’équation 3.1). L’équation du cercle s’exprime pour un point
(x, y) par
(x− xc)2 + (y − yc)2 = R2 (3.10)
où les coordonnées du centre du cercle xc et yc sont xc = 0 et yc = − cot β2 + R. En
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Elle transforme le cercle de l’espace z en un cercle de rayon 12 dans l’espace Z . Le segment
[z1, z2] y est orienté avec un angle γ par rapport à l’axe horizontal 0x. Pour le cas particulier





Par cette transformation conforme, les images des points z1, z2, z = δ et z = zc deviennent
respectivement les points Z1, Z2, Zδ = 0 et Zc = −i.










Elle transforme l’arc de cercle [Z1, Z2] du plan Z en une fente joignant les extrémitées
ζ1 = −1 et ζ2 = 1 de l’espace ζ . L’image de l’inﬁni devient le point ζ∞ déﬁni par
ζ∞ = −i cot β
2
(3.16)
3.2.3.1 Expression de la troisième transformation conforme
Pour obtenir une expression simple du potentiel complexe Ωarc, nous souhaitons avoir
une transformation conforme qui puisse projeter le plan ζ entier sur le demi-plan supérieur
{t ∈ C : ℑ(t) ≥ 0} d’un espace complexe t (ﬁgure 3.6).
Bien que nous ayons ζ1 = −1 et ζ2 = 1 dans notre étude, nous allons rechercher une forme
plus générale de cette transformation avec ζ1 = −a et ζ2 = a. Pour cela, nous recherchons
d’abord la transformation réciproque sous la forme
ζ(t) =
At




avec les constantes réelles positives κ et A.
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Figure 3.6 – Représentation de la 3ème transformation conforme
Cette expression implique les images suivantes pour les points t = 0, t =∞ et t = i κ :
ζ(0) = 0− (3.18a)
ζ(∞) = 0+ (3.18b)
ζ(i κ) =∞ (3.18c)
Nous souhaitons que l’image du segment [−a, a] de l’espace ζ soit le segment [−1, 1] dans
l’espace t . Par conséquent, cette transformation doit aussi vériﬁer les propriétés :
ζ(−1) = −A
1 + κ2




= a = ζ2 (3.19b)
dζ
dt
= 0 pour ζ = ±a (3.19c)

















= 1 pour ζ = ±a (3.22)
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En résolvant cette équation du 2ème ordre, nous obtenons la solution
t = ±κ pour ζ = ±a (3.23)
En substituant dans l’équation 3.28 ces expressions pour t et ζ, nous pouvons en déduire





En regroupant les équations 3.20 et 3.24, nous obtenons un système de 2 équations à 2








Ce système nous amène à résoudre l’équation du second degré en κ :
aκ2 − 2 aκ+ a = 0 (3.26)
Le discriminant y est nul, donc nous obtenons la solution unique κ = 2 a2 a = 1. Par consé-






(t− i) (t+ i) (3.27)












Il suﬃt d’inverser l’expression de cette transformation pour en déduire une formulation de
t en fonction de ζ. Par conséquent, le système suivant doit être résolu pour t :
ζ t2 − 2 t+ ζ = 0 (3.29)
le discriminant de cette équation du second degré est ∆ = 4 (1 − ζ2), les solutions sont



















, nous obtenons alors




ξ + 1 (3.31)
Pour obtenir que l’image d’un point ζ de l’espace ζ se projette dans le demi-plan supérieur
{t ∈ C : ℑ(t) ≥ 0}, il faut choisir la transformation conforme suivante :





















3.2.3.2 Expression de l’image de l’infini t∞
Pour complètement caractériser la transformation conforme passant de l’espace z à l’es-
pace t , il est nécessaire de connaître les images successives de l’inﬁni. La première transfor-
mation renvoie l’inﬁni sur l’inﬁni, puis la 2ème transformation envoie l’inﬁni de Z au point
ζ∞ déﬁni par
ζ∞ = −i cot β
2
(3.34)
Enﬁn, l’image du point ζ∞ dans l’espace t devient :











Pour le cas particulier d’un demi arc de cercle d’extrémités z1 = 1 et z2 = −1, nous







3.2.3.3 Évaluation du potentiel complexe de l’arc de cercle dans l’espace t
Le potentiel Ωarc peut s’exprimer facilement dans l’espace t en utilisant la méthode des
images puisque le point t∞ est une source. En eﬀet, la conservation de la masse implique que
la somme des ﬂux générés par le système est nulle. Le ﬂux à l’inﬁni Q∞ doit compenser celui
généré par l’arc de cercle Qarc par
Q∞ = −Qarc (3.36)
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De même que pour la ligne à charge constante, il est nécessaire d’imposer un potentiel Φ0







Φ(t) = Φ0 pour t = t0
(3.37)
En utilisant la condition en z0, le débit Qarc peut s’exprimer en fonction de Φ0 par
Φ0 = ℜ[Ωarc(t0)] = −Qarc
2π
ln
∣∣∣∣ t0 − t∞t0 − t∞
∣∣∣∣+Φarc (3.38)













Ce système permet de découpler l’expression du potentiel Ωarc(z) et celle du débit Qarc
généré par l’arc de cercle puisque la transformation conforme entre l’espace z et t est
entièrement déﬁnie.
3.2.3.4 Évaluation Numérique
Les ﬁgures 3.7 et 3.8 représentent respectivement en 2D et en 3D la solution numérique de
ce potentiel complexe pour un demi-cercle d’extrémités z1 = −1 et z2 = 1. Il correspond aux
valeurs de paramètres β = π2 , δ = −i et R = 1. Le potentiel constant imposé sur le segment
est Φarc = 2 et la contrainte imposée en z0 = −i est Φ0 = 1.5.
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Figure 3.8 – Arc de cercle de potentiel constant en 3D
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3.2.4 Comparaison des potentiels complexes obtenus
Les 2 sections précédentes ont permis d’exposer les démarches de calcul des potentiels
complexes pour la ligne (équation 3.9) et l’arc de cercle (équation 3.39). Pour le segment, le




























Pour comparer le comportement de ces deux potentiels, deux types d’hypothèses sont
considérées :
– soit Φl = Φarc, ce qui signiﬁe une condition de potentiel identique ;
– soit Ql = Qarc, ce qui signiﬁe une condition de débit identique.
3.2.4.1 Étude pour l’hypothèse Φl = Φarc
Puisque Φl = Φarc, les débits Qarc et Ql sont successivement évalués par les équations 3.40b
et 3.41b. L’erreur sur Φ est donc donnée en fonction de z par
Diﬀ(Φ)(z) = |Φarc(z)− Φl(z)| = 1
2π
∣∣∣∣Qarc ln t− t∞t− t∞ +Ql ln(z +√z − 1√z + 1)
∣∣∣∣ (3.42)
D’après le principe du maximum [54], l’erreur maximale doit se situer sur la frontière.
C’est vériﬁé puisqu’elle se situe au point zc, le point de l’arc qui se trouve le plus éloigné du







Par conséquent, l’erreur maximale est déﬁnie par
Errmax(Φ) = |Φarc(zc)− Φl(zc)|
= |Φarc − Φl(zc)|
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Figure 3.10 – Diﬀérence Ωarc − Ωl des potentiels complexes en 3D.
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Puisque Φl(zc) = Φl(zc), il est possible d’approcher ce terme par une simple interpolation
d’ordre 1 par
Φl(zc) = (Φ0 − Φl) |zc||z0| +Φl (3.44)
Pour eﬀectuer une meilleure approximation, il est aussi possible d’utiliser la solution ana-




















Cette relation peut s’exprimer sous la forme








(z0 + 1)| (3.47)
g(t0) = ln
∣∣∣∣t0 − t∞t0 − t∞
∣∣∣∣ (3.48)





(z0) = −1 (3.49)
Par conséquent, le débit Ql se rapproche de Qarc très lentement lorsque z0 tend vers l’inﬁni.
3.2.4.2 Étude du cas de l’hypothèse Qarc = Ql















(z0 + 1)| (3.51)
g(t0) = ln
∣∣∣∣t0 − t∞t0 − t∞
∣∣∣∣ (3.52)
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|z0|
f/g




























Figure 3.11 – Comportement asymptotique de la fonction fg (z0) en fonction du module de
z0 = −|z0| i.






(z0) = −1 (3.53)
Par conséquent, d’après l’équation 3.50, cela signiﬁe que plus |z0| tend vers l’inﬁni, plus la
valeur de Φl est proche de Φarc.
3.2.4.3 Analyse de sensibilité de l’erreur de discrétisation
Une analyse de sensibilité de l’erreur de discrétisation est présentée sur la ﬁgure 3.12.
Elle montre comme se comporte l’erreur en faisant varier les paramètres Φ0, z0 et β avec
l’hypothèse Φarc = Φl ou Qarc = Ql. Cela montre globalement que respecter la condition
Qarc = Ql est généralement meilleur que de respecter la condition Φarc = Φl. En pratique, il
reste relativement diﬃcile d’imposer ce type de condition puisqu’elle n’est généralement pas
connue avant la simulation (sauf pour une condition de ﬂux imposé). Par contre, elle pourrait
éventuellement être prise en compte dans une perspective d’ajustement du maillage après une
première simulation.
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Phi0
Errmax(Phi)














































































Figure 3.12 – Comportement de l’erreur en fonction des diﬀérents paramètres Φ0, z0 et
β. A gauche, représentation de l’erreur maximale Errmax selon l’hypothèse Φarc = Φl ou
l’hypothèse Qarc = Ql. A droite, représentation de l’écart induit |Qarc −Ql| ou |Φarc − Φl|
selon l’hypothèse considérée.
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3.3 Généralisation au cas d’une répartition de potentiel non
constante
3.3.1 Position du problème
Une répartition non constante de potentiel Φarc(θ) pour l’arc de cercle et Φl(θ) pour le
segment est imposée en fonction des coordonnées paramétriques θ ∈ [0, π] joignant l’extrémité
z1 pour θ = 0 à l’extrémité z2 pour θ = π. Un potentiel Φ0 est toujours imposé au point z0.









Figure 3.13 – Problème à répartition de charge non constante
Nous allons successivement exposer les solutions analytiques pour un arc de cercle, puis
pour le segment de droite. Cette étude permet de généraliser le calcul des solutions pour une
répartition de potentiel quelconque. Le calcul pour l’arc de cercle se fait par une approche un
peu diﬀérente que précédemment. Bien sûr, cette méthode plus générale permettrait aussi de
calculer une répartition de potentiel constante.
3.3.2 Résolution analytique du segment de droite
Par un raisonnement similaire au cas constant, nous utilisons une transformation conforme
qui fait correspondre le plan z à la zone extérieure au disque unité de l’espace χ , i.e.









càd χ = z +
√
z − 1√z + 1 (3.54)








lnχ avec χ = z +
√
z − 1√z + 1 (3.55)
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Ces coeﬃcients an sont réels. Ils représentent la répartition de potentiel imposé sur le
segment (voir section 3.3.4). Par conséquent, en y ajoutant la contrainte Φ0 imposée en z0, le








lnχ avec χ = z +
√
z − 1√z + 1
Φ(z) = Φ0 pour z = z0
(3.56)
En utilisant la condition en z0, le débit Ql peut s’exprimer en fonction de Φ0 par



















lnχ avec χ = z +
√












Ce système permet de découpler l’expression du potentiel Ωl(z) et celle du débit Ql généré
par la ligne.
3.3.3 Résolution analytique de l’arc de cercle
Pour résoudre le potentiel complexe généré par une répartition non constante de potentiel
Φarc(θ) sur un arc de cercle joignant les points z1 = 1 et z2 = −1. De façon similaire au cas
constant, nous caractérisons l’arc de cercle représenté sur la ﬁgure 3.1 par les paramètres β, δ
et R.
Pour résoudre le potentiel complexe de l’arc de cercle Ωarc avec une distribution de potentiel
non constant, 3 transformations conformes vont être utilisées. Les deux premières sont les
mêmes que pour le cas constant. Elles sont représentées sur la ﬁgure 3.5 et se trouvent dans














Rappelons aussi que l’expression de l’image de l’inﬁni de l’espace z dans l’espace ζ est
déﬁni par
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Pour la 3ème transformation, nous choisissons cette fois l’expression donnée par




ζ + 1 (3.62)
Elle nous permet de faire correspondre le segment de l’espace ζ avec le cercle unité de





Figure 3.14 – Représentation de la 3ème transformation.
L’image de l’inﬁni y devient le point déﬁni par




ζ∞ + 1 (3.63)
Par exemple, pour le cas du demi arc de cercle nous obtenons χ−∞ = −(1 +
√
2) i .
Par la méthode des images et puisque Q∞ = −Qarc, nous pouvons exprimer le potentiel













Les coeﬃcients an sont réels et dépendent de la répartition de potentiel (section 3.3.4).






3.3 Généralisation au cas d’une répartition de potentiel non constante
Par exemple, pour le cas d’un demi arc de cercle unité p∗ = (1 +
√






























Φ(z) = Φ0 pour z = z0
(3.68)
En utilisant la condition en z0, le débit Qarc peut s’exprimer en fonction de Φ0 par









∣∣∣∣χ0 − χ+∞χ0 − χ−∞
∣∣∣∣ (3.69)























Ce système permet de découpler l’expression du potentiel Ωarc(z) et celle du débit Qarc
généré par l’arc de cercle.
3.3.4 Estimation des coefficients an pour une répartition de potentiel linéaire
3.3.4.1 Représentation de la condition de potentiel par une série de Fourier
Par chacune de ces transformations, les images du segment et de l’arc de cercle deviennent
le cercle unité dans l’espace χ . Il est déﬁni par χ = ei θ avec θ ∈ [0, 2π]. Nous choisissons de
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pour chacun des élément géométrique considéré. Par construction, le potentiel Φ doit
respecter la condition de continuité Φ(ei θ) = Φ(e−i θ). Les coeﬃcients correspondrons donc à
une fonction paire.
3.3.4.2 Représentation de la distribution de potentiel linéaire
D’après la condition de continuité, l’équation 3.71a est la série de Fourier d’une fonction






f(t) cos(nt) dt (3.72)
où f(t) pour t ∈ [0, π[ déﬁnit la répartition de potentiel le long de l’élément géométrique.
Cela permet de représenter n’importe quelle répartition de densité suﬃsamment régulière.
Dans le cas d’une répartition linéaire, la fonction 2π périodique f est par exemple de la forme
f(t) = |t| avec t ∈ ]− π, π[.
Les coeﬃcients de Fourier, pour n ∈ N, sont alors
a0 = π
a2n = 0
a2n+1 = − 4
π (2n+ 1)2
(3.73)
nous observons alors que l’ordre de convergence de la suite de terme général an est de
l’ordre de 1/(n2).






−n avec χ = z +
√
z − 1√z + 1 (3.74)
L’erreur eﬀectuée par cette troncature est
EN (χ) =


























Cela donne une estimation du comportement de l’erreur en fonction du degré N de la
troncature.
82
3.4 Étude numérique de 3 segments connectés
3.4 Étude numérique de 3 segments connectés
3.4.1 Position du problème
Cette étude va s’attacher à calculer la solution de 3 segments connectés avec une approche
par éléments analytiques. Cette solution représente la discrétisation de l’arc de cercle, dont la
solution analytique à déjà été exposée à la section 3.2. Par conséquent, l’erreur de discrétisation
commise pourra être quantiﬁée en comparant ces solutions obtenues. En particulier, il s’agira
d’estimer la position optimale des 3 segments pour représenter au mieux cet arc de cercle
symbolisant le contour “exact” et d’en déduire une méthode de discrétisation eﬃcace.
Les hypothèses du problème étudié sont représentées sur la ﬁgure 3.15. Un potentiel
constant Φ3l y est imposé sur chacun des segments et de même que précédemment, un potentiel









Figure 3.15 – Hypothèses du problème des 3 segments
3.4.2 Cadre de la résolution numérique par éléments analytiques
Une ligne source est constituée d’une répartition de sources d’intensité σ(δ). Son expression
























par une intégration par parties. Ainsi, nous obtenons l’expression du potentiel complexe
Ω(z) en fonction de la répartition de saut µ(δ). Cette équation s’exprime en fonction des
sources µ(z1) et µ(z2) à chacune des extrémités z1 et z2 et de l’intégrale de Cauchy qui
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représente une ligne dipôle. Cette représentation permet de simpliﬁer le calcul des éléments
analytiques grâce à une écriture mathématique commune.
Le calcul de ces éléments se trouve à la base de la méthode des éléments analytiques
initiée par Strack [63]. Le principe de résolution de ces éléments analytiques est assez bien
détaillé dans la thèse de Janković [38]. Par contre, il propose de les résoudre par une méthode
itérative, alors que la méthode choisie ici est basée sur une résolution globale.
3.4.2.1 Définition du potentiel complexe
D’après le principe de superposition (chapitre 1), la solution du potentiel complexe des
3 segments peut s’exprimer en fonction de la somme des potentiels complexes Ωj induit par




Ωj(z) + C0 (3.80)
où C0 est la constante qui permet de satisfaire la condition de potentiel Φ0 au point de
référence z0.
3.4.2.2 Définition du système de coordonnées local
Le potentiel complexe induit par chacun des éléments Lj est exprimé dans son système de
coordonnées locales par
Z =














z2 sont les coordonnées globales dans l’espace z des extrémités du segment Lj.
Les images de ces deux extrémités sont respectivement les points (−1, 0) et (1, 0) du système
de coordonnées locales.
3.4.3 Expression locale d’une ligne source
L’expression du potentiel complexe d’une ligne source (équation 3.78) s’exprime dans son














ln (Z − 1) + µ(−1)
2π
ln (Z + 1)︸ ︷︷ ︸
(B)
(3.82)
Cette expression montre qu’une ligne source est une ligne dipôle (A) à laquelle sont rajoutés
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des termes sources aux extrémités (B). Le ﬂux généré par la ligne source est donc Qj =
µ(−1)− µ(1). Le terme (A) induit un saut de la partie imaginaire du potentiel Ωj(Z) le long
du segment. Ce saut est représenté par la fonction de saut µ(Z).
Le polynôme q(Z) ne dépend que de la fonction de saut µ(Z). C’est un polynôme de






3.4.3.1 Représentation par les polynômes de Tchebychev
Soit X = {Z : Z ∈ [−1; 1]} l’ensemble des points déﬁnissant le segment en coordon-
nées locales. La fonction de saut µ(Z) devient réelle et peut donc s’exprimer en fonction des



















où le polynôme de correction q(X) s’exprime sous une forme similaire à µ(X), mais avec les
coeﬃcients bjn. Pour avoir le comportement souhaité à l’inﬁni [63, 38], ces coeﬃcients doivent
s’exprimer en fonction des coeﬃcients ajn par
bjn = B ajn (3.86)
où bj et aj sont des vecteurs de dimension (Nj) et (Nj + 1) contenant respectivement les
coeﬃcients bjn et ajn. La matrice B est une matrice de taille (Nj) × (Nj + 1) dont la forme





pour r = 0 et c impaire
4
c− r pour 0 < r < c et r + c est impaire
0 autrement
(3.87)
Le terme (B) de l’équation 3.82 s’exprime alors en fonction de X en utilisant la représen-
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ajn Tn(1) ln (X − 1) +
Nj∑
n=0
ajn Tn(−1) ln (X + 1)
 (3.88)
3.4.3.2 Représentation du champ lointain (far-field)






. Lors de ce développement, seuls les coeﬃcients négatifs
ne s’annulent pas en ajoutant le polynôme de correction. Par conséquent, le terme (A) du
potentiel complexe Ωj(Z) peut se mettre sous la forme d’une série de Laurent avec uniquement








où NFj est le nombre de terme de la série en Z−n. Cette expression permet de réduire
les erreurs numériques pour des valeurs de |Z| importantes et elle converge uniquement pour
|Z| > 1. Le calcul de ses coeﬃcients cjn peut se faire en fonction des coeﬃcients ajn par la
relation :
cj = −CDaj (3.90)
où cj et aj sont des vecteurs de taille NFj contenant respectivement les coeﬃcients cjn
et ajn. D est de dimension (Nj + 1) × (Nj + 1) et représente la matrice de passage entre
la représentation polynômiale et la représentation par les polynômes de Tchebychev. Elle est
donnée par Abramowitz [1] et s’exprime par la relation
D(r, c) =

(−1) c2 pour r = 0 et c pair
4
c− r pour r = 1 et c = 1
2D(r − 1, c − 1)−D(r, c − 2) pour r > 0 et c > 1
0 autrement
(3.91)
C est une matrice de dimension (NFj) × (Nj + 1) qui représente la relation dans la base
des polynômes de Tchebychev entre les coeﬃcients de la représentation au près de l’élément
et ceux du champ lointain cjn. Elle s’exprime par
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r + c+ 1
pour r + c+ 1 impair
0 autrement
(3.92)
La détermination de la distance à laquelle il faut utiliser l’expression pour le champ loin-
tain est délicate. D’après Janković, pour Nj = 40, le champ lointain peut être déﬁni pour
|Z| > 1.02 pour une correspondance de l’ordre de 7 chiﬀres signiﬁcatifs. C’est dû à la ré-
currence de Clenshaw utilisée pour calculer les polynômes de Tchebychev. le Grand [40] a
montré qu’il est possible de rendre cette transition plus eﬃcace et comment il est possible
d’augmenter le degré des polynômes de Tchebychev sans introduire des erreurs numériques
signiﬁcatives.
3.4.3.3 Formulation contractée du potentiel complexe
En regroupant les expressions 3.85 3.88 et 3.89, il est possible de contracter l’écriture du
potentiel complexe Ωj(Z) pour la ligne source. Il peut s’exprimer avec les coeﬃcients ajn par





Gj(n,Z) est la fonction qui synthétise les équations 3.85 et 3.88 pour le champ au près,
ainsi que l’équation 3.89 pour l’expression du champ lointain de la partie (A). La jonction
entre le champ au près et le champ lointain est déﬁnie par une ellipse.
3.4.4 Principe de résolution par la méthode des éléments analytiques
3.4.4.1 Prise en compte des conditions aux limites
Pour résoudre notre problème, nous devons satisfaire les conditions aux limites suivantes :
Φ(z) = Φ3l ∀z ∈ Lj pour j = 1, 2, 3 (3.94)
où Lj est le segment géométrique de la ligne source d’indice j.
Rappelons (équation 3.80) que l’expression du potentiel Ω en fonction des potentiels com-




Ωj(Z) + C0 (3.95)
En prenant la partie réelle, nous obtenons
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ℜ[Ω(z)] = Φ3l =
3∑
j=1
ℜ[Ωj(Z)] + C0 (3.96)
En prenant en compte l’équation 3.93, cette expression se met sous la forme d’une série
en an par





ajnℜ[Gj(n,Z)] + C0 (3.97)
3.4.4.2 Définition des points de contrôles
Pour chacun des éléments Lj , un ensemble de points de contrôles est déﬁni localement
pour
mj
X ∈ [−1, 1] par
{
mj
X ∈ Lj : mj ∈ 1, ..,Mj avec Mj ∈ N∗} (3.98)
Mj est le nombre total de points de contrôles pour l’élément d’indice j. Pour la résolution,






2 (mj − 1)
Mj
)
pour mj ∈ 1, ..,Mj (3.99)
Un tel ensemble de points de contrôles permet d’optimiser la qualité de l’interpolation
au sens des moindres carrés avec une représentation adéquat des singularités localisées aux
extrémités.
3.4.4.3 Assemblage de la matrice d’influence et du second membre
Soit ujn(Z) = ℜ[G(n,Zj)], alors d’après l’équation 3.97, il suﬃt de résoudre les inconnues








X ) + C0 ∀
mj
X (3.100)





des points de contrôles
m







Φ − C0 ∀mx (3.101)
Par conséquent, il faut résoudre par la méthode des moindres carrés une matrice [U ] de
dimensions M ×K et de terme général uk(mx) dont les inconnues sont les K termes ak par
88
3.4 Étude numérique de 3 segments connectés
[U ] [ak] = [b] (3.102)
où le second membre [b] = Φ3l − C0 est un vecteur de dimension K et la valeur de C0 est
ﬁxée par le point de référence z0.
3.4.4.4 Prise en compte de contraintes
Ils est souvent nécessaire d’imposer des contraintes lors de la résolution. Par exemple, il






∀ jz2, kz1 vériﬁant kz1 = jz2 (3.103)
Ces contraintes seront vériﬁées exactement lors d’une résolution par moindres carrés. Ce
principe sera plus précisément détaillé au chapitre 5 lors de la résolution d’un problème 1D
en transitoire.
3.4.5 Comparaison avec l’arc de cercle
Considérons les 3 lignes connectées déﬁnies en fonction de kz = kx + i ky par :
L1 = [−1,−kz] (3.104)
L2 = [−kz, kz] (3.105)
L3 = [kz, 1] (3.106)
Le potentiel imposé sur ces 3 segments est le même que celui imposé sur l’arc de cercle,
i.e. Φarc = Φ3l = 2. La contrainte Φ0 = 10 est imposée au point z0 = −i. Les ﬁgures 3.17 et
3.18 montrent les résultats obtenus pour ces paramètres et avec kz = 0.5 + i.
3.4.5.1 Étude spatiale au sens des moindres carrés
Nous étudions d’abord la position optimale des 3 segments connectés au sens des moindres
carrés. La position spatiale optimale au sens des moindres carrés est kx = 0.61 et kx = 0.93
(ﬁgure 3.16).
Dans l’intervalle déﬁni pour kx et ky, l’erreur au sens des moindres carrés est donnée par
la ﬁgure 3.19.









i ≃ 0.5 + 0.87 i (3.107)
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x
y










Figure 3.16 – Position spatiale optimale au sens des moindres carrés.
Pour comparer le potentiel complexe de l’arc de cercle avec celui des 3 lignes, nous allons
estimer la position optimale minimisant l’erreur entre les 2 potentiels complexes. Pour cela
nous faisons varier la valeur de kz. Le résultat est représenté sur la ﬁgure 3.20.
La position minimisant la norme correspondante est donnée par le tableau 3.1. Ils sont
établis à partir d’une grille de résolution 0.02.
Erreur2 Erreur1 Erreurinf Erreurmax
kx 0.67 0.69 0.62 0.64
ky 0.90 0.89 0.94 0.90
Table 3.1 – Localisation de l’erreur minimale selon plusieurs critères.
Pour cette analyse, la comparaison des solutions à été eﬀectuée sur une grille de résolution
0.02. L’écart peut être en parti justiﬁé par les erreurs numériques. Néanmoins, nous constatons
que la norme inﬁnie correspond exactement à la position obtenue au sens des moindres carrés.
Cette position est tout à fait adaptée à notre problème, mais il faut faire attention au cas
général. En eﬀet, si la répartition de potentiel est par exemple linéaire, il faudrait utiliser le
même principe en déterminant la position optimale au sens des moindres carrés pondérés par
rapport au ﬂux local. Cela semble approprier, mais cela demanderait bien sûr des analyses
supplémentaires pour être justiﬁer.
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Figure 3.18 – Les 3 segments connectés en 3D.
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Figure 3.19 – Erreur au sens des moindres carrés en fonction de kz .
3.4.5.2 Étude en terme d’Aire et de Périmètres









Parc = αR (3.109)
Dans le cas d’un demi arc de cercle, nous avons Aarc = π2 et Parc = π.
Pour les 3 segments connectés, l’aire est déﬁnie par
A3l = (kx + 1) ky (3.110)
P3l = 2
√
k2y + (1− kx)2 + 2 kx (3.111)
Nous allons chercher à évaluer l’écart des solutions optimales par rapport à ces critères.
Le tableau 3.2 montre les résultats obtenus.
Erreur2 Erreur1 Erreurinf Erreurmax
|Aarc −A3l| 0.068 0.067 0.048 0.095
|Parc − P3l| 0.116 0.123 0.126 0.077












(a) Erreur en norme 2
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ky






(b) Erreur en norme 1
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ky






(c) Erreur en norme inﬁnie
kx
ky






(d) Erreur maximale (résolution 0.02)
Figure 3.20 – Représentation de l’erreur suivant plusieurs critères
3.5 Conclusion
Les diﬀérents problèmes présentés dans ce chapitre ont permis d’analyser le comportement
numérique de l’erreur de discrétisation. Dans le même temps, diﬀérentes techniques de résolu-
tion par éléments analytiques ont été exposées. Elles montrent en particulier à quel point cette
méthode de résolution est vaste puisqu’il est possible de résoudre un même problème de dif-
férentes façons. Les transformations conformes ont été très employées à travers ces exemples
théoriques. Une méthode de résolution à été exposée pour 3 lignes connectées de potentiel
constant, combinant 3 éléments analytiques linéaires.
Il s’avère qu’une discrétisation optimale n’a généralement pas de sommets positionnés
sur la courbe d’origine. C’est pourtant la méthode classiquement utilisée pour discrétiser la
frontière géométrique. Le chapitre suivant va donc s’attacher à développer des méthodes de
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Figure 3.21 – Localisation de l’erreur maximale en fonction de kz.
discrétisation plus adaptées à la méthode des éléments analytiques.
A partir de ces bases, il serait aussi intéressant d’étudier l’eﬃcacité algorithmique de
l’élément arc de cercle par rapport à la ligne pour faire ressortir des équivalences de coût
algorithmique. Relier ce critère à la précision géométrique de la discrétisation permettrait
d’augmenter encore l’eﬃcacité de la discrétisation.
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L
a conceptualisation “continue” de l’aquifère à travers le SIG oﬀre de nombreuses pos-
sibilités algorithmiques qui seraient adaptables pour constituer un algorithme de discré-
tisation. Bien sûr, son choix doit tenir compte de la spéciﬁcité et des besoins de la méthode
des éléments analytiques. En particulier, la conceptualisation vectorielle des objets hydrogéo-
logiques doit y être exploitée au mieux, tout en conservant leurs caractéristiques topologiques.
Des outils et méthodes de discrétisation sont étudiés dans ce chapitre. Ils s’intégreraient
facilement dans une démarche cohérente et rigoureuse de modélisation telle qu’elle a été pré-
sentée au chapitre 2. L’exploitation de l’analyse mathématique du chapitre 3 a permis aussi
de mettre en valeur une démarche de discrétisation et un certain nombre de critères d’analyse
de cette discrétisation pour en déduire son inﬂuence sur la qualité du modèle.
L’objectif est d’aboutir à une procédure de discrétisation qui réduirait au mieux l’erreur
induite par la discrétisation.
4.1 Méthodes de discrétisation adaptées aux AEM
4.1.1 Classification des algorithmes de simplification
Selon l’approche suivie au chapitre 2, nous avons vu que la discrétisation peut être inter-
prétée comme une simpliﬁcation des caractéristiques physiques de l’aquifère. Cela se traduit
avec le SIG par une dégradation de la représentation vectorielle des entités hydrogéologiques.
Avant d’utiliser un algorithme, une structure rigoureuse de l’information géoréférencée est
nécessaire (ﬁgure 4.1). Cela implique bien souvent un “nettoyage” des couches d’informations
géographiques pour en éliminer les structures dégénérées. Des nœuds doivent être déﬁnis uni-
quement aux points d’interpolations algébriques et aux points d’intersections de polylignes.
Chacune des polylignes doit démarrer à un nœud pour ﬁnir à un autre nœud. Ces nœuds
sont ﬁxes et connectent les polylignes entre elles. Les polygones sont déﬁnis par une polyligne
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fermée en formant un anneau.
Par conséquent, un algorithme de discrétisation géométrique pourra être utilisé eﬃcace-
ment sur toute la géométrie du domaine. Cet algorithme devra préserver la consistance topo-
logique des diﬀérentes entités géométriques, en interdisant en particulier leurs regroupements






Figure 4.1 – Structure topologique “correcte” de la connexion entre les polylignes.
De nombreux algorithmes de simpliﬁcation existent en géométrie algorithmique. Ils peuvent
servir d’inspiration pour le choix d’une méthode de discrétisation qui serait adaptée aux élé-
ments analytiques. Ces algorithmes de simpliﬁcation ont majoritairement été développés pour
le domaine de la visualisation. Par conséquent, ils sont beaucoup plus adaptés aux modiﬁ-
cations graduelles de la résolution graphique. Les deux techniques qui s’en distinguent sont
principalement basées sur un traitement local de la réduction des sommets :
– L’une est basée sur un sous-échantillonnage des données. Elle consiste à sélectionner un
sous-ensemble des sommets originaux de la polyligne.
– L’autre dont le principe est de fusionner les sommets initiaux en minimisant un certain
critère d’erreur. Cela produit un eﬀet de “lissage” de la polyligne et donc une meilleure
qualité visuelle qui est très appréciée en informatique graphique [35, 34, 36].
En vue de leur utilité, les algorithmes qui permettent de généraliser une polyligne ont aussi
été très étudiés pour la cartographie [44, 73]. L’intérêt y est la possibilité de ne retenir que
l’information qui est pertinente pour produire une carte oﬀrant un compromis entre précision,
contenu et lisibilité de l’information.
Plus précisément, certains sommets estimés trop proches deviennent redondants et par
conséquent inutiles pour une résolution souhaitée. Réduire ainsi le nombre de vertices 1 sur
chacune des polylignes induit une diminution du temps d’aﬃchage, de la mémoire nécessaire
au stockage des données et du temps de calcul des diverses opérations qui servent à manipuler
1. Vertices est le pluriel de vertex qui désigne soit un nœud soit un sommet.
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cette information vectorisée. Cela permet aussi de faire correspondre des données à des échelles
diﬀérentes.
Que ce soit pour l’informatique graphique ou pour la cartographie, les techniques qui per-
mettent de simpliﬁer une structure vectorielle sont essentiellement basées sur un traitement
local. Il existe par exemple une adaptation de la méthode d’élimination de sommets de Visva-
lingam [70] qui élimine itérativement des sommets de la polyligne selon un critère qui dépend
de la courbure géométrique [71].
Leur principal défaut est que la résolution originelle des données y est nettement supérieure
à celle qui serait requise pour une discrétisation. Leur utilisation pour générer un maillage in-
duirait un temps de calcul qui serait disproportionné par rapport au besoin. De plus, les
algorithmes qui déplacent localement les sommets initiaux souﬀrent d’un manque de contrôle
sur l’erreur de maillage.
Les algorithmes qui traitent la polyligne dans sa globalité sont principalement fondés sur
l’algorithme de Douglas-Peucker. Il a été découvert simultanément par Ramer (1972) [50] et
par Douglas et Peucker (1973) [26]. C’est l’algorithme de généralisation le plus populaire
dans le domaine du SIG car ses diverses améliorations ont permis de le rendre très eﬃcace [37].
4.1.2 L’algorithme de Douglas-Peucker
L’algorithme de Douglas-Peucker (DP) est illustré par la ﬁgure 4.2. Ses caractéristiques
montrent qu’il est le plus approprié pour générer un maillage adapté à la méthode des éléments
analytiques.
Tolérance
Étape 1 Étape 2 Étape 3 Résultat Final
Figure 4.2 – Généralisation d’une polyligne avec l’algorithme de Douglas-Peucker.
Son principe est de modiﬁer individuellement chacune des polylignes selon une procédure
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de sous-échantillonnage de sommets. Il est appliqué dans notre exemple à une polyligne U
avec une tolérance LDP . Son écriture algorithmique est donnée par :
Algorithme SimpliﬁeDP
Entrées : U = (u0, . . . , un) // Définition de la polyligne
LDP > 0 // Tolérance
if n ≤ 2 and maxi∈{1,...,n}{dist(ui, u0, un)} > LDP then
imax := argmaxi∈{1,...,n}{dist(ui, u0, un)}
U1 := (u0, . . . , uimax)
U2 := (uimax , . . . , un)
V1 := SimpliﬁeDP(U1, LDP ) // Simplifier récursivement U1






D’abord, les deux extrémités u0 et un de la polyligne sont connectées par un segment.
Puis la distance entre le segment et chacun des sommets est calculée. Si au moins un de ces
sommets se trouve au-delà de la distance de tolérance, celui qui est le plus éloigné est ajouté à
la polyligne simpliﬁée et l’algorithme est récursivement appliqué à chacune des sous-polylignes
U1 et U2. Sa complexité est de O(n logm) en général et de O(nm) dans le pire cas, m étant
le nombre de sommets de la polyligne simpliﬁée.
L’algorithme s’arrête lorsque tous les sommets de la polyligne initiale sont contenus à une
distance qui est inférieure à la tolérance LDP . Ce critère est cohérent puisqu’il représente
l’écart maximal entre les deux polylignes. Ainsi, il est possible de faire le lien avec la notion de
résolution du maillage qui correspond au niveau de détail de la représentation spatiale. En ef-
fet, cette granularité peut s’interpréter aussi comme la distance minimale séparant deux objets.
Par conséquent, l’algorithme DP présente l’avantage d’être fonction de la résolution souhaitée.
Cependant, la forme originale de cet algorithme montre l’inconvénient majeur de ne pouvoir
empêcher l’apparition d’auto-intersections pour certaines formes complexes. Il ne prend pas
en compte non plus son environnement topographique immédiat, ce qui produit parfois des
chevauchements ou des superpositions avec d’autres entités géométriques. Il faut aussi faire
attention aux polylignes simpliﬁées qui sont réduites à un point (polyligne de longueur nulle).
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Par conséquent, de nombreux travaux ont successivement cherché à améliorer cet algo-
rithme. Ils ont permis d’accélérer son exécution [37] et de proposer entre autres d’y ajouter
des critères pour en préserver la consistance topologique [55].
L’approche de l’algorithme utilisé au chapitre 2 est plus simple. D’abord, les morceaux
de polylignes générées qui sont topologiquement erronés sont identiﬁés. Puis, l’algorithme DP
est de nouveau appliqué aux polylignes originales, mais avec une tolérance qui est réduite de
50 %. Ceci est eﬀectué jusqu’à ne plus avoir d’erreur topologique. Le pire cas étant de ne
pouvoir simpliﬁer la polyligne d’origine.
4.1.3 Méthodes de discrétisation alternatives
L’algorithme de Douglas-Peucker est une méthode de génération de maillage intégrée dans
certain SIG 2. Elle est très satisfaisante en première approche, mais elle n’a pas été dévelop-
pée spéciﬁquement pour cette tâche. Il est possible de développer des algorithmes alternatifs
qui seraient plus adaptés aux particularités d’un maillage pour les éléments analytiques. Ils
permettraient d’améliorer encore plus la qualité de la discrétisation qui est produite.
Pour développer ces algorithmes alternatifs, le choix a été fait de s’inspirer de l’algorithme
DP. En eﬀet, il a montré une grande eﬃcacité pour de forts changements de résolution et son
critère est pertinent pour faire la correspondance avec la notion de résolution du maillage.
De plus, l’analyse mathématique du chapitre 3 a montré que la simpliﬁcation reste moins
précise si ses sommets ne sont composés uniquement d’un sous-ensemble des sommets de la
représentation “continue”. En eﬀet, la meilleure représentation de l’arc de cercle par 3 segments
connectés n’a aucun sommet placé sur la courbe. Pour une répartition de charge constante
(et de ﬂux spéciﬁque constant) sur un arc isolé, la meilleure approximation obtenue est celle
équivalente à celle des moindres carrés.
Par conséquent, les deux nouvelles approches algorithmiques qui sont suggérées ici ex-
ploitent ces deux aspects en combinant l’algorithme DP et une approximation par moindres
carrés (ﬁgure 4.3). Ils conservent la consistance topologique des données et sont suﬃsamment
ﬂexibles pour être adaptés selon les besoins de l’utilisateur. Le choix de ces méthodes de dis-
crétisation a aussi été justiﬁé par leur relative facilité d’utilisation avec un SIG.
Le premier algorithme (least square DP) commence, comme l’algorithme DP, par joindre
les deux extrémités de la polyligne par un segment. Puis, le sommet qui est le plus éloigné
est sélectionné s’il se trouve au-delà de la distance de tolérance LDP , sinon la simpliﬁcation
s’arrête là.
Ce sommet divise les sommets d’origine en 2 groupes (ﬁgure 4.3). Le premier groupe est
2. Cet algorithme a par exemple été implémenté dans ArcInfo de Esri, 1996.
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composé des sommets situés entre le premier u0 et le sommet le plus éloigné uimax exclu. Le
deuxième groupe est composé des sommets situés entre le sommet le plus éloigné uimax (qui
est aussi exclu) et le dernier un.
Cercle de tolérance
Nouvelle position acceptée





Figure 4.3 – Méthode de localisation des sommets avec l’algorithme de génération du
maillage.
Une régression linéaire est calculée respectivement pour chacun de ces deux groupes, les ex-
trémités u0 et un étant des contraintes ﬁxées. Puis, la position potentielle x du nouveau sommet
p est calculée en minimisant l’erreur quadratique pondérée de la fonctionnelle J(x). Celle-ci
est déﬁnie en fonction des distances à chacune de ces 2 régressions linéaires di(x), i = 1, 2 et




li di(x) + Ldp dv(x) (4.1)
où li est la longueur des sous polylignes déﬁnies par chacun des 2 groupes et Ldp est la
tolérance déﬁnie dans l’algorithme DP. Si la position x du nouveau sommet est estimée en
dehors du cercle de rayon LDP , l’algorithme prend le point uimax pour sommet de la polyligne
simpliﬁée.
Cette procédure est récursivement reproduite pour chacune des sous-polylignes où le point
uimax est substitué par le point nouvellement calculé. L’algorithme se poursuit jusqu’à ce que
tous les sommets se trouvent à une distance qui est inférieure à la tolérance.
La deuxième version de l’algorithme (DP+least square correction) commence avec l’exé-
cution de l’algorithme DP. Puis, la position des sommets y est ajustée de sorte à minimiser
la fonctionnelle J(x), de la même manière que pour l’algorithme précédent (ﬁgure 4.3). Par
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conséquent, toutes les coordonnées des vertices initiaux doivent être gardées en mémoire.
L’avantage de cette méthode est qu’elle peut être utilisée après une simulation pour rectiﬁer
une partie de la géométrie de l’aquifère par exemple.
Ces méthodes algorithmiques ne sont pas dépendantes du type de courbes géométriques de
la discrétisation (arc curviligne, courbes de Bézier, . . . ). En eﬀet, l’interpolation par moindres
carrés peut permettre d’approcher les sommets initiaux par une courbe curviligne (ﬁgure 4.4).
Par contre, la méthode pour estimer l’écart entre les deux courbes devient non linéaire. Deux
méthodes peuvent être utilisées pour estimer l’écart maximal entre les deux courbes.
Cercle de tolérance
Nouvelle position acceptée






Figure 4.4 – Méthode de localisation des sommets avec l’algorithme de génération du maillage
curviligne.
Toutes ces méthodes ont pour point commun d’utiliser le critère spatial LDP qui correspond
à la résolution de la discrétisation qui est souhaitée sur le domaine modélisé. Cette résolution
peut être uniforme ou graduelle suivant l’objectif de la modélisation et de la résolution des
données disponibles. Prenons par exemple le cas d’un problème multi-échelles où une zone
précise intéresserait l’utilisateur. La résolution peut augmenter graduellement en fonction de
la distance à cette zone. Elle peut aussi être fonction d’une loi dépendante de la propagation
des erreurs de discrétisation dans les résultats de simulations, similairement aux lois qui ont
été estimées au chapitre 3.
Enﬁn, ces diﬀérentes méthodes algorithmiques sont facilement intégrables dans une pro-
cédure automatique de génération de maillage, en y apportant une certaine objectivité dans
la démarche de modélisation.
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4.1.4 Reconnaissance de formes elliptiques pour la discrétisation
Les solutions particulières développées pour l’ellipse sont très utilisées dans la méthode des
éléments analytiques. Elles succèdent naturellement à celles obtenues pour le point, le segment,
l’arc de cercle et le cercle. Ces solutions se calculent eﬃcacement tout en réduisant de manière
signiﬁcative le temps de calcul qui est nécessaire pour le calcul de la solution obtenue sur
un polygone de forme similaire. Extraire ces formes géométriques simples de l’ensemble des
données géoréférencées permet d’exploiter au mieux les possibilités oﬀertes par les éléments
analytiques. La simulation y devient plus eﬃcace et plus rapide.
La détection de cette primitive géométrique est un problème qui à été très étudié du fait
de ses possibles applications dans de nombreuses disciplines. La méthode qui semble la plus
pertinente pour notre problématique est la reconnaissance d’une ellipse d’après un ensemble
de points. En eﬀet, la résolution de la discrétisation est normalement nettement moins précise
que celle des données. Résoudre le problème pour une polyligne serait inadapté car la com-
plexité algorithmique y serait trop importante.
Beaucoup de méthodes ont été proposées pour détecter ces formes elliptiques. Pour dé-
tecter des formes simples dans les images, les algorithmes de “votes” comme la transformée
de Hough [28, 41] sont très populaires. Elles sont robustes et peuvent détecter plusieurs pri-
mitives en même temps, mais elles sont généralement assez lentes et requièrent une mémoire
importante. De toutes façons, elles ne sont pas vraiment adaptées à la structure topologique
des données d’un SIG.
L’autre famille est formée des méthodes d’optimisation qui cherche à minimiser une fonc-
tion d’objectivité (méthode des moindres carrés). Cette fonctionnelle caractérise la correspon-
dance entre la forme elliptique estimée et l’ensemble des points donnés. Ces méthodes assez
rapides ne peuvent faire correspondre qu’une seule forme à la fois, ce qui n’est pas gênant
pour notre problématique.
Les algorithmes qui en découlent sont typiquement basés sur la correspondance à une forme
conique générale [7, 33]. Des contraintes y sont ajoutées aﬁn d’avoir une solution de la forme
d’une ellipse. Dans le cas de données incomplètes ou non uniformes, des améliorations des mé-
thodes précédentes ont été proposées selon une approche directe par moindres carrées [31, 32].
Ces divers travaux ont permis de rendre eﬃcaces les algorithmes permettant de faire corres-
pondre une ellipse avec un ensemble de points. Comme les données SIG sont assez régulières,
les méthodes d’optimisation classiques basées sur une forme conique générale sont suﬃsam-
ment eﬃcaces pour apporter une solution adaptée à notre problématique.
La structure topologique des données est d’abord considérée “correcte”. Chaque polygone
doit être formé d’une polyligne fermée où les vertices sont espacés d’une distance inférieure à
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LDP . La démarche adoptée est d’appliquer l’algorithme d’optimisation de forme aux vertices
de la polyligne pour en obtenir une ellipse (ﬁgure 4.5).
Cela peut se faire automatiquement sur toutes les formes polygonales. Il serait néanmoins
plus approprié que l’utilisateur fasse une présélection de ces formes polygonales.
Nœud
Ellipse
Figure 4.5 – Schématisation d’une ellipse obtenue par une optimisation de forme utilisant
les vertices d’une polyligne fermée.
Ensuite, plusieurs critères peuvent servir de contrainte à l’algorithme d’optimisation de
forme pour permettre de vériﬁer un certain niveau de correspondance entre l’ellipse estimée et
sa polyligne. Ces critères peuvent aussi permettre de valider ou non la correspondance entre
une estimation d’ellipse générée et sa forme polygonale d’origine :
– le critère de l’écart entre les centres de gravité,
– le critère de la correspondance des aires avec un écart inférieur à π L2DP .
Ensuite, il s’agit d’estimer la correspondance entre les deux formes par une estimation de
l’écart maximal entre celles-ci. C’est une estimation en norme inﬁnie de l’écart entre les deux
courbes géométriques.
L’estimation ne peut être appliquée directement sur l’ellipse. Les intersections entre l’el-
lipse et la polyligne d’origine doivent être préalablement calculées ou alors cela doit être fait
durant l’algorithme. Ensuite, pour Hausdorﬀ, des points espacées d’une distance inférieure à
LDP sont déﬁnis le long de l’ellipse. Pour cela, les 4 extrémitées de l’ellipse sont pris en compte
puis les points sont répartis uniformément selon un intervalle inférieur à LDP .
Ensuite, nous calculons la distance de chacun des sommets à la courbe elliptique. Si un des
sommets se trouve au-delà de la distance de tolérance LDP , la forme elliptique est considérée
invalide. Sinon, nous déﬁnissons par umax le point le plus éloigné de l’ellipse. Sa distance carac-
térise le niveau de correspondance entre le polygone et l’ellipse. Une approximation elliptique
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acceptable aura une correspondance au polygone inférieure à LDP .
L’estimation de la distance d’un point à une ellipse est un algorithme non linéaire. D’autres
méthodes plus performantes comme la distance de Hausdorﬀ (présentée à la section 4.2.2)
peuvent être utilisée pour estimer la norme inﬁnie entre les 2 formes géométriques. Elle s’ap-
plique sur chacune des sections déﬁnies entre 2 intersections entre l’ellipse et la polyligne
fermée.
4.1.5 Préservation des propriétés physiques
Dans le processus de discrétisation suivi au chapitre 2, nous avons pu mettre en évidence
les notions d’approximations algébrique et géométrique :
 L’approximation géométrique est la simpliﬁcation de la représentation spatiale de l’infor-
mation. Pour les AEM, cela consiste à simpliﬁer la représentation vectorielle du modèle
“continu”. Pour les FDM, c’est la traduction de cette représentation vectorielle en une
grille.
 L’approximation algébrique consiste à dégrader les valeurs imposées sur cette forme géo-
métrique. Cela permet de conserver une certaine analogie avec les propriétés physiques
des entités de l’aquifère.
Ces deux types d’approximation sont étroitement liés puisqu’une modiﬁcation de la géo-
métrie implique une erreur sur les données algébriques attachées et réciproquement.
Chacune des formes géométriques possède des attributs algébriques qui se rapportent aux
caractéristiques physiques de l’élément hydrogéologique. Pour rectiﬁer l’erreur qui est induite
par la modiﬁcation de la géométrie, il faut modiﬁer la valeur des caractéristiques physiques
attribuées aux entités hydrogéologiques. Ainsi, on conserve la correspondance physique par
rapport à la condition physique “continue”.
L’expression de la condition de “rivière” (déjà été exposé au chapitre 2) exprime le ﬂux
maille
















Ces équations sont fonction du niveau d’eau du ﬂeuve φr, de la charge piézométrique de
la nappe φn avec E l’épaisseur du lit, kz la perméabilité locale et W la largeur de la rivière.
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La correction de l’attribut physique est donnée en fonction de la longueur L˜ ou de l’aire










Pour les cas d’une condition de ﬂux sur une polyligne ou de recharge sur un polygone, la










où A˜ [L2] est l’aire de la simpliﬁcation de forme polygonale ou elliptique.
4.2 Estimation de l’erreur de discrétisation
4.2.1 Notion d’éléments actifs et passifs
Les éléments analytiques peuvent être classiﬁés en fonction de leur inﬂuence sur l’écoule-
ment. Les éléments “actifs” sont nommés ainsi car ils génèrent un ﬂux par nature. Ces éléments
représentent les conditions limites de type Dirichlet ou Neumann. La condition imposée sur
l’objet peut changer, mais ils sont toujours construits à partir de l’élément analytique “linesink”
(ligne source) qui est l’élément mathématique à l’origine du ﬂux.
Du fait qu’ils créent un écoulement dans l’aquifère, leur inﬂuence s’étend théoriquement
jusqu’à l’inﬁni. Une erreur de discrétisation implique une propagation de l’erreur de simulation
sur tout le domaine.
Les éléments dit “passifs” ne font que réagir aux autres éléments. Ils se construisent à
partir d’une “linedoublet” (ligne doublet) et ne produisent donc pas d’écoulement. Ils sont
calculés en fonction de l’inﬂuence des autres éléments. Ils aﬀectent localement l’écoulement,
par conséquent ils introduisent une erreur de modélisation spatialement borné.
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4.2.2 Mesures spatiales de la discrétisation
La méthode la plus naturelle pour estimer l’erreur de discrétisation est de comparer l’écart
géométrique entre les formes originelles et leurs approximations. Plusieurs méthodes de me-
sures spatiales sont possibles pour évaluer la qualité du maillage.
La distance de Hausdorﬀ dH permet d’estimer cette erreur spatiale selon une approximation
discrète de la norme inﬁnie. Elle s’exprime en fonction de l’ensemble des vertices U de la
polyligne originelle et de ceux de la forme simpliﬁée V par :
dH(U, V ) = max (h(U, V ),h(V,U)) (4.8)
avec












Figure 4.6 – Représentation de la distance de Hausdorﬀ.
Plus l’échantillonnage des courbes est ﬁn, plus cette distance se rapproche de la norme
inﬁnie L∞, mais alors cette méthode peut devenir coûteuse. Pour aﬃner la précision de cette
erreur, la méthode alternative revient à estimer la distance d’un point à la courbe en minimi-
sant la distance entre ce point et sa projection sur la courbe. La distance D est alors calculée
par :
D(U, V ) = max
u∈U
{dist(u, V )} (4.10)
où dist(u, V ) est la distance entre le point u et la forme géométrique V . Elle se caractérise
par la distance minimale entre le point u et une projection sur V .
Il peut être aussi très utile de comparer les formes géométriques par des critères spatiaux
faciles à estimer :
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– L’aire entre le maillage obtenu et le contour original,
– La diﬀérence de périmètre entre la courbe du maillage et l’originale.





Discrétisation de la rive gauche
Contour original de la rive gauche
Fleuve Loire
Bassins
0 50 10025 mètres
Figure 4.7 – Mesures spatiales de la discrétisation.
Avec la même idée, la discrétisation algébrique peut être évaluée en utilisant la norme
quadratique entre les valeurs d’origines et les nouvelles. Puisque les représentations algébrique
et géométrique sont fortement liées entre elles, ces critères doivent être interprétés avec pré-
caution.
Ces mesures de la discrétisation restent spatiales. Elles permettent de bien évaluer l’erreur
sur les éléments passifs puisque leur erreur est essentiellement due à la représentation spatiale
de ces éléments (ils ont un débit nul). Par contre, l’erreur induite par les éléments actifs est
aussi due au ﬂux généré. C’est pourquoi, nous avons développé des estimateurs plus adaptés
à ce type d’élément.
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4.2.3 Estimateur local a posteriori
Nous avons établi un critère local permettant d’estimer l’erreur de discrétisation en fonction
du résultat de simulation. Il sert pour les entités hydrogéologiques du type “actif” comme par
exemple la condition “rivière”.








C’est un critère sans dimension qui dépend du débit total Q généré par l’élément, de sa
longueur L, de l’aire A située entre la polyligne originelle et sa simpliﬁcation, de la résolution
LDP issue du processus de discrétisation et de la transmissivité maximale de l’aquifère donnée






Figure 4.8 – Schématisation de l’estimateur local.
La première partie du critère peut être interprétée au signe près comme une estimation







avec qmoy et φmoy des valeurs moyennées sur la ligne.
La deuxième partie du critère est formée de paramètres spatiaux et représente un dimen-
sionnement de l’élément en fonction d’une résolution déﬁnie par LDP .
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4.2.4 Estimateur global a posteriori
Nous souhaiterions maintenant estimer cette erreur de discrétisation à une échelle plus
globale. Pour cela, nous établissons un critère non dimensionnel d’une façon similaire au











où .i représente l’élément i avec son débit total Qi, son aire Ai et sa longueur Li. Le sgni










Figure 4.9 – Schématisation de l’estimateur global.
Le critère Ed est l’erreur cumulée d’une partie du maillage. Cela peut être vu comme
une représentation de l’erreur de maillage à une échelle déﬁnie par le diamètre de l’enveloppe
convexe intégrant cette partie du maillage. Cet estimateur permet d’estimer l’inﬂuence qu’aura
l’erreur de discrétisation d’une partie de maillage sur l’ensemble de la modélisation.
Utiliser ces estimateurs d’erreur en complément de la mesure spatiale de la discrétisation
permet d’avoir une idée assez complète de l’erreur de discrétisation.
Avant tout, il serait intéressant de tester la robustesse de ces estimateurs sur un cas d’étude
théorique comme ceux présentés aux chapitre 3. Par exemple, la robustesse de l’estimateur
local pourrait être vériﬁé sur le 1er cas théorique (cas avec un potentiel imposé constant). Cela
consisterait à étudier la sensibilité de ce critère par rapport aux diﬀérent paramètres Φ0 z0 et
β.
109
Chapitre 4 Nouvelles approches de discrétisation
4.3 Vers un outil d’aide à la discrétisation
Ce travail a montré des extensions possibles de l’algorithme de Douglas-Peucker pour
réduire au maximum les erreurs qui sont induites par la discrétisation. Elles combinent cet
algorithme de Douglas-Peucker et une approximation par moindre carré. Leurs avantages sont
leur intégration facile dans un SIG aussi bien que la possibilité d’utiliser une discrétisation
avec des éléments de formes géométriques plus sophistiquées comme les éléments curvilignes.
Cette démarche de discrétisation peut intégrer des éléments analytiques dont la géométrie est
une ellipse pour oﬀrir un panel de possibilités très variées. Il serait alors intéressant de pouvoir
estimer la meilleure géométrie du point de vue algorithmique.
Avec ces algorithmes, de nombreux outils permettent d’évaluer l’erreur de discrétisation,
ainsi que les erreurs de simulation induites. Par conséquent, l’utilisateur peut évaluer la qualité
globale de son modèle avant et après la simulation. Il peut choisir d’ajuster ou de raﬃner le
maillage avant ou après la simulation pour satisfaire au mieux son objectif de modélisation.
L’intérêt que présenterait un processus semi-automatique de discrétisation adapté à une
structure objet et vectorielle dans le SIG découle de cette partie du travail. Ces diﬀérents
algorithmes pourraient s’intégrer dans un outil d’aide à la discrétisation qui permettrait à
l’utilisateur d’avoir à sa disposition plusieurs outils pour l’assister dans ses tâches de modéli-
sation, en contribuant ainsi à une grande rigueur dans sa démarche de modélisation.
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Nouveaux éléments analytiques 1D en
régime transitoire
L
a méthode des éléments analytiques pour le régime permanent a été présenté lors des
précédents chapitres. Tout en conservant la représentation objet des éléments analy-
tiques, de nouveaux éléments ont aussi été mathématiquement développés pour résoudre une
variété de problèmes plus importante Strack [66, 65]. Chacun de ces éléments analytiques
permet de représenter un comportement physique comme le “leakage”. Cela représente les dif-
férents échanges verticaux qui peuvent intervenir entre 2 aquifères séparés par un aquitard,
mais aussi lors de la représentation d’un écoulement souterrain en régime transitoire.
Pour le régime transitoire, il s’agit de résoudre l’équation fondamentale en régime transi-
toire tout en conservant une décomposition de la solution en éléments analytiques. Nous avons
choisi de résoudre le problème d’une variation brusque du niveau d’eau d’une rivière s’écou-
lant dans un milieu aquifère. Par une discrétisation ﬁnie du temps, la solution de ce problème
pourrait aisément représenter les variations temporelles du niveau d’eau d’une rivière.
Nous avons choisi de résoudre d’abord ce problème en 1D pour limiter les erreurs dues au
calcul des éléments analytiques eux-même et se focaliser sur le comportement numérique de
la résolution.
5.1 Problème physique
Nous considérons la simulation d’une variation brusque de potentiel de charge sur une
coupe verticale d’un aquifère centrée sur une rivière positionnée en x = 0 (ﬁgure 5.1). L’aqui-
fère est libre, de milieu considéré homogène et isotrope, de perméabilité k [L/T ] et de coef-
ﬁcient d’emmagasinement Sp [.]. La base de l’aquifère est horizontale et considérée comme
imperméable. Le niveau initial de la nappe est considéré constant et d’élévation de référence
Φ = 0.
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Figure 5.1 – Variation brusque de potentiel
La rivière subit une variation brusque du niveau d’eau à t = 0. Le saut eﬀectué est de
Φ1 − Φinit.
Les conditions du problème physique sont alors :
Φ(x, 0) = Φinit pour x 6= 0 (5.1)
Φ(0, t) = Φ1 pour t ≥ 0 (5.2)
5.2 Formulation générale
Rappelons l’expression du potentiel complexe Φ [L3/T ] :
Φ = k hφ− 1
2






où x3 est l’axe de coordonnée verticale et h [L] la hauteur d’eau dans la nappe phréatique.
Notons que dans un aquifère libre, nous pouvons choisir la charge piézométrique φ telle que
φ = h.
L’approximation de Dupuit selon laquelle la charge piézométrique est constante sur la
verticale permet de déduire la propriété suivante :
φ = φ = h (5.4)





De plus, l’équation fondamentale d’un écoulement en régime transitoire, obtenue par le







où Sp [.] est le coeﬃcient d’emmagasinement et N [L/T ] l’inﬁltration verticale uniforme.















Pour l’étude, h(x, t) est considéré de variation faible en temps et en espace. Ainsi, cette
équation est simpliﬁée en considérant la moyenne spatiale et temporelle de la hauteur d’eau









où α [L2/T ] est le coeﬃcient de diﬀusivité. Notons qu’il est possible de prendre en compte
une diﬀusivité non constante, mais les solutions exactes de cette équation ne sont plus exploi-
tables. De plus, pour l’étude proposée ici, cela complique inutilement la forme des solutions
obtenues.





Pour donner un ordre d’idée physique, des valeurs proches de celle d’un aquifère alluvial
peu épais (l’Écozone du Forez par exemple) sont prisent en compte. Soit une perméabilité
moyenne k ≈ 10−3m/s avec sa valeur maximum kmax = 510−3m/s, une hauteur d’eau
moyenne hmoy ≈ 5m avec |h− hmoy| < 1m, et un coeﬃcient d’emmagasinement encadré par
0.2 ≤ Sp ≤ 0.3 ; une estimation de l’erreur ∆α est :
|∆α| =
∣∣∣∣k (h− hmoy)Sp
∣∣∣∣ < 0.05m2/s (5.11)
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5.3 Solution exacte
La solution exacte de ce problème, donnée par Carslaw et Jaeger [9] est :
















La fonction erfc(u) tend vers 0 lorsque u tend vers l’inﬁni. Nous pouvons donc déﬁnir umax
fonction d’une précision numérique ǫ et de la variation de charge Φ1 −Φinit tel que
erfc(umax)
Φ1 −Φinit ≤ ǫ (5.15)
Ainsi, pour u > umax, le potentiel Φ = Φinit + ǫ peut être assimilé à Φinit. Cela nous
permet d’en déduire la distance d’inﬂuence d du potentiel Φ atteinte lorsque u = umax :
d =
√
4α t umax (5.16)
Maintenant, calculons analytiquement la solution exacte de γ(x) qui représente le Laplacien














La solution exacte γ(x) peut donc s’écrire











5.4 Résolution du problème en régime transitoire
5.4 Résolution du problème en régime transitoire
Nous proposons de résoudre ce problème par un schéma aux diﬀérences ﬁnies centrées en






















Φ est une fonction harmonique,
b
Φ est une fonction bi-harmonique,
ns
Φ est une série
polynômiale permettant de satisfaire l’équation diﬀérentielle au sens des moindres carrés.
Pour justiﬁer cette forme, nous remarquons d’abord que l’équation 5.20 peut se mettre











Considérons Φn avec n ∈ N déﬁnis par ∇2Φn = Φn−1
λ

































Φ = −N (5.27)
alors Φ est bien solution de l’équation 5.22.
Une série de fonctions singulières Φn de degré impaire et une fonction
ns
Φ non singulière
pouvant être représentée par une série de monômes est ainsi obtenue.
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les dérivées successives du potentiel Φ tendent vers zéros. Nous considérons qu’à partir
de l’ordre 6, il est suﬃsant de les approcher par une fonction non singulière. La fonction
ns
Φ
introduite permet de toujours vériﬁer l’équation de diﬀusivité (équation 6.1) aux points de
contrôles du domaine. Elle permet donc d’approcher tous les termes singuliers non pris en
compte directement.
Dans la suite, les formes analytiques choisies pour les potentiels 1D sont justiﬁées par
rapport aux potentiels complexes 2D existants.







Nous allons construire des fonctions équivalentes aux fonctions analytiques 2D existantes







les appellerons éléments analytiques 1D en référence à leurs homologues 2D. Celles-ci seront
choisies de telle sorte que Φ et γ soient nulles et de dérivées nulles en limite d’inﬂuence du
phénomène transitoire, i.e. une racine de multiplicité 4.
Dans un premier temps, nous verrons la forme 1D de l’élément linesink
a
Φ. C’est une
singularité harmonique qui était déjà utilisée dans la méthode des éléments analytiques en
régime permanent et qui permet de modéliser une répartition de source. Ensuite, la forme
de l’élément divergence linesink
b
Φ permettant de modéliser l’inﬁltration verticale générée par
la répartition de source sera développée. Enﬁn, la forme du potentiel non singulier
ns
Φ sera
explicitée. Cet élément permet de représenter les phénomènes assimilés comme non singuliers.
Dans notre cas, cela permettra de satisfaire l’équation de diﬀusivité en des points choisis dans
le domaine.
5.5.1 Forme de l’élément linesink
Pour représenter au mieux l’inﬂuence d’un élément linesink dans le cas à une dimension,
nous avons choisi de partir de la forme bi-dimensionnelle de l’élément linesink avec répartition
















avec L la longueur de l’élément. Le changement de variables suivant est utilisé :
Z =
z − 12 (z1 + z2)
1

















Figure 5.2 – Potentiel complexe 2D d’une linesink de densité σ constante
Cet élément, schématisé sur la ﬁgure 5.2 est positionné sur l’axe imaginaire et centré en 0.
L’évaluation sur l’axe réel d’un élément linesink de longueur inﬁnie permettra de représenter
l’inﬂuence d’une singularité dans le cas à 1 dimension.
Le potentiel
a





[g0 + g0] = ℜ(g0) = σ G˜a(z) (5.31)































































Choisissons C = 0 et faisons tendre L vers l’inﬁni, alors nous obtenons l’expression ﬁnale
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Cette fonction est harmonique pour z ∈ R\{0} et sera exprimée avec la variable locale X.
Un polynôme de correction est ensuite ajouté pour permettre d’avoir la propriété souhaitée


































Cette expression sera utile lors du calcul de γ pour la résolution du problème numérique.
5.5.2 Forme de l’élément divergence linesink
Soit
b
Φ déﬁni par :
b
Φ = σγ Gb(X) (5.38)
La fonction
b









Ce qui est bien une fonction bi-harmonique en X.
Pour faire la correspondance avec les éléments 2D développés par Strack, nous pouvons
remarquer que la partie réelle de l’intégrale double en Z et Z d’une fonction complexe est
égale à l’intégrale double en X de la partie réelle de cette fonction. Cette fonction correspond
exactement à la partie réelle 1D de la fonction divergence linesink 2D.
De même que pour l’élément linesink, pour permettre d’avoir le comportement souhaité à
la distance d’inﬂuence d pour chaque pas de temps (racine de multiplicité 4), un polynôme de



















5.5 Formes analytiques des différents potentiels


















Cette expression analytique sera également utile lors du calcul de γ pour la résolution du
problème numérique.
5.5.3 Équivalent 1D du potentiel non singulier











amn Tm(Z)Tn(Z) + amn Tm(Z)Tn(Z)
 (5.43)
où ζ = 1 le long d’une ellipse représente la distance d’inﬂuence de l’élément.
Les polynômes de Tchebychev ont la propriété suivante [1] :
2TmTn = Tm+n + Tm−n pour m ≥ n (5.44)
Cela nous permet d’en déduire la forme équivalente à une dimension :
ns




où ζ = 1 pour une distance d qui représente la distance d’inﬂuence de l’eﬀet transitoire de
l’élément. Son expression en coordonnées locales X =
x
d






où Gn(X) = (X2 − 1)4 Tn(X).
Par la suite, la notation Tn(X) = Tn sera considérée par souci de simpliﬁcation d’écriture
des polynômes de Tchebychev.
Le Laplacien de
ns












puisque Gn(X) = (ζ2 − 1)4 Tn(X), la dérivée première est obtenue :
∂Gn
∂X
= 4(ζ2 − 1)3 2X Tn + (ζ2 − 1)4 T ′n (5.48)
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48 (ζ2 − 1)2X2 + 8 (ζ2 − 1)3] Tn + 16X (ζ2 − 1)3 T ′n + (ζ2 − 1)4 T ′′n (5.49)
5.5.4 Calcul de Tn, T ′n et T
′′
n
Le calcul numérique des polynômes de Tchebychev s’eﬀectue de façon classique à l’aide de
la formule de récurrence suivante :
Tn+1 = 2X Tn − Tn−1 (5.50)
avec T0 = 1 et T1 = X.
Le calcul de la dérivée des polynômes de Tchebychev s’obtient en dérivant la formule de
récurrence précédente :
T ′n+1 = 2Tn − 2X T ′n − T ′n−1 (5.51)
avec T ′0 = 0 et T
′
1 = 1.
Une dérivation des termes de l’équation diﬀérentielle précédente nous permet d’en déduire
la relation pour le calcul de la dérivée seconde des polynômes de Tchebychev T ′′n :
T ′′n+1 = 4T
′
n + 2X T
′′
n − T ′′n−1 (5.52)
avec T ′0 = 0 et T
′
1 = 0.
Tous ces développements analytiques nous permettrons d’obtenir la forme de la matrice
d’inﬂuence et du second membre du système d’équations 5.20 à résoudre.
5.6 Assemblage de la matrice d’influence et du second membre
Pour résoudre ce système, nous avons choisi de combiner un schéma numérique en temps
(diﬀérences ﬁnies centrées) avec une méthode de résolution par moindres carrés pour chacune
des itérations. Pour bien résoudre ce problème, il est nécessaire de choisir judicieusement les
conditions aux limites à imposer qui seront assimilées à des contraintes pour les moindres
carrés.
Lors de la résolution, il faudra faire attention au phénomène de Runge [24] qui est no-
tamment très bien mis en évidence lors de l’utilisation d’une interpolation de Lagrange avec
répartition uniforme des points de contrôles sur le domaine D = [−1, 1]. Nous noterons sa
frontière par ∂D = {−1, 0, 1}.
Par souci de simpliﬁcation des écritures, nous considérons que l’état initial Φ0 se situe
au niveau de référence 0, ainsi Φ0 = 0, et que le saut eﬀectué est unitaire, ainsi Φ1 = −1.
Le problème peut toujours être ramené à un problème plus classique de niveau de référence
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quelconque par une simple translation et de saut de potentiel quelconque par un facteur
d’échelle sur l’altitude.
5.6.1 Points de contrôles
Pour satisfaire l’équation diﬀérentielle, des points de contrôles {Xj , j = 1, .., J} répartis
dans le domaine sont utilisés. Le nombre de ces points devra toujours être supérieur au degré
du polynôme d’interpolation, c’est à dire J > N , pour permettre d’avoir un système sur-
déterminé.







avec j = 1, .., Jloc (5.53)
Puisque la répartition des points de contrôles peut être un facteur inﬂuençant la résolu-
tion, nous allons aussi étudier deux autres répartitions de points de contrôles diﬀérentes : la
répartition uniforme classique excluant le point X = 0 et une répartition suivant la solution
exacte et déﬁnie par :
Yj = erf(umaxXj) avec j = 1, .., Jloc (5.54)
où {Yj, j = 1, .., Jloc} est une répartition équidistante sur ]0, 1[.
Ensuite, un découpage et une normalisation de l’espace sur [−1, 0[ et ]0, 1] sont eﬀectués
pour permettre de garder une symétrie par rapport au point de singularité X = 0. Notons
que puisqu’une condition vériﬁée exactement sera imposée, il est inutile de le prendre comme
point de contrôle. Il sera donc exclus.
5.6.2 Conditions à vérifier par le système d’équations à résoudre







Φ(X) = σGa(X) (5.56)
b
Φ(X) = σγ Gb(X) (5.57)

















le système de coordonnées locales et le potentiel complexe Φ(X) recherché
sous la forme :




Incluons l’équation 5.59 dans le système d’équations 5.58. Le système d’équations suivant













Φ0(Xj) + γ0(Xj) (5.60)
Ce qui s’exprime sous forme matricielle par :
M a = b (5.61)
ou encore, sous une forme plus développée :









































































pour n = N + 2
(5.63)




Φ0(Xj) + γ0(Xj) (5.64)
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et a, contenant les coeﬃcients inconnus du système, est déﬁni par :
an+1 =

an pour 0 < n < N
σ pour n = N + 1
σγ pour n = N + 2
(5.65)
Notons que les fonctions Φ0 et γ0, calculées à l’itération précédente, doivent être réévaluées









pour X < dd0
0 pour X ≥ dd0
(5.66)
où d0 correspond à la distance d’inﬂuence de l’itération précédente.
Enﬁn, il est nécessaire d’initialiser les valeurs de Φ(x) et γ(x). Celles-ci seront considérées
égales au potentiel de référence Φ0 = 0.
Soit ‖ ‖2 la norme euclidienne discrète associée aux points de contrôles Xj . Résoudre
ce système au sens des moindres carrées signiﬁe que nous devons minimiser la fonctionnelle
quadratique suivante :
J(a) = ‖Ma− b‖22 (5.67)
Le problème devient alors
Chercher a ∈ RN+3 tel que J(a) = ‖Ma− b‖22 soit minimale (5.68)
En exprimant que a, solution de ce problème, annule la diﬀérentielle de la fonctionnelle
J(a), c’est à dire J ′(a) = 2M ′ (Ma−b) = 0, nous montrons que le problème 5.68 est équivalent
au système linéaire suivant :
MtMa = Mb (5.69)
Notons que cette équation est appelée équation normale associée au problème des moindres
carrés. La matrice MtM étant symétrique déﬁnie positive, les méthodes de Choleski ou du
gradient conjugué peuvent être utilisées. Cependant, les équations normales sont souvent assez
mal conditionnées. Une méthode basée sur la décomposition QR (Quasi-Réversibilité) de la
matrice A [13] est préférable.
5.6.3 Contraintes du système d’équations à vérifier
Pour avoir un problème mathématique bien posé, les conditions aux limites doivent être
vériﬁées exactement. Cela se traduit par des contraintes à imposer lors de l’utilisation de
la méthode des moindres carrés. Nous parlons alors de méthode des moindres carrés avec
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contraintes.
Rappelons que la forme de la fonction Φ à été choisie de sorte à avoir une racine de mul-
tiplicité 4 en limite d’inﬂuence du phénomène transitoire, i.e. pour |X| = 1. Ainsi, la solution
numérique est implicitement contrainte. Mais, il est nécessaire de contraindre le système au
point singulier X = 0 sur les fonctions Φ et γ ainsi que leurs dérivées. Le problème sera alors
mathématiquement bien posé.
Les deux premières conditions sur Φ et γ sont déﬁnies par :
Φ(0) = Φ1 = −1 (5.70)
γ(0) = ∇2Φ(x) = 0 (5.71)
Une relation entre les singularités d’ordre un et d’ordre trois en x sera aussi imposée. Elle
permettra d’établir une relation entre σ, σγ du pas de temps actuel et σ0, σγ0 du pas précèdent.
Notons que cela correspond ﬁnalement à mettre une condition sur les dérivées premières de Φ
et γ en zéro.
Soit Φ˜(x) la partie singulière du potentiel Φ. Elle s’exprime par :







Le coeﬃcient du terme singulier d’ordre un, que nous noterons Φ(x)||x|, équivalent à la














De même, le coeﬃcient du terme singulier d’ordre un de la fonction γ(x), que nous noterons















En utilisant les équations 5.73 et 5.74, les termes singuliers d’ordre un peuvent être iden-





























Nous remarquons que les contraintes exprimées par les relations 5.70, 5.71 et 5.75 peuvent
s’exprimer sous la forme d’un système linéaire fonction des inconnues a du système d’équations.
Ce qui peut se mettre sous la forme :
Qa = c (5.76)
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où Q est la matrice des contraintes de dimension 3 × (N + 3) et c est le second membre
du système de contraintes de dimension 3× 1. Leurs expressions sont données par
Qn+11 =

Gn(0) pour 0 < n < N
Ga(0) pour n = N + 1



























pour n = N + 1
− 1
2 d3




an pour 0 < n < N
σ pour n = N + 1




















Un algorithme de résolution par moindres carrés avec contraintes est utilisé. Cela signiﬁe
que nous allons chercher à minimiser la fonctionnelle J(a) (équation 5.67) dans le domaine
restreint par la contrainte linéaire précédente (équation 5.76). Le problème à résoudre devient
alors :
Chercher a ∈ {RN+3/Qa = c} tel que J(a) = ‖Ma− b‖22 soit minimale (5.82)
Nous pouvons montrer que cela revient ﬁnalement à résoudre le système suivant :





a = â+ Q˜ (c−Q â)
(5.83)
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Ces équations sont appelées équations normales associées au problème des moindres carrés
sous contrainte. De même que pour la méthode des moindres carrés ordinaire et puisque la
matriceMtM est symétrique déﬁnie positive, il est possible d’utiliser les méthodes de Choleski
ou du gradient conjugué. Pour les mêmes raisons que précédemment (équations normales mal
conditionnées), nous leur préférons une méthode basée sur la décomposition QR de la matrice
A [13]. Ce qui serait une amélioration à apporter au code de calcul.
Cette méthode de résolution à été développée de façon à conserver le principe de superposi-
tion des potentiels complexes. Il est ainsi possible d’ajouter un potentiel complexe représentant
l’inﬂuence des autres éléments du “modèle aquifère” au modèle numérique développé ici.
Une méthode de résolution numérique assez complexe à été mise en évidence. Celle-ci
combine une méthode discrétisée en temps et une méthode d’approximation de fonction par
moindres carrés sous contraintes. Ces deux approches ne sont généralement pas associées entre
elles lors de la résolution de problème physique. Elle ne rentre donc pas dans les méthodes
de résolution classique que nous pouvons trouver dans la littérature. Il est donc nécessaire
d’analyser numériquement le comportement du modèle. Cela permettra d’en déduire le com-
portement numérique d’un modèle utilisant les éléments analytiques 2D.
5.7 Un premier résultat numérique
Par la suite, un coeﬃcient de diﬀusivité α = 1 est considéré et nous nous focalisons sur
le cas d’une variation brusque unitaire du niveau de la rivière, i.e. Φ1 = −1. De plus, l’état
initial sera considéré constant de potentiel de référence Φ0 = 0.
Un premier résultat numérique est représenté sur la ﬁgure 5.3. Un extrait du script de
résolution sous Scilab montre les paramètres qui ont été utilisés :
nbpts = 100; //Nombres de points de contrôles répartis aux racines
des polynômes de Tchebychev
N = 6; //Degré du polynôme de la partie non singulière
Dt=.1; //Pas de temps
NBiter = 10; //Nombre d’itérations maximale
La ﬁgure 5.3 compare les solutions numériques de Φ et γ obtenues après une itération
et les solutions exactes obtenues d’après les résultats théoriques (équations 5.13 et 5.19). La
ﬁgure 5.4 montre l’évolution de la norme euclidienne du résidu Emc = ‖M a− b‖2 induit par
la résolution par moindres carrés en fonction de l’itération du schéma numérique.
Notons que l’écart entre la solution numérique γ et sa solution exacte γex est dépendant
d’un facteur d’échelle ∆t par rapport à l’erreur sur la solution Φ. Le facteur 1∆t apparaissant
dans l’équation 5.58 explique cette observation.
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Calcul de Phi et gamma après 10 itérations en temps
x
Phi et gamma
Figure 5.3 – Comparaison entre les solutions numériques de Φ et γ après 10 itérations avec
leurs solutions exactes respectives












Evolution de Emc dans le temps
it
Emc
Figure 5.4 – Évolution de l’estimateur d’erreur Emc = ‖M a− b‖2 en fonction de l’itération
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Notons que les coeﬃcients an pour n impaire sont nuls. Cela se justiﬁe par la parité en
X = 0 de la fonction Φ recherchée et du fait que tout polynôme de Tchebychev de degré
impair est impair.
5.8 Comportement des termes singuliers d’ordre un et trois
Les termes singuliers calculés à partir de la solution numérique seront comparés par rapport
à ceux obtenus d’après les solutions exactes Φex(x) (équation 5.13). Utilisant les valeurs Φ0 = 0
et Φ1 = −1, la solution exacte s’exprime :
Φ(x) = −1 + erf(u) avec u = |x| 1√
4αt
(5.84)







n! (2n + 1)
(5.85)













Utilisant l’expression numérique des termes singuliers d’ordre un et trois de Φ, les inconnues






















Représentons les relations formulées par les équations 5.88 et 5.89 sur la ﬁgure 5.5 et
observons leur évolutions temporelles.
Les termes de gauche correspondent aux singularités calculées (courbes bleu et cyan) et les
termes de droite correspondent aux singularités exactes (courbes noire et verte). Notons que
les paramètres utilisés sont les mêmes que pour le calcul précédent représenté sur la ﬁgure 5.3.
L’évolution de l’erreur sur la singularité d’ordre 2 à été factorisé par ∆t. Il est ainsi facile de
remarquer que l’amplitude et le comportement des erreurs deviennent similaires.
Une convergence rapide de chacune des singularités calculées vers leurs solutions exactes
respectives est observée. Cela conﬁrme le comportement de la solution déjà observé sur la
ﬁgure 5.3.
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Ordre 2 exacte (x Dt)
Ordre 1 calculer (x Dt)
Evolution temporelle des singularités d’ordres un et deux
t
singularités
Figure 5.5 – Singularités d’ordre un et deux exactes et calculés
Sans conclure déﬁnitivement, nous pouvons déjà remarquer que la solution numérique né-
cessite un certain nombre d’itérations avant d’obtenir un comportement régulier de la solution
numérique.
5.9 Étude de la consistance du schéma numérique
La consistance est la propriété qui traduit le fait que toute solution exacte régulière vériﬁe
le schéma discret avec une erreur qui tend vers 0 quand ∆t → 0. Notons Φ 1
2
la valeur du
potentiel calculé au temps t+ ∆t2 .
Soit les développements de Taylor de Φ en fonction de Φ 1
2
et de Φ0 en fonction Φ 1
2
:





























(γ + γ0) (5.92)
L’erreur de troncature ET représente l’erreur commise en remplaçant les dérivées partielles
exactes par leurs approximations dans l’équation diﬀérentielle. Nous avons ET = O(∆t2), ce
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qui correspond à une consistance d’ordre 2 du schéma numérique.
Pour mettre en évidence l’évolution de cette consistance, les solutions exactes Φex et γex
calculées précédemment sont intégrées dans le schéma numérique. L’erreur de troncature ob-
tenue au temps t avec un pas de discrétisation ∆t peut ainsi être estimée en utilisant :
2
α∆t
Φex(t) + γex(t) =
2
α∆t
Φex(t+∆t)− γex(t+∆t) + ET (5.93)













ET en fonction du pas de temps Dt pour t=1
log(Dt)
log(ET)
Figure 5.6 – Représentation des valeurs calculées de l’erreur de troncature du schéma numé-
rique (eq. 5.93) au temps t = 1
En eﬀectuant une régression linéaire sur les valeurs calculées, nous obtenons une consis-
tance d’ordre 2.057 ≈ 2 conﬁrmant le résultat donné par 5.92.
Maintenant, regardons l’évolution de l’erreur de troncature en fonction du temps. La ﬁ-
gure 5.7 représente l’évolution logarithmique de ET en comparaison avec l’erreur Emc de la
résolution numérique.
Le comportement de l’erreur de troncature est linéaire, ce qui implique un ordre de conver-
gence calculé de 3.0938 ≈ 3. Pour l’erreur Emc, deux phases dans le comportement de la courbe
logarithmique peuvent être observées sur la ﬁgure 5.7. Une première non linéaire qui ﬁnie sur
une singularité de la courbe logarithmique, puis une seconde où un convergence régulière est
établie. Nous estimons la convergence de la deuxième phase de l’ordre de 0.998 ≈ 1.
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ET et Emc en fonction du temps pour 200 itérations et Dt = 0.01
log(t)
Figure 5.7 – Évolution de l’erreur ET et de l’erreur Emc
5.10 Étude du comportement de la solution numérique
La résolution numérique dépend de paramètres tel que le pas de discrétisation ∆t, le
nombre de points de contrôles J = NbXj utilisés, leur mode de répartition sur le domaine
(Tchebychev, uniforme, suivant la fonction erf) et le degré N des polynômes de Tchebychev
pour l’estimation du potentiel non singulier.
Ces paramètres proviennent de l’utilisation d’une méthode itérative, comme le pas de
temps ∆t, ou de la méthode des moindres carrés.
La norme euclidienne du résidu de la méthode des moindres carrés Emc = ‖M a− b‖2 est
un estimateur d’erreur naturel. Elle permet d’estimer la convergence numérique du système
d’équations. Elle permet d’avoir une estimation de l’erreur induite par la résolution numérique
sans diﬀérencier les erreurs sur Φ et γ.
Mais, cet estimateur d’erreur ne met pas en évidence les erreurs induites par les paramètres
numériques tels que le nombre de points de contrôles, le degré N des polynômes de Tchebychev
pour l’estimation du potentiel non singulier.
Ainsi, nous utiliserons en complément un critère d’erreur basé sur l’écart maximal entre












|δΦ| correspond au maximum en temps et en espace de la variation de la hauteur
d’eau. Pour notre étude, elle est égale à 1 m, obtenue au temps initial en x = 0. Nous
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déﬁnissons de façon identique le critère d’erreur Einf (γ) de la fonction γ. Les valeurs par
défaut des paramètres faisant l’objet de cette étude sont :
nbpts = 100; //Nombres de points de contrôles répartis aux racines
des polynômes de Tchebychev
N = 6; //Degré du polynôme de la partie non singulière
Dt=.01; //Pas de temps
NBiter = 100; //Nombre d’itérations maximale
Ces paramètres et leurs inﬂuence sur la qualité de la simulation numérique seront succes-
sivement étudiés en fonction de divers critères tels que Einf , Emc et le temps de calcul cpu
pour en déduire la meilleure conﬁguration.
5.10.1 Influence du pas de temps ∆t
Le pas de discrétisation représente un des paramètres les plus importants. Il provient de
l’utilisation d’un schéma itératif. Nous représentons sur la ﬁgure 5.8, l’évolution en fonction
du temps de Emc pour plusieurs pas de discrétisation ∆t.










Erreur E_mc pour différents pas de temps DT
t
E_mc
Figure 5.8 – Résidu Emc en fonction du pas de temps ∆t
L’erreur Emc diminue en fonction du temps, ce qui signiﬁe une convergence vers une
solution lorsque le temps augmente ; ce que nous avions déjà observé lors de la première
simulation. Nous observons également que plus le pas de temps ∆t est petit, plus cette erreur
est faible. Par contre, l’utilisation d’un pas de temps plus petit augmente l’erreur Emc obtenue
à la première itération.
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La ﬁgure 5.9 représente l’erreur Einf obtenue pour des diverses simulations de pas de temps
diﬀérents. Logiquement, la solution numérique s’améliore lorsque le pas de temps diminue.
Comme nous l’avons déjà remarqué, deux phases dans la résolution numérique sont clairement
identiﬁable.

















Erreur E_inf de Phi pour différents pas de temps DT
t
E_inf














Erreur E_inf de gamma pour différents pas de temps DT
t
E_inf
Figure 5.9 – Variation dans le temps de l’erreur Einf en fonction de ∆t
5.10.2 Évolution de l’erreur en fonction de l’itération
La ﬁgure 5.10 montre une diminution rapide de Emc dès les premières d’itérations. Le
nombre d’itérations nécessaires pour que Emc soit négligeable reste toujours inférieur à 10 ;
ceci est peu inﬂuencé par la valeur du pas de discrétisation ∆t.












Phi et gamma(x Dt) en fonction du nombre d’itérations
X


















Erreur E_mc en fonction du nombre d’itérations
iter
E_mc
Figure 5.10 – Évolution de la solution numérique pour les 10 premières itérations
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Il faut garder à l’esprit que cette résolution “locale” serait normalement intégrée dans la
simulation “globale” d’un aquifère qui comprendrait l’inﬂuence d’autres éléments analytiques.
Pour permettre d’éviter les erreurs induites par un petit pas de temps tout en gardant la
précision apportée, nous pourrions déﬁnir un pas de temps ∆t de cette résolution numérique
qui soit inférieur au pas de temps déﬁni à l’échelle du modèle aquifère. En d’autres termes,
nous pourrions par exemple envisager de prendre en compte les valeurs de Φ toutes les 10
itérations dans la modélisation de l’aquifère en régime transitoire.
Nous pouvons aussi observer sur la ﬁgure 5.11 la variation logarithmique des divers critères
























Erreurs en fonction de l’itération
log(iter)
Figure 5.11 – Évolution logarithmique de l’erreur en fonction du nombre d’itérations avec
∆t = 0.01
Deux phases sont observables. Elle sont séparées par une singularité observable sur la
courbe représentant l’erreur Emc. La première phase, comprenant les premières itérations,
met en évidence une convergence rapide des critères d’erreurs. Pour la deuxième phase, la
variation des critères d’erreurs devient plus régulière. Le tableau 5.1 montre les ordres de
convergence obtenus pour la deuxième phase. L’ordre de convergence de Emc et Einf (γ) est





Table 5.1 – Ordre de convergence des erreurs en fonction du nombre d’itérations
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Regardons maintenant l’erreur en fonction du pas de discrétisation ∆t. Par régression
linéaire sur les courbes logarithmiques, l’ordre de convergence à été calculé par rapport aux
critères d’erreurs en fonction du pas de temps ∆t. Le tableau 5.2 montre les résultats obtenus
à divers temps t.
t 0.1 0.3 0.5 0.7 0.9
Einf (Φ) 1.2888 1.0278 .7469 .6224 .5340
Einf (γ) 1.8262 1.1556 .4929 .2426 .1715
Emc 2.1376 .8552 .3798 - .0085 - .0082
Table 5.2 – Ordre de convergence, fonction de ∆t, des critères d’erreurs à des temps ﬁxés
La convergence diminue en fonction du temps comme observé plus haut. Nous remarquons
que la convergence de Einf (γ) est plus importante que celle de Einf (Φ) pour t = 0.1 et t = 0.3,
puis cela s’inverse. La convergence numérique évolue rapidement, jusqu’à devenir presque nulle
à partir de t = 0.7.
Nous en concluons que le pas de temps devra être choisi en fonction de la variabilité des
conditions aux limites. Plus elle sera importante, plus le pas de temps devra être petit. En
même temps, il n’est pas nécessaire d’utiliser un pas de temps excessivement petit.
Une solution serait d’utiliser un pas de temps “local” inférieur a cela du système “global”.
Par exemple, le pas de temps “local” pourrait être choisi de l’ordre de 1/10 du pas de temps
“global” puisque l’erreur Emc devient négligeable au bout d’une dizaine d’itération.
5.10.3 Influence du nombre de points de contrôles et de leurs répartition
La façon dont les points de contrôles sont répartis peut inﬂuencer la qualité de la simulation.
Nous avons représenté sur la ﬁgure 5.12 trois répartitions diﬀérentes : Une répartition aux
racines des polynômes de Tchebychev, des points de contrôles équidistants et une répartition
fonction de la solution exacte, appelée répartition erf.
L’écart observé entre les résultats obtenus pour une répartition de Tchebychev et une
répartition uniforme est très faible, même si de meilleurs résultats sont obtenus avec une
répartition uniforme. Dans notre exemple, l’écart entre ces solutions numériques, au temps
t = 0.3, est inférieur à 10−3 pour Φ et γ.
La précision de la méthode des moindres carrés dépend surtout du nombre de points de
contrôles utilisés lors de la résolution du système. Lorsque ce paramètre augmente, la solution
s’améliore régulièrement jusqu’à l’obtention d’une solution optimale lorsque NbXj augmente.
Cette solution contient toujours une erreur résiduelle. En conséquence, nous avons choisi de
considérer l’écart entre la solution obtenue avec 600 points de contrôles et la solution numérique
obtenue avec un nombre croissant de points de contrôles NbXj ; avec la notation suivante :
Ediff (Φ) =
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Figure 5.12 – Inﬂuence du type de répartition des points de contrôles sur l’erreur ‖ ‖∞
De même, la diﬀérence Ediff (γ) fonction de Einf (Φ) et la diﬀérence Ediff (mc) fonction
de Emc sont déﬁnies. Le tableau 5.3 résume ces erreurs calculées, ainsi que le temps de calcul
nécessaire :
NbXj 14 16 20 24 28 36 52 100 300
Ediff (Φ) .05749 .008872 .009030 .004197 .001612 .0007962 .0003240 .0000078 8.527 E-07
Ediff (γ) 5.739 1.458 .2976 .2998 .1283 .04484 .01282 .0009197 .0000262
Ediff (mc) 2002 1971 1918 1873 1833 1761 1641 1371 675.9
Temps cpu 10.72 11.00 11.031 11.25 11.5 12.00 13.02 15.98 28.61
Table 5.3 – Écart entre la solution obtenue avec 600 points de contrôles avec une solution
numérique obtenue avec NbXj points de contrôles
Une divergence de la solution numérique pour NbXj ≤ 12 (valeurs non représentées sur le
tableau) peut être observée. Dans notre exemple, la forme de la solution Φ recherchée, paire
par rapport à X = 0, est un polynôme de degré N + 4 = 10 avec deux fonctions singulières.
Ainsi, il est nécessaire d’avoir NbXj ≥ N + 8 (avec N pair) pour avoir une estimation par
moindres carrés et éviter une divergence de la solution numérique. Notons que l’erreur sur γ
est toujours dépendante d’un facteur d’échelle ∆t.
Pour mieux représenter cette convergence, nous avons tracé sur la ﬁgure 5.13 la représen-
tation logarithmique de la convergence de la solution numérique en fonction du nombre de
points de contrôles NbXj .
Remarquons que, logiquement, l’erreur Ediff (mc) est très peu inﬂuencée par le nombre de
points de contrôles avec une convergence de l’ordre de .3298. Par contre, Ediff (Φ) et Ediff (γ)
présentent une convergence régulière d’ordre respectivement 4 ≈ 3.577 et 4 ≈ 3.837.
Nous remarquons que le paramètre utilisé par défaut, égal à 100 points de contrôles,
implique une précision à 10−2 près pour Φ et γ ; ce qui peut être considéré comme suﬃsant.
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Erreurs en fonction de Nb_Xj
log(nb_Xj)
log(E_diff)
Figure 5.13 – Représentation logarithmique des erreurs Ediff de la solution numérique en
fonction du nombre de points de contrôles NbXj












Temps cpu en fonction de Nb_Xj
nb_Xj
Temps cpu
Figure 5.14 – Temps cpu en fonction du nombre de points de contrôles NbXj
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Nous remarquons que NbXj est lié linéairement à Emc et au temps de calcul cpu. La
relation linéaire entre le temps cpu et le nombre de points de contrôles, représenté sur la ﬁgure
5.14, nous montre une pente de 6.3%.
5.10.4 Influence du degré N des polynômes de Tchebychev
Dans la décomposition du potentiel Φ, le degré polynômial le plus élevé des termes singu-
liers est 3. Pour obtenir une solution le polynôme non singulier doit donc nécessairement être
d’un degré supérieur à 4. Nous observons numériquement qu’un degré N ≥ 5 est nécessaire
pour obtenir la convergence ; la solution divergeant fortement lorsque N < 4. La divergence
pour N = 4 peut s’expliquer par l’utilisation de contraintes sur le système d’équation.
Lors de nos tests numériques, un nombre excessivement important de points de contrôles
avec NbXj = 600 à été utilisé pour permettre d’éviter l’inﬂuence de ce paramètre. Nous
observons qu’il n’est pas nécessaire d’utiliser un trop grand degré N . Les simulations ont
montré que pour N > 8, la solution n’est pas plus précise et se dégrade pour les premières
itérations. La forte non régularité de la solution numérique lors des premières itérations peut
expliquer le phénomène. Après un grand nombres d’itérations, les solutions se rapprochent
tout en restant dans un intervalle de variation de l’ordre de 10−3m. Cela peut s’expliquer par
des erreurs numériques qui annulent la précision apportée par l’utilisation d’un degré N élevé.
L’utilisation d’un algorithme itératif simple pour le calcul des polynômes de Tchebychev peut
être une part de l’explication. Notons que cette solution est stable et ne devient pas pour
autant moins précise pour N grand.
Il est donc inutile d’augmenter excessivement le degré des polynômes de Tchebychev. Cela
n’apporte pas d’amélioration signiﬁcative de la simulation et augmente les temps de calculs
inutilement.
5.11 Pré-estimation du résultat numérique a la première itéra-
tion
Les analyses précédentes montrent de fortes perturbations induites par l’initialisation du
système à résoudre. Ce qui provoque des erreurs importantes lors des premières itérations
pour s’atténuer jusqu’à un niveau de stabilisation acceptable. Au bout de 10 itérations, une
convergence régulière est obtenue.
L’interaction entre les éléments analytiques “locaux”, résolvant le phénomène transitoire
local, est beaucoup plus forte que celle que nous avons avec les éléments analytiques extérieurs
à cette résolution. Partant de ce principe, la solution du problème numérique sera proche de
la solution exacte du problème 1D qui est connue. L’initialisation des singularités d’ordre
un et deux à partir des solutions exactes permettra d’obtenir une résolution numérique qui
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converge plus régulièrement vers la solution du problème étudié ; évitant d’importantes erreurs
numériques induites par l’initialisation.














Ordre 2 exacte (x Dt)
Ordre 1 calculer (x Dt)
Evolution temporelle des singularités d’ordres un et deux
t
singularités
Figure 5.15 – Singularités d’ordre un et deux exactes et calculés
Fourni par les équations 5.88 et 5.89, les valeurs exactes de ces singularités sont impo-
sées à la première itération sur notre problème 1D. Les éléments “extérieurs” sont supposés
sans inﬂuence, mais cela permet néanmoins de comprendre le comportement numérique de la
résolution numérique. Les mêmes paramètres de simulation que précédemment sont utilisés.
La ﬁgure 5.15 montre l’évolution temporelle de la valeur des singularités. La comparaison
avec la ﬁgure 5.5 montre la nette diﬀérence sur l’évolution de la solution. La première phase
qui montrait une solution perturbée n’existe plus et l’estimation des singularités converge





Table 5.4 – Ordre de convergence des erreurs en fonction du nombre d’itérations à partir des
itérations où Emc devient linéaire en logarithme
Les ﬁgures 5.16 5.17 5.18 et le tableau 5.4 montrent les autres résultats obtenus, conﬁrmant
un meilleur comportement pour la résolution numérique. Tout se passe comme si l’inﬂuence des
erreurs numériques provoquées par le schéma numérique s’atténuait, ne restant principalement
que les erreurs induites par la résolution par moindres carrés.
Cette méthode permet d’accélérer la vitesse de convergence, mais il reste préférable de
déﬁnir un pas de temps local pour la résolution numérique du problème transitoire plus petit
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Phi et gamma(x Dt) en fonction du nombre d’itérations
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Erreur E_mc en fonction du nombre d’itérations
iter
E_mc
Figure 5.16 – Évolution de la solution numérique pour 10 itérations en temps














Erreur E_inf de Phi pour différents pas de temps DT
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Erreur E_inf de gamma pour différents pas de temps DT
t
E_inf
Figure 5.17 – Variation dans le temps de l’erreur Einf en fonction de ∆t
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Erreurs en fonction de l’itération
log(iter)
Figure 5.18 – Évolution de l’erreur en fonction du nombre d’itérations pour ∆t = 0.01
que celui pour la modélisation du modèle aquifère “global”. La ﬁgure 5.16 montre que 3 ité-
rations suﬃsent pour notre problème, une dizaine d’itérations devraient être suﬃsantes pour
une résolution dans un cadre plus général avec l’ajout d’éléments analytiques extérieurs au
phénomène transitoire local. Les solutions analytiques n’étant pas aisément connues dans ce
cas, il reste diﬃcile d’estimer l’inﬂuence de ces éléments sur le comportement numérique de la
solution.
5.12 Résolution de l’équation non linéaire pour une diffusivité
non constante
5.12.1 Résolution par un schéma explicite
Rappelons que la forme de l’équation fondamentale de la résolution d’un écoulement en






où la diﬀusivité est donnée par α = k hSp . Celle-ci peut se formuler en fonction du potentiel
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C’est une résolution qui reste simple à mettre en œuvre. En partant de la procédure de
résolution exposée dans les sections précédentes, il suﬃt de rajouter une réévaluation de la
diﬀusivité à chacune des itérations de la résolution numérique.
Étant donné la nature des écoulements souterrains et l’ordre de grandeur des diﬀérents pa-
ramètres mis en jeux, la diﬀusivité varie faiblement pendant chacun des pas de temps “locaux”.
Cette modélisation peut donc être tout à fait acceptable dans le cadre d’une modélisation des
écoulements souterrains.
5.12.2 Résolution par un schéma implicite
Malgré tout, il est reconnu que l’utilisation d’un schéma implicite est plus stable. Une telle






La résolution de cette équation non linéaire peut se faire par des méthodes classiques de
résolution d’équations non linéaires. On pourrait par exemple utiliser l’algorithme du gra-
dient à pas optimal. Seulement, pour pouvoir conserver la décomposition de Φ en éléments
analytiques, il est nécessaire de combiner cette technique avec une méthode d’optimisation.
Reprenons le système 5.20, le problème consiste a trouver les σ, σγ et σn tels que l’on
minimise la fonctionnelle suivante :
J(σ, σγ , σn) =









Alors, on obtient les valeurs optimale de σ, σγ et σn en appliquant le gradient à pas optimal
sur cette fonctionnelle.
Il reste aussi possible d’établir une condition sur les singularités pour cette équation non




Nous avons établi dans ce chapitre un équivalent 1D aux récents éléments analytiques
développés par Strack [66, 65] et basé sur le calcul de Wirtinger [74]. Il en a été dérivé des
éléments 1D avec une inﬂuence spatialement bornée. Ces formes 1D nous ont permis d’éviter
d’introduire les erreurs numériques dues au calcul des éléments eux même pour se focaliser
sur le comportement numérique de la résolution elle-même. Cela nous permet d’en déduire
une tendance pour le comportement numérique en 2D et d’établir des principes de résolution
adaptés au problème considéré.
Bien sûr cette résolution s’est focalisée sur un problème local particulier, mais la méthode
de résolution a tenu compte de l’inﬂuence d’éventuels éléments extérieurs. En particulier, elle
conserve le principe de superposition des potentiels complexes propre à toute résolution par
éléments analytiques. Ce qui rend cette méthode de résolution complètement intégrable dans
un modèle numérique de l’aquifère par éléments analytiques.
La méthode de résolution utilisée est une combinaison entre un schéma aux diﬀérences
ﬁnies en temps et une approximation par moindres carrées en espaces. C’est une méthode de
résolution relativement instable lors des premières itérations et cette analyse a montré qu’il est
préférable d’initialiser la résolution numérique en évaluant des singularités par leur solution
locale exacte. Puisque la solution ﬁnale est généralement proche de la solution locale, cela
permet de mieux régulariser la convergence vers la solution.
Pour intégrer cette résolution dans une modélisation numérique de tout un aquifère, nous
avons montré qu’il faudrait prendre en compte un pas de temps “local” 10 fois inférieur au
pas de temps de la modélisation de l’aquifère qui est choisi. En eﬀet, le résultat obtenu après
10 itérations permet d’avoir une convergence suﬃsante vers la solution en évitant ainsi les
possibles perturbations des premières itérations.
Dans le chapitre suivant, nous allons chercher à exploiter cette analyse pour établir une
méthode de résolution similaire pour les éléments analytiques 2D en régime transitoire.
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Chapitre 6
Méthode des éléments analytiques 2D
pour le régime transitoire
L
e chapitre précédent était consacré à une étude d’une modélisation d’un problème 1D en
régime transitoire avec le développement d’éléments analytiques 1D. Diverses techniques
de modélisation y ont été exposées pour résoudre le problème des éléments analytiques adapté
au régime transitoire. Il s’agit maintenant d’exploiter cette analyse pour établir une méthode
de résolution pour le problème 2D.
Pour cela, nous avons utilisé le recent développement par Strack [66, 65] de nouveaux
éléments analytiques basés sur le calcul de Wirtinger [74]. Ces éléments présentent l’avan-
tage de représenter par exemple le “leakage” qui est induit par de l’inﬁltration entre 2 couches
aquifères séparées par un aquitard. Ils peuvent permettre aussi de représenter des écoulements
souterrains en régime transitoire par une méthode qui est présentée dans ce chapitre.
6.1 Position du problème
Le problème consiste à modéliser une variation brusque de potentiel constant sur un seg-
ment [z1, z2] représentant la rivière. L’aquifère est libre, de milieu considéré homogène et
isotrope, de perméabilité constante k [L/T ] et de coeﬃcient d’emmagasinement Sp [.]. La base
de l’aquifère est horizontale et considérée comme imperméable.
Pour l’étude, la hauteur d’eau h(x, t) est considérée de variation faible en temps et en
espace. Ainsi, l’équation a résoudre est simpliﬁée en considérant la moyenne spatiale et tem-
porelle de la hauteur d’eau sur tout l’aquifère hmoy . Elle s’exprime en fonction du coeﬃcient
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Le choix de considérer une diﬀusivité α constante permet de simpliﬁer la modélisation
exposée dans ce chapitre. Il serait relativement facile de l’étendre au cas d’une diﬀusivité α
non constante par une méthode “implicite” comme celle qui a été exposée à la ﬁn du chapitre 5.
Le niveau initial de la nappe est considéré constant et d’élévation de référence Φinit = 0.
Au temps t = 0, la rivière subit une variation brusque de son niveau d’eau avec un saut de
potentiel de Φ1 −Φinit. Les conditions du problème physique sont alors :
{
Φ(z, 0) = Φinit pour z 6= 0
Φ(z, t) = Φ1 pour z ∈ [z1, z2] et t ≥ 0
(6.2)
6.2 Étude de solutions particulières
6.2.1 Une solution 2D
L’étude des éléments analytiques pour le régime transitoire a été amorcée dans la thèse de
Zaadnoordijk en 1988 [76]. Cette méthode est depuis devenue incompatible avec les diverses
améliorations qui ont été développées par la suite pour le régime permanent.
Ces travaux restent néanmoins très utiles par l’étude de fonction particulière qui a été
eﬀectuée. En particulier, il a été présenté la solution exacte pour une ligne source d’extrémitées
(ξ1, 0) et (ξ2, 0) avec une répartition de ﬂux spéciﬁque σ constant en espace et en temps qui
est supposée s’activer au temps t = 0. Elle s’exprime sous la forme
exact
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6.2 Étude de solutions particulières
Dans cette expression, la fonction exponentielle intégrale E1 (Abramowitz [1], p229,












pour |arg z| < π (6.5)
L’équation 6.3 est obtenue en intégrant sur le temps la fonction ligne source instantanée.
En fait, il est relativement facile d’en déduire la forme générale pour une répartition de σ qui
varie en temps comme celui d’un polynôme de degré n.
Cette fonction reste très singulière. Elle est fonction d’intégrales impropres qu’il faut cal-
culer avec précaution. La méthode de calcul est présentée dans Barnes [5] d’après les travaux
de Zaadnoordijk [76, 77]. Cette fonction y est décomposée en 3 parties qui sont calculées
séparément. L’intégrale impropre y est représentée sous diﬀérentes formes qui dépendent de
paramètre fonction de son comportement singulier. La ﬁgure 6.1 en montre une application
numérique obtenue au temps t = 0.1 pour le segment [−1, 1] de ﬂux constant σ = 1.
eta
nu







(a) Courbe de niveau dans le plan.
nu
Phi









(b) Coupe de la solution en η = 0.
Figure 6.1 – Résultat numérique de la solution exacte en transitoire.
Similairement à la méthode utilisée en 1D, il est possible de représenter le domaine d’in-
ﬂuence de la fonction par une ellipse. Cette ellipse est entièrement déterminée par son demi-
grand axe A et son demi-petit axe B. Pour notre exemple numérique, si nous posons succes-
sivement ξ = 0 puis η = 0, il est possible d’estimer numériquement cette distance d’inﬂuence
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en fonction d’une précision ǫ par
ξmax = min{ξ : ξ > 0 et
∣∣∣∣exactΦ (ξ, 0, t)∣∣∣∣ < ǫ} (6.6)
ηmax = min{η : η > 0 et
∣∣∣∣exactΦ (0, η, t)∣∣∣∣ < ǫ} (6.7)
Ce qui donne une estimation du demi-grand axes A et du demi-petit axe B par
ξmax = A (6.8)
ηmax = B (6.9)










Cette solution s’exprime dans l’espace local Z en posant ξ1 = −1 et ξ2 = 1.
6.2.2 Une solution 1D
Nous pouvons remarquer sur la ﬁgure 6.1(b) la similarité entre le comportement de cette
fonction sur l’axe Y = 0 et la solution 1D déjà présentée au chapitre 5.
Cette solution 1D constitue une approximation raisonnable du comportement de la solution
2D sur l’axe Y = 0. Rappelons qu’elle se présente pour X > 0 et t > 0 sous la forme :





























La dérivée du potentiel Φ(X) (équation 6.11) est donnée par
∂Φ
∂X
= (Φ1 − Φinit) erfc′(u) du (6.14)







6.2 Étude de solutions particulières












2 [−2u2 + 1] (6.17)
Par conséquent, les singularités de cette fonction 1D sont déﬁnis en X = 0+ par
∂Φ
∂X














Ces fonctions sont paires, nous obtenons donc une forme identique au signe près pour
∂Φ

















Pour faire une correspondance avec l’équation 6.3, il suﬃt de considerer par exemple la
moyenne sur le segment de droite 2D.
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6.3 Formulation des éléments analytiques en régime transitoire
6.3.1 Transformation conforme utilisée
Considérons un segment [z1, z2] déﬁni dans l’espace complexe z par la transformation
conforme
Z =
z − 12 (z1 + z2)
1
2 (z1 − z2)
(6.22)
L’image du segment [z2, z1] devient le segment [−1, 1] dans l’espace Z (ﬁgure 6.2). Consi-












Cette transformation est similaire à celle qui a été utilisée au chapitre 3 pour les éléments
analytiques classiques. Elle permet de transformer l’ellipse de foyer −1 et 1 dans l’espace Z













Figure 6.2 – Transformations conformes utilisées.






























6.3 Formulation des éléments analytiques en régime transitoire
De ces 2 relations, nous pouvons en déduire l’expression de ν en fonction de A et B par
ν = A−B (6.26)
6.3.2 Formulation utilisant les polynômes de Tchebychev











Pour conserver la continuité de cette fonction holomorphe dans Z , il est nécessaire d’éta-
blir une relation de continuité en χχ = ν2. Cela se traduit par la condition




, nous avons la relation
bn = an ν
2n (6.29)

























Ceci va justiﬁer le choix d’exprimer les fonctions analytiques dans une base de fonctions
ψn au lieu de la traditionnelle base de fonctions Tn. Par conséquent, les diﬀérentes expressions
























Ce qui met en évidence la relation ψn = νn Tn. Par conséquent, il est possible de mettre
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en évidence une relation de récurrence pour ψn similaire à celle pour Tn par
ψn+1 = 2ψ1 ψn − ν2 ψn−1 (6.34)
Tn+1 = 2Z Tn − Tn−1 (6.35)
avec ψ1 = ν Z.
6.3.3 Écriture en fonction des F˜n
En suivant une démarche similaire à celle qui est présentée dans Strack [65], nous déﬁ-





Z − δ dδ (6.36)

















Z − δ dδ − ν
2 F˜n−1(Z)




Pour calculer l’intégrale sur ψn, nous utilisons le calcul de l’intégrale de Tn qui est eﬀectué






1− (−1)n+1] pour n > 1 (6.38)
Cette relation y a été établie en exprimant Tn en fonction de χ, puis par un développement










pour n > 1 (6.39)






1− (−1)n+1] pour n > 1 (6.40)
Finalement, nous obtenons une relation de récurrence pour F˜n+1 par




1− (−1)n+1] pour n > 1 (6.41)
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Le calcul de F˜0 et F˜1 peut se faire directement d’après l’expression 6.36 avec ψ0 = 1 et










Nous avons déjà vu au chapitre 3 que l’expression du potentiel complexe pour une ligne












ln (Z − 1) + µ(−1)
2π
ln (Z + 1) (6.43)
où q(Z) est un polynôme de correction qui permet d’avoir le bon comportement à l’inﬁni.





Puisque la formulation des F˜n présentés à la section précédente intègrent directement le









ln(Z − 1) + µ(−1)
2π
ln(Z + 1) (6.45)
Chacune des fonctions F˜n y est déﬁnie par














La relation de récurrence de l’équation 6.41 permet de fournir directement les coeﬃcients
b˜n de sorte a avoir un comportement de l’ordre de 1Z à l’inﬁni. Seulement, nous souhaiterions
imposer une condition plus forte en bornant le domaine d’inﬂuence de cet élément à une forme
elliptique.
Nous voulons imposer une racine de multiplicité 4 sur le contour d’une ellipse de foyers
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les extrémités du segment. Pour cela, nous ajoutons un polynôme de correction au potentiel











ln(Z − 1) + µ(−1)
2π
ln(Z + 1) (6.48)
Chacune des fonctions Fn y est déﬁnie par

















(˜bm + bm)ψm (6.51)
Les termes logarithmiques fonctions de µ(−1) et µ(1) peuvent se réécrire en développant
l’expression de µ(Z) par
H0(Z) = −µ(1)
2π
ln(Z − 1) + µ(−1)
2π






an [ln(Z − 1)− (−1)n ln(Z + 1)] (6.53)
Cette formulation permet de prendre en compte le calcul des F˜n obtenus par la formule de
récurrence 6.41 . Elle permet aussi de partir d’une solution ayant un comportement régulier à
l’inﬁni avant d’y imposer une condition plus forte par les moindres carrés. Soit
a
Gn(Z) = F˜n +
n−1∑
m=0
bm ψm − [ln(Z − 1)− (−1)m ln(Z + 1)] (6.54)
alors, imposer que
a
Φ ait une racine de multiplicité 4 sur le contour de l’ellipse se traduit
par une condition sur les dérivées successives de
a


















(Z) = 0 (6.55)
Cette contrainte est en fait imposée au sens des moindres carrés sur l’ensemble des points
de contrôle {◦χj j = 1, ..,
◦
N} répartis uniformément le long du cercle χχ = 1 dans χ .
Le calcul des dérivées successives de Fn(Z) et ψn(Z) se déduisent directement des formules
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de récurrence fournies par les équations 6.41 et 6.34. Pour F˜n nous obtenons :
F˜ ′n+1 = 2 F˜n + 2Z F˜ ′n − F˜ ′n−1 (6.56a)
F˜ ′′n+1 = 4 F˜ ′n + 2Z F˜ ′′n − F˜ ′′n−1 (6.56b)
F˜ ′′′n+1 = 6 F˜ ′′n + 2Z F˜ ′′′n − F˜ ′′′n−1 (6.56c)
avec la notation abrégé de la dérivée par rapport à Z.
Ainsi, le problème revient à résoudre l’ensemble des bn du système d’équations suivant
pour tout n = 0, .., N :
N∑
n=0





n = −F˜ ′n +
∂
∂Z





n = −F˜ ′′n +
∂2
∂Z2





n = −F˜ ′′′n +
∂3
∂Z3
[ln(Z − 1)− (−1)n ln(Z + 1)] (6.57d)
Finalement, la partie réelle du potentiel complexe
a
































Ln(Z) = − [ln(Z − 1)− (−1)n ln(Z + 1)] (6.62)
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6.3.5 Élément divergence line sink
L’élément divergence linesink
b
Φ est choisi de sorte à avoir un Laplacien égal à une linesink.




























Φ s’eﬀectue alors en intégrant successivement par rapport à Z et Z selon une
démarche similaire à celle qui se trouve dans Strack [65]. Cela nous amène à une expression
de
b





{(Z − Z) [h1(Z) +H1(Z)− h1(Z)−H1(Z)]
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4(n + 1)(n+ 2)
− Fn
2(n2 − 1) −
Fn−2
4(n − 1)(n − 2)
− 3
(n2 − 1)(n2 − 2)
[






(Z − 1) ln(Z + 1)− (−1)n+1(Z + 1) ln(Z + 1)
−(Z − 1) + (−1)n+1(Z + 1)] (6.75)









































Nous choisissons alors d’imposer une condition similaire à celle pour la linesink avec une
racine de multiplicité 4 sur le contour de l’ellipse. Cela se traduit par une condition sur les
dérivées successives de
b

















(Z) = 0 (6.78)
Cette contrainte est imposée au sens des moindres carrés sur l’ensemble des points de
contrôle {◦χj j = 1, ..,
◦
N} répartis uniformément le long du cercle χχ = 1.
Par conséquent, le problème revient à résoudre l’ensemble des bn du système d’équations
157
Chapitre 6 Méthode des éléments analytiques 2D pour le régime transitoire
suivant pour tout n = 0, .., N :
N∑
n=0






















































6.3.6 Élément non singulier
Introduisons la variable ζ déﬁnie par
ζ =
2 ν
1− ν4 (Z − ν
2 Z) (6.81)














Ce qui signiﬁe que ζζ = 1 représente l’ellipse de demis grands axes A et B (voir l’équa-
tion 6.24).
Par conséquent, nous représentons le potentiel non singulier par une série qui est fonction


















6.3 Formulation des éléments analytiques en régime transitoire
avec
ns
Gmn = (ζζ − 1)4 ψm(Z)ψn(Z) (6.84)
= (ζζ − 1)4 ψm(Z)ψn(Z) (6.85)
Cet élément servira à vériﬁer l’équation diﬀérentielle à résoudre pour la décomposition de
Φ fournie par l’équation 6.87.
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6.4 Méthode de résolution numérique
6.4.1 Système d’équations a résoudre
Nous proposons de résoudre ce problème en combinant un schéma aux diﬀérences ﬁnies
centrées en temps et une méthode de résolution par moindres carrés en espace de façon similaire






















Φ est une fonction harmonique,
b
Φ est une fonction bi-harmonique,
ns
Φ est une série
polynômiale permettant de satisfaire l’équation diﬀérentielle au sens des moindres carrés.
D’après l’équation A.8 de l’annexe A, nous avons l’expression de γ en fonction de z et z
par
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6.4.2 Définition des points de contrôles
Pour satisfaire l’équation diﬀérentielle, des points de contrôles sont répartis dans le domaine
D et au bord Dν (sur le segment). Pour avoir un système sur-déterminé, leur nombre restera
toujours supérieur au nombre d’inconnues du système d’équations à résoudre. Une répartition
de Tchebychev est choisie pour chacune des directions en fonction d’un angle de variation
uniforme par
















pour k = 0, ..,K − 1 (6.98)
Chacun des points χj0,k ainsi déﬁni est fonction des paramètres j0 = 1, .., J0 et k =
0, ..,K − 1. Leur nombre est donc de J0 × K. Ces points peuvent se réécrire avec un indice
global par
χj = χj0,k avec j = k J + j0 et j0 = 1, .., J0 (6.99)
Sur le segment déﬁni par [−1, 1] dans Z , la répartition de Tchebychev classique est choisie.
Cela se traduit dans χ par une répartition uniforme de points de long du cercle χχ = ν2, i.e.
par
ν
χk = ν e
i θk avec θk = k
2π
K
pour k = 0, ..,K − 1 (6.100)
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Nous pouvons remarquer que cette répartition est cohérente avec celle au domaine puisque
nous avons la relation avec les points aux domaines donnée par
ν
χk = χj,k pour j = 0 (6.101)
6.4.3 Assemblage de la matrice d’influence et du second membre
6.4.3.1 Condition au domaine












Φ0(χ) + γ0(χ) (6.102)














Cette relation est appliquée en chacun des points de contrôle χj du domaine en développant
le potentiel Φ sous sa forme décomposée (équation 6.95) en fonction des coeﬃcients inconnus
an et amn. Ces relations sont regroupées dans une matrice d’inﬂuenceMde taille JM×KM avec
JM étant le nombre total de points de contrôle du domaine et KM le nombre de coeﬃcients
inconnus du système.
Le terme de droite de l’équation 6.102 permet de déﬁnir le second membre b. Il est fonction
des solutions Φ0 et γ0 obtenues au pas de temps précédent.
Considérons que cet espace précédent soit exprimé avec la variable χ0 qui dépend du
paramètre ν0 = A0 − B0 représentant la taille de l’ellipse d’inﬂuence. Nous avons donc une
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alors ce point se situe à l’extérieur de l’ellipse et nous avons Φ0(Zj) = 0. Sinon, le calcul se
fait en calculant l’image du point de contrôle dans l’espace χ0 .








































avec P = 12(M + 1)(M + 2) et N =
1
2 (m)(m+ 1) + n+ 1.
Alors, la matrice M des condition au domaine est de dimension JM × KM et son terme















pour 0 ≤ k ≤ N













pour N + 1 ≤ k ≤ 2N + 1













pour 2N + 2 ≤ k ≤ 2N + 2 + P
et p = k − (2N + 3)
(6.109)




Φ0(χj) + γ0(χj) (6.110)
163
Chapitre 6 Méthode des éléments analytiques 2D pour le régime transitoire
et a, contenant les coeﬃcients inconnus du système, est déﬁni par :
ak+1 =

an pour 0 ≤ k ≤ N
et n = k
γ
an pour N + 1 ≤ k ≤ 2N + 1
et n = k − (N + 1)
ns
ap pour 2N + 2 ≤ k ≤ 2N + 2 + P
et p = k − (2N + 3)
(6.111)
Par conséquent, toutes les conditions au domaine peuvent s’exprimer sous une forme ma-
tricielle par
M a = B (6.112)
avec [M ]j,n = M
k+1
j , [a]k = ak+1 et [B]j = Bj .
6.4.3.2 Condition au bord
La relation au bord déﬁni par χχ = ν2 s’exprime par une condition sur Φ et γ en chacun
des K points de contrôles χk. Les deux premières conditions sur Φ et γ sont déﬁnies par
Φ(
ν





χk) = 0 (6.113b)
Ces deux relations peuvent aussi se mettre sous une forme matricielle par
ν
M a = C (6.114)
où
ν









χk) pour 0 ≤ l ≤ N




χk) pour N + 1 ≤ l ≤ 2N + 1




χk) pour 2N + 2 ≤ l ≤ 2N + 2 + P
et p = l − (2N + 3)
(6.115)
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et en considérant les K même points de contrôle, cette matrice est déﬁnie pour k =














χk) pour 0 ≤ l ≤ N









χk) pour N + 1 ≤ l ≤ 2N + 1









χk) pour 2N + 2 ≤ l ≤ 2N + 2 + P
et p = l − (2N + 3)
(6.116)
et C un vecteur de dimension 2K déﬁni par
Ck =
{
−1 pour k = 1, ..,K
0 pour k = K + 1, .., 2K
(6.117)
6.4.3.3 Résolution par moindres carrés avec sous domaines
Nous choisissons de résoudre ce problème par une méthode des moindres carrés avec une
même contribution de chacun des éléments analytiques.
Considérons les J points de contrôles χj du domaine D et les K points de contrôle νχk




Φ doivent se résoudre sur les points de contrôle du bord
Dν et l’élément
ns
Φ se résout sur les points de contrôle du domaine D. Par exemple, d’après
les équations 6.113a et 6.113b, la contribution de l’élément
a
Φ se traduit pour chacun de ses





























































 νM j+1k = 0 (6.119)




Φ, nous obtenons une matrice carrée que
nous résolvons de façon traditionnelle.
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6.4.4 Prise en compte de la contrainte de singularités




























































par rapport à ceux précédemment calculés. Elle est imposée sous forme d’une contrainte lors
de la résolution du système d’équations 6.94.
6.4.5 Initialisation du système d’équations
Pour initialiser le système d’équations 6.94, nous proposons d’exploiter la solution 1D






χj) et la taille de l’ellipse
d’inﬂuence.






























Cela permet d’avoir une convergence plus régulière vers la solution. Comme l’a montré
l’étude 1D au chapitre 5, les fortes ﬂuctuations des premières itérations sont ainsi atténuées.
Cette méthode se base sur le fait que les singularités de la solution ﬁnale reste proche de celle
de la solution 1D exacte.
Il est aussi nécessaire de connaître la taille de l’ellipse d’inﬂuence à l’initialisation. Pour
cela, nous utilisons la solution 2D fourni par l’équation 6.3 au temps t = ∆t avec une répar-
tition constante de ﬂux Ensuite, la taille de l’ellipse d’inﬂuences est déterminée en évaluant
les paramètres A et B par les équations 6.8 et 6.9. Ainsi, la taille de l’ellipse d’inﬂuence est












et le paramètre ν est donnée par
ν = A−B (6.125)
6.4.6 Estimation de la taille de l’ellipse d’influence à chacune des itérations
A chacune des itérations, il est nécessaire d’évaluer la taille de l’ellipse d’inﬂuence pour
pouvoir résoudre le système d’équation. La méthode utilisée pour l’initialisation ne peut être
raisonnablement utilisée car rien ne présage de la variation de ﬂux le long du segment. Seul
le potentiel y est ﬁxé et les éléments extérieurs peuvent fortement inﬂuencer cette répartition
de ﬂux.
Une méthode de type explicite est choisie ici. Elle suppose que le débit généré par l’élément
reste constant pendant le pas de temps ∆t. Ainsi, le débit est obtenu par l’itération précédente
et s’exprime en fonction des coeﬃcients an de l’itération précédente par








an [(−1)n − 1] (6.127)
Ensuite, la taille de l’ellipse d’inﬂuence est estimée au pas de temps suivant avec la solution
2D donnée par l’équation 6.3 avec une répartition constante de ﬂux pour générer un débit
similaire. L’ellipse d’inﬂuence est représentée par les paramètres A et B, permettant ainsi
d’en déduire celui du changement de variable ν = A−B.
6.5 Conclusion
La méthode de résolution transposée au problème 2D avec des éléments analytiques montre
une méthode numérique pour résoudre le problème d’un saut de potentiel sur un segment
de droite. Cette méthode exploite l’analyse du comportement numérique du problème 1D
équivalent en proposant d’initialiser la résolution par une approximation des singularités avec
leurs solutions 1D respectives. Cela permet de régulariser la convergence vers la solution. Elle
se base aussi sur une approximation de l’inﬂuence elliptique de chacun des éléments transitoires
en se rapportant la solution exacte 2D à ﬂux constant.
Puisque ces éléments transitoires ont un champ d’inﬂuence spatialement borné (ce qui est
aussi vrai dans la réalité), ils peuvent s’intégrer dans une modélisation numérique de tout un
aquifère. Nous avons montré qu’il faudrait alors prendre en compte un pas de temps “local” de
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l’ordre de 1/10 du pas de temps utilisé pour modéliser l’aquifère. En eﬀet, le résultat obtenu
après 10 itérations permet d’avoir une convergence suﬃsante vers la solution pour éviter les
éventuelles perturbations des premières itérations.
Il serait alors possible de représenter les variations d’une rivière par une succession de saut
du niveau d’eau à chaque pas de temps. L’aquifère serait alors représenté par des éléments




L’objectif principal de ce travail de thèse consistait à traiter les problèmes liés à la discré-
tisation spatiale et temporelle appliquée à la méthode des éléments analytiques en utilisant
une approche à la fois pratique et théorique.
Cela nécessitait de positionner la méthode des éléments analytiques dans le cadre général
des méthodes numériques, en mettant en évidence ses particularités, avec ses diﬀérents avan-
tages et inconvénients. Une comparaison sur un cas d’étude a permis d’identiﬁer les besoins
de cette méthode numérique en matière de discrétisation. Ceci en adoptant une démarche de
modélisation rigoureuse adaptée aux écoulements hydrogéologiques pour contrôler au mieux
toutes les étapes de la modélisation.
Il s’agissait de focaliser ensuite sur le processus de discrétisation en développant une ana-
lyse mathématique par l’étude de cas théoriques et selon une approche pratique pour élaborer
des algorithmes de discrétisation adaptés aux spéciﬁcités et aux besoins des éléments analy-
tiques. La synthèse de ces deux approches avait pour ﬁnalité de mettre en valeur des critères
d’évaluation de la qualité de cette discrétisation et de disposer d’un outil d’aide à la discréti-
sation. A partir d’une étude en régime permanent, le cas du régime transitoire a été traité par
l’élaboration d’une méthode de résolution utilisant les éléments analytiques en conservant une
structure objet et le principe de superposition. L’intégration dans un modèle hydrogéologique
complet proposant le choix d’éléments transitoires ou permanents demeurant un des objectifs
du travail.
Une analyse de la résolution numérique d’un problème 1D avec le développement d’élé-
ments analytiques 1D a donc été réalisée pour en déduire une méthode de résolution trans-
posable au problème 2D en traitant plus particulièrement la gestion du pas de temps et en
prenant en compte le champ d’inﬂuence des éléments transitoires.
Comparaison des méthodes AEM et FDM
La comparaison des approches AEM et FDM a été réalisée en reprenant les diﬀérentes
étapes de la modélisation hydrodynamique. La méthode des FDM est a priori bien appropriée
pour le type d’aquifère étudié puisqu’il est de taille relativement réduite et assez hétérogène.
Néanmoins, l’utilisation de mailles carrées soulève des diﬃcultés pour représenter les zones à
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géométrie complexe comme c’est le cas, par exemple, pour les berges du ﬂeuve et autour des
bassins.
La méthode des AEM est plus adaptée aux aquifères régionaux et permet notamment une
meilleure représentation de l’écoulement lointain. Son avantage est surtout mis en évidence
lors de la modélisation de domaines ouverts avec des frontières physiques intérieures. Elle peut
prendre en compte des domaines très étendus tout en conservant une grande précision à de
petites échelles.
Néanmoins, la représentation plus ﬁne du contour géométrique des entités hydrogéologiques
et par conséquent leurs inﬂuences physiques sur l’aquifère constitue un avantage certain. En
particulier, la méthode numérique des AEM permet de calculer avec une meilleure précision
la répartition des échanges de ﬂux à l’interface entre la nappe et la rivière.
La représentation orientée objet et la structure naturellement vectorielle des AEM amé-
liore fortement les interactions avec un SIG. L’organisation de la base de données à travers
la conceptualisation de l’aquifère permet une grande synergie entre les données et le modèle
numérique, au bénéﬁce de la qualité de simulation.
Finalement, nous avons constaté que suivant l’objectif de la modélisation, les AEM peuvent
être plus ou moins bien adaptées par rapport aux FDM. L’intérêt est aussi d’utiliser une
méthode de modélisation alternative qui peut corroborer les résultats de simulation obtenus
par la méthode des diﬀérences ﬁnies. Les deux méthodes peuvent aussi être utilisées comme
deux approches complémentaires de modélisation en choisissant par exemple la méthode la
plus adaptée à chacun des sous domaines d’une modélisation.
Analyse théorique des erreurs de discrétisation
L’analyse du comportement numérique de l’erreur de discrétisation représente un point
central. Cela a permis d’exposer diﬀérentes techniques de résolution selon le principe de la
méthode des éléments analytiques à partir d’exemples théoriques. En particulier, ces exemples
ont montré la richesse et la modularité de cette méthode de résolution “orientée objet”. En
eﬀet, peu importe la technique mathématique permettant de résoudre un élément analytique,
il suﬃt que cet élément respecte la représentation objet des éléments analytiques pour être
exploitable. Ces exemples ont montré comment calculer ces éléments analytiques à l’aide de
transformations conformes et du principe de superposition pour les résoudre ensemble.
Une discrétisation optimale ne conduit généralement pas à positionner les sommets sur
la courbe d’origine. C’est pourtant la méthode classiquement utilisée pour discrétiser une
frontière géométrique. Ce constat a motivé le développement d’algorithmes de discrétisation
plus adaptés aux spéciﬁcités des éléments analytiques.
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Vers un outil d’aide à la discrétisation
La mise en œuvre du travail théorique sur la discrétisation a fait l’objet d’algorithmes de
discrétisation adaptés aux spéciﬁcités et aux besoins des éléments analytiques.
Les extensions de l’algorithme de Douglas-Peucker permettent de réduire au maximum
les erreurs qui sont induites par la discrétisation. Elles combinent cet algorithme de Douglas-
Peucker et une approximation par moindres carrés. Leurs avantages sont leur intégration facile
dans un SIG et la possibilité d’utiliser une discrétisation avec des éléments de formes géomé-
triques plus sophistiquées comme les éléments curvilignes. Cette démarche de discrétisation
peut intégrer des éléments analytiques dont la géométrie est une ellipse pour oﬀrir un panel
de possibilités plus variées.
A l’aide de ces algorithmes, il devient possible d’évaluer l’erreur de discrétisation et les
erreurs de simulation qui en découlent. La qualité globale du modèle avant et après la simula-
tion peut ainsi être évaluée. L’utilisateur peut choisir d’ajuster ou de raﬃner le maillage avant
ou après la simulation pour satisfaire au mieux son objectif de modélisation.
Méthode de résolution des éléments analytiques pour le régime transitoire
Le développement d’éléments analytiques 1D a permis la résolution numérique d’un pro-
blème en régime transitoire 1D. Ces formes 1D nous ont permis d’éviter d’introduire les erreurs
numériques dues au calcul des éléments eux mêmes pour se focaliser sur le comportement nu-
mérique de la résolution elle-même. Cette méthode de résolution a ensuite été transposée au
problème 2D avec des éléments analytiques 2D similaires à ceux récemment développés par
Strack [66, 65] grâce au calcul deWirtinger [74]. Leur distance d’inﬂuence y est considérée
de forme elliptique.
La méthode de résolution utilisée combine un schéma aux diﬀérences ﬁnies en temps et
une approximation par moindres carrés. Nous avons vu que cette méthode de résolution est
relativement instable lors des premières itérations et qu’il est préférable d’initialiser la résolu-
tion numérique par une estimation des singularités avec leur solution locale exacte. Puisque la
solution ﬁnale est généralement proche de la solution locale, cela permet de mieux régulariser
la convergence vers la solution.
Puisque ces éléments transitoires ont un champ d’inﬂuence spatialement borné (ce qui est
aussi vrai dans la réalité), ils peuvent s’intégrer dans une modélisation numérique de tout un
aquifère. Nous avons montré qu’il faudrait alors prendre en compte un pas de temps “local” de
l’ordre de 1/10 du pas de temps utilisé pour modéliser l’aquifère. En eﬀet, le résultat obtenu
après 10 itérations permet d’avoir une convergence suﬃsante vers la solution pour éviter les




L’analyse critique de ce travail montre que plusieurs points restent à approfondir, en par-
ticulier :
– poursuivre la comparaison entre les FDM et les AEM en prenant en compte les varia-
tions topographiques du substratum, en régime transitoire ou en traitant d’autres types
d’aquifère,
– tester le couplage entre les deux méthodes appliquées à plusieurs endroits diﬀérents de
l’aquifère,
– tester la robustesse des estimateurs d’erreur de discrétisation locaux et globaux avec,
par exemple, le premier cas d’étude exposé au chapitre 3,
– développer un code de résolution intégrant ces éléments analytiques 2D en transitoire,
– intégrer la résolution en régime transitoire dans un modèle plus complet de représenta-
tion de l’aquifère.
L’une des perspectives immédiates est l’élaboration d’un outil d’aide à la discrétisation
pour la modélisation par éléments analytiques. Cela passe naturellement par un développement
informatique des algorithmes présentés au chapitre 4.
Associer ces algorithmes aux critères d’erreur permettrait, par exemple, de choisir la repré-
sentation spatiale la plus rentable en fonction de l’eﬃcacité algorithmique et d’une résolution
donnée. Cette résolution pouvant bien sûr être uniforme, mais aussi dépendante des objectifs
de l’utilisateur. Par exemple, elle pourrait être déterminée en fonction du critère d’erreur local
et de l’inﬂuence de la discrétisation à une certaine distance (inﬂuence des éléments analytiques
les uns par rapport aux autres). Grâce à la représentation “en continu” de l’aquifère, il serait
envisageable de s’abstraire du type de méthode numérique en utilisant indépendamment les
FDM ou les AEM pour une résolution donnée. En allant plus loin, cela revient à coupler des
méthodes numériques diﬀérentes en déﬁnissant des domaines de résolution disjoints pour les-
quels l’une ou l’autre de ces méthodes serait appliquée ; ou encore de les coupler à des échelles
diﬀérentes.
Finalement, ce travail a essayé de démontrer plusieurs possibilités oﬀertes par la méthode
des éléments analytiques avec pour objectif de contribuer à l’amélioration des techniques de
modélisation selon deux aspects majeurs :
– un aspect pratique avec la conception de techniques d’aide à la discrétisation à partir
d’algorithmes de génération de maillage adaptés aux éléments analytiques,
– un aspect théorique avec l’établissement d’une méthode de résolution numérique pour
des éléments analytiques adaptés au régime transitoire.
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La méthode des éléments analytiques reste encore diﬃcile d’accès aux non initiés, elle est
encore “jeune” et n’est pas encore arrivée à sa pleine maturation comme les méthodes classiques
FDM et FEM. Elle a nécessité et va encore nécessiter un important travail de développement
mathématique, numérique et algorithmique.
La forte modularité due à sa représentation objet permet d’envisager des développements
successifs autour du noyau initial de la méthode numérique des éléments analytiques en régime
permanent. Ce développement intégrerait les diﬀérentes tentatives de progrès exposés dans la
thèse, tout en considérant bien sûr les travaux développés dans le cadre de la communauté





Généralisation de la théorie complexe
pour les fonctions harmoniques
A.1 Rappel de quelques propriétés d’analyse complexe
Rappelons les relations entre les diﬀérentes variables réelles (x, y) et les variables complexes
(z, z) données par
2x = z + z (A.1)
2 i y = z − z (A.2)


























Alors rappelons le théorème d’analyse complexe bien connu [53] :
Théorème A.1. Soit f une fonction complexe dans D qui possède une différentielle en tout




(z) = 0 (A.5)




(z) pour z ∈ D (A.6)
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De ce théorème découle plusieurs conséquences. En particulier, si f a des dérivées partielles



















Par conséquent, nous en déduisons la proposition suivante :
Proposition A.1.1. Les fonctions harmoniques sur un ouvert D sont les fonctions qui véri-




en tout point de D
Par conséquent, une fonction complexe f = P + iQ avec P et Q réels est harmonique dans
D si et seulement si P et Q sont harmoniques dans D . Si f est holomorphe,
∂f
∂z
= 0 et f à
ses dérivées partielles continues à tous ordres. Nous en déduisons donc la propriété suivante :
Proposition A.1.2. Les fonctions holomorphes sont harmoniques.
A.2 Formulation du potentiel complexe par la divergence et le
rotationnel












Rappelons l’expression de la vitesse complexe :
W = Qx − iQy (A.11)
Alors, l’expression donné par le système d’équations A.10 est équivalent à la formulation
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= −i δ (A.12b)




= −ω = − (γ + i δ) (A.13a)
Soit Γ = Φ + iΨ le potentiel complexe donnée par la décomposition de Helmholtz. Les
diﬀérentes décompositions en deux termes permettant de prendre en compte séparément la
















où l’indice supérieur γ. indique la partie à rotationnel nul et δ. indique la partie à divergence
nulle.







Alors l’expression de l’équation A.11 nous permet d’en déduire une expression pour W
avec les opérateurs pour z et z déﬁnis avec l’équation ?? :
W = −2 ∂Γ
∂z
(A.16)
ou encore, en prenant en compte la décomposition deW , l’expression des diﬀérentes parties
de la décomposition peuvent se formuler par :
γ
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Ce qui nous permet d’en déduire une relation pour les potentiels réels Φ et Ψ correspon-
dants au potentiel complexe Γ :








Considérons maintenant le cas particulier où ω = γ + i δ = 0, alors nous avons :
Γ(z, z) = 2Ω(z) (A.21)
= Φ(z, z) + iΨ(z, z) (A.22)




























Ainsi, nous retrouvons que Ω est holomorphe et les conditions de Cauchy-Riemann en
séparant la partie imaginaire et la partie réelle.
Soit I l’intégrale de ω sur l’ensemble A.En utilisant un changement de variables entre









ω(z, z) dz dz (A.26)
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puisque dA = dx dy = 1
2i
dz dz. Puis, en utilisant l’équation A.13 et le théorème de la











W (z, z) dz = i
∫
∂A
W (z, z) dz (A.27)
Cette formulation complexe permet de combiner le théorème de la divergence et le théorème



































W (z, z) dz (A.28)
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Annexe B
Relation mathématique entre les AEM
et les BEM
Dans la méthode des éléments analytiques, les équations intégrales aux frontières sont
généralement estimées à partir de l’intégrale de Cauchy en variables complexes.
Par contre, la méthode des éléments aux frontières utilise généralement les solutions fon-
damentales de Green ou encore la seconde identité de Green pour le développement de ces
solutions particulières exprimées en terme de variables réelles.
Ces deux approches sont mathématiquement équivalentes, à ceci près que la formulation
complexe reviendrait à exprimer les variables Φ et Ψ par un couple d’équations réelles [75].
Rappelons d’abord le théorème de Cauchy [53] :
Théorème B.1. Soit D un ouvert convexe, p ∈ D, f une fonction continue sur D et holo-
morphe sur D − p, alors ∫
ς
f(z) dz = 0 (B.1)
pour tout chemin fermé ς dans D.
Notons que cette formulation pour un contour fermé peut facilement s’adapter à un chemin
non fermé par changement de variables et l’utilisation d’une transformation conforme.
Considérons maintenant le potentiel complexe Ω = Φ+ iΨ et la fonction f(z) déﬁnie par
Théorème B.2. Soit ς un chemin fermé dans un ouvert convexe D et soit f une fonction





z − a dz = 0 (B.2)
où
181
Chapitre B Relation mathématique entre les AEM et les BEM
Indς(a) =
1 si z ∈ domaine délimité par le contour fermé,0 sinon. (B.3)
Ainsi l’application de ce théorème permet de calculer des solutions pour la méthode des







z − a dz = 0 (B.4)
Pour montrer que cette formulation peut être reliée à la seconde identité de Green, notons
d’abord que
dz
z − a = d ln(z − a) = d ln(r) + i dθ (B.5)
où z − a = r eiθ en notation polaire.























En remarquant la relation ∂ ln(r)∂n =
∂θ
∂s entre les coordonnées polaires (θ, r) et curvilignes
(s, n), où n est le vecteur normal à la frontière et s est le vecteur tangent à la frontière, puis



























Par identiﬁcation des parties réelles et imaginaires avec Ω(a) = Φ(a)+iΨ(a), nous pouvons




























Les équations B.9 et B.10 montrent que les potentiels Φ et Ψ peuvent être interprété
comme la somme d’un potentiel logarithmique double couche de densité Φ2π ou
Ψ
2π et d’un
potentiel logarithmique de simple couche de densité 12π
∂Ψ
∂s ou − 12π ∂Φ∂s .
On observe alors que le potentiel complexe le long de l’intérieur de la frontière est égale
au saut sur la frontière (car représenté par la densité de potentiel de simple couche) et ainsi le
potentiel s’annule en dehors du domaine délimité par la frontière (ce qui respecte le théorème
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Ce système d’équations obtenu pour Φ et Ψ est exactement la représentation intégrale qui
est obtenue avec la méthode des BEM. Pour cela, la deuxième identité de Green et la solution
fondamentale de Laplace en deux dimension est normalement utilisée.
Notons qu’une solution obtenue par la représentation complexe correspond alors à deux
solutions par la méthode des BEM.
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Annexe C
Fonction de courant et fonction
potentiel
Nous exposons dans cet annexe quelques propriétés sur la fonction de courant et la fonction
potentiel. Elles ont été déduites des conditions de Cauchy–Riemann utilisées.
Théorème C.1. Ψ est la fonction de courant.
Démonstration. Soit M une particule élémentaire. Son déplacement élémentaire est déﬁni par
~dM . Les lignes de courant sont donc caractérisées par
~dM × ~Q = ~0 avec ~dM =
 dxdy
0














dy = dΨ (C.2)
en utilisant les Conditions de Cauchy–Riemann pour Φ et Ψ. Par conséquent, Ψ est
constante sur chacune des lignes de courant.
Théorème C.2. Les lignes de courant et les lignes potentiels sont orthogonales.
Démonstration. Φ est constante sur chacune des lignes équipotentiels. Par conséquent, en
utilisant les Conditions de Cauchy–Riemann, nous obtenons la relation
dΦ = −Qx dx−Qy dy = 0 (C.3)
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Les lignes de courant sont déﬁnies par Ψ(x, y) = cste. Par un raisonnement similaire au


















Cela signiﬁe que les lignes de courant et les lignes potentiels se coupent orthogonalement.
Théorème C.3. les potentiels réels Φ et Ψ sont harmoniques, i.e. ∆Φ = ∆Ψ = 0.





= ∇× ~Q = −∇× (~∇Φ) = 0 (C.7)
En utilisant les conditions de Cauchy–Riemann, nous obtenons donc ∆Ψ = 0.
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Annexe D
Données collectées pour l’Écozone
D.1 Données climatiques de la plaine du Forez
Mois Jan Fév Mar Avr Mai Juin Juil Aôut Sept Oct Nov Déc Année
moyenne 2.9 4.4 7.6 9.6 14.5 17.2 20.6 20.4 16.2 12.5 6.7 3.7 11.4
T minimale -0.8 -0.4 1.9 4.2 8.2 11 13.8 12.9 9.9 7.5 2.7 0.4 5.9
T maximale 6.6 9.1 13.3 15.1 20.8 23.4 27.5 27.9 22.5 17.5 10.8 6.9 16.8
Table D.1 – Températures normales sur 10 ans (1986-1996) en °C, station de Feurs.
Mois Jan Fév Mar Avr Mai Juin Juil Aôut Sept Oct Nov Déc Année
Gelées totales 18.6 16.2 11.6 4.9 0.3 0.2 1.5 9.6 17 79.9(T < 0°C)
Gelées fortes 6.6 4.7 1.7 0.1 2 3.8 18.9(−10 < T < −5°C)
Gelées très fortes 1 0.5 0.2 0.2 1.9(T < −10°C)
Table D.2 – Nombre de jours de gelées, normales sur 10 ans ( 1986-1996 ) en °C, station
de Feurs.
Mois Jan Fév Mar Avr Mai Juin Juil Aôut Sept Oct Nov Déc Année
T> 30°C 0.5 3.2 11.1 12.3 1.9 29
Table D.3 – Nombre de jours de forte chaleur, normales sur 10 ans (1986-1996) en °C, station
de Feurs.
Mois Jan Fév Mar Avr Mai Juin Juil Aôut Sept Oct Nov Déc Année
Hauteur d’eau 88.2 30.6 28.5 74 75.5 81.6 60.2 48.9 80.6 82.1 45.1 35.1 680.4
Nbre de jours pluie
Totale (p > 0.1 mm) 11.9 11.5 9.4 13.2 12.5 11.3 7.4 7.9 9.2 12.5 10.3 11.7 128.8
Forte (p> 10 mm) 1 0.5 0.4 2.2 2.4 2.7 2 1.7 2.8 12.9 1.3 0.7 20.6
Table D.4 – Précipitations, normales sur 10 ans (1986-1996) en mm, station de Feurs.
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Mois Jan Fév Mar Avr Mai Juin Juil Aôut Sept Oct Nov Déc Année
Durée 78 89 136 165 206 238 273 252 210 145 96 82 1970
Table D.5 – Ensoleillement, moyenne sur 10 ans (1971-1980) en heures, station de Bouthéon.
Mois Jan Fév Mar Avr Mai Juin Juil Aôut Sept Oct Nov Déc Année
ETP (mm) 13.9 23.5 49.0 70.7 98.1 118.5 141.3 118.5 77.1 40.3 17.6 12.6 781.1
Table D.6 – Évapotranspiration potentielle (calculé avec la formule de Penmann, [49]).
La formule de Penmann est exprimée en fonction de nombreux paramètres météorolo-

















L = chaleur latente d’évaporation de l’eau (59 cal/cm2 pour 1 mm d’eau équivalente)
Rn = rayonnement net, évalué par la formule :
Rn = Iga (1− a)(0.18 + 0.62
h
H
)− σ θ4 (0.56 − 0.08√e) (0.10 + 0.9 h
H
)
Ea = pouvoir évaporant de l’air = (eW − e) 0.26 (1 + 0.4V )
γ = constante psychométrique (γ ≈ 0.65)
a = albedo de la surface évaporante (en général, a = 0.25)
Iga = radiation solaire directe en l’absence d’atmosphère
h = durée réelle d’insolation
H = durée astronomique du jour
θ = température de l’air sous abri (°K)
σ = 1.19 107 cal/cm2.jour.°K
e = tension de la vapeur d’eau mesurée sous abri, en mb
eW = tension maximale de la vapeur d’eau pour la température θ en mb
V = vitesse moyenne du vent mesurée à 10 m au-dessus de la surface évaporante (m/s)
F ′θ = pente de la courbe de tension maximale de la vapeur d’eau.
Pour estimer certaines de ces constantes météorologiques, il est utile de se servir des nom-
breuses formules et tables de valeurs qui se trouvent sur le site internet de la FAO (Food and
agriculture Organization of the United Nation) [2].
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D.2 Données cartographiées sous SIG
Figure D.1 – Courbes piézométriques de références établies au 1/10 000 pour l’Écozone
(d’après les données de l’étude géophysique CPGF Horizon [1978]).
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Figure D.2 – Localisation des mesures hydrauliques de l’Écozone.
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Figure D.3 – Localisation des mesures piézométriques de l’Écozone.
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Figure D.4 – Topographie du toit du substratum dans la zone d’étude (d’après les données
de l’étude géophysique CPGF Horizon [1978]).
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Figure D.5 – Carte de variation de la conductivité de l’eau dans la zone d’étude. La résistivité
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Dans une démarche de modélisation hydrogéologique, la méthode des éléments analytiques
présente une alternative intéressante par rapport aux méthodes numériques usuellement em-
ployées pour l’hydrodynamique souterraine. C’est une méthode aux frontières qui a été déve-
loppée spéciﬁquement pour la modélisation des écoulements souterrains.
Après avoir identiﬁé sa place parmi les autres méthodes existantes et discuté de ses avan-
tages et inconvénients, il s’agit d’approfondir cette comparaison sur un cas d’étude réel. C’est
pourquoi, cette méthode est comparée à la méthode des diﬀérences ﬁnies à travers une métho-
dologie envisageant toutes les étapes de la modélisation ; de la création du modèle conceptuel
jusqu’aux résultats de simulation. Cette comparaison fait apparaître l’importance de l’étape
de la discrétisation et l’importance cruciale qu’elle représente pour l’utilisateur sur la qualité
générale de la modélisation.
Après avoir identiﬁé les approximations inhérentes à la méthode des éléments analytiques,
une analyse mathématique de problèmes simpliﬁés et localisés sur quelques éléments ana-
lytiques permet de quantiﬁer ces erreurs et d’y extraire une analyse de leur comportement
numérique. Cela permet d’introduire par la même occasion des éléments de théorie de la
méthode des éléments analytiques.
La représentation objet et vectorielle des éléments analytiques permet de bien valoriser
les interactions possibles avec les SIG. En particulier, il s’agit d’élaborer des algorithmes de
discrétisation adaptés aux spéciﬁcités et aux besoins de la méthode, mais aussi de mettre en
valeur des critères d’évaluation de la qualité de cette discrétisation. La synthèse de ces outils
et méthodes permet à l’utilisateur de disposer d’un outil d’aide à la discrétisation pour réduire
au mieux ses eﬀets sur la qualité de modélisation.
Il s’agit ensuite d’étudier le comportement numérique des éléments analytiques adaptés
à la simulation en régime transitoire. Pour cela, des éléments analytiques 1D sont d’abord
développés pour faciliter cette étude. Leur comportement numérique reste similaire tout en
réduisant les erreurs numériques qui sont induites par le calcul des éléments analytiques eux-
même.
Cette analyse permet de mettre en évidence une méthode de résolution adaptée au régime
transitoire qui est ensuite transposée au problème 2D. Elle y expose en particulier une méthode
pour estimer le champ d’inﬂuence de l’élément transitoire, utilisant un critère de discrétisation
spatial qui doit être corrélé avec le pas de discrétisation temporel.
