Given an electronic system in its ground state, having N electrons moving in the field of nuclei generating a potential v 0 and accurate electron density 0 , it is demonstrated that the exact Kohn-Sham equations result from a minimization with respect to , at some very high temperature , of a free energy functional A ͓, 0 ͔ϭT s ͓͔ϩ͉͗v 0 ͘ϩJ͓͔(1Ϫ1/N)ϪS͓, 0 ͔, where S͓, 0 ͔ϭϪ͗ ln(/ 0 )͘. The infinite-minimum of A is, within an error so far found to be less than the correlation energy, equal to the total electronic energy of the system. ͓S1050-2947͑97͒03404-5͔
The object of concern is the ground state of some electronic system with a fixed number of electrons N in the Born-Oppenheimer approximation, with the electrons moving in an external potential due to the atomic nuclei, v 0 ͑r͒. The Kohn-Sham ͑KS͒ equations for determining the KS orbitals ͕ i ͖, the KS orbital energies ͕ i ͖, and the exact groundstate electron density 0 ͑r͒ are ͓1,2͔ 
͑5͒
Here E xc [(r͔͒ is the nonclassical part of the electronelectron repulsion-energy functional V ee ͓͑r͔͒ plus ͕T͓͑r͔͒ϪT s ͓͑r͔͖͒, where T[] is the kinetic-energy functional for the interacting system with density ͑r͒ and T s [] is the kinetic-energy functional for the corresponding noninteracting ͑no electron-electron repulsion͒ system with the same density,
͑6͒
The potential v eff KS is unique ͑up to an arbitrary constant͒ and multiplicative. The self-consistent solution of Eqs. ͑1͒-͑5͒ achieves the minimization of the energy functional E͓͑r͔͒ϭT s ͓͑ r͔͒ϩ͗͑r͉͒v 0 ͘ϩJ͓͑r͔͒ϩE xc ͓͑ r͔͒.
͑7͒
At the solution point, ͑r͒ϵ 0 ͑r͒, and
A convenient and physical resolution of E xc is ͓3͔
Then, Eqs. ͑3͒, ͑7͒, and ͑8͒ become
E͓͔ϭT s ͓͔ϩ͉͗v 0 ͘ϩJ͓͔͑1Ϫ1/N͒ϩG xc ͓͔, ͑11͒
and
where 
where D is a Slater determinant of N orthonormal orbitals. At the solution point, the orbitals are the KS orbitals. The equations for determining the orbitals must be just Eq. ͑1͒, as can be seen by performing the minimization of Eq. ͑14͒, imposing the local constraint
with a point-dependent Lagrange multiplier v eff KS ͑r͒. This implies the just-described brute-force inversion method. However, one can be more explicit, by enforcing Eq. ͑15͒ with the equivalent global constraint ͓10͔
Adopting the partition exhibited in Eqs. ͑10͒ and ͑11͒, requiring the orthonormality of the orbitals, and attaching a Lagrange multiplier to Eq. ͑16͒, give, for the nonclassical part of the effective potential,
͑17͒
Solving the resultant KS-like equations for a fixed , with a sufficiently large value of , constitutes the Zhao-Parr method ͓10͔. This is straightforward to apply, and gives very good results for all KS quantities ͓3,10,11͔. For an exact 0 , one has, accurately ͓7,10͔,
where is the solution of the approximate KS equations having v g replaced by v g . A few numerical results ͓11͔ are presented in Table I . The total electronic energy cannot be computed from this scheme only, since a knowledge of v g alone does not imply a full knowledge of G xc . On the other hand, with the assumption ͓3͔
Eq. ͑12͒ becomes the Parr-Ghosh formula for the total energy ͓3͔,
The error in this formula has been shown to be less than the correlation energy ͓3͔. A more elaborate approximation cuts this error by about one-half ͓12͔. Now begin again, with an alternative to Eq. ͑16͒, an entropy-deficiency constraint from information theory ͓13͔,
The maximum value of S [, 0 ] is zero, which occurs if and only if ϵ 0 . So, attaching a Lagrange multiplier Ϫ to this constraint, there now results
Again the multiplier must be infinity at the solution point, and one has 
where is the solution of the KS-like equation, with v g replacing v g . There is a difficulty in the implementation of this procedure: The computed v g begins to exhibit wild oscillatory behavior when r is very large and v g has decayed to almost zero ͓14͔. What one does is simply set v g equal to zero beyond such a point. A peculiar characteristic of the present scheme is that, while the computed v g is truly excellent, the cutoff in it produces in most cases a negative value of the quantity ͉͗v g ͘, in apparent contradiction with the necessarily non-negative value of the total ϪS[, 0 ].
Results are given in Table I . They are seen to duplicate those obtained by the previous method.
In practical calculations for very large or values, Eq. ͑23͒, from the entropy-deficiency constraint of Eq. ͑21͒, appears to be more convenient in early stages of iteration, while Eq. ͑18͒, from the constraint of Eq. ͑16͒, is more convenient near the solution point. More appealingly, the employment of Eq. ͑23͒ instead of Eq. ͑18͒ produces a converged density much closer to the exact input density 0 . Further, the new scheme seems to be particularly satisfying from a physical viewpoint. It amounts to the minimizing with respect to , at constant , of a defined Helmholtz-like free-energy functional
followed by requiring to go to infinity. Moreover, with Eqs. ͑21͒ and ͑22͒ and the same normalization for both and 0 , one has
This is indeed close to the total energy itself, as has been previously demonstrated ͓3͔. The uncertainty associated with Eq. ͑19͒ is replaced with the uncertainty as to how close A[] and E[] are to each other. Insofar as the minimization of Eq. ͑24͒ as described gives the exact KS procedure and hence all KS quantities exactly, one concludes that this formulation of the KS procedure is a free-energy minimization at constant temperature, in the limit of infinite temperature.
This entire discussion has presumed that the exact ground-state density of the system, 0 , is known. The extension of the analysis to produce a variational procedure for determining 0 is a prime objective for further work. 
