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STRANGE DUALITY ON RATIONAL SURFACES II:
HIGHER RANK CASES.
YAO YUAN
Abstract. We study Le Potier’s strange duality conjecture on a rational
surface. We focus on the strange duality map SDcrn,L which involves the
moduli space of rank r sheaves with trivial first Chern class and second
Chern class n, and the moduli space of 1-dimensional sheaves with deter-
minant L and Euler characteristic 0. We show there is an exact sequence
relating the map SDcrr,L to SDcr−1r ,L and SDcrr,L⊗KX for all r ≥ 1 under
some conditions on X and L which applies to a large number of cases on P2
or Hirzebruch surfaces . Also on P2 we show that for any r > 0, SDcrr,dH is
an isomorphism for d = 1, 2, injective for d = 3 and moreover SDc3
3
,rH and
SDc2
3
,rH are injective. At the end we prove that the map SDc2n,L (n ≥ 2)
is an isomorphism for X = P2 or Fano rational ruled surfaces and gL = 3,
and hence so is SDc3
3
,L as a corollary of our main result.
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1. Introduction.
1.1. History & Set-up.
Strange duality conjecture was at first formulated for moduli spaces of
vector bundles over curves (see [3],[9]) and has been proved about ten years
before ([4],[5],[22]). Under some suitable conditions, this conjecture can also
be formulated for moduli spaces of semistable sheaves over surfaces. However,
there is no general extension to surfaces so far. Mainly there are two formu-
lations for surfaces, one of which is due to Le Potier (see [21], [8] or §2.4 in
[15]) for simply connected surfaces, while the other is due to Marian-Oprea
for K3 and Abelian surfaces (see [23] or [25]). Both formulations have been
studied by many people and the conjecture has been proven true for a num-
ber of cases ([1],[2],[6],[7],[8],[15],[24],[25],[26],[28],[30],[31]). In spite of that,
on strange duality for surfaces what we have known is still little.
In this paper, we will work on Le Potier’s strange duality conjecture. Let
us briefly review the set-up. More details can be found in [8], [21], [23] or §2
in [15].
Let X be any smooth projective scheme over C. Let u and c be two
elements in the Grothendieck group K(X) of coherent sheaves on X , assume
moreover u is orthogonal to c with respect to the Euler characteristic, i.e. the
flat tensor Fu ⊗
L Fc is of Euler characteristic zero for any Fu (Fc, resp.) a
sheaf in class u (c, resp.). Denote by M(u) (M(c), resp.) the moduli space of
semistable sheaves of class u (c, resp.). We ask the determinant line bundle
λu(c) (λc(u), resp.) associated to c (u, resp.) on M(u) (M(c), resp.) is well-
defined. Notice that if there are strictly semistable sheaves, we will need a
slightly stronger condition than χ(Fu⊗LFc) = 0 to define λu(c) and λc(u). We
refer to §2 in [15] or Chapter 8 in [17] for the explicit definition of determinant
line bundles. The definition in [17] is dual to what we use in this paper.
The locus Dc,u := {(Fc,Fu) ∈M(c)×M(u)|H0(Fc ⊗ Fu) 6= 0} is closed
in M(c)×M(u). If D is a divisor of the line bundle λc(u)⊠ λu(c) (not always
the case on surfaces), then the section induced by Dc,u defines the following
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strange duality map up to scalars.
(1.1) SDc,u : H
0(M(c), λc(u))
∨ → H0(M(u), λu(c)).
Strange duality conjecture says that SDc,u is an isomorphism.
In Le Potier’s formulation ([21] p.9), the condition (⋆) as follows is
satisfied, which assures that Dc,u is a divisor of the line bundle λc(u) ⊠ λu(c)
and hence the map SDc,u can be defined.
(⋆) for all semistable sheaves F of class c and semistable sheaves G of
class u on X, Tori(F ,G) = 0 ∀ i ≥ 1, and H2(X,F ⊗ G) = 0.
In this paper, we let X be a rational surface over C and specify u = uL
and c = crn (def. see §1.3 (4) (5)). It is easy to check that (⋆) is fulfilled. We
want to study whether SDc,u in (1.1) is an isomorphism. We also write SDcrn,L
for our specified c = crn and u = uL, in particular SDr,L := SDcrr,L.
1.2. Results.
Our results are of two parts. In the first part, we construct a bridge
from maps SDcr−1r ,L and SDr,L⊗KX to SDr,L. The main result contains Propo-
sition 4.1 and Proposition 4.2, and we prove the following three theorems as
applications to our main result.
Theorem 1.1 (Corollary 4.3). Let (X,L) be one of the following cases.
(1) X = P2, L = dH for d > 0.
(2) X = P(OP1 ⊕ OP1(e)) := Σe with F the fiber class and G the section
such that G.G = −e, then L = aG+ bF are one of the following
• min{a, b} ≤ 1;
• min{a, b} ≥ 2, e 6= 1, L ample;
• min{a, b} ≥ 2, e = 1, b ≥ a + [a/2] with [a/2] the integral part of
a/2.
Then we have for all r ≥ 2
SDcr−1r ,L is injective (surjective, an isomorphism, resp.)
SDr,L⊗KX is injective (surjective, an isomorphism, resp.)
}
⇒ So is SDr,L.
Theorem 1.2 (Theorem 4.9). Let (X,L) be as in Theorem 1.1 and let r =
3 = n. If H0(L⊗KX) = 0, then
(1) H0(W (3, 0, 3), λ3(L⊗KX)) = 0;
(2) SD3,L is an isomorphism.
Theorem 1.3 (Theorem 4.10). Let (X,L) be as in Theorem 1.1 and let r =
3 = n. X and L be as follows.
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(1) X = P2 or Σe with e = 0, 1. L = −KX .
(2) X = Σe with e = 0, 1. L = −KX + F with F the fiber class.
Then SD3,L is an isomorphism.
Especially for X = P2, the results can be improved as follows.
Theorem 1.4 (Theorem 4.15). Let X = P2, L = dH. Then
(1) SDr,dH is an isomorphism for d = 1, 2 and r > 0;
(2) SDcr−1r ,dH is an isomorphism for d = 1, 2 and r > 1;
(3) SD3,rH is injective for r > 0;
(4) SDc23,rH is injective for all r > 0.
In the second part, we let c = c2n and prove the following two theorems.
Theorem 1.5 (Theorem 5.3). Let (X,L) be as follows.
(1) X = P2 and L = 4H.
(2) X = Σe := P(OP1 ⊕ OP(e)) with e ≤ 1 and L = 2G + (e + 4)F where
F is the fiber class and G is the section class such that G.G = −e.
Then under suitable polarizations SDc2n,L is an isomorphism for any n ≥ 3.
Theorem 1.6 (Corollary 5.5). Let (X,L) be as in Theorem 1.5. Then under
suitable polarizations SD3,L is an isomorphism.
Theorem 1.6 is just a corollary to Theorem 1.5, Theorem 1.2 and Theorem
1.1.
The strategy for the first part is to find a divisor Sr ⊂M(crr) of λcrr(uK−1X )
and construct a birational morphism δ : M(cr−1r )→ Sr such that δ
∗λcrr(uL)
∼=
λcr−1r (uL) and δ∗OM(cr−1r )
∼= OSr . This generalizes the key idea in [31].
The strategy for the second part is at first to show the equation
(1.2) h0(M(c2n), λc2n(uL)) = h
0(M(uL), λuL(c
2
n)),
and then to show the surjectivity of SDc2n,L.
The LHS of (1.2) is also equal to χ(M(c2n), λc2n(uL)) and has been com-
puted in [15] for X = Σe (e = 0, 1) and in [16] for X = P
2. So we only need
to compute h0(M(uL), λuL(c
2
n)). To show the surjectivity of SDc2n,L, we find
enough Gi ∈ M(c2n) such that they induce sections sGi of λuL(c
2
n) spanning
H0(M(uL), λuL(c
2
n)). The way we find Gi is somehow tricky.
The structure of the paper is arranged as follows. After collecting no-
tations and preliminaries in the next subsection, in §2 we will prove some
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useful properties related to the moduli space M(crn), which may overlap some
of other’s work before. In §3 we find the required divisor Sr of λcrr(uK−1X ). In
§4 we state and prove the first part of our result. Finally, the last section §5
is quite independent from the other 3 previous sections, where we state and
prove the second part of our result.
1.3. Notations & Preliminaries.
(1) X is a rational surface over the complex number C, with KX the canon-
ical divisor andH the polarization. Assume moreover −KX is effective.
If X = P2, then H is the hyperplane class.
(2) We use the same letter to denote both the line bundles and the cor-
responding divisor classes, but we write L1 ⊗ L2, L−1 for line bundles
while L1 + L2, −L for the corresponding divisor classes. Denote by
L1.L2 the intersection number of L1 and L2. L
2 := L.L.
(3) K(X) is the Grothendieck group of coherent sheaves over X . ∀ c ∈
K(X), MHX (c) is the moduli space of H-semistable sheaves of class c.
(4) Define uL := [OX ]−[L−1]+
(L.(L+KX))
2
[Ox] ∈ K(X) with L a line bundle
over X and x a single point in X . It is easy to check uOX = 0 and
uL1 + uL2 = uL1⊗L2 . Let M(L, 0) := M
H
X (uL).
(5) Define crn = r[OX ] − n[Ox] ∈ K(X) with x a single point on X . Let
W (r, 0, n) := MHX (c
r
n).
(6) Denote by λcrn(L) the determinant line bundle associated to uL over
(an open subset of) W (r, 0, n), and simply by λr(L) if r = n. Let
W (r, 0, n)L be the biggest open subset of W (r, 0, n) where λcrn(L) is
well-defined. Notice that the stable locus W (r, 0, n)s ⊂W (r, 0, n)L.
(7) Denote by λL(c
r
n) the determinant line bundle associated to c
r
n over
M(L, 0) and simply λL(r) if n = r. Notice that λL(c
r
n) is always well-
defined over the whole moduli space.
(8) We denote by ΘL the determinant line bundle associated to c
1
0 = [OX ]
on M(L, 0). Then ΘL has a divisor DΘL which consists of sheaves
with non trivial global sections. Moreover by Proposition 2.8 in [20],
λL(c
r
n)
∼= Θ⊗rL ⊗ π
∗O|L|(n) =: Θ
r
L(n) where π : M(L, 0) → |L| sends
each sheaf to its support.
(9) Let F , G be two sheaves. Then
• Denote by r(F), ci(F) and χ(F) the rank, the i-th Chern class
and the Euler characteristic of F respectively;
• hi(F) = dim H i(F) and hence χ(F) =
∑
i≥0(−1)
ihi(F);
• exti(F ,G) = dim Exti(F ,G), hom(F ,G) = dim Hom(F ,G) and
χ(F ,G) =
∑
i≥0(−1)
iexti(F ,G);
• If F is a 1-dimensional sheaf, then Supp(F) or CF is the (schematic)
support of F ;
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• Write F ∈MHX (c) if the S-equivalence class of F is in M
H
X (c).
(10) By abuse of notation, except otherwise stated, we always denote by q
and p the morphisms from X×M to X andM respectively, where X is
the surface and M can be any moduli space, e.g. W (r, 0, n), M(L, 0),
etc..
2. Some properties of W (r, 0, n).
The moduli space W (r, 0, n) may depend on the polarization H . We first
extend the concept of walls (see e.g. Section 2.2 in [15]) to rank r ≥ 2 cases.
Definition 2.1. A collection ξ := {ξ1, · · · , ξt} with t ≤ r, ξi ∈ H2(X,Z) for
i = 1, · · · , t and ξ 6= {0, · · · , 0} is called a collection of type crn if the following
conditions hold
(1)
t∑
i=1
ξi = 0;
(2) ∃ ri ∈ Z+ for i = 1, · · · , t, such that
∑t
i=1 ri = r and
(2.1)
t∑
i=1
ξ2i
ri
+ 2n− r +
n∑
i=1
1
ri
≥ 0.
Denote by A the ample cone of X . For a collection ξ of type crn we define
Wξ :=
{
x ∈ A
∣∣ x.ξi = 0, ∀ i = 1, · · · , t}.
Then Wξ is called a wall of type crn. Since (2.1) provides a lower bound for
ξ2i , W
ξ are locally finite in A. We call a polarization H is crn-general if it does
not lie on any wall.
Lemma 2.2. Let F be a strictly H-semistable sheaf of class crn which is S-
equivalent to
t⊕
i=1
Fi with Fi stable. Then either c1(F1) = · · · = c1(Ft) = 0 or
ξ := {c1(F1), · · · , c1(Ft)} is a collection of type crn and H ∈W
ξ.
Proof. Assume not all c1(Fi) are zero. Let ξi := c1(Fi), ri := r(Fi) and
ai := c2(Fi). Then
χ(Fi,Fi) = r
2
i + 2ri(
ξ2i
2
− ai)− ξ
2
i .
Since Fi is stable and −KX is effective, χ(Fi,Fi) = 1−ext1(Fi,Fi) ≤ 1. Hence
(2.2) ai −
ξ2i
2
≥
−1 − ξ2i
2ri
+
ri
2
.
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On the other hand
t∑
i=1
ri = r(F) = r,
t∑
i=1
ξi = c1(F) = 0 and
(2.3) n = c2(F) =
t∑
i=1
ai +
∑
i<j
ξi.ξj =
t∑
i=1
(ai −
ξ2i
2
).
Combine (2.2) and (2.3) and we get
t∑
i=1
ξ2i
ri
+ 2n− r +
n∑
i=1
1
ri
≥ 0,
hence ξ is a collection of type crn and hence the lemma. 
Corollary 2.3. If H is crn-general, then W (r, 0, n) = W (r, 0, n)
L for any line
bundle L over X.
Proof. Let F =
t⊕
i=1
Fi ∈ W (r, 0, n)
L where Fi are H-stable sheaves with the
same reduced Hilbert polynomial. By descent theory, F ∈ W (r, 0, n)L if and
only if c1(Fi).L = 0 for i = 1, · · · , t. Since H is crn-general, then c1(Fi) = 0, ∀ i
and hence W (r, 0, n) = W (r, 0, n)L. 
Remark 2.4. If ξi.H = 0 and ξi 6= 0, then by Hodge index theorem ξ2i ≤ −1.
Moreover since H0(OX(±ξi)) = H2(OX(±ξi)) = 0 by stability, we have
(2.4) 0 ≥ χ(OX(±ξi)) = 1 +
(ξi.(ξi ±KX))
2
.
Therefore
ξ2i + 2 ≤ KX .ξi ≤ −2− ξ
2
i ,
and hence ξ2i ≤ −2.
Lemma 2.5. Let n ≥ r. Assume moreover r ≥ 3 or n ≥ 3. Then W (r, 0, n) \
W (r, 0, n)s is of codimension ≥ 3 in W (r, 0, n). In particular for any line
bundle L, W (r, 0, n) \W (r, 0, n)L is of codimension ≥ 3.
Proof. Notice that dim W (r, 0, n)s = r(2n− r) + 1.
We first assume X = P2 or H is crn-general, then W (r, 0, n) \W (r, 0, n)
s
is of codimension ≥ 2 in W (r, 0, n) by Theorem 6 in [10]. We can sharpen the
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result by a direct computation as follows.
dim W (r, 0, n) \W (r, 0, n)s(2.5)
= max∑t
i=1 ri=r∑t
i=1 ni=n
rin=rni, ∀ i
{ t∑
i=1
dim W (ri, 0, ni)
s
}
= max∑t
i=1 ri=r∑t
i=1 ni=n
rin=rni, ∀ i
{ t∑
i=1
ri(2ni − ri) + 1
}
= max∑t
i=1 ri=r∑t
i=1 ni=n
rin=rni, ∀ i
{
r(2n− r)− (−t+
∑
i 6=j
ri(2nj − rj))
}
We only need to show that
−t +
∑
i 6=j
ri(2nj − rj) ≥ 2, for any {t; ri;ni}.
Since n ≥ r, we have 2ni−ri ≥ ni ≥ ri. If t ≥ 3, then −t+
∑
i 6=j ri(2nj−rj) ≥
2
(
t
2
)
− t = t(t − 2) ≥ 3.. If t = 2, then let r′ := min{r1, r2} and we have
−2 + r′(2(n − n′) − (r − r′)) + (r − r′)(2n′ − r′) = −2 + 2 r
′(r−r′)
r
(2n − r). If
moreover r ≥ 4, then −2+2 r
′(r−r′)
r
(2n−r) ≥ −2+ 2(r−1)
r
(2n−r) ≥ 2. If r ≤ 3,
then r′ = 1 and −2 + 2 (r−1)
r
(2n − r) =
{
−2 + (2n− r) ≥ 2, r = 2, n ≥ 3
−2 + 4
3
(2n− r) ≥ 2, r = 3
.
Hence we are done for this case.
We now assume H is not crn-general.
Since Wξ are locally finite in A. Any polarization H lies on at most
finitely many walls. To prove the lemma it is enough to show the set
W (r, 0, n) ⊃W (r, 0, n)ξ :=
{ t⊕
i=1
Fi
∣∣Fi are stable and c1(Fi) = ξi}
is of dimension ≤ dim W (r, 0, n)s − 3 = r(2n− r)− 2.
Denote by [Fi] the class of Fi in K(X). Let ri = r(Fi) and ai = c2(Fi).
We first assume ξi 6= 0 for all i. By Remark 2.4, ξ2i ≤ −2 if ξi 6= 0 and by (2.2)
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we have ai −
ξ2i
2
≥ 0. By (2.3)
t∑
i=1
(ai −
ξ2i
2
) = n. Hence
dim W (r, 0, n)ξ =
t∑
i=1
dim MHX ([Fi])
s(2.6)
=
t∑
i=1
(1 + ξ2i − r
2
i + 2ri(ai −
ξ2i
2
))
= 2(
t∑
i=1
(ai −
ξ2i
2
))(
t∑
i=1
ri)− (
t∑
i=1
ri)
2 +
∑
i 6=j
(rirj − 2(ai −
ξ2i
2
)rj) +
t∑
i=1
(1 + ξ2i )
= 2rn− r2 +
t∑
j=1
rj(
∑
i 6=j
(ri − 2(ai −
ξ2i
2
))) +
t∑
i=1
(1 + ξ2i ).
By (2.2), ri − 2(ai −
ξ2i
2
) ≤
1+ξ2i
ri
. Hence
dim W (r, 0, n)ξ ≤ 2rn− r2 +
t∑
i=1
1 + ξ2i
ri
(
∑
j 6=i
rj) +
t∑
i=1
(1 + ξ2i )
= 2rn− r2 +
t∑
i=1
1 + ξ2i
ri
(r − ri) +
t∑
i=1
(1 + ξ2i )
= 2rn− r2 + r
t∑
i=1
1 + ξ2i
ri
≤ 2rn− r2 − t− (
∑
i<j
(
ri
rj
+
ri
rj
))
≤ 2rn− r2 − t2 ≤ 2rn− r2 − 4.(2.7)
If ξ1 = · · · = ξs = 0 and ξi 6= 0 for all s + 1 ≤ i ≤ t, then
t⊕
i=s+1
Fi ∈
W (r′, 0, n′)ξ
′
⊂ W (r′, 0, n′) where r′ =
t∑
i=s+1
ri, n
′ =
t∑
i=s+1
(ai −
ξ2i
2
) and ξ′ =
{ξs+1, · · · , ξt} is a collection of type cr
′
n′. Then by previous argument we have
dim W (r′, 0, n′)ξ
′
≤ dim W (r′, 0, n′) and (2.5) applies.
The lemma is proved. 
Corollary 2.6. W (r, 0, n)s is dense in W (r, 0, n).
Remark 2.7. It is well known that W (r, L, n) is irreducible (Theorem D in
[12] for X = P2, Theorem 1 in [27] for other rational surfaces, both based on
the method of [13]). W (r, L, n) is normal and Cohen-Macaulay because it is a
quotient of a smooth variety.
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We now study the µ-semistable sheaves and have the following useful
lemma.
Lemma 2.8. For any µ-semistable (w.r.t. H) sheaf F with r(F) > 0 and
c1(F).H = 0, we must have either χ(F) < r(F) or F ∼= O
⊕r(F)
X .
Moreover if F is an H-semistable sheaves with r(F) > 0 and c1(F).H =
0, then H0(F) 6= 0⇔ F ∼= O
⊕r(F)
X ; in particular if F 6
∼= O
⊕r(F)
X , then χ(F) ≤
0. Therefore W (r, 0, n) is empty if n < r and n 6= 0, and W (r, 0, 0) = {O⊕rX }.
Proof. We do induction on the rank r(F). If r(F) = 1, F is of form IZ(ξ)
with Z a 0-dimensional subscheme of X . χ(F) = χ(OX(ξ))− len(Z) and by
(2.4) χ(OX(ξ)) ≤ 0 unless ξ = 0. Hence either χ(F) ≤ 0 or F ∼= OX .
Let r(F) ≥ 2. If χ(F) ≤ 0, then we are done. Now assume χ(F) > 0.
Since by µ-semistability H2(F) = Hom(F , KX)∨ = 0, h0(F) ≥ χ(F) > 0. We
then have the following exact sequence
0→ OX → F → F
′ → 0,
where F ′ is µ-semistable of rank r(F)−1 and χ(F ′)+1 = χ(F). By induction
assumption, either χ(F ′) < r(F ′) = r(F) − 1 or F ′ ∼= O
⊕r(F)−1
X . Therefore
either χ(F) < r(F) or F ∼= O
⊕r(F)
X .
If F is H-semistable with r(F) > 0, c1(F).H = 0 and H0(F) 6= 0, then
by stability χ(F)
r(F)
≥ χ(OX)
r(OX)
= 1. But on the other hand F is µ-semistable with
χ(F) ≥ r(F) and hence F ∼= O
⊕r(F)
X . We have proved the lemma. 
Remark 2.9. Let F be µ-semistable. Let F∨ := Hom(F ,OX). Then F∨
is µ-semistable. Let c1(F) = ξ 6= 0 and ξ.H = 0. Then by Lemma 2.8,
χ(F) < r(F) and also χ(F∨) < r(F∨) = r(F). Hence by Riemann-Roch
(2.8) − c2(F) +
ξ2
2
−
KX .ξ
2
= χ(F)− r(F) < 0;
(2.9) − c2(F) +
ξ2
2
+
KX .ξ
2
= χ(F∨)− r(F)− χ(Ext1(F ,OX)) < 0.
Notice that Ext1(F ,OX) is a 0-dimensional sheaf.
Let W(r, L, n)µ be the stack (only a stack in general) of µ-semistable
sheaves of rank r, determinant L and second Chern class n. Then W(r, L, n)µ
is smooth of dimension r(2n − r) − (r − 1)L2, since Ext2(F ,F) = 0 for any
µ-semistable sheaf F . Let W(r, L, n)µs (W(r, L, n), W(r, L, n)s, resp.) be the
substack of W(r, L, n)µ parametrizing µ-stable (H-semistable, H-stable, resp.)
sheaves. Then we have
W(r, L, n)µs ⊂W(r, L, n)s ⊂W(r, L, n) ⊂W(r, L, n)µ.
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Moreover we have the following lemma.
Lemma 2.10. dim (W(r, 0, n)µ \W(r, 0, n)µs) ≤
{
r(2n− r)− 2, if n > r
r(2n− r)− 1, if n = r
Proof. If r = 1, there is nothing to prove. Let r ≥ 2 and let F ∈W(r, 0, n)µ \
W(r, 0, n)µs, then there is an exact sequence
(2.10) 0→ G1
j1−→ F
j2−→ G2 → 0,
where Gi ∈ W(ri, ξi, ai)µ with ξi.H = 0, and moreover G2 ∈ W(r2, ξ2, a2)µs.
Hence Ext2(G2,G1) ∼= Hom(G1,G2(KX))
∨ = 0. Also by direct computation we
have
(2.11)

ξ1 + ξ2 = 0;
a1 + a2 + ξ1.ξ2 = n;
r1 + r2 = r.
Fix Ξ := (ri, ξi, ai), and let E(Ξ) be the substack ofW(r, 0, n) parametriz-
ing sheaves in the middle of (2.10). It is enough to show
dim E(Ξ) ≤
{
r(2n− r)− 2, if n > r
r(2n− r)− 1, if n = r
.
Let Aut(F)o be the subgroup of Aut(F) containing all the automor-
phisms τ of F satisfying that τ(j1(G1)) ⊂ j1(G1), which is equivalent to
j2 ◦ τ ◦ j1 = 0 and also equivalent to that τ induces an element (τ1, τ2) ∈
Aut(G1)×Aut(G2). Then we have a map Aut(F)o → Aut(G1)×Aut(G2) with
kernel isomorphic to Hom(G2,G1). On the other hand Aut(G1)×Aut(G2) acts
on Ext1(G2,G1) and the stabilizer of the extension in (2.10) is isomorphic to
Auto(F)/Hom(G2,G1).
Let P(Ξ) be the stack parametrizing the quotient [F ։ G] such that
F ∈ W(r, 0, n)µ and G ∈ W(r2, ξ2, a2)µs. Aut([F ։ G]) = Aut(F)o. Then we
have a surjective map P(Ξ) → E(Ξ) and the dimension of the fiber over F is
at least dim Aut(F)/Aut(F)o ≥ 0. Hence dim E(Ξ) ≤ dim P(Ξ).
On the other hand we have a map P(Ξ)→W(r1, ξ1, a1)µ×W(r2, ξ2, a2)µs
whose fiber over (G1,G2) is the stack Ext1(G2,G1) associated to Ext
1(G2,G1).
For every extension θ ∈ Ext1(G2,G1), Hom(G2,G1) ⊂ Aut(θ). Hence by
Ext2(G2,G1) = 0, dim Ext1(G2,G1) ≤ −χ(G2,G1) = −r2(
ξ21
2
− a1 −
KX .ξ1
2
) −
r1(
ξ22
2
− a2 +
KX .ξ2
2
)− r1r2 + ξ1.ξ2 =: −χ(Ξ). Therefore by (2.11) we have
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dim E(Ξ) ≤ dim P(Ξ) ≤ dim W(r1, ξ1, a1)
µ + dim W(r2, ξ2, a2)
µs − χ(Ξ)
=
2∑
i=1
(ri(2ai − ri)− (ri − 1)ξ
2
i )− χ(Ξ)
= r(2n− r) + 2r1(−a2 +
ξ22
2
) + 2r2(−a1 +
ξ21
2
) + 2ξ21 − χ(Ξ)
= r(2n− r) + r1(−a2 +
ξ22
2
−
KX .ξ2
2
) + r2(−a1 +
ξ21
2
+
KX .ξ1
2
) + r1r2 + ξ
2
1
−ai+
ξ2i
2
± KX .ξi
2
< 0 for i = 1, 2 and −a2+
ξ22
2
− KX .ξ2
2
+r2 ≤ 0 or G2 ∼= OX
by Lemma 2.8 and Remark 2.9. Also either ξ21 ≤ −2 or ξ1 = 0 by Remark 2.4.
Hence if ξ1 6= 0, then dim E(Ξ) ≤ dim W(r, 0, n)− 3. If ξ1 = 0 and G2 6∼= OX ,
then dim E(Ξ) ≤ dim W(r, 0, n)−min{3, (n− 1)}. If G2 ∼= OX , then r2 = 1,
ξ1 = ξ2 = 0 and a2 = 0, a1 = n. Therefore
dim E(G2 ∼= OX) = r(2n− r)− n+ r − 1 ≤
{
r(2n− r)− 2, if n > r
r(2n− r)− 1, if n = r
.
We have proved the lemma. 
Corollary 2.11. Let r ≥ 2 and n 6= 0. For a generic sheaf F ∈ W (r, 0, n),
Hom(F ,OX) = 0.
Lemma 2.12. Assume we have a non-splitting sequence as follows
(2.12) 0→ F r−1n → F
r
n → OX → 0,
where F r−1n (F
r
n, resp.) is a sheaf of class c
r−1
n (c
r
n, resp.). Then F
r
n is µ-
semistable iff F r−1n is.
In particular let n = r, then F rr is semistable if F
r−1
r is semistable (hence
stable since g.c.d.(r, r − 1) = 1); and conversely F r−1r is stable if F
r
r is stable.
Proof. Because c1(F r−1n ) = c1(F
r
n) = c1(OX) = 0 and OX is µ-semistable, F
r
n
is µ-semistable iff F r−1n is.
Let r = n. Assume F r−1r is semistable. Then F
r
r is µ-semistable. Let
G ⊂ F rr with c1(G).H = 0. It suffices to show χ(G) ≤ 0. Let G1 = G ∩ F
r−1
r
and G/G1 is a subsheaf of OX . Then c1(G1).H = c1(G/G1).H = 0 because
both OX and F r−1r are µ-semistable. By stability of F
r−1
r either χ(G1) < 0 or
G1 = 0. Also either χ(G/G1) ≤ 0 or G/G1 ∼= OX . Therefore either χ(G) ≤ 0 or
G ∼= OX . But (2.12) does not split. So χ(G) ≤ 0 and F rr is semistable.
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Now assume F rr is stable, then F
r−1
r is µ-semistable. Let G
′ ⊂ F r−1r ⊂ F
r
r
with c1(G ′).H = 0. It suffices to show that
χ(G′)
r(G′)
< − 1
r−1
= χ(F
r−1
r )
r(Fr−1r )
. χ(G ′) ≤ −1
by stability of F rr , hence
χ(G)
r(G)
< − 1
r−1
= χ(F
r−1
r )
r(Fr−1r )
if r(G ′) < r−1. If r(G ′) = r−1,
then c1(F
r−1
r /G
′).H = 0 = r(F r−1r /G
′) and hence F r−1r /G
′ is a 0-dimensional
sheaf and χ(G
′)
r(G′)
< χ(F
r−1
r )
r(Fr−1r )
.
The lemma is proved. 
Remark 2.13. Let F r−1r and F
r
r be as in Lemma 2.12. Then
F r−1r is stable and locally free ⇔ F
r
r is stable and locally free.
This is because when F r−1r is stable, F
r
r is strictly semistable only if (2.12)
splits along the ideal sheaf Ix ⊂ OX of some single point x ∈ X, which is not
possible if F r−1r is locally free.
Convension. From now on, we will deal with global sections of determinant
line bundles λcrn(L) over the moduli space W (r, 0, n)
L. By Lemma 2.5,
W (r, 0, n) \W (r, 0, n)L is always of codimenison ≥ 3. Hence without loss of
generality, we may assume the polarization H is general enough so that we
can always write W (r, 0, n) instead of W (r, 0, n)L for any L.
3. A closed subscheme Sr of W (r, 0, r).
Proposition 3.1. Let r ≥ 2. There is a canonical section sr of the determi-
nant line bundle λr(K
−1
X ) over W (r, 0, r) whose zero set is
(3.1) Sr :=
{
F ∈ W (r, 0, r)|Hom(F ,OX) 6= 0
}
.
Moreover Sr is reduced as a divisor associated to λr(−KX) of W (r, 0, r), and
there is a birational morphism δ : W (r − 1, 0, r) → Sr which is surjective on
the stable locus. Moreover for any line bundle L over X, δ∗λr(L) ∼= λcr−1r (L).
Proof. Since −KX is effective, we have a curve C ∈ | −KX | and its structure
sheaf OC is of class uK−1
X
. Hence by Lemma 2.3 and Lemma 2.4 in [8], there
is a section sOC (unique up to scalars) of line bundle λr(K
−1
X ) over W (r, 0, r)
whose zero set is
DOC :=
{
F ∈ W (r, 0, r)|H1(F ⊗OC) 6= 0
}
.
On the other hand we have the following exact sequence
0→ KX → OX → OC → 0.
We then have the following exact sequence
(3.2) H1(F)→ H1(F ⊗OC)→ H
2(F(KX))→ H
2(F).
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Since F ∈ W (r, 0, r), H0(F) = H2(F) = 0 by semistability of F . Also
χ(F) = 0, therefore H1(F) = 0. Hence (3.2) gives
H1(F ⊗OC) ∼= H
2(F(KX)) ∼= Hom(F ,OX)
∨.
Hence DOC = Sr as sets.
We denote also by Sr the reduced subscheme, it is enough to show
(3.3) OW (Sr) ∼= λr(K
−1
X ).
If r = 2, then we are done by Corollary 2.8 in [31]. We assume r ≥ 3. By
Lemma 2.12, we have a morphism δ : W (r − 1, 0, r) → Sr which is surjective
on the stable locus. Sr is Cohen-Macaulay since so is W (r, 0, r).
Recall that W(r, 0, r) and W(r − 1, 0, r) are the stacks associated to
W (r, 0, r) and W (r − 1, 0, r) respectively. W and W(r − 1, 0, r) are smooth.
Let Zr be the substacks of W(r, 0, r) associated to Sr. We also denote by
δ : W(r − 1, 0, r)→ Zr the same map at stack level. Then by Lemma 2.10, δ
is surjective outside of a substack of codimension ≥ 2.
Denote by Wo the open substack of W(r, 0, r) consisting of sheaves F
such that hom(F ,OX) ≤ 1. Let Zor = Zr ∩W
o and W(r − 1, 0, r)o = δ−1(Zor).
Easy to see that δ restricted to W(r− 1, 0, r)o is an isomorphism to its image.
On the other hand by Lemma 2.10 and Lemma 2.12, we have codim (W(r −
1, 0, r)\W(r−1, 0, r)o) ≥ 2 and codim (Zr\Zor) ≥ 2. Denote by S
o
r the image of
Zor via the corepresentation Zr → Sr. Then by Lemma 2.5 codim (Sr \S
o
r) ≥ 2
and hence Sr is normal.
Let NZor/Wo be the normal bundle of Z
o
r inside W
o. To show (3.3), it is
enough to show δ∗NZor/Wo
∼= δ∗λr(K
−1
X ) over W(r − 1, 0, r)
o.
Let F r−1r be the universal sheaf over X ×W(r − 1, 0, r)
o. Then R :=
R1p∗F
r−1
r
∼= E xt1p(OX×W(r−1,0,r)o ,F
r−1
r ) is a line bundle over W(r − 1, 0, r)
o.
We have a universal extension over X ×W(r − 1, 0, r)o as follows.
(3.4) 0→ F r−1r → F
r
r → p
∗R → 0,
where F rr is the family of sheaves inducing the identification of W(r−1, 0, r)
o
and Zor.
By the universal property of the determinant line bundles, we have
δ∗λr(K
−1
X )
∼= det−1R•p∗(F
r
r ⊗ q
∗OC)
∼= det−1R•p∗(F
r−1
r ⊗ q
∗OC)⊗ det
−1R•p∗(p
∗R⊗ q∗OC)
∼= det−1R•p∗(F
r−1
r ⊗ q
∗OC)⊗R
⊗−χ(OC)
∼= det−1R•p∗(F
r−1
r ⊗ q
∗OC) = λcr−1r (K
−1
X )(3.5)
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Applying the functor p∗ · H om(F r−1r ,−) to (3.4) we get the following
sequence
(3.6) 0→ E xt1p(F
r−1
r ,F
r−1
r )→ E xt
1
p(F
r−1
r ,F
r
r )→ E xt
1
p(F
r−1
r , p
∗R)→ 0,
where the left zero is because H om(F r−1r , p
∗R)⊗k(z) = Hom(F r−1r ,OX) = 0
and the right zero is because E xt2p(F
r−1
r ,F
r−1
r )⊗k(z) = Ext
2(F r−1r ,F
r−1
r ) = 0
for every z ∈ Zor.
Applying the functor p∗ · H om(−,F rr ) to (3.4) we get the following
sequence
(3.7) 0→ E xt1p(F
r
r ,F
r
r )
∼=
−→ E xt1p(F
r−1
r ,F
r
r )→ 0,
where the left zero is because E xt1p(p
∗R,F rr )⊗ k(z) = Ext
1(OX ,F rr ) = 0 and
the right zero is because E xt2p(p
∗R,F rr )⊗ k(z) = Ext
2(OX ,F rr ) = 0 for every
z ∈ Zor.
Combine (3.6) and (3.7) and we have
(3.8) 0→ E xt1p(F
r−1
r ,F
r−1
r )→ E xt
1
p(F
r
r ,F
r
r )→ E xt
1
p(F
r−1
r , p
∗R)→ 0.
Because E xt1p(F
r−1
r ,F
r−1
r ) is the tangent bundle over W(r − 1, 0, r)
o and
E xt1p(F
r
r ,F
r
r ) is the pullback of the tangent bundle of W
o, we have
(3.9) δ∗NZor/Wo
∼= E xt1p(F
r−1
r , p
∗R) ∼= det−1R•(p∗ ·H om)(F
r−1
r , p
∗R),
where the last isomorphism is because p∗ ·H om(F r−1r ,OX×W(r−1,0,r)o)) = 0 =
E xt2p(F
r−1
r ,OX×W(r−1,0,r)o)). On the other hand F
r−1
r admits a locally free
resolution of finite length, hence by Lemma 5.5 in [1] we have
det−1R•(p∗ ·H om)(F
r−1
r , p
∗R)
∼= det−1R•(p∗ ·H om)(F
r−1
r ,OX×W(r−1,0,r)o)⊗R
∼= det−1R•p∗ ·R
•
H om(F r−1r ,OX×W(r−1,0,r)o)⊗R
∼= (detR•p∗F
r−1
r ⊗ q
∗KX)⊗R
∼= (detR•p∗F
r−1
r ⊗ q
∗KX)⊗ (det
−1R•p∗F
r−1
r ) = λcr−1r (K
−1
X ).(3.10)
Notice that R ∼= det−1R•p∗F r−1r because p∗F
r−1
r = R
2p∗F
r−1
r = 0.
Combining (3.5), (3.9) and (3.10), we get δ∗NZor/Wo
∼= δ∗λr(K
−1
X ).
For any line bundle L over X , by (3.4) we have the following equation
analogous to (3.5)
(3.11) δ∗λr(L) ∼= λcr−1r (L)⊗R
−χ(uL) ∼= λcr−1r (L),
where the last isomorphism is because χ(uL) = 0. Hence the proposition. 
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Remark 3.2. For r ≥ 3, Sr is normal and integral. Moreover δ∗OW (r−1,0,r) ∼=
OSr and hence λr(L) ∼= δ∗δ
∗λr(L) ∼= δ∗λcr−1r (L). Therefore together with
Lemma 3.3 in [31] we have the following isomorphism for r ≥ 2
(3.12) δ∗ : H0(Sr, λr(L))
∼=
−→ H0(W (r − 1, 0, r), λcr−1r (L)).
4. Higher rank cases.
4.1. General results.
Let L be a nontrivially effective line bundle. Let SDcrn,L be the strange
duality map (see e.g. §2.2 in [31]) as follows.
SDcrn,L : H
0(W (r, 0, n), λcrn(L))
∨ → H0(M(L, 0),ΘrL(n)).
We also write SDr,L := SDcrr,L. Let SDL,crn be the strange duality map dual
to SDcrn,L as follows.
SDL,crn : H
0(M(L, 0),ΘrL(n))
∨ → H0(W (r, 0, n), λcrn(L)).
We also write SDL,r := SDL,crr .
Recall that ΘL ∼= λL([OX ]) ∼= λL(c10) and Θ
r
L(n) := Θ
⊗r
L ⊗ π
∗O|L|(n) ∼=
λL(c
r
n) with π : M(L, 0) → |L| sending every sheaf to its support. ΘL has a
canonical divisor
DΘL :=
{
F ∈ M(L, 0)
∣∣H0(F) 6= 0}.
On M(L, 0) and W (r, 0, r) we have the following two exact sequences
respectively
(4.1) 0→ Θr−1L (r)→ Θ
r
L(r)→ Θ
r
L(r)|DΘL → 0,
(4.2) 0→ λr(L⊗KX)→ λr(L)→ λr(L)|Sr → 0,
where (4.2) is because of Proposition 3.1.
We have the following proposition which generalizes Lemma 3.1 in [31].
Proposition 4.1. Let r ≥ 2. By taking the global sections of (4.1) and the
dual of global sections of (4.2), we have the following commutative diagram
(4.3)
H0(Sr, λr(L)|Sr)
∨
g∨r //
αSr

H0(λr(L))
∨
f∨r //
SDr,L

H0(λr(L⊗KX))∨ //
βD

0
0 // H0(Θr−1L (r)) fL
// H0(ΘrL(r)) gL
// H0(DΘL,Θ
r(r)|DΘL)
.
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Moreover
(4.4)
αSr ◦ δ
∗∨ = SDcr−1r ,L : H
0(W (r − 1, 0, r), λcr−1r (L))
∨ → H0(M(L, 0),Θr−1L (r)),
where δ∗∨ is the dual to the isomorphism δ∗ in (3.12).
Proof. The proof of (4.3) is analogous to [31]. We only need to show that
gL ◦ SDr,L ◦ g
∨
r = 0 which can be deduced from that H
0(F ⊗ G) 6= 0 for all
G ∈ DΘL and F ∈ Sr. Any F ∈ Sr lies in the following sequence
(4.5) 0→ F ′ → F → OX → 0.
Tensor (4.5) by G ∈ DΘL, take the global sections and we get
0→ H0(F ′ ⊗ G)→ H0(F ⊗ G)→ H0(G)→ H1(F ′ ⊗ G).
If H0(F ′ ⊗ G) = 0, then H1(F ′ ⊗ G) = 0 and hence H0(F ⊗ G) ∼= H0(G) 6= 0.
So we are done.
To show (4.4), it is enough to show
(4.6)
SDr,L◦g
∨
r ◦δ
∗∨ = SDcr−1r ,L◦fL : H
0(W (r−1, 0, r), λcr−1r (L))
∨ → H0(M(L, 0),ΘrL(r)).
Let M(L, 0) be the moduli stack associated to M(L, 0). Then denote by
GL a universal sheaf over X ×M(L, 0). Over X ×W(r − 1, 0, r)o we have a
sequence as in (3.4). Moreover we can have the following commutative diagram
(4.7) 0 0 0
0 // F r−1r
OO
// F rr
//
OO
p∗R //
OO
0
0 // B′
OO
// B
OO
// p∗R //
=
OO
0
A
OO
= // A
OO
0
OO
0
OO
,
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where B, B′ and A are locally free and B ∼= q∗OX(−mH)⊗V with m ≫ 0.
Then over X ×M(L, 0)×W(r − 1, 0, r)o we have
(4.8) 0 0 0
0 // GL ⊠F
r−1
r
OO
// GL ⊠F
r
r
//
OO
GL ⊠ p
∗R //
OO
0
0 // GL ⊠B
′
OO
// GL ⊠B
OO
// GL ⊠ p
∗R //
=
OO
0
GL ⊠A
OO
= // GL ⊠A
OO
0
OO
0
OO
.
Since B ∼= q∗OX(−mH)⊗V with m ≫ 0, we can ask p∗(GL ⊠B) = 0. Also
R2p∗(GL⊠E ) = 0 for any coherent E since the relative dimension of Supp(GL)
via p is 1. Hence we have the following commutative diagram (we have two
different maps which are both denoted by p, by abuse of notation)
(4.9)
0 // p∗(GL ⊠ p∗R) // R1p∗(GL ⊠F r−1r )
// R1p∗(GL ⊠F rr )
// R1p∗(GL ⊠ p∗R) // 0
0 // p∗(GL ⊠ p∗R) //
=
OO
R1p∗(GL ⊠B
′)
OO
ηθ // R1p∗(GL ⊠B) //
OO
R1p∗(GL ⊠ p
∗R) //
=
OO
0
R1p∗(GL ⊠A )
ηr−1r
OO
= // R1p∗(GL ⊠A )
ηrr
OO
p∗(GL ⊠F
r−1
r )
OO
// p∗(GL ⊠F rr )
OO
.
The section det(ηr−1r ) induces the map SDcr−1r ,L, while the section det(η
r
r)
induces the map SDr,L ◦ g∨r ◦ δ
∗∨. Also det(ηθ) is exactly the section associated
to the divisor δ∗(DΘL), hence SDcr−1r ,L◦fL is induced by det(ηθ) ·det(η
r−1
r ). By
(4.9) we have det(ηrr) = det(ηθ) ·det(η
r−1
r ) and hence we have proved (4.6). 
On the map βD in (4.3), we have
Proposition 4.2. Let (X,L) be as in Lemma 3.9 or Lemma 3.10 in [31], i.e.
either CB or CB′ in §3.2 of [31] is satisfied, then we have an injective map
for all r > 0
jr : H
0(DΘL,Θ
r
L(r)|DΘL) →֒ H
0(M(L⊗KX , 0),Θ
r
L⊗KX
(r)).
Moreover, jr ◦ βD = SDr,L⊗KX .
Proof. The proof is the same as Lemma 3.9 in [31] and hence omitted here. 
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4.2. Applications to X = P2 or Σe.
We won’t restate CB or CB′ in this paper, but according to Theorem
3.14 in [31] we have
Corollary 4.3. Proposition 4.2 applies to the following cases
(1) X = P2, L = dH for d > 0.
(2) X = P(OP1 ⊕ OP1(e)) := Σe with F the fiber class and G the section
such that G.G = −e, and L = aG+ bF is one of the following
• min{a, b} ≤ 1;
• min{a, b} ≥ 2, e 6= 1, L ample;
• min{a, b} ≥ 2, e = 1, b ≥ a + [a/2] with [a/2] the integral part of
a/2.
In particular by Proposition 4.1 for (X,L) as above we have for all r ≥ 2
SDcr−1r ,L is injective (surjective, an isomorphism, resp.)
SDr,L⊗KX is injective (surjective, an isomorphism, resp.)
}
⇒ So is SDr,L.
In this whole subsection let (X,L) always be as in Corollary 4.3.
Remark 4.4. Notice that in Corollary 4.3 if H0(L⊗KX) = 0, then ΘL = ∅ and
hence βD = 0. In this case, M(L ⊗KX , 0) = ∅ and we define SDr,L⊗KX = 0.
If L ⊗KX ∼= OX , then M(L ⊗KX , 0) = M(OX , 0) consists of a single point
which is the zero sheaf, and λr(OX) ∼= OW (r,0,r) over W (r, 0, r). We can still
define SDr,OX via the locus Dr,OX inside W (r, 0, r) ⊗M(OX , 0)
∼= W (r, 0, r)
as follows
Dr,OX :=
{
(F ,G)
∣∣F = 0 ∈M(OX , 0),G ∈ W (r, 0, r), and H0(F ⊗ G) 6= 0}.
Since Dr,OX is empty and hence λr(OX)⊠λOX (r)
∼= OW (r,0,r) and SDr,L⊗KX is
a non-zero map from H0(W (r, 0, r), λr(OX)) = H
0(W (r, 0, r),OW (r,0,r)) ∼= C
to C, which is an isomorphism.
Remark 4.5. As proved in [31], SD2,L is an isomorphism. However, we are
still in lack of a suitable bridge from SDr,L to SDcrr+1,L, in order to get the
expected properties of SDr,L in general by induction on r and L.
Lemma 4.6. If −KX − L is effective, then βD is an isomorphism. Therefore
in this case we have
SDcr−1r ,L is injective (surjective, an isomorphism, resp.)⇒ So is SDr,L
Proof. If L 6= −KX , then DΘL = ∅ by Proposition 4.1.1 and Corollary 4.3.2
in [28]. On the other hand, we want to show that H0(λr(L ⊗KX)) = 0. It is
enough to show that λr(L
−1⊗K−1X ) has a non-zero global section vanishing at
some point. Choose a curve B ∈ | − L −KX |. Then we can write B = ∪iBi
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such that Bi ∼= P1. Let GB :=
⊕
i
OBi(−1). There is a natural section σB of
λr(L
−1 ⊗ K−1X ) vanishing at points F ∈ W (r, 0, r) such that H
0(F ⊗ GB) =⊕
i
H0(F ⊗ OBi(−1)) 6= 0. Let F =
r⊕
j=1
Ixj with xj ∈ X and Ixj the ideal
sheaf of xj . Then H
0(F ⊗ GB) 6= 0 ⇔ ∃ xj ∈ B.. Hence σB is non-zero and
vanishes at some points. Hence H0(λr(L⊗KX)) = 0.
If L = −KX , then DΘL
∼= |L| and ΘrL(r)|DΘL
∼= O|L|. Also λr(L⊗KX) ∼=
OW (r,0,r). That βD is an isomorphism follows from Remark 4.4 and Proposition
4.2. We also can show βD is an isomorphism directly: it is enough to show
gL ◦ SDr,L is not zero. It is then enough to find a sheaf F ∈ W (r, 0, r) and
a sheaf G ∈ DΘ−KX such that H
0(G ⊗ F) = 0. G ∈ DΘ−KX then G
∼= OC for
some C ∈ | −KX |. By (3.2) we have H0(G ⊗ F) 6= 0⇔ F ∈ Sr. Hence βD is
an isomorphism. We have proved the lemma. 
Remark 4.7. Lemma 4.6 holds not only for (X,L) in Corollary 4.3 but also
for all L on X = P2 or Σe. For instance, L = −KX on X = Σe with e ≥ 2.
We have SDr,L⊗KX = 0 if L +KX is not effective. However for general
r, we don’t know whether H0(W (r, 0, r), λr(L⊗KX)) is zero (in other words
βD is an isomorphism) or not if neither L+KX nor −L−KX is effective. But
we have following proposition for r = 2 mostly due to Abe ([1]).
Proposition 4.8. Let r = 2. If H0(L⊗KX) = 0, then for all n ≥ 2
(1) H0(W (2, 0, n), λc2n(L⊗KX)) = 0;
(2) SDc2n,L is an isomorphism.
Proof. If n = 2, then the proposition follows from Corollary 3.4 and Remark
3.5 in [31].
For n > 2, Theorem 6.5 in [1] and Lemma 2.10 implies (1). In order to
prove (2), it is enough to show that Theorem 7.8 in [1] applies, and hence it is
enough to check the following four conditions (see §7.3 in [1]):
(i) KX .H < 0;
(ii) H1(X,OX) = 0;
(iii) M(L, 0) is irreducible normal and birational to |L|;
(iv) W(2, 0, n) is irreducible for n ≥ 1.
By Proposition 4.1.1, M(L, 0) ∼= |L|. W(2, 0, n) is irreducible for n ≥ 2
by Lemma 2.10. F ∈W(2, 0, 1) iff F lies in the following sequence
0→ Ox → F → Ix → 0,
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where Ix is a ideal sheaf of a single point x ∈ X . Hence F ∼= OX ⊕ Ix since
H1(Ix) = 0. Therefore W(2, 0, 1) is irreducible.
The proposition is proved. 
By applying Corollary 4.3 and Proposition 4.8, we get the following the-
orem.
Theorem 4.9. Let r = 3 = n. If H0(L⊗KX) = 0, then
(1) H0(W (3, 0, 3), λ3(L⊗KX)) = 0;
(2) SD3,L is an isomorphism.
Proof. Since −KX is effective, H0(L ⊗KX) = 0 ⇒ H0(L ⊗K
⊗n
X ) = 0 for all
n ≥ 1. By Remark 3.2 and Proposition 4.8, we have H0(S3, λ3(L ⊗K
⊗n
X )) =
0 = H0(W (2, 0, n), λc2n(L⊗K
⊗n
X )) for all n ≥ 1. Hence by (4.2), we have
(4.10)
H0(W (3, 0, 3), λ3(L⊗KX)) ∼= H
0(W (3, 0, 3), λ3(L⊗K
⊗n
X )) for any n ≥ 1.
On the other hand, λ3(L ⊗ K
⊗n
X )
∼= λ3(L) ⊗ λ3(K
−1
X )
⊗−n and λ3(K
−1
X ) is an
effective line bundle associated to divisor S3. Hence H
0(λ3(L⊗K
⊗n
X )) = 0 for
n large enough. Therefore H0(W (3, 0, 3), λ3(L ⊗KX)) = 0 by (4.10). Hence
βD is an isomorphism and SD3,L is an isomorphism because so is SDc23,L by
Proposition 4.8 (2). Hence the theorem. 
We have the following theorem as a corollary to Theorem 1.4 (1) (2) in
[15] by applying Corollary 4.3 and Lemma 4.6.
Theorem 4.10. Let r = 3 = n. X and L be as follows.
(1) X = P2 or Σe with e = 0, 1. L = −KX .
(2) X = Σe with e = 0, 1. L = −KX + F with F the fiber class.
Then SD3,L is an isomorphism under suitable polarization.
Proof. Let (X,L) be as in the theorem. By Theorem 1.4 (1) (2), SDc2n,L is an
isomorphism for n ≥ 3 under suitable polarization. Hence the theorem follows
from Lemma 4.6 and Corollary 4.3. 
We have seen that SDcrn,L is an isomorphism for r = 1, 2, n ≥ r if either
H0(L ⊗ KX) = 0 or L = −KX (see Corollary 4.3.2 in [28] for r = 1). For
r ≥ 3, n ≥ r and (r, n) 6= (3, 3), we only have a partial result as the following
proposition.
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Definition 4.11. The map SDc,u is called effectively surjective (µ-effectively
surjective, resp.) if we can find a finite collection
{
sGi
}
i∈I
of sections with
Gi ∈ MHX (c) (Gi ∈ W
H
X(c)
µ, resp.) spanning H0(MHX (u), λu(c)), where sG is
the section of λu(c) induced by the following divisor
DG :=
{
F ∈MHX (c)|H
0(G ⊗ F) 6= 0
}
.
Remark 4.12. By Proposition 6.18 in [15], SDc,u is effectively surjective ⇒
SDu,c is surjective. Moreover by Lemma 2.10, for n > r SDcrn,L is µ-effectively
surjective ⇒ SDcrn,L is surjective.
Proposition 4.13. If either H0(L ⊗KX) = 0 or L = −KX , then SDcrn,L is
µ-effectively surjective for all r ≥ 1 and n ≥ r. Moreover SDcrn,L is effectively
surjective for r = 1 or n = r. Therefore SDcrn,L is surjective for all r ≥ 1 and
n ≥ r.
Proof. The strategy is analogous to §6.2 in [15]. Let L = −KX . By Theorem
4.4.1 (2) in [28] we have the surjective multiplication map for all r ≥ 1
m1 : H
0(M(L, 0),ΘrL(r))⊗H
0(M(L, 0), π∗O|L|(n−r))→ H
0(M(L, 0),ΘrL(n)).
By analogous argument to §6.2 in [15], we see that for all r ≥ 1, if ∃ {Gri }i∈Ir ⊂
W (r, 0, r) such that {sGri }i∈Ir spans H
0(M(L, 0),ΘrL(r)), then ∃ {G
r,n
i }i∈Ir,n ⊂
W(r, 0, n)µ such that {sGr,ni }i∈Ir, spans H
0(M(L, 0),ΘrL(n)) for all n ≥ r, hence
then SDcrn,L is surjective. So we have the following implication
(4.11)
SDr,L is effectively surjective =⇒ SDcrn,L is µ-effectively surjective for all n ≥ r.
On the other hand, by Lemma 4.6, sGr spans H
0(DΘL,Θ
r
L(r)|DΘL ) for
any Gr ∈ W (r, 0, r) \Sr via the map βD in (4.3). Let ℓ = dim |L| and choose ℓ
distinct points x1, x2, · · · , xℓ such that txj spans H
0(|L|,O|L|(1)), where txj
is the section of O|L|(1) induced by asking curves passing through xj . If
∃ {Gri }i∈Ir ⊂ W (r, 0, r) such that {sGri }i∈Ir spans H
0(M(L, 0),ΘrL(r)), then
we can construct a set {Gr+1i,xj ,G
r+1}i∈Ir,1≤j≤l ⊂ W (r + 1, 0, r + 1) such that
Gr+1 ∈ W (r + 1, 0, r + 1) \ Sr+1 and G
r+1
i,xj
lies in the following sequence
(4.12) 0→ Gri → G
r+1
i,xj
→ Ixj → 0,
where Ixj is the ideal sheaf of xj . It is easy to see G
r+1
i,xj
∈ Sr+1 and {sGr+1i,xj
}i∈Ir,1≤j≤ℓ
spans the image of αSr+1 in H
0(M(L, 0),ΘrL(r+1)) as in (4.3). Also by (4.11)
we have αSr+1 is surjective since so is SDcrr+1,L. Hence we have the following
implication
(4.13) SDr,L is effectively surjective =⇒ SDr+1,L is effectively surjective.
SD1,L is surjective by Corollary 4.3.2 in [28]. Combining (4.11) and (4.13), we
have proved the proposition for L = −KX .
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If L 6= −KX , then by Proposition 4.1.1 in [28], M(L, 0) ∼= |L| and
ΘL ∼= O|L|. Use the same argument as Proposition 3.8 in [30] and we get that
SDr,L is effectively surjective. By the analogous argument as §6.2 in [15], we
also have implication in (4.11) and hence the proposition. 
Remark 4.14. Proposition 4.13 holds not only for (X,L) in Corollary 4.3 but
also for all L on X = P2 or Σe such that −L−KX is effective. In particular by
Lemma 3.17 and Corollary 3.19 in [31], Theorem 4.4.1 (2) in [28] also applies
to L = −KX , X = Σe for all e ≥ 2, i.e. π∗ΘrL
∼= O|L| ⊕
r⊕
i=2
O|L|(−i).
4.3. More results on X = P2.
Using Fourier transform on P2 (see also §4 in [19] or §3 in [30]), we can
get results as follows.
Theorem 4.15. Let X = P2, L = dH. Then
(1) g∨r in (4.3) is injective for all r > 0 and d > 0;
(2) SDr,dH is an isomorphism for d = 1, 2 and r > 0;
(3) SDcr−1r ,dH is an isomorphism for d = 1, 2 and r > 1;
(4) SD3,rH is injective for r > 0;
(5) SDc23,rH is injective for all r > 0.
Proof of Statement (1) in Theorem 4.15. To show g∨r is injective, it is enough
to show H1(λr(H
⊗(d−3))) = 0 for all r > 0 and d > 0. Notice that W (r, 0, r)
is of weight zero (def. see §1.2 in [11], or §2.3 in [2]). Hence by Theorem
B, Theorem E and Theorem F in [11], we have that Pic(W (r, 0, r)) ∼= Z is
generated by λr(H) and the dualizing sheaf over W (r, 0, r) is λr((H
−1)⊗3r).
Since λr(H) is effective, it is an ample generator of Pic(W (r, 0, r)). By the
generalized version of Kodaira vanishing theorem (Theorem 1-2-5 in [18]), we
have H1(λr(H
⊗(d−3r))) = 0 for all d > 0. Therefore H1(λr(H
⊗(d−3))) = 0 for
all r > 0 and d > 0, hence Statement (1). 
To prove Statement (2) in Theorem 4.15, we need to use Fourier trans-
form on P2. Let D be the universal curve in P2 × |H| as follows.
(4.14) P2 × |H| ⊃ D
q

p // P2
|H| ∼= P2
.
Let F be a pure 1-dimensional sheaf with Euler characteristic 0, then
its Fourier transform is defined to be GF := q∗(p∗(F ⊗ OP2(2))) ⊗ O|H|(−1).
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Let G be a torsion free sheaf on |H| with first Chern class 0 and Euler char-
acteristic 0, then its Fourier transform is defined to be FG := R1p∗(q∗(G ⊗
O|H|(−1))) ⊗ OP2(−1). Identify |H| with P
2 and Fourier transform gives a
birational correspondence
(4.15) Φ : M(dH, 0) 99KW (d, 0, d).
By Lemma 4.2 and Corollary 4.3 in [19], Φ induces an isomorphism from
M(dH, 0) \ DΘdH to the open subset of W (d, 0, d) consisting of polystable
sheaves whose restrictions to a generic line P1 ∼= l ∈ |H| are isomorphic to
O⊕dl . Moreover Φ is an isomorphism for d = 1, 2.
Let M(dH, 0)g be the largest open subset where Φ is well-defined, i.e.
M(dH, 0)g consists of sheaves F such that q∗(p
∗(F ⊗OP2(2)))⊗O|H|(−1) are
semistable. By Theorem 4.4 and Theorem 4.8 in [19], M(dH, 0)g = M(dH, 0)
for d ≤ 4. For d ≥ 5, the following lemma shows that the correspondence Φ
can be defined over a larger open subset than M(dH, 0) \DΘdH .
Lemma 4.16. Let F ∈ DΘdH with d ≥ 5 such that h
0(F) = h1(F) = 1. If
the non-split extension of F by KX is torsion-free, then F ∈ M(dH, 0)g. In
particular, if F supports on an integral curve, then F ∈M(dH, 0)g.
Proof. Ext1(F ,OP2(−3)) ∼= H
1(F)∨. Hence there is a unique non-split exten-
sion of F by OP2(−3) as follows.
(4.16) 0→ OP2(−3)→ I˜ → F → 0.
Do Fourier transform to (4.16) and we get
(4.17)
0→ q∗(p
∗(I˜ ⊗ OP2(2)))⊗O|H|(−1)
∼=
−→ q∗(p
∗(F ⊗OP2(2)))⊗O|H|(−1)→ 0,
which is because q∗(p
∗(OP2(−1))) = 0 = R
1q∗(p
∗(OP2(−1))).
h0(I˜) ∼= h0(F) = 1, hence there is a non-zero map OP2 → I˜ which is
injective given I˜ torsion-free. Hence we have
(4.18) 0→ OP2 → I˜ → F1 → 0.
r(F1) = 0, c1(F1) = c1(I˜) = (d − 3)H , χ(F1) = χ(F) = 0 and moreover
h0(F1) = h0(I˜) − 1 = 0 which implies that F1 is semistable, since every
subsheaf of F1 can not have positive Euler characteristic. Hence F1 ∈M((d−
3)H, 0) \DΘ(d−3)H .
Let G1 be the Fourier transform of F1, then G1 ∈ W (d− 3, 0, d− 3). Do
Fourier transform to (4.18) and we get
(4.19) 0→ S2TP2(−1)→ q∗(p
∗(I˜ ⊗ OP2(2)))⊗O|H|(−1)→ G1 → 0,
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where S2TP2 ∼= q∗(p
∗(OP2(2))) is the 2
nd symmetric power of the tangent bun-
dle TP2 . S
2TP2(−1) ∈ W (3, 0, 3) and hence by (4.17) and (4.19), the Fourier
transform of F is semistable and hence F ∈M(dH, 0)g. 
Let W (r, 0, r)g := Φ(M(rH, 0)g).
Lemma 4.17. The complement of M(dH, 0)g (W (r, 0, r)g, resp.) in M(dH, 0)
(W (r, 0, r), resp.) is of codimension ≥ 2.
Proof. M(dH, 0) \M(dH, 0)g is of codimension ≥ 2 is by Theorem 4.17 and
Proposition 5.5 in [29] together with Lemma 4.16.
W (r, 0, r)g contains all the sheaves whose restrictions on a generic line
P1 ∼= l ∈ |H| are isomorphic to O⊕dl . It is enough to show that the following
set B is of codimension ≥ 2 in W (r, 0, r).
B :=
{
G ∈ W (r, 0, r)|H0(G ⊗ Ol(−1)) 6= 0, ∀ l ∈ |H|.
}
Let Ĥ be the subspace of H0(W (r, 0, r), λr(H)) generated by all the
sections induced by sheaves Ol(−1) with l ∈ |H|. Also Ĥ is the image of
H0(M(H, 0), λH(r))
∨ ∼= H0(|H|,O|H|(r))∨ via the strange duality map SDH,r.
Notice that B is the base locus of Ĥ.
Since λr(H) is the ample generator of Pic(W (r, 0, r)), every divisor in
|λr(H)| can not be a union of two subdivisors. Hence either B is of codimension
≥ 2 in W (r, 0, r), or dim Ĥ = 1. By Proposition 4.13, SDH,r is injective and
hence dim Ĥ = h0(|H|,O|H|(r)) ≥ 3. Hence W (r, 0, r) \ W (r, 0, r)
g is of
codimension ≥ 2. Hence the lemma. 
Lemma 4.18. Φ : M(dH, 0) → W (d, 0, d) is a birational map of normal
projective schemes and Φ∗λd(H
⊗r) ∼= λdH(r) = ΘrdH(r), ∀ r.
Moreover Φ∗ : H0(W (d, 0, d), λd(H
⊗r))
∼=
−→ H0(M(dH, 0),ΘrdH(r)) is an
isomorphism.
Proof. Φ is a birational map not only set-theoretically but also schematically,
because of Lemma 3.3 (1) in [30]. Also by Proposition 3.6 in [30], Φ∗λd(H
⊗r) ∼=
λdH(r) = Θ
r
dH(r).
Since bothM(dH, 0) andW (d, 0, d) are normal and irreducible, Φ∗OM(dH,0)g ∼=
OW (d,0,d)g . Therefore Φ∗Θ
r
dH(r)
∼= λd(H⊗r). By Lemma 4.17 we have
H0(M(dH, 0),ΘrdH(r))
∼=
−→ H0(M(dH, 0)g,ΘrdH(r))
∼=
−→ H0(W (d, 0, d)g,Φ∗ΘrdH(r))
∼=
−→ H0(W (d, 0, d)g, λd(H⊗r))
∼=
−→ H0(W (d, 0, d), λd(H⊗r))
.
The lemma is proved. 
26 YAO YUAN
Proof of Statement (2), (3), (4) and (5) in Theorem 4.15. For d = 1, 2, by Propo-
sition 4.13 SDdH,r is injective, hence SDr,dH is surjective. To prove Statement
(2), we only need to show that
(4.20) h0(W (r, 0, r), λr(H
⊗d)) = h0(|dH|,O|dH|(r)) for d = 1, 2.
By Lemma 4.18,
(4.21) h0(W (r, 0, r), λr(H
⊗d)) = h0(M(rH, 0),ΘdrH(d)).
By Corollary 4.3.2 in [28] and Theorem 1.1 in [30], we have
(4.22) h0(M(rH, 0),ΘdrH(d)) = h
0(W (d, 0, d), λd(H
⊗r)) for d = 1, 2.
By Fourier transform,
(4.23)
h0(W (d, 0, d), λd(H
⊗r)) = h0(M(dH, 0),ΘrdH(r)) = h
0(|dH|,OdH(r)) for d = 1, 2.
Combining (4.21), (4.22) and (4.23), we get (4.20) and hence Statement (2).
Statement (3) is a direct consequence of Statement (1) (2), Corollary 4.3
and Lemma 4.6.
By Corollary 3.7 in [30] and Lemma 4.18 we have the following commu-
tative diagram
(4.24)
H0(M(rH, 0)g ,Θd
rH
(d))∨
ı∨rH
∼=
//
∼=

H0(M(rH, 0),Θd
rH
(d))∨
SDrH,d=SD
∨
d,rH// H0(W (d, 0, d), λd(H⊗r))
d
∼=
// H0(W (d, 0, d)g , λd(H⊗r))
∼=

H0(W (r, 0, r)g, λr(H⊗d))
∨r
∼= // H0(W (r, 0, r), λr(H⊗d))∨
SDr,dH=SD
∨
dH,r
// H0(M(dH, 0),Θr
dH
(r))
ıdH
∼= // H0(M(dH, 0)g ,Θr
dH
(r)).
By Proposition 4.13 SDr,3H is surjective, hence so is SDrH,3 = SD
∨
3,rH
by (4.24) and hence SD3,rH is injective.
Statement (5) is a direct consequence of Statement (1) (4) and Corollary
4.3. We have proved the theorem. 
Remark 4.19. By Corollary 4.3 and Theorem 4.15 (1), SD3,rH is an isomor-
phism for all r > 0 ⇔ SDc23,rH is an isomorphism for all r > 0.
5. Another result on P2 and Σe with e ≤ 3.
5.1. Statements.
In this section we choose L to be some special cases where the arithmetic
genus gL of curves in |L| is 3. The main result is as follows.
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Proposition 5.1. (1) X = P2 and L = 4H. Then
π∗Θ
2
L
∼= O|L| ⊕O|L|(−2)
⊕6 ⊕O|L|(−3).
(2) X = Σe with e ≤ 3 and L = 2G + (e + 4)F where F is the fiber class
and G is the section class such that G.G = −e. Then
π∗Θ
2
L
∼= O|L| ⊕O|L|(−2)
⊕6 ⊕O|L|(−4).
Corollary 5.2. Let (X,L) be as in Proposition 5.1 and let −KX be ample
(i.e. X 6= Σe with e = 2, 3), then for any n ≥ 3 under suitable polarization,
(5.1)
h0(M(L, 0),Θ2L(n)) = χ(M(L, 0),Θ
2
L(n)) = h
0(W (2, 0, n), λc2n(L)) = χ(W (2, 0, n), λc2n(L)).
Proof. The corollary follows straightforward from Theorem 1.3 (1) in [16] (for
X = P2), Theorem 1.2 (3) (forX = Σe), Proposition 2.9 in [15] and Proposition
5.1 above. 
Theorem 5.3. Let (X,L) be as in Proposition 5.1 and let −KX be ample,
then under suitable polarization SDc2n,L is an isomorphism for any n ≥ 3.
Remark 5.4. (1) If r = n = 2, SD2,L is an isomorphism by [30] and [31].
For X = P2, we also have equality in (5.1), but for X = Σe we still
don’t know whether χ(M(L, 0),Θ2L(2)) = χ(W (2, 0, 2), λ2(L))?
(2) By Theorem 1.2 (4) in [15], Corollary 5.2 and hence Theorem 5.3 are
true under any polarization for n very large.
Corollary 5.5. Let (X,L) be as in Proposition 5.1 and let −KX be ample,
then under suitable polarization SD3,L is an isomorphism.
Proof. This follows directly from Corollary 4.3.2 in [28], Corollary 4.3 and
Proposition 5.1. 
Let (X,L) be as in Proposition 5.1. On M(L, 0) we have an exact se-
quence similar as (4.1)
(5.2) 0→ ΘL → Θ
2
L → Θ
2
L|DΘL → 0.
Push it forward via π to |L|. By Corollary 3.19 (2) in [31], we have π∗ΘL ∼= O|L|
and Riπ∗Θ
r
L = 0 for all i, r > 0. Hence
(5.3) 0→ O|L| → π∗Θ
2
L → π∗(Θ
2
L|DΘL )→ 0.
Then Proposition 5.1 is just a direct corollary of the following lemma.
Lemma 5.6. (1) X = P2 and L = 4H. Then
π∗(Θ
2
L(2)|DΘL )
∼= O⊕6|L| ⊕O|L|(−1).
(2) X = Σe with e ≤ 3 and L = 2G+ (e+ 4)F . Then
π∗(Θ
2
L(2)|DΘL )
∼= O⊕6|L| ⊕O|L|(−2).
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We will prove Lemma 5.6 and Theorem 5.3 in §5.2 for X = P2 and §5.3
for X = Σe with e ≥ 3.
Let CL ⊂ P2×|L| be the universal curve and let C
[n]
L be the relative Hilbert
scheme of n-points on CL over |L|. We have two morphisms π¯ : C
[n]
L → |L|
sending each [Z ⊂ C] to the curve C, and ρ : C[n]L → X
[n] sending [Z ⊂ C] to
Z, where X [n] is the Hilbert scheme of n-points on X . For each line bundle E
over X , denote by E[n] the determinant line bundle det−1R•p∗(q∗E ⊗In) over
X [n], where In is the universal ideal sheaf over X ×X [n], and denote by E(n)
the line bundle over X [n] induced by the Sn-linearized line bundle E
⊠n over
Xn. It is well known (e.g. see §5 in [14]) that
(5.4) E[n] ∼= E(n) ⊗OX[n](−∆/2),
where ∆ is the exceptional divisor of X [n] → SymnX , i.e. ∆ consists of all Z
supported at at most n− 1 points.
By §4 in [30] or the proof of Lemma 3.9 in [31], we see that there is
a birational map g : Q := C[gL−1]L 99K DΘL, defined by assigning each [Z ⊂
C] ∈ C[gL−1]L to IZ/C(L⊗KX) with IZ/C the ideal sheaf of Z inside the curve
C ∈ |L|. Moreover, by Lemma 3.7 in [29] g induces an isomorphism between
Qo and DoΘL defined as follows
Qo :=
{
[Z ⊂ C] ∈ C[gL−1]L
∣∣∣∣ h0(IZ(L⊗KX)) = 1, h1(IZ(L)) = 0,and C is integral.
}
,
DoΘL :=
{
F ∈ DΘL
∣∣∣∣ h1(F) = 1, h1(F(−KX)) = 0,and Supp(FL) is integral.
}
.
DoΘL is dense in DΘL by CB-(1) in [31]. Also g
∗(ΘrL(r))
∼= ρ∗(L ⊗KX)
⊗r
[gL−1]
.
Define LL := (L⊗KX)[gL−1]. We have the commutative diagram
(5.5) Q
g //❴❴❴
π¯   ❇
❇❇
❇❇
❇❇
❇
DΘL
π

|L|
.
We have a useful lemma as follows.
Lemma 5.7. Let X be any rational surface and L an effective line bundle.
Let Z ∈ X [gL−1]. If h0(IZ(L⊗KX)) = 1 with IZ the ideal sheaf of Z, then for
any non-zero map κ : KX → IZ(L⊗KX) we have the following exact sequence
(5.6) 0→ KX
κ
−→ IZ(L⊗KX)→ FL → 0,
with FL ∈M(L, 0).
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Proof. κ has to be injective since it is non-zero. FL is pure because IZ(L⊗KX)
is torsion free. h0(FL) = h0(IZ(L ⊗ KX)) = 1, hence for any F ′ ( FL,
h0(F ′) ≤ 1. If FL is not semistable, then ∃ F
′ ( FL, such that χ(F
′) > 0
and hence that h1(F ′) = 1. Therefore (5.6) must partially split along F ′
which contradicts with the torsion-freeness of IZ(L ⊗KX). So the lemma is
proven. 
5.2. Proof for X = P2 and L = 4H.
In this subsection L = 4H and gL − 1 = 2. Denote by C instead of
C4H the universal curve for simplicity. Since (5.5) commutes, Lemma 5.6 for
X = P2 follows from the following two lemmas.
Lemma 5.8. The birational map g : Q 99K DΘ4H is a morphism and g∗OQ
∼=
ODΘ4H , R
ig∗OQ = 0 for all i > 0 and i 6= 2.
Moreover Riπ¯∗Lr4H
∼= Ri−2π∗(R2g∗OQ ⊗ Θr4H(r)|DΘ4H ) for all i > 0 and
r ≥ 2, in particular R1π¯∗Lr4H = 0 for all r ≥ 2.
Lemma 5.9. π¯∗L24H
∼= O⊕6|4H| ⊕O|4H|(−1).
Proof of Lemma 5.8. ∀ Z ∈ (P2)[2], h0(IZ(1)) = 1. Hence g is well-defined
over the whole Q by Lemma 5.7. We have
0→ OP2 → IZ(1)→ OP1(−1)→ 0, ∀ Z ∈ (P
2)[2].
Hence h0(IZ(4)) = 13, h1(IZ(4)) = 0 and Q is a P12-bundle over (P2)[2]. Both
Q and DΘL are projective and g is dominant. Hence g must be surjective. We
have the following sequence
(5.7) 0→ OP2(−3)
κ
−→ IZ(1)→ F → 0,
where h0(F) = h0(IZ(1)) = 1 = h1(F). Hence if F is stable, g−1(F) con-
tains only one element. Let DsΘ4H be the stable locus of DΘ4H , then g is an
isomorphism over DsΘ4H .
If F in (5.7) is strictly semistable, then Supp(F) must be reducible.
Write Supp(F) = C1 ∪ C3, then P1 ∼= C1 ∈ |H|, C3 ∈ |3H| and F is S-
equivalent to OC3 ⊕ OC1(−1) since H
0(F) 6= 0. This happens iff the map κ
in (5.7) factors through OP2 →֒ IZ(1). Hence the fiber at OC3 ⊕ OC2 of g is
C
[2]
1
∼= Sym2(C1) ∼= P2. Hence Rig∗OQ = 0 for all i > 2.
dim (DΘ4H \D
s
Θ4H
) = dim |3H|+ dim|H| = 11 = dim DΘ4H − 5.. Thus
DΘ4H is normal and g∗OQ
∼= ODΘ4H . Let Q ⊃ T := g
−1(DΘ4H \D
s
Θ4H
). Then
dim T = dim Q− 3. Since g is an isomorphism outside T , R1g∗OQ = 0.
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Since Riπ∗Θ
r
L = 0 for all i, r > 0, R
iπ∗(Θ
r
L|DΘL ) = 0 for all i > 0 and
r ≥ 2. Hence by spectral sequence Riπ¯∗Lr4H
∼= Ri−2π∗(R2g∗OQ⊗Θr4H(r)|DΘ4H )
for all i > 0 and r ≥ 2. In particular R1π¯∗Lr4H = 0 for all r ≥ 2. 
Proof of Lemma 5.9. The map ρ : Q→ (P2)[2] is a P12-bundle, so Q is smooth.
By (5.4) we have
(5.8) L24H
∼= ρ∗H⊗2(2) ⊗ ρ
∗O(P2)[2](−∆) ∼= ρ
∗H⊗2(2) ⊗OQ(−∆Q).
where Q ⊃ ∆Q := ρ∗∆. We have the Hilbert-Chow map h : Q → Sym2|4H|C
which is an isomorphism on Q \∆Q and over all [{2x} ⊂ C] such that C are
smooth at x. We have the commutative diagram as follows
(5.9) Q
ρ //
π¯
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉
h

(P2)[2]
h1

|4H| Sym2|4H|Cπ¯1
oo
ρ1
// Sym2P2
.
Let ∆C ⊂ Sym2|4H|C be the diagonal. Then ∆C
∼= C and h∗∆C = ∆Q. Notice
that H(2) over (P
2)[2] is the pull-back via h1 the line bundle denoted also by
H(2) over Sym
2P2. Hence by (5.8) we have
(5.10) L24H
∼= h∗(ρ∗1H
⊗2
(2) ⊗OSym2|4H|C(−∆C)).
Define A := ρ∗1H
⊗2
(2) ⊗OSym2|4H|C(−∆C). Sym
2
|4H|C is normal and hence h∗OQ =
OSym2
|4H|
C. It is enough to show
(5.11) (π¯1)∗A ∼= O
⊕6
|4H| ⊕O|4H|(−1).
We also have the following commutative diagram
(5.12) ∆C

 //
∼=

C ×|4H| C

 //
q2
))
q1
&&
σ

P2 × P2 × |4H| // P2 × P2
σ1

q˜1 //
q˜2
// P2
∆C

 // Sym2|4H|C ρ1
// Sym2P2 .
σ∗1H(2)
∼= OP2(1)
⊠2. We then have
(5.13) σ∗A ∼= q∗1OP2(2)⊗ q
∗
2OP2(2)⊗OC×|4H|C(−∆C).
On C ×|4H| C we have
(5.14) 0→ σ∗A → q∗1OP2(2)⊗ q
∗
2OP2(2)→ q
∗
1OP2(2)⊗ q
∗
2OP2(2)|∆C → 0.
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Define π¯2 = π¯1 ◦ σ. Then (Ri(π¯2)∗(σ∗A))S2 ∼= Ri(π¯1)∗A, where S2 is the 2nd
symmetric group. Since R1π¯∗L24H = 0 by Lemma 5.8, R
1(π¯1)∗A = 0.
S2 acts on ∆C trivially. q
∗
1OP2(2) ⊗ q
∗
2OP2(2)|∆C
∼= q∗OP2(4) and hence
(π¯2)∗q
∗
1OP2(2) ⊗ q
∗
2OP2(2)|∆C
∼= p∗(q∗OP2(4)) with p, q the projection of C to
|4H| and P2 respectively. We have on P2 × |4H|
(5.15) 0→ OP2(−4)⊠O|4H|(−1)→ OP2×|4H| → OC → 0.
Hence
(5.16) 0→ O|4H|(−1)→ O|4H| ⊗H
0(OP2(4))→ p∗(q
∗OP2(4))→ 0.
C ×|4H| C is a complete intersection defined by a section of q˜
∗
1OP2(4) ⊗
p∗O|4H|(1) and a section of q˜
∗
2OP2(4)⊗ p
∗O|4H|(1) inside P
2×P2× |4H|, where
by abuse of notations p is the projection from P2 × P2 × |4H| to |4H|. Hence
on P2 × P2 × |4H| we have the following exact sequence
(5.17)
0→
p∗O|4H|(−2)
⊗
q˜∗1OP2 (−4)
⊗
q˜∗2OP2 (−4)
→
q˜∗1OP2 (−4)⊗ p
∗O|4H|(−1)⊕
q˜∗1OP2 (−4)⊗ p
∗O|4H|(−1)
→ OP2×P2×|4H| → OC×|4H|C → 0.
Therefore (π¯2)∗(q
∗
1OP2(2)⊗ q
∗
2OP2(2))
∼= O|4H| ⊗H
0(OP2(2))
⊗2 and S2 acts on
H0(OP2(2))
⊗2 by switching two factors. Hence ((π¯2)∗(q
∗
1OP2(2)⊗q
∗
2OP2(2)))
S2 ∼=
O|4H| ⊗ S2H0(OP2(2)). Since R
1(π¯1)∗A = 0, we then have
(5.18) 0→ ((π¯2)∗(σ
∗A))S2 → O|4H| ⊗ S
2H0(OP2(2))→ p∗(q
∗OP2(4))→ 0.
Combine (5.16) and (5.18) and we get
(5.19)
0

0

O|4H|(−1)

0 // O⊕6|4H|
//

O⊕21|4H|
r
′
//
∼=

O⊕15|4H|
//

0
0 // ((π¯2)∗(σ
∗A))S2

// O|4H| ⊗ S2H0(OP2(2))
r // p∗(q
∗OP2(4)) //

0
O|4H|(−1)

0
0
.
Hence (π¯1)∗A ∼= ((π¯2)∗(σ∗A))S2 ∼= O
⊕6
|4H| ⊕O|4H|(−1). 
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Remark 5.10. We can see the surjectivity of map r in 5.19 directly: the map
r
′ in (5.19) is given by the multiplication
m : S2H0(OP2(2))։ H
0(OP2(4)), (s1, s2) 7→ s1 · s2,
which is surjective, hence r′ is surjective and so is r.
Proof of Theorem 5.3 for X = P2. Now we have the numerical condition
h0(M(4H, 0),Θ24H(n)) = h
0(W (2, 0, n), λc2n(4H)) for n ≥ 3.
To show the strange duality map SDc2n,4H is an isomorphism, it is enough to
show that it is surjective. By Proposition 5.1 the multiplication map
m2 : H
0(M(4H, 0),Θ2|4H|(3))⊗H
0(π∗O|4H|(n− 3))։ H
0(M(4H, 0),Θ2|4H|(n))
is surjective. By analogous argument to §6.2 in [15], we only need to find{
Gi
}
i∈I
⊂W(2, 0, 3)µ such that the induced sections {sGi}i∈I (def. see Defini-
tion 4.11) spans H0(M(4H, 0),Θ24H(3)), i.e. SDc23,4H is µ-effectively surjective.
Let H0(M(4H, 0),Θ4H(n)) →֒ H0(M(4H, 0),Θ24H(n)) with the embed-
ding given by multiplying the section associated to DΘ4H . We can find sec-
tions {sGj}j∈J that spans H
0(M(4H, 0),Θ4H(n)) (e.g. see Lemma 6.20 in [15]).
Hence we only need to find {sGi}i∈I to span H
0(Θ24H(3)|DΘ4H ). We firstly find
Gi ∈ W (2, 0, 2), 1 ≤ i ≤ 6 such that {sGi}
6
i=1 are linearly independent restricted
to DΘ4H , then {sGi}
6
i=1 spans H
0(Θ24H(2)|DΘ4H )
∼= C6 by Lemma 5.6.
W (2, 0, 2) ∼= |2H| by Fourier transform. For every G ∈ W (2, 0, 2) the
support of its Fourier transform is a curve CG of degree 2 inside |H| ∼= P2. CG
also consists of all the jumping lines l of G, i.e. [l] ∈ |H| such that G|l 6∼= O
⊕2
l .
CG is integral ⇔ G is stable hence locally free by Lemma 2.3 in [31]. Choose
generic 5 distinct points l1, l2, · · · , l5 ∈ |H|, then we can find a integral curve
C6 of degree 2 on |H| passing through all these 5 points. This can be done
since |O|H|(2)| ∼= P
5. Then we can find 5 other integral curve C1, C2, · · · , C5
of degree 2 over |H| such that li ∈ Cj ⇔ i < j. So C1 contains none of those 5
points. Let Gi be the Fourier transform of OCi(−1), then Gi ∈ W (2, 0, 2) and
are locally free. We claim that {sGi}
6
i=1 are linearly independent restricted to
DΘ4H . To show the claim we choose Zi ∈ (P
2)[2] such that Zi ∈ li, i.e. li = lZi
(def. see Lemma 5.11) for all 1 ≤ i ≤ 5. Let Fi ∈ DΘ4H , 1 ≤ i ≤ 5 lie in the
following sequence
0→ OP2(−3)→ IZi(1)→ Fi → 0.
Then by Lemma 5.11 below, we have sGj (Fi) = 0⇔ i < j. If ∃ a1, · · · , a6 ∈ C,
such that s :=
6∑
i=1
aisGi = 0, then s(F1) = a1sG1(F1) = 0 hence a1 = 0 for
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sG1(F1) 6= 0. Taking value of s on F2, · · · ,F5 and we get a2 = · · · = a5 = 0.
Hence a6 = 0 and sGi are linearly independent restricted to DΘ4H .
Since {sGi}
6
i=1 spans H
0(Θ24H(2)|DΘ4H ), as what we did before, we can
find {sGi,xk}i,k spans the image of the map m3 as follows.
(5.20) H0(π∗O|4H|(1))⊗H
0(Θ24H(2)|DΘ4H )
m3−→ H0(Θ24H(3)|DΘ4H ).
The cokernel of m3 is ∼= C by Lemma 5.6 (1). Hence now it suffices to find
G ∈ W (2, 0, 3) such that sG is not contained in the image of m3.
We choose Y ∈ (P2)[4] consisting of four different points generic enough,
and construct a sheaf G as in the following sequence
(5.21) 0→ OP2(−1)→ G → IY (1)→ 0.
G is locally free iff (5.21) is a unit via the identification Ext1(IY (1),OP2(−1)) ∼=
Ext2(OY ,OP2(−1)) ∼= H
0(OY )∨. We let G be locally free and then by Lemma
5.12 below G ∈ W (2, 0, 3). We claim that sG is not contained in the image of
m3 in (5.20). To show the claim, assume ∃ fi ∈ H0(O|4H|(1)) for 1 ≤ i ≤ 6,
such that sG =
6∑
i=1
fisGi where we also write fi for its pull back via π. Since
|4H| ∼= P14, it is possible to choose a reduced curve B ∈ |4H| such that
fi(B) = 0 for all 1 ≤ i ≤ 6 and moreover Y ⊂ B. B might be singular at Y .
For any y ∈ Y denote by mB(y) the multiplicity of B at y. Notice that we
can choose the curve B smooth at y unless fi give singularity at y. In other
words, if mB(y) ≥ 2 for all B ∈ Z(f1, · · · , f6), then ∃ fi1 , fi2 , fi3 ∈ {fi}
6
i=1 such
that fij (a) = f ij (a, y), ∀ a ∈ |4H| and f ij =
∂f
∂xj
for some f ∈ H0(OP2(4) ⊗
O|4H|(1)) with x1, x2, x3 the homogenous coordinates over P
2. If mB(y) ≥ 3
for all B ∈ Z(f1, · · · , f6), then {fi}6i=1 = {
∂2f
∂xj∂xi
(−, y)}1≤i≤j≤3 for some f ∈
H0(OP2(4) ⊗ O|4H|(1)). Therefore, since there are 6 linear equations fi, they
can at most give singularity with multiplicity 2 at two points or singularity
with multiplicity 3 at one point. Hence we can ask
∑
y∈Y mB(y) ≤ 6.
Since sG =
6∑
i=1
fisGi, for all F ∈ DΘ4H supported on B we must have
sG(F) = 0 which is equivalent to that H0(F ⊗G) 6= 0. Hence it suffices to find
Z ∈ B[2] such that H0(IZ/B(1)⊗ G) = 0.
Since Y contains 4 generic points, we may ask h0(IY (2)) = 2 and choose
another smooth point x ∈ B such that there is a unique degree 2 curve C ∈
|2H| which intersects B transversally and contains Y and x. We may also ask
C to be integral. Since 2H.4H = 8 and
∑
y∈Y mB(y) ≤ 6, hence we can find
another point z ∈ B ∩C, z 6∈ Y and z 6= x. Let l be the line defined by x and
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z. Let l∩B = {x, x1, z, z1}. Then x1, z1 6∈ C since 2H.H = 2. Let Z = {x, x1}
and F = IZ/B(1). Let Zˆ = {z, z1}. Then I(Z∪Zˆ)/B
∼= OB ⊗OP2(−1) since the
four points x, x1, z, z1 are on the same line. Also by (5.21) we have
(5.22) 0→ IZ/B → G ⊗F → IY (1)⊗ IZ/B(1)→ 0.
Notice that Y ⊂ B and B is reduced. Hence IY (1) ⊗ IZ/B(1) ∼= OY ⊕
I(Y ∪Z)/B(2). Therefore (5.22) induces the following sequence
(5.23) 0→ I˜Z−Y → G ⊗F → I(Y ∪Z)/B ⊗OP2(2)→ 0,
where I˜Z−Y is the unique torsion-free extension of OY by IZ/B over B. I˜Z−Y
may not be locally free as B may not be smooth at Y .
The dualizing sheaf ωB over B is OB ⊗ OP2(1) and the restriction map
H0(OP2(n)) → H
0(OB ⊗ OP2(n)) is surjective for all n ≥ 1. H
0(I(Y ∪Z)/B ⊗
OP2(2)) = 0 because the unique degree 2 curve C containing Y and x does
not contain x1. Hom(I˜Z−Y , ωB) is the kernel of the map Hom(IZ/B, ωB) ։
Ext1B(OY , ωB)
∼= OY . Hom(IZ/B, ωB) ∼= H
0(IZˆ/B ⊗ OP2(2)) by I(Z∪Zˆ)/B
∼=
OB ⊗OP2(−1). Since C is integral and contains Y and z and 2H.2H = 4, it is
the unique curve of degree 2 containing Y and z. But z1 6∈ C, so every non-zero
element in H0(IZˆ/B⊗OP2(2)) does not vanish over Y . Thus Hom(I˜Z−Y , ωB) =
0 = H1(I˜Z−Y )∨. Hence H0(I˜Z−Y ) = 0 since χ(I˜Z−Y ) = 0. By (5.23), we have
H0(G ⊗ F) = 0.
We have finished the proof of the theorem for X = P2. 
Lemma 5.11. Let F ∈ DΘ4H . Let (Z,C) ∈ Q be the preimage of F via the
map g as in Lemma 5.8. Let G ∈ W (2, 0, 2) and be locally free with CG ⊂ |H|
the curve consisting of its jumping lines. Then H0(F ⊗ G) 6= 0 ⇔ lZ ∈ CG,
where lZ is the unique line containing Z.
Proof. Since G ∈ W (2, 0, 2) and is locally free,H0(G(KX)) = 0 andH1(G(KX)) =
H1(G∨)∨ = H1(G)∨ = 0. Notice that G∨ ∼= G for det G ∼= OX and H1(G) = 0
because χ(G) = 0 = h0(G) = h2(G). Hence by (5.7) we have
H0(IZ(1)⊗ G) ∼= H
0(F ⊗ G).
On the other hand we have
(5.24) 0→ OX → IZ(1)→ OlZ (−1)→ 0.
HenceH0(IZ(1)⊗G) ∼= H0(G⊗OlZ (−1)). H
0(G⊗OlZ (−1)) 6= 0⇔ G|lZ 6
∼= O⊕2lZ .
Hence the lemma. 
Lemma 5.12. For any locally free sheaf G ∈ W (2, 0, 3), we have the following
exact sequence
(5.25) 0→ OP2(−1)→ G → IY (1)→ 0,
STRANGE DUALITY ON RATIONAL SURFACES II: HIGHER RANK CASES. 35
where Y ∈ (P2)[4] and H0(IY (1)) = 0.
Conversely, if G lies in (5.25) and G locally free, then G is semistable.
Proof. ∀ G ∈ W (2, 0, 3), χ(G(1)) = 3 > 0, hence there is a nonzero map
OP2(−1)→ G which has to be injective. So we have
0→ OP2(−1)→ G → K → 0,
where K has to be torsion free because G is semistable and locally free. Hence
K ∼= IY (1) for some Y ∈ (P2)[4]. H0(IY (1)) = 0 since H0(G) = 0.
Assume G lies in (5.25) and not semistable. Let G1 ⊂ G be the rank
1 subsheaf distablizing G. Then c1(G1) ≥ 0, G1 is a subsheaf of IY (1) and
(5.25) partially split along G1. If c1(G1) > 0, then IY (1)/G1 is 0-dimensional
and hence Ext1(IY (1)/G1,OP2(−1)) = 0. Hence (5.25) splits and G can not be
locally free. If c1(G1) = 0, then G∨∨1
∼= OP2 and G can not be locally free since
H0(G) = 0. Hence the lemma. 
5.3. Proof for X = Σe with e ≤ 3 and L = 2G+ (e+ 4)F .
This case is quite analogous to X = P2. However there are still some
differences. In this subsection L = 2G+ (e+4)F , L⊗KX = 2F , L2 = 16 and
gL− 1 = 2. Denote by C instead of CL the universal curve for simplicity. Since
(5.5) commutes, Lemma 5.6 for X = Σe with e ≤ 3 follows from the following
two lemmas.
Lemma 5.13. The birational map g : Q 99K DΘL is a morphism on Q \ R
with R a closed subset of dimension dim Q− 3. Moreover g∗OQ ∼= ODΘL .
Lemma 5.14. π¯∗L2L
∼= O⊕6|L| ⊕O|L|(−2).
Proof of Lemma 5.13. ∀ Z ∈ X [2], h0(IZ(L⊗KX)) = 1 or 2. We have
0→ OP2 → IZ(2F )→ T → 0, ∀ Z ∈ X
[2].
For T either we have
0→ OF (−1)→ T → OF (−1)→ 0, if h
0(IZ(2F )) = 1;
or
0→ OF → T → OF (−2)→ 0, if h
0(IZ(2F )) = 2.
Hence h1(IZ(L)) = 0, h0(IZ(L)) = L2 − 3 = 13 and Q is a P12-bundle over
X [2] and hence smooth. Let F be in the following sequence
(5.26) 0→ KX
κ
−→ IZ(2F )→ F → 0,
By Lemma 5.7 F is semistable if h0(IZ(2F )) = 1. If h0(IZ(2F )) = 2, then
h0(F) = 2. If F is not semistable, then ∃ F1 ⊂ F such that χ(F1) > 0,
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H1(F1) 6= 0 and h0(F1) ≤ 2. Hence F1 ∼= ωC ∼= OC⊗OX(2F ) with C ∈ |L−F |
(gC = 2) and ωC the dualizing sheaf of C, and F lies in the following sequence
(5.27) 0→ ωC → F → Ol(−2)→ 0,
with P1 ∼= l ∈ |F |. χ(Ol(−2), ωC) = F.(L − F ) = 2 and Ext
2(Ol(−2), ωC) =
Hom(OC ,Ol(−4))∨ = 0. Hence all (κ, IZ) in (5.26) with F in (5.27) form a
subset R of dimension ≤ dim |F | + dim |L− F | + 1 = 13 = dim Q − 3. Let
R˜ ⊂ Q contain all (κ, IZ) such that h0(IZ(2F )) = 2. Then the image of R˜
inside X [2] is Sym2CF hence of dimension 3. Hence dim R˜ = dim Q− 1.
Now we only need to show that DΘL is normal. DΘL is Cohen-Macaulay
since so is M(L, 0). Hence it is enough to show that DΘL is smooth in codi-
mension 1.
Let DsΘL ⊂ DΘL consist of stable sheaves. Strictly semistable sheaves
in DΘL are S-equivalent either to OF (−1) ⊕ F
′ with F ′ ∈ DΘL−F or to
OF (−1) ⊕ OF (−1) ⊕ F ′′ with F ′′ ∈ DΘL−2F . Hence dim (DΘL \ D
s
ΘL
) =
dim DΘL−F + dim |F | = 13 = dim DΘL − 3. If F ∈ D
s
ΘL
, then for any
F1 ( F we have χ(F1) < 0 and hence H1(F1) 6= 0. Hence we always can
find a torsion-free extension of F by KX , and hence g is surjective on DsΘL .
g restricted on Q \ R˜ is an isomorphism. Let g(R˜ \ R)s := g(R˜ \ R) ∩ DsΘL .
It is enough to show dim g(R˜ \ R)s ≤ dim DΘL − 2. The fiber of g over
g(R˜ \ R)s are of dimension 1 since ext1(F , KX) = 2 for F ∈ g(R˜ \ R), hence
dim g(R˜ \R)s = dim R˜ \R− 1 = dim Q− 2 = dim DΘL − 2.
We have proved the lemma. 
Proof of Lemma 5.14. Analogous to what we did in the proof of Lemma 5.9,
we have
(5.28) L2L
∼= ρ∗(2F )⊗2(2) ⊗ ρ
∗OX[2](−∆) ∼= ρ
∗(2F )⊗2(2) ⊗OQ(−∆Q).
where Q ⊃ ∆Q := ρ∗∆. We have the Hilbert-Chow map h : Q → Sym2|L|C
which is an isomorphism on Q \∆Q and over all [{2x} ⊂ C] such that C are
smooth at x. We have the commutative diagram as follows
(5.29) Q
ρ //
π¯
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇
h

X [2]
h1

|L| Sym2|L|Cπ¯1
oo
ρ1
// Sym2X
.
Let ∆C ⊂ Sym2|L|C be the diagonal. Then ∆C
∼= C and h∗∆C = ∆Q. Notice
that (2F )(2) over X
[2] is pull back via h1 the line bundle denoted also by (2F )(2)
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over Sym2X . Hence by (5.28) we have
(5.30) L2L
∼= h∗(ρ∗1(2F )
⊗2
(2) ⊗OSym2|L|C(−∆C)).
Define A := ρ∗1(2F )
⊗2
(2)⊗OSym2|L|C(−∆C). Sym
2
|L|C is normal and hence h∗OQ =
OSym2
|L|
C. It is enough to show
(5.31) (π¯1)∗A ∼= O
⊕6
|L| ⊕O|L|(−2).
We also have the following commutative diagram
(5.32) ∆C

 //
∼=

C ×|L| C

 //
q2
))
q1
&&
σ

X ×X × |L| // X ×X
σ1

q˜1 //
q˜2
// X
∆C

 // Sym2|L|C ρ1
// Sym2X .
σ∗1(2F )(2)
∼= OX(2F )
⊠2. We then have
(5.33) σ∗A ∼= q∗1OX(4F )⊗ q
∗
2OX(4F )⊗OC×|L|C(−∆C).
On C ×|L| C we have
(5.34) 0→ σ∗A → q∗1OX(4F )⊗q
∗
2OX(4F )→ q
∗
1OX(4F )⊗q
∗
2OX(4F )|∆C → 0.
Define π¯2 = π¯1 ◦ σ. Then ((π¯2)∗(σ∗A))S2 ∼= (π¯1)∗A, where S2 is the 2nd
symmetric group.
S2 acts on ∆C trivially.
q∗1OX(4F )⊗ q
∗
2OX(4F )|∆C
∼= q∗OX(8F )
and hence
(5.35) (π¯2)∗q
∗
1OX(4F )⊗ q
∗
2OX(4F )|∆C
∼= p∗(q
∗OX(8F )),
with p, q the projection of C to |L| and X respectively.
We have on X × |L|
(5.36) 0→ OX(−L)⊠O|L|(−1)→ OX×|L| → OC → 0.
H0(OX(8F − L)) = 0 = H1(OX(8F )). Hence we have the following sequence
that splits
(5.37)
0→ O|L|⊗H
0(OX(8F ))→ p∗(q
∗OX(8F ))→ O|L|(−1)⊗H
1(OX(8F−L))→ 0.
We then compute q∗1OX(4F )⊗ q
∗
2OX(4F ) in (5.34).
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C ×|L| C ⊂ C × X ⊂ X × X × |L|. Hence we have the following exact
sequence on C ×X . By abuse of notations p is also the projections from C ×X
to |L|, q˜2 also the projection from C ×X to X .
(5.38) 0→ p∗O|L|(−1)⊗ q˜
∗
2OX(−L)→ OC×X → OC×|L|C → 0.
Since H0(OX(4F − L)) = H1(OX(4F )) = 0 and h1(OX(4F − L)) = 1, by
(5.38) we have
(5.39)
0→
H0(OX (4F ))
⊗
p∗(q∗OX(4F ))
→ (π¯2)∗(
q∗1OX(4F )
⊗
q∗2OX(4F )
)→
O|L|(−1)
⊗
H1(OX(4F − L))
⊗
p∗(q∗OX(4F ))
→
H0(OX (4F ))
⊗
R1p∗(q∗OX(4F ))
.
Since for every C ∈ |L|, H1(OC(4F )) = 0 by H
1(OX(4F )) = H
2(OX(4F −
L)) = 0, we have R1p∗(q
∗OX(4F )) = 0. Hence
(5.40)
0→
H0(OX(4F ))
⊗
p∗(q
∗OX(4F ))
→ (π¯2)∗(
q∗1OX(4F )
⊗
q∗2OX(4F )
)→
O|L|(−1)
⊗
H1(OX(4F − L))
⊗
p∗(q
∗OX(4F ))
→ 0.
Using (5.36) to compute p∗(q
∗OX(4F )), we get an exact sequence that has to
split as follows.
(5.41)
0→ O|L|⊗H
0(OX(4F ))→ p∗(q
∗OX(4F ))→ O|L|(−1)⊗H
1(OX(4F−L))→ 0.
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Combine (5.40) and (5.41) and we have
(5.42)
0 0 0y
y
y
0 −→ O|L| ⊗H
0(OX(4F ))
⊗2
−→ E1 −→ O|L|(−1)⊗ (
H0(OX(4F ))
⊗
H1(OX(4F − L))
) −→ 0
y
y
y
0 −→
H0(OX(4F ))
⊗
p∗(q
∗
OX(4F ))
−→ (p¯i2)∗(
q∗1OX(4F )
⊗
q∗2OX(4F )
) −→
O|L|(−1)
⊗
H1(OX(4F − L))
⊗
p∗(q
∗
OX(4F ))
−→ 0
y
y
y
0 −→ O|L|(−1)⊗ (
H0(OX(4F ))
⊗
H1(OX(4F − L))
) −→ E2 −→ O|L|(−2)⊗H
1(OX(4F − L))
⊗2
−→ 0
y
y
y
0 0 0
All the sequences in (5.42) split and hence
(5.43) q∗1OX(4F ) ⊗ q
∗
2OX(4F ) ∼=
O|L| ⊗H
0(OX(4F ))
⊗2
⊕
O|L|(−1)⊗


H0(OX(4F ))
⊗
H1(OX(4F − L))


⊕2
⊕
O|L|(−2)⊗H
1(OX(4F − L))
⊗2
.
Easy to see how S2 acts on the right hand side of (5.43) and hence
(5.44) (q∗1OX(4F )⊗ q
∗
2OX(4F ))
S2 ∼=
O|L| ⊗ S
2H0(OX(4F ))
⊕
O|L|(−1)⊗


H0(OX(4F ))
⊗
H1(OX(4F − L))


⊕
O|L|(−2)⊗ S
2H1(OX(4F − L))
.
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By (5.35) and (5.37), we have
((π¯2)∗q
∗
1OX(4F )⊗ q
∗
2OX(4F )|∆C)
S2 ∼= (π¯2)∗q
∗
1OX(4F )⊗ q
∗
2OX(4F )|∆C
∼= p∗(q
∗OX(8F ))∼=
O|L| ⊗H
0(OX(8F ))
⊕
O|L|(−1)⊗H
1(OX(8F − L))
.(5.45)
Therefore by (5.34), (5.44) and (5.45), we have the following sequence
(5.46)
0→ ((π¯2)∗(σ
∗A))S2 →
O|L| ⊗ S
2H0(OX(4F ))
⊕
O|L|(−1)⊗


H0(OX(4F ))
⊗
H1(OX(4F − L))


⊕
O|L|(−2)⊗ S
2H1(OX(4F − L))
r
−→
O|L| ⊗H
0(OX(8F ))
⊕
O|L|(−1)⊗H
1(OX(8F − L))
.
We want the map r in (5.46) to be surjective. Notice that the restriction
r|O|L|⊗S2H0(OX (4F )) : O|L| ⊗ S
2H0(OX(4F ))→ O|L| ⊗H
0(OX(8F )) is given by
the multiplication map S2H0(OX(4F )) → H0(OX(8F )), (s1, s2) 7→ s1 · s2.
Hence r is surjective on O|L| ⊗H
0(OX(8F )).
For any curve C ∈ |L|, H1(OX(8F − L)) ∼= H0(OC(8F ))/H0(OX(8F ))
andH1(OX(4F−L)) ∼= H0(OC(4F ))/H0(OX(4F )). The map r sendsO|L|(−1)⊗
H0(OX(4F ))⊗H0(OX(4F−L)) to O|L|(−1)⊗H
1(OX(8F−L)) and its restric-
tion on O|L|(−1)⊗H
0(OX(4F ))⊗H0(OX(4F − L)) is given by the following
multiplication
H0(OX(4F ))⊗H
0(OC(4F ))/H
0(OX(4F ))
mr−→ H0(OC(8F ))/H
0(OX(8F )),
where we identify H1(OX(nF − L)) with H0(OC(nF ))/H0(OX(nF )) for n =
4, 8.
Let ∆X ⊂ X ×X be the diagonal and I∆X be its ideal sheaf. We have
(5.47) 0→ I∆X ⊗
(
OX(4F )
⊠
OX(4F − L)
)
→
OX(4F )
⊠
OX(4F − L)
→
OX(4F )
⊠
OX(4F − L)
∣∣∣∣∣
∆X
→ 0.
OX(4F ) ⊠ OX(4F − L)|∆X
∼= OX(8F − L), H1(OX(4F ) ⊠ OX(4F − L)) ∼=
H0(OX(4F )) ⊗ H1(OX(4F − L)) and the map mr is actually given by the
following restriction induced by (5.47)
(5.48) H1(OX(4F )⊠OX(4F − L))→ H
1((OX(4F )⊠OX(4F − L))|∆X)
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By Lemma 5.15 below we have m
r
is surjective and hence so is r. There-
fore by (5.46)
(π¯1)∗A ∼= ((π¯2)∗(σ
∗A))S2 ∼= O⊕6|L| ⊕O|L|(−2).
Notice that H0(OX(8F − L)) = 0, H2(OX(8F − L)) = H0(OX(−6F ))∨ = 0.
Hence h1(OX(8F − L)) = −χ(OX(8F − L)) = 5. Also h
1(OX(4F − L)) =
−χ(OX(4F − L)) = 1, and h0(OX(nF )) = n + 1 for all n ≥ 1. The lemma is
proved. 
Lemma 5.15. The restriction map in (5.48) is surjective.
Proof. X is a ruled surface with projection τ : X → P1. X ×P1 X is a divisor
in X × X associated to the line bundle OX(F ) ⊠ OX(F ). H2(OX(3F ) ⊠
OX(3F − L)) ∼= H
0(OX(3F )) ⊗ H
2(OX(3F − L)) = 0. Hence the following
map is surjective
(5.49) H1(OX(4F )⊠OX(4F − L))։ H
1((OX(4F )⊠OX(4F − L))|X×
P1X
)
∆X is a divisor on X ×P1 X associated to the line bundle (OX(G) ⊠
OX(G))⊗τ ∗OP1(e). This is becauseOX×
P1X
(∆X)|O∆X
∼= TX/P1 ∼= OX(2G+eF )
and OX×
P1X
(∆X) restricted to each fiber Fτ ∼= P1×P1 of τ is OP1(1)⊠OP1(1).
(OX(4F ) ⊠ OX(4F−L))|X×
P1
X ⊗ I∆X/X×P1X
∼= (OX(−G) ⊠ OX(−3G)) ⊗ τ
∗OP1(4−2e).
For each fiber Fτ of τ , we have
(OX(−G) ⊠ OX(−3G))|Fτ ∼= OP1(−1) ⊠ OP1(−3)
and hence Riτ∗(OX(−G) ⊠ OX(−3G)) = 0 for all i. Therefore
H2((OX(4F ) ⊠ OX(4F − L))|X×
P1X
⊗ I∆X/X×P1X) = 0.
Hence the following map is surjective
(5.50)
H1((OX(4F )⊠OX(4F − L))|X×
P1X
)։ H1((OX(4F )⊠OX(4F − L))|∆X )
The map in (5.48) is obtained by composing maps in (5.49) and (5.50). Hence
the lemma. 
Proof of Theorem 5.3 for X = Σe. We see that −KX is ample iff e ≤ 1. Anal-
ogously to the proof for X = P2 in §5.2, we will at first find Gi ∈ W (2, 0, 2),
1 ≤ i ≤ 6 such that {sGi}
6
i=1 are linearly independent restricted to DΘL , and
then we will find G ∈ W (2, 0, 4) such that sG is not contained in the image of
the multiplication map
(5.51) H0(π∗O|L|(2))⊗H
0(Θ2L(2)|DΘL )
m4−→ H0(Θ2L(4)|DΘL).
Choose four distinct points {x1, x2, x3, x4} ⊂ X such that any two of
them do not lie on the same fiber or on a curve in |G|. Denote by li the unique
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fiber containing xi. Then li 6= lj for i 6= j. Denote by Iij (i < j) the ideal
sheaf of {xi, xj}, then H0(Iij(F )) = H0(Iij(G)) = 0. Construct Gij (i < j) as
a locally free extension of Iij(F ) by OX(−F ) as follows.
(5.52) 0→ OX(−F )→ Gij → Iij(F )→ 0.
Then by Lemma 6.27 in [15], Gij are slop-stable. The number of Gij is 6. To see
the linear independence of sGij |DΘL , we define Fij := OC ⊕Oli(−1)⊕Olj (−1)
where C ∈ | − KX |. Then Fij ∈ DΘL and H
0(Gij ⊗ Fkℓ) 6= 0 ⇔ {xi, xj} ∩
{xk, xℓ} 6= ∅ (see the proof of Lemma 6.29 in [15]). Hence sGij (Fkℓ) 6= 0 ⇔
{i, j, k, ℓ} = {1, 2, 3, 4}. Hence sGij |DΘL can not be linearly dependent.
Let Y := {x1, x2, x3, x4} ∈ X [4], then H0(IY (3F )) = H0(IY (3G)) = 0.
We can ask moreover H0(IY (F + G)) = 0. We construct a locally free sheaf
G ∈ W (2, 0, 4) as in the following sequence
(5.53) 0→ OX(−2F )→ G → IY (2F )→ 0.
This can be done by Lemma 5.16 below. Then G|lij
∼= OP1(−1)⊕ OP1(1) and
hence sG(OC ⊕Oli(−1)⊕Olj (−1)) = 0 for all C ∈ |−KX | and 1 ≤ i < j ≤ 6.
If sG is contained in the image of m4 in (5.51), then ∃ fij ∈ H0(O|L|(2)) for
1 ≤ i < j ≤ 4, such that sG =
∑
1≤i<j≤4
fijsGij where we also write fij for its pull
back via π. Then fij vanishes over the image of ıij : | −KX | →֒ |L| where ıij is
given by C 7→ C ∪ lk ∪ lℓ such that {i, j, k, ℓ} = {1, 2, 3, 4}. However the image
of ıij is defined by linear equations in |L| and hence fij has to be a product of
two linear equations. Write fij = gij · hij such that gij, hij ∈ H0(O|L|(1)).
Since |L| ∼= P14, it is possible to choose a curve B ∈ |L| such that gij(B) =
0 for all 1 ≤ i < j ≤ 4 and moreover Y ⊂ B. Since sG =
∑
1≤i<j≤4
gijhijsGij , for all
F ∈ DΘ4H supported on B we must have sG(F) = 0 which is equivalent to that
H0(F⊗G) 6= 0. Hence it suffices to find Z ∈ B[2] such thatH0(IZ/B(2F )⊗G) =
0.
By Lemma 5.13, we see that for any Z˜ ∈ B[2], IZ˜/B(2F ) is semistable
iff Z˜ is not contained in a fiber component of B. Choose a generic fiber l5
different from li for 1 ≤ i ≤ 4 such that l5∩B = {y, z}. Let Z = {y, z} ∈ B[2],
then F := IZ/B(2F ) ∼= OB(F ) ∈ DΘL. Then by (5.53) we have
(5.54) 0→ OB(−F )→ G ⊗F → IY (3F )⊗OB → 0.
Notice that Y ⊂ B. Hence IY (3F )⊗OB ∼= OY ⊕ IY/B(3F ). Therefore (5.54)
induces the following sequence
(5.55) 0→ I∨Y/B(−F )→ G ⊗ F → IY/B(3F )→ 0,
where I∨Y/B is the unque torsion free extension of OB by OY over B.
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The dualizing sheaf ωB over B is OB ⊗ OX(2F ) and the restriction
map H0(OX(nF )) → H0(OB ⊗ OX(nF )) is surjective for all 0 ≤ n ≤ 3.
H0(IY/B(3F )) = 0 because H
0(IY (3F )) = 0. Hom(I
∨
Y/B(−F ), ωB) is the ker-
nel of the map H0(OB(3F ))։ Ext
1
B(OY ,OB(3F ))
∼= OY . But points in Y lie
on 4 different fibers and hence every non-zero element in H0(OB(3F )) does not
vanish on Y and hence Hom(I∨Y/B(−F ), ωB)
∼= H1(I∨Y/B(−F ))
∨ = 0. There-
fore we have H0(I∨Y/B(−F )) = 0 since χ(I
∨
Y/B(−F )) = 0. By (5.55), we have
H0(G ⊗ F) = 0.
We have finished the proof of the whole theorem. 
Lemma 5.16. Assume H = G+ aF for some a ∈ Q and a > max{e, 1}. Let
G be locally free and lie in the following sequence
(5.56) 0→ OX(−2F )→ G → IY (2F )→ 0,
where Y ∈ X [4] and H0(IY (3F )) = H0(IY (3G)) = H0(IY (G+ F )) = 0. Then
G ∈ W (2, 0, 4) and slop-stable . In particular, we can always find a locally free
G in (5.56)
Proof. The proof is analogous to Lemma 6.27 in [15]. Since G is locally free,
to show G is slop-stable it is enough to show H0(G ⊗ OX(P )) = 0 for any
P ∈ Pic(X) and P.H ≤ 0. By (5.56), It is enough to showH0(OX(−2F+P )) =
H0(IY (2F )) = 0 for all P.H ≤ 0. It is obvious that H
0(OX(−2F + P )) = 0
since (−2F + P ).H < 0. If H0(IY (2F + P )) 6= 0, then H0(OX(2F + P )) 6= 0.
On the other hand, (2F +P ).H ≤ 2. If e = 0, then 2F +P = 2G, 2F or G+F
and H0(IY (2F + P )) = 0. If e 6= 0, then H0(OX(nG)) ∼= H0(OX(G)) ∼= C for
all n ≥ 1 and H0(OX(F +nG)) ∼= H
0(OX(F +G)) for all n ≥ 1. 2F +P = 2F ,
mG with m ≤ 2
a−e
or F + nG with n ≤ 1
a−e
. Hence H0(IY (F + P )) = 0 and
hence G is slop stable.
Cayley-Bacharach condition is fulfilled by H0(KX(4F )) = 0, hence we
can always find a locally free G in (5.56). 
Acknowledgments. I would like to thank T. Abe for inviting me to a
mini-workshop at RIMS in Kyoto, where I started to write the paper.
References
[1] T. Abe, Deformation of rank 2 quasi-bundles and some strange dualities for rational
surfaces. Duke Math. J. 155 (2010), no. 3, 577–620.
[2] T. Abe, Strange duality for height zero moduli spaces of sheaves on P2, Michigan Math.
J. 64 (2015), 569-586.
[3] A. Beauville, Vector bundles on curves and generalized theta functions: recent re-
sults and open problems. Current topics in complex algebraic geometry (Berkeley, CA,
44 YAO YUAN
1992/93), 17–33, Math. Sci. Res. Inst. Publ., 28, Cambridge Univ. Press, Cambridge,
1995.
[4] P. Belkale, The strange duality conjecture for generic curves. J. Amer. Math. Soc. 21
(2008), 235-258.
[5] P. Belkale, Strange duality and the Hitchin/WZW connection. J. Differential Geom.
Volume 82, Number 2 (2009), 445-465.
[6] B. Bolognese, A. Marian, D. Oprea and K. Yoshioka, On the strange duality conjecture
for abelian surfaces II, arXiv:1402.6715
[7] G. Danila, Sections de fibre´ de´terminant sur l’espace de modules des faisceaux semi-
stable de rang 2 sur le plan projectif, Ann. Inst. Fourier (Grenoble) 50 (2000), 1323-1374.
MR 1800122
[8] G. Danila, Re´sultats sur la conjecture de dualite´ e´trange sur le plan projectif. Bull. Soc.
Math. France 130 (2002), 1–33.
[9] R. Donagi and L.W. Tu, Theta functions for SL(n) versus GL(n), Math. Res. Lett. 1
(1994), no. 3, 345–357.
[10] J-M. Dre´zet, Fibre´s exceptionnels et varie´te´s de modules de faisceaux semi-stables sur
P2(C), J. reine angew. Math. 380 (1987), 14-58.
[11] J-M Dre´zet, Groupe de Picard des varie´tie´s de modulies de faisceaux semi-stables sur
P2(C), Ann. Inst. Fourier, Grenoble, 38, 3 (1988), 105-168
[12] J-M. Dre´zet, and J. Le Potier, Fibre´s stables et fibre´s exceptionnels sur P2, Ann. scient.
E´c. Norm. Sup., 4 (18), 1985, 193-244.
[13] G. Ellingsrud, Sur l’irre´ductibilite´ du module des fibre´s stables sur P2, Mathematische
Zeitschrift, 182(2), 189-192, June 1983.
[14] G. Ellingsrud, L. Go¨ttsche, and M. Lehn. On the cobordism class of the Hilbert scheme
of a surface. J. Algebraic Geom. 10 (2001), no. 1, 81–100.
[15] L. Go¨ttsche, and Y. Yuan, Generating functions for K-theoretic Donaldson invariants
and Le Potier’s strange duality, arXiv: 1512.06648.
[16] L. Go¨ttsche, Verlinde-type formulas for rational surfaces, arXiv: 1609.07327.
[17] D. Huybrechts, and M. Lehn, The Geometry of Moduli Spaces of Sheaves. Friedr. Vieweg
& Sohn Verlagsgesellschaft mbH, Braunschweig/Wiesbaden, 1997.
[18] Y. Kawamata, K. Matsuda, and K. Matsuki. Introduction to the Minimal Model Prob-
lem. Advanced Studies in Pure Mathematics 10, 1987. Algebraic Geometry, Sendai,
1985, pp.283-360.
[19] J. Le Potier, Faisceaux Semi-stables de dimension 1 sur le plan projectif, Rev. Roumaine
Math. Pures Appl., 38 (1993),7-8, 635-678.
[20] J. Le Potier, Faisceaux semi-stables et syste`mes cohe´rents, Proceedings de la Conference
de Durham (July 1993), Cambridge University Press (1995), p.179-239
[21] J. Le Potier, Dualite´ e´trange, sur les surfaces, preliminary version 18.11.05.
[22] A. Marian, and D. Oprea, The level-rank duality for non-abelian theta functions. Invent.
math. 168. 225-247(2007).
[23] A. Marian, and D. Oprea, A tour of theta dualities on moduli spaces of sheaves. 175-202,
Contemporary Mathematics, 465, American Mathematical Society, Providence, Rhode
Island (2008).
[24] A. Marian, D. Oprea and K. Yoshioka, Generic strange duality for K3 surfaces. Duke
Math. J. Volume 162, Number 8 (2013), 1463-1501.
[25] A. Marian, and D. Oprea, On the strange duality conjecture for abelian surfaces. J. Eur.
Math. Soc. (JEMS) 16 (2014), no. 6, 1221-1252.
[26] A. Marian, and D. Oprea, On Verlinde sheaves and strange duality over elliptic Noether-
Lefschetz divisors, Annales de linstitut Fourier, 64 no. 5 (2014), p. 2067-2086.
STRANGE DUALITY ON RATIONAL SURFACES II: HIGHER RANK CASES. 45
[27] C. Walter, Irreducibility of moduli spaces of vector bundles on birationally ruled surfaces,
Algebraic geometry (Catania, 1993/Barcelona, 1994), 201-211, Lecture Notes in Pure
and Appl. Math., 200, Dekker, New York, 1998.
[28] Yao Yuan, Determinant line bundles on Moduli spaces of pure sheaves on rational sur-
faces and Strange Duality, Asian J. Math. Vol 16, No. 3, pp.451-478, September 2012.
[29] Yao Yuan, Motivic measures of moduli spaces of 1-dimensional sheaves on rational
surfaces, arXiv: 1509.00143.
[30] Yao Yuan, Moduli spaces of 1-dimensional semi-stable sheaves and Strange duality on
P2, arXiv: 1504.06689.
[31] Yao Yuan, Strange duality on rational surfaces, arXiv: 1604.05509.
Yau Mathematical Sciences Center, Tsinghua University, 100084, Bei-
jing, P. R. China
E-mail address : yyuan@mail.tsinghua.edu.cn; yyuan@math.tsinghua.edu.cn
