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ABSTRACT A hybrid analysis that combines the maximum entropy method (MEM) with nonlinear least squares (NLS) fitting
has been developed to interpret a general time-dependent signal. Data that include processes of opposite sign and a slow
baseline drift can be inverted to obtain both a continuous distribution of lifetimes and a sum of discrete exponentials. Fits by
discrete exponentials are performed with initial parameters determined from the distribution of lifetimes obtained with the
MEM. The regularization of the parameter space achieved by the MEM stabilizes the introduction of each successive
exponential in the NLS fits. This hybrid approach is particularly useful when fitting by a large number of exponentials. Revision
of the MEM “prior” based on features in the data can improve the lifetime distribution obtained. Standard errors in the mean
are estimated automatically for raw data. The results presented for simulated data and for fluorescence measurements of
protein folding illustrate the utility and accuracy of the hybrid algorithm. Analysis of the folding of dihydrofolate reductase
reveals six kinetic processes, one more than previously reported.
INTRODUCTION
The analysis of kinetic signals in terms of exponential
processes is pervasive, with numerous applications found in
physics, chemistry, biophysics, and medicine (Istratov and
Vyvenko, 1999). In biological systems, chemical changes
and atomic motions occur on timescales ranging from fem-
toseconds to seconds. The motions characteristic of a pro-
tein are the link between the protein’s structure and its
biological function. Consequently, the kinetics of many
functionally important motions such as local protein con-
formational changes, ligand rebinding, and protein folding
have been monitored extensively by time-resolved spectro-
scopic methods. The goal of such studies is a detailed model
of the kinetics that accounts for all transitions among inter-
mediate states and any other processes that contribute to the
measured signal. Before such a model can be formulated, an
accurate kinetic description must be obtained from the data.
The number of kinetic processes reflected in the data and
the amplitude and characteristic rate of each process must
be determined, and it is this problem we address here.
Extracting the number of processes necessary to describe
the data can be difficult and requires that the noise in the
data be well characterized. Moreover, the rates recovered
from the measurement depend on the number of kinetic
processes used.
Kinetics are commonly interpreted as a sum of discrete
exponential processes. Nonlinear least squares (NLS) or
maximum likelihood (ML) algorithms are typically used to
obtain the amplitude and lifetime for each process. The
parameter values sought are those that maximize the prob-
ability of measuring the data set (to within the noise) given
the parameterized model. This optimization is most rigor-
ously performed for kinetics with normally distributed er-
rors using NLS fitting and for kinetics with Poisson noise
using alternative ML approaches (Baljzer and Prendergast,
1992). Conventional NLS and ML algorithms require a
priori specification of the number of exponentials to be
included in the model. In addition, these procedures become
increasingly hindered by the “multiple-minimum problem”
as the number of kinetic processes increases. Because ex-
ponentials are not orthogonal along the real axis, a change
in one parameter can be compensated for by changes in the
others (Istratov and Vyvenko, 1999). When searching for
optimal parameter values on a multidimensional probability
surface possessing a large number of minima, the values
obtained will depend on the initial values assigned.
Alternatively, quasi-continuous lifetime distributions can
be obtained from the kinetics using a regularization method
(Press et al., 1992). Two well-known approaches are the
Tikhonov–Phillips regularization (Phillips, 1962), imple-
mented in the program CONTIN (Provencher, 1982a,b),
and the maximum entropy method (MEM) (Livesey and
Brochon, 1987; Lavalette et al., 1991; Steinbach et al.,
1991, 1992; Lambright et al., 1993; Johnson et al., 1996;
Hogiu et al., 1997; Plaza del Pino et al., 1997; Kumar et al.,
2001). The MEM has also been used to simultaneously fit
multiple curves measured at different temperatures to obtain
a two-dimensional distribution of activation enthalpy and
entropy (Steinbach, 1996). Regularization algorithms offer
several advantages over discrete approaches such as NLS or
ML. The number of kinetic components need not be spec-
ified. By optimizing the regularizing functional for a given
quality of fit, structure is introduced into the lifetime dis-
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tribution conservatively. To this end, CONTIN minimizes
the sum of the squares of the second differences (discretized
form of the second derivative) of the distribution while
MEM algorithms maximize the entropy of the distribution.
For a given quality of fit, both the CONTIN and MEM
solutions are unique; there is no multiple-minimum prob-
lem. However, the use of a regularizing functional biases
the distribution and consequently fails to completely sepa-
rate the desired signal from the noise, yielding nonrandom
residuals. In addition, the MEM requires that a prior distri-
bution be specified; this prior is defaulted to in the limit of
low signal-to-noise and, ideally, incorporates existing
knowledge into the distribution to be obtained.
Here, we present a hybrid MEM/NLS analysis applicable
to a general time-dependent signal. The new software pack-
age, MemExp, accommodates kinetics possessing positive
and negative slope and a slowly varying baseline. A con-
tinuous description that evolves according to the MEM is
used to guide a series of discrete NLS fits during which one
exponential is added at a time. Thus, the hybrid algorithm
provides an automated and objective approach to the mul-
tiple-minimum problem that plagues conventional paramet-
ric fitting (NLS and ML) when many kinetic processes are
present. Consequently, MemExp is particularly useful when
a large number of discrete processes is an appropriate ki-
netic description. By interpreting kinetics simultaneously
from the complementary perspectives of discrete exponen-
tials and continuously distributed lifetimes, a comprehen-
sive assessment of the data is performed conveniently. Also,
the use of several different priors is supported to improve
the fidelity of the distributions recovered. One continuous
and one discrete representation are recommended, and re-
sults are plotted to facilitate evaluation of the results.
In the next section, the MemExp algorithm is described.
The software is then tested using simulated data in the
distributed, distributed plus discrete, and discrete kinetic
regimes. Finally, the folding kinetics of dihydrofolate re-
ductase (DHFR) in the presence of methotrexate (MTX) is
analyzed using MemExp. Six kinetic processes are recov-
ered from the fluorescence data, one more than have been
previously identified.
MemExp: a MEM/NLS algorithm
Kinetics measured at times ti can be fit by
i  D0 


d log  glog  hlog eti/
 
k0
3
bk  ckti/tmaxk, (1)
where g(log ) and h(log ) are the lifetime distributions that
correspond to decaying and rising kinetics, respectively, and
a polynomial accounts for the baseline. The constant tmax is
approximately the longest time measured and prevents base-
line coefficients from differing greatly in magnitude. For-
mally, Laplace transforms involve an integral over the rate
coefficient k  1/, but when analyzing data that span
several decades in time, it is more convenient to express the
underlying distribution as a function of log  (Livesey and
Brochon, 1987). Upon discretizing Eq. 1 for a computer, the
g and h distributions become vectors. All g, h, b, and c
parameters may be restricted to positive values without loss
of generality. The normalization constant D0 can be esti-
mated from the data, provided that the temporal window
spanned by the measurement is sufficient to include all
kinetic processes. In the presence of experimental uncer-
tainties, the unconstrained numerical inversion of Eq. 1 is
known to be an ill-posed problem; infinitely many solutions
exist that fit the data to within the noise (Provencher, 1992).
Alternatively, a fit can be done by ne exponentials:
i  D0 j1
ne
Aje
ti/j  
k0
3
Bkti/tmaxk, (2)
where Aj and j are the amplitude and lifetime of the jth
exponential, respectively, and Bk is the kth coefficient in the
polynomial approximation of the baseline.
The MEM part of MemExp is an extension of previous
work (Steinbach, 1996) and is based on the algorithm of
Cornwell and Evans (1985). It fits Eq. 1 to kinetics by an
iterative, second-order optimization of the entropy S (Skill-
ing, 1989),
Sf, F 
j1
M
fj  Fj  fj lnfj/Fj, (3)
subject to constrained values of 2,
2 
1
N i1
N i  Dii 
2
, (4)
and, optionally, the normalization I,
I 	
j1
M1
gj  j1
M2
hj . (5)
The constrained optimization is achieved by maximizing the
function Q,
Q  S 2  	I, (6)
where  and 	 are Lagrange multipliers. The natural loga-
rithm in Eq. 3 requires that all elements of the desired image
f be positive. Here, f is the concatenation of up to four
vectors: g, h, b, and c (Eq. 1). M1 and M2 pixels are used to
discretize the g and h distributions, respectively, and 	 is
the spacing in log . Implicit in the use of 2 is the assump-
tion that the standard errors, i, in the measured data, Di,
can be assumed Gaussian. Note also that, if f is normalized
(¥j1M fj  constant) and if all Fj are set equal to a constant,
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then maximizing S (Eq. 3) boils down to maximizing a more
familiar expression for the entropy
S
j1
M
fj lnfj.
Unconstrained maximization of S (  	  0) with
respect to fj yields fj  Fj. That is, F is the prior image that
is defaulted to in the absence of good data. The ability to
manipulate F lends flexibility to MEM inversions not avail-
able to other regularization methods. In contrast, this added
flexibility requires that F be chosen wisely. A uniform (flat)
F was typically used in early applications of the MEM.
However, in some instances, artifactual ripples are present
in distributions obtained with a flat F. For example, Prov-
encher (1992) demonstrated the problem encountered by
regularization methods when analyzing kinetics made up of
an exponential process proximal in time to a broad process.
Whether the analysis was performed with CONTIN or with
the MEM using a uniform F, ripples were superimposed on
the broad feature in the lifetime distribution. Such artifacts
arise because regularizers are designed primarily to sup-
press abrupt changes in the lifetime distribution, favoring
broad distributions with minimal higher-order derivatives
instead. When analyzing kinetics with both discrete and
distributed phases, the use of a regularizing functional that
depends equivalently on all regions of the lifetime distribu-
tion (as do CONTIN and the MEM with a flat F) will tend
to oversmooth the sharp features (e.g., exponentials) and
undersmooth the slowly varying features. In many cases,
unwarranted ripples can be smoothed out of the MEM
image by deriving a data-dependent F from a preliminary f.
A simple approach is to convolute f with a Gaussian and to
restart the MEM calculation with this blurred image as the
prior (Gull, 1989). In the context of recovering lifetime
distributions, this uniform blurring of f to create a revised F
incorporates broad kinetic features into the definition of S.
Given that traditional regularization algorithms can falter
when faced with a mixture of sharp and broad features,
lifetime distributions recovered by the MEM might be im-
proved considerably if features in f were incorporated into F
in a manner dependent on how large and well resolved they
are. MemExp allows the larger, well-resolved peaks to be
included in F unchanged while the smaller, less-resolved
features are blurred before being added to F. Moreover, the
well-resolved peaks can be included in the prior after being
sharpened; a Gaussian of the same area but smaller full
width at half maximum (FWHM) can be used to represent
them in F. As shown below, this differential blurring can
lead to significantly smoother distributions when sharp and
broad kinetic features are close in time.
To avoid excessive curvature being attributed to the base-
line in the MEM fits, the values of Fj associated with the
linear, quadratic, and cubic coefficients are very small (e.g.,
b1  b2  b3  c1  c2  c3  1020) compared to the Fj
values used for the constant coefficients (e.g., b0  c0 
103). If a data-dependent F is obtained by blurring f, only
the g and h elements of f are blurred; the baseline elements
of F are simply assigned the f values.
The MEM calculation is iterative, starting with an initial
image having maximum entropy: f  F (initially, a con-
stant);  
 	 
 0. Newton–Raphson optimizations of Q at
fixed values of  and 	 are followed by automatic adjust-
ments of the Lagrange multipliers. The multipliers are
changed gradually enough to ensure that the gradient of Q
remains sufficiently small (Cornwell and Evans, 1985).
Thus, f evolves from a flat distribution (with very large 2)
into a series of maximum-entropy distributions that become
increasingly structured as 2 and I approach the desired
values. Whenever the prior F is derived from f, f is set equal
to the new prior and the Lagrange multipliers are reset to
near zero. The optimization of Q and multiplier updating are
iterated until 2 stops changing appreciably.
When 2 reaches a specified value (e.g., 1.2), the current
f distribution is written to a file, and MemExp performs the
first NLS fit (Eq. 2) with one exponential included for each
MEM peak having an appreciable area and a mean within a
specified log  range. Because distributions produced by the
MEM are quite smooth and noiseless, simple identification
of minima and maxima in f is sufficient to detect peaks in
the lifetime distribution. Let i and i denote the location of
the minima immediately preceding and following the ith
local maximum in f, respectively. Then the area and mean
of this MEM peak are obtained by numerical integration, as
in
Areai  	 ji
i
gj, (7)
Meani 
	
Areai

ji
i
gj log . (8)
For the outermost MEM peaks (fastest and slowest process-
es), the range of integration extends to the distribution edge.
Of course, the portions of f corresponding to g and h are
searched for peaks independently. (Also, the first and last
terms in Eqs. 7 and 8 are multiplied by 1⁄2 as in the
trapezoidal rule.) The initial amplitude and log lifetime of
the ith exponential in the NLS fit are then taken as Areai and
Meani, respectively. During NLS optimization of the dis-
crete parameters, the lifetimes are free to stray outside the
specified log  range. This range is used to exclude expo-
nentials from the NLS fit that correspond to undesirable
ripples in the MEM distribution at either end of the log 
axis.
The analysis of local maxima performed by MemExp
also serves to identify relatively sharp, well-resolved peaks.
In addition to the area and mean, two ratios are calculated
for each local maximum in the lifetime distribution. The
value of f at the local maximum is divided by each of the
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values of f at the adjacent minima. For a small ripple
superimposed on a broad peak, at least one of these ratios is
approximately unity. For a well-resolved peak, both ratios
are large, perhaps exceeding 100. For a narrow peak par-
tially overlapping a broad peak, one ratio will be rather large
(e.g., 100) and the other will be smaller (e.g., 2), depending
on the extent of overlap. If differential blurring of f into F
is to be performed and if the ith MEM peak is found to be
sufficiently large and sufficiently well resolved, then it is
subtracted from f in the range from i to i. After all such
peaks are subtracted, the remainder of f is blurred uni-
formly. Then each subtracted peak is accounted for, either
by adding it to F unchanged or by adding a Gaussian with
the same area and a reduced FWHM. For peaks that par-
tially overlap a neighboring feature, the peak subtracted
from f before blurring is obtained by essentially “folding”
the peak over from the side opposite the overlapping feature
so that a symmetric peak is introduced into F.
As the MEM convergence continues, this analysis (and
storage) of the f distribution is repeated periodically to
determine the current number of MEM peaks n, the peak
means and areas, and the maximum-to-minimum ratios. If n
has not changed since the last time the image was analyzed,
the MEM calculation is resumed. If n has increased by one,
the areas and means of the current MEM peaks are charac-
terized (Eqs. 7 and 8) and a new NLS fit is performed with
one more exponential than was used in the previous NLS fit.
If n has increased by more than one, the n  1 MEM peaks
of largest area are introduced as exponentials in an NLS fit.
Then, the next largest MEM peak is accounted for in an
additional NLS fit, and so on. Thus, the MEM is used to
introduce one exponential at a time into a series of NLS fits;
as features are resolved in the continuous kinetic descrip-
tion, exponentials are added to the discrete description. The
MEM algorithm may converge before the corresponding
discrete fit describes the data well. Consequently, upon
convergence of the MEM calculation, the widest MEM peak
is identified and an NLS fit is done in which this peak is
represented as two discrete exponentials, each initially ac-
counting for half its area and displaced from its mean on
either side.
Another important detail of the hybrid algorithm is the
preservation of the sign of each kinetic process during the
NLS fitting. The sign sj is 1 for peaks in the g distribution
and 1 for peaks in h. The amplitude of the jth exponential
is expressed as Aj  sjaj
2, and the aj parameters, not the Aj,
are varied. Also, a second value of 2 is reported for the
NLS fits to facilitate their comparison to each other in
which N in the denominator of Eq. 4 is reduced by Np, the
number of NLS parameters.
Beginning near the end of the calculation (e.g., 2
 1.2),
the MEM and NLS calculations are characterized numeri-
cally and summarized graphically to facilitate subsequent
evaluation by the program and by the user. The data, fit,
baseline, residuals of the fit R, autocorrelation function of
the residuals C, and lifetime distribution are plotted. The
autocorrelation of the residuals is calculated as
Cj
Ri RRij R
R2 R2
, (9)
where angle brackets denote averaging over the index i and
Ri
i Di
i
. (10)
The correlation length of the residuals, c, is approximated
by summing Cj over the first three-quarters of the autocor-
relation function. Because c is a measure of systematic
deviations of the fit from the data, this quantity is helpful in
choosing the iteration that is to represent the desired solu-
tion.
Upon completion of the MEM convergence, MemExp
recommends a distributed and a discrete fit as the optimal
kinetic descriptions. Selecting 2  1 is not necessarily
optimal; this choice can result in overly conservative under-
fitting (Gull, 1989; Titterington, 1985). In addition, a selec-
tion based solely on the value of 2 can be unduly sensitive
to the error estimates, i, which are often not known ex-
actly. Instead, MemExp recommends distributed and dis-
crete solutions based on changes in 2 and c. Here, the
discrete fit recommended by MemExp corresponds to the
greatest number of exponentials ne for which 
2 has de-
creased by more than 1% from the fit to ne  1 exponen-
tials. The recommended distributed fit is the last for which
both 2 and c have decreased by more than 1% from the
preceding distribution analysis. The choice of the continu-
ous description is somewhat arbitrary, because the changes
in 2 and c depend on the frequency at which images are
analyzed. Note that the recommended continuous descrip-
tion is not, in general, the one from which the recommended
discrete description was initiated. These selection criteria
were adopted here because they worked very well for all
simulated data analyzed (see below). For real data, where
baseline drifts or other systematic errors might render Eqs.
1 and 2 more approximate, the recommended solutions may
tend to overfit the data. We therefore chose the smallest
number of exponentials recommended by MemExp for any
of the many fluorescence measurements analyzed with a
given baseline description.
One more feature of MemExp warrants description. A
multi-step analysis of raw data has been automated in which
one or more preliminary MEM-only inversions is performed
to estimate the standard errors of the data. Initially, all
standard errors are set equal to a constant and a MEM-only
inversion is performed. The last MEM fit for which both 2
and c have decreased is identified. This fit’s deviations
from the data are analyzed in a narrow range (e.g., m  2)
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centered about each data point to estimate the standard
errors,
i  12m jimim Dj j2 . (11)
These estimates are then smoothed and input to another
inversion. This use of a MEM calculation to estimate the
noise in the data can be repeated, but the error estimates
generally converge quickly, and one preliminary MEM in-
version often suffices. The selection criteria described
above in terms of changes in 2 and c were found to
perform well with errors estimated in this iterative way and
with the true errors used to generate simulated data.
Linear algebra calculations done during the MEM opti-
mization are performed using routines in the public-domain
LINPACK library. NLS fitting is done using public-domain
MINPACK routines. The MemExp software, documenta-
tion, and sample input files are available online. MemExp
runs under several operating systems.
Simulated data and measured fluorescence
MemExp was tested using simulated data in three different
kinetic regimes: purely distributed, distributed plus discrete,
and purely discrete. First, test data were simulated with
realistic noise from the continuous distribution correspond-
ing to a stretched exponential, exp((t/)
), with 
  0.5
(Go¨tze, 1991). Second, following Provencher (1992), data
were simulated as the sum of an exponential process at
log   6 and a broadly distributed process centered at
log   3. These data were all given the same standard
error,   0.001. Third, two groups of ten kinetic traces
were simulated from a model involving five exponentials
(one negative and four positive amplitudes) and a constant
offset. This discrete model is similar to the measured pro-
tein-folding kinetics. The first group was simulated with
errors determined by MemExp for an actual measurement.
The second was simulated with these errors increased ten-
fold.
The protocol for the expression and purification of wild
type DHFR from Escherichia coli was described elsewhere
(Jennings et al., 1993). The buffer contained 10 mM phos-
phate, 0.2 mM K2EDTA and 1 mM 
-mercaptoethanol at
pH 7.8. Protein dissolved in 5 M urea/buffer was rapidly
mixed with MTX/buffer with a stopped-flow instrument
(model SX.18 MV, Applied Photophysics Ltd., Leather-
head, U.K.). The temperature of the mixing cell was con-
trolled by a water bath. The final concentrations of the
reactants in the mixing cell were: DHFR, 3 M; MTX, 15
M; urea 0.83 M. Similar results were obtained when the
ratio [MTX]/[DHFR] was 3 or 10, for final [DHFR] of 10
and 5 M, respectively. The excitation wavelength was 280
nm and the emission was recorded using a cut-off filter at
320 nm. MTX quenches the protein fluorescence upon
binding, thus increasing the amplitudes of the fluorescence
changes in the folding process. The data were acquired
approximately equally spaced in log time, ranging from 1
ms to 1000 s. Measurements were performed at four tem-
peratures (12, 15, 18, and 21°C), and MemExp was applied
to five (unaveraged) data sets at each temperature to permit
an assessment of the kinetic processes recovered numeri-
cally. Control experiments were performed by mixing un-
folded protein in 5 M urea with 5 M urea in the absence and
presence of MTX, and by mixing MTX with buffer or urea.
Data-dependent F distributions were obtained by blurring
f at 2  1.1 with a Gaussian having a FWHM of 0.5
(simulated five-exponential and DHFR data) or 2.0 (simu-
lated stretched-exponential data). For the data simulated in
the distributed plus discrete regime, F was obtained by
representing the local maximum in f with area greater than
0.05 and maximum-to-minimum ratios in excess of 30 (only
one found) as a Gaussian with FWHM of 1⁄3 the original
MEM peak. The remainder of f was convoluted with a
Gaussian with FWHM  1. No error estimates were input
to MemExp to obtain the results reported here; errors were
estimated using one to three preliminary MEM inversions.
RESULTS
The MemExp analysis of the simulated stretched-exponen-
tial kinetics is shown in Fig. 1. The errors estimated agree
well with the true errors (Fig. 1 a) except for small undu-
lations. Each of the three fits in Fig. 1 c fit the data well,
with 2 between 0.73 and 0.86. Although both distributions
obtained resemble the true distribution (Fig. 1 c), the one
FIGURE 1 Analysis of stretched exponential kinetics. (a) Standard er-
rors used to generate data (dashed) and estimated by MemExp (solid). (b)
Residuals of fit shown as solid curve in (c). (c) MemExp recommendations.
Distributions using Fj  0.001 (dotted) and data-dependent F (solid). The
six-exponential fit (vertical lines) reflects the true distribution (dashed).
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obtained with a constant F has small shoulders near log  
4 and 2.6. If f is blurred uniformly to obtain a data-
derived F, these shoulders are eliminated, and a distribution
much closer to the true one is recovered. The amplitudes of
the six discrete exponentials recovered vary smoothly, also
reflecting the shape of the MEM distributions. Thus, the
user would be likely to conclude correctly that this data set
is best described by distributed lifetimes. Clearly, the num-
ber of exponentials sufficient to fit stretched-exponential
kinetics increases with increasing signal-to-noise and with
decreasing 
.
Figure 2 also illustrates the kind of improvement that can
be obtained with a judicious choice of the MEM prior F.
These test data were simulated from the same lifetime
distribution used by Provencher (1992). Figure 2 a shows
some of the graphical summary generated by MemExp,
with the MEM calculation proceeding from top to bottom.
Each time the MEM image is analyzed and stored, a row of
plots is appended to this summary. In this analysis, the prior
was updated when 2 reached 1.1 (top) by differentially
blurring f. The one local maximum found to be well re-
solved was incorporated into F as a Gaussian having a
FWHM equal to 1⁄3 that of the MEM peak. The remainder of
f was blurred by a Gaussian with FWHM  1 before
incorporation into F. Upon restarting the calculation with
the new prior, 2 increases temporarily (middle). The solu-
tion obtained with the revised prior F (bottom) is free of the
ripples present in the distribution obtained with a flat prior
(top) and produces a better fit (reduced values of 2 and c).
Note in the top left panel that the residuals obtained using a
flat prior are especially large in the temporal region between
the sharp and broad features in the kinetics. This local
ringing in the residuals reflects the inability of a regularizer
to optimally recover a delta function and the broad peak
adjacent to it. Similarly unsatisfactory results were obtained
when F was derived by blurring f uniformly (data not
shown). If instead, a sharp feature is incorporated directly
into F (middle), the subsequent maximization of S is fo-
cused on smoothing the remainder of the lifetime distribu-
tion (bottom). As a result, the artifacts introduced when
using either CONTIN or the MEM with a flat F (Prov-
encher, 1992) are successfully suppressed. Good results
were also obtained after repositioning the exponential at
log 5, one decade closer to the broad process (data not
shown). Although the benefits of differentially blurring f
into F decreased upon moving the exponential to log  
4 and to log   3 (data not shown), the artifacts were
also diminished because the data could then be better fit by
a more homogeneously varying lifetime distribution of the
kind favored by regularization methods.
The continuous and discrete descriptions recommended
by MemExp for the two groups of data simulated with five
exponentials are shown in Figs. 3 and 4. For each of the
forty runs (ten data sets at two noise levels using two F),
MemExp correctly recommended the fit by five exponen-
tials. All eighty recommended fits (continuous and discrete)
produced values of 2 between 0.75 and 0.92. A constant
baseline was used to synthesize the data and to fit them, but
very similar results were obtained when fitting with all four
baseline parameters varied (data not shown). Thus, use of a
cubic baseline did not impair the recovery of the kinetic
processes.
The discrete descriptions of the data recommended by
MemExp agree well with the true description, even at noise
levels ten times greater than those achieved experimentally.
FIGURE 2 Analysis of kinetics simulated as the sum of one exponential
and one distributed process. (a) Sample MemExp output. The calculation
proceeds from top to bottom. The data and fit (dashed, indistinguishable on
this scale) are plotted in the left column, along with the residuals of the fit
(dotted) and autocorrelation of the residuals (solid). The correlation length
c is given. The lifetime distribution (solid) is plotted in the right column,
along with the prior F upon its derivation from f (dotted, middle panel).
These plots are labeled by the extension to the image file name (equal to
the number of Q evaluations) and the values of 2 and image normalization
I. Upon reaching a specified value of 2 (here, 1.1), F is derived from f
using peak-dependent blurring. The one well-resolved local maximum in f
is incorporated into F as a Gaussian with FWHM  1⁄3 of the MEM peak’s
FWHM, and the rest of f is blurred by a Gaussian with FWHM  1 before
being added to F. (b) Lifetime distributions recovered using Fj  0.001
(dashed, from top panel of a), and F obtained from f after sharpening the
well-resolved peak (solid, from bottom panel of a). The true distribution is
the sum of one exponential (amplitude  1⁄6, log lifetime  6) and one
broad peak (circles). The recommended eight-exponential fit is shown as
dotted vertical lines.
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The advantages of MemExp over the MEM alone are evi-
dent at the high noise level (Fig. 4), where the continuous
descriptions disagree with regard to the number of kinetic
processes, but the discrete do not. The MEM was able to fit
several of the data sets without resolving both the second
(log   0.55) and third (log   1.2) processes in the true
g distribution. However, when NLS fits by discrete expo-
nentials were performed with initial parameters determined
from the MEM inversion, five exponentials were always
needed. The ability to resolve adjacent peaks in a continu-
ous description clearly increases with the signal-to-noise
ratio, as is illustrated by this analysis at two noise levels
from both the continuous and discrete perspectives. Also,
the variance of exponential lifetimes recovered at high noise
(Fig. 4 c) underscores the benefits of analyzing multiple raw
data files.
The effects of using a data-derived F are also illustrated
in these simulations. After f has been blurred uniformly to
create F, the MEM inversion is biased toward one or more
relatively short, broad peaks. When the kinetics is in fact
broadly distributed, use of this data-dependent F can im-
prove the results by smoothing out unnecessary undulations
in the recovered lifetime distribution (Fig. 1 c). When the
slope of the kinetics changes sign, this bias may cause
adjacent peaks of opposite sign to overlap (Fig. 3 b). A
slight shift of the first two peaks toward each other is also
seen in this case. Clearly, only g h can be recovered from
the data, not g and h independently. Here, the MEM fit is
overparameterized, more so than for monotonic kinetics,
and a range of peak positions and widths can fit the data in
regions where the slope changes sign. Thus, the small but
significant differences in MEM peak positions obtained in
Fig. 3, a and b, for the first two processes indicate the small
uncertainty in the lifetimes recovered for the two adjacent
processes of opposite sign. Although use of the data-depen-
dent F resulted in a biased shift of the first two MEM peaks,
the corresponding five-exponential fits obtained agree ex-
tremely well with the true kinetic model. Analysis from both
the distributed and discrete perspectives clearly demon-
strates that the data allow excellent fits by slightly different
peak positions and widths, particularly in regions where the
slope of the data changes sign.
Representative fluorescence measurements of DHFR
folding at 12 and 21°C are shown in Fig. 5. The data rise at
short times and decay at long times, exhibiting too many
features to be described by a stretched exponential. Note the
unsatisfactory fit in Fig. 5. Also shown is the fluorescence
measured for a control experiment in which (unfolded)
DHFR in 5 M urea was mixed with MTX in 5 M urea,
yielding final concentrations of 5.5 M DHFR and 50 M
MTX. These control data indicate that the multiple pro-
cesses observed in the folding experiments are indeed due
mainly to folding events. The control also illustrates the
need to consider a slowly varying baseline.
A MemExp analysis of fluorescence data highlights the
advantages of interpreting kinetics from both the distributed
and discrete perspectives. The four fits shown in Fig. 6
FIGURE 3 Lifetimes recovered for kinetics simulated with realistic noise
from five exponentials (solid vertical). The fastest exponential has a negative
amplitude. Ten distributions are plotted, with rising (dashed) and decaying
processes (dotted). The ten discrete descriptions (dotted vertical) are nearly
identical to the true description. (a) Fj  0.001. (b) Data-dependent F.
FIGURE 4 Lifetimes recovered for discrete kinetics simulated with 10
more noise than in Fig. 3. (a, b) Continuous descriptions plotted as in Fig.
3. (c) Discrete descriptions (dashed), their average (circles), and the true
description (solid).
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produce 2 values between 0.84 and 0.92. Small features
exist in the recommended continuous distributions of life-
times that do not correspond to any exponentials in the
recommended discrete fits. Because the NLS fits evolve in
a quantized fashion (with the addition of one exponential at
a time), the choice of optimal discrete fit is generally clearer
than the choice of optimal distributed fit. For the kinetics
analyzed in Fig. 6, the recommended continuous fits over-
interpret the data somewhat. Thus, the discrete fits per-
formed by MemExp help to distinguish true kinetic pro-
cesses from artifacts associated with over-fitting. These
extraneous MEM features tend to be most prominent at the
ends of the log  axis, but they can also appear at interme-
diate values of log  (Fig. 6 b). Note also that the slowest
exponential recovered with a constant baseline is not
present in the fits with a cubic baseline.
The MemExp analysis of five fluorescence measurements
at each of four temperatures is shown in Fig. 7. The forty 2
values obtained by these discrete fits range from 0.84 to
0.95. The discrete fits using a constant baseline (Fig. 7 a)
call for six exponentials, one rising and five decaying pro-
cesses. The rate recovered for the slowest process ( 

200 s) does not increase monotonically with temperature as
do the other rates. When a cubic baseline was used, this
slow process was interpreted as baseline drift (Fig. 7 b), but
the rates of the remaining five exponentials changed very
little from those obtained with a constant baseline.
Under similar solvent conditions, the folding of DHFR at
15°C has been reported to involve five exponentials, de-
noted as 1 to 5, with 1 being the slowest phase (Jennings
et al., 1993; Touchette et al., 1986). Instrumental limitations
in the earlier work required that the fastest phases be mea-
sured by stopped-flow fluorescence and the slowest phases
(1 and 2) by manual mixing absorption. The two fastest
and the slowest lifetimes recovered at 15°C with MemExp
using a constant baseline agree very well with the processes
denoted earlier as 5, 4, and 1, respectively. However, the
data at intermediate times require three additional processes
in the current analysis, whereas two processes have sufficed
in the past. The observation of an additional phase in the
MemExp analysis suggests not only an improved numerical
approach but an enhanced signal-to-noise ratio produced
FIGURE 5 DHFR folding in the presence of MTX. Fluorescence mea-
sured during folding at 12 (dashed) and 21°C (thick solid) are plotted. Also
shown are a control measurement (thin solid) during which DHFR remains
unfolded and an unsatisfactory fit by a stretched exponential (dotted).
FIGURE 6 Lifetimes of DHFR folding in the presence of MTX at 21°C.
The continuous and discrete (vertical lines, 7.0) representations recom-
mended with a constant (a) and a cubic (b) baseline. Distributions govern-
ing rising (dashed) and decaying kinetics (dotted) are shown. The fastest
exponential has a negative amplitude.
FIGURE 7 Discrete lifetimes of DHFR folding in the presence of MTX
for five measurements at each of four temperatures. Symbols mark the
mean log lifetime and mean amplitude. The fastest exponential has a
negative amplitude. (a) Six exponentials recovered with a constant base-
line. (b) Five exponentials recovered with a cubic baseline.
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with a more stable fluorescence instrument. It is possible
that the slowest decay is not well characterized because the
maximum measurement time permitted by the fluorescence
instrument is 1000 s.
Between 12 and 21°C, the rates of the five fastest pro-
cesses increase with increasing temperature, and fits by the
Arrhenius law yield activation enthalpies ranging from 11 to
16 kcal/mol. Because our protein-folding measurements
cannot be performed over a large range in temperature, this
estimate of barrier heights is admittedly crude and serves
only as a semi-quantitative consistency check. Still, these
estimated activation enthalpies are reasonable and are close
to those reported in the literature for other proteins (Bilsel
and Matthews, 2000).
DISCUSSION
The MEM is said to be “maximally noncommittal” with
regard to unavailable information. This property has been
illustrated by the so-called kangaroo problem: given that
one-third of all kangaroos are left handed and one-third of
all kangaroos are blue eyed, what fraction of kangaroos is
both blue eyed and left handed? Any answer between zero
and one third is consistent with the limited information
given. Let x denote the fraction of kangaroos that are both
blue eyed and left handed. Then the fraction that are blue
eyed and right handed is 1⁄3  x, the fraction that are not
blue eyed but are left handed is 1⁄3  x, and the fraction that
are neither blue eyed nor left handed is 1⁄3  x. Taking Fj to
be constant, S¥j1
4 fjln(fj)x ln(x) 2(1⁄3  x)ln(1⁄3
 x)  (1⁄3  x)ln(1⁄3  x). Maximizing S with respect to x
yields x  1⁄9. Thus, no correlation is imposed between the
eye color and handedness of kangaroos; the MEM with a
uniform prior is maximally noncommittal when given in-
complete information.
This conservative, noncommittal nature of the MEM has
its drawbacks. At a given value of 2, the image f is biased
to remain close to the prior F. Consequently, the residuals of
a MEM fit are not random, and the image may be exces-
sively flattened. This bias can be especially problematic
when a flat prior is used and the data call for both sharp and
slowly varying features (Fig. 2 a, top). The ultimate goal of
complete separation of signal from noise is not reached.
Concomitantly, MEM images may include undesirable rip-
ples (Figs. 2 and 4).
Because any regularization method biases the distributed
solution sought, its ability to recover a lifetime distribution
free of artifacts will depend on whether the distribution
underlying the given kinetics trace is consistent with the
bias imposed. CONTIN enforces smoothness by minimiz-
ing the sum of the squared second differences of f. The
MEM biases the image to remain close to the prior F by
maximizing the entropy (Eq. 3). In this light, the need to
specify F in Eq. 3 is actually an advantage of the MEM
relative to other regularization methods; the regularizer and
its bias can be adjusted by changing F. MemExp facilitates
the convenient use of several different priors. A flat prior is
maximally noncommittal but does not enforce smoothness;
each pixel in f is biased toward the same value, regardless
of the values of f at neighboring pixels. A prior obtained by
uniformly blurring f enforces smoothness but may still
under-fit sharp features. A prior obtained by differentially
blurring f as implemented in MemExp can improve the
distributed fit to sharp features but introduces some subjec-
tivity into the analysis. Because MemExp allows convenient
manipulation of the prior, it is relatively easy to assess the
sensitivity of f to changes in F.
The Pixon method of image reconstruction (Puetter and
Yahil, 1998) overcomes many of the regularization prob-
lems encountered in conventional image processing. Be-
cause the point-spread function in typical deconvolution
applications is relatively narrow, a given pixel in the image
affects only a small region of the data. The Pixon method
exploits this property by using a local goodness of fit to
recover a multiresolution image of considerably reduced
complexity (fewer parameters) relative to a MEM image.
Residuals obtained by the Pixon method lack the spatial
correlation present in MEM residuals, and the Pixon method
has been applied successfully to many imaging problems.
However, the analog to the point-spread function in decon-
volution is an exponential decay in Laplace inversion. Con-
sequently, a pixel in a distribution of lifetimes influences the
fit to many data points, not just those in a narrow temporal
range. This nonlocal character of the Laplace transform and
the nonorthogonality of exponentials make it more difficult
to use a local goodness of fit to establish differences in
resolution in a lifetime distribution.
Nonetheless, MemExp is similar in spirit to the Pixon
method. Both methods are extensions to the MEM that
describe the data using fewer parameters than are used in a
MEM reconstruction. When applied to the deconvolution of
blurred images, the Pixon method identifies regions in the
data with low signal-to-noise ratio and reduces the number
of pixels used in these regions. Similarly, MemExp identi-
fies regions of the lifetime distribution with enhanced in-
tensity, and switches from a continuous distribution of
peaks of finite width to one of infinitely narrow peaks and
far fewer parameters.
For a given value of 2 and a given default image F, the
MEM image is unique for linear image-data transforma-
tions. This uniqueness is especially advantageous as the
number of kinetic processes becomes large. In this regime,
the dependence of the final parameter values on the initial
values complicates multiexponential fitting using NLS or
ML (Baljzer and Prendergast, 1992) alone. By initializing
the NLS fit parameters based on the largest MEM features
within a specified lifetime range, the important choice of
initial parameter values is done objectively and reasonably
using MemExp.
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By using two traditional fitting techniques in concert, the
MemExp algorithm is an attempt to get the best of both and
the worst of neither. Maximizing the entropy solves the
multiple-minimum problem but at the expense of biasing
the solution to the point that small, unwarranted features
may appear (Figs. 2 and 4) and larger peaks may be shifted
slightly (Fig. 3 b). When fitting with nonlinear least squares,
2 is reduced without bias, but the answer may depend on
the initial values chosen for the parameters. In recovering a
discrete representation of the kinetics, MemExp maximizes
the entropy only to get in the neighborhood of the answer,
and the final answer is obtained by an unbiased minimiza-
tion of 2 alone. The attractive properties of the MEM are
exploited, but the associated side effects are avoided. The
simple, robust description of the data in terms of multiple
exponentials is optimized with confidence that the multiple-
minimum problem has been addressed effectively.
The analysis of simulated and experimental data validates
the protocol implemented in MemExp. Several strengths of
this MEM/NLS algorithm have been demonstrated. First, a
rather complicated analysis is automated in MemExp to a
considerable extent, and the important choice of prior F can
be made conveniently from among several alternatives. It is
generally accepted that any existing knowledge of the mea-
surement should be incorporated into F whenever possible.
Here, we have seen that knowledge of the analysis, i.e., the
tendency of regularization methods to oversmooth sharp
features proximal to slowly varying ones can also be in-
cluded in the prior to good effect. Because the numerical
inversion of Eq. 1 is ill-posed in the presence of noise, it is
prudent to analyze a data set more than once, considering a
uniform prior and priors derived from f with and without
differential blurring. If features in the lifetime distribution
disappear upon deriving the prior from f (Figs. 1 and 2),
their existence is not established by the measurement. Given
the subjectivity inherent in differential blurring, it seems
best to choose the distribution obtained in this way only
when it possesses fewer local maxima than those recovered
using other priors (Fig. 2). The detailed graphical summary
of each calculation provided by MemExp facilitates the
interpretation of the kinetics.
Second, the errors estimated by MemExp (Fig. 1 a) are
verified by the observation that the 2 values of the fits
chosen from the final MEM/NLS inversions are typically in
the range of 0.7 to 1.0 and that the corresponding residuals
(Fig. 1 b) are reasonably uniform in magnitude throughout
the entire temporal range of the data.
Third, MemExp uses an evolving lifetime distribution
obtained by the MEM to guide a series of discrete fits to the
data. A distributed and a discrete interpretation are recom-
mended automatically. MemExp correctly identified the
five-exponential model for each of the twenty simulated
data sets, including the ten simulated with noise ten times
greater than that of a fluorescence experiment.
Fourth, MemExp facilitates the verification of features in
the MEM distribution. The reduced number of parameters in
the discrete fit leads to a more robust optimization. When
the number of exponentials used in the NLS fit is less than
the number of peaks in the MEM description at comparable
values of 2 (Fig. 6), the MemExp user knows which of the
MEM features are necessary to fit the data and which are
undesirable artifacts.
Fifth, analysis from both the continuous and discrete
perspectives helps assess the resolvability of kinetic pro-
cesses given the noise in the data (Alcala et al., 1987).
Because the MEM is biased in favor of a minimally struc-
tured distribution, it may underinterpret data for which the
processes are truly discrete exponentials (Fig. 4). By con-
trast, the NLS fits are biased to introduce structure only via
infinitely narrow peaks. When these two approaches pro-
duce comparable structure at comparable values of 2 (Fig.
3), the signal-to-noise is sufficient to unambiguously estab-
lish the number of kinetic processes. Parameter uncertain-
ties can be estimated from the MEM peak widths and from
any differences in peak positions. When the number of
peaks in the MEM description is less than the number of
exponentials used in the NLS fit at comparable values of 2
(Fig. 4), the data are consistent with two qualitatively dif-
ferent interpretations, and additional or better data are
needed to definitively determine the number of processes.
Whether a distributed or a discrete interpretation might be
favored a priori depends on the experiment being analyzed.
Distributed kinetics is seen in biomolecular systems when
the reaction rate depends on a “conformational coordinate”
and relaxation along this coordinate is slow compared to the
reaction under study. For example, freezing a carboxymyo-
globin (MbCO) solution in a glycerol/water solvent pro-
duces a heterogeneous system in which individual proteins
are trapped in different conformations possessing different
lifetimes of the CO-dissociated state (Austin et al., 1975).
Following flash photolysis of the CO ligand at temperatures
below 180 K, protein conformations do not interconvert
on the time scale of CO rebinding. Consequently, the low-
temperature kinetics is naturally described by distributed
lifetimes. In this low-temperature regime, the MEM can be
used to simultaneously fit rebinding kinetics measured at
multiple temperatures by a two-dimensional distribution of
activation enthalpy and entropy (Steinbach, 1996). Distrib-
uted rebinding of ligands to myoglobin is generally seen at
high solvent viscosity, whether or not this high viscosity
was induced by cooling (Austin et al., 1975; Hagen et al.,
1995). In fact, nonexponential kinetics is seen for MbCO
even in aqueous solution at room temperature, indicating
that relevant protein relaxations occur during rebinding
(Tian et al., 1992).
A revised version of the “new view” of protein folding
stresses the multidimensional nature of the free energy
landscape in which the thermodynamic and kinetic proper-
ties of the protein can be determined by the projection of the
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potential energy surface onto one or two important coordi-
nates (Brooks et al., 2001). For funnel-like energy land-
scapes, simple theoretical models predict single-exponential
relaxation kinetics (Bicout and Szabo, 2000). More complex
responses are expected for rougher surfaces. Experimen-
tally, the folding of a few proteins has been described in
terms of stretched exponentials (Sabelko et al., 1999; Moro-
zova-Roche et al., 1999; Leeson et al., 2000). However, the
overwhelming majority of protein-folding kinetics has been
analyzed in terms of exponential decay(s) (Bilsel and Mat-
thews, 2000), even at temperatures as low as 15°C
(Gillespie and Plaxco, 2000). The complex, multiexponen-
tial character of DHFR refolding was initially reported by
Touchette et al. (1986), and different models have been
proposed in terms of sequential or parallel pathways of
folding (Touchette et al., 1986; Frieden, 1990; Jennings et
al., 1993). Multiexponential refolding comprising four ex-
ponentials has also been reported for staphylococcal nucle-
ase (Walkenhorst et al., 1997) and the 	-subunit of trypto-
phan synthase (Bilsel et al., 1999). Recently, five
exponentials were reported for the refolding of 
-lactoglob-
ulin (Kuwata et al., 2001). The folding of DHFR in the
presence of MTX is clearly not described by a stretched
exponential (Fig. 5). Rather, the distributions obtained by
the MEM for DHFR folding exhibit considerable structure
(Fig. 6), indicating that the description of DHFR folding
requires a discrete set of folding intermediates. The charac-
terization of the energy surface underlying the implied
intermediates and transition states requires additional ki-
netic and thermodynamic data. The MTX binding site is at
the interface of the two domains in the structure of DHFR,
and the observed kinetics may represent domain/domain
repacking events, as suggested by Wallace and Matthews
(2002).
CONCLUSIONS
The interpretation of time-dependent signals in terms of
continuous and discrete lifetime distributions permits a
comprehensive analysis of measured kinetics. The MemExp
software reported here is particularly useful when analyzing
kinetics that involve a large number of discrete exponen-
tials. The use of a MEM prior derived from the data can
significantly improve the distributed solution obtained for
this ill-posed problem. Raw data can be analyzed using an
automated multistep protocol, in which standard errors are
estimated accurately. The hybrid algorithm and analysis
protocol performed well when tested with simulated data
corresponding to distributed, distributed-plus-discrete, and
discrete kinetics.
When applied to fluorescence measurements of the fold-
ing of DHFR in the presence of MTX, MemExp resolved
six processes, one more than previously reported. The mea-
surements presented here were fit well by one exponential
rise and five exponential decays. A more precise description
of the slowest component calls for data at longer times. This
improved quantitative characterization of the data is an
essential step toward understanding the folding process in
detail. Future modeling of the processes that contribute to
the measured signal, including folding intermediates and the
transitions among them, will need to account for the six
processes identified here.
Finally, the analysis developed here could be readily
generalized in two ways. Any linear image-data transfor-
mation could be interpreted similarly in terms of continuous
and discrete descriptions. Also, a maximum likelihood al-
gorithm could be added as an alternative to NLS, improving
the analysis of data with noise that is not well approximated
as normally distributed.
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