Background and Theorem Statements.
In this paper we consider Fourier transforms of measures of the form Q(s)dµ, where dµ denotes the surface measure corresponding to a bounded subset of a real-analytic hypersurface in R 3 and Q(s) denotes a function on the surface which may have singularities. To be precise, after a partition of unity and a translation and rotation of coordinates we consider oscillatory integrals of the form T (λ 1 , λ 2 , λ 3 ) = R 3 e iλ 1 S(x,y)+iλ 2 x+iλ 3 y g(S(x, y))K(x, y) dx dy (1.1)
Here S(x, y) is a nonconstant real-analytic phase function on a neighborhood of the origin such that S(0, 0) = 0 and ∇S(0, 0) = 0. When viewed in terms of the hypersurface lying in R 3 , the density in (1.1) is of the form K(x, y)g(z).
The functions g(z) and K(x, y) satisfy the following conditions. The function g(z) is assumed to be real-valued and C 1 on R − {0} such that for some real α and some A > 0 one has |g(z)| ≤ A|z|
(1.2a)
The function K(x, y) is assumed to be a C 1 real-valued compactly supported function on R 2 − {(0, 0)} such that for some real β we have
|∇K(x, y)| ≤ A(x 2 + y 2 )
β−1 2
(1.2b)
Both α and β can be negative, but to ensure that (1.1) is well-defined we require that (x 2 + y 2 ) β 2 |S(x, y)| α is integrable over some neighborhood of the origin.
In this paper, we will prove uniform estimates on T (λ 1 , λ 2 , λ 3 ) that generalize the sharp uniform estimates that are known to hold in the situation where K(x, y)g(z) is smooth function φ(x, y) (using α = β = 0). The latter results can be described as follows. By resolution of singularities (see Ch. 7 of [AGV] for details), there are δ > 0 and an This research was supported in part by NSF grant DMS-1001070 integer d = 0 or 1 such that if the support of φ(x, y) is sufficiently small, then for some C φ as λ 1 → ∞ one has
Here C φ will be nonzero if φ(x, y) is nonnegative with φ(0, 0) > 0. It is a consequence of the stability theorems of [K1] [K2] that if the support of φ(x, y) is sufficiently small, then for some C ′ φ one has uniform estimates
Analogous results for smooth S(x, y) are shown in [D] [IKeM] [IM2] . In this paper we will prove estimates of the form (1.4) for the possibly singular densities here (for real-analytic S(x, y)), with appropriately defined δ and d. These estimates will be uniform in λ 2 and λ 3 , and will also be uniform over all densities satisfying (1.2a) − (1.2b). They will imply the above results for smooth φ(x, y) whenever S(x, y) has a zero of order greater than 5 at the origin, and for some of the situations where it has a zero of order between 3 and 5 at the origin. The analysis of this paper is based on an explicit resolution of singularities algorithm (Theorem 2.1) as well as versions of the Van der Corput lemma. We do not make use of the adapted coordinate systems that have often been used in this subject.
It is worth pointing out that in the case of the oscillatory integral operators with phase functions of two variables that are considered in [PS1] , extensions to weighted oscillatory integral operators are proven in [PS2] . Although there are a number of differences when dealing with operators, in [PS1] - [PS2] one also uses a type of resolution of singularities to divide into wedges on which one can do an appropriate analysis, and these papers influenced the development of the resolution of singularities algorithm used in this paper. The question of proving optimal estimates for two-dimensional oscillatory integrals for specific density functions has been analyzed in [PrW] . There are also the recent papers [CKaN] [KaN] , which deal with proving optimal estimates for oscillatory integrals for specific smooth density functions, in any dimension.
We turn to defining the δ and d that we will use in our theorems. Let E r denote the disk {(x, y) : x 2 + y 2 < r 2 }. In Lemma 2.2 we will show that there is a δ > 0 and an integer d = 0 or 1 such that if r is sufficiently small there are constants C r and C ′ r such that for sufficiently small ǫ one has In the case where K(x, y)g(z) is a smooth function of the form φ(x, y) and α = β = 0, this (δ, d) will be the same as the (δ, d) defined above except when the Hessian of S(x, y) is nonvanishing. This relationship between sublevel set measures and oscillatory integral decay rate can be proven using resolution of singularities and we again refer to [AGV] for details.
Another way to view δ is as follows. Define the meaure dµ α,β by
Then for sufficiently small r > 0, δ is also given by δ = sup{η :
One can therefore refer to δ as the "critical integrability exponent" of S(x, y) at (0, 0) with respect to the measure dµ α,β .
Our main result is the following. . There exists an r > 0 such that if K(x, y) is supported in E r then
. There exists an r > 0 such that if K(x, y) is supported in E r then
Here the A in C S,A is as in (1.2a) − (1.2b). In the case where K(x, y)g(z) is a smooth function φ(x, y), by [V] equation (1.8a) is best possible. In [V] it is also shown that in the case of smooth φ(x, y) one always has
. So δ will always be less than
, or equivalently if o > 5. Thus for smooth φ(x, y), whenever o > 5 case a) of Theorem 1.1 is sharp. The only situation where o = 5 that Theorem 1.1 does not cover in the case of smooth φ(x, y) is when δ = 2 o , which only happens in special situations and is easy to handle directly. For o = 3 and 4, sometimes one is in case a) and other times one is in the nonsharp cases b) and c). When o = 2, the statement that δ < 1 3 + 1 3o reduces to the statement that δ < 1 2 = 1 o , which never occurs. It should be pointed out that in this smooth case, a weaker version of Theorem 1.1 was proven in Theorem 1.2 of [G1] .
As we will see in section 6, when β = 0, the estimates provided by Theorem 1.1a) are sharp, and furthermore (δ, d) = (α + δ 0 , d 0 ), where (δ 0 , d 0 ) are the (δ, d) of the smooth case (with α = β = 0). We leave open the question of sharpness of the uniform estimates of Theorem 1.1 when β = 0. If the β = 0 case is any indication, part a) of Theorem 1.1 is more likely to be sharp than the other two parts.
In [V] it is shown that in the case of real analytic S(x, y) and smooth K(x, y)g(z) there is a nice description of δ and d in terms of Newton polygons and adapted coordinates. This was generalized to smooth S(x, y) in [IM1] . In the more general scenario of this paper, unfortunately such a description no longer holds, which is why we only use (δ, d) as defined here and do not delve into Newton polygons and related matters.
2. The resolution of singularities theorem and some consequences.
Let S(x, y) be any smooth function with S(0, 0) = 0 such that the Taylor expansion of S(x, y) does not vanish to infinite order at the origin. Let o denote the order of the zero of S(x, y) at (0, 0). After rotating coordinates if necessary, we may assume that the Taylor expansion α,β s αβ x α y β of S centered at the origin has a nonvanishing s 0 o x o term and a nonvanishing s o 0 y o term. In this paper, we will use the resolution of singularities theorem of [G1] (Theorem 2.1 of that paper). It proceeds as follows. First, one divides the xy plane into eight triangles by slicing the plane using the x and y axes and two lines through the origin, one of the form y = mx for some m > 0 and one of the form y = mx for some m < 0. One must ensure that these two lines are not ones on which the function S 0 (x, y) = α+β=o s αβ x α y β vanishes other than at the origin. After reflecting about the x and/or y axes and/or the line y = x if necessary, each of the triangles becomes of the form T b = {(x, y) ∈ R 2 : x > 0, 0 < y < bx} (modulo an inconsequential boundary set of measure zero). Theorem 2.1 of [G1] is then as follows.
2 : x > 0, 0 < y < bx} be as above. Abusing notation slightly, use the notation S(x, y) to denote the reflected function S(±x, ±y) or S(±y, ±x) corresponding to T b . Then there is a a > 0 and a positive integer N such that if
cl (D i ), such that for to each i there is a φ i (x) with φ i (x N ) smooth and φ i (0) = 0 such that after a coordinate change of the form η i (x, y) = (x, ±y + φ i (x)), the set D i becomes a set D ′ i on which the function S•η i (x, y) approximately becomes a monomial d i x α i y β i , α i a nonnegative rational number and β i a nonnegative integer as follows.
and H i > 0, and consists of a single term 
This η can be chosen independent of all the exponents appearing in this theorem. Furthermore, if one Taylor expands S • η i (x, y) in powers of x 1 N and y as α,β S α,β x α y β , then α i ≤ α + M i β for all (α, β) such that S α,β = 0, with equality holding for at least two (α, β), one of which is (α i , 0) and another of which satisfies β > 0. 
2)
The next lemma shows that the (δ, d) of Theorem 1.1 is well-defined.
Lemma 2.2. Suppose that S(x, y) is real-analytic on a neighborhood of the origin with S(0, 0) = 0, and let E r denote the disk {(x, y) : x 2 +y 2 < r 2 }. Let α and β be real numbers
β 2 is integrable on a neighborhood of the origin. Then there is a δ > 0 and an integer d = 0 or 1 such that if r is sufficiently small then there are constants C and C ′ depending on α, β, S(x, y), and r such that for 0 < ǫ < 1 2 one has
Proof. Let D i and D
′
i be the domains coming from applying Theorem 2.1 to S(x, y). Then it suffices to show (2.3) holds with E r replaced by E r ∩ D i and then the result follows from addition. If one does the coordinate change φ i of Theorem 2.1, on the new domain D ′ i one has that |S • η i (x, y)| is within a constant factor of x α i y β i and that (x 2 + y 2 ) β 2 is within a constant factor of x β . Thus there are constants c and c ′ such that
Recall that the upper boundary of D ′ i is of the form H i x M i + ... and the lower boundary is of the form h i x m i + ... for m i > M i or is the x-axis. In the former case, we define F r,c and G r,c ′ by
So if r is sufficiently small there are positive constants c and c ′ such that one has
One can directly compute the integrals on the left and right of (2.5) and one obtains an expression of the form Cǫ In this and future sections we will make frequent use of the following classical Van der Corput Lemma (see p 334 of [S] ):
If k = 1, the same is true if we add the conditions that P (x) is C 2 and that P ′ (x) is monotonic on [a, b] .
We also will make use of the following variation of the classical Van der Corput Lemma that holds for mixed partial derivatives.
Lemma 3.2. Suppose for some k ≥ 2, P (x, y) is a C k function on an R 1 by R 2 closed rectangle R such that on R one has
Further suppose that Ψ(x, y) is a function on R that is C 1 in the y variable on R 2 for each fixed x in R 1 such that
If R ′ ⊂ R such that the intersection of R ′ with each vertical line is either empty or is a set of at most l intervals, then the following estimate holds.
Proof. Write R ′ e iλP (x,y) Ψ(x, y) dx dy = I 1 + I 2 , where
We estimate |I 1 | simply by taking absolute values of the integrand and then integrating.
Since |∂ x (∂ y P (x, y))| > M , for fixed y the measure of the x in the support of the integrand of (3.4a) for which |∂ y S(x, y)| < (
2 . Thus, using the left half of (3.2), for fixed y the x-integral in (3.4a) is at most N 2(
Integrating this in y we see that
These are the bounds we seek.
We now move on to I 2 . Note that since ∂ k y P (x, y) = 0 on R, for fixed x the set of y ∈ R for which |∂ y P (x, y)| > (
2 is the union of at most k intervals. Thus for fixed x, the set of y ∈ R ′ for which |∂ y P (x, y)| > (
2 is at most kl intervals. On each of these intervals we use the Van der Corput Lemma 3.1 for first derivatives in the y direction, add up the results, and then integrate the result in x. Although ∂ y P (x, y) is not necessarily monotone on each of the intervals and therefore Lemma 3.1 does not immediately apply, the fact that ∂ k y P (x, y) = 0 on R ensures that a given interval is the union of at most k intervals on which ∂ y P (x, y) is monotone and on which we can apply Lemma 3.1.
So using Lemma 3.1, we see that for given x the absolute value of the y-integral in (3.4b) is at most C kl N (
Adding this to (3.5) completes the proof of Lemma 3.2.
We now proceed to the proof of Theorem 1.1 for β i > 0. We perform the resolution of singularities algorithm of Theorem 2.1 to S(x, y), and correspondingly write
Shifting the y variable by φ i (x) as in Theorem 2.1, this becomes
Without loss of generality, we will always take ±iλ 3 y to be iλ 3 y. Note that by the form of φ i (x) given by part d) of Theorem 2.1,
Let (α i , β i ) be as in Theorem 2.1, so that S i (x, y) is within a bounded factor of x α i y β i on D ′ i , with corresponding estimates for its derivatives. The analysis is broken up into three cases, when β i = 0, when β i = 1, and when β i > 1, with the β i = 0 case the hardest. We do the β i > 0 cases in this section, and then do the β i = 0 case in sections 4 and 5.
We divide the domain of integration of (2.2) dyadically in the x and y variables and correspondingly we write T i = ∪ j,k T ijk where T ijk is given by
Note that by Theorem 2.1 c) there is some constant c depending only on S(x, y) such that on the portion of
We will now use (3.11) and apply the Van der Corput lemma, Lemma 3.1, in the y direction in (3.10). For this we need to bound the y derivatives of g(S i (x, y)) and K i (x, y). As mentioned above, (1.2b) holds for K i (x, y) in place of K(x, y), so we have
For g(S i (x, y)), note that we have
So by (1.2a) and (2.2) we have
Taking (3.12) and (3.14) together, we have that the factor g(
On the other hand, by (1.2a) − (1.2b) one has
On the support of the integrand of (3.9), we have 0 < y < Cx, x ∼ 2 −j , and y ∼ 2 −k , so the last two equations can be rewritten as
We apply Lemma 3.1 in the y direction in (3.10), using (3.11), (3.15a) and (3.15b). We get that for fixed x, the y integral is bounded by
Integrating this in x we obtain
Recalling the definition (1.6) of the measure dµ α,β , this is the same as
By simply taking absolute values of the integrand in (3.10) and integrating, in view of (1.2a) − (1.2b) we have
Combining (3.19) and (3.20) one then has
Adding (3.21) over all j and k, and using the shape of D ′ i given by Theorem 2.1, we obtain
Because o ≥ 2, we have 
By the definition (1.5) of (δ, d), the first term of (3.25) is at most
, which is at least as good as the estimates of Theorem 1.1 in all three cases. As for the second term, by the characterization of integrals in terms of distribution functions (applied to
dµ α,β is equal to
By (1.5) the expression in (3.26) is bounded by times this, or
together with the first term of (3.25), we see that
Since by just taking absolute values of the integrand and integrating one has |T i (λ)| is bounded by a constant, one can also say that
This gives the estimate (1.8a) required by Theorem 1.1 for the situation where δ < , (3.30) is bounded by a constant times (ln |λ 1 |) d+1 , so putting this back into the second term of (3.25) we now get
This gives (1.8c) and we are done with the proof of Theorem 1.1 for when β ≥ 2.
Case 2. β i = 1. We once again write T i = j,k T ijk by dyadically decomposing in the x and y variables. So we have
(3.32) We apply Lemma 3.2 to the integral in (3.32). If P (x, y) denotes the phase function in (3.32), we have
The last inequality follows from (2.2). By (1.2a) − (1.2b) and the fact that 0 < y < Cx we have
Exactly as in (3.15a), we have
Thus, as needed for Lemma 3.2, we have an estimate for |∂ y (g(S i (x, y))K i (x, y))| that is 2 k times the estimate for |g(S i (x, y))K i (x, y)| given in (3.34). Applying Lemma 3.2 now, we get
This is analogous to (3.19) and is the estimate we seek. The argument from (3.20) to (3.31) now completes the proof for the case where β i = 1.
4. The β i = 0 case away from the zeroes of
When we are away from the zeroes of λ 1 ∂ xx S i (x, y) + λ 3 φ ′′ (x) in (3.9), the argument resembles the argument when β i > 1 except we apply the Van der Corput lemma in the x-direction instead of the y-direction. Write φ i (x) = k i x + ψ i (x) where ψ ′ i (0) = 0 and let λ 4 = λ 2 + λ 3 k i . We divide dyadically in the x variable, writing T i = ∪ j T ij , where
denotes the phase function in (4.1), we have
plus an error term less than ηx α i −2 for an η of our choice. Furthermore, when ψ i (x) is nonzero we have that
) for some ǫ > 0. Because the two exponents α i − 2 and s i − 2 are distinct, if η is chosen appropriately then for some constant C, for all but at most two values of j, on the support of the integrand of (4.1) one has
The latter inequality follows from (2.1). Note that if ψ i (x) is identically zero then (4.4) holds for all j. Thus if ψ(x) is not identically zero and j is not one of these two exceptional values, or if ψ(x) is identically zero and j is anything, we may argue as follows. We apply Lemma 3.1 in the x direction in (4.1), using (4.4) on the phase and (1.2a) − (1.2b) to bound g(S i (x, y))K i (x, y) and its x-derivative, analogously to as done in section 3. We then integrate the result in y, thereby gaining an additional factor of C2 −jM i , M i is as in Theorem 2.1, since D ′ i is of y-width comparable to x M i for a given x. We get
Using the definition (1.6) of dµ α,β and keeping in mind the area of the portion of
Now we argue as in (3.20)−(3.31) of Case 1 to achieve the desired estimates (3.27)−(3.29).
Suppose now ψ i (x) is not identically zero and we are in one of the at most two exceptional j's for which the above argument doesn't hold. If N is any constant that depends only on S(x, y), then by choosing the η in Theorem 2.1b) according to N , one can cause (4.4) to hold (with a different constant) outside of at most a vertical strip of width . Namely, we define x 0 by the condition
Then if η is small enough, (4.4) will hold outside of the set of x where |x − x 0 | < 
Here ρ(x) is nonnegative, smooth, supported on [−2, 2], and equal to 1 on [−1, 1]. The value of N will be dictated by our arguments as we proceed, but will depend only on S(x, y). Note that (4.8) gives an expression for λ 3 as a multiple of λ 1 as
5. The β i = 0 case near the zeroes of
We start by writing the Taylor expansion of S i (x, y) in powers of x 1 N and y as
By Theorem 2.1, in the β i = 0 situation, D ′ i is of the form {(x, y) : 0 < x < a, 0 < y < H i x M i } for some rational M i ≥ 1. Thus it is natural to look at the function
on the rectangle R i = {(x, y) : 0 < x < a, 0 < y < H i }. On R i , the Taylor expansion (5.1) becomes
In view of the form (5.2), it makes sense to look at the (finitely many) terms of (5.2) where α + M i β takes its minimal value. By (2.1),
, and taking x → 0 in (5.2) we see that α i must be that minimal value. Thus if we let p i (x, y) = α+M i β=α i S αβ x α y β , then (5.1) − (5.2) become
By (5.4), we have
Since by (2.1) there are constants C and C ′ such that Cx
By the last sentence of part b) of Theorem 2.1, p i (1, y) is nonconstant, so ∂ y p i (1, y) is not identically zero. Let α i + ξ denote the minimal α + M i β other than α i . So ξ > 0 and (5.6) can be rewritten as
Here q(x, y) is a real-analytic function of x 1 N and y. Next, we write T N ij (λ) in the new coordinates:
If ∂ y p i (1, y) has any (real) roots in [0, H i ], we enumerate them as r 1 , ..., r K and let I k denote the interval [r ik − ǫ 0 , r ik + ǫ 0 ], where ǫ 0 denotes a small constant to be determined by our arguments. We write T 
In the situation where ∂ y p i (1, y) has no roots in [0,
Estimates when y is away from the zeroes of ∂ y p i (1, y).
We now bound T N,1 ij (λ) through an application of Lemma 3.1 or Lemma 3.2. By Theorem 2.1, we always have M i ≥ s i . For now we assume M i > s i and at the end of the argument we will describe the modifications needed for the M i = s i situation. Let P (x, y) denote the phase function of (5.9a) − (5.9b). Then using (5.7) we have
enough, which we may assume, then the λ 1 ∂ x (x α i +ξ q(x, y)) term in (5.10) will be less than
term is also of absolute value less than
Thus when x is sufficiently small, (5.10) gives
Since x ∼ 2 −j on the domain of integration of (5.9a), we can rewrite (5.11a) as
We now apply Lemma 3.2 as follows. The domain of integration of (5.9a) is the union of finitely many rectangles, on each of which we apply Lemma 3.2 using (5.11b). By (1.2a) − (1.2b) as in (3.32), the function
, so in view of (1.2a) and the fact that
So by (5.7) we have
, so in view of (1.2b) we have
Since M i ≥ 1, in particular we have
Using (5.13b) and (5.14b), we see that
We now apply Lemma 3.2 on each of the rectangles in (5.9a), using (5.11b) on the phase and (5.12), (5.15) on A(x, y). We then add the estimates over the various rectangles. The result is
By simply taking absolute values in (5.9a) and integrating, using (5.12) one also has
Combining (5.17a) and (5.17b) we see that
This is the estimate for |T N,1 ij (λ)| that we will need.
The above assumed that M i > s i . When M i = s i , the reason that the above argument doesn't always work is that in (5.10), the terms λ 1 α i
may cancel each other (although the λ 1 ∂ x (x α i +ξ q(x, y)) term is smaller than each of them). In this situation we use Lemma 3.1 for first derivatives instead of Lemma 3.2 as above. Since α i > M i , the corresponding terms λ 1 x α i ∂ y p i (1, y) and λ 3 x M i of ∂ x S(x, y) will not cancel each other in the narrow region near x 0 in the support of the integrand of (5.9a), and the λ 1 x α i +ξ q(x, y) term will be small compared to each of them. Thus we may apply Lemma 3.1 in this fashion.
Estimates when y is near a zero of ∂ y p i (1, y) of order 1.
We now start bounding |T N,2 ij (λ)|. We will bound the portion of the integral (5.9b) over [0, a] × ([0, H i ] ∩ I k ) for each k. Denote this integral by J ijk . We first consider the case where ∂ y p i (1, y) has a zero of order 1 at y = r ik . In this case, by (5.7), if ǫ 0 and a are sufficiently small, which we may assume, then
Thus we may apply Lemma 3.1 in the y direction, using (5.12) and (5.15) on A(x, y) and (5.19) on the phase, and then integrate the result in x. We obtain
This is exactly the same as (5.17a), so once again we get the bound given by (5.18b).
A second resolution of singularities when y is near a zero of ∂ y p i (1, y) of order greater than 1.
When we bound the integrals J ijk for the r ik at which ∂ y p i (1, y) has a zero of order greater than 1, the argument is more involved and uses a second application of resolution of singularities, this time to the function ∂ yy (S i (x, x M i y)) on a square centered at (0, r ik ). To be precise, we shift the y-coordinate by r ik and then apply resolution of singularities to ∂ yy (S i (x, x M i (y + r ik ))) on a sufficiently small square U ik centered at the origin. The version of Theorem 2.1 is not exactly the one we need here. Instead we use the (very closely related) Theorem 3.1 of [G2] , which says that if U ik is a sufficiently small enough square centered at (0, 0), for any η > 0 the portion of the square where where |y| < |x| η can be subdivided as in Theorem 2.1. (The proof of Theorem 3.1 of [G2] works the same way for an analytic function of x 1 N and y as it does for an analytic function of x and y). Although only a weaker version of (2.1) is given in [G2] in this set-up, (2.1) still holds here for exactly the same reason it holds in the setup of Theorem 2.1; we omit the details for brevity. Also, one has to replace the conclusion M i ≥ 1 in part a) of Theorem 2.1 with M i ≥ η in this situation.
In the coordinates of this application of Theorem 3.1 of [G2] 
We select ǫ 0 to be small enough to be the radius of a square on which the above resolution of singularities algorithm holds for each r ik , and then set a = ǫ 0 . (We can shrink a as much as we like as this only shrinks the neighborhood of the origin on which Theorem 1.1 holds.) Then in the new coordinates the set [0, a] × ([0,
Since the resolution of singularities algorithm of Theorem 3.1 of [G2] starts by dividing into 4 squares via the x and y axes and then does further subdivisions afterwards, the resolution of singularities procedure restricted to [0, a] × ([0, H i ] ∩ I k ) will simply result in a subset of the set of domains given by the overall procedure.
We let D ikl and D ′ ikl denote the domains for this second resolution of singularities that are analogous to the D i and D ′ i in Theorem 2.1, and we let φ ikl be the analogues of the coordinate changes φ i . We denote the transformed ∂ yy (S i (x, x M i (y + r ik ))) in the new coordinates by Q ikl (x, y). Let α ikl and β ikl denote the analogues of the exponents α i and β i , so that ∂ yy (S i 
ikl , with corresponding estimates on its derivatives. Because x α i divides ∂ yy (S i (x, x M i y)) by (5.7) and because the coordinate change is of the form (x, y) → (x, ±y + φ ikl (x)), x α i also divides Q ikl (x, y), so that α ikl ≥ α i and we may write Q ikl (x, y) = x α iQ ikl (x, y) for some functionQ ikl (x, y) which is a real-analytic function of x 1 N ′ and y for some positive integer N ′ . Similarly, in the new coordinates S i (x, x M i (y + r ik )) can be written in the form x α i S ikl (x, y). Note that due to the form of the coordinate change we have
We also incorporate the (x, y) for which |y| > x η into the collection of D ′ ikl . We do this by simply by letting one D ′ ikl be {(x, y) : 0 < x < ǫ 0 , x η < y < ǫ 0 } and another be {(x, y) : 0 < x < ǫ 0 , −ǫ 0 < y < −x η }, and then let the function φ ikl (x) just be 0. In this case, assuming η is chosen sufficiently small, by (5.7) there will again be an α ikl and β ikl such that
We have the following fact about x α ikl y β ikl .
Lemma 5.1. There is a constant C such that
Proof. We start by noting that there is a constant c such that |∂ o y S(x, y)| > c and |∂ o x S(x, y)| > c in the original (rotated) coordinates on a neighborhood of the origin, and S i (x, y) is either S(x, y) after a coordinate change of the form (x, y) → (±x, ±y + φ i (x)), or is S(x, y) after doing the coordinate change (x, y) → (y, x) and then doing a coordinate change of this form. In either case, there is a constant c 0 for which |∂ o y S i (x, y)| > c 0 throughout all D ikl . This means there is a nonvanishing S 0o y o term in the Taylor expansion α,β S αβ x α y β of S i (x, y). So α i , so the minimum α + M i β for nonvanishing S αβ must be at most oM i . Since p i (x, y) = α+M i β=α i S αβ x α y β , the degree of p i (1, y) is therefore at most
≤ o. Denote this maximum power by n i . Next, note that in view of (5.7) we have
By the above discussion, p i (1, y + r ik ) is a polynomial of degree ≤ n i . When one does the coordinate change (x, y) → (x, ±y + φ ikl (x)) transferring into the new coordinates,
, while x α i +ξ ∂ yy q(x, y + r ik ) transforms into some function of the form x α i +ξ s(x, y). Thus the sum of the terms of the Taylor expansion of Q ikl (x, y) with minimal x-power, given by x α i ∂ yy p i (1, ±y + r ik ), can be written in the form Cx
Note that for the D ′ ikl for which |y| > x η , since α ikl = α i and β ikl = n ikl , the lemma follows from this. For the rest of the D ′ ikl , we argue as follows.
Suppose a wedge {(x, y) : 0 < x < e, c 1 x m < y < c 2 x m } is contained in the domain D ′ ikl , where c 2 > c 1 > 0. If one changes coordinates on this wedge, turning the former (x, y) into (x, x m y), then the wedge becomes the rectangle K = {(x, y) : 0 < x < e, c 1 < y < c 2 }, and the fact that
Thus the terms of the Taylor series of Q ikl (x, x m y) have x-degree at least α ikl + mβ ikl . Since the term x α i y n ikl becomes x α i +mn ikl y n ikl and is one of the terms of the Taylor series of Q ikl (x, x m y), we must have that
.. and lower boundary the x-axis (corresponding to the case where β ikl = 0), then α i + mn ikl ≥ α ikl + mβ ikl for all m ≥ M ikl . So one analogously has
ikl once again. Since n ikl ≤ o − 2, we conclude that in either situation, one has
ikl and we are done with the proof of the lemma.
Estimates when y is near a zero of ∂ y p i (1, y) of order greater than 1.
We will bound the contribution to T N,2 ij (λ) coming from the integral (5.9b) over the domain D ikl and add over all (finitely many) k and l to obtain the necessary estimates for |T N,2 ij (λ)|. Denote this integral over D ikl by J ijkl . Performing the coordinate change φ ikl we see that J ijkl is given by
(Without losing generality we are using y +r ik rather than ±y +r ik to simplify the notation here.) We divide (5.21) dyadically in the y variable, writing J ijkl = m J ijklm , where
The estimates we need will be obtained by applying Lemma 3.1 to (5.22) twice, once in the x direction and once in the y direction, and then taking the better of the two estimates thereby obtained. For the moment, we assume M i > s i in Theorem 2.1 b) and will deal with the M i = s i case afterwards.
We proceed to the application of Lemma 3.1 in the x derivative, which will be used for second or third derivatives. We examine the phase function in (5.22). First, note that for some σ > 0 one has
Next, note that since ψ i (x) = l i x s i + O(x s i +σ ) with l i = 0 for some σ > 0 (which we can take to be the same as the previous σ), and since for the moment we are assuming that M i > s i , we analogously have
Putting (5.23) and (5.24) together, if P ikl (x, y) denotes the phase function in (5.22) we see that
Analogously, one has 
If it is the second component, we have
Assuming the parameter N in (5.22) was chosen sufficiently large, for a given y equation (5.27a) or (5.27b) will not just hold at x = x 0 , but for all x in the domain of the integrand of (5.22). Furthermore, if x is sufficiently small, the error terms in (5.25) or (5.26) respectively will be of magnitude at most half that of the right hand side of (5.27a) or (5.27b) respectively. (Here we implicitly use that |S ikl (0, y)| is bounded below over y ∈ [0,
. Also, one technical point worth mentioning here: If s i = 2, the second term of the error term of (5.26) will not be small in comparison to |λ 3 l i s i (s i −1)(s i −2)x s i −3 0 this is obvious. The same is true for the ρ(2 j N (x − x 0 )) factor since x ∼ 2 −j and N is a constant. For the g(x α i S ikl (x, y)) factor we have
By (1.2a) this is bounded by
)| what we need follows from (1.2b) and the fact that M i ≥ 1. So we conclude that we have
This is the estimate we will use for |∂ x A(x, y)| in applying Lemma 3.1.
We now apply Lemma 3.1 for fixed y in (5.22), using (5.29b) on the phase and (5.32), and (5.33) on A(x, y). Afterwards, we integrate the result in y. We obtain
Simply by taking absolute values and integrating in (5.22), one has
Note that the left hand side of the maximum in (5.34) is greater than the right hand side if and only if |λ 1 |2 −jα i < 1, in which case (5.35) gives a better estimate anyhow. Thus (5.34) and (5.35) combine into
We now examine the estimates obtained by applying Lemma 3.1 to (5.22) in the y-direction. Note that
So on the support of the integrand of (5.22) one has
In (5.22), we now apply Lemma 3.1 in the y direction, using (5.40), (5.12), and (5.15), and integrate the result in x. (We can still use (5.12) and (5.15) here due to the form of the coordinate change (x, y) → (x, y + φ ikl (x)) ). We get that
Equations (5.36) and (5.41) can be combined into a single estimate:
(5.42) This is equivalent to
(5.43) In view of the shapes of the D ′ ikl , adding this over all m therefore gives the following. Note that the right-hand side of (5.50) is independent of k and l. So if one adds over all k and l, the result is bounded by the right-hand side of (5.50). But the sum over all k and l of J ijkl is exactly J ij , the contribution to T Thus to complete the proof of Theorem 1.1, it suffices to show that the right-hand side of (5.51) is bounded by the right-hand sides of (1.8a) − (1.8c). But (5.51) is the same as (3.24), and the steps from (3.24) to (3.31) give (1.8a) − (1.8c) exactly as before. This completes the proof of Theorem 1.1.
6. Sharpness of Theorem 1.1a) when β = 0.
To see why when β = 0 the uniform estimates given by Theorem 1.1a) are sharp and that (δ, d) = (α + δ 0 , d 0 ), where (δ 0 , d 0 ) are the (δ, d) of the smooth case (with α = β = 0), we use some facts concerning the asymptotics of sublevel set measures and their connection to oscillatory integrals that follow from two-dimensional resolution of singularities. We refer to [AGV] ch 7 for more information. If E r denotes the disk {(x, y) : x 2 + y 2 < r 2 }, then if r is sufficiently small by resolution of singularities one has an asymptotic expansion |{(x, y) ∈ E r : |S(x, y)| < t}| = D r t δ 0 | ln t| d 0 . The integral corresponding to the error term in such an expansion can be bounded using integration by parts, and the decay rate of the error term increases indefinitely with the number of terms in the expansion. Thus for some C = 0, |S(x, y)| α e iλ 1 S(x,y) φ(x, y) dx dy is equal to Cλ −α−δ 0 1 (ln λ 1 ) d 0 plus a term that decays faster as λ 1 → ∞. Since (δ, d) = (δ 0 + α, d 0 ), the estimate given by Theorem 1.1a) is therefore seen to sharp by letting g(z) = |z| α and K(x, y) = φ(x, y) be a nonnegative function with φ(0, 0) > 0.
We conclude that the estimates given by Theorem 1.1a) are sharp whenever β = 0.
