Abstract : Because evolutionary algorithms (EAs) generally require many repeated evaluations of objective functions, it often takes considerable time to solve optimization problems. Parallel computation is one means to shorten the required computation time. In earlier works, the authors proposed an EA suitable for coarse-grained parallel computers, a genetic local search with distance independent diversity control (GLSDC). Though GLSDC has been applied successfully to several practical problems, its parallel efficiency abruptly drops off as the number of CPUs for computation increases. To achieve a higher parallel efficiency, the authors now propose a new EA, an asynchronous GLSDC (AGLSDC), constructed by reworking the algorithm of GLSDC. This paper introduces the proposed method and reports verification of the method through numerical experiments on several benchmark problems and a practical problem.
Introduction
Many practical problems finally resort to real parameter optimization. For this reason, the real parameter optimization turns out to be a very important subject in engineering. To solve difficult function optimization problems of continuous search spaces, several researchers have focused on evolutionary algorithms (EAs), such as genetic algorithms (GAs), evolution strategies (ESs), and the like. A number of EAs have been proposed for solving real parameter optimization problems [1] - [9] . Some of them have been successfully applied to practical problems (see, for example, [10] - [13] ).
Because EAs generally require many repeated evaluations of objective functions, it often takes considerable time to optimize problems. Parallel computation is one means of shortening the required computation time. A number of researchers, including the authors, have proposed EAs suitable for parallel computers (e.g., [13] - [19] ). The authors' first EA was a genetic local search with distance independent diversity control (GLSDC) [17] , [18] , an algorithm suitable for coarse-grained parallel computers such as PC clusters. GLSDC is capable of optimizing difficult objective functions, and has been used to solve several practical problems [11] , [12] .
The algorithm of GLSDC consists of two phases, i.e., a local search phase and a converging phase. In the local search phase, GLSDC applies a local search method into all of the individuals in the population. In the converging phase, the algorithm slightly converges the population by applying a realcoded GA, ENDX/MGG [3] , [8] . By executing these two phases alternately, GLSDC optimizes an objective function, gradually converging the population. The local search phase takes most of the computation time in GLSDC. When parallel computers are available, however, the computation time required for this phase can be easily shortened by applying the local search method to the individuals in parallel.
Even when GLSDC is parallelized, it still performs the two phases in alternate steps. At the end of every local search phase, most of CPUs must therefore wait in futility until the local search methods running on the other CPUs are finished. Moreover, the very low computational cost of the converging phase makes it very difficult to parallelize this phase. Thus, the parallel efficiency of GLSDC drops off abruptly, as the number of CPUs increases.
To achieve a higher parallel efficiency, we propose a new EA, an asynchronous GLSDC (AGLSDC), by reconstructing the algorithm of GLSDC. Through numerical experiments on several benchmark functions, we confirm that AGLSDC has an ability to find optimum solutions correctly. By applying AGLSDC to a parameter estimation problem for a biochemical system, we verify that the algorithm has a higher parallel efficiency.
GLSDC
The asynchronous GLSDC (AGLSDC) proposed in this study is based on a genetic local search with distance independent diversity control (GLSDC) [17] , [18] . We thus begin, in this section, by describing the algorithm of GLSDC. GLSDC executes two phases, i.e., a local search phase and a converging phase, in alternate steps. Through these steps, GLSDC optimizes an objective function, gradually converging the population into a promising area. Following is an explication of the algorithm of GLSDC (see also Fig. 1 ).
[Algorithm: GLSDC]
Initialization
Create n p individuals randomly as an initial population. Set Generation to 0 and set the iteration number of converging operations N iter to N 0 . population.
Local search phase

Adaptation of N iter
If the best individual in the current population is not better than that of the previous generation,
Otherwise, set N iter to N 0 .
Converging phase
Execute the replacement of individuals according to the real-coded GA, ENDX/MGG [3] , [8] , N iter times. In this step, GLSDC does not compute any objective values of newly generated individuals.
Termination
Stop if the halting criteria are satisfied. Otherwise, Generation ← Generation +1, and return to step 2.
The rest of this section will describe the foregoing steps of GLSDC in greater detail.
Step: Initialization
As an initial population, create n p individuals randomly. Because GLSDC is based on real-coded GAs, individuals are represented as n-dimensional real number vectors, where n is the dimension of the search space.
Step: Local Search Phase
In this step, a local search method is applied to all of the individuals in the population. As the local search method, the modified Powell's method [20] has been used.
Most of the computation time in GLSDC is spent during the local search phase. To reduce the computational cost, GLSDC properly uses two different terminal criteria, i.e., a precision criterion and an evaluation number criterion, in the local search. The precision criterion forces the local search to find some local optimum with high precision. For each generation, the local search with the precision criterion is applied to only a single individual, one with a good objective value. Meanwhile, the local search with the evaluation number criterion is applied to all of the other individuals in the population. Under this criterion, the local search explores the search space within a small prescribed number of function evaluations.
Step: Adaptation of N iter
As mentioned before, GLSDC slightly converges the population in the converging phase. The rate at which the distribution of the population is narrowed depends on the parameter N iter . This step therefore adjusts N iter , as described below.
If the best individual in the previous generation is not improved, GLSDC increases N iter by N 0 to promote the convergence of the population. Otherwise, N iter is set to its basal value, N 0 . The parameter N 0 = 2n p has been recommended, where n p is the population size.
Step: Converging Phase
To achieve a good search performance, GLSDC optimizes a function, gradually narrowing the search space. For this purpose, the converging phase slightly converges the population by repeating the following procedure N iter times.
[Procedure: Replacement of individuals]
Selection for reproduction
Select m individuals without replacement from the population. The selected individuals, expressed here as p 1 , p 2 , · · · , p m , are used as the parents for an extended unimodal normal distribution crossover (ENDX) [3] (see also Appendix A) applied in the next step.
Generation of offsprings
Generate n c children by applying ENDX to the parents selected in the previous step. To reduce the computational cost, GLSDC forgoes any computation of the objective values of the n c individuals generated here. Instead, the algorithm assigns the newly generated children a single objective value, one which is inferior to the objective values of any of the possible candidate solutions.
Selection for survival
Select two individuals from a family containing the two parents, i.e., p 1 and p 2 , and their children. The first selected individual should be the one with the best objective value, and the second should be selected randomly. Then, replace the two parents with the selected individuals.
The replacement of individuals described above is constructed on the basis of ENDX/MGG. ENDX/MGG is a realcoded GA designed to use ENDX as a recombination operator and to use a minimal generation gap (MGG) [8] as a generation alternation model. This step, however, focuses only on the effect of ENDX/MGG in converging the population. This is why GLSDC works well even without computing the objective values of the children.
Proposition of AGLSDC
GLSDC was developed for the application to coarse-grained parallel computers. For this reason, we can easily parallelize GLSDC by applying the local search method to the individuals in parallel. In doing so, however, we find that the parallel efficiency of GLSDC drops off abruptly as the number of CPUs increases. To achieve a higher parallel efficiency, this study proposes a new EA, an asynchronous GLSDC (AGLSDC), by reconstructing the algorithm of GLSDC.
Concept
As described in the previous section, GLSDC performs the local search phase and the converging phase alternately. Even when GLSDC is implemented on parallel computers, it cannot start one phase before the other phase is finished. Thus, at the end of the local search phase, most of CPUs must wait until the local search methods running on the other CPUs are finished. And, because the converging phase is difficult to parallelize, most of the CPUs also wait so idly during this phase. The idle waiting of the CPUs explains why the parallel efficiency of GLSDC is sometimes poor.
GLSDC applies the local search method and ENDX/MGG in the local search phase and the converging phase, respectively. By merely applying these two techniques in turns, it explores the search space. Yet even when these techniques are executed simultaneously, the algorithm can be expected to show similar performance. From this point of view, this study reconstructs the algorithm of GLSDC.
Algorithm
Based on the idea described just above, this study proposes an asynchronous GLSDC (AGLSDC). AGLSDC optimizes an objective function through the following procedure (see also Fig. 2 ).
[Algorithm: AGLSDC]
Initialization
As an initial population, create n p individuals randomly. AGLSDC also represents individuals as n-dimensional real number vectors, where n is the dimension of the search space. To these individuals, AGLSDC tentatively assigns a single objective value which is worse than those of any of the possible candidate solutions. Set Generation to 0, and set the iteration number of converging operations N iter to 1.
Selection for reproduction
As parents for the recombination operator, ENDX [3] (see Appendix A), select m individuals, p 1 , p 2 , · · · , p m , without replacement from the population.
Generation of offsprings
Generate n c children by applying ENDX to the selected parents. As with GLSDC, this algorithm also assigns the worst objective value to the children.
Application of the local search
Apply the local search method to the best individual in a family consisting of the two parents, i.e., p 1 and p 2 , and their children. Note here that the children are assumed to have the worst objective value. Thus, whenever the objective values of the two parents have been actually computed in previous generations, the algorithm applies the local search to either of the parents. When all of the individuals in the family have the same objective value, on the other hand, the local search is applied to a randomly selected individual from the family.
Selection for survival
Select two individuals from the family. The first selected individual should be the individual with the best objective value, and the second should be selected randomly. Then, replace the two parents (p 1 and p 2 ) with the selected individuals. Note that the individual to which the local search has been applied in the previous step is always selected as the best.
Application of ENDX/MGG
Execute the replacement of individuals according to the procedure described in the section 2.4, N iter − 1 times. In AGLSDC, the individuals newly generated in this step are also assumed to have the worst objective value.
Adaptation of N iter
If the best individual has not improved during the last n p generations, N iter ← 2 × N iter . Otherwise, set N iter to 1.
Termination
Stop if the halting criteria are satisfied. Otherwise, Generation ← Generation +1, and return to the step 2.
AGLSDC seems to be a simple combination of the real-coded GA, ENDX/MGG, and the local search method. We must note, however, that it uses ENDX/MGG only for converging the population. Similar to GLSDC, therefore, AGLSDC omits to compute objective values of individuals generated by ENDX. Thus, the local search method serves as the only main search operator for AGLSDC.
Local Search Method Applied
In practice, any local search method can be available for AGLSDC. In this study, we use the modified Powell's method [20] , as it seems to be especially relevant to AGLSDC. The modified Powell's method is an iterative search method: in each iteration, the method applies n line optimizations along n different directions previously determined, then updates the directions. This local search method does not require computing derivatives.
As with GLSDC, AGLSDC optimizes a function, gradually converging the population into a promising area. When AGLSDC has narrowed the distribution of the population sufficiently, therefore, it is not always necessary that the local search explores a larger search space. Thus, to reduce the computational cost, the search area of the local search method should be determined based on the distribution of the population. In the modified Powell's method, on the other hand, the n directions are expressed by n vectors, and we can use the lengths of the vectors to control the search area. This study thus determines the initial direction vectors of the modified Powell's method according to the distribution of the parents, i.e., p 1 
where
selected for the recombination operator, ENDX. We set the i-th initial direction vector u i to
where e i is the i-th basis vector, γ is a parameter, and the dot (·) denotes an operator of the inner product. GLSDC uses a similar technique to control the search ability of the local search method. If no limitation is set on the number of function evaluations, we will always reach some local optimum by applying the modified Powell's method to each individual. When trying to optimize a function, however, there is no need to find bad local optima with high precision. In order to decrease the computational burden, therefore, each local search in this study quits its iteration when the number of iterations reaches the small maximum number, n P max , or when the individual has not improved in the last iteration.
Based on the results of the preliminary experiments, we set γ = 0.3 and n P max = 10. The golden section search method [20] is used as the line search algorithm for the modified Powell's method, and the maximum iteration number for the golden section search, n G max , is limited to 30. Because the performance of the modified Powell's method might depend on the input order of the n initial direction vectors, the order is randomly rearranged for every application of the local search.
Parallel Implementation
The exact algorithm of AGLSDC given in the section 3.2 is difficult to parallelize. Yet, AGLSDC can be easily parallelized using a master-slave model. Based on the same idea, Ono and his colleagues have parallelized the real-coded GA, UX/MGG [13] .
In our parallel implementation, a master node possesses n p individuals as a population. From the population, the master node selects a set of parents according to the step 2 of the algorithm described in the section 3.2 (see also Fig. 3 ). The selected parents are sent to one of slave nodes waiting for a task. Next, the master node promptly proceeds to the step 6. By repeating the procedures described above, the master node sends the sets of parents to all of the slave nodes. The master node then waits until the computation of any of the slave nodes is finished. After a slave node receives the parents, on the other hand, it executes the steps 3, 4 and 5. The slave node then returns the two individuals selected according to the step 5 to the master node. When the master node receives the two individuals, it replaces the two parents with the received ones, performs the steps 7 and 8, and then sends another set of parents to the slave node.
While we parallelize the steps 3, 4 and 5 in our implementation, we have no way to efficiently parallelize the step 6. We must note however that, as this study focuses only on the effect of ENDX/MGG in converging the population, AGLSDC does not compute objective values of offsprings generated by ENDX. GLSDC also has the same step. However, the number of iterations in the step 6 of AGLSDC is generally much smaller than that of GLSDC. Even when the step 6 is not parallelized, therefore, AGLSDC can compute it within a much shorter computation time. This study parallelized AGLSDC in a simple way. In order to parallelize GAs efficiently, on the other hand, Ono and his colleagues have proposed a slide transfer method [13] . The application of this technique into AGLSDC would cause a better parallel efficiency.
Strictly speaking, the parallelized AGLSDC differs slightly from the original algorithm given in the section 3.2. In the next section, therefore, we will check the performance of AGLSDC implemented on a parallel computer. 
Numerical Experiments
Through the application to several benchmark functions, this section checks the search performance of AGLSDC.
Objective Functions
The six benchmark functions listed in Table 1 were minimized in our experiments. We set the dimension of the Fletcher and Powell function to 12 (i.e., n = 12), then performed the other experiments on 10, 30 and 100 dimensional functions (n = 10, 30 and 100). An initial population was uniformly generated in the initialize region shown in the table in each trial, and individuals outside the search region were treated as individuals with the worst objective value.
The Rosenbrock function is unimodal. Since the optimum resides at the deep and curved valley, the Rosenbrock function is non-separable. An ill-scaled Rosenbrock function is a Rosenbrock function with a poorly scaled coordinate system. The Schaffer and the Rastrigin functions are multimodal. The initialize region of the original Rastrigin function is [−5.12, 5.12] n , but we narrowed it to [−5.12, −2.56] n in an off-set Rastrigin function in order to make the optimization problem more challenging. The Fletcher and Powell function is also multimodal. The landscape of this function depends on the parameters α i , a i j and b i j , and we set these parameters to the values given by Bäck [21] . The 12-dimensional Fletcher and Powell function is known to be deceptive, and has several global optima besides the obvious optimum given in the table [22] .
Experimental Setup
We compared AGLSDC with three EAs, i.e., GLSDC and two real-coded GAs, REX star /JGG and SPX/MGG. REX star /JGG and SPX/MGG use a real-coded ensemble crossover (REX star ) [5] and a simplex crossover (SPX) [9] , respectively, as recombination operators, and use a just generation gap (JGG) [5] and MGG [8] , respectively, as generation alternation models. As described in the section 3.4, AGLSDC implemented on a parallel computer is not identical to the original AGLSDC. Therefore, we also compared the performance of the original AGLSDC with those of the parallelized AGLSDCs (4 CPUs and 16 CPUs).
Based on the recommended parameter values for GLSDC, we determined the parameter values for AGLSDC as follows: the population size n p was 3n, where n is the dimension of the search space, the number of children generated by a recombination operator per selection n c was 10, and the number of parents required for ENDX m was 12. As described in the section 3.3, this study set the parameters for the local search method, i.e., γ, n P max and n G max , to 0.3, 10 and 30, respectively. In AGLSDC, the local search method is the only main search operator, as mentioned before. Therefore, the search performance of AGLSDC depends much on the parameters corresponding to the local search. When we try to adjust the search performance of AGLSDC, thus, we should change γ, n P max and n G max as well as the population size n p . As AGLSDC utilizes ENDX/MGG only to converge the population, on the other hand, the parameters corresponding to ENDX/MGG, i.e., n c and m, have a small impact on the search performance.
The population sizes of GLSDC, REX star /JGG, and SPX/MGG were n p = 3n, 20n, and 25n, respectively, and the numbers of the children generated per selection n c were 10, 3n, and 200, respectively. The step size for REX star , t, was 2.5. In REX star /JGG and SPX/MGG, different parameters have been applied according to the objective functions [5] , [9] . In actual function optimization problems, however, it is often difficult to know the nature of the objective function in advance. This study therefore adopted the parameter values recommended for a difficult function, i.e., the Rastrigin function.
We performed 30 trials for all of the functions. Each trial was continued until the best fitness value drops less than 1.0 × 10 −6 , the population converged within the range of 1.0×10 −6 in each coordinate, or the number of function evaluations reached 10 5 × n 2 . The optimum was considered to be found only when the best fitness value drops less than 1.0 × 10 −6 .
Results
The experimental results are summarized in Table 2 . We compared the performance of the optimization methods using two standards, the number of trials where the algorithm succeeds in finding an optimum (SUC) and the average number of function evaluations required for finding an optimum (EVAL).
The table also shows the standard deviations of the number of function evaluations required (STD).
As mentioned before, the proposed method is designed based on GLSDC. Thus, the table shows that the performance of AGLSDC is comparable to that of GLSDC. The number of function evaluations required by AGLSDC was not always fewer than that required by REX star /JGG, but AGLSDC outperformed REX star /JGG and SPX/MGG with respect to the number of trials which find optimum solutions. If we were to adjust the hyper-parameters, such as a population size, according to the objective function, the other EAs would achieve the better search results. AGLSDC, however, requires no tuning of the hyper-parameters. This is a preferable feature, as the landscape of the objective function is generally difficult to know in advance.
The table also shows that the probability of finding an optimum solution declined only slightly when AGLSDC was implemented on a PC cluster. The number of function evaluations required by AGLSDC, on the other hand, increased as more CPUs were employed. Yet the increase in the number of function evaluations, a change accompanying the increase in the number of CPUs, drops off as the number of dimensions increased.
On the benchmark problems, on the other hand, the parallel computation did not always shorten the computation time required by AGLSDC. In order to solve the 30-dimensional Rastrigin function, for example, AGLSDCs running on a PC cluster with 4 and 16 CPUs took about 19.0 sec and 19.2 sec, respectively. As described in the section 3.4, in our parallel implementation, a slave node that has finished the computation of the steps 3, 4 and 5 must wait until the master node finishes the computation of the step 6 or the communication with the other slave node. When we try to apply the parallelized AGLSDC to problems whose computational costs are very low, therefore, it is difficult to achieve a high parallel efficiency.
Application to a Parameter Estimation for Modeling a Biochemical Pathway
Next, to test the parallel efficiency of AGLSDC on a problem with a high computational cost, we compare it with GLSDC on a parameter estimation problem for a biochemical reactions network model.
Experimental Setup
This experiment employed a computational model of the DUSP expression network dynamics [23] . The reaction scheme is outlined in Fig. 4 . A protein and an expressed mRNA are depicted with ellipsoidal and square symbols, respectively. The ellipsoids with asterisks denote activated proteins. These species are compartmentalized into cytoplasm and nucleus by nuclear membrane, and they import and export depending on their concentration gradients (dashed lines). There are six kinds of biochemical reaction (solid lines and adjacent additional statements). Proteins attached to other proteins denote binding and arrows denote involvement in the reaction. Degraded proteins and mRNAs are represented by φ. The total reaction scheme is described as a set of ordinary differential equations with 19 chemical species and 36 biochemical reactions (See [23] for a detailed description and differential equations). When this system received each of the two different stimula- tions given in Fig. 5 , where data were generated from the measurement data, and used as input stimulations for the network, it produced different outputs (see the symbols in Fig. 6 (A), (B) and (C)). Our purpose, in pursuing this parameter estimation problem, is to find model parameters that reproduce these experimental results. The objective function was thus defined as the total sum of squares regarding the gap between the experimentally measured data and those computed from the model. While some of the model parameters were set to values available from the literature, 33 kinetic parameters and an initial concentration of 1 chemical species were still unknown. The parameter estimation problem of this study thus became a 34-dimensional function minimization problem. The search region of the unknown parameters was reasonably limited by referring to the relevant literature. This study applied AGLSDC and GLSDC into the defined parameter estimation problem. Here, we compared the parallel efficiencies of the algorithms by performing the experiments on a PC cluster, with adjustments of the numbers of CPUs used. Three trials were performed under each experimental condition. All of the other experimental settings were the same as those used in the previous section. Table 3 summarizes the experimental results. Specifically, it compares AGLSDC with GLSDC using the averaged objective value of the best individual (OBJ), the averaged number of function evaluations required for optimization (EVAL), and the averaged computation time (TIME), together with the standard deviations of the same (STDo, STDe and STDt).
Results
As these values show, AGLSDC succeeded in optimizing the function with a smaller number of function evaluations than GLSDC in most of the trials. Thus, the computation time required by AGLSDC was also shorter. The averaged objective values of the best individuals obtained from AGLSDC were slightly worse than those obtained from GLSDC, but the differences between them were small enough to disregard. The solid and dotted lines in Fig. 6 (A) , (B) and (C) represent samples of simulated time-courses obtained from AGLSDC at stimulations 1 and 2, respectively.
To check the parallel efficiencies of AGLSDC and GLSDC, Fig. 7 plots the number of function evaluations executed within 1 second on the PC cluster against the number of CPUs. Even when more than 16 CPUs were applied to the computation, the number of function evaluations processed by GLSDC within 1 second showed no increase. In AGLSDC, on the other hand, the number of function evaluations increased when more CPUs were applied. An increase to more than 64 CPUs in this prob- lem may still fail to increase the number of function evaluations by AGLSDC. AGLSDC works effectively, however, when the step 4 processed by the slave nodes has a much higher computational cost than the tasks processed by the master node. Thus, when we apply AGLSDC to functions with higher computational costs than the problem defined here, the algorithm will be capable of achieving a higher parallel efficiency. As GLSDC must execute the local search phase and the converging phase alternately, on the other hand, the application of GLSDC into these functions will not improve its parallel efficiency.
Conclusion
A genetic local search with distance independent diversity control (GLSDC) [17] , [18] has been proposed for application to coarse-grained parallel computers. GLSDC can optimize difficult objective functions, and has been used to solve several practical problems. Yet the parallel efficiency of GLSDC abruptly drops off as the number of CPUs increases. To achieve higher parallel efficiency, this study proposed an asynchronous GLSDC (AGLSDC) by reconstructing the algorithm of GLSDC. Through the numerical experiments on the benchmark functions, we confirmed that AGLSDC performed comparably to GLSDC. When we then applied AGLSDC to a parameter estimation problem for a biochemical reaction network model, we proved that AGLSDC had a higher parallel efficiency than GLSDC.
There recently has been a rising demand for the solution of function optimization problems with very high computational costs (see, for example, [11] , [13] ). Parallel computing will be required if problems of this type are to be solved within practical time frames. To this end, it will be important to develop function optimization algorithms suitable for parallel computers. When coarse-grained parallel computers, such as PC clusters, are available, AGLSDC proposed in this study may hold promise as an algorithm for solving these problems.
