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Entanglement dynamics and Mollow nonuplets between two coupled quantum dots in a
nanowire photonic crystal system
Gerasimos Angelatos∗ and Stephen Hughes
Department of Physics, Engineering Physics and Astronomy,
Queen’s University, Kingston, Ontario, Canada K7L 3N6
We introduce a nanowire-based photonic crystal waveguide system capable of controllably medi-
ating the photon coupling between two quantum dots which are macroscopically separated. Using a
rigorous Green-function-based master equation approach, our two-dot system is shown to provide a
wide range of interesting quantum regimes. In particular, we demonstrate the formation of long-lived
entangled states and study the resonance fluorescence spectrum which contains clear signatures of
the coupled quantum dot pair. Depending upon the operating frequency, one can obtain a modified
Mollow triplet spectrum or a Mollow nonuplet, namely a spectrum with nine spectral peaks. These
multiple peaks are explained in the context of photon-exchange-mediated dressed states. Results are
robust with respect to scattering loss, and spatial filtering via propagation allows for each quantum
dot’s emission to be observed individually.
PACS numbers: 42.50.Ct, 42.50.Nn, 78.67.Hc, 78.67.Qa
I. INTRODUCTION
The ability to mediate coupling and entanglement be-
tween qubits is important for optical quantum informa-
tion systems [1, 2]. In particular, it is desirable that future
quantum information systems are scalable, and should op-
erate on-chip, where, e.g., photons are manipulated in the
plane of a waveguide. In addition, the ability to produce
and maintain entanglement between spatially separated
qubits is required, both for measurement purposes and to
permit individual control of separated qubits.
Photonic crystal (PC) slabs [3–5] with embedded quan-
tum dots (QDs) are strong candidates for on-chip quan-
tum information systems [6, 7], since they have the abil-
ity to modify the local optical density of states (LDOS)
through integrated cavities and waveguides. Systems con-
taining a single QD coupled to a PC antinode can oper-
ate as a single photon source and facilitate the strong-
coupling regime [6, 8, 9]. However, semiconductor struc-
tures such as PC slabs have yet to demonstrate cou-
pling between multiple QDs in a controlled way. This
is largely due to the limitations of Stranski–Krastanov
growth, where the self-assembly of QDs results in lim-
ited control over their position and emission frequency,
and poor coupling to PC waveguide modes [6, 9], such
that coupling has so far only been demonstrated between
QDs in a shared cavity [10]. Systems that couple QDs
via an arbitrary length PC waveguide mode [11, 12] are
desirable, offering the ability to excite and probe indi-
vidual QDs. Coupling QDs via plasmonic waveguides
has been proposed [13], though metallic systems suffer
from material losses and Ohmic heating. These waveg-
uide structures represent a rapid departure from a sim-
ple Lorentzian cavity system, requiring a Green function
approach to study the complex electromagnetic environ-
ments, i.e., with arbitrary losses and an inhomogeneous
structure [6, 12, 14].
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Photonic crystal structures comprised of arrays of di-
electric rods [5] offer an alternative to the traditional
slab design [15, 16]. Moreover, semiconductor nanorod
and nanowire (NW) fabrication techniques have seen dra-
matic improvements in recent years [17, 18] and the abil-
ity to produce QDs of deterministic position and op-
tical properties in NWs has been demonstrated both
during molecular-beam epitaxy growth [18, 19] and via
post-process [20]. Deterministic emitter placement has
also been shown for nitrogen vacancy centers in diamond
NWs [21].
(a) (b)
FIG. 1. (Color online) (a) Proposed NW waveguide, which
confines light to the central channel of reduced-radius NWs,
with inset showing one of two QDs (size exaggerated) em-
bedded in a NW and coupled with the other QD via the
waveguide. (b) Energy-level diagram (not to scale) of a two-
QD system interacting with the waveguide, with no drive and
δ1,2 < 0, where |ψ±〉 = 1√
2
(|0, 1〉 ± |1, 0〉).
In this work, we introduce a chip-based system com-
prised of a finite-size nanowire PC waveguide with a pair
of embedded QDs at opposite ends. Figure 1 shows a
schematic of our proposal, which can be fabricated using
current growth techniques, as well as an energy level dia-
gram for a pair of embedded QDs. The geometry exploits
the large spontaneous emission (SE) enhancements and
a near lossless waveguide mode of the NW PCs [22] to
mediate inter-QD interactions. Using a quantum master
2equation formalism centered on the photonic Green func-
tion, we demonstrate that this system can strongly couple
a pair of qubits. We also study the fluorescence spec-
trum emitted from the device, which displays signatures
of nonlinear coupling via photon transport. In particular,
we introduce a unique regime of quantum electrodynamics
(QED), where significant exchange splitting between QDs
occurs and a “Mollow nonuplet” (i.e., with nine spectral
peaks) is obtained.
II. THEORY
The coupling dynamics of N QDs (treated as two-
level atoms in the dipole approximation) in an arbi-
trary medium with permittivity ǫ(r, ω) is governed by the
Hamiltonian [14]: Hˆ =
∫
d3r
∫∞
0 dω~ωfˆ
†(r;ω)fˆ (r;ω) +∑
n ~ωnσˆ
+
n σˆ
−
n −
∑
n
∫∞
0
dω
(
dˆn · Eˆ(rn;ω) + H.c.
)
, where
the nth QD is at position rn, with resonance ωn, and the
dipole operator dˆn = dn(σˆ
−
n + σˆ
+
n ), with dn the dipole
moment of QD n. Here fˆ is a vectorial bosonic field anni-
hilation operator, related to the electric field operator via
Eˆ(r;ω) = i
√
~
πǫ0
∫
d3r′
√
Im{ǫ(r′;ω)}G(r, r′;ω) · fˆ(r′;ω).
G(r, r′;ω) is the electric field Green function, describ-
ing the system response at r to a point source at r′:[
∇×∇×−ω2c2 ǫ(r)
]
G(r, r′;ω) = ω
2
c2 1δ(r − r′). This ap-
proach naturally handles lossy and open structures, and
in the limit of Im{ǫ(r′;ω)} = 0, the properties of the
Green tensor allows one to recover Eˆ as a sum over field
modes [23] We direct the reader to appendices A1 and
A2 for a more thorough discussion of G and its relation
to Eˆ. Working in a rotating frame with respect to a laser
frequency ωL, we derive the quantum master equation for
the system of QDs interacting with a photonic reservoir,
shown in Ref. 14 and derived in detail in appendix A3.
In the weak-coupling regime, with the system-reservoir
coupling given by the dipole interaction in the rotating-
wave approximation, we apply the second-order Born and
Markov approximations to the interaction Hamiltonian,
trace out the electromagnetic degrees of freedom, and af-
ter some algebra arrive at the master equation for the
reduced density operator [14]:
ρ˙ = −i
∑
n
∆ωn[σˆ
+
n σˆ
−
n , ρ]− i
n6=n′∑
n,n′
δn,n′ [σˆ
+
n σˆ
−
n′ , ρ]
+
∑
n,n′
Γn,n′
(
σˆ−n′ρσˆ
+
n −
1
2
{σˆ+n σˆ−n′ , ρ}
)
− i
~
[Hˆdrive, ρˆ] +
∑
n
γ′nL[σˆ+n σˆ−n ], (1)
where ∆ωn = (ω
′
n − ωL), ω′n = ωn + ∆n, and ∆n =−1
~ǫ0
dn · Re {G(rn, rn;ωn)} · dn is the photonic Lamb
shift; the inter-QD coupling terms are δn,n′ |n6=n′ =
−1
~ǫ0
dn · Re {G(rn, rn′ ;ω′n′)} · dn′ and Γn,n′ = 2~ǫ0dn ·
Im {G(rn, rn′ ;ω′n′)} · dn′ . The pump term Hdrive =
∑
n
~ΩR,n
2 (σˆ
+
n +σˆ
−
n ) represents the external coherent drive
applied to each QD at laser frequency ωL, where the ef-
fective Rabi field ΩR,n = 〈Eˆpump,n(rn) ·dn〉/~ [24]. In the
above derivation, the Rabi fields and coupling terms (in
units of frequency) are smaller than the frequency scale
over which an appreciable change in the LDOS occurs,
so that the scattering rates are essentially pump indepen-
dent [25] and the Born and Markov approximations are
valid [24]. For the PC system in this paper, the coupling
rates are indeed well within the weak-coupling regime and
Rabi fields were chosen to be of similar strength. We use
the scattered part of the Green function and thus subtract
off the divergent homogeneous vacuum Lamb shift, which
is already included in ωx. We note that for a nonzero
pump, the rate terms δn,n′ and Γn,n′ are evaluated at
ωL instead of ω
′
n′ , although the LDOS is essentially flat
over this frequency range. To better highlight the ra-
diative coupling dynamics, we also neglect pump-induced
dephasing effects (e.g., through phonon-induced interac-
tions). However, the final term in Eq. (1) accounts for
pure dephasing via the standard Lindbladian superoper-
ator L[Oˆ] = (OˆρOˆ† − 12{Oˆ†Oˆ, ρ}), with γ′n the pure de-
phasing rate of QD n. Importantly, Eq. (1) allows one
to analyze the radiative coupling dynamics of a system of
QDs in an arbitrary dielectric bath medium such as a PC
waveguide, where all of the coupling depends explicitly
on the medium Green functions.
III. RESULTS
A. Proposed structure
Figure 1(a) shows a schematic of the proposed PC NW
waveguide. In our specific design, the waveguide has a
length and width of 41a and 7a, with lattice constant
a = 0.5526µm to produce a single vertically-polarized
waveguide band with a mode edge near the telecom wave-
length of 1.550µm. As described previously [22], a waveg-
uide is formed by reducing the radius of a single row
of NWs, from rb = 0.180a to rd = 0.140a. Light re-
mains confined to the higher index (GaAs, ǫ = 13) up-
per portion (height 2.27a) of the NWs, and the lower
index portion (AlO, ǫ = 3.1, height 2a) separates the
NWs from the substrate. We consider a pair of vertically-
polarized QDs that are embedded post-process at the
top of selected NWs, where they efficiently couple into
the waveguide Bloch mode antinode as depicted in the
inset of Fig. 1(a). Each QD resides on top of a NW
ten unit cells from the center of the structure (sepa-
rated by 21a, 10.6µm). The relevant G components
(G = ez ·G · ez) for the two QDs indicated, found using
a finite-difference time-domain (FDTD) approach [6, 26],
are shown in Fig. 2(b-d) through the waveguide band.
In a homogeneous medium with refractive index nhd, one
can derive the Green function analytically, and the spon-
taneous emission rate will be directly proportional to
Im{Gh(r, r;ω)} = ω3nhd/(6πc3) [27]. All G components
are thus given in units of Im{Gh(r, r;ω)} to highlight
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FIG. 2. (Color online) (a) |Eλ1 |
2 the in y = 0 plane of NW waveguide. QD locations are indicated via red circles. (b)
Im{G(r1/2, r1/2;ω)}, (c) Im{G(r1, r2;ω)}, and (d) −Re{G(r1, r2;ω)}, directly proportional to Γ1,1, Γ1,2, and δ1,2. All rates are
in units of Im{Gh(r, r;ω)}. The crosses and circles indicate values at λ1 and λ2 respectively.
the rate enhancements present in this system relative to
a pair of QDs in free space. We note that the largest
LDOS peak corresponds to the quasimode formed at the
mode edge of a slow-light waveguide mode [22], whereas
the lower frequency peaks are Fabry–Pe´rot ripples due
to facet reflections [22]. Optimal coupling is achieved by
choosing the mode which maximizes the symmetric pho-
ton exchange terms, |Im{G(r1/2, r2/1;ω)}|. The photonic
mode λ1 which best achieves this is shown in Fig. 2(a),
containing antinodes at the symmetric QD positions.
B. Free evolution case
We first study the dynamics of a single excited QD (QD
1) with no external drive. Both QDs were taken to have
a vertical dipole moment of d = 30D (0.626 e-nm) and
a renormalized exciton line at ω′x = ωλ1 = 793.40meV.
We also include a pure dephasing rate of 1µeV in all cal-
culations, similar to experimental numbers on InAs QDs
at 4K [28]. The calculated SE rates and exchange terms
(in units of Im{Gh(r, r;ω′x)}) are 131.7 and 129.8, respec-
tively, for the chosen positions and frequencies (22.40 and
22.05µeV). This large coupling rate is remarkable given
the openness of the structure and the large spatial sepa-
ration of the QDs, and exceeds that found in comparable
slab PC waveguides [12].
Having calculated the relevant photonic Green func-
tions, we solve the master equation (Eq. (1)) for the den-
sity matrix ρ(t) [29], which is used to obtain the popula-
tion of each QD from 〈nˆn(t)〉 = Tr{σˆ+n σˆ−n ρ}. To measure
the entanglement between the pair of QDs, we calculate
the system concurrence C(ρ) = max{0, λ1 − λ2 − λ3 −
λ4} [30]. λi are the eigenvalues of
√√
ρρ˜
√
ρ in decreas-
ing order, where the spin-flipped density matrix is defined
as ρ˜ = σˆy,2σˆy,1ρ
∗σˆy,1σˆy,2. The concurrence ranges from
zero for a separable state up to one for an ideal Bell state
and increases monotonically with entanglement of forma-
tion; a state with non-negligible concurrence is considered
entangled [30]. As a consequence of the weak-coupling
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FIG. 3. (Color online) (a) Coupling dynamics between two
QDs, with QD 1 initially excited. Population of QD 1 (2) is
shown in dark blue (dashed red) and entanglement in light
green. The dash-dotted black line displays the population
of QD 1 in the same structure without QD 2, for compari-
son. (b) Dynamics of initially entangled pair state. Single
QD population of state initialized in |ψ+〉 (|ψ−〉) in dark blue
(dash-dotted black) and concurrence of |ψ+〉 in light green.
regime, C(ρ) ≤ 0.5 for a pair of identical QDs with one
initially excited [31]. The populations 〈nn〉 and C(ρ) for
QD 1 initially excited are shown in Fig. 3(a), with a long-
lived entangled state clearly forming as the QDs couple
resonantly to the waveguide mode and exchange their sin-
gle excitation. The system is seen to remain populated
far longer than in the single QD case; the lifetime of the
entanglement also exceeds that of a comparable QD-PC
system in the strong-coupling regime, where the entangle-
ment falls to zero after 200 ps [11]. When compared to an
idealized QD-plasmon waveguide system [13], we achieve
a higher peak entanglement and similar lifetime.
We next examine the dynamics of the symmetric and
asymmetric entangled states |ψ±〉 = 1√2 (|0, 1〉 ± |1, 0〉),
where the first (second) quantum number refers to the
first (second) QD. For this system, |ψ±〉 populations de-
cay at Γ± = Γ1,1 ± Γ1,2 [11, 14]. Due to the phase dif-
ference in the effective Bloch mode between the two QD
positions, Γ12 is negative, extending the lifetime of |ψ+〉
(1/Γ+ ≈ 50/Γ−) as shown in Fig. 3(b). We note that this
lifetime exceeds that found for a symmetric state in the
idealized plasmon waveguide structure [13], and that by
changing the positions or resonances of the QDs one can
invert this relationship such that the asymmetric state
4will have the drastically longer lifetime, a feature that
has useful quantum information applications.
C. Field driven case
To investigate nonlinear coupling we consider a pump
field applied to QD 1 via Hˆdrive, and calculate the result-
ing spectrum by taking the Fourier transform of the cor-
relation function. This approach maintains the fermionic
nature of the QDs, fully including saturation and non-
linear effects [24] and is derived in appendix A4. The
total incoherent spectrum measured by a point detector
at position rD, incorporating filtering via light propa-
gation, is SD(ω) = SD,1 + SD,2 + S
int
D , where SD,n =
|G(rD, rn;ω) · dn/ǫ0|2Re{S0n,n(ω)} [25] and S0n,n′(ω) is
related to the traditional incoherent spectrum from a
two-level atom [24]: S0n,n′(ω) = limt→∞
∫∞
0
dτ(〈σˆ+n (t +
τ)σˆ−n′ (t)〉 − 〈σˆ+n (t)〉〈σˆ−n′ (t)〉)ei(ωL−ω)τ . The interference
term SintD = Re{g1,2S01,2 + g∗1,2S02,1}, where the coupling
term g1,2 =
1
ǫ2
0
d1 ·G∗(r1, rD;ω) · G(rD, r2;ω) · d2 [? ].
Due to rapid exchange between QDs in this system, SintD
does not contain any interesting retardation-related inter-
ference effects. The system behavior is best understood
in terms of individual QD spectra SD,n, which can be
isolated in measurements by choosing rD appropriately.
Figure 4(a) shows the system dynamics with QD 1
driven by a ΩR = 25µeV pump at ωL = ωλ1 + δ1,2 (both
QDs are initially in the ground state). The dipole mo-
ment has been increased to an experimentally accessible
60Debye to better highlight exchange effects, but all other
parameters remain the same. It can be seen that a highly
entangled state is formed with steady state 〈n1〉, 〈n2〉, and
C(ρ) of 0.27, 0.23, and 0.45, respectively. We note that the
strong medium-assisted photon exchange leads to Rabi os-
cillations and steady-state populations in the unpumped
QD 2 almost identical to that of QD 1, and the chosen ωL
maximizes the steady-state C(ρ). Figure 4(b) displays the
incoherent spectra of both QD 1 and QD 2, as well as that
of an identical system containing only QD 1. We show S0,
but assume detector positions directly above each QD,
where |G(rD, rn;ω)| ≫ |G(rD, rn′ ;ω)| such that emis-
sion from a single QD dominates and SD ∝ S0n,n. The
Mollow triplet, a clear signature of a driven fermionic
system, is observed in both QDs despite the lack of exter-
nal Rabi field on QD 2. The dynamics are dominated by
the Γ exchange terms, with Γ1,2 = Γ2,1 = −88.2µeV,
and ΩR = 25µeV. In addition, the sideband splitting
has been reduced from the traditional ΩR due to this
resonant photon exchange, with ∆R,2 = 0.701ΩR and
∆R,1 = 0.704ΩR. In particular, the Rabi field seen by
QD 2 is due entirely to photons emitted from QD 1 via
Γ2,1, and the Rabi field at QD 1 is similarly dominated by
the Γ1,2 process, although it has been increased slightly
by the pump. As the position and intensity Mollow side-
bands are directly dependent on the strength of the pump
and exchange terms, one can experimentally study the
coupling dynamics of this system by measuring the spec-
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FIG. 4. (Color online) (a) Population and concurrence when
QD 1 is driven, following the labeling convention of Fig. 3(a).
(b) Detected spectrum from QD 1 (2) in solid blue (dashed
red). The QD 1 spectrum of an identical system without QD
2 is shown in dash-dotted black. A Mollow triplet is only ob-
served for the two QD system under this excitation condition.
tra emitted from each QD when the other is pumped.
D. Strong exchange regime
Lastly, we study a system where in contrast with the
previous cases, we work in a regime with δ1,2 ≫ Γ1,1, by
choosing ω′x = ωλ2 = 794.19meV and d = 60D. This al-
lows dipole-dipole coupling, or exchange splitting, to con-
trol the system dynamics with δ2,1 = δ1,2 = −9.68µeV,
Γ1,1 = 0.64µeV, Γ1,2 = Γ2,1 = 0.41µeV. We note that
this exchange splitting is on the order of that reported
for neighboring QDs [32] or QDs in a shared cavity [10],
despite the large spatial separation in our device. In this
regime, the system evolves under Hˆeff = ~∆ωλ2(σˆ
+
1 σˆ
−
1 +
σˆ+2 σˆ
−
2 ) + ~δ1,2
(
σˆ+1 σˆ
−
2 + σˆ
+
2 σˆ
−
1
)
+ ~ΩR2
(
σˆ+1 + σˆ
−
1
)
. With
no pump the eigenstates of Hˆeff are simply |0, 0〉, |ψ±〉,
and |1, 1〉 with energies 0, ~ωλ2 ± ~δ1,2, and 2~ωλ2 re-
spectively, mimicking a biexcitonic cascade system with
level splitting as shown in Fig. 1b. For non-zero pump,
we find a Stark-shifted level structure, Ei/~ = ∆ωλ2 ±
1
2
√
A±B, where A = 2δ21,2 + 2∆ω2λ2 + Ω2R, and B =
2
√
δ41,2 + δ
2
1,2Ω
2
R − 2δ21,2∆ω2λ2 +Ω2R∆ω2λ2 +∆ω4λ2 . The
temporal periodicity of the original Hamiltonian allows
one to treat it in the Floquet picture, resulting in an infi-
nite sequence of the interaction picture energy levels cen-
tered at n~ωL, where n is an integer. Since only QD 1 is
driven, we can truncate this sequence to the n = 0 and
n = 1 sets, corresponding to the absorption of 0 or 1 pho-
tons from the laser. The resultant energy levels are shown
in Fig. 5(a), where the four unique transitions of the inter-
action picture are labeled a-d. This leads to a nine-peaked
observable spectrum of the full time-dependent Hamilto-
nian, with the ninth peak being a four-fold degenerate
transition at ωL.
We solved the dynamics of the above system with
ΩR = 10µeV and ∆ωλ2 = 0, and the resulting detectable
spectrum, populations, and concurrence are shown in
Fig. 5(b). The dressed energy levels are calculated to
be Ei = ±1.18ΩR, ±0.212ΩR, indexed by increasing en-
ergy, and clear signatures of all the expected transitions
are observed. |ψ1〉 and |ψ4〉 are anticorrelated exciton
states which behave similar to (and converge to) |ψ+〉
and |ψ−〉 respectively, whereas |ψ2〉 and |ψ3〉 are asym-
metric and symmetric combinations of the biexciton and
vacuum state, yielding for zero pump correlated exciton
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FIG. 5. (Color online) (a) Energy levels and expected transi-
tions for system evolving underHeff . Unprimed transitions are
from the interaction picture, and primed are found when one
considers the full Hamiltonian. The transitions between iden-
tical levels at ωL are not labeled. (b) The detected spectrum
from QD 1 (2) in solid blue (dashed red). The populations and
concurrence are shown in the inset and again follow the con-
vention of Fig. 3(a). The a and d transitions do not appear in
the QD 2 spectrum, as they have no effect on the state of QD
2. |G(rD , rn;ω)| increases with ω near ωL, causing spectral
peak amplitudes to increase as well.
states 1√
2
(|1, 1〉 ∓ |0, 0〉). These results are robust with
respect to pure dephasing; we stress that we are using an
experimentally viable γ′ = 1µeV in the above work, and
a numerical study has indicated that these peaks remain
resolvable up to γ′ ≃ 5µeV.
Of particular importance for this system is the spa-
tial filtering of respective QDs. Specifically, we define a
pair of detectors D and D′ placed at mirror positions
1a (0.5526µm) from the terminus of structure, along
y = z = 0 (see Fig. 2(a)) with D closer to QD 2 and D′
closer to QD 1. Throughout the frequency range of inter-
est, |G(rD, r1;ω)| = |G(rD′ , r2;ω)| ≈ 8|G(rD′ , r1;ω)| =
8|G(rD, r2;ω)|. In consequence, the spectra of QDs 1
and 2 in Fig. 5(b) correspond almost exactly with the to-
tal spectra observed at D and D′ respectively, indicating
that QDs can be studied individually by taking advan-
tage of the inherent structural filtering. We stress that
one cannot isolate individual QD spectra in a compara-
ble cavity structure, with the strong spatial filtering orig-
inating from the rich LDOS of the finite-sized waveguide.
Furthermore, this exchange-splitting regime is wholly in-
accessible in a simple cavity structure, as Re{G} falls
off rapidly away from the peak of a Lorentzian LDOS,
resulting in dynamics which are unavoidably dominated
by the more rapid Γ processes. As such, the multiple-
peak spectra of Fig. 5(b) is inherent to our proposed PC
waveguide structure. This ability to model an effective
four-level system and separately observe each component
indicates that these structures could potentially serve as
many-body simulators or to study multi-QD quantum dy-
namics. Indeed, this type of device could readily be scaled
up to n QDs to simulate a 2n-level system. Furthermore,
the ability to achieve substantial exchange splitting with-
out relying on a strongly-coupled cavity is quite remark-
able and could possibly be exploited to produce a CNOT
gate.
IV. CONCLUSION
We have analyzed and explored the quantum dynam-
ics of a pair of QDs embedded in a NW PC, including
realistic factors such as finite-sized effects and radiative
loss. We found that this system can access a broad range
of quantum dynamical regimes. By maximizing radia-
tive coupling, we demonstrated the formation of a highly
entangled state and photon-exchange-dependent Mollow
triplet in the spectrum of an unpumped QD. We then
showed that, through tuning the operating frequency, one
can control the effective system Hamiltonian and simulate
a variety of quantum systems. In particular, we discussed
a unique quantum optical regime which produces nine sig-
nature spectral peaks. This versatility makes these struc-
tures attractive for use in quantum information science
and to explore quantum optics on chip.
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APPENDIX
A1. Classical Electric field Green functions
In an arbitrary inhomogeneous linear medium, the
classical electric field obeys the partial differential equa-
tion [27][
∇× µ−1(r;ω)∇×−ω
2
c2
ǫ(r;ω)
]
E(r;ω) = iωµ0js(r;ω),
(A1)
where c is the speed of light, µ and ǫ are the material
permeability and permittivity, and js is the noise cur-
rent source. We have also assumed isotropy, although
anisotropy can be accounted for by simply substituting
the scalar material parameters with their tensorial coun-
terparts: ǫ, µ → ǫ,µ. In this work, we are concerned
with non-magnetic materials and polarization sources, so
we take µ = 1 and js = −iωPs, yielding[
∇×∇×−ω
2
c2
ǫ(r;ω)
]
E(r;ω) =
ω2
c2
Ps(r;ω)
ǫ0
. (A2)
The noise polarization source is the polarization asso-
ciated with material absorption, included via the con-
stitutive relation for electric displacement: D(r;ω) =
ǫ0ǫ(r)E(r;ω) + Ps(r;ω) [33]. This is equivalent to per-
turbing the system permittivity ǫ → ǫ + ∆ǫ, with
Ps(r;ω) = ∆ǫ(r)E(r;ω). The inhomogeneous Helmoltz
equation above is most readily solved through the Green
6function approach. Specifically, we define the electric field
Green tensor as the solution to[
∇×∇×−ω
2
c2
ǫ(r)
]
G(r, r′;ω) =
ω2
c2
1δ(r− r′), (A3)
where 1 is the unit dyad. G is the electric field response at
r to a point source at r′. We note that our G includes an
additional factor of ω
2
c2 relative to other common sources
[27, 33] in order to simplify a number of subsequent rela-
tions, this choice yields a G with units of inverse volume
and is consistent with the Green function from a dipole
source in the full Maxwell curl equations, which is more
suited for numerical calculations or an arbitrary struc-
ture. Once G is determined, by postmultiplying Eq. (A3)
by Ps(r;ω)ǫ0 and integrating we find
E(r;ω) =
∫
V
dr′G(r, r′;ω) · Ps(r
′;ω)
ǫ0
, (A4)
where the integral is over the source volume. We can al-
ways add the homogeneous solution E0(r;ω), which sat-
isfies ∇×∇×E0 = ω2c2 ǫ(r)E0, to the particular solution
of Eq. (A4) so that the general solution is
E(r;ω) = E0(r;ω) +
∫
V
dr′G(r, r′;ω) · Ps(r
′;ω)
ǫ0
. (A5)
The Green tensor has the following useful properties, all
of which are proven in Ref. 33,
Gj,i(r
′, r;ω) = Gi,j(r, r′;ω), (A6)
G∗(r, r′;ω) = G(r, r′;−ω), (A7)∫
dr′′ǫI(r′′;ω)G(r, r′′;ω) ·G∗(r′′, r′;ω) = Im{G(r, r′;ω)},
(A8)
where subscripts correspond to directional indices and we
use the notation ǫI = Im{ǫ} in what follows.
A2. Field Quantization
We now proceed to quantize the electromagnetic field,
considering a quantum electric field operator which is gov-
erned by the same Maxwell equations as its classical coun-
terpart, and thus following Eq. (A2). Following the stan-
dard canonical quantization procedure, the fundamental
system variables fˆ(r;ω) [33] become a continuous set of
bosonic field annihilation operators which obey commuta-
tion relations [fˆj(r;ω), fˆ
†
j′(r
′;ω′)] = δj,j′δ(r−r′)δ(ω−ω′)
and [fˆj(r;ω), fˆj′ (r
′;ω′)] = 0 [34]. We note that this
is done in the Schro¨dinger picture and ω indicates that
fˆ(r;ω) is associated with the mode ω and not the Fourier
transform of the time variable t. It can be shown that the
noise polarization excites these modes through [33, 34]
Pˆs(r;ω) = −i
√
~ǫ0ǫI(r;ω)
π
fˆ (r;ω). (A9)
Pˆs generates the quantized electric field operator via a
quantum version of Eq. (A4), and the electric field oper-
ator is thus given by
Eˆ(r;ω) = i
√
~
πǫ0
∫
dr′
√
ǫI(r′;ω)G(r, r′;ω) · fˆ(r′;ω),
(A10)
where the integral is over all space and the homogeneous
contribution is included in f , as will become apparent in
Sec. ??. Somewhat remarkably, G is the same Green
function found classically via Eq. (A3), and although this
result could be deduced phenomenologically via Eqs. (A4)
and (A9), it is in fact rigorously justified [34]. The total
electric field operator is found via integration over ω
Eˆ(r) =
∫ ∞
0
dωEˆ(r;ω) + H.c. = Eˆ+(r) + Eˆ−(r). (A11)
A3. Derivation of the master equation
In this section, we present a derivation of Eq. (1) of the
main text. We use the traditional open quantum systems
approach, deriving a master equation for the reduced den-
sity matrix of the system by applying the standard Born
and Markov approximations and tracing over the reser-
voir to produce a series of Lindbladian terms. This route
is taken with the hope that readers will find the process
familiar and the approximations made will be more trans-
parent. An excellent alternative derivation is presented in
Ref. 14, which one can quickly see gives the same result
if the coherent pump is included in the system Hamilto-
nian; the compatibility of these separate approaches fur-
ther justifies our final result.
As presented in Sec. II, a system of two-level atoms
interacting with the surrounding electromagnetic envi-
ronment in the dipole approximation is governed by the
Hamiltonian [14]:
Hˆ =
∫
d3r
∫ ∞
0
dω ~ωfˆ†(r;ω)fˆ(r;ω) +
∑
n
~ωnσˆ
+
n σˆ
−
n
−
∑
n
∫ ∞
0
dω
(
dˆn · Eˆ(rn;ω) + H.c.
)
. (A12)
We begin by separating Eq. (A12) into the emitter sys-
tem, photonic reservoir, and interaction components,
Hˆ = HˆS + HˆR + HˆSR, and modify it to include the pos-
sibility of a continuous-wave pump applied to each emit-
ter. This coherent drive is included in the system Hamil-
tonian as Hˆdrive =
∑
n
1
2Epump,n(rn) · dn(σˆ+n e−iωLt +
σˆ−n e
iωLt) [24], where due to its large amplitude we treat
the drive field as a c-number and ignore fluctuations:
Epump = 〈Eˆpump〉. The drive term Hˆdrive is sim-
ply the laser field contribution to the dipole interaction
term, and we define the effective Rabi field as ΩR,n =
〈Eˆpump,n(rn)〉·dn/~. We then transform to a frame rotat-
ing with laser frequency ωL (Hˆ → Uˆ †L(t)HˆUˆL(t), UˆL(t) =
e−iωL
∑
n
σˆ+n σˆ
−
n t) and find system, reservoir, and interac-
7tion components of the Hamiltonian, defined through
HˆS =
∑
n
~(ωn − ωL)σˆ+n σˆ−n + ~
ΩR,n
2
(σˆ+n + σˆ
−
n ), (A13)
HˆR =
∫
d3r
∫ ∞
0
dω~ωfˆ†(r;ω)fˆ (r;ω), (A14)
HˆSR =−
∑
n
(
σˆ+n e
iωLt + σˆ−n e
−iωLt)
×
∫ ∞
0
dω
(
dn · Eˆ(rn;ω) + H.c.
)
, (A15)
where we have expanded the dipole operator in the ro-
tating frame. The density matrix of the total system and
reservoir evolves according to the Schro¨dinger equation
ρ˙T =
1
i~ [Hˆ, ρT ]. We transform to the interaction picture
(i.e., OˆI = Uˆ
†(t)OˆUˆ(t), Uˆ(t) = e−i(HS+HR)t/~) where it
is easily seen by combining the above two equations that
the density matrix evolves as ρ˙T,I =
1
i~ [HˆI , ρT,I ], with
HI = HSR,I for simplicity. We integrate to find
ρT,I(t) = ρI(0)R0 +
1
i~
∫ t
0
dt′[HˆI(t′), ρT,I(t′)], (A16)
where R0 is the initial reservoir density matrix, which we
can always treat as a pure state [35].
In the interaction picture, it is evident from the com-
mutation relations discussed earlier that fˆ (r;ω, t) =
fˆ(r;ω)e−iωt, whereas σˆ± will be slowly varying, since
ΩR ≪ ω for optical frequencies and we are inter-
ested in resonant driving ωL ≈ ωn. We thus make
the rotating-wave approximation in HI , dropping the
rapidly varying counter-rotating terms proportional to
σˆ+n (t
′)fˆ†(r′;ω)ei(ωL+ω)t
′
and its Hermitian conjugate.
This is justified since the integration over t′ gives these
terms a factor of ≈ 1/(ω + ωL), and they are thus much
smaller than the rotating-wave terms [24]. To be explicit,
we are using
HˆI(t) = −
∑
n
∫ ∞
0
dωσˆ+n (t)dn · Eˆ(rn;ω)e−i(ω−ωL)t+H.c.
(A17)
To produce an equation of motion for the system den-
sity matrix ρ (ρ = TrR{ρT }), we insert ρT,I(t) via
Eq. (A16) into the interaction picture Schro¨dinger equa-
tion and trace over the reservoir:
ρ˙I =TrR{ 1
i~
[HˆI , ρI(0)R0,I ]}
− 1
~2
∫ t
0
dt′TrR{[HˆI(t), [HˆI(t′), ρT,I(t′)]]}. (A18)
The above equation is simplified by a number of approx-
imations. We first take the mean initial system-reservoir
coupling to be zero, such that TrR{ 1i~ [HˆI , ρI(0)R0]} = 0.
Even if this is not the case, the mean coupling with the
system in R0 can simply be included as an additional
term in the Hamiltonian, such that the trace will in-
deed be zero in this renormalized system [24]. We then
make the Born approximation, noting that the reser-
voir will be largely unaffected by its interaction with the
system and assume the total density matrix evolves as:
ρT (t) = ρ(t)R0 + O(HˆSR) [24], and thus we do not need
to iterate Eq. (A18) into the Schro¨dinger equation further.
Next, we assume the evolution of the density matrix de-
pends only on its current state and write Eq. (A18) in
time-convolutionless form (this is often referred to as the
Born-Markov approximation) [25, 35],
ρ˙I = − 1
~2
∫ t
0
dτTrR{[HˆI(t), [HˆI(t− τ), ρIR0]]}, (A19)
where ρI = ρI(t). The Born-Markov approximation is
justified because the system dynamics are much slower
than that of the bath; the system-reservoir coupling terms
and Rabi field are far weaker than the photon energies.
This implies that the reservoir relaxation times are fast
relative to that of the system and we can safely ignore
“memory effects” [24]. Lastly, we make a second Markov
approximation, extending the upper limit of the time in-
tegral to infinity to produce a fully Markovian equation.
This is again appropriate for a suitably rapid reservoir
correlation time, requiring that the system energies are
lower than the scale over which the local optical density
of states (LDOS) varies [35]. Expanding the commutator
of Eq. (A19),
TrR{[HˆI(t), [HˆI(t− τ), ρIR0]]} =
TrR{HˆI(t)HˆI(t− τ)ρIR0 − HˆI(t− τ)ρIR0HˆI(t) + H.c.},
we now preform the trace over the reservoir, noting that
each term in the above expression contains two HˆI ,
and thus a pair of field operators. Taking the pho-
ton reservoir as a thermal bath, the only combination
of field operators that will have a nonzero trace are
TrR{fˆ†(r;ω)fˆ (r′;ω′)R0} = n(ω)δ(r − r′)δ(ω − ω′) and
TrR{fˆ(r;ω)fˆ†(r′;ω′)R0} = (n(ω) + 1)δ(r − r′)δ(ω − ω′),
where the thermal photon occupation n(ω) = 0 for optical
frequencies [25]. Thus, only one out of four components
from each term survives and we have
ρ˙I =
∑
n,n′
∫ ∞
0
dτ
∫ ∞
0
dωJn,n′(ω)e
−i(ω−ωL)τ
× (−σˆ+n (t)σˆ−n′ (t− τ)ρI + σˆ−n′(t− τ)ρI σˆ+n (t))+H.c,
where we used Eq. (A8) to evaluate
Jn,n′(ω) =
dn · Im{G(rn, rn′ ;ω)} · dn′
π~ǫ0
=
1
π~ǫ0
∫
dr′′ǫI(r′′;ω)dn ·G(rn, r′′;ω) ·G(r′′, rn′ ;ω) · dn′
the photon-reservoir spectral function, which is directly
proportional to the LDOS. From Eq. (A8) Jn,n′ = Jn′,n,
and this was used to group terms.
We then proceed with the integration over τ . As dis-
cussed earlier σˆ±(t) is slowly-varying; for small emitter-
laser detuning and a weak Rabi field, it is appropriate to
8take e±i(ω−ωL)τσ±n (t− τ) ≈ σ±n (t)e±i(ω−ωL)τ as the emit-
ter system evolves on a much slower timescale than ωL.
This also leads to the system sampling the photon LDOS
at ωL, as to be expected from linear scattering theory,
with, for example, a Mollow triplet centred at ωL [24].
For an emitter without a laser drive however, it is more
sensible to take σ±n (t − τ) ≈ e−iHSτ/~σ±n (t)eiHSτ/~ ≈
σ±n (t)e
∓i(ωn−ωL)τ , resulting in the operating frequency in-
stead being ωn. To keep this approach general, we take
e±i(ω−ωL)τσ±n (t − τ) ≈ σ±n (t)e±i(ω−ω0,n)τ , with ω0,n be-
ing the relevant frequency (ωL or ωn′). We note that
works such as Ref. 14 do not consider driven systems and
avoid this complication. For the case of a strong Rabi
field, additional terms will be produced which sample the
LDOS at ωL ± ΩR2 as well as ωL; we refer the reader to
Ref. 25 for resultant master equation rate terms if this is
the case. We note that all results of the main paper were
also calculated including these additional terms, and no
changes were observed. After making this approximation,
preforming the integral over τ , and transforming back to
the Schro¨dinger picture we find
ρ˙ =
1
i~
[HˆS , ρ]
+
∑
n,n′
i
∫ ∞
0
dω
Jn,n′(ω)
ω0,n′ − ω
(−σˆ+n σˆ−n′ρ+ σˆ−n′ρσˆ+n )+H.c..
In the above, we were able to preform the reverse trans-
formation since all operators now depend only on t. In
order to preform the integral over ω we note that, J , like
G, is analytic in the upper portion of the complex plane
and use contour integration to evaluate the integral over
ω. We choose a contour comprised of the real axis with an
indent around the pole at ω = ω0,n′ and a large semicircle
in the upper complex plane, and use the relation [36, 37]
limy→0+
∫ B
A
f(x)
x+iydx = −iπ
∫ B
A f(x)δ(x)dx + P
∫ B
A
f(x)
x dx,
where B < 0 < A, P denotes the principal value, and x
is real. It is apparent that
i
∫ ∞
0
dω
Jn,n′(ω)
ω0,n′ − ω =
Γn,n′
2
− iP
∫ ∞
−∞
Jn,n′(ω)
ω − ω0,n′ dω,
(A20)
where Γn,n′ =
2
~ǫ0
dn · Im {G(rn, rn′ ;ω0,n′)} · dn′ and the
principal value integral was extended to −∞ since the
principal value depends only on the relevant pole at ω =
ω0,n′ . We then exploit the Kramers-Kronig relations [37],
noting that for a f(x) which is analytic in the upper half
plane,
∮ f(x)
x−x0dx = P
∫∞
−∞
f(x)
x−x0 dx − iπf(x) = 0. Rear-
ranging and taking the real part of both sides, it is easy
to see that P
∫∞
−∞
Im{f(x)}
x−x0 dx = πRe{f(x)} and thus
i
∫ ∞
0
dω
Jn,n′(ω)
ω0,n′ − ω =
Γn,n′
2
+ iδn,n′ . (A21)
As in the main text, δn,n′ |n6=n′ = −1~ǫ0dn ·
Re {G(rn, rn′ ;ω0,n′)} · dn′ . We note that in
order to do this in a self-consistent fashion
δn,n =
−1
~ǫ0
dn · Re {G(rn, rn;ω0,n)} · dn must be
calculated first and included in the system Hamiltonian,
and then the derivation must be repeated. These
terms correspond to the self-Lamb shift of each emitter,
resulting in ωn → ω′n in Hs, Γn,n′ , and δn,n′ . Noting that
the Hermitian conjugate term contributes
Γn,n′
2 − iδn,n′ ,
we find
ρ˙ =
1
i~
[HˆS , ρ]
+
∑
n,n′
Γn,n′
2
(−σˆ+n σˆ−n′ρ− ρσˆ+n′ σˆ−n + σˆ−n′ρσˆ+n + σˆ−n ρσˆ+n′)
+ i
n6=n′∑
n,n′
δn,n′
(−σˆ+n σˆ−n′ρ+ ρσˆ+n′ σˆ−n + σˆ−n′ρσˆ+n − σˆ−n ρσˆ+n′) .
Regrouping terms, we quickly arrive at
ρ˙ =
1
i~
[HˆS , ρ]− i
n6=n′∑
n,n′
δn,n′ [σˆ
+
n σˆ
−
n′ , ρ]
+
∑
n,n′
Γn,n′
(
σˆ−n′ρσˆ
+
n −
1
2
{σˆ+n σˆ−n′ , ρ}
)
. (A22)
From here, it is evident that by expanding out HˆS and
including pure dephasing through the relevant Lindbla-
dian term (L[Oˆ] = (OˆρOˆ† − 12{Oˆ†Oˆ, ρ})) one indeed ar-
rives at Eq. (1) of the main text. HˆS =
∑
n ~∆ωnσˆ
+
n σˆ
−
n +
~ΩR,n
2 (σˆ
+
n + σˆ
−
n ), where ∆ωn = ω
′
n − ωL includes the
Lamb-shift renormalized emitter resonance and is the rea-
son those terms are omitted from the sum over δn,n′ . We
have yet to choose ω0,n′ in γn,n′ and δn,n′ ; in Eq. (1) of the
main text we have used ω′n′ because we initially consider
an unpumped system, and then only consider resonant or
near-resonant driving. The laser detunings are either zero
or far smaller than the scale over which the LDOS varies,
so G(rn, rn′ ;ωL) = G(rn, rn′ ;ω
′
n′) throughout the main
document and the choice of ω0,n′ is unimportant. We
caution however that for larger detunings ωL should be
used. Pure dephasing is introduced phenomenologically
via
∑
n L[σˆ+n σˆ−n ]) because it can be treated to good ap-
proximation independently of the photon reservoir and
depends on the nature of the emitter. For quantum
dots as considered in this work, pure dephasing through
phonon interactions forms the dominant non-radiative
loss mechanism [28].
A4. Derivation of the incoherent spectrum
The Heisenberg equation of motion of an operator Oˆ is
found from
˙ˆ
O = i
~
[
Hˆ, Oˆ
]
. Returning to Eq. (A12), it is
straightforward to use the bosonic commutation relations
and find for fˆ(r;ω),
˙ˆ
f(r;ω, t) = −iωfˆ(r;ω)
+
√
ǫI(r;ω)
~πǫ0
∑
n
G∗(r, rn;ω) · dnσˆ−n (t), (A23)
9where we have used (A6) and made the rotating-wave
approximation as was done in Sec. ??. From here, we take
the Laplace transform of Eq. (A23) (Oˆ(ω) =
∫∞
0 Oˆ(t)dt):
fˆ(r;ωλ, ω) =
ifˆ(r;ωλ, t = 0)
ω − ωλ
+ i
√
ǫI(r;ω)
~πǫ0
∑
n
G∗(r, rn;ωλ)
ω − ωλ · dnσˆ
−
n (ω). (A24)
In the above, we have re-indexed the field mode frequency
to be ωλ. In the absence of the emitter system, the field
operator would evolve as
˙ˆ
f0(r;ωλ, t) = −iωλfˆ0(r;ωλ, t)
and thus fˆ0(r;ωλ, ω) =
i
ω−ωλ fˆ
0(r;ωλ, t = 0). Noting
that fˆ0(t = 0) = fˆ(t = 0), we can substitute the first
term in Eq. (A24) for fˆ0(r;ωλ;ω). We insert Eq. (A24)
into the Laplace transformed form of Eq. (A10) and using
Eq. (A8) find
Eˆ(r;ωλ, ω) =Eˆ0(r;ωλ, ω) (A25)
− 1
πǫ0
∑
n
Im {G(r, rn;ωλ)}
ω − ωλ · dnσˆ
−
n (ω),
where Eˆ0 is the background field independent of the emit-
ter system, defined through Eq. (A4) with fˆ0 instead of
fˆ . To calculate the incoherent spectrum, we first need to
solve for Eˆ+(r;ω) =
∫∞
0
dωλEˆ(r;ωλ, ω). Using the same
method as was done previously to arrive at Eq. (A21):
−
∫ ∞
0
dωλ
Im {G(r, rn;ω)}
ω − ωλ = iπIm {G(r, rn;ω)}
+πRe {G(r, rn;ω)} = πG(r, rn;ω),
we find
Eˆ+(r;ω) = Eˆ+0 (r;ω) +
1
ǫ0
∑
n
G(r, rn;ω) · dnσˆ−n (ω).
(A26)
The detected emission spectrum at rD is found by tak-
ing the Fourier transform of the first-order quantum cor-
relation function G(1)(r, τ) = 〈Eˆ−(r, t)Eˆ+(r, t + τ)〉 [24].
In the rotating frame the total spectrum is
STD(ω) = lim
T→∞
1
T
∫ T
0
dt
∫ T
0
dt′〈Eˆ−(rD, t)Eˆ+(rD, t′)〉ei(ωL−ω)(t−t
′)
= lim
T→∞
1
T
〈Eˆ−(rD;ω)Eˆ+(rD;ω)〉. (A27)
Inserting Eq. (A26) and its Hermitian conjugate into the
above we find
〈Eˆ−(rD;ω)Eˆ+(rD;ω)〉 =
∑
n,n′
gn,n′(ω)〈σˆ+n (ω)σˆ−n′(ω)〉
(A28)
where the emitter coupling term gn,n′(ω) =
1
ǫ2
0
dn ·
G∗(rn, rD;ω) ·G(rD, rn′ ;ω) · dn′ using Eq. (A6) and it
is apparent that gn′,n = g
∗
n,n′ . As discussed earlier ther-
mal effects are negligible at optical frequencies, and so we
have taken the free field to be in the vacuum state, elim-
inating the terms containing Eˆ±0 in Eq. (A28) [24]. Since
vacuum free field and the rotating-wave approximations
were made in Sec. ??, it is important to also make them
here so that we calculate the emitted spectrum of the
actual system considered.
We would like to write the spectrum as a convolution
of atomic operators in the time domain, and so expand
lim
T→∞
1
T
〈σˆ+n (ω)σˆ−n′(ω)〉 = limT→∞
1
T
∫ T
0
dt
(∫ t
0
dt′ +
∫ T
t
dt′
)
× 〈σˆ+n (t)σˆ−n′(t′)〉ei(ωL−ω)(t−t
′).
we then define τ = t−t′ in the first integral, and τ = t′−t
in the second such that it remains a positive quantity. We
find
lim
T→∞
1
T
〈σˆ+n (ω)σˆ−n′ (ω)〉 = lim
T→∞
1
T
∫ T
0
dt
×
(∫ t
0
dτ〈σˆ+n (t+ τ)σˆ−n′ (t)〉ei(ωL−ω)τ
+
∫ T−t
0
dτ〈σˆ+n (t)σˆ−n′ (t+ τ)〉e−i(ωL−ω)τ
)
.
In the above, we used the fact that 〈σˆ+(t+ τ)σˆ−(t)〉 de-
pends only on the separation τ at which each operator
is evaluated [24] to take 〈σˆ+n (t)σˆ−n′(t − τ)〉 = 〈σˆ+n (t +
τ)σˆ−n′ (t)〉. Since these terms thus have no t-dependence
we are free to preform the outermost integral and extend
T to infinity [38]:
lim
T→∞
1
T
〈σˆ+n (ω)σˆ−n′(ω)〉 = limt→∞
∫ ∞
0
dτ〈σˆ+n (t+ τ)σˆ−n′ (t)〉ei(ωL−ω)τ
+
∫ ∞
0
dτ〈σˆ+n (t)σˆ−n′ (t+ τ)〉e−i(ωL−ω)τ .
Noting that the two integrals are Hermitian conjugates
and inserting this into Eq. (A28) we arrive at an expres-
sion for the total emitted spectrum in terms of readily
solvable quantities using the master equation approach:
STD(ω) =
∑
n,n′
2gn,n′(ω)
× Re{ lim
t→∞
∫ ∞
0
dτ〈σˆ+n (t+ τ)σˆ−n′ (t)〉ei(ωL−ω)τ} (A29)
Of particular interest is not the total emitted spectrum
but the incoherent spectrum, which contains the quantum
dynamics of the system [24]. This is found by subtracting
from the total spectrum the coherent portion, defined as
ScohD (ω) = lim
t→∞
∫ ∞
−∞
dτ |〈Eˆ+(rD, t)〉|2e−i(ωL−ω)τ
=|〈Eˆ+ss(rD)〉|2(ω) (A30)
where Eˆss denotes the steady state (t → ∞) value [24]
and the integral is extended to −∞ to include the Her-
mitian conjugate term. We note that |〈Eˆ+ss(rD)〉|2(ω) =
10
2π|〈Eˆ+ss(rD)〉|2δ(ω − ωL) and this term thus produces a
Dirac delta peak in the emitted spectra at the laser fre-
quency, as expected for energy-conserving coherent scat-
tering [38]. Again dropping the free field terms and writ-
ing this in terms of atomic operators we quickly find
ScohD (ω) =
∑
n,n′
gn,n′(ω)〈σˆ+ss,n〉〈σˆ−ss,n′ 〉(ω) (A31)
=
∑
n,n′
gn,n′(ω) lim
t→∞
∫ ∞
−∞
dτ〈σˆ+n (t)〉〈σˆ+n′ (t)〉e−i(ωL−ω)τ ,
=
∑
n,n′
2gn,n′(ω)Re{ lim
t→∞
∫ ∞
0
dτ〈σˆ+n (t)〉〈σˆ+n′ (t)〉ei(ωL−ω)τ}.
This is then simply subtracted from Eq. (A29) to find
the incoherent spectrum. As in the main text, we drop
extraneous numerical factors and separate this into direct
and interference terms
SD(ω) =
∑
n
|G(rD, rn;ω) · dn
ǫ0
|2Re{S0n,n(ω)}
+
n6=n′∑
n,n′
Re{gn,n′(ω)S0n,n′(ω)}, (A32)
where we have defined a bare incoherent spectrum,
S0n,n′(ω) = limt→∞
∫ ∞
0
dτ(〈σˆ+n (t+ τ)σˆ−n′ (t)〉 − 〈σˆ+n (t)〉〈σˆ−n′ (t)〉)
× ei(ωL−ω)τ . (A33)
The first sum in Eq. (A32) corresponds to the incoherent
spectrum emitted from a single emitter which is measured
by a detector, although the effect of the surrounding emit-
ters is still seen in the S0n,n term due to its influence on
the expectation value 〈σˆ+n (t+ τ)σˆ−n′ (t)〉. The second term
is due to quantum interference and will be zero for a sys-
tem containing a single emitter. It includes “which-path”
information, describing light from a single emitter scat-
tering off another before propagating to the detector.
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