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The prototypical results of relativized complexity theory are the theorems of Baker, Gill, 
and Solovay that the answer to the relativized P =? NP question depends on the oracle. Such 
results are commonly taken as evidence of the difficulty of solving the unrelativized case, on 
the assumption that simple simulations and diagonalizations generalize to oracle machines. 
Many simple simulations, however, fail in the presence of an oracle. Most of these 
simulations, but not all, involve space-bounded machines, for which there is no agreement 
on the proper model. The failure of any unrelativized simulation in the relativized case is 
shown to be due to unequal oracle access. In order to determine the proper oracle access for 
space-bounded machines, alternating machines are considered. A model in which 
ALOGSPACE= P, AP= PSPACE, etc., hold relative to any oracle is given. The alternation 
model gives a new model for deterministic space-bounded oracle machines and also affects 
time-bounded oracle machines slightly. In the new model, nearly all known Turing machine 
simulations hold relative to any oracle. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
One of the fundamental problems in computational complexity theory is the 
power of nondeterministic computation. In particular, the P =? NP question has 
been extensively studied. In spite of considerable attention, however, the problem 
remains unsolved. 
The difficulty of the P =? NP problem has led researchers to consider the 
corresponding question for computation relative to an oracle set. In 1969, 
Dekhtyar’ [ 111 (see also [39]) showed that nondeterminism can be more powerful 
than determinism if access to an oracle is allowed. Independently in 1975, Baker, 
Gill, and Solovay [4] exhibited oracles A, B, C, and D such that PA # NPA, 
PB = NPB, PC = NPc A co-NPc # NP', and PD # NPD = co-NPD. They suggested 
that their results give evidence of the difficulty of the unrelativized P =? NP 
problem: 
It seems unlikely that ordinary diagonalization methods are adequate for producing an 
example of a language in NP but not in P; such diagonahzations, we would expect, would 
apply equally well to the relativized classes, implying a negative answer to all relativized 
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P=? NP questions, a contradiction. On the other hand, we do not feel that one can give a 
general method for simulating nondeterministic machines by deterministic machines in 
polynomial time, since such a method should apply as well to relativized machines and 
therefore imply affkmative answers to all relativized P=? NP questions, also a contradic- 
tion 141. 
This intuitive argument is widely accepted in the theoretical computer science 
community. Relativized results are frequently invoked to explain the difficulty of 
open problems. Relativized separation of the polynomial-time hierarchy to at least 
the third level was obtained by Baker and Selman [S] and to exactly the second 
level by Heller [ 171. Relativized separation of the entire polynomial-time hierarchy 
and its separation from PSPACE were shown by Yao [42], following Furst, Saxe, 
and Sipser [13]. (Collapse of the hierarchy is implied by P= NP.) Rackoff [31] 
has demonstrated that the probabilistic polynomial time classes of Gill [ 15) can 
collapse or not in many ways, depending on the oracle. Additional results compar- 
ing probabilistic classes to the polynomial hierarchy in the relativized case were 
obtained by Angluin [3] and by Stockmeyer [38]. 
All of the basic simulations for Turing machines hold in the presence of an 
oracle. (See, e.g., Hopcroft and Ullman’s text [20].) Reductions in the number 
of tapes (SPACE(s) E I-tupeSPACE(s), TIME(t) _C I-tapeTZME(t2), TIME(t) s 
2-tupeTZME(t log t)) are achieved exactly as in the unrelativized case. Hence the 
time and space hierarchy theorems (SPACE(s) G SPACE(o(s)), TIME(t) @ 
TZME(o(t/log 1))) hold in the presence of an oracle. Linear speedup and tape com- 
pression are basically unchanged, but do require that the query strings be com- 
pressible [27]. 
Not all known simulations relativize in the standard oracle machine models, 
however. Realtime simulation of multihead machines by single-head machines [ 121 
fails in the presence of an oracle, as does the speedup of deterministic linear time by 
nondeterministic linear time [30]. 
The majority of simulations that fail under relativization involve bounds on the 
space used. Several models of space-bounded machines have been proposed, but in 
each of them, several known simulations fail for oracle machines. Ladner and 
Lynch [24] proposed to allow a write-only oracle tape exempt from the space 
bound, in order to define a log-space Turing reduction. They showed, however, that 
NLG P and NLsSPACE(log2 n) fail for some oracles in such a model. Simon 
[36] considered the case of restricting the oracle tape to the space bound. In this 
model, PC AL fails for most oracles. (AL denotes alternating log space.) A third 
model was used by Ruzzo, Simon, and Tompa [333 to study probabilistic 
machines. They exempted the oracle tape from the space bound but required that 
the machine act deterministically while anything is written on the oracle tape. 
NL E P n SPACE(log2 n) holds for all oracles in this model, but P G AL does not. 
Are relativization results meaningful in the study of unrelativized computation? 
In order to study this question, we state the following relativization thesis: 
All general machine simulations which hold in the absence of an oracle can be extended to 
hold for every oracle in a properly relativized model. 
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A properly relativized model is one in which the machine type and resource bounds 
are reflected in the allowed use of the oracle tape. The usual diagonalization 
arguments, being based on simulations, are also included in the relativization thesis. 
The relativization thesis is not a formal statement, and it probably cannot be for- 
malized. The idea expressed by the thesis, however, is at the heart of claims that 
relativization results explain the difficulty of problems concerning unrelativized 
computation. The principal motivation of this paper is to understand the extent to 
which the thesis and claims based on it are reasonable. 
It should be noted that not all proofs of equality of complexity classes are general 
simulations. Hartmanis [16] has objected to the intuition of the relativization 
thesis on the following grounds. Suppose that PA = NPA for some oracle A. Then it 
is simple to find a second oracle B for which PA*' # NPAyB, and PA = NPA is an 
example of a result that does not relativize. This situation does not, however, refute 
the relativization thesis as stated here. Although PA = NPA is easily demonstrated, 
equivalence is not shown by a general simulation. The nondeterministic machines 
are not really simulated at all; instead, equivalence depends on an accident of the 
oracle set. 
The aim of this work is to define a properly relativized model of space-bounded 
computation. We achieve this goal indirectly, by considering alternating machines. 
In particular, we consider relativization of the alternation theorems of Chandra, 
Kozen, and Stockmeyer [9] (AL = P, AP = PSPACE, etc.). A new model of alter- 
nating oracle machines is presented in which these simulations hold relative to any 
oracle. The resulting model of deterministic and nondeterministic machines 
relativizes nearly all of the known Turing machine simulations to any oracle. 
In the next section, we examine the previously proposed models for space-boun- 
ded oracle machines and discuss which simulations fail in each. All of the 
simulations which fail in the presence of an oracle do so because of unequal oracle 
accessibility. We show that for a wide range of language classes, oracle accessibility 
is the only reason why a simulation which holds without an oracle can fail in the 
presence of an oracle. 
Section 3 considers oracle accessibility for alternating oracle machines. A new 
model is proposed in which an alternating machine can ask more, longer, and more 
interdependent queries than a deterministic machine with the same time or space 
bound. In this model, AL = P and AP = PSPACE hold relative to any oracle. Two 
essentially different variants of the model are presented. One reduces to the boun- 
ded query model for deterministic space-bounded machines, and the other provides 
a generalization of the deterministic write-only oracle tape model. Deterministic 
time-bounded classes are also affected slightly. 
Section 4 discusses deterministic and bounded-alternation machines in the new 
model. The possible relativized relations of polynomial time to log space and to 
polynomial space are considered for the new models. The simulations of Section 2 
are shown to hold for any oracle. The modifications of deterministic time and space 
bounded oracle machines are crucial to the relativized simulations in the new 
model. 
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Throughout, we will ignore constant factors in time and space bounds. Thus 
TIME(r) is an abbreviation for TIME( 0(t)), SPACE( 1) for SPACE(O(t)), etc. 
2. RELATIVIZED SIMULATIONS IN PREVIOUS MODELS 
Using previous models of oracle machines, the relativization thesis fails for many 
known simulations (see Table I). Most of the problems concern the definition of 
relativized space. However, multihead machines also cause problems. We assume in 
the following that a query tape is not erased when a query is asked. This is the 
usual assumption for time-bounded machines. 
THEOREM 2.1. For ail time bounds t, there is an oracle A such that 
multiheadTIMEA( t) g TIMEA( t), 
(Equality in the unrelativized case was shown in [12].) 
Proof For an oracle A, let 3A = {x: ~~(0~~) ~~(10’-‘10’-‘) x,(110’-2110’P2) 
. . . xA( 1”) E A, where t = t( 1x1)}, where xA denotes the characteristic function of A. 
A machine with two heads on the oracle tape can easily accept ~3’~ in time 0(t). 
Let M, , M,, . . . be an enumeration of all oracle Turing machines running in time 
0(t) and having one head per tape. We construct A in stages, such that at stage i 
TABLE I 
Some Simulations Which Can Fail with an Oracle 
Holds with 
Unrelativized containment 
Bounded Write-only oracle tape 
queries Unrestricted Deterministic 
C361 ~241 1331 
NSPACE(s) c TIME(2@s)) [lo] 
NSPACE(s) c SPACE(2) [34] 
ProbSPACE(s)E SPACE(s2) [21,7] 
I-fqwTIME(f) E SPACE(&) [19] 
TZME(f)zSPACE(r/logf) [18, 1) 
ASPACE E TIME(2°‘“‘) [9] 
TIME(20’“‘) E APACE(s) [9] 
ATIME E SPACE(r) [9] 
SPACE(s) c ATIME [9] 
NAuxPDA(s) E TIME(2°‘“‘) [lo] 
TIA4.E(2°‘“‘) E AuxPDA(s) [lo] 
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machine Mf is forced not to accept JZ’~. At stage i, pick xi such that no string of 
length at least t( [xi1 ) has been put into or out of A. Since Mi runs in time O(t), not 
all queries of the form l’O’-jljO’-j are asked by Mi on input xi-any two of them 
require Q(t) steps between them. Put all such strings asked by M,(x,) out of A. 
Then we can force Mi not to accept Ya by putting appropriate strings into or out 
OfA. 1 
The main point of the preceding proof is that a multihead machine can ask 
queries in time t that cannot be asked in the same time using only one head on the 
oracle tape. This kind of argument will be frequently used. Most commonly, one 
machine will be able to ask more queries or longer queries than are allowed to the 
machine attempting a simulation. Given such a situation, separation by 
diagonalization is easily obtained. 
2.1. The Bounded Query Model 
In the bounded query model, the oracle tape is simply a distinguished work tape 
and is subject to the space bound [36]. The model appears quite natural at first, 
but log-space Turing reductions are very restricted; for example, a set is not 
necessarily log-space Turing reducible to itself. Also, a number of simulations do 
not relativize. 
THEOREM 2.2. For all time bounds t, each of the containments 
1. I-tapeTZME(t) c SPACE(&) [ 191 
2. TZME(t)cSPACE(t/log t) [lS] 
3. TIME(t) & ASPACE(log t) [9] 
4. TIME(t) G AuxPDA(log t) [lo] 
can fail in the presence of an oracle in the bounded query model. (References are for 
the unrelativized simulations.) 
Proof In each case, the simulating machine is restricted to shorter queries than 
the original machine. For example, the language YA = {x: O’(lxO E A } can easily be 
accepted in time t but cannot in general be accepted in space o(t), even in the 
presence of alternation or an auxiliary pushdown, because the relevant query can- 
not be asked. m 
The other simulations given in the table generalize easily to any oracle in the 
bounded query model. 
2.2. The Unrestricted Query Model 
The model of Ladner and Lynch [24] allows a separate write-only oracle tape 
which is not subject to the space bound and is arased following each query. This 
model provides a log-space Turing reduction generalizing log-space many-one 
reduction. Many simulations, however, do not hold in this model. 
W/36/3-6 
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THEOREM 2.3. For all space bounds s and time bounds t, each of the containments 
1. NSPACE(s) E TZkZE(2°‘“‘) [lo] 
2. NSPACE(s) c SPACE(s2) [34] 
3. ProbSPACE(s) s SPACE(s2) [21, 71 
4. I-tapeTIME E SPACE($) [ 191 
5. TIME(t)& SPACE(t/log t) [lg] 
6. ASPACE c TME(2o’“‘) [9] 
7. SPACE(s) c A TZME(s’) [9] 
8. NAuxPDA(s) E TZME(2o’“‘) [lo] 
can fail in the presence of an oracle in the unrestricted query model. 
Proof The relations 1, 2, 3, 6, and 8 fail because a nondeterministic, 
probabilistic, or alternating machine can formulate 2” different queries of length 2” 
using work space s. This behavior cannot be simulated deterministically in space s 
or time 2”. For example, the language YA = { 0”: 3y E A, (y( = 2”) demonstrates the 
noncontainment for appropriate oracles A. Simulation 7 fails because queries of 
langth 2” cannot be asked in time s2. 
Relations 4 and 5 also fail because of oracle accessibility. Let n denote the binary 
representation of n and xa be the characteristic function of A. Let 
YA= {O":~~(n.l) X,(n.2)..*XA(n.t(n))EA). 9, is easily accepted in time tlog t 
by a one-tape machine (with query strings being written to the right of the tape 
head as in [20 J or on a separate track of the tape as in [ 11 I). However, mem- 
bership in ZA depends on the presence in A of a potentially Kolmogorov-random 
string of length t. Because the configuration in which a query is started determines 
the query string, any machine accepting ZA must use space O(t) if the critical string 
is Kolmogorov-random (as it will be infinitely often with probability one if A is 
chosen at random), and relation 4 fails. 
The language 9; = {x: ~~(x.0) ~~(x.00) ...xa(x .O’@))E A} defeats contain- 
ment 5. 9’; is easily accepted in time O(t) but requires space Q(t) with probability 
one for A chosen at random. 1 
2.3. The Deterministic Query Model 
An intermediate model of space-bounded machines was proposed by Ruzzo, 
Simon, and Tompa [33] in their study of probabilistic space-bounded com- 
putation. The model allows a write-only oracle tape which is exempt from the space 
bound and which is erased following each query, but requires that the machine act 
deterministically while anything is written on the oracle tape. An important 
property of this model is that a query is determined by the configuration in which it 
is started. 
The restriction to deterministically written queries permits some simulations, but 
many still fail. 
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THEOREM 2.4. For all time bounds t and space bounds s, each of the containments 
1. I-tapeTZME(t) c SPACE(&) 
2. TZME( t) G SPACE( t/log t) 
3. TZME(t) E ASPACE(log t) 
4. SPACE(s) c ATZME(s2) 
5. NAuxPDA(s) c TZME(2”“‘) 
can fail in the presence of an oracle in the deterministic query model. 
Proof: Relations 1, 2, 4, and 5 fail in the same way as in the unrestricted query 
model. Because query strings must be written deterministically, simulation 3 fails in 
the same way as 1 and 2. 1 
The other simulations failing in the unrestricted query model work with the 
deterministic queries. The simulations are straightforward generalizations of the 
unrelativized cases. 
2.4. Oracle Accessibility 
The most commonly given explanation for nonrelativizability of simulations is 
that the simulations are indirect. According to this argument, only step-by-step 
simulations should be expected to relativize (see, e.g., [24]). However, all known 
simulations are far more direct than any possible simulation demonstrating, say, 
NP G P. Known simulations have the property that each part of the simulated com- 
putation is preserved. Only the interconnections between various parts of the com- 
putation are changed. Such a simulation can never prove NP c P, because an NP 
computation tree has exponential size, while a P computation has polynomial size. 
This is the reason why NP # P is (almost) universally believed. 
A more concrete reason for nonrelativizability is the accessibility of oracle infor- 
mation. All of the simulations that we have shown to fail in the presence of an 
oracle do so because of inequality of oracle accessibility. Most commonly, either the 
number or length of queries was too large for the simulating machine. For example, 
NL c P fails in models for which an NL machine can ask an exponential number of 
queries, in contrast to the polynomial length queries of a P machine, and PEAL 
fails in a model that restricts the length of log-space queries. More complicated 
behavior is also possible: PEAL fails in models, such as the deterministic query 
model, in which AL machines have a fixed polynomial size set of possible queries 
on a given input, in contrast to the oracle-dependent set of queries for a P machine. 
In all of these cases the machine to be simulated can ask queries that the simulating 
machine cannot. 
We refine the notion of asking a query by introducing relevant queries. For an 
oracle A E Z* and a query q E C*, let A 0 q be the oracle A - {q > if q E A and the 
oracle ,4 u (q} if q r$ A. Let M be an oracle machine. Then q is relevant for M on 
input x with oracle A iff MA(x) accepts and MAey (x) rejects or vice versa. The set 
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of relevant queries for M on s with oracle A is denoted by R(M, A, x). A query 
must be asked to be relevant, but some asked queries may be irrelevant. 
One natural method for separating classes by an oracle is to find some input and 
oracle for which their sets of relevant queries are different. For example, the Baker, 
Gill, and Solovay [4] construction producing NPA g PA is based on the fact 
that IR(M,, /zr, x)1 ,< IxIk if M, runs deterministically in time nk, but 
/R(M,, @, x)1 = 2”’ is possible if M, is nondeterministic. Similarly, PA G ALA 
occurs in the standard bounded query model because R(M3, A, x), for M3 an AL 
machine, contains only strings of length O(log [xl). Furst, Saxe, and Sipser’s tech- 
nique [ 131 for separating the polynomial hierarchy from PSPACE using the parity 
function can be interpreted as the observation that a PSPACE machine M4 can 
satisfy JR(M,, A, x)1 = 2’“’ for every oracle A. The impossibility of this behavior for 
a machine operating within the polynomial-time hierarchy was shown by Yao [42]. 
A large class of relativized separations is given by Gasarch [ 141 based on con- 
siderations of query relevance. 
Relativized separation of classes is always possible if a difference in query 
relevance can be found. In many cases, relativized separation is possible only if a 
relevance difference occurs. Let J.+%’ = {M,, M,, . ..} and JV” = {N,, Nz, . ..} be two 
classes of oracle machines over alphabet 2‘. Denote by Z’(J#“) the class of 
languages accepted by machines in JZ with an oracle for A. We say J& is closed 
under finite change if, for any language C and finite set F, CE 9(&Z”) implies 
C n FE dip(&ZA) and CE 5?(JZA a F ), where n denotes symmetric difference. We 
say J$’ is partially closed under symmetric difference if for all integers i and j and all 
oracles A, Y(Mp) n 9(M”) n P(M,@) E 2’(&“). 
THEOREM 2.5. Suppose that 3(&Y@) = J.Z’(JV”) and j&t and JV are closed under 
finite change. Suppose also that there is a nondecreasing function f such that for all 
XEC*, AGE*, and KEJYVJV, ~ER(K, A,x) implies IyI <f(lxl): 
(a) If there are a machine Mie J8, an oracle B and a sequence {x1, x2, . . . ] of 
inputs satisfying (xk + 1 ( > f ( Ixk( ) such that for all j, R(M,, B, x) n Cfo+i)) = @, 
R(N,, B, x) n Ef(l+llJ= a, and R(M,, B, xi) # R(N,, B, x,), then there is an oracle 
A such that 9’(&“) @ T(JITA). 
(b) Zf 6p(A”) @ Y(J”“) and JV is partially closed under symmetric dif- 
ference, then there are a machine Mi E &I, an oracle B, and a sequence {x1, x2, . ..} of 
inputs with Jxk+ 1) > f(lxkl) such that for all j, R(M,, B, xi) # R(N,, B, xi). 
Proof Let M,, B and {x, , x2, . . . } be as in part (a). We construct an oracle A 
from B for which Y(M4) # 9(X’) in stages. Let A0 = 521. Suppose that Aj-, has 
been constructed so that ~(M:‘/-I) # .P(N,A,-1) for all k < j. Let A,! be Aj- i together 
with the strings in B of length more than f( lxj- il) and at most f( 1~~1). If 
M:‘;(x~) # N;;(x,), then let Ai= Al. If Mf;(x,) = NiA;(x,), pick qE R(Mj, B, xi) n 
R(N,, B, xj) and let A,= Al@ {q). In either case M?(xj) # Np(xj). Let A = vi Aj. 
Then T(M$) $ Y(Jlr’), so Z(&“) & 9’(NA). 
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Now suppose that Y(M4) $ Y(JV”) and J” is partially closed under symmetric 
difference. We construct B from A in stages. Let B, = 0. At stage j 2 1, let Aj be 
Bj- I together with the strings in A of length greater than f(lxj- iI). We consider 
two cases. 
Case I. For some string x, 1x1 >f( Ixj- rl) and R(M,, Aj, x) # R(N,, Aj, x). 
Let xi = x and let Bj be the strings in Aj of length at most f( lxjl ). 
Case II. For all x with 1x1 >f(lxj- iI), R(M,, Aj, x)=R(Nj, Aj, x). Let I be 
such that My(x) = NY(x) for all x. Then for all x, MF = N?(x) iff NY = N,e; i.e., 
J.Y(M;) = Y(NiA,) n Y(N,@) n 2’(Ny). Hence Y(MF) E Y(JV’~J). Because JV is 
closed under finite change, this gives 9(&f;) E 2(X”), a contradiction. Hence 
Case II cannot occur. 
When all stages are completed, Mi, B= lJj Bj, and {x,, x2, x3, . ..} satisfy the 
required condition. 1 
The condition of partial closure under symmetric difference in Case (b) of the 
theorem seems unnatural, and it would be desirable to eliminate this condition. 
Some condition is necessary, however. For example, if .4? is the class of NP- 
machines and JV is the class of co-NP-machines, then Mi always has the same 
relevant queries as its complement machine Ni. The condition of partial closure 
does hold for classes of deterministic or unboundedly alternating machines. In 
particular, PA #ALA and APA # PSPACEA can only occur in models that allow 
unequal oracle accessibility. 
We note that the previous result is defined in terms of machines rather than 
resource bounds. The result does not apply to classes such as relativized BPP [ 151, 
because some machines accept BPP languages for some oracles but not for others. 
For example, the machine which selects a random query string and accepts iff it is 
in the oracle set is a relativized BPP machine for some oracles but not for most. 
This suggests that the class of languages accepted by machines which are BPP 
relative to any oracle be studied. 
Oracle accessibility has also been used in the study of “positive relativizations.” A 
number of authors (see [6] for a summary and further references) have considered 
restricted oracle access mechanisms, such that, for example, NP= PSPACE if and 
only if NPA = PSPACEA for all oracles accessed in the restricted manner. In the 
restricted model, NP and PSPACE have the same oracle accessibility. 
3. RELATIVIZED ALTERNATION 
The previous section demonstrated that relativizability of simulations depends 
strongly on the choice of model for space bounded machines. No previous model 
relativizes all known simulations. In this section, we consider the proper definition 
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of space-bounded oracle machines indirectly, by looking at alternating oracle 
machines. Since alternation provides a connection between time and space bounds 
c91, a definition of alternating machines preserving the connection under 
relativization should give insight into the proper definition of space-bounded 
machines. 
The motivation for the new model is the balancing of oracle accessibility, so that 
ALA = PA, APA = PSPACEA, etc., hold for any oracle. Obvious balancing concerns 
the number and length of queries possible in a computation. We must also consider 
the interdependence of queries. A query string in a P computation may depend 
on a polynomial amount of information about the oracle set. This behavior must 
also be possible for an AL machine. For example, the language 
{~:x~(x.O)...X~(X.O’~‘)EA}, which defeated AL machines in the deterministic 
query model, must be accepted by some AL machine. 
3.1. The Basic Model 
In the standard model, nondeterminism may increase the number of queries 
possible in a computation, as in NP versus P. Increased query length can be 
obtained by using the parallelism of alternation. Rather than writing a query 
serially, on one branch of the computation, bits are written in parallel on a subtree 
of the computation tree. Thus n bits can be written in log(n) steps. (This possibility 
was noted independently by Orponen [29 1.) An increase in query interdependence 
is somewhat more difficult to achieve, and the model of this paper uses a new for- 
mulation of alternation in order to do so. The new formulation will now be given, 
and then a precise definition of the parallel query mechanism will be presented. 
The new model of alternation is based on conditional branching. A conditional 
configuration C has two successors, TEST and MAIN. The state of MAIN depends on 
the outcome of TEST. The state-transition function 6 satisfies 6(C, 8) = 
(C,, CA, C,, 6’) for any tape symbols 6 and some states C,, CA, and C,. TEST is in 
state CT. If TEST leads to acceptance, MAIN is in state CA; otherwise, MAIN is in state 
CR. The subcomputation starting from C is defined to accept iff the subcom- 
putation starting from MAIN accepts. Intuitively, a conditional state is a subroutine 
call that receives its answer is one step, with the subroutine and the main com- 
putation proceeding in parallel. 
More precisely, a (modified) alternating Turing machine is a six-tuple 
k Q, Z 4 qo, g), where 
k is the number of work tapes, 
Q is a finite set of states, 
Z is a finite tape alphabet, 
6 is the state transition function, 
q. E Q is the initial state, 
g: Q + {A, V, cond, 1, 0} indicates the type of each state. 
ALTERNATION AND SPACE-BOUNDED COMPUTATION 361 
For qEQ and CEZ’+‘, 
if 
1 
g(q) E m, v> 
g(q) = cond 
g(q) c (4 01 I I 
6(q, ~7) G Q x Ck x (left, right)k+’ 
then 6(q, 5) E (Q x Lk x (left, right)k+ ‘)’ . 
6(q, ~7) is undefined 
i 
If g(q) is A, V, cond, 1, or 0, respectively, then q is uniuersaf, existential, con- 
ditional, accepting, or rejecting, respectively. A state q is deterministic if q is univer- 
sal or existential and 16(q, $1 = 1 for all ~7, or if q is conditional and the first com- 
ponent of 6(q, 6) is accepting for all 0. 
A configuration of M is a member of Q x (C*)k”l x Nkt ’ giving the state, tape 
contents and head positions. A configuration has the same type as its state. The 
initial configuration of M on input x is y0 = (q,,, x, sk, Ok+‘), where E is the null 
string. 
The successor relation a c* /I for configurations a and p, a not conditional, holds 
exactly when a can lead to p in one step according to the transition function. For 
conditional configurations a, denote the configurations corresponding to 6(a) by 
test,, act,, and rejz, respectively. The acceptance function f(a) is given by 
1 A f(B) if a is universal, 
a-B 
v f(P) if a is existential, 
a-B 
f(a)= f@d if a is conditional and f(test,) = 1, 
f(r%J if a is conditional and f (test,) = 0, 
1 if a is accepting, 
0 if a is rejecting. 
a accepts if f (a) = 1 and rejects if f(a) = 0. M accepts or rejects as y0 does. The suc- 
cessor relation is extended to conditional configurations a by a H test,, a F+ act, iff 
f(test,) = 1, and a H rej, iff f(test,) = 0. The test successor of a is test, and the main 
successor is either act, or rej=. 
This definition is adequate only for computations which halt on every branch. 
Potentially infinite computations can be handled as in [9]. For simplicity, only 
halting computations are considered here. 
A conditional state can simulate either an A or V state and can be simulated by 
A and V states with at most two alternations. (See Fig. 1.) Therefore, conditional 
states do not change the power of an alternating machine if the number of alter- 
nations is counted only up to a constant factor. The importance of conditional 
states is their use in queries. 
Three new types of states are needed for the queries-start-query, end-query, and 
answer-query. The query type of a state q is given by h: Q I-+ {start, end, answer, 
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FIG. 1. A, V and conditional branching 
*}, where * denotes an ordinary state. A start-query state signals the beginning of a 
query tree. Following the start-query, only deterministic or conditional states are 
allowed on any branch until an end-query state is reached, signifying a leaf of the 
query tree, except that the main branch from the start-query ends with an answer- 
query state. Any node of the query tree may write a symbol of the query string. The 
query symbols are taken in pre-order. That is, the query tree is scanned depth first, 
searching test successors before main successors, and the symbols are taken in the 
order they are first encountered (see Fig. 2). The answer-query state, at the end of 
the string, has successor YES if the query string is in the oracle and NO otherwise. 
The important property of this query mechanism is that one query may be affec- 
ted by the results of others after it is started. The subcomputation started at a test 
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FIG. 2. Making a query. 
successor may include additional queries which influence acceptance or rejection of 
the subcomputation. Acceptance or rejection determines the main successor, and 
thus affects the original query string. A query depends not only on the start-query 
configuration but also on the oracle. 
The solution to the example given previously demonstrates this property. In the 
new model, LZA = (x: xA(x -0) . . . xA(x. Olx’) E A} can be accepted in alternating log 
space as follows. On input’x of length n, begin the computation with a start-query 
state and then branch conditionally to depth log(n), producing nodes 1,2, . . . . n. 
From node i, begin a test computation with an end-query and then ask query x0’. If 
the answer is 1, accept; otherwise, reject. The main successor of node i writes 1 if 
the test accepts; if the test rejects, it writes 0. In either case, it then ends the query, 
halts, and accepts if i c n. Node n enters an answer-query state and accepts iff the 
answer is 1. 
As this example shows, the query string produced following a start-query con- 
figuration depends on the oracle set as well as on the start-query configuration. 
This dependence on the oracle will cause some difficulty in the following 
simulations. To avoid the difficulty, we will augment a configuration with an 
additional symbol, indicating whether the configuration is occurring outside any 
query tree, inside a query tree for which the answer is 1, or inside a query for which 
the answer is 0. This additional information given by a configuration is only a 
device to simplify the simulations and not part of the computation. 
It now remains to define time and space for the new query mechanism. Standard 
serial queries have length at most the time bound, but for parallel queries such a 
restriction might or might not be reasonable. Either choice turns out to be con- 
sistent with the alternation theorems. In one case deterministic space bounds must 
apply to the query tape, and in the other case write-only query tapes are necessary. 
The above example is log space in either variant. 
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3.2. The Bounded Query Variant 
The bounded query variant of the model arises from the following definitions of 
time and space for queries. An end- or answer-query state uses time equal to the 
length of the query string and space equal to the number of query symbols written 
on its branch, in addition to the space used on its work tapes. A start-query state 
uses, in addition to its work tapes, space equal to the logarithm of the query length; 
that is, the space to write down the length of the query. For deterministic and non- 
deterministic space-bounded machines, this model is equivalent to the standard 
bounded query model. For time-bounded machines, the standard model may be 
quadratically more powerful. This point will be discussed in Section 4.2. 
Complexity classes arising from this variant of the model will be distinguished by 
the prefix “b,” signifying the bounded queries. 
THEOREM 3.1. For all oracles A and all space bounds s 3 log n and time bounds 
t 2 n, 
(a) bASPACl?(s) = UE,O bTZMEA(2’“), 
(b) bATZk@(t) & bSPACZ?(t), 
(c) bNSPACZ?(s) c bATZMZ?(s*), 
(d) bNSPACZ?(s) z bSPACEA(s2). 
Proof: Let M, be an alternating Turing machine running in bASPACE(s) with 
oracle A. A configuration of M, consists of work tape contents, head position, state, 
and answer to the oracle query in progress, if any. Thus there are 2’” configurations 
for some constant c depending on M,. Because a configuration determines the 
following computation tree, M, can run for at most 2”” steps without looping. 
M, can be simulated deterministically as follows. List all configurations. For each 
configuration in turn, examine its successors. If all successors have been marked as 
accepting or rejecting, mark the current configuration appropriately. Continue 
scanning the list until the initial configuration is marked. The only difficulty in this 
procedure arises when one of the successor configurations is a start-query con- 
figuration. In this case, the actual query answer must be obtained in order to fully 
determine the successor configuration. 
The query string is obtained by depth-first search of the query tree. For each 
node of the tree, save the bits of the query string written below the node. If some 
configuration occurs twice in the tree, copy the saved query bits to the query string 
without re-searching the tree below it. This procedure is successful only after all 
successors of configurations in the query tree have been determined to accept or 
reject. Hence it is used only after the start-query configuration has been determined 
to accept or reject. 
The simulation is easily seen to require time polynomial in the number of con- 
figurations and the length of any query string. Hence it runs in time 2O(“), as 
desired. 
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For the reverse simulation, let Mz run deterministically in time 2” with oracle A. 
Without loss of generality, 44, is a one-tape machine which writes its queries on 
one track of the tape and has a unique accepting configuration. Thus a con- 
figuration can be written as a string giving the tape contents, with a symbol 
representing the state inserted before the scanned tape symbol. 
M, is simulated in bASPAU?(s) by a recursive procedure which, given a time, a 
tape position and a symbol, verities that the given symbol occurs at the given 
position at the given time. If either the time or the tape position is more than 2’“, 
only a blank symbol is correct. For valid times and positions, the symbol may or 
may not represent the answer to a query. If a query answer is not specified, 
correctness depends on at most four symbols of the preceding configuration. These 
symbols are guessed using V-branching and verified recursively in parallel using 
A-branching. 
If the symbol to be verified represents the answer to a query, the entire previous 
configuration must be examined. This is done as in the example of the previous sec- 
tion. Start a query and branch conditionally to a depth of cs, producing one node 
for each symbol of the previous configuration. For each position, try each of the 
possible symbols in turn on the main branch, testing correctness recursively on a 
test branch which begins with a start-query. When the correct symbol is found, 
write the corresponding query symbol. The answer to the query thus formed is used 
in verifying the correctness of the original symbol. 
To simulate Mz, apply the above procedure to each symbol of the accepting con- 
figuration at time 2”. The procedure can be perfomed by an alternation machine 
which keeps only a few time and position pointers of size cs. Each branch of a 
query tree writes at most one query symbol, so the simulation is in bASPACE(s). 
For part (b), let M3 run in bATIME(t) with oracle A. Without loss of generality, 
each configuration of M, has at most two successors. A deterministic machine can 
simulate M3 by examining its computation tree by depth-first search. At each 
branch of the search, save on a stack the number of the successor taken (0 or 1). At 
an answer-query configuration, also save the query answer (found as given below). 
To back up the search, reconstruct the previous configuration by following the 
branchings on the stack. When all children of a node of the computation tree have 
been found to accept or reject, the node is determined. Query bits are written to a 
work tape as they are encountered. At an end-query configuration, the partial query 
string found so far is delimited by a non-query symbol. When the subtree below the 
end-query has been searched, the delimiter is removed and the query string con- 
tinued. When an answer-query state is reached, the query string is copied to the 
query tape and the answer obtained and saved on the search stack. The search 
takes space t for the stack of branchings, and the number of query symbols saved at 
one time is also at most t. Hence the simulation runs in space O(t). 
Part (c) is essentially identical to the unrelativized case [9]. Note that a non- 
deterministic machine must be deterministic within a query “tree”: V is disallowed, 
and conditional branching gives an alternation. Hence we may assume that the 
machine being simulated keeps a copy of the query string on a work tape. The only 
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further modification to the unrelativized simulation is that the query is asked when 
an answer-query step is simulated. 
Part (d) follows immediately from (b) and (c). 1 
3.3. The Unbounded Query Variant 
We now consider the variant which arises from excluding query length from the 
time bound. Since APA = PSPACEA for all A is desired, unbounded-length write- 
only query tapes are necessary for space-bounded machines. Then both classes 
allow an exponential number of exponential length queries, but query interdepen- 
dence is still a problem. An AP-machine query can depend on an exponential 
amount of information about the oracle set, but a PSPACE-machine query cannot. 
There are several slightly different ways to solve this problem. The model used here 
reduces to the oracle stack model of Wilson [41] in the case of deterministic and 
nondeterministic space-bounded machines. Some variations on the model will be 
discussed at the end of this section and in the next section. 
The new feature of the model is that one query tree may include another. If a 
start-query state is encountered withing a query tree, the old query is suspended 
and a new query begun. The new query tree extends to an end- or answer-query 
configuration, as usual. The end- or answer-query state reactivates the old query 
tree, which continues as if the intervening query had not occurred. This nesting of 
query trees may continue to any depth. Thus on a given branch of the computation, 
queries are pushed and popped as on a stack. If a configuration occurs within q 
nested query trees that produce query strings of lengths I,, I,, . . . . I,, it uses space 
C;=, max{ 1, log /,)-the space needed to give the length of each query-in 
addition to its work tape space. The time taken by any transition, including answer- 
ing a query, is one step. 
Complexity classes arising from this variant of the model are distinguished by the 
prefix “s,” signifying the oracle stack. 
THEOREM 3.2. For all oracles A and all space bounds s > log n and time bounds 
t > n, 
(a) sASPACEA(s) = Ur,O sTZMEA(2”), 
(b) sATZA4EA(t)csSPACEA(t2), 
(c) sNSPACEA(s) s sATZMEA(s2), 
(d) sNSPACEA(s) s sSPACEA(s2). 
Proof Part (d) again follows from (b) and (c). Part (b) is like the bounded 
query case except that each partial query is kept on the oracle stack instead of on a 
work tape. The additional factor oft in the space bound is entirely due to the oracle 
stack space. For part (a), we note that IJc,0~TZMEA(2CS)~ UC,,, TZMEA(2cs)r 
bASPACE(s) G sASPACE(s). The previous proof in the reverse direction is not 
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affected by the presence of the oracle stacks. Hence sASPACE(s) = 
UC>0 sTIME(2’“). 
Part (c) is also an enhancement of the unrelativized proof. As usual, the com- 
putation of M is split into equal-size pieces which are verified recursively in parallel. 
However, the nested queries must be separated from one another before they can be 
asked. 
The basic idea of the simulation is that an interval of the computation may be 
simulated by guessing the middle configuration using V-branching, and then verify- 
ing each half recursively in parallel using /\-branching. If the interval contains at 
most one query, the procedure applies with small modifications. The simulation is 
begun with a start-query state, and /j and V are replaced by conditional branching. 
When a single step is verified, the corresponding query symbol, if any, is written to 
the oracle. Each guess is verified on a test branch, and the main branch uses only 
the correct guesses. This ensures that only correct query symbols are written. Hence 
the query string constructed by the simulation is the correct one. 
The basic procedure requires that each query computation be simulated as a unit. 
In the presence of an oracle stack, an interval cannot necessarily be split in half 
without splitting a query computation. In such a case, the interval is split into three 
pieces-the first part of the main query, the interior query computation, and the 
remainder of the main query. The simulation of the interior query ends the first 
query, begins its own, and continues as usual. 
When an interval is split, two types of intervals can result. In the first case, two 
intervals of half the length of the original interval result. In the second case, there is 
an additional interval of possibly unreduced length whose stack depth is increased 
by one. Since the entire computation has at most 2” steps and the maximum stack 
depth is s, the computation can be split completely in O(s) steps. Because each split 
requires time O(s) to guess at most two configurations, the total time is O(s’). 1 
In the original version of these results [8], a slightly different model was used for 
the unbounded query case. Instead of a stack of queries, the model allowed 
arbitrary interleaving of queries, by the use of an index tape. When i is written on 
the index tape, start-, end-, and answer-query states apply to query i. If there are q 
queries in progress, of lengths I,, I 2, . . . . I,, the space used is Cy= r maxi 1, log ri} plus 
the space used on the work and index tapes. Thus if the machine uses its query 
tapes as a stack of queries, time and space are the same as for the oracle stack 
model. Compl’exity classes arising from this variant are distinguished by the prefix 
“4” signifying the multiple queries allowed at one time. 
Comparing the result of [S] to Theorem 3.2, we see that the two models are 
polynomially related. A direct simulation shows a tighter relationship. 
THEOREM 3.3. For all space bounds s and oracles A, 
mSPACEA(s) E sSPACEA(s2). 
Proof: Let M run in mSPACE(s) with oracle A. The simulation of A4 using an 
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oracle stack mimics M except that when a start-query configuration is reached, the 
answer is obtained immediately and the simulation is then continued from the start- 
query conliguration. Each symbol of the query string is obtained by a recursive 
simulation which begins at the start-query configuration and involves one less 
query tape. When the desired symbol is found, the inner simualtion is halted and 
any of its queries in progress are ended. The new symbol of the original query is 
then written and the next symbol obtained in the same way. Each level of the recur- 
sion saves a start-query configuration and the number of the query symbol to be 
determined and pushes one query onto the stack. The maximum recursion depth is 
at most the number of query tapes. Hence the space used by the simulation is 
asZ). I 
Other relativizations of results connecting serial and parallel computation have 
been obtained by Wilson [41]. He proposed a model for relativized circuits and 
investigated relativizations of NC, E L and NL E NC. His model allows polynomial 
query interdependence for NC,. Hence NC: E LA fails in the standard models for 
space bounds. This failure led to the introduction of the oracle stack model for 
deterministic and nondeterministic space-bounded machines, in which NC: G LA E 
NLA c NC< for all A. 
The multiple query model also behaves nicely with respect to circuits. 
THEOREM 3.4. For all oracles A, mNLA G NC:. 
The proof is essentially the same as for sNLA E NC;’ [41] and is omitted. 
To conclude this section, we mention a seemingly contradictory result. Alter- 
nation machines with parallel queries, including the models considered here, have 
been considered independently by Orponen [29]. The main result of that paper is 
that a parallel query model cannot satisfy APA = PSPACEA for all A. This seems to 
contradict Theorems 3.1 and 3.2. The discrepancy between these results occurs 
because the model of relativized PSPACE used in [29] is too powerful. In fact, 
EXPSPACE E PSPACEA for all A 4 { 0, C* }. The model uses multiple query tapes 
in the same way as the mSPACE model discussed above. However, the only space 
charged to queries is the space used on the index tape; thus exponentially many 
simultaneous queries are permitted. If a E A and b $ A for some a and b in C*, then 
writing a or 6, respectively, to a query tape is equivalent to storing a 1 or 0, respec- 
tively. Hence EXPSPACE c PSPACEA. 
4. DETERMINISTIC ORACLE MACHINES 
In this section we consider the effect of the new models on deterministic com- 
putation. We consider primarily the oracle stack model and the related multiple 
oracle tape model, both for space- and time-bounded machines. In particular, we 
consider the remaining simulations from Section 2. 
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4.1. Space- Bounded Classes and Polynomial Time 
We now investigate the possible relations of relativized L, P, and PSPACE. First 
we show that certain queries cannot be asked by space-bounded machines. 
Let x be a string and A be an oracle. Let &,(A, x) = x, and for i = 1, 2, 3, . . . . let 
ci(A,X)=ri-,(A,X)l if5,-,(A,~)EAand~,(A,X)=~~-,(A,x)Oif<~-,(A,x)#A. 
Let Z(x)={B:Vy(y~Bo3i<,(B,x)=yl)}. 
LEMMA 4.1. Let h4 run in mSPACE(s), andfix k such that A4 has at most 2ks(n) 
configurations on inputs of length n. Fix an input string x of length n and an oracle A 
such that for some string y, yz 4 A for all strings z. Then there is a set BE .Y( y) such 
that zB = t2ksdBp Y) is not the query string of any query made by M on input x with 
oracle A v B. 
Proof. We recall that a configuration of M includes the answers to all pending 
queries. Hence a configuration determines the rest of the computation (for a given 
oracle). 
Suppose that MA ” B asks query yz. Let zO = z. For i = 1,2, . . . . let zi be the longest 
initial substring of z such that M asks yzi during the formation of query string 
yz,- 1 before the bit of yzi-, representing the answer to yzi is written to the oracle 
tape. Let j be the largest integer such that Zj exists. Because the query computation 
for yzi is nested within the query computation for yz,, , , j < s(n). For fixed A, given 
that BE E(y), zi is determined by the start-query configuration of MA”’ that 
produces zi as its query string together with the answers to yz, E? B for i < 1 d j, as 
is easily proved by induction on i-j. Hence z = zO can be described in (k + 1) s(n) 
bits and is not Kolmogorov random with respect to A. The result follows. u 
Using the lemma, we can easily obtain separation of P from NL, and, in fact, 
from the log-space oracle hierarchy. Let rnc? A = mNLA and rnZf$ = rnNLLbA for 
i> 1. 
THEOREM 4.2. For all k, there is an oracle A such that 
PA - mSPACEA(nk) # 0. 
COROLLARY 4.3. There is an oracle A such that for all i, 
rnZF A # PA, 
and hence 
SCy #PA. 
ProoJ Let gA = {x: cd+~(A, x) E A} E PA. A straightforward diagonalization 
using Lemma 4.1 produces an A for which gA# mSPACEA(nk). Since for all A, 
mCFA E mSPACEA(log2 n), the corollary follows. m 
Showing containment of polynomial space in polynomial time is more difficult. 
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CONJECTURE. There is un oracle B such that PB = mPSPACEB. 
A proof of the conjecture might begin as follows. Let M,, M,, . . . be an 
enumeration of all mPSPACE oracle machines, where Mi has at most 2p1(n) con- 
figurations on any input of length n. For a string x, let x’ be the string resulting 
from doubling each bit of x. Then define B such that Mi accepts x with oracle B iff 
5 2p,(,x,jz(B, O’lx’Ol)~ B. 
The difficulty with this outline is demonstrating that B can exist. There are many 
pairs (ii, xi), (i2, x2) of machines and inputs such that M,,(xi) asks part of 
[(Oi21x;Ol) and Mi2(x2) asks part of ~(O”l~~01). Hence the relevant parts of B 
cannot be set independently. 
The remaining cases for the multiple oracle tape model are easily shown. 
THEOREM 4.4. There are oracles C and D such that 
sLC = PC 
and 
PD # sPSPACED. 
ProoJ C can be any P-complete set. D is obtained by a standard 
diagonalization. 1 
In the case of the bounded query model, we have 
THEOREM 4.5. There are oracles A, B, and C such that 
PB = bPSPACEB 
and 
u CFc # bPSPACEC. 
A is obtained by the usual construction. B may be any PSPACE-complete set. 
The existence of C was shown by Yao [42]. 
No oracle is known to equate bL and P. There is an oracle A for which P E bLA 
iff P G nonuniforml. This would imply a unary P-complete set. We conjecture that 
if L # P then bLA #PA for all oracles A. 
A result of the opposite kind holds in the case of L versus NL. 
THEOREM 4.6. If L = NL, then mLA = mNLA for all oracles A. 
Proof: We follow the proof for bL versus bNL given by Rackoff and Seiferas 
[32] and for sL versus sNL by Wilson [41]. 
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Let M, run in mNL with oracle A. On input X, M, has polynomially many start- 
query configurations oI, 02, . . . . 6,. Let M; be an NL machine, using no oracle, 
which on input (x, y) simulates M1 on input x. When Mi enters conliguration gi, 
M’, uses the ith bit of y as the answer. 
Since I, = NL is assumed, there is a deterministic machine M; which accepts 
Y(M;). To simulate Mf in mLA, simulate Ml. When M; needs a bit of y, answer 
the corresponding query of M,. Since M, is deterministic during a query, the 
simulation runs in deterministic log space. 1 
4.2. Time-Bounded Oracle Machines 
We now consider deterministic time-bounded oracle machines. In one commonly 
used model (see, e.g., [20]), query strings are written on one of the work tapes, 
with the symbols to the right of the tape head at the query-asking step forming the 
query string. Another possibility is to have a separate oracle tape, which contains 
exactly the query string. The two models are different-the language 
(x: &,,(A, x) E A} is easily accepted in O(n) steps with a separate oracle tape, but 
requires Q(n’) steps if the query is written to the right of a work-tape head. The 
extra time is required because the tape head is forced to scan the entire query string 
between each query. 
In the new models, query symbols are written in order and are erased when the 
query is made. Hence the time used is lower bounded by the sum of the lengths of 
all of the queries. If this time bound is added to either of the standard query 
mechanisms, both are equivalent to the new models. The extra time charged to a 
query is, to within a constant factor, the time needed to copy information from one 
query mechanism to the other. Because the symbols of a query string must be writ- 
ten in order in the new model, the model using symbols to the right of the tape 
head can directly simulate an oracle stack. Thus the bounded query and oracle 
stack models introduced in the previous section are equivalent for deterministic 
time-bounded machines. The multiple oracle tape model, however, is strictly 
stronger, because the index tape allows a random-access memory. 
The erasure of query strings allows certain simulations. 
THEOREM 4.7. For all oracles A and time bounds t, 
1-tape-bTIMEA(t) c sSPACEA(&). 
Proof. We generalize the unrelativized proof in [ 191. Let M run in time t with 
oracle A using only one work tape. The work tape of M can be divided into blocks 
of fi cells such that the number of times the head of M crosses a boundary during 
the computation is at most fi. This holds because there are fi choices for the 
alignment of the blocks. The crossing sequence for a block boundary is a list of the 
state of the control and the answer to the query in progress at the times when the 
boundary is crossed. The total length of all of the crossing sequences is O(A). We 
give a simulation of M assuming that the block boundaries are known. The actual 
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simulation tries all possible divisions into blocks of size fi until the correct one is 
found. 
Given the correct crossing sequence, the computation of A4 in each block can be 
verified independently in space J t. The initial contents of the block are determined 
by the input. The state of A4 when the block is entered is given by the crossing 
sequence. If a query is in progress when the block is entered, the answer is also con- 
tained in the crossing sequence. Queries written entirely within the block can be 
asked as usual. Hence the computation of M can be carried out until the crossing of 
a block boundary. In the absence of queries, simulating each block separately and 
checking the exit states is sufficient to check the correctness of the crossing sequen- 
ces and thus to simulate the entire computation. If a block boundary is crossed 
while a query is being written, however, the purported answer to the query is not 
verified, and the simulated computation may be incorrect. 
The complete simulation follows the computation of M step by step. Query sym- 
bols are written to the oracle tape of the simulation as they are written by M. When 
a block boundary is crossed, the old block is discarded, and the new block is 
reconstructed as above. The current query string is pushed during the reconstruc- 
tion and popped to continue the simulation. The state of M is recorded in the cross- 
ing sequence for the boundary. When the current query is finally answered, the 
answer is recorded in the crossing sequences for all of the boundaries crossed while 
it was being written. Crossing sequence information written by the simulation will 
always be correct, but the total size of the sequences may grow too large. In that 
case, restart the simulation with new block boundaries. Since some choice of block 
boundaries leads to crossing sequences of total length at most fi, the simulation 
uses space O(A). 1 
We note that the simulation never used more than two levels of the oracle stack. 
Thus it also holds if the oracle stack is replaced by the fixed-tape model of Lynch 
[25]. The next result uses only a single oracle tape in the simulation. 
THEOREM 4.8. For all oracles A and time bounds t, 
sTZA4EA( t) E sSPACEA( t/log t). 
Proof We indicate the required modifications to Adelman and Loui’s [ I] sim- 
plified proof of the unrelativized case. Call a query string of length more than $ log t 
long and other queries short. Before beginning the simulation, save space for the 
answers to all fi short queries and to 2r/log t long queries. Because the query 
strings are erased after being asked, this is sufftcient for all of the long queries. Then 
set up the O(t/log2 t) windows of length O(log t) each. In addition to the usual 
information for each window, save space for one short query and a counter of 
length log t. The query symbols which will be saved are the last t log t to the right 
of the head on the simulated oracle tape. The counter is used to keep track of the 
number of long queries that have been completed prior to the time being simulated 
by the window. 
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Now begin the simulation as usual. As necessary, update the current window’s 
copy of the end of the simulated oracle tape. When the most advanced window 
simulates a step which writes a query symbol, that symbol is written to the actual 
oracle tape. Windows which are recomputing old data ignore query symbols. 
When the simulated machine makes a query, there are three cases. If the current 
window is the most advanced one, answer the query which has been accumulated 
on the oracle tape and save the answer in either the list of short queries or of long 
queries, as appropriate. Increase the count of long queries if necessary, and con- 
tinue with the simulation. If the current window is not the most advanced, but the 
oracle tape head is within ) log t of the right end of the tape, the entire query string 
has been saved with the current window. Obtain the answer from the table of short 
queries and continue with the simulation. If the query string is longer than $ log t, 
use the next answer from the list of answers to long queries and increment the 
counter for the current window. 
The original analysis [l] of the work space requirements of the simulation goes 
through unchanged. The oracle tape is used only by the leading window of the 
simulation, for queries of length at most t. Thus the simulation is in space 
O(tllog t). I 
We have already noted that the erasure of query strings for time-bounded 
machines is necessary for the previous two simulations. They also hold if both the 
time and space-bounded machines keep their query strings after the query is asked. 
In that case, however, space-bounded oracle machines may run for an arbitrarily 
long time, and ask arbitrarily long queries, before halting. 
The erasure of queries is also important in simulation of multihead machines by 
single-head machines. 
THEOREM 4.9. For all oracles A and all time bounds t, 
multihead-bTIMEA( t) E bTZh!fEA( t). 
Proof: The unrelativized simulation [ 121 keeps a representation of each tape of 
the original machines. Hence when a query is asked, the simulation can recover the 
query string from the copy of the oracle tape in time proportional to the length of 
the string. B 
4.3. Log-Space Oracle Hierarchies 
We now consider various log-space oracle hierarchies. The hierarchy resulting 
from the bounded query model collapses to NL. The hierarchy resulting from the 
unrestricted query model [24] duplicates the polynomial-time hierarchy (see [33]). 
The deterministic query model was introduced [33] because it gives an apparently 
noncollapsing hierarchy which is provably contained in P. The oracle stack and 
multiple-query models of this paper also give such a hierarchy. We will also con- 
sider the possibility of allowing a fixed number of oracle tapes. 
The fixed-tape model is a combination of the models of [25] and of [33]. It 
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allows a machine to have a fixed but arbitrary number of query tapes; on each tape 
a separate query is written. When a query is asked, the query string on that tape is 
erased. The machine must operate deterministically if anything is written on any of 
the query tapes. Denote by dkLA (resp. dkNLA) the languages accepted by deter- 
ministic (resp. nondeterministic) log-space machines using k tapes for oracle A. Let 
d,LA=U,d,LA and d,NLA=U,d,NLA. We will also use d,L(A) and dkNL(A) 
as synonyms for dkLA and dkNLA. Let dkCf = NL, d,Z,L,, = d,NL(,Z,L) and 
d,AiL; r = dk L(CF) for iZ 1 and k = 1,2, . . . . w. SC:, SAL , rnZf, and mAf are defined 
similarly. 
The hierarchies resulting from an unbounded number of oracle tapes have some 
unexpected properties. 
THEOREM 4.10. If A is NL-hard with respect to mL reductions, then 
mNLA = mLA. If A is NL-hard with respect to SL reductions, then sNLA = sLA. 
COROLLARY 4.11. For all i 2 2, s.Ef = sAf and mCf = mAf. 
Proof: Let A4 run in mNL with oracle A. Acceptance of MA on input x is 
reduced to an instance of the graph accessibility problem (GAP) which is then 
reduced to A. 
We give a mLA transducer M2 which produces the instance of GAP for MA(x). 
For each configuration a of MA(x), M, outputs an edge from ~1 to each of its suc- 
cessors. If a is a start-query configuration, M2 answers the query in order to deter- 
mine the successors. Since A4 writes queries deterministically, M2 is deterministic. 
Let M3 accept GAP E NL in mLA. To determine acceptance of MA(x), run M, on 
the output of M,. Restart M2 when M, backs up on its input. The space used is the 
sum of the space used by M2 and Mj, which is O(log(n)). Note that the simulation 
uses one more oracle tape than M. 
The same proof suffices for sL versus sNL. 1 
For most complexity hierarchies, equality of a ,Z class and the corresponding A 
class would imply the collapse of the hierarchy from that point. This seems to fail in 
the case of mZf and sZf. 
For a fixed number of oracle tapes, the level of a language in the hierarchy may 
be reduced by adding more tapes. 
COROLLARY 4.12. For all i 2 3 and k > 1, 
COROLLARY 4.13. For all i, 
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Proof. The previous proof shows that 
From Theorem 4.1 of [25], this is contained in dCk+ ,jZ~(d~~;P.--2) E dCk+ i#i~_ 1. 1 
5. CONCLUSION 
We showed that the relativization thesis fails if the standard models of oracle 
machines are used, particularly in the case of space-bounded machines. Many 
models of space-bounded oracle machines have been proposed, but none preserves 
the known relations among space-bounded classes and between them and time- 
bounded classes. 
The nonrelativizability of simulations in the previous models was shown to be 
due to a difference in oracle access for the various machines. For a large class of 
machines, inequality of oracle access was shown to be the only reason why a 
simulation of one class by another could fail in the presence of an oracle. 
We attacked the problem of determining the proper model for space-bounded 
oracle machines by considering alternating oracle machines. A parallel query 
mechanism was defined for alternating machines. The resulting model preserves the 
known relations between alternating time and deterministic space and between 
alternating space and deterministic time. Two different variants of the model are 
possible, which give quite different models for deterministic space. 
The importance of the new model goes beyond alternating machines. In the new 
model, oracle tapes are erased when a query is asked. This property changes the 
model of deterministic time-bounded machines and makes possible certain 
simulations of time-bounded machines which fail in the usual model. The 
containments multiheadTIME( t) E TZME( t), I-tapeTZME( t) c SPACE(&) and 
TIME(t) c SPACE(t/log t) fail in the presence of an oracle if the query strings are 
not erased, but hold in the new model. 
Simulations in the new models are summarized in Table II. From the table, the 
oracle stack model seems better than the bounded query model. However, the table 
is biased, in that nontrivial simulations of time by space are included. A nontrivial 
simulation of space by time could not hold for all oracles in an unbounded query 
model, although it might in the bounded query model. 
The speedup of deterministic time by nondeterministic time [30] still does not 
hold in the presence of an oracle, because of the length of query strings. If queries 
are restricted to length t’ es for E > 0, however, the simulation holds for any oracle 
c401. 
In the case of pushdown and stack automata, no properly relativized model has 
yet been defined. The difliculty is to determine how the pushdown and the oracle 
tape should be integrated. Existing models usually consider auxiliary pushdown 
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TABLE II 







NSPACE(s) c TIME(2°‘“‘) [lo] 
NSPACE(s) c SPACE(?) [34] 
P&SPACE(s) c SPACE(s’) [21, 71 
I-tapeTZME(f) E SPACE(&) [19] 
TME(f)rSPACE(f/log(f)) [18, l] 
ASPACE = TIME(2°‘S’) [9] 
ATIME(fO”‘) = SPACE(fo”‘) [9] 
NAuxPDA(s) c TZME(2°“‘) [lo] 
TIME(2°‘“‘) 5. AuxPDA(s) [lo] 






















machines, and relate the oracle tape to the standard work tape. The power and 
limitations of the pushdown are not reflected in the oracle accessibility. 
Other open problems concern the oracle stack and multiple tape models. We 
have shown that bounds in the two models are quadratically related, but the exact 
relationship is not yet determined. The log-space oracle hierarchies resulting from 
the two models also need further study. 
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