Affective Engineering is increasingly being used to describe a systematic approach to the analysis of consumer reactions to candidate designs. It has evolved from Kansei Engineering, which has reported improvements in products such as cars, electronics and food. The method includes a semantic differential experiment rating candidate designs against bipolar adjectives (e.g. attractive-not attractive, traditional-not traditional). The results are statistically analysed to identify correlations between design features and consumer reactions to inform future product developments.
traditional). The results are statistically analysed to identify correlations between design features and consumer reactions to inform future product developments.
A number of key challenges emerge from this process. Clearly, suitable designs must be available to cover all design possibilities. However, it is also paramount that the best adjectives are used to reflect the judgements that participants might want to make. The current adjective selection process is unsystematic and could potentially miss key concepts. Poor adjective choices can result in many problems, including:
• Participants misinterpreting an experimental question.
• Adjectives with similar meanings causing results to cluster around a particular response.
• Participants confused by unfamiliar adjectives that can be difficult to consider in the required context (for example, is this wristwatch 'oppressive'?).
This paper describes a process that addresses these problems by enabling principled identification of a suitable set of adjectives for use in an affective engineering study in the context of branded consumer goods.
We illustrate our description of the entire concept expansion and reduction process by means of an industrial case study, completed in February 2006 for a commercial client, in which participants were asked to evaluate different designs of packaging for a laundry product. The paper concludes by describing the important advantages that
Introduction
It is important for economic success that companies have a robust and effective product development process to drive innovation and deliver new products to market. This is even more critical in the mature and competitive Fast Moving Consumer Goods (FMCG) market as it is well known that over 80% of new products fail. Many different approaches are used to generate new products, the most successful of which use consumer insights and opinions to evaluate prototypes and ideas. This clearly is important in this market where functionality and ergonomics are market entry characteristics and demanding consumers desire appealing products that complement lifestyles and aspirations.
However, many of the current consumer-based methodologies are founded upon qualitative techniques and require significant subjective interpretation to turn the data into product designs. Affective Engineering is gaining credibility as a method to evaluate candidate designs against consumer perceptions to deliver products that elicit positive consumer reactions and thus increase desire and purchase intent.
The field has its roots in Kansei Engineering , which has reported improving products as diverse as footwear (Solves, et al, 2006) , and cars (Nagamachi, 1999) . The core of the method is a semantic differential experiment involving demographically-selected participants who are asked to rate candidate designs against a series of bipolar adjectives (e.g. attractive-not attractive, traditionalnot traditional). The results of the experiment are analysed statistically to identify the design features that most correlate with the positive consumer reactions. These knowledge-based rules can then inform future product development.
A number of key challenges emerge from this process. Clearly, it is vital that suitable designs are available to span the breadth of design possibilities. However, it is also paramount that the best adjectives are used to describe the product and its desired brand identity accurately and to reflect the judgements that participants might want to make. Odd or mistargeted adjective choices can result in a range of problems, including:
• Participants misinterpreting an experimental question resulting either in a flat distribution of responses or 'double peaks' that evidence two separate interpretations.
• Adjectives with very similar semantic meanings artificially causing results to cluster around a particular response, leading to too much weight being accorded to a single feature
• Participants being either 'led' or confused by adjectives that are unfamiliar to them, or difficult to consider in the required context (for example, is this wristwatch 'oppressive'?).
At the moment, adjectives are selected in an ad-hoc manner, either by talking to potential consumers and designers or by searching trade press and relevant literature . These approaches are relatively unsystematic and rely upon trial and error to avoid problems, thus words may be missed that represent key parameters for informing product design. This issue is especially relevant when designing FMCG products and their packaging as the influence of brand is a key aspect of the process and no method currently exists to ensure that this is represented in the adjective set.
This paper describes a process that addresses these problems by enabling a structured method for principled identification of a suitable set of adjectives for use in an affective engineering study in the context of branded consumer goods.
Affective Engineering Support for Product Development
Analysis has shown [Childs 06 ] that most large companies run similar product development processes, which are broadly reflective of classical engineering design theories. However, this work also showed that the boundaries between the development stages are not common. Figure [ 1] shows this common process although it does fail to demonstrate the iteration within and between stages.
Although the analysis showed that there was general agreement on the product development process, the tasks carried out (or knowledge required) by the different companies at the different stages of pack development varied depending on the strategic goal of the development process, these can be categorised as:
 Creating a new market, with a step change innovation  Targeting a gap in the market,  Extending an existing brand, with a new product  Refreshment, of an existing brand and product
Currently the voice of the consumer is integrated into this process largely using qualitative research techniques such as focus groups & observations, however there are issues over both the reliability of this research and how it is interpreted by the development team leading to costly development iterations and potentially market failures.
It is important that companies listen to their consumers in a structured manner and design their products to appeal and this requires:
-A multidisciplinary team with skills in consumer understanding (lifestyle preferences etc.), functional requirements (product containment etc.) and design to creatively link the consumer needs to pack capabilities in an appealing way.
-A process for consumer testing that can quantitatively elicit needs to feedback into the design process -Opportunity for iteration to ensure that the concept is fully in line with consumers needs. 
Identification of Relevant Adjective Set

Selection of Appropriate Seed Words
The first step in producing a list of adjectives reflecting a product's brand identity is to establish the initial field for exploration. An FMCG product can be described in terms of the triad of functional qualities of the product itself, its pack and the brand equity. For instance, in terms of a product's functional qualities, people buying a washing powder consider characteristics such as cleaning clothes, perfume, retaining shape and colour, etc. In terms of the pack, washing powder comes in boxes (usually cardboard), which have different important qualities, such as its size and shape and, how easy it is to grasp, etc. A branded washing powder can be described through the system of values that brand owners attribute to potential buyers, such as caring for the family, or in terms of the product's 'personality', such as engaging, genuine.
Original lists of functional qualities and packaging words can come from general knowledge about the domain or from market research, which identifies a list of benefits or characteristics that consumers treat as being important qualities of a product when buying and using it. The source for building the list of brand-specific concepts for a branded product is a strategic branding statement which outlines the company's vision of how the product can be made to appeal to consumers, and how they perceive tangible and intangible characteristics of the product.
The resulting set of principles that used to evaluate products therefore derive from a triad of characteristics, deriving from the pack, the overall function of the product, and the desired brand position. These characteristics may be captured in a single word, a phrase, or even a paragraph (from 'soft' to 'ensures no static cling'. From these characteristics, 'seed words' 1 must be derived to begin the process of developing a set of adjectives for evaluation of the product. The resulted list of seed words consists of about 50-70 words and captures the company's perception of qualities that people consider as a basic requirement of the total product that they buy and the differentiator that makes one product better than the other for their purposes. However, the list of seed words is not ready for Affective
Engineering experiments, as it suffers from problems both in precision and recall.
From the viewpoint of recall, there can be many other expressions, some of which are more suitable. From the viewpoint of precision, the list of seed words can include concepts with inherent ambiguity, which may not immediately be clear to the participant.
Extension of Seed Words List
In this step we improve both recall and precision of the seed word list by comparing it against examples of real language use. The source for language data in the current study is the British National Corpus (BNC), which is a 100 million word collection of texts from a wide range of sources, designed to represent a comprehensive picture of how British English is used (Aston, Burnard, 1998) . Recall can be improved by extending the list with other words that are used in similar contexts, while precision can be improved by taking words that stand out in the original list as they do not share many contexts with others.
Automatic detection of similar words is based on the distributional similarity hypothesis (Harris, 1985) , according to which two words have similar meaning, if they (Manning, Schütze, 1999) .
The advantage of the first approach is that it can be efficiently applied to large-scale dynamically changing corpora (as it is based on a relatively small number of topical patterns), but it requires either development of elaborate parsers to apply patterns to running text or an additional step for extraction and evaluation of suitable patterns.
The second approach produces high-quality lists automatically, but it is computationally expensive, because most typically the dimensionality of the vector space is huge. For instance, in our case we wanted to collect statistics on the most typical environment for every sufficiently content word, so we restricted it to words with a frequency above 50 in the BNC, which leaves us with the feature space of about 35,000 items (examples of words at the bottom of our frequency list are:
imprudent, tarragon, uprating).
To reduce the dimensionality of the feature space we performed Singular Value Decomposition (SVD) of the resulting matrix of collocates following the procedure designed by (Rapp, 2004) . SVD-based transforms were also used in latent semantic analysis to compute the similarity between terms in documents (Landauer, et al, 1998) . However, in our case we do not deal with terminology, so our matrix is based not on the co-occurrence of words per document, but on the strength of collocations between words in their contexts.
SVD transform involves decomposition of the initial matrix of word co-occurrence
, in which ∑ is a diagonal matrix containing singular values of the original matrix M (Berry, et al, 1999) . The selection of k largest singular values of ∑ gives a reduced dimensionality space, in which the original nxn matrix of correlation between content words can be approximated by nxk matrix, in which vectors for n words (35,000 in our case) contain only k features (300 in our experiment). This reduces the dimensionality substantially without loosing information about the relationship between words.
For each word in the original seed list we produce its simclass consisting of about 20 words, which SVD-reduced vectors have the closest distance to the vector of the source word according to the cosine metrics. For instance, love produces the studies. This is because it uses a thorough but thesaurus -based approach rather than considering how a word can be used in natural language,
The ambiguity from the BNC output can produce two unrelated strands in their simclasses, such as the simclass of spirit (because of corpus processing words are in the lower case):
2. god (0.453), jesus (0.424), holy (0.403), divine (0.389), faith (0.377), soul (0.366), christ (0.350), cider (0.339), whisky (0.330), sin (0.328), grace (0.326), heaven (0.326), sherry (0.323), wine (0.315), apostle (0.311), lager (0.310), prophet (0.307), demon (0.307), blessing (0.302) The most frequent collocates of bottle also refer to the content (most typically beverages):
drink half a bottle of brandy, buy a bottle of Scotch, an empty vodka bottle, with occasional milk or hot-water bottles. In 100 million words of the BNC there are only seven examples of bottle combined with shampoo, none of which really evaluates qualities of the pack. This confirms the position of branding agencies that "the pack communicates the product and the brand", so no evaluative words could be generated from the packaging description as such.
In further studies we concentrate on Product and Brand seed words exclusively. In both cases the aim is to generate an exhaustive range of language, the wider the range of language the better. The range of words that are used to describe the product creates its semantic space (see Figure 2) 
Adjective Reduction Process
The next task is to reduce the list back down to the 10 or 20 best candidates that can be presented to participants in semantic differential experiments. Given that the process as described so far can generate several thousand words, the accuracy of the reduction process is crucial -it is important to ensure that the more insightful and useful words remain in the list, while those that are less descriptive of important qualities of the pack, function of the product, or brand are removed. It is also vital to remove words that are obscure or may be unknown to participants, that have more than one relevant interpretation, or that are simply difficult to apply to products of the nature of that being tested. Any such words would introduce error and noise into the data produced from this process.
Manual Application of Expert Rules
As yet, no automatic process is available to reduce the burden of the task to remove unsuitable words from the generated list. This manual process uses the application of a set of linguistically and grammatically informed rules, examples of which are given in Table 1 . This is a relatively easy process whereby each rule in turn is applied to the list of words and any adjective that violates the rule is removed.
After these rules have been applied, the adjective list is considerably shorter, and many of the words that are not central, or which are likely to produce confusion or error, have been removed. The next step reduces the list still further by re-applying the remaining words back to the set of keys resulting from the brand, product and pack description. In this step, we find that some of the words satisfy more than one such characteristic, which makes them strong candidates for inclusion in the test. This step may in some cases be the final one, as the words that are selected may be only those that satisfy more than one quality or criterion. In practice, however, it is also necessary to ensure that all the characteristics have one or more words that relate to them included in the test.
In practice, then, the selection process should include not only words that relate to more than one criterion, but some words that may relate to only one, but which are its sole representative in the test.
Adjective Candidates for Consumer Survey
All adjectives that claim more than one 'parent' quality are good candidates for use in the tests. However, further procedures that are sometimes necessary to reduce a still-overlarge wordlist down to the 10 or 20 adjectives that are manageable for participants, who are being shown a number of candidate designs and must make judgements about all of them. This step is done in collaboration with the brand owner, who has ultimate oversight of the final list. For example, although in our case study (see section 4 below) the adjectives 'tender', 'luxurious' and 'conventional' occurred in the context of more than one brand quality, the brand owner did not favour them and felt that other candidates were better. While this is a subjective step, it also relates to the fact that brand descriptions are not themselves perfect and do not always represent fully the character of the brand. In practice, the more specific and distinctive a brand description is, the more distinctive and representative the words that this process generates will be. A more general brand description is likely to generate less interesting and incisive words and less valuable results for the brand owner.
Illustrative Case Study
We illustrate our description of the entire adjective expansion and reduction process by means of an industrial case study, completed in February 2006 for a commercial client, in which participants were required to evaluate different designs of packaging for a cleaning product. Client confidentiality requires that only some representative words and results could be reported in this case study.
The aim of the study was twofold, 1. to investigate how the client's existing product packaging was perceived by customers in relation to other similar packs currently on the market; 2. to validate that the resultant adjectives from the generation and reduction process give robust and meaningful results, as defined by the client.
This description will unsurprisingly focus upon the results that relate to the second objective.
Identification and Reduction of Relevant Adjective Set
The first stage in the process was to identify a set of appropriate seed words for input into the system. The client, a linguistic expert and an affective engineering expert defined a set of seed words under the headings of product benefits, brand equity and packaging attributes. In this situation, packaging attributes did not result in any suitable adjectives and so will not be discussed any further within this case study.
These seed words were manually extended using the linguistically-informed process described in Section 2.2 to about 70 words, see Table 2 . The list of extended seed words were agreed with the client to ensure they accurately reflected the product and brand essence.
Each seed word was then input into the BNC as described in Section 2.2 to identify other adjectives that have similar lexical behaviour in naturally-occurring language. A list was produced of the most significant collocations for each sufficiently frequent word from 100 million words of the British National Corpus. The Singular Value
Decomposition method was used to group words that occur in similar lexical contexts.
Each seedword resulted in 10-20 significantly related words from the SVD method, representing the saturation of the semantic exploration for the product and brand attributes. Table 3 shows part of the relevant adjective set placed into columns under the heading of their original seed word. The numbers indicate the cosine semantic distance between the vectors of respective words in the resulted SVD matrix, this indicates the similarity between the derivative and original word, but is not used to discriminate in this methodology.
The next stage was to reduce the size of the relevant adjective set into the range of adjectives suitable for the Affective Engineering consumer study. This is achieved using the ruleset hierarchy and accompanying grammatical tests as described in
Section 3. Table 4 shows a representative selection of adjectives that were removed along with the rule violation reasons.
At this point there were still a few hundred adjectives representative of attributes of the product/brand/pack which met the basic criteria for evaluating objects. The adjectives that occurred across several seed words were arranged into a matrix, a sample of which is shown in Table 5 . This shows the Relevant Adjective Set after the reduction process and relates these to the original seed words that they were extracted from. This facilitates the selection of appropriate adjectives for the Affective Engineering survey. Adjectives that have multiple roots test more than one concept and can reduce the number of questions required. The client must be confident that all the relevant brand, product and pack attributes are covered by the adjectives and this matrix can be used to ensure this occurs.
The final adjective list for the consumer survey is highlighted in 
Consumer Survey
To validate the process described, the selected adjectives were carried forward into a full consumer survey. 3 additional adjectives were added to test whether the selection process was discriminatory. These were chosen because they represented concepts that the client was keen to include and were:
Related to judgments that associated interacting with a product over an extended period of time, which is clearly outside the scope of the survey.
Although it was interesting to find out that 'perceived functionality' judgements were able to be made purely from a visual stimulus.
 'passionate' -(violation of Rule XI)
Related to how a user can feel towards something rather than what the object suggests.
A set of 10 prototype samples were used for the study with all graphics branding and colour removed in order to constrain the evaluations to pure shape. Figure 3 shows an example sample used for the study.
50 female participants took part in the experiment between the ages of 35-50 who were all frequent users of premium products within the market sector and who all considered added value aspects (brand promise, smell and other detailing) important.
They were asked to complete a semantic differential experiment and rate each sample again the list of predefined "good" adjectives and the test adjectives. Figure 4 shows a typical semantic differential questionnaire as completed in this survey.
Discussion of Results
The participants' scores were compiled, cleaned and statistically analysed and the results were interpreted several different ways in order to identify and interpret any underlying relationships that could indicate how changes could influence perception of the objects.
Multivariate Analysis
Using principle component (PC) analysis (with a varimax rotation and significance of eigenvalues greater than 1), the underlying similarities and relationships between the individual words and samples can be visually displayed in PC space.
In this case study the analysis gave 2 principle components, meaning that there are 2 sets of significant similarities perceived between the adjectival relationships to the samples, PC1 accounts for 68% of total variance and PC2 covers 21% of total variance. Figure 5 shows diagrammatically the semantic space with all sample scores plotted. The adjectives make different contributions towards the PC concept, i.e. an adjective that scored highly against a sample and is also a high loading adjective onto the PC is most significant in causing the samples overall score. This semantic space should be used in partnership with consumer preference reports and brand strategies to determine which aspects of the map provide the required direction of change.
Consensus in responses
Response distribution plots show the randomness of the participants' scores. If there is little/no significant perceived correlation between the evaluative adjective and the object then one of the following scenarios have been observed. The responses for this case study showed
(1) that the adjectives generated from the systematic methodology were all useful for evaluating objects, and there are differing degrees of consensus across different adjective and sample combinations which displays the ability of participants to use a set of evaluative adjectives to communicate differences in perceptual properties between the samples (2) the level of ambiguity had been lowered in comparison to previous studies (3) it could be anticipated that samples would improve their PC concept scores by improving an individual adjective evaluation score shown in the analysis (4) that the test adjectives were not suitable for the study scenario and provided no useful insights
Performance of Supplementary Test Adjectives
The principal component analysis highlighted that 'satisfying' and 'uncomplicated' did not relate significantly with any other underlying response, and further analysis showed that this was explained by the random response distributions across all participants. As these were included to test the adjective generation rules (they violated the linguistic ruleset) the fact that they have been of no use in this experiment goes towards validating the rules.
Passionate was also included as a test of the ruleset, but it loaded highly in PC1. A review of the response distributions for passionate showed that participants were able to make the interpretation of a 'not passionate' bottle, but were not able to relate passionate positively to any of the bottles, thus defining it as a poor choice of adjective.
Conclusions
Affective Engineering has evolved from Kansei Engineering developed over the last 20 years in Japan. However in this time no systematic and repeatable process has been documented for the definition of an appropriate set of adjectives used in the consumer survey. This paper reports a method for determining a list of adjectives that will reduce experimental bias, misunderstandings and confusion during the completion of the semantic differential questionnaire and thus improving accuracy and confidence in the results.
The process brings together the notion of natural word collocations in language usage to ensure extensive coverage of potential adjectives and a linguistically informed ruleset to remove inappropriate selections. The resulting adjective set was related back to the original seed words to identify the most suitable subset for use within the consumer survey.
The process has been illustrated by the application of an industrial case study.
Analysis of the results has shown that the process was able to define an adjective set that provided rational results ( as defined by the client) and all participants were able to complete the questionnaire with little confusion or misinterpretation. In addition the test adjectives, which were introduced to test the sensitivity of the process, all had issues with the data generated.
Further testing of this process on real industrial studies is required to ensure the suitability of the method in all situations.
If necessary, other large text collections can be used, including domain-specific ones, such as journalistic texts or evaluative language from blogs. The disadvantage of such collections is that they may not cover the language the respondents are exposed to in their daily lives, but the advantage is that include more words and collocations on a specific topic. The methodology is language-independent, so if there is a sufficiently large text collection in another language, such as a Webderived representative corpus (Sharoff, 2006) , it can be also used to do a study in another language and to compare word lists and customers' perception. This approach is better than straightforward translation of adjectives into other languages as semantic meanings can often differ widely in other countries. This clearly is an issue in the FMCG domain where the future lies in global branding.
had significant input into the definition of this process. Special thanks must go to the client company who provided the case study reported here. While 'friendly', for example, may be metaphorically extended to apply to inanimates, words such as 'enthusiastic' and 'unbiased are not.
Rule II
Remove adjectives that describe purely evaluative reactions.
For example, 'good' and 'nice' do not describe products, but people's feelings about them -and feelings of liking and disliking do not inform us about specific product-related reactions.
Rule III
Remove ambiguous adjectives.
For example, 'clear' might be a good word to refer to either a concrete or an abstract quality of products that promote cleanliness (such as clear skin) or that are themselves clear (as in without colour), but is frequently used to describe the clarity of an argument or a conclusion. 
