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En los últimos años, la población de los países desarrollados está sufriendo un 
envejecimiento continuado. De hecho, los mayores de 60 años representan ya el 11% de 
la población mundial, y se estima que este grupo de edad crecerá hasta el 18% en el año 
2050. La población de edades avanzadas necesitará, en el futuro, mayor atención 
médica, lo cual se traducirá en un mayor gasto sanitario. 
Los costes médicos crecientes se pueden reducir disminuyendo el número de visitas 
médicas a hospitales y centros de salud; esto se puede lograr empleando nuevas 
tecnologías que permitan realizar, por ejemplo, monitorización de personas mayores y 
pacientes en el hogar, evitando de esta forma tanto que los pacientes acudan a los 
hospitales, como la visita médica a domicilio. 
Este tipo de atención sanitaria se puede considerar útil en determinadas ocasiones, 
por ejemplo cuando existe una alta probabilidad de caídas y lesiones, como puede 
suceder con ancianos o pacientes con enfermedades neurológicas, como el Parkinson, la 
polineuropatía o la epilepsia, dado que la monitorización alertará al personal 
especializado de la ocurrencia de una caída, que podrá actuar justo en ese momento y 
acudir al domicilio del paciente. 
En la actualidad, la tecnología de telecomunicaciones se emplea ya en el ámbito 
médico para el diagnóstico y tratamiento de enfermedades, y para el cuidado general del 
paciente (telemedicina). Existen en el presente numerosas compañías comerciales que 
ofrecen sistemas de monitorización, así como dispositivos que posibilitan el continuo 
desarrollo de la telemedicina, y que permiten una comunicación inalámbrica con el 
centro de salud u hospital correspondiente. 
Objetivos 
El objetivo de este trabajo es detectar caídas de pacientes o ancianos en sus domicilios 
utilizando vídeos de cámara simple (sin información estéreo). Los objetivos específicos 
son: 
- Encontrar el fondo de la escena 
- Detectar los objetos de la escena 
- Hacer seguimiento a la persona en la escena 
- Detectar caídas de la persona 
- Emitir una alerta si se detectó una caída 
Materiales 
El hardware utilizado fue una computadora portátil Core 2 Duo de 2.4 Ghz, una 
computadora de escritorio Core i5 de 3.1 Ghz, y una cámara Sony SR-67. Además se 
utilizó un trípode grande de 82” y un trípode pequeño de 10”. Las librerías de software 
utilizadas fueron la librería OpenCV de procesamiento de imágenes y la librería 
FFmpeg para lectura/escritura de vídeo. Los lenguajes de programación utilizados 
fueron C#, C++ y C++/CLI. Para la interfaz de usuario se utilizó .NET Framework. 
  
Colecciones de datos 
Para el trabajo se utilizaron las imágenes clásicas Lena, Baboon, Peppers, Jelly Beans, 
House obtenidas de http://sipi.usc.edu/database/. Se utilizaron también las imágenes de 
entrenamiento de la colección de imágenes BSDS500. Las colecciones de vídeo 
utilizadas son la colección Wallflower, una colección de tres vídeos de detección de 
caídas grabada por el autor, y una colección de 24 vídeos de caídas obtenida de 
http://www.iro.umontreal.ca/~labimage/Dataset/.  
Arquitectura del Sistema 
El sistema de detección de caídas tiene cuatro capas: capa de interfaz de usuario, capa 
proxy, capa de dominio y capa técnica. El sistema está formado por dos aplicaciones: un 
detector de caídas y un programa supervisor que se encarga de recibir notificaciones 
sobre las mismas. El detector de caídas está formado por la capa de interfaz de usuario 
compuesta por la aplicación escrita en C# y una librería con un control de reproducción 
de vídeo en C#; la capa con librerías proxy escritas en C++/CLI, utilizadas para 
conectar el código en C# al código en C++; la capa de dominio con librerías escritas en 
C++ para gestión de archivos multimedia, umbralización y detección de caídas; y la 
capa técnica con las librerías externas de código abierto FFmpeg (que se encarga de 
leer/escribir vídeo) y OpenCV (que ofrece objetos para procesamiento de imágenes 
digitales). El programa supervisor está escrito en C#; utiliza el mismo control de 
reproducción de vídeo en C# y las librerías de lectura/escritura de vídeo del programa 
detector de caídas; puede mostrar la actividad del paciente si es necesario; y presenta 
vídeos de las caídas cuando éstas son detectadas, emitiendo además una señal audible 
indicando el nivel de alerta (alto o muy alto) de la caída.  
Métodos 
Para construir el sistema, se definió el Espacio de Color LRGB y se desarrollaron 
algoritmos de Umbralización de Color Multinivel, Detección de Caídas, y Detección del 
Paciente utilizando su ropa.  
Se define el Espacio de Color LRGB como un espacio de cuatro dimensiones 
formado por los siguientes componentes: un componente de luminosidad que 
corresponde al cálculo del Luma utilizando la recomendación ITU BT.601 (definición 
de la componente Y’ del espacio de color Y’UV); tres componentes de diferencia de 
color RGB calculados como la diferencia entre los componentes de color del espacio 
RGB y el componente de luminosidad calculado previamente. La transformación 
propuesta es reversible debido a que se utiliza punto flotante. También, permite 
transformar por separado los componentes de luminosidad y diferencias de colores en el 
espacio LRGB obteniendo una imagen nueva con la transformación inversa.  
El espacio de color LRGB permite definir coeficientes de escala que permiten 
identificar diferencias entre el fondo calculado y la imagen actual. Los coeficientes de 
escala permiten atribuir esas diferencias a sombras, variaciones de iluminación u objetos 
que se están moviendo en la escena. Estos coeficientes son utilizados en los pasos de 
modelado del fondo y detección de objetos del algoritmo de detección de caídas, que se 
explicarán más adelante. 
  
La Umbralización de Color Multinivel permite detectar los colores predominantes 
en la imagen especificando el número de niveles de umbralización. Se crearon dos 
algoritmos para esta tarea, llamados HAMCOT-1 y HAMCOT-2. Los algoritmos 
separan la imagen en sus componentes RGB y procesan cada canal por separado 
aproximando el histograma con funciones Gaussianas. Los umbrales son escogidos 
maximizando la suma de las distribuciones de probabilidad acumulativas separadas por 
cada umbral. Para la aproximación de las funciones Gaussianas se utiliza el método de 
descenso por gradiente. La diferencia entre los algoritmos es que el algoritmo 
HAMCOT-1 calcula cada umbral con dos funciones gaussianas, y el algoritmo 
HAMCOT-2 calcula cada umbral usando el histograma, además de las funciones 
gaussianas. Finalmente las imágenes umbralizadas de cada canal son combinadas para 
obtener una imagen a color. 
El procedimiento de umbralización antes descrito es utilizado en el paso de 
Detección del Paciente utilizando su ropa, que es realizado opcionalmente después del 
algoritmo de detección de caídas. 
El Algoritmo de Detección de Caídas tiene cuatro pasos para procesar cada cuadro 
de vídeo: modelado del fondo, detección de objetos, seguimiento a objetos y detección 
de caídas. Las constantes de estos algoritmos fueron encontradas tratando de maximizar 
la sensibilidad y especificidad de la detección de caídas. 
El modelado del fondo estima el fondo de la escena utilizando un fondo de prueba, 
un fondo verificado y un fondo final. El fondo de prueba se utiliza para calcular la 
probabilidad de que un píxel pertenezca al fondo. Para el algoritmo, se analiza cada 
posición (x,y) de las imágenes. Se verifica si la probabilidad del evento “píxel del fondo 
de prueba del anterior cuadro de vídeo corresponde con el píxel del cuadro actual de 
vídeo” es mayor a 90% o menor a 30%, considerando al menos 25 observaciones. Si es 
mayor a 90% y ocurrió el evento, el píxel se añade al fondo verificado, y si es menor a 
30%, se reasigna el píxel de prueba, haciendo que sea igual al píxel del cuadro actual de 
vídeo, y se reinician los contadores de cantidad de observaciones. Para obtener el píxel 
del fondo final, se utiliza el píxel del fondo verificado si es que se asignó previamente; 
caso contrario se utiliza el píxel del fondo de prueba. Para determinar el evento de 
prueba se utilizan los coeficientes de escala (definidos con el espacio de color LRGB) 
comparando el fondo de prueba con el cuadro de vídeo actual. Si estos coeficientes 
difieren hasta un 5% de 1 (1 ocurre en el caso de píxeles idénticos), se considera que 
hay correspondencia entre los píxeles. También se consideran cambios súbitos de 
iluminación: si es que hay una gran cantidad de diferencias entre el cuadro de vídeo 
actual y el fondo de prueba, se reinicia el algoritmo. Por otra parte, se consideran 
cambios graduales de iluminación si es que el evento de prueba ocurre en la posición de 
análisis, combinando el píxel del fondo de prueba con el píxel del cuadro de vídeo 
actual y el píxel del fondo verificado con el píxel del fondo de prueba, realizando un 
promedio ponderado con 0.9 y 0.1 como pesos. 
Para la detección de objetos, nuevamente se utilizan los coeficientes de escala 
comparando el fondo obtenido anteriormente con el cuadro de vídeo actual. Si estos 
coeficientes difieren hasta en un 9% de 1 (1 ocurre en el caso de píxeles idénticos), se 
consideran a los píxeles que cumplen con este criterio como parte del fondo. Caso 
  
contrario, se verifican tres condiciones que permiten determinar si los píxeles del cuadro 
de vídeo actual corresponden a una región de sombra, a una variación de iluminación o 
a objetos en la escena. La primera condición consiste en verificar si los coeficientes de 
escala tienen una diferencia absoluta entre sí menor a 0.25. La segunda condición 
consiste en que la proyección de los coeficientes sobre el vector (1,1,1) (corresponde 
con los coeficientes de escala de píxeles idénticos) es menor a 1/√3 . La tercera 
condición consiste en que la distancia entre los coeficientes y el vector (1,1,1) es menor 
a 0.8. Si las tres condiciones se cumplen, se considera que el píxel corresponde a una 
sombra o variación de iluminación. Si las tres condiciones no se cumplen y el píxel no 
fue clasificado anteriormente como fondo, se considera el píxel como parte de objetos 
de la escena. 
Para realizar el seguimiento a objetos, se realiza la correspondencia entre los objetos 
detectados en el cuadro de vídeo actual y el cuadro de vídeo anterior. Los objetos con la 
mayor cantidad de píxeles que se sobreponen entre los cuadros de vídeo indicados, se 
consideran como si fueran el mismo objeto. Para identificar los objetos se utilizan 
identificadores correlativos. Los objetos con un área mayor al 6% de la imagen se 
consideran como personas. Luego se determina el punto superior de la región de la 
persona, y se utiliza un algoritmo que determina el radio de la cabeza. El punto superior 
de la persona se utiliza para determinar la trayectoria de la cabeza y, posteriormente, 
detectar las caídas. El radio de la cabeza es utilizado posteriormente para traducir las 
distancias de píxeles a metros. Finalmente, se genera una imagen para presentar a los 
usuarios del sistema utilizando el cuadro de vídeo actual e indicando el área considerada 
como sombra o artefacto de iluminación, el área de la persona y el área correspondiente 
a la cabeza. También se genera una imagen con la silueta de la persona, utilizando color 
negro para el resto de los píxeles, para el paso de Detección del Paciente usando su 
ropa. 
Para realizar la detección de caídas, se utiliza la trayectoria de la cabeza de la 
persona y el radio de la cabeza que fueron encontrados en el paso anterior. Con la 
trayectoria de la cabeza se realiza una regresión lineal para estimar la velocidad de la 
caída. Los parámetros de la regresión son la velocidad inicial y la aceleración promedio. 
También se consideran los criterios adicionales de velocidad promedio y diferencia 
entre velocidades máxima y mínima. Posteriormente, se calculan intervalos 
considerando factores de escala que utilizan el radio en píxeles de la cabeza (obtenido 
en el paso de seguimiento a objetos) para escalar proporcionalmente los límites 
precalculados. De esta forma, los límites son independientes del tamaño de la imagen y 
de la distancia entre la persona y la cámara. Si los valores obtenidos se encuentran en 
los intervalos calculados anteriormente y el coeficiente de determinación es mayor a 
0.5, se considera que se detectó un evento de caída. 
La detección de caídas se realiza en cada cuadro de vídeo utilizando los datos de 
desplazamiento desde 0.63 segundos (es utilizado como referencia porque cualquier 
caída libre desde 2 metros de altura tardará ese tiempo como mínimo) anteriores al 
cuadro de vídeo actual. Como las caídas generalmente duran alrededor de un segundo, 
se generan múltiples eventos “caída detectada”. Después que termina la secuencia de 
  
eventos de caida, el programa detector de caídas envía el vídeo de la caída al programa 
supervisor, el cual produce una señal audible y permite observar el vídeo. 
El paso opcional de Detección del Paciente usando su ropa es realizado utilizando 
la umbralización de color multinivel. Este paso puede ser utilizado cuando el color de la 
ropa es uniforme, como en el caso de batas de hospital. Para este paso se utilizan dos 
parámetros de entrada: un color a buscar, y un porcentaje de área cubierta a buscar. Se 
considera únicamente el área de la persona que fue detectada en el cuadro de vídeo 
actual, obtenida en el paso de seguimiento de objetos. Se considera la imagen de la 
persona del primer evento “caída detectada” de la serie de eventos generados durante 
una caída. Luego se realiza la umbralización de color multinivel utilizando tres niveles. 
Se calculan los coeficientes de escala, y con un criterio similar al paso de detección de 
objetos del algoritmo anterior, se determina si el color de cada región corresponde o no 
con el color buscado. Los porcentajes de área de las regiones que corresponden con el 
color buscado se suman, y el resultado se compara con el porcentaje de área cubierta 
buscado. Si la suma es mayor al porcentaje de área cubierta buscado, se genera el 
evento “paciente detectado”, debido a que su ropa fue encontrada en el área de la 
persona obtenida en el paso de seguimiento a objetos. La detección del paciente implica 
que la detección de la caída no es un falso positivo, y por ese motivo se incrementa el 
nivel de alerta de alta a muy alta. Esta diferencia del nivel de alerta es indicada por el 
programa supervisor utilizando una señal audible diferente.  
Validación de modelos 
Para validar la umbralización de color multinivel se utilizaron las medidas de 
uniformidad y número de componentes conectados. Para validar el modelado del fondo 
y la detección de objetos, se utilizó el número total de errores, la sensibilidad y 
especificidad. Para validar la detección de caídas se utilizó la sensibilidad y 
especificidad. Finalmente, para validar la detección del paciente usando su ropa, se 
utilizó la sensibilidad, el porcentaje de correspondencias entre colores diferentes y el 
porcentaje de correspondencias entre colores y un color objetivo. 
Resultados 
La umbralización de color multinivel se aplicó a imágenes clásicas e imágenes de 
entrenamiento de la colección de datos BSDS500. Se determinó que el número de 
componentes conectados (áreas conexas del mismo color) era menor en el algoritmo 
HAMCOT-2, en comparación de los algoritmos de Kitler, Kapur, Otsu, e IBA con el 
criterio Otsu, manteniendo una uniformidad similar. Un menor número de componentes 
conectados mientras se mantiene similar la medida de uniformidad implica áreas más 
grandes de color uniforme y, por tanto, una mejor umbralización. Los algoritmos 
probados superaron en promedio al número de componentes conectados del algoritmo 
HAMCOT-2. Las diferencias en número de componentes conectados entre los 
algoritmos de Kitler, Kapur, Otsu, IBA con el criterio de Otsu y el algoritmo 
HAMCOT-2 fueron de 1152.47, 308.64, 981.30, 973.37 en imágenes de color y 
1195.53, 549.29, 1116.77, 1102.54 en imágenes en escala de grises, mientras que la 
uniformidad promedio de HAMCOT-2 fue mayor a 0.96. 
  
Los algoritmos de detección de fondo y de objetos fueron validados utilizando la 
colección de datos Wallflower. Después de ajustar los parámetros del algoritmo de 
detección de caídas con el número de cuadros de vídeo de la colección de datos 
Wallflower, se determinó un número total de errores de 10376, una sensibilidad de 
80.5% y una especificidad de 95.5%. El número total de errores obtenido es menor al 
número total de errores de varios algoritmos de otros autores. 
Para el algoritmo de detección de caídas se obtuvo una sensibilidad de 84.7% y una 
especificidad de 91.4%. Estos porcentajes son menores a los obtenidos con otros 
métodos que pueden incluir información del piso, información 3D, acelerómetros y 
giroscopios. Sin embargo, la ventaja del sistema propuesto consiste en que la detección 
se realiza únicamente con vídeo, y no requiere dispositivos adicionales. 
El algoritmo de detección del paciente utilizando su ropa, alcanzó una sensibilidad de 
100% en el primer vídeo de la primera colección de datos de detección de caídas, 
considerando un 20% de área de ropa de color uniforme y un color celeste claro 
(únicamente la camisa de la persona en el vídeo era del color buscado). El porcentaje de 
correspondencias entre colores seleccionados al azar fue del 7.23%, y el porcentaje de 
correspondencias entre colores seleccionados al azar y el color celeste claro 
seleccionado fue de 20.56%. 
Discusión 
El espacio de color LRGB puede ser utilizado para efectuar transformaciones de 
imágenes. Es posible mejorar la luminosidad y la intensidad de los colores por separado. 
Este espacio de color además podría ser utilizado para eliminar el ruido de la imagen 
debido a que generalmente los componentes de diferencia de color tienen más ruido que 
la luminosidad. Para esta tarea podría disminuirse el ruido de los componentes de color 
en el espacio LRGB a través de técnicas como suavizado Gaussiano, suavizado 
utilizando la mediana u otras. 
La umbralización de color multinivel permite clasificar los colores de una imagen 
considerando como parámetro el número de niveles a umbralizar. La clasificación de 
colores de una imagen puede tener múltiples aplicaciones. La información que 
proporciona el color de una imagen debe ser tomada en cuenta ya que permite lograr 
una mejor umbralización. El algoritmo HAMCOT-2 logró buenos resultados en 
términos de menor número de componentes conectados con alta uniformidad. Este 
algoritmo podría ser mejorado investigando cómo seleccionar automáticamente un 
número adecuado de niveles para la umbralización. 
Los algoritmos de detección de fondo y detección de objetos pueden ser aplicados en 
otros trabajos de investigación que requieran encontrar los objetos de la escena. Estos 
algoritmos consideran cambios en la iluminación, sombras y funcionan adecuadamente 
cuando el fondo es estable. Estos algoritmos podrían mejorarse para manejar casos 
como árboles que se mueven y escenas con lluvia. 
El algoritmo de detección de caídas alcanzó una sensibilidad de 84.7% y una 
especificidad de 91.4%. Este algoritmo puede ser complementado utilizando 
información en tres dimensiones obtenida con varias cámaras o cámaras 3D.  
  
El paso de Detección del Paciente usando su ropa podría extenderse detectando dos o 
más prendas diferentes. También podría utilizarse una base de datos con colores de 
prendas a buscar y considerar la textura. 
Conclusiones 
Con la implementación de la detección de caídas, los objetivos planteados en la tesis 
fueron alcanzados. Adicionalmente al objetivo de la tesis de utilizar el sistema en los 
domicilios de los pacientes y ancianos, el sistema puede ser utilizado en hospitales 
cuando el paciente se encuentra solo en una habitación. En este caso, el paso opcional 
de detección del paciente puede ser utilizado debido a que las batas de hospital son de 
color uniforme. 
Los algoritmos fueron probados y validados, alcanzando los resultados antes 
descritos. 
Los principales aportes de la tesis son la definición del espacio de color LRGB, la 
umbralización de color multinivel, el modelado del fondo, la detección de objetos, y el 
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1. Problem Statement 
Nowadays, population in developed countries is rapidly ageing. According to the United 
Nations, people older than 60 years old represent 11% of the current world population 
(United Nations - Population Division, 2011). This group will be 18% of the population 
in year 2050. Elders were only the 8% of world population in 1950. Therefore, the 
elders group will be more important in the future and will require more health care 
services. Health care costs are also growing with age: the average health care expenses 
of people aged 64 years old or younger in the United States (Centers for Disease 
Control and Prevention, 2011) in year 2008 was approximately 3571 $US, while the 
average health care expenses of people that were 65 years or older was 9585 $US. This 
implicates rising health care costs in the future.  
These rising costs may be reduced using new technologies to monitor patients at 
home. Medical home care involves visits by a trained nurse to a patient’s home 
(Figueredo & Dias, 2004). These visits can be reduced, thus decreasing the health care 
costs. Constant patient care may be considered when there is a high probability of falls 
and damages, for example the elders or people with neurological problems, such as 
Parkinson disease, syncope, polyneuropathy, and epilepsy (Stolze, et al., 2004). In this 
case, costs can be reduced if selected events are remotely monitored and immediate 
action is taken if needed. 
Falls and mobility problems are some of the most common problems in elders 
(Rubenstein, Powers, & MacLean, 2001). A percentage of 75% of the deaths due to 
falls in the United States happens in the population that is 65 years and older, which 
represents 14% of the total population. Between 10% and 25% of falls result in fracture, 
laceration or needs for hospital care. Falls also cause loss of self-confidence and self-
imposed functional limitations in home-living and institutionalized elders (Rubenstein, 
Powers, & MacLean, 2001). In elderly, between 10% and 15% of the falls result in 
serious injury and between 5% and 10% of the falls result in fractures (Stolze, et al., 
2004).  
In a study performed by Stolze et al. (Stolze, et al., 2004) concerning people with 
neurological problems and falls, most of the reported falls occurred at home (53%), 
14% of the falls occurred in other buildings and 33% of the falls happened outside. In 
that study, the reasons for the falls were that they had fallen because they found an 
obstacle (29%), they found no means of holding on something (18%), there was wet 
ground (7%), and there was poor illumination (6%). In those falls, 51% of the people 
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reported that they were not able to stand up alone. In 68% of the cases, the people were 
found in the first two minutes, but in 7% of the cases they were found in more than 30 
minutes and in 4% of the cases they waited more than an hour to receive assistance. The 
highest frequency of falls in a period of 100 days was 62% in the group of people with 
Parkinson’s disease, followed by the groups with syncope (57%), polyneuropathy 
(48%) and epilepsy (41%). 
A digital home is an automated residence by the use of digital technologies. Other 
concepts that refer to the same idea are smart homes, home automation, digital living, 
and networked home (Venkatesh, 2008). The advances in this area can be traced to the 
early 1980s, when the PC entered home (Venkatesh, 2008). Since then, the arrival of the 
Internet, cellphones and wireless technologies increased the appliances for the digital 
home. In this way, a digital home is a collection of activity centers such as a work, 
communication, family interaction, information, shopping, management, and learning 
center. A digital home has multiple services, such as entertainment, communications, 
home management, home networking and equipment (Telefonica(España), 2003). This 
concept can be extended to medical services.  
Telecommunication technology is employed for medical diagnosis, treatment and 
patient care (Figueredo & Dias, 2004) in the area called telemedicine. A general 
definition of telemedicine is “medicine at a distance”, and covers a wide range of 
medical activities (Wootoon, 1996). Some examples of telemedicine are teleradiology 
(Szot, et al., 2004) (radiographic images are sent to a radiologist for interpretation); 
telepathology (Afework, et al., 1998) (a pathologist can look down and control a 
microscope at distance); teleconsulting (Audebert, et al., 2008) (the communication is 
between doctors, patient and doctor, patient and nurse, nurse and doctor, and they are 
communicated in some way such as videoconferencing). Physiologic signals such as 
heart electrical signals, heart rate, blood pressure, or temperature are also transmitted to 
the medical center using internet protocols like TCP/IP. Devices such as blood glucose 
monitors, blood pressure monitors, electrocardiography (ECG) monitors, spirometers, 
weight scale, and pulse oximeter can be adapted and transmit signals through the 
network to a health care center. The final result is that the patient can be relieved of 
going to the medical center for consulting the doctor or monitoring.  
At present, there are enterprises that offer monitoring systems and telemedicine 
devices, for example American Telecare (www.americantelecare.com), IXSyS 
(www.ixsys.net) and AMD Telemedicine (www.amdtelemedicine.com). These devices 
may communicate wirelessly to the health care center. Videoconferencing can also be 
performed between either the doctor or nurse and the patient. The main idea is to 
perform daily monitoring of the patient, avoiding possible complications due to earlier 
diagnosis and treatment. These systems may also trigger alarms when selected events 
occur, avoiding that health care workers review each day the patient data. Examples of 
pathologies that can be monitored are hypertension, diabetes, heart failure, asthma, 
arrhythmia, obesity and renal failure.  
The main problem addressed by this work is how to detect falls for providing rapid 
assistance to patients or elders that may fall at home. 
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2. Objectives 
This work is in the area of indoor emergency detection (Nehmer, Becker, Karshmer, & 
Rosemarie, 2006). The main objective of this work is: 
- Detect falls of patients or elders at their homes by using single camera videos. 
The specific objectives are: 
- Find the background of the scene 
- Detect the foreground objects in the scene 
- Track the person in the scene 
- Detect the person falls 
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The main goal of this work is to detect falls in patients and old people. The system will 
be developed in the field of image and video processing, trying to detect falls in 
humans. 
In this chapter, the state of the art in the areas of image processing, video tracking, and 
fall detection is presented. 
1. Image Processing Review 
Digital images are representations of continuous images, which are two-dimensional 
analogical signals. They can be considered as functions of two variables (Prat, 1991) 
(Schalkoff, 1989). There are a wide variety of techniques allowing to process digital 
images. Methods for improving the image quality, such as histogram modifications (e.g. 
histogram equalization, histogram matching), contour enhancement (e.g. adding a 
multiple of the gradient of the image to the original image), convolutions (e.g. used for 
frequency domain operations), filtering (e.g. in the spatial domain, used to directly 
apply a transformation to the pixels, in the frequency domain used to enhance or reduce 
some frequencies in the image), or noise reduction (Gonzalez & Woods, 2008) (Ballard 
& Brown, 1982) (e.g. apply gaussian smoothing to the image) can also be found. 
Restoration techniques try to find an ideal image, assuming a known degradation 
process such as geometrical distortions (Jain, Murty, & Flynn, 1999). The detection of 
elements in the image (e.g. detecting cars in a traffic monitoring application) and 
compression (e.g. like the jpeg compression standard) are other digital image processing 
areas (Gonzalez & Woods, 2008).  
Digital imaging presents several advantages related to conventional film format 
(Gonzalez & Woods, 2008) and, for that reason, it is widely used. When working with 
digital images, processing algorithms employed to improve the image quality or to 
enhance image features, such as borders or edges, become an independent task that can 
be separately performed from other processes, such as visualization or storage. 
There are many applications for digital image processing (Wanas, Said, & Hegazy, 
2006), (Hui-Fuang, 2006), (Mello & Schuler, 2008), (Dougherty, 2011), (Liao & Li, 
1998), (Demant, Streicher-Abel, & Garnica, 2013), (Shrestha & Zinck, 2001). Digital 
images are also easy to store and retrieve. The images can be 2D, 3D or have multiple 
channels such as RGB images or hyperspectral images (Pan, Healey, Prasad, & 
Tromberg, 2003). 
2 
Chapter 2.  State of the art 6 
 
1.1. Image Processing Areas 
Image processing can be divided in the following areas (Gonzalez & Woods, 2008) 
(Jähne, 2002): 
- Image acquisition: Images may be acquired from several sources. Image 
acquisition may be performed using a single sensor, sensor strips, and sensor 
arrays. To generate digital images, the processes of sampling and quantization 
are performed. 
- Image enhancement: The image may be enhanced in the frequency and spatial 
domain. Spatial domain enhancements are performed directly on the image such 
as direct manipulation of pixels. Frequency domain enhancements are performed 
using the Fourier transform. 
- Image restoration: If the source of the image noise is known, a mathematical 
model of image degradation may be applied to restore the image. There are 
models for degradation and restoration in the spatial and frequency domain. 
- Color processing: Color image processing is divided in the areas of full color 
and pseudocolor processing. There are many color models for image 
representation such as RGB, YUV or CIE. 
- Wavelet and multiresolution processing: Wavelets may be employed for image 
enhancing or feature extraction. The basis functions for the wavelet transform 
are small waves of varying frequency and limited duration. 
- Image compression: Images may be compressed eliminating their existing 
redundancy. There are two types of compression: lossy and lossless 
compression. 
- Morphological processing: Mathematical morphology can be used to extract 
boundaries, skeletons and convex hull. There are operations like dilatation, 
erosion, opening and closing, and algorithms such as boundary extraction, 
region filling, extraction of connected components, thinning, thickening, and 
pruning. 
- Segmentation: Areas of interest from the image may be separated (segmented). 
Segmentation algorithms generally use the properties of discontinuity and 
similarity. 
- Representation and description: The segmented areas in the image may be 
represented and described by feature vectors or other descriptors. For example, a 
region may be represented by its boundary and the boundary described by its 
length. 
- Object recognition: The feature vectors or other descriptors in the image may be 
used for classification. A pattern is an arrangement of descriptors, and a pattern 
class is a family of patterns that share some properties. Those classes allows for 
object recognition. 
1.2. Thresholding review 
One of the most extended and simplest techniques to process digital images for 
segmenting areas or objects is thresholding, which consists in differentiating object 
pixels, assuming that they are brighter or darker than the background, and labeling them 
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if their value is greater than some threshold value (Shapiro, 2002). In this way, 
thresholding allows the classification of areas in the image where there are a 
background and objects of interest, such as characters in a printed page (Mello & 
Schuler, 2008). Thresholding has been widely applied in many areas. It can be 
employed for enhancing images of historical documents (Mello & Schuler, 2008), text 
categorization (Wanas, Said, & Hegazy, 2006), (Nina, Morse, & Barret, 2011) and 
automated visual inspection (Hui-Fuang, 2006). It has also been used for analyzing 
medical images (Hima Bindu & Satya Prasad, 2012) and fingerprint segmentation 
(Telgad, Siddiqui,, & Deshmukh, 2014). 
There are several methods that employ thresholding to segment objects in an image. 
Several of them analyze the histograms peaks and valleys (Hui-Fuang, 2006), (Chao, 
Wu, & Chen, 2009) to find the thresholds. Other research works remove noise from the 
histogram by blurring it (Davies, Beresford, & Hooper, 2006), and other methods based 
on sets and probabilities can be found in the literature (Chang & Yan, 2002), (Chang & 
Yan, 2001).  
In a research work, Otsu presented an image segmentation technique based on an 
iterative search of the threshold (Otsu, 1979). Bazi et al. employed an image 
thresholding method based on Gaussian distributions, using two distributions, for the 
object and background, by means of the expectation-maximization algorithm (Bazi, 
Bruzzone, & Melgani, 2007). Fan et al. presented another method for image 
thresholding, using a generalized Gaussian distribution mixture model (Fan, Lin, & Wu, 
2007). 
Minimum error thresholding was employed by Kittler and Illingworth to find 
thresholds with the help of two Gaussian distributions (Kittler & Illingworth, 1986). 
This technique was extended by Moser and Serpico, employing other distribution for 
synthetic aperture radar images (Moser & Serpico, 2006). There is also a technique 
employed in works such as the study by Zhou and Zong, where a 2D dimensional 
histogram and spatial correlation information of its neighborhood is employed (Zhou & 
Zong, 2009).  
Hammouche et al. proposed a multilevel thresholding method, using a lower 
resolution version from the histogram; the number of thresholds and corresponding 
threshold values were determined employing a genetic algorithm (Hammouche, Diaf, & 
Siarry, 2008). Liao et al. proposed a fast version for the Otsu method applied to 
multilevel thresholding (Liao, Chen, & Chung, 2008). In (Arora, Acharya, Verma, & 
Panigrahi, 2008) Arora et al. present a statistical algorithm that recursively finds the 
thresholds.  
Thresholding is employed to detect the patient clothes color in this thesis. The 
proposed method is explained in the section Multilevel Color Thresholding of Chapter 
3. 
2. Video Processing Review 
Digital video is a discrete sequence of images called frames. They are recorded at a 
fixed or variable frame rate (frame rate is the number of frames per second that are 
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recorded in the video). In this way, time information for each image is available. There 
are methods for video compression like MPEG-2, which employ key frames, predicted 
frames and interpolated frames, and they work with small image blocks in the image 
sequence (ISO/IEC, 2000). Digital video can be stored with sound in files called 
containers using codecs. If the image is captured simultaneously with multiple cameras, 
then depth information can also be computed. Typical 2D cameras provide only x and y 
coordinates, missing the z coordinate, which is the depth in the scene. There are 
commercial 3D cameras that provide depth information that is accurate in a certain 
range.  
Research areas that are becoming popular in video processing are human recognition 
(Mahapatra, Mishra, Sa, & Majhi, 2014), object recognition (Andreopoulos & Tsotsos, 
2013), and behavior recognition (Bouzianea, Chahira, Molinac, & Jouend, 2013). 
Human recognition attempts to find humans in the scene. Object recognition tries to 
find specific objects in the scene. Behavior recognition is performed by tracking the 
movements from the objects or persons and recognizing significant events or actions. 
Inside the research areas that were mentioned before, there are subareas such as 
background modeling, tracking, trajectory analysis, human pose estimation, human 
motion capture, and classification that also deserve attention. 
Background modeling attempts to estimate a background that can be used to find the 
foreground objects (Buch, Velastin, & Orwell, 2011). Tracking is the process of 
matching the foreground objects that are found across the time (Morris & Trivedi, 
2008). It can be of specific parts of the body like eye tracking (Li, Babcock, & 
Parkhurst, 2006), hand tracking (Prisacariu & Reid, 2011) or foot tracking (Da-Un, 
Yong-In, & Jong-Soo, 2011).  
Trajectory analysis finds the paths taken by the subjects or objects that are found 
(Morris & Trivedi, 2008). Trajectory analysis may be used to improve surveillance 
showing the path that the persons took in the scene. 
Human body pose estimation goal is finding the position of human body parts using 
sensor input (Poppe, 2007). Human motion analysis is the estimation of human body 
poses. Human motion analysis covers the analysis from the human body movements at 
different levels, such as facial movement, fingers or hands. Pose recognition is 
classifying the pose in several classes, and gesture recognition is interpreting the 
movement over the time. Face recognition is another subarea (Poppe, 2007). 
Human motion capture (Moeslund & Granum, 2001) area techniques try to register 
large scale body movements from the head, arms, torso and legs at some resolution. 
They do not cover small scale body movements, like facial expressions and hand 
gestures. 
Classification is also another broad research area that tries to group feature vectors in 
classes. Feature vectors contain measurements or other data taken from the images. The 
classes can be learned when the system is online or before the system operation (Morris 
& Trivedi, 2008). The classes allow for recognizing something like events or objects 
according to the system design objectives. 
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2.1. General tasks 
The tasks in the areas of human, object and behavior recognition can be grouped in 
several ways. A literature review has yielded five main groups of tasks, which will be 
explained in the next paragraphs. 
The first group is related to tasks that are performed previous to the operation of the 
system, such as initialization. Initialization establishes a model for the subject and is 
generally done before the system is used in real applications (Moeslund & Granum, 
2001). It also deals with camera calibration, which implies to find the camera intrinsic 
and extrinsic parameters; adaptation to the scene characteristics (appearance 
assumptions and segmentation methods); and model initialization, that is finding the 
initial pose and model representing the subject.  
A second group is environment modeling. Environment modeling (Hu, Tan, Wang, 
& Maybank, 2005) is a representation of the scene in 2D or 3D coordinates; for fixed 
cameras the main task is finding background images from video frames; for pure 
translation cameras, patching from images is used to build a common background, and 
for mobile cameras motion compensation is needed. 
A third group is related to find the object between frames, with several steps such as 
object segmentation, object classification and object tracking in (Ko, 2008); or motion 
segmentation, object classification, tracking in (Hu, Tan, Wang, & Maybank, 2005). 
Motion segmentation (Hu, Tan, Wang, & Maybank, 2005) attempts to find the moving 
objects with techniques such as background subtraction, temporal differencing and 
optical flow. Object classification matches the regions to targets such as persons or 
vehicles, and there are classification techniques based on shape and motion. Object 
tracking is matching the objects between frames and can be based on regions, active 
contours, features and models. Tracking (Moeslund & Granum, 2001) is defined as 
establishing relations from the subjects and their limbs between frames. Tracking may 
be considered as a separate process when the subject is tracked as a single object; it may 
also prepare data for pose estimation extracting low level (e.g. edges, regions) or high 
level (e.g. hands, torso, head) information, or it may prepare data for recognition (e.g. 
walking, jumping, running). In (Moeslund & Granum, 2001), activities of finding the 
foreground, changing the subject image representation, and performing the tracking 
between frames are also identified. 
A fourth group is related to recognition tasks like understanding/describing behavior; 
person identification (Hu, Tan, Wang, & Maybank, 2005); or pose estimation and 
recognition (Moeslund & Granum, 2001). Behavior understanding is classification of 
features that vary in time, and there are techniques such as dynamic time warping, finite 
state machines, Hidden Markov Models, time-delay neural network, syntactic 
techniques, non-deterministic finite automation and self-organizing neural networks 
(Hu, Tan, Wang, & Maybank, 2005). Describing the behavior requires a natural 
language description that can be performed with statistical models and formalized 
reasoning. Person identification can be based on models, employs statistical 
information, is based on physical parameters from the human body, time-space motion-
based using 3D information, and employs other biometrics. Pose estimation (Moeslund 
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& Granum, 2001) tries to identify or track the body or limbs in the scene, and can be 
considered as a post-processing step or part of the tracking process. Pose estimation is 
performed at different levels, ranging from low detail using only head and hands 
information or the body’s center of mass; to high detail specifying positions and 
orientations of each limb. Human models are used for pose estimation (e.g. geometric 
models or motion models), that may be model free (no a priori model) or make direct or 
indirect use from a model. 
Finally, there is the task of merging the data that span all the previous tasks (Ko, 
2008). For example this task tries to merge the information from multiple cameras that 
may require handling the installation, calibration, object matching, switching when an 
object changes from one camera to another, data fusion, and occlusion (Hu, Tan, Wang, 
& Maybank, 2005). 
The data used for these tasks can be acquired using video sensors, microphones, 
accelerometers or other devices. 
In the following paragraphs, the video processing methods are classified according to 
the tasks that were previously identified: 
- Initialization: Initialization (Moeslund & Granum, 2001) refers to the tasks 
performed prior to the execution of the system, such as calibrating cameras, or 
getting a human model for recognition. 
- Operation: When the system starts, the following tasks are performed for the 
frame or group of frames that are acquired by a single or multiple cameras 
(Moeslund & Granum, 2001) (Hu, Tan, Wang, & Maybank, 2005):  
o Get the current frame: This task is performed by a camera that captures 
the current 2D or 3D image at a given time in the scene. 
o Model the Environment: With 2D cameras the background 
computation from the frames may be required (Hu, Tan, Wang, & 
Maybank, 2005). Also a 3D model representation from the scene can be 
archived with 3D cameras or multiple 2D cameras. 
o Find the subjects or objects: The subject or object must be found in the 
scene. In some cases, tracking only parts from the subjects or objects are 
needed, like in eye tracking (Li, Babcock, & Parkhurst, 2006) 
applications or license plate recognition (Buch, Velastin, & Orwell, 
2011). 
o Get the features from people or objects: These features will allow the 
classification from people or objects. Some examples of techniques that 
can be used to get them are speed-up robust features (SURF) (Bay, Ess, 
Tuytelaars, & Van Gool, 2008) and simple patches (Agarwal, Awan, & 
Roth, 2004). 
o Identify the subjects or objects: Using the descriptors obtained in the 
previous step, the subjects or objects are identified. 
o Identify the activity or event and perform the desired action: Using 
historical information about the subjects or objects, the activity is 
identified. This stage of classification may require more descriptors 
(such as the position of the person or object that was previously 
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identified) that are stored for each frame or group of frames. The 
following subtasks were identified (Moeslund & Granum, 2001) (Hu, 
Tan, Wang, & Maybank, 2005) (Weinland, Ronfard, & Boyer, 2011):  
 Tracking: The subjects or objects must be matched between 
frames. 
 Trajectory Analysis: The subjects or objects trajectories must be 
found in the scene finding points of interest and entry/exit zones. 
 Activity Analysis: The activities must be analyzed finding the 
corresponding behavior. 
 Perform the desired action: The behavior must be 
communicated to a stakeholder, such as the surveillance operator, 
emergency systems or relative. Also a sound alarm may be 
triggered. 
o Data Fusion. The data from multiple sources must be merged. For 
example an object that goes from one camera to another must be tracked 
as a single object. 
In the following Sections the identified methods in each task will be described in detail. 
2.2. Initialization 
The initialization step is the task performed before the final systems deployment. Some 
subtasks performed are camera calibration or getting a human model for recognition. 
There are several approaches for this task. For example in human motion capture 
initialization may have (Moeslund, Hilton, & Krüger, 2008): 
- Kinematic structure initialization. Also called a kinematic model (Poppe, 2007), 
this structure is used to model the human body movements. For example 
monocular video sequences, 3D marker trajectories or 3D sequences are used to 
find the valid movements for the body and its parts; also commercial marker-
based systems are used (Moeslund, Hilton, & Krüger, 2008). 
- Shape initialization. The shape from the body is obtained using shape primitives 
such as cylinders, cones, ellipsoids and super-quadrics or surfaces such as 
polygonal mesh, subdivision-surface and articulated using the kinematic 
skeleton (Moeslund, Hilton, & Krüger, 2008). Also texture-mapping is used 
(Moeslund, Hilton, & Krüger, 2008). 
- Appearance initialization. Because of differences between subjects and their 
clothing, techniques such as texture maps derived from multiple image views 
and measuring of the likelihood of image observations for different body parts 
are used (Moeslund, Hilton, & Krüger, 2008). 
The background model can also be initialized (Hu, Qu, Li, & Wang, 2014). 
Afterwards, it can be used for object detection. 
2.3. Operation 
When the system is deployed and becomes operational, several tasks are performed to 
acquire the data. These tasks are also performed for testing when the system is being 
built. 
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2.3.1. Get the Current Video Frame 
To get videos, some devices that can be used are video cameras, thermal cameras and 
night vision devices (Ko, 2008). The camera or cameras can be stationary or in 
movement when they record the scenes (Kastrinaki, Zervakis, & Kalaitzakis, 2003).  
The image acquisition with the cameras can be active or passive. It is active if the 
camera emits light to get the images and passive if it does not perform that operation. 
An example of active image acquisition is eye tracking (Li, Babcock, & Parkhurst, 
2006) using infrared images with the bright-pupil or dark-pupil technique. In these 
cases, the eyes are illuminated with a light source and the pupil or the rest of the eye 
reflect the light (Li, Babcock, & Parkhurst, 2006). Common video cameras perform 
passive image acquisition because they do not emit light. 
Some characteristics of the images are image resolution, number of dimensions, and 
the number of channels. The image resolution can be high or low, depending on the 
available cameras. In object recognition tasks, high resolution images are generally 
used. In traffic surveillance or other applications that require a high number of cameras, 
low camera resolution is a constraint (Buch, Velastin, & Orwell, 2011). 
The images can have: 
- 2D data: Normal cameras get 2D images at a specified frequency measured in 
frames per second and with a predefined spatial resolution. The images can be 
encoded in videos at a fixed or variable frame rate. 
- 3D data: There are commercial 3D cameras. For each pixel these cameras get 
depth information. These cameras have an ambiguity distance, and beyond that 
distance, the depth measurement has considerable errors. At least two 2D 
cameras or more can be employed to get a 3D scene representation. To perform 
the 3D reconstruction, intrinsic and extrinsic camera parameters must be found. 
Intrinsic parameters are particular to a camera, and extrinsic parameters allow to 
calculate the position in world coordinates. 
The images can have from one to several channels, depending on the type of camera 
that gets the information. Typical color images have three channels; they are in the RGB 
color space. These images may be encoded in video files using the YUV color space 
and reducing to the half the resolution of the U and V channels. 
Generally, the channels are from the visible or infrared region of the electromagnetic 
spectrum (Kitazume, Katahara, & Aoki, 2009). The main strength from infrared 
cameras is to allow for seeing people in complete darkness. Infrared cameras capture the 
infrared rays emitted by the human body (Kitazume, Katahara, & Aoki, 2009), and the 
image from the body is clearly defined. Infrared cameras cannot be used outdoors 
during daytime due to ambient infrared illumination (Li, Babcock, & Parkhurst, 2006).  
Besides the image data, additional information can be obtained by using markers and 
attaching them to the human body (Poppe, 2007). Markers can be defined as special 
objects that are attached or fixed to the human body, helping to track the movement of 
its interest points (Figueroa, Leite, & Barros, 2003). Markers are used in the games and 
film industry for 3D animation (Tsai, 2012) (Wang, Wang, & Wu, 2011). Tracking can 
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be performed with markers, but there are also marker-free systems that do not require 
markers (Zhou & Hu, 2008).  
If multiple cameras are used to get one or more scenes, then a network is required to 
transmit data. That network can be wireless or wired. Wireless networks are easier to 
maintain. 
2.3.2. Model the Environment 
The environment is the real world where the data are obtained by the camera. A model 
is required to compute the placement of the subjects or objects. 
Models from the environment can be classified in 2D models or 3D models 
depending if they work with the image plane or real world coordinates (Hu, Tan, Wang, 
& Maybank, 2005).  
Generally in the 2D case, the background from the image frames is computed (Hu, 
Tan, Wang, & Maybank, 2005). The idea is to make an image with the scene (the 
background), so that if there is an object it can be detected as foreground by finding the 
difference between the current image and the background. Some methods for computing 
the background are (Buch, Velastin, & Orwell, 2011):  
- Averaging: Video frames are added, specifying a learning rate as weight for the 
current frame (Kanhere & Birchfield, 2008). In this case, ghost tails (a 
translucent trace that appears behind a moving object) are formed because the 
moving objects contaminate the background. Instantaneous background is also 
used and it is the current frame without the detected objects (Gupte, Masoud, 
Martin, & Papanikolopoulos, 2002). Averaging the instantaneous background 
reduces the ghost tails. 
- Single Gaussian: Instead of only computing the mean, the variance is computed 
for every pixel (Kumar, Ranganath, & Weimin, 2003). Pixels are classified 
depending on the position in the Gaussian distribution. 
- Mode estimation: The mode of the temporal histogram of every pixel is used to 
estimate the background image (Zheng, Wang, Nihan, & Hallenbeck, 2006). In 
this case, the background must be visible frequently in the scene. 
- Kalman Filter: Kalman filters can be used to estimate the background image 
(Messelodi S. , Modena, Segata, & Zanin, 2005). The foreground is interpreted 
as noise.  
- Wavelets: Wavelet-based background models can also be employed. In (Gao, 
Liu, Gao, & Zhang, 2009), the probability density function of the pixel intensity 
is estimated using wavelets and background subtraction is performed in the 
wavelet domain.  
Besides the normal background, there is also the shadow background that is 
composed by the detected shadows of the image. The image can be improved by 
removing the shadows using the shadow background (Hu, Wang, & Uchimura, 2008). 
Some problems for computing the background are (Cristani, Farenzena, Bloisi, & 
Murino, 2010): moved objects, because a background object can be moved (e.g. ghost 
tails appear in the background if the averaging method is used); the time of the day is 
Chapter 2.  State of the art 14 
 
also a problem, because there are gradual illumination changes; light switch, when there 
is a sudden illumination change; waving trees, because in this case the background can 
globally or locally alternate between the tree and the scene behind it; camouflage, 
because a pixel color from a foreground object may be in the background; 
bootstrapping, because training periods may not be always available; foreground 
aperture, because an homogeneously colored object may move and the changes in the 
interior pixels cannot be detected, for example a slept person that wakes up; sleeping 
foreground, a foreground object may become motionless; shadows, because foreground 
objects often cast shadows that appear different from the background; and reflections 
because a scene may reflect foreground objects due to wet or reflecting surfaces. 
In the 3D case, a tridimensional model from the scene may be acquired by matching 
the images from several cameras or using 3D cameras. 
There are also initialization tasks that are specific for an application area. For 
example, in traffic monitoring, automatic lane finding is performed based on its visual 
difference from the environment, and the dense motion of vehicles across the lane 
(Kastrinaki, Zervakis, & Kalaitzakis, 2003). Two approaches are lane-region detection 
and lane-border detection (Kastrinaki, Zervakis, & Kalaitzakis, 2003). 
In outdoors surveillance, an area that is in the scene may also be critical; for 
example, a warning may be issued if a person crosses a fence. In this case, defining the 
fence area in the image may be performed by the surveillance operator. 
2.3.3. Find the Subjects or Objects 
For video processing, the subjects or objects must be separated from the rest of the 
scene. This task is easier using 3D data than in 2D data, because there is depth 
information that is not present with 2D data.  
Generally, an object is considered foreground if it is not fixed (Buch, Velastin, & 
Orwell, 2011). Some methods to identify subjects or objects are (Buch, Velastin, & 
Orwell, 2011) (Ko, 2008) (Hu, Tan, Wang, & Maybank, 2005): 
- Frame differencing or temporal differencing: In this case, a difference between 
two or more frames is computed and thresholded (Nguyen & Le, 2008). These 
differences are connected to get the moving objects. 
- Background subtraction: Using an estimated background, the difference between 
the current frame and the background is computed and a threshold is applied to 
get a foreground mask. The threshold can be constant or dynamic. It is sensitive 
to changes in environment illumination and non-expected events. It also needs a 
good background model. There are some tasks that are part of this method 
(Moeslund, Hilton, & Krüger, 2008): background representation, classification, 
background updating and background initialization. For background 
representation, the mixture of Gaussians (MoG) method can be applied in the 
RGB, YUV, HSV color spaces and it is frequently used when the background is 
not dynamic. An average image or any other background representation may be 
employed. Classification methods can be used to remove false positives and 
negatives using filtering techniques, like connected component analysis, median 
filter, size, morphology and proximity. The background must be updated 
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specially on outdoor scenes. Slow changes can be included using weighted 
combination of pixel frames. Rapid changes in the scene must also be 
considered. Background initialization means that the background model is 
learned before taking the system into production, but this assumption is invalid 
in real scenarios. 
- Optical Flow: Optical flow tries to find the velocity field that describes the 
motion between points or features. These methods are generally complex, 
sensitive to noise and computationally expensive. Therefore they are not widely 
used. 
- Gaussian Mixture Model (GMM): In the background modeling area, there are 
many research works related with the Gaussian mixture model (GMM) 
algorithm (Stauffer & Grimson, 1999). There are various extensions that address 
several weaknesses of this model. Each pixel is modeled as a mixture of two or 
more Gaussians, and the stability of the distributions is evaluated to estimate if 
they are from the background (stable) or foreground (short-term). 
- Graph cuts (Boykov & Veksler, 2006): In this case, a Markov random field is 
employed. The image represented as a Markov random field is a graph where 
groups of pixels are nodes, and relations between them are edges, and can be 
viewed as a generalization of Markov Chains (Blake, Kohli, & Rother, 2011). 
Hidden variables are associated with the nodes and explain the colors in the 
node. 
- Shadow removal: Shadows may be removed using statistical non parametric or 
parametric approaches (Patri, Mikic, Trivedi, & Cucchiara, 2003). 
- Object based recognition: In this case, particular objects are identified, such as 
vehicles or persons with 3D models (Messelodi, Modena, & Zanin, 2005) or 
other descriptors. 
- Other methods: There are new models that rely on more than one pixel of 
information. For example, in (Zulkifley, Moran, & Rawlinson, 2012), the 
authors merge various approaches to perform background modeling. They relay 
in color constancy, removing the influence of the illuminant from the scene, 
color co-occurrence, edge detection and an extended conditional random field 
for shadow removal. Reddy et al. (Reddy, Sanderson, & Lovell, 2011) employed 
a Markov Random Field framework for background initialization. 
2.3.4. Get the Features from the Subjects or Objects 
Features or descriptors are measures or other data taken from the subjects or objects that 
were found. They are used to classify people or objects that were found, assigning 
classes to them (Buch, Velastin, & Orwell, 2011). In the context of video processing, 
descriptors can be (Buch, Velastin, & Orwell, 2011) (Hu, Tan, Wang, & Maybank, 
2005): 
- Region based: The features considering the full region are employed. The 
silhouette (region) can be used directly in comparison using region matching 
algorithms and there are also rule based approaches. 
- Contour based: In this case only the edges of the region are considered.  
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- Motion-based: Non-rigid human motion has a periodic property and that is a cue 
that can be used for classification. Time-frequency analysis may be used to 
detect movement; position and time information are used for classification. 
Features are properties from the image, such as color, edges, optical flow, and 
textures (Yilmaz, Javed, & Shah, 2006). Edges are less sensitive to changes in 
illumination than color (Yilmaz, Javed, & Shah, 2006) and the most popular approach 
to detect them is the Canny edge detector (Canny, 1986). Some methods for computing 
the optical flow are Horn and Srunck (Horn & Rhunck, 1981), Lucas and Kanade 
(Lucas & Kanade, 1981), and Black and Anandan (Black & Anadan, 1996). Some 
texture methods are Gray Level Co-occurrence Matrices (Soh & Tsatsoulis, 1999), 
Law’s texture measures, wavelets, and steerable pyramids (Yilmaz, Javed, & Shah, 
2006). Texture methods are less sensitive to illumination changes.  
Features are classified in (Gowda & Diday, 1992) as quantitative, qualitative or 
structural. Quantitative features may be continuous ratio values, discrete absolute values 
or integral values. Qualitative features may be nominal, ordinal or combinatorial. 
Structural variables are tree-ordered or graph-oriented sets, for example a vehicle and its 
parts. 
In the context of recognition, a pattern is anything that is recognized (Batchelor, 
1978). It is defined as a functional relation between two vectors (𝑌1, 𝑌2, 𝑌3, … , 𝑌𝑚) =
𝑓(𝑋1, 𝑋2, … , 𝑋𝑛) and a recognizer must detect this function (Batchelor, 1978). Video 
processing uses patterns to classify behaviors or identify persons. 
To get features from an image, interest points can be used. The interest points or 
keypoints are image positions from which local features are extracted (Buch, Velastin, 
& Orwell, 2011). These points may allow direct recognition from objects or tracking 
objects between frames (Bay, Ess, Tuytelaars, & Van Gool, 2008). Some interest point 
descriptors are Simple Patches (Agarwal, Awan, & Roth, 2004), Scale Invariant Feature 
Transform (SIFT) (Lowe, 1999), Speeded up Robust Features (SURF) (Bay, Ess, 
Tuytelaars, & Van Gool, 2008), and Histogram of Oriented Gradients (Dalal & Triggs, 
2005). Single patches are a collection of pixel values that are grouped using some shape 
such as circle, square and a criteria such as uniform color (Bruce & Veloso, 2003). 
Images are represented as a sequence of patches and are used for training a classifier 
that allows object classification. In SIFT, features are extracted that are invariant to 
image scaling, translation and rotation. In SURF, features are extracted using the 
Hessian Matrix. The histogram of oriented gradients is computed finding the gradient of 
the image in the vertical and horizontal directions, finding the orientations and 
computing the histograms of the orientations in windows of the image. 
2.3.5. Identify the Subjects or Objects 
Machine learning techniques are used to generate classifiers and assign class labels to 
data that were not previously classified (Buch, Velastin, & Orwell, 2011). They can be 
categorized in supervised learning (when the correct classes are known before the 
classification begins) and unsupervised learning (when the classes are unknown) 
(Kotsiantis, 2007). The recognition can be static, when the data from one frame at a 
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time is processed, or dynamic, when more frames are processed (Moeslund & Granum, 
2001). Some techniques that are used are indicated in the next Subsections. 
2.3.5.1. Distance Measures 
In this case, features are represented as N-dimensional vectors and a definition of 
distance can be used to measure similarity between them (Buch, Velastin, & Orwell, 
2011). Examples are the Manhattan distance, which is the sum of absolute differences 
from the coordinates, the Euclidean distance, which is the square root of the squared 
differences sum, the Mahalanobis distance, that employs the covariance matrix (if it is 
the identity, it reduces to the Euclidean distance) (Kotsiantis, 2007), the Bhattacharyya 
distance and the chi-square distance (Buch, Velastin, & Orwell, 2011). Some distance 
equations are given (Kotsiantis, 2007) in the following paragraph: 




Manhattan distance: 𝐷(𝑥, 𝑦) = ∑ |𝑥𝑖 − 𝑦𝑖|
𝑚
𝑖=1  
Chebychev distance: 𝐷(𝑥, 𝑦) = max𝑖=1..𝑚|𝑥𝑖 − 𝑦𝑖| 




Mahalanobis Distance: 𝐷(𝑥, 𝑦) = ((𝒙 − 𝒚)𝑇𝑆−1(𝒙 − 𝒚))1/2; 𝑆 is the covariance 
matrix 
Bhattacharyya Distance: 𝐷(𝑝, 𝑞) = −ln (𝐵𝐶(𝑝, 𝑞)) , 𝑝  and 𝑞  are probability 
distributions, 𝐵𝐶(𝑝, 𝑞) = ∑ √𝑝(𝑥)𝑞(𝑥)𝑥∈𝑋  for discrete distributions, 
𝐵𝐶(𝑝, 𝑞) = ∫ √𝑝(𝑥)𝑞(𝑥) 𝑑𝑥 for continuous distributions.  
Chamfer distance: It is based on the Chamfer metric. It is defined as: 
‖(𝒙, 𝒚)‖(𝑎,𝑏) = max(|𝒙|, |𝒚|) 𝑎 + min (|𝒙|, |𝒚|)(𝑏 − 𝑎) where 𝑎 < 𝑏 < 2𝑎 . The 
Chebychev distance is a special case of the Chamfer distance for (a,b)=(1,1) 
(Akmal Butt & Maragos, 1998). 
2.3.5.2. Dimensionality Reduction 
For feature vectors (also called patterns (Jain, Murty, & Flynn, 1999)), dimensions are 
not necessarily statistically independent (Buch, Velastin, & Orwell, 2011). For this 
reason, the dimensionality can be reduced considering the most significant dimensions. 
A procedure to perform this task is Principal Component Analysis (PCA) that finds an 
orthogonal linear transformation where the coordinates are sorted by variance from 
greater to lower (Jolliffe, 2002). Other procedure to reduce dimensionality is 
Independent Component Analysis (Hyvärinen & Karhunen, 2004), where the criteria is 
that components should be statistically independent (Jolliffe, 2002) and does not 
necessarily assume linearity. Some nonlinear methods are ISOMAP (Tenenbaum, 1997) 
(an isometric mapping method), Kernel PCA (Schölkopf, Smola, & Müller, 2008), 
locally linear embedding (LLE) (Rowels & Saul, 2000) and laplacian eigenmaps 
(Belkin & Niyogi, 2003).  
2.3.5.3. Classifiers 
Classifiers perform pattern classification. There are several methods for pattern 
classification (Duda, Hart, & Stork, 2012) such as statistical techniques that can be 
classified as parametric or non-parametric; linear discriminant functions and neural 
networks; stochastic methods such as genetic algorithms; and methods that do not 
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employ metrics such as decision trees and grammars that can be used for classification. 
The classifiers can be supervised or unsupervised. Some examples of supervised 
classifiers are presented in the following paragraphs. 
Examples of parametric techniques are the naive Bayes classifier and Hidden 
Markov Model. In the Naive Bayes classifier technique (Lewis, 1998), the features are 
assumed to be independent and the probability of occurrence of a given pattern is 
computed as the product of the occurrence probability that a single feature belongs to a 
desired class. An estimate of the probability that a given pattern belongs to a class is 
computed, and the total probability calculated. Then, the estimation that the probability 
that a given pattern belongs to a class is computed with probabilities obtained from the 
training set. 
A Hidden Markov Model is a stochastic signal model (Rabiner, 1989) (Elliott, 
Aggoun, & Moore, 1994). A sequence of values is modeled as the result of an 
experiment that has N hidden states. In each state there is a different probability 
distribution of possible values. There are also transition probabilities between the states. 
In this technique the model parameters and the probability of occurrence from a 
determined sequence are computed from the observations. 
Some examples of non-parametric techniques are the Parzen Windows and 
Probabilistic Neural Networks. The Parzen windows approach allows approximating a 
set of samples using a probability distribution as a “window” (Duda, Hart, & Stork, 
2012). Probabilistic Neural Networks are networks in which the sigmoid activation 
function is replaced with an exponential function (Specht, 1990).  
An example of the use of linear discriminant functions is Support Vector Machines. 
In this technique, hyper planes in the feature space are used for classification (Buch, 
Velastin, & Orwell, 2011). The features are associated with two classes with the scalar 
values +1 and -1. Then, a hyper plane that splits the feature points in two regions 
minimizing misclassification is found. Extensions to this technique can also use 
nonlinear functions to perform classification (Sun, Zhang, Fan, Zhang, & Ma, 2010). 
Neural networks are composed by layers of neurons that are interconnected and a 
popular algorithm for finding the parameters of the network is the backpropagation 
algorithm (Duda, Hart, & Stork, 2012). 
Stochastic methods perform a stochastic search for classification (Duda, Hart, & 
Stork, 2012). Evolutionary methods allow performing a stochastic search. In 
evolutionary methods, several classifiers are generated randomly and this population is 
evaluated according to a fitness function. The best classifiers are selected and used to 
generate another population by applying random alterations. Again, these classifiers are 
evaluated according to the fitness function and the new best ones are selected. This 
process is repeated several times and in each generation the fitness score is improved. 
The process stops when the fitness score exceeds some value. 
Some techniques that do not include metrics are decision trees and rule-based 
classifiers (Kotsiantis, 2007). Decision Trees use feature values and rules to classify the 
data making decisions about the classes to be assigned. Rule-based classifiers represent 
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each class with a disjunctive normal form (DNF) (facts concatenated by conjunctions 
and disjunctions), and discover the rules that explain a training set. 
Considering unsupervised classifiers, there are several clustering techniques. 
Clustering is important because it is used to simplify the amount of data to be analyzed. 
The data may be grouped in clusters. Clusters allow for mapping subsets of data to 
classes of interest. A clustering technique classification given in (Jain, Murty, & Flynn, 
1999) divides the clustering techniques into hierarchical or partitional. Hierarchical 
clustering techniques recursively divide the space in hierarchical regions. Partitional 
algorithms divide the data into a single partition with no hierarchical structure.  
A generic structure for hierarchical algorithms is given in (Jain, Murty, & Flynn, 
1999). In agglomerative complete-link clustering, each pattern is placed in its own 
cluster; a list of interpattern distances between all distinct unordered pair of patterns is 
computed and it is sorted in ascending order. After that, a dissimilarity value is 
computed and if it is lower than a threshold value, then the groups of patterns are 
connected by a graph edge. The previous step is repeated with many thresholds. If the 
graph is completely connected, then the algorithm stops. The output is a nested 
hierarchy of graphs that can be cut at a desired level to perform a partition. 
Some examples of partitional algorithms are k-means and squared error clustering. k-
means clustering is a widely used algorithm, and many variations of it can be found in 
the literature (Jain A. K., 2010). In k-means (Jain, Murty, & Flynn, 1999), k random 
points (centers) are chosen and assigned to k clusters. Then the points are added to the 
closest center and cluster. After the points have been assigned, the mean of each cluster 
is computed and used as a center. The process is repeated until convergence is achieved. 
In squared error clustering, an initial partition from the data is made with a fixed 
number of clusters and cluster centers (Jain, Murty, & Flynn, 1999). After that, each 
pattern is assigned to its closest cluster center and the cluster centers are recomputed as 
the centroids of the clusters. The previous step is repeated until convergence is 
achieved. After that, merge and split operations based on heuristic information are 
performed, and optionally repeat the computing of the centers. 
There are specific techniques for computer vision. In this case, the classification can 
be performed with or without explicit shape structure. Shape structure is the spatial 
relation between the points of interest (Buch, Velastin, & Orwell, 2011). Some 
examples that use explicit shape structure are k-fans (Crandall, Felzenszwalb, & 
Huttenlocher, 2005), Implicit Shape Model (ISM) (Leibe, Leonardis, & Schiele, 2008) 
and codebook or alphabet (Opelt, Pinz, & Zisserman, 2006). In K-fans, the possible 
parts of the object are detected, represented in a graph with reference nodes fully 
connected to the other nodes. Probabilities are computed and employed to detect 
objects. ISM specifies codebook entries associated with a spatial probability distribution 
that specifies where the codebook entry is found in the object. For recognition the 
codebook entries are used and parts from the codebook are matched. An example of 
codebook or alphabet used for recognition is given in (Opelt, Pinz, & Zisserman, 2006) 
where the boundaries of the object at different viewpoints are employed. These 
boundaries and information of the object centroid make an alphabet that is used for 
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classification. Some examples that do not use explicit shape structure are bag of words 
and hierarchical recognition (Wijnhoven & de With, 2009). 
If we have a set of classifiers that classify objects in the same target classes, we can 
employ the bagging and boosting techniques to get stronger classifiers. The general idea 
of bagging and boosting is that the weighted combination of weak classifiers (Schapire, 
1990) yields a strong classifier.  
Bagging was introduced in (Breiman, 1996) and it is the acronym for bootstrap 
aggregating. It is a technique employed to improve classification (Galar, Fernández, 
Barrenechea, Bustince, & Herrera, 2012). Several datasets are built from the original 
dataset drawing randomly chosen elements with replacement. Those datasets are used to 
train many instances from a classifier. Finally an unknown pattern is given to the 
classifiers and the majority or a weighted vote is used to infer the class. The stronger 
classifier is formed by the weighted or majority vote from the trained classifiers.  
Boosting is also known as adaptive resampling and combining (ARCing) and it is 
another technique that attempts to improve classification (Galar, Fernández, 
Barrenechea, Bustince, & Herrera, 2012). AdaBoost is the most representative 
technique (Galar, Fernández, Barrenechea, Bustince, & Herrera, 2012) and was 
introduced in (Freund & Schapire, 1997). The name AdaBoost was selected because the 
algorithm adaptively adjusts to the errors (Freund & Schapire, 1997). There are two sets 
of weights: one for the patterns, and other for the classifiers that are found. In 
AdaBoost, the whole dataset is used to train a classifier several times. In each step the 
weights from the incorrectly classified patterns are increased, and the weights from the 
correctly classified patterns are decreased. A weight for the classifier is computed using 
the classification error. Finally, the classifiers that were found in all the iterations are 
used to classify new patterns using the computed weights. The weighted classifiers 
compose the strong classifier. 
2.3.6. Identify the Activity or Event and Perform the Desired Action. 
One of the first tasks to identify an activity or event is performing tracking from the 
subject or object of interest. After tracking is performed, the paths are analyzed; 
activities and behavior are also found. Then, an action must be triggered, such as 
communicating the event to the surveillance operator, emergency server, relative or 
subjects that want to be notified.  
2.3.6.1. Tracking 
Tracking tries to match the subjects or objects that are identified between frames (Ko, 
2008). Tracking is performed according to the representation of the subject or object 
(Hu, Tan, Wang, & Maybank, 2005). A tracking algorithm classification (Hu, Tan, 
Wang, & Maybank, 2005) is presented in the following paragraphs: 
- Region-based: This classification is also called silhouette tracking with shape 
matching (Yilmaz, Javed, & Shah, 2006). These algorithms track objects using 
variations of the image that correspond to the moving objects, and store their 
results as regions. The tracking may be performed at three levels: regions, 
people and groups (people and groups are a set of regions). They cannot reliably 
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handle occlusion between objects, and there are problems with multiple moving 
objects and cluttered backgrounds (Hu, Tan, Wang, & Maybank, 2005). 
- Active Contour-based: This classification is also called silhouette tracking with 
contour tracking (Yilmaz, Javed, & Shah, 2006). These algorithms track objects 
representing their outlines as bounding contours, and updating those boundaries 
dynamically. In (Lau, Arras, & Burgard, 2009) a group of people is represented 
by a state vector that is composed by the position and velocity of the group, a 
state covariance matrix, and the set of points that are the boundary of the group 
measured relative to the group’s position. Then, multiple hypotheses are 
formulated and evaluated to decide if a group was split, merged or keeps in the 
image.  
- Feature-based: This classification is also called point tracking (Yilmaz, Javed, 
& Shah, 2006).These algorithms extract features between the detected elements 
and those features are used to perform matching between frames. These features 
can be global-based, such as centroids, perimeters and areas; local-based such 
as line segments, curve segment, corner vertices; and they can be used in 
dependence-graph based algorithms, establishing geometric relations between 
features (Hu, Tan, Wang, & Maybank, 2005). These algorithms have problems 
with the recognition rate, occlusion and are unable to recover 3D pose of objects 
(Hu, Tan, Wang, & Maybank, 2005). Point tracking (Yilmaz, Javed, & Shah, 
2006) may be deterministic or statistical. In deterministic methods, the criteria of 
proximity, maximum velocity, small velocity change, common motion, rigidity 
and proximal uniformity are used; and the possible points are matched using the 
criteria that were mentioned previously. In point tracking statistical methods 
(Yilmaz, Javed, & Shah, 2006), there are algorithms for single or multiple object 
state estimation. Some single object state techniques are Kalman filters where 
the state is assumed to have a Gaussian distribution, and particle filters that are 
used for the estimation of state variables that do not follow a Gaussian 
distribution. For multiple object state estimation, there is the Joint probability 
data association filter. In this filter, n tracks are considered by assigning 
measurements to tracks. Multiple Hypothesis tracking makes correspondence 
hypothesis at each frame, and after several frames have been examined, the track 
is the most likely set of correspondences in the time period of observation. 
- Model-based: This classification is also called kernel tracking (Yilmaz, Javed, & 
Shah, 2006). These algorithms track objects matching a projected object model, 
produced with prior knowledge. Vehicle tracking and model-based human body 
tracking (Hu, Tan, Wang, & Maybank, 2005) are examples. For vehicle 
tracking, 3D vehicle models are mainly used. For human tracking, the entire 
body or its parts are identified (Moeslund & Granum, 2001). Some topics in 
human tracking are the following (Hu, Tan, Wang, & Maybank, 2005): 
- Human body models can be stick figures that use the main movement 
parts from the body, such as torso, head and limbs forming a stick model; 
2D contours where human body segments are modeled by 2D ribbons; 
volumetric models such as elliptical cylinders, cones, spheres, super-
quadratics (Moeslund & Granum, 2001) are used but they are 
computationally more expensive; hierarchical models, where the human 
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model is represented by levels such as skeleton and muscles (Hu, Tan, 
Wang, & Maybank, 2005). Another classification described in (Poppe, 
2007) is kinematic model, that generally describes the human body as a 
kinematic tree with segments linked by joints; and shape model, where 
the human shape is modeled adding that information to the kinematic 
structure. 
- Motion models of human limbs and joints are used for tracking. They are 
effective because the movements of the limbs are constrained (Hu, Tan, 
Wang, & Maybank, 2005). 
- Search strategies are required, because pose estimation is difficult, and 
some techniques are used to reduce the search space (Hu, Tan, Wang, & 
Maybank, 2005). Search strategies generally fall in the following 
categories (Hu, Tan, Wang, & Maybank, 2005): dynamics that rely on 
estimation of physical forces; Taylor models that use differentials of 
motion parameters with respect to the observation to predict better search 
directions; Kalman filtering and stochastic sampling such as Markov 
Chains, Monte Carlo, Genetic algorithms and CONDENSATION (Isard 
& Blake, 1998) (conditional density propagation) are designed to 
represent simultaneous alternative hypotheses.  
Template/density based appearance models and multiview appearance models 
may be used in Kernel tracking techniques (Yilmaz, Javed, & Shah, 2006). 
Templates may be built using also color levels, gradients, histograms or other 
features and the detected objects are matched with the templates. In multiview 
appearance models, different views of the object can be learned before the 
system operation and be used for tracking. 
Some techniques that could be used for tracking using the mentioned representations 
are (Buch, Velastin, & Orwell, 2011): 
- Kalman filter: It can be used to predict the position of objects in new frames 
assuming a constant velocity of the object (Maybeck, 1979). 
- Particle Filter: It is a generalization of the Kalman filter that assumes non-
gaussian probability distributions (Arulampalam, Maskell, Gordon, & Clapp, 
2002). 
- Spatio-temporal Markov random field: A time-space Markov random field is 
built using time information and spatial information (Kamijo, Matsushita, & 
Ikeuchi, 2000). It estimates a current object map using a previous object map 
and previous and current images. Texture matching is employed to determine 
correlation between blocks in the images. 
- Graph correspondence: The regions in the frame are represented by nodes in a 
graph and those regions are tracked by correspondence between frames (Song, 
Li, Wang, Hall, & Peiyi, 2012). 
- Event cones: An event cone (volume of possible object positions in past and 
future) is associated to every object (Leibe, Cornelis, Cornelis, & Van Gool, 
2007). This allows a probabilistic framework for selecting a set of trajectories 
that explain the observations. 
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- Multiple Hypothesis tracking: It makes hypothesis of association at each frame, 
and after several frames have been examined, the track is the most likely set of 
correspondences in the period of time (Cox & Hingorani, 1996). 
Temporal correspondences are established between the detected objects (Moeslund, 
Hilton, & Krüger, 2008). These correspondences can be found before, after or within 
occlusions (Moeslund, Hilton, & Krüger, 2008). The mentioned techniques are used to 
predict the position of the object, the area of the object in the image and the trajectories 
of the actions. 
2.3.6.2. Trajectory Analysis 
A trajectory may be built with historical information after the subject or object is 
matched in the tracking step. That task is called trajectory analysis. Trajectory analysis 
can be used to understand the object’s behavior (Morris & Trivedi, 2008). It also may 
be used to find scene models (Wang, Tieu, & Grimson, 2006) like vehicles and 
pedestrian routes.  
For trajectory analysis, interest points must be defined; trajectories must be 
represented by some structure; trajectories must be preprocessed because there is noise 
in the data; and trajectories must be clustered and modeled (Morris & Trivedi, 2008) 
because there are many possible trajectories.  
Defining Points of Interest 
A scene model is defined finding points of interest (POIs). Interest points are image 
regions where interesting events occur. Activity paths show how objects travel between 
POIs (Morris & Trivedi, 2008). Activity learning, adaptation and feature selection are 
generally required to find the POIs and activity paths (Morris & Trivedi, 2008).  
The points of interests must be defined. Interest points are related to the application. 
For example, in a home environment interest points may be the kitchen, edges of a 
table, a sofa, and a bed where the person rests. In outdoors we have street crossings, 
lane entries/exits or corners. 
Generic points of interests are entries, exits and stop areas (Morris & Trivedi, 2008). 
Points of interests and trajectories can be modeled as nodes (POIs) and edges 
(trajectories). Entry and exit zones are locations where the objects enter or exit the 
camera field of view (FOV) and they are frequently modeled using a 2D Gaussian 
mixture model. Entry and exit POIs can be used to filter broken tracked trajectories. 
Entry and exit zones are also called sources and sinks (Wang, Tieu, & Grimson, 2006). 
Stop areas are places where the motion of the object is stopped for some time. 
Trajectories may be broken because of tracking failures. In this case, if there is a high 
density of trajectories passing through the point, then it may not be a source or sink, and 
if there is a low density of trajectories then it is probable that it is a source or sink, 
because there are not further trajectories (Wang, Tieu, & Grimson, 2006). 
Trajectory Representation 
For trajectory representation, 2D data and 3D data from the images can be used. The 
main issue with trajectory representation is that trajectories can have different lengths, 
different points and velocities. Two trajectories with different points can be the 
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essentially the same trajectory (Piciarelli & Foresti, 2006). Moreover, the trajectories 
that are going to be analyzed must be defined and some criteria must be used for 
splitting the trajectory in segments  
Trajectory Preprocessing 
Preprocessing is used to remove noise and to get comparable trajectories. Noise may be 
present in the trajectory data due to tracking errors (Pers, Bon, Kovacic, Sibila, & 
Dezman, 2002). Some sources of errors are (Pers, Bon, Kovacic, Sibila, & Dezman, 
2002): 
- Movement of extremities 
- Video noise and compression artifacts 
- Quantization error 
- Imperfect camera calibration (for multicamera data acquisition) 
- Operator mistakes (If the system is operated by humans, there is the possibility 
of human errors) 
To obtain comparable trajectories, a combination of trajectory normalization and 
dimensionality reduction is used (Morris & Trivedi, 2008). Trajectory normalization 
extends the trajectories to a given time. Some techniques in this category are zero 
padding, when a zero vector is concatenated to the end of a trajectory; track extension 
estimates the extra trajectory points as if it was taken in a given time; resampling 
interpolates or subsamples the original trajectory; and smoothing removes noise from 
the trajectory using simple filters (neighbor points averaging, Gaussian, wavelets) (Pers, 
Bon, Kovacic, Sibila, & Dezman, 2002).  
Dimensionality reduction maps trajectories to other spaces. For example, vector 
quantization reduces the trajectories to a finite alphabet; polynomial fitting uses the least 
squares method and an m-degree polynomial or a Chebyshev polynomial; 
multiresolution decomposition employs wavelets; Hidden Markov Models (HMM); 
Subspace methods like Principal Component Analysis (PCA) build a lower dimension 
space to improve clustering (Gong & McNally, 2004); Spectral methods build a 
similarity matrix, compute the Laplacian transforming that matrix, the eigenvectors are 
placed in a new matrix, and the rows in the new matrix are the transformed trajectories 
that are clustered using k-means; and kernel methods (Morris & Trivedi, 2008).  
Trajectory Clustering 
Trajectory clustering groups the motion trajectories into similar categories called routes 
(Lee, Han, & Whang, 2007). This clustering requires distance or similarity measures to 
compare tracks like the Euclidean distance (Morris & Trivedi, 2009). Dynamic time 
warping is also used to compare distance between unequal length signals, and the 
Hausdorff distance is also employed (Morris & Trivedi, 2013). Trajectory clustering can 
be spatial-based if only the spatial part of the trajectories is considered, and temporary-
based if the time is also considered (Hu, Xie, & Fu, 2007). Some procedures for 
clustering (Morris & Trivedi, 2008) are iterative optimization like the K-means method; 
online adaptive methods where the trajectories are learned when the system is running; 
hierarchical methods that cluster trajectories at different spatial resolutions; neural 
networks like SOM (self organizing map); and co-occurrence decomposition where the 
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trajectories are like bags of words (similar bags contain similar words and a co-
occurrence matrix is found to build document subjects). The paths found using 
clustering are verified selecting the right number of clusters, and using some criteria like 
the tightness and separation criterion (TSC) (Hu, Xie, & Fu, 2007).  
Trajectory Modeling 
The paths are modeled using two approaches (Morris & Trivedi, 2008): considering the 
complete path or decomposing the path in subpaths. The process of splitting the path is 
called trajectory segmentation. It may be applied before or after the clustering step. In 
(Gong & McNally, 2004) it is applied before the clustering step, and in (Piciarelli & 
Foresti, 2006) it is applied after the clustering step. In (Piciarelli & Foresti, 2006) a tree 
from segmented trajectories is built, and the tree has the common prefixes of the 
trajectories. The path can also be specified by the object centroid (Hu, Xuejuan, Xie, 
Tieniu, & Maybank, 2004) or the envelope (Schoepflin & Dailey, 2003).  
Trajectories may be segmented according to some property of the trajectory (Gong & 
McNally, 2004). For example, stopping at an interest point or when a meaningful event 
happens. In (Bashir, Khokhar, & Schonfeld, 2005) trajectories are segmented using the 
first and second derivative (velocity and acceleration) and the curvature is used for 
segmentation. In (Gong & McNally, 2004) the segments for an aircraft trajectory are the 
predominant phase of flight, such as climb, level flight, and descent. 
Trajectory Prediction 
Trajectory prediction may be performed using the position, velocity and acceleration. 
Kalman filters, particle filters and CONDENSATION (Buch, Velastin, & Orwell, 2011) 
may be used to predict the position of objects in new frames assuming a constant 
velocity.  
2.3.6.3. Activity Analysis 
Activity Analysis tries to identify the actions and the behavior of the subjects or objects. 
It has the steps of activity modeling and behavior understanding. Activity modeling also 
involves the tasks of action representation, segmentation and recognition (Weinland, 
Ronfard, & Boyer, 2011). 
High level activity analysis requires more information about domain knowledge, and 
low level activity analysis requires less information about it (Morris & Trivedi, 2008). 
For example, classifying behaviors at home is different than classifying behaviors in 
outdoors, because there are differences such as illumination, people or vehicles in the 
road. 
Behavior understanding identifies motion patterns and obtains high level description 
of actions and interactions (Ko, 2008). It involves classification.  
Activities are hierarchical because a task can be decomposed in subtasks. In 
(Moeslund, Hilton, & Krüger, 2008) the actions are classified as activity, action and 
action primitives. An activity is composed by actions, and actions are composed by 
primitive actions. The temporal scale of the action primitives, actions and activities (for 
example, rotating a hand is an action primitive or an action) must be defined for a 
particular application. 
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Some techniques for recognizing behaviors are (Hu, Tan, Wang, & Maybank, 2005): 
- Dynamic time warping (DTW) is a template-based dynamic programming 
matching technique. Dynamic time warping is used to match two time series that 
are similar, but their values are slightly shifted in time (Sempena, Maulidevi, & 
Ruswono Aryan, 2011). This is used to match two sequences of actions that are 
similar, but shifted in time. 
- Finite-state machines (FSM) are used to match a sequence of states with 
previous learned sequences. A state may represent a pose of the subject and the 
transitions the possible actions. 
- A Hidden Markov Model is a stochastic state machine. States may represent the 
poses of the subject. The transitions to other poses are actions, and have 
probabilities associated to them. 
- Time-delay neural network is another approach where the preceding values in a 
time-varying sequence are used to predict the next value. It may predict the 
future actions using the previous ones. 
- In Syntactic techniques, grammars are used to recognize sequences of behaviors. 
A grammar defines the valid sequences of poses and the actions that correspond 
to these poses. 
- A Non-deterministic finite automaton (NFA) has probabilities of transition to 
many states associated with an event. 
- Self-organizing neural network is employed to understand behaviors when they 
are unrestricted. The actions are unknown and are learned during the execution 
of the neural network. In this case, there are not names associated to the actions. 
In (Weinland, Ronfard, & Boyer, 2011) the action recognition is classified according 
to the spatial action representation and temporal action representation (spatial/temporal 
structure). In Spatial Action Representation, the person may be represented by body 
models, image models or sparse features. Another dimension is temporal action 
representation that can be achieved with techniques such as grammars, templates and 
keyframes. Action segmentation may be performed by boundary detection, sliding 
windows, higher-level grammars or action primitives. To achieve view-independent 
action recognition, there are the approaches of normalization, view invariance and 
exhaustive search. 
2.3.6.4. Perform the Desired Action 
If an event or behavior of interest is found, then an action must be triggered. For 
example, a sound alarm may be started, or the event may be communicated to an 
emergency service or surveillance operator.  
If the classified behavior is communicated to a person, then a natural language 
description from the behavior may be required. There are two separated categories (Hu, 
Tan, Wang, & Maybank, 2005): 
- Statistical models, such as the Bayesian Network Model. 
- Formalized Reasoning uses symbols and predicates to recognize and classify 
events. 
Chapter 2.  State of the art 27 
 
In other cases, a graphical description of the behavior may be enough such as the 
path followed by the subject or a video overview. 
Sometimes subjects or objects must also be identified. For that task there are (Hu, 
Tan, Wang, & Maybank, 2005) model-based methods; statistical methods; physical-
parameter based methods that use geometric structural properties of a human body like 
height and weight; time-space motion-based methods that use the temporal 3D data; or 
fusion of gait with other biometrics like face recognition. 
2.3.7. Data Fusion 
If there are multiple cameras, then the data collected by them must be merged. For 
example a subject that goes out of view of the camera, must be tracked by another 
camera. The number of cameras must be carefully selected to avoid unnecessary costs, 
time processing and blind angles (Hu, Tan, Wang, & Maybank, 2005). Some additional 
considerations are: if 3D coordinates are needed then camera calibration must be also 
considered; objects from different cameras must be matched; when a person or object 
moves from a camera view field to another camera view field, the results must be 
merged to get continuous tracking; and occlusions between the moving objects must be 
handled (Hu, Tan, Wang, & Maybank, 2005). 
2.4. Applications 
There are many applications that require human, object and behavior recognition such 
as traffic monitoring, video surveillance, environmental observation, and control of 
systems.  
Traffic monitoring (Buch, Velastin, & Orwell, 2011) is an application area for video 
processing. Some objectives for traffic monitoring (Buch, Velastin, & Orwell, 2011) are 
detection of traffic violations; vehicle counting; identification of road users like 
vehicles, motorcycles, bicycles and persons; and incident detection such as accidents 
and stopped vehicles, fire inside tunnels, and detecting the smoke. Automatic Number 
Plate Recognition uses optical character recognition (OCR) over the images of the 
vehicle plates. Congestion detection, detection of illegal parking, illegal turning, bus 
lane monitoring and box junctions are current research areas where more accuracy is 
needed to identify vehicle lanes; and operational conditions like night-time, or 
changeable weather, require robust techniques. Traffic monitoring systems can be 
classified into spot monitoring systems such as underground magnetic loop sensors that 
count vehicles and measure their speed, and area monitoring systems such as video 
camera systems (Hu, Wang, & Uchimura, 2008).  
Traditional video surveillance requires human operators to perform monitoring. 
Monitoring problems appear when there are a large number of cameras (Hu, Tan, Wang, 
& Maybank, 2005). Automatic video surveillance alleviates this problem by focusing 
the operator only on abnormal events. Video surveillance can also be used to detect 
abnormal behavior, hostile intents or to identify human subjects in homes (Ko, 2008). 
Other applications are access control in special areas, person identification, crowd flux 
statistics and congestion analysis, anomaly detection and alarming, and interactive 
surveillance using multiple cameras (Hu, Tan, Wang, & Maybank, 2005). 
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Environmental observation systems are used to monitor the natural environment. For 
example, oceanographers could want to monitor the sandbars using arrays of sensors 
(Feng, Kaiser, Feng, & Le Baillif, 2005). Earth telescopes capture images for celestial 
observations and record especial events. 
Control is another area where captured motion is employed in games and virtual 
environments (Moeslund & Granum, 2001). For example, eye tracking allows 
controlling user interfaces (Li, Babcock, & Parkhurst, 2006) and the user can type 
looking at the keys, make drawings or issue other commands. Some eye-tracking 
technologies are electrooculography, magnetic eye-coil tracking and video-based 
tracking (Li, Babcock, & Parkhurst, 2006). The X-box Kinect controller allows the user 
to issue commands with the movement of his body for gaming. 
2.5. Challenges in Video Processing 
Some challenges in video processing generally are illumination variation, viewpoint 
variation, scale variation, orientation variation (Ko, 2008). The illumination in outdoors 
varies all the day. People or objects generally appear in the scene with an arbitrary 
rotation and distance. The system must be able to recognize and track them according to 
the system objectives. Other problems are noise in images, complex object motion, non-
rigid or articulated objects, partial or full object occlusions, complex object shapes, real 
time processing requirements and loss of information in a 2D image from the 3D world 
(Yilmaz, Javed, & Shah, 2006). 
3. Fall Detection Review 
One cause for falls in eldery people is frailty. Frailty can be defined as “the reduction in 
physiological reserves and behavioral capacities” (Wolf, et al., 2003). It is a natural 
consequence from aging. Because this aspect cannot be avoided, some measures are 
required to detect falls in eldery people and to bring help inmediately to the fallen 
person. Patients with neurological problems also have higher risk of falling (Stolze, et 
al., 2004). 
After a review from the current literature from the field, concerns and classification 
of fall detection methods are presented in the following sections 
3.1. Concerns 
The main concern with video (and sound) processing for fall detection is privacy 
(Toreyin, Soyer, Onaran, & Cetin, 2008). Places like the bedroom and bathroom are of 
particular concern (Noury, et al., 2007). In these cases, tiles with pressure sensors and 
sound sensors on the floor can be used for detecting falls. Also infrared cameras can be 
employed to give a video of the patient without directly showing him. Using wearable 
devices with accelerometers can also avoid these concerns. 
3.2. Classification of Fall Detection Methods 
A classification of fall detection methods in (Mubashir, Shaon, & Seed, 2013) considers 
the sensors used to acquire data. This classification is the following: 
- Wearable sensors: Sensors are embeeded in wearable devices. 
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- Vision: Video cameras are used for fall detection. 
- Other sensors (Ambient/Fusion): Sensors such as vibration or a combination of 
video and audio are used. 
A classification using the devices employed to detect falls is presented in the 
following paragraphs.  
- Wearable devices. Some sensors used in these devices are: 
o Accelerometers (Zhang, Wang, Liu, & Hou, 2006) (Chen, Kwond, 
Chang, Luk, & Bajcsy, 2005) (Bourke, O'Brien, & Lyons, 2007): 
Accelerometers are devices that measure acceleration. If the acceleration 
is above certain threshold an alarm is triggered. In (Ye, Li, & Liu, 2014) 
a tri-axial accelerometer was employed for detecting falls. The data from 
the accelerometers was collected by a wireless network called Zigbee 
network and send to a remote falling detection system for analysis. 
o Gyroscopes: A two-axial gyroscope sensor was employed by A.K. 
Bourke and G.M. Lyons (Bourke & Lyons, 2008) to detect falls. A 
gyroscope and accelerometer were employed by Li et al (Li, et al., 2009). 
They performed posture recognition, differentiating between dynamic 
transitions and static postures. 
Examples of wearable devices are: 
o Cellphone: Zhang et al (Zhang, Wang, Liu, & Hou, 2006) placed an 
accelerometer on cellphones and detected falls. They projected the data 
using the Kernel Fisher Discriminant, and employed the k-nearest 
neighbor algorithm for classification. Ketabdar and Polzehl (Ketabdar & 
Polzehl, 2009) employed accelerometers integrated in the mobile phone 
to detect falls and performed calls to a designated center with 
information related to the incident. Dai et al (Dai, Bai, Yang, Zhaoui, & 
Xuan, 2010) also proposed a fall detection system using mobile phones 
with embedded accelerometers. They measured the total body 
acceleration and vertical acceleration. When those values reach a 
threshold, and alarm event is generated. 
o Cane: Lan et al. (Lan, et al., 2009) detected falls using a combination of 
sensors (3-axis accelerometer, 3-axis gyroscope and contact pressure 
sensor) embedded in a cane and employing multiple thresholds. 
o Belt: In (Chen, Kwond, Chang, Luk, & Bajcsy, 2005) the sensors are 
placed in a belt that is worn around the waist. 
- Non wearable devices. These devices are not attached to the person. Some 
examples are: 
o Video Cameras and Sound Processing: Video can be used to detect falls 
(Chen, Govindaswamy, Li, & Wang, 2008). Sound data may also be 
employed for this task. In (Cucchiara, Prati, & Vezzani, 2007) Cucchiara 
et al. employed single camera videos and multiple camera tracking to 
perform fall detection. In (Diraco & Leone, 2010), an active vision 
system using a time-of-flight camera that measures depth was employed 
for automatic fall detection. In (Hiroki, Tajima, Abe, & Kimura, 2008), 
Hiroki et al. employed ultrasound sensors placed in the ceiling of the 
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bathroom to detect falls. Microsoft Kinect was employed in (Kawatsu, 
Li, & Chung, 2012) using the 3D information provided by its sensors to 
detect falls. Posture recognition may be employed, such as in (Rhuma, 
Yu, & Chambers, 2013). In (Kokkinos, Doulamis, & Doulamis, 2013) 
the upper bound of the foreground mask is extracted and the velocity is 
measured to get the normalized velocity. This metric combined with an 
optical flow metric signals a fall event. 
o Array of video cameras: In (Feng, Kaiser, Feng, & Le Baillif, 2005), 
Feng et al. presented a system with multiple low cost video cameras 
placed around the room, and connected using wireless connections, that 
were used to detect falls. When there are many devices, such as cameras, 
it is desirable to keep low the energy consumption. 
o Pervasive computing: Pervasive computing is performed by low cost 
computers located in many places in the home environment. In (Nehmer, 
Becker, Karshmer, & Rosemarie, 2006), Nehmer et al. proposed a fall 
detection method using three networks: body network that monitors vital 
functions like blood pressure, temperature and pulse frequency in the 
elder, that is invisible and embedded in clothes; home network, that 
consists of sensors attached to walls in rooms to collect data about the 
behavior of the person, and external services like the telephone network. 
o Passive Infrared Sensors (PIR): M. Popescu et al. in (Popescu, 
Hotrabhavananda, Moore, & Skubic, 2012) presented a vertical sensor 
array that can be used in sites where privacy is an issue, such as in 
bathrooms. In that work, four sets of two PIR sensors are placed on a 
vertical support with a distance of 1 foot between them. The sensors have 
a vertical FOV of 20° and horizontal FOV of 40°, and a filter that allows 
infrared light with a certain wavelength to pass. A Hidden Markov 
Model is employed to distinguish between falls and other activities. 
o Radar: Radar has been used with a Zigbee network and a remote station 
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In this chapter, the materials and methods used for this work are presented. The 
materials are the hardware, software and datasets that are employed. They were used to 
get some of the videos and to perform the evaluation of the algorithms. The methods are 
the procedures performed to accomplish the goals of this thesis. 
1. Materials 
1.1. Hardware 
The following hardware was employed: 
- A Core 2 Duo 2.4 Ghz laptop was used for development and testing. 
- A Core i5 3.1 Ghz desktop computer was used to execute many times the 
algorithms with different parameters. 
- A Sony Video Camera SR-67 that has a resolution of 720x480 pixels, and 
records MPEG2 video at 29.97 frames per second, and audio stereo AC3 with a 
sample rate of 48 Khz. This video camera was used to capture the video 
sequences of the first video dataset. 
1.2. Other materials 
- A large tripod (82”) and a small tripod (10”) were used to hold the video camera 
for recording. 
1.3. Software 
The following libraries were used: 
- OPENCV (OpenCV Developers Team, 2015). The Open Computer Vision 
library is employed to perform elementary operations with images. 
- FFmpeg (FFmpeg Developers Team, 2015). The FFmpeg library is also 
employed for reading and writing video files. 
The languages used for programming are C++, C++/CLI and C# (Microsoft, 2015). The 
base libraries are written in C++. The proxy libraries are written in C++/CLI. The 
framework used for the user interface is .NET Framework (Microsoft, 2015). 
1.4. Datasets 
Two types of datasets were used: image processing datasets and video processing 
datasets. The image processing datasets are the following: 
3 
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- Classic image processing images: images like peppers, baboon, jelly beans, Lena 
are used for color thresholding (Table 1). They were obtained from 
http://sipi.usc.edu/ database/.  








- BSDS500 dataset (Arbelaez, Maire, Fowlkes, & Malik, 2011): the training 
images of this dataset were employed to evaluate the multilevel color 
thresholding algorithms HAMCOT-1 and HAMCOT-2. The training images 
subset contains 200 images with 421*321 pixels and 321*421 pixels. 
The video processing datasets are the following: 
- Wallflower Dataset (Toyama, Krum, Brumitt, & Meyers, 1999): this dataset is a 
set of videos used for testing background modeling algorithms. It was used to 
validate the background modeling and foreground detection algorithms (Table 
2). The dataset was downloaded from the URL http://research.microsoft.com/en-
us/um/people/jckrumm/wallflower/testimages.htm 
Table 2. Wallflower dataset videos 
Video Resolution Number of Frames Test frame 
Moved Object 160*120 1741 985 
Time of Day 160*120 5890 1850 
Light Switch 160*120 2715 1865 
Waving Trees 160*120 287 247 
Bootstrap 160*120 3055 299 
Camouflage 160*120 353 251 
Foreground 
Aperture 
160*120 2113 489 
Total  16154  
- Fall Detection Dataset 1: there are two datasets that were considered for fall 
detection. The first dataset has three different videos, captured with different 
illumination conditions, and contains 34 human falls (Table 3). These videos 
were recorded by the author with a video camera Sony DCR-SR-67 and two 
tripods (one large and one small). These videos show a person that falls several 
times over a mattress. The person enters the scene, falls over the mattress and 
then exits the scene. This sequence of actions is repeated several times.  
 
 
Chapter 3.  Materials and Methods 33 
 











D.1. Scene 1 720*480 11309 29.97 16 17 
Room illuminated with 
day light 
D.1. Scene 2 720*480 6255 29.97 10 11 
Room illuminated with 
day light. Window in 
front of the camera. 
D.1. Scene 3 720*480 4064 29.97 8 9 
Room illuminated with a 
lamp (night scene). 
Total  21628  34 37  
 
- Fall Detection Dataset 2: the second fall detection dataset was downloaded from 
http://www.iro.umontreal.ca/~labimage/Dataset/, and was created by E. Auvinet 
et al. (Auvinet, Rougier, Meunier, St-Arnaud, & Rousseau, 2010). This dataset 
contains 24 scenes recorded with eight cameras (Table 4). The video cam1.avi of 
each scene was employed in the tests. These videos contain one or two falls 
from different positions and characteristics. An estimated rate of 25 frames per 
second is employed in the tests for these videos because their frame rate 
information is inaccurate. This dataset was employed because it has different fall 
types and non fall events. 











D.2. Scene 1. 720*480 1561 25 1 3 Artificial illumination 
D.2. Scene 2. 720*480 830 25 1 2 Artificial illumination 
D.2. Scene 3. 720*480 938 25 1 2 Artificial illumination 
D.2. Scene 4. 720*480 1048 25 2 4 Artificial illumination 
D.2. Scene 5. 720*480 766 25 1 2 Artificial illumination 
D.2. Scene 6. 720*480 1255 25 1 2 Artificial illumination 
D.2. Scene 7. 720*480 925 25 1 2 Artificial illumination 
D.2. Scene 8. 720*480 712 25 1 2 Artificial illumination 
D.2. Scene 9. 720*480 932 25 1 5 Artificial illumination 
D.2. Scene 10. 720*480 942 25 1 3 Artificial illumination 
D.2. Scene 11. 720*480 821 25 1 2 Artificial illumination 
D.2. Scene 12. 720*480 936 25 1 2 Artificial illumination 
D.2. Scene 13. 720*480 1205 25 1 8 Artificial illumination 
D.2. Scene 14. 720*480 1498 25 1 6 Artificial illumination 
D.2. Scene 15. 720*480 1085 25 1 5 Artificial illumination 
D.2. Scene 16. 720*480 1233 25 1 11 Artificial illumination 
D.2. Scene 17. 720*480 1538 25 1 11 Artificial illumination 
D.2. Scene 18. 720*480 1000 25 1 5 Artificial illumination 
D.2. Scene 19. 720*480 1015 25 1 2 Artificial illumination 
D.2. Scene 20. 720*480 1007 25 1 2 Artificial illumination 
D.2. Scene 21. 720*480 1206 25 1 5 Artificial illumination 
D.2. Scene 22. 720*480 1108 25 1 5 Artificial illumination 
D.2. Scene 23. 720*480 5380 25 2 27 Artificial illumination 
D.2. Scene 24. 720*480 3675 25 0 20 Artificial illumination 
Total  32616  25 138  




To detect falls in humans, several algorithms have been developed. First, a system 
architecture was defined. Next, a technique to represent images was implemented, as 
well as methods to detect humans employing multilevel color thresholding. Finally, the 
procedure for fall detection was developed. A brief summary of all these steps is 
presented in the following paragraphs, to provide a general vision to the readers. They 
will be exhaustively described in the corresponding sections. 
Section 2.1 presents the system architecture with graphical blocks that indicate the 
components of the system and their dependencies. The base layers are written in C++ 
and the user interface layer is written in C#. Proxy libraries connect the C++ libraries 
and the user interface. 
Section 2.2 presents an image representation with four channels. The image is 
represented with four coordinates. These coordinates are the lightness and other three 
components that are derived subtracting the lightness from the original RGB color 
components. In this color space some useful transformations can be performed, and 
scaling coefficients that compare two images can be calculated. The scaling coefficients 
are used later for the fall detection algorithm, and the optional verification step with the 
patient’s clothes. 
Section 2.3 explains multilevel color thresholding. Basically, to find the thresholds, 
the histogram of the image is described as a sum of Gaussian functions. The thresholds 
are found among the Gaussian functions using weights. Multilevel color thresholding is 
used to detect the patient in an optional step that is described as the last section of this 
chapter. 
Section 2.4 presents the fall detection algorithm, including the steps of frame 
preprocessing, background modeling, foreground detection, tracking and fall detection. 
The frame preprocessing step is the first one. The image is scaled and the color 
components near black are changed to improve the precision of the scaling coefficients. 
In the background modeling step, the background is modeled using a testing, verified 
and final background. The testing background is used to compute the probabilities that 
the pixels belong to the background. The verified background stores pixels with greater 
probability of being background. The final background is a combination of the verified 
background and the testing background. 
The foreground detection algorithm finds the foreground using the scaling 
coefficients described in Section 2.2. The foreground is the area of an object that is over 
the background and that moves in the scene. The scaling coefficients are found 
assuming that pixels from the current frame are a scaled version of the pixels from the 
background. Using these coefficients and some criteria that will be described later in the 
text, the pixel is classified as background, shadow/illumination artifact or foreground. 
Voids in the foreground blob are also closed using the close morphology operation. 
The tracking algorithm tracks the head of the subject and measures the head radius. 
The head radius is used to translate the measures from pixels to meters. A linear 
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regression is performed with the vertical velocity components and, if the data of the 
regression falls between certain thresholds, a fall detection event is signaled. When the 
fall is detected, the software sends the video of the fall to the social assistant. The social 
assistant can also request the video of the patient to the fall detector subsystem using a 
menu option. 
Finally, Section 2.5 presents as an optional step to detect the patients when they wear 
uniform color clothes (patient clothing) with color detection using multilevel color 
thresholding and the scaling coefficients defined in Section 2.2. This step may be used 
to make a different sound alarm when the fall occur, indicating the severity of the alert. 
If the patient has clothes with several colors, this step cannot be applied. This step is 
suitable for patients that are in hospitals or clinics. 
2.1. System Architecture 
The system architecture is shown in Figure 1.  
 
Figure 1. System architecture 
The system is divided into four layers. The first layer at the bottom is the technical 
layer. It contains the OpenCV and FFmpeg libraries. The second layer is the domain 
layer. It contains classes that represent objects like an image or a media reader. The 
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.NET framework code and native C++ code. The fourth layer is the user interface layer. 
The code in this layer is written in C#.  
The domain layer, proxy layer and user interface were developed in this work. In the 
technical layer, the OpenCV and FFmpeg libraries were used. These libraries can be 
freely downloaded from the Internet. The OpenCV binaries were used and the FFmpeg 
source code was compiled using MinGW.  
There are four C++ libraries. The first library contains the code that deals with image 
processing and fall detection. It employs the OpenCV Library to perform image 
processing. The second library is the HAMCOT library that allows multilevel color 
thresholding. The third library contains the code that allows for reading and writing 
video sequences. It employs the FFMPEG library to perform that task. The fourth is a 
utility library that combines audio, image processing and uses HAMCOT for clothes 
color detection, which is explained later in this work. Three proxy libraries are 
employed to allow the .NET code to access the images. The proxy libraries are written 
in C++/CLI. The user interface is written in C# using .NET Framework. It uses 
Windows Presentation Foundation to show the videos. There is a library with a .NET 
control that is reused in the two other applications. The .NET Fall Detector detects the 
falls, and then sends a notification and a 3 second video to the .NET Fall Supervisor that 
displays them to the user that can be a patient’s relative or a social assistant. The video 
that is being processed can also be requested by the social assistand or patient’s relative 
to monitor the current status of the patient. 
A screenshot of the system showing the Fall Detector and Supervisor applications is 
shown in Figure 2. The application at the bottom is the Fall Detector and it is displaying 
the different matrices used for video processing and a tracking overview image. At the 
top, there is the supervisor application, that shows the video of the patient and another 
window that shows a fall after it is detected, and the result of the clothes detection 
algorithm. 
 
Figure 2. Fall Detector, Supervisor and window that shows when the fall occurs.  
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2.2. Image Representation with Four Channels 
In this Section, a novel color space that represents an image with four channels is 
presented. This color space is called Lightness-Red-Green-Blue (LRGB) indicating the 
components of each channel. This color space defines the first component using the 
definition of the Y’ component of the Y’UV color space (International 
Telecommunication Union, 2011), and the other components are derived as the 
difference between each RGB component and the first component. It must be noted that 
the Y’UV color space uses color differences for the red and blue channel as an 
intermediate step; however, they are normalized for the U and V definitions. The LRGB 
color space uses all the color difference components and the lightness. 
The component Y’ in the Y’UV color space is called luma (Poynton, 2003) and the 
other components U and V are called chrominance components. The component Y’ 
appears also in the definition of the Y’CrCb color space. It is the weighted sum of the 
components of the RGB color space that are gamma corrected. This definition was used 
because it is a standard way to compute the brightness of the image (achromatic portion 
of the image).  
The LRGB color space is employed to define scaling coefficients for the fall 
detection algorithm. With these scaling coefficients the background and foreground are 
found. 
In this color space, the lightness 𝐿 is the first coordinate and it is the gray scale 
version of the image. This component is obtained using the following equation, that is 
used to compute the Y’ component in the conversion from the RGB color space to the 
Y’UV color space (International Telecommunication Union, 2011): 
 𝐿 = 0.299 ∗ 𝐶1 + 0.587 ∗ 𝐶2 + 0.114 ∗ 𝐶3 (1) 
where 𝐶𝑖  (i=1..3) represent the channels correponding to the red, green and blue 
colors (1=Red channel, 2=Green channel, 3=Blue Channel). Figure 3 represents the 
color space definition used in this work. 
 
Figure 3. LRGB Color Space Definition 
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Data were converted to floating point to avoid loss of information. The other three 
coordinates are obtained using: 
 𝑇𝑖 = 𝐶𝑖 − 𝐿 (2) 
In the LRGB color space space, the coordinates of the color components of each 
pixel 𝑇𝑖 and the lightness of the pixel 𝐿 can be employed to compute the original RGB 
color components. The color components 𝑇𝑖 are deviations from the lightness 𝐿. For an 
area of only one color it is expected that these components will be similar. The inverse 
mapping from the LRGB color space to the RGB color space is: 
 𝐶𝑖 = 𝑇𝑖 + 𝐿 (3) 
The image in the LRGB color space has four color components, corresponding to 𝐿 
and 𝑇𝑖 (i=1..3). In this way, the image is represented by the set (𝐿, 𝑇1, 𝑇2, 𝑇3).  
2.2.1. Lightness and Color Component Scaling 
The components could be modified by varying either the lightness or color components 
to a desired level, establishing a new set (𝑀, 𝑆1, 𝑆2, 𝑆3) . After that, the final color 
coordinates of the image adding the lightness can be obtained using: 
 𝑅𝑖 = 𝑆𝑖 + 𝑀 (4) 
Some examples of useful transformations are scaling the lightness and scaling the 
color components. Scaling the lightness component allows to increase the brightness of 
the image preserving the colors. Scaling the color components allows to increase the 
intensity of the colors. Scaling the lightness by a factor 𝛾 , yields the following 
equations: 
 𝑀 = 𝛾𝐿 (5) 
𝑆𝑖 = 𝑇𝑖 
Scaling the color components by a factor 𝛿 yields the following equations: 
 𝑀 = 𝐿 (6) 
𝑆𝑖 = 𝛿𝑇𝑖 
2.2.2. Computing the Scaling Coefficients 
In the fall detection algorithm that is presented in section 2.4, there is a step of 
background modeling and foreground detection. In these steps, the image is classified as 
background, illumination artifact, shadows and foreground. Foreground is the set of 
objects that appear over the background. For this classification, scaling coefficients are 
computed.  
If there are two images from the same scene (place), it has been assumed that they 
may differ only in the area of the foreground object. In the other region, it is expected 
that only the intensity of the colors changes. The intensity may be defined as the 
lightness color component of the LRGB model. We assume that, for the background 
region, the lightness may be scaled by some factor and the color components will be 
kept constant. This factor is the scaling coefficient, that will be defined in the following 
paragraphs.  
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To calculate the difference between two images, the following definitions will be 
used: 
Image 1: 𝑁𝐴 = (𝐶1, 𝐶2, 𝐶3) 𝑖𝑛 𝑅𝐺𝐵, (𝐿, 𝑇1, 𝑇2, 𝑇3) 𝑖𝑛 𝐿𝑅𝐺𝐵 
Image 2: 𝑁𝐵 = (𝑅1, 𝑅2, 𝑅3) 𝑖𝑛 𝑅𝐺𝐵, (𝑀, 𝑆1, 𝑆2, 𝑆3) 𝑖𝑛 𝐿𝑅𝐺𝐵 
The image 𝑁𝐵  can be represented in terms of the first image as a transformation 
where the lightness is scaled. We make the hypothesis that 𝑀 = 𝑘𝐿 and 𝑆𝑖 = 𝑇𝑖 . To 
verify if this hypothesis is true, different constants 𝑘𝑖 for each channel are employed. 
This hypothesis is assumed because two images are being compared, and the pixels of 
them are being tested for equivalence, considering that the colors of the pixels in the 
second image are a scaled version of the colors of the pixels in the first image, in the 
LRGB color space. Therefore, the inverse mapping of 𝑅𝑖 will be: 
 𝑅𝑖 = 𝑆𝑖 + 𝑀 ≅ 𝑇𝑖 + 𝑘𝑖𝐿 = 𝐶𝑖 − 𝐿 + 𝑘𝑖𝐿 (7) 
In practice, we can compute the difference image Δ𝑁 = 𝑁𝐵 − 𝑁𝐴 and its channels 
Δ𝑁1, Δ𝑁2, Δ𝑁3. The difference image, using the previous formula will can be calculated 
as follows: 
 ∆𝑁𝑖 = 𝑅𝑖 − 𝐶𝑖 ≅ 𝐶𝑖 − 𝐿 + 𝑘𝑖𝐿 − 𝐶𝑖 = (𝑘𝑖 − 1)𝐿 (8) 




+ 1 (9) 
This result is not defined when the color is black because 𝐿 = 0  (𝐶1 = 0, 𝐶2 =
0, 𝐶3 = 0). Therefore, a small amount is added (ex. 0.1 for 8 bit RGB images) to avoid 
the division by zero error. In this case, the value 0.1 is used to avoid the division by 




+ 1 (10) 
2.3. Multilevel Color Thresholding 
Multilevel color thresholding is employed in the step of patient detection using his/her 
clothes. This is an optional verification step after the detection of a fall, and it is 
explained in section 2.5. 
Two algorithms were developed: HAMCOT-1 and HAMCOT-2. Two different 
implementations were developed to test if the criterion for thresholding images 
(maximize the sum of probabilities that correspond to the probability distributions that 
are separated by a threshold) is reliable to threshold images. The algorithm HAMCOT-2 
is implemented in the HAMCOT library. For tests, both algorithms are implemented in 
a separate project besides the HAMCOT library. 
In models like the CIE (Commission internationale de l’éclairage, International 
Commission on Illumination) (International Commission on Illumination, 1990) or the 
RGB (Red-Green-Blue) color model, a color is characterized by different coordinates. 
Color information can be used for thresholding images. To do this task, some 
assumptions are performed about the images that are going to be thresholded. The 
assumptions are the following: 
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- There is an object with a pure color in the image. This color is modified by 
illumination conditions following a gaussian distribution. 
- If we have a scene composed by well-defined colors, we assume that each color 
follows a Gaussian distribution and the histogram of each channel is a sum of 
Gaussian distributions.  
- Each color class in the image will have a 3D Gaussian distribution. The 
histogram in the 3D space will be a sum of 3D Gaussian distributions. 
The histogram resolution must be high enough to differentiate the color classes that 
are closer and low enough to have an adequate number of samples in each histogram. 
We must also consider that shadows can be dropped from one object to another, 
resulting in new color classes detected by the algorithm (Figure 4). 
 
(a)                                                                  (b) 
Figure 4. Channel histogram as the projection of a 2D histogram(a) sum of Gaussians and scaled projections 
(b) 3D Histogram that shows clusters of color classes of the baboon image 
Each 1D histogram can be considered approximately as the projection of a 2D 
histogram, because the 1D histogram is the integration of the 2D histogram and the 
peaks will appear in both histograms (e.g.Figure 4.a.). Bearing this in mind, we classify 
each 1D histogram using the thresholding criterion presented in the following 
paragraphs (each proposed algorithm, HAMCOT-1 and HAMCOT-2, has a different 
implementation of this criterion). We expect to use the thresholds to classify 
successfully the 2D histogram with rectangles if there are few color classes in the 
image, because there will be few peaks (color classes) and their projection will appear 
clearly in the 1D histogram. This idea can be extended to the 3D histogram. Now the 
problem is limited to threshold each color channel individually and to combine the 
thresholded channel images in a single image. The different colors in the final image 
will be the color classes that are found. 
There are other possible approaches for thresholding, such as irregular or nonlinear 
lattices (Vadakkepat, 2008). HAMCOT-1 and HAMCOT-2 find the thresholds 
automatically using rectangular lattices. 
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2.3.1. HAMCOT-1 
The first Histogram-based Algorithm for Multilevel Color Thresholding (HAMCOT), 
HAMCOT-1 is presented in the following paragraphs. This algorithm finds the 
thresholds by maximizing the sum of probabilities that the pixels belong to the 
separated color classes using cumulative distribution functions.  
The steps of the algorithm are the following: 
A) Split the image into individual channels 
The image is split into individual channels and each channel is processed using steps B, 
C, D, E and F. 
B) Scale the histogram to a predefined range 
To make the algorithm consistent across multiple image sizes (because in a larger 
image, there are more pixels and the histogram is taller), the original channel 
histogram 𝑉(𝑖) is translated by its minimum value and scaled by the maximum of the 
translated one. The 1024 factor is used as maximum height of the scaled histogram: 
 𝑉𝑡(𝑖) = 𝑉(𝑖) − 𝑚𝑖𝑛𝑖 𝑉(𝑖) (11) 
 h(i) = Vt(i) ∗ 1024/ maxi Vt(i)  
Where 𝑉(𝑖) is the original histogram from the image channel being thresholded; 𝑖 is 
the bin index, between 0 and 𝐾 (𝐾 is the number of bins of the histogram minus one); 
𝑉𝑡(𝑖) is the translated histogram; ℎ(𝑖) is the translated and scaled histogram; 𝑚𝑖𝑛𝑖 𝑉(𝑖)  
is the minimum value of the histogram; 𝑚𝑎𝑥𝑖 𝑉𝑡(𝑖)  is the maximum value of the 
translated histogram.  
C) Find the maxima of the histogram 
To threshold the image channel, its histogram ℎ(𝑖)  is approximated with Gaussian 
functions (Figure 5) by minimizing the sum of squared differences of the ideal 
histogram with the real one. Gaussian functions are employed because the peaks of the 
histogram resemble Gaussian functions. These functions are also employed because the 
assumption that the colors in the image follow a 3D Gaussian distribution is performed. 
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Let 𝑀 be the desired number of Gaussian functions. The means are estimated with 
the local maxima in the histogram. To compute these values, the following steps are 
used, storing with each maximum its corresponding level: 
1. Do 
a. Store the current histogram 
b. Blur the histogram to remove the noise (each frequency is averaged with 
its two adjacent neighbors). 
2. Until the histogram contains less maxima than 𝑀. 
3. Use the histogram stored before the last bluring step that contains a number of 
maxima 𝑁. 
4. While 𝑁 > 𝑀 Do 
a. Select the minimum interval between the maxima positions. 
b. Select the smaller maximum of the selected interval and remove it from 
the list (𝑁 = 𝑁 − 1) 
5. Loop 
There are 𝑁 = 𝑀 maxima 𝑚𝑗 and their corresponding levels 𝑐𝑗. In the exceptional case 
that the initial histogram contains a small number of maxima (e.g. histogram with only 
two values for white and black, and 𝑀 = 3), the number of 𝑀 maxima may not be 
achieved; however this is not generally the case. 
The maxima search is performed using the histogram values. To find the maxima in 
the blurred histogram ℎ(𝑖), the following criteria are employed: 
If 𝑢(𝑖 − 1) < 𝑢(𝑖) ≤ 𝑢(𝑖 + 1), 𝑖 = 1. . 𝐾 − 1, then 𝑢(𝑖) is a maximum. 
If 𝑢(0) > 𝑢(1) then 𝑢(0) is a maximum. 
If 𝑢(𝐾) > 𝑢(𝐾 − 1), then 𝑢(𝐾) is a maximum. 
The last two criteria are used to find maxima that are present at the ends of the 
histogram. If the maximum found is less than 1, then it is not considered because 
sometimes spurious maxima of less than this height appear due to the fact that the 
histogram is scaled. 
D) Apply the least squares method and gradient descent to find the ideal histogram 
as a sum of Gaussian Distributions 
The 𝑁 Gaussian functions corresponding to the previously found maxima are: 




)  (12) 
Where 𝑥  is a color component level; 𝜇𝑗  is the mean, the center of the Gaussian 
function 𝑗; 𝑠𝑗 is the width scale factor (scales the “width” of the Gaussian function); 𝑟𝑗 is 
the height scale factor (the “height” of the Gaussian function); 𝐷𝑗  is the Gaussian 
function of a color class in the channel that is being thresholded; 𝑗 = 1. . 𝑁 because 
there are 𝑁 Gaussian functions. The functions are ordered using the mean: 𝜇𝑗 < 𝜇𝑗+1. 
The ideal histogram 𝐻 will be the sum of those functions: 
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𝐻(𝑥, 𝝁, 𝒓, 𝒔) = ∑ 𝐷𝑗
𝑁
𝑗=1
(𝑥, 𝜇𝑗 , 𝑟𝑗, 𝑠𝑗) 




)𝑁𝑗=1   (13) 
Where 𝝁 = (𝜇1, 𝜇2, … , 𝜇𝑁), 𝒓 = (𝑟1, 𝑟2, … , 𝑟𝑁), 𝒔 = (𝑠1, 𝑠2, … , 𝑠𝑁); 𝑥 is a bin center 
in the histogram (a bin is an interval that has an associated frequency and its center is 
used to represent it); 𝐻  is the histogram approximation of ℎ(𝑥)  for the bin 𝑥 , 
considering the mean parameters 𝜇𝑗  the scale parameters 𝑟𝑗  and 𝑠𝑗 ; 𝑟𝑗 > 0 , this 
restriction is needed because the Gaussian function will be always positive; 𝑠𝑗 > 0, 
because the denominator must be kept negative. Notice that the parameter 𝑠𝑗 appears in 
the denominator instead of the squared standard deviation multiplied by 2 allowing to 
obtain a better approximation with the least squares method. A bin of size 1 was 
employed because it provides the best detail for an 8 bit RGB image (selecting 1 as the 
size of the bin provides the largest number of bins in the histogram and in an 8 bit 
image, there are 256 possible values and bins of size 1). 
The least squares method was selected to minimize the sum of squared differences 
between the real histogram ℎ(𝑥) and the ideal histogram: 
 𝑆 = ∑ (ℎ(𝑖) − 𝐻(𝑖, 𝜇, 𝑟, 𝑠))2𝐾𝑖=0   (14) 
Where 𝑆 is the sum of squared differences that we want to minimize; 𝑖 is a bin in the 
histogram between 0 and 𝐾 ; ℎ(𝑖) is the histogram from the real image that maps a 
frequency to the bin 𝑖; 𝐾 is the number of bins for the considered channel minus one. 𝐾 
may be 255 in an 8 bit RGB image, with one bin for each possible color component 
value. In high resolution 16 bit images, it may be up to 65535. We must ensure to have 
enough values for the histogram and that the histogram density is suitable. If few bins 
are employed, the histogram details will be scarce. 
Comparing the definition of the Gaussian functions 𝐷𝑗  with the normal probability 
distribution 𝑁𝑗(𝑥, 𝜇𝑗, 𝜎𝑗) we have: 

















  (15) 
The scale factor 𝜎𝑗√2𝜋  in the probability distribution is employed to keep the 
function area in the range [0,1]. The 1D histogram, properly scaled, approximates to the 
probability distribution of the pixel color components in the channel. Taking this aspect 
into consideration we find 𝜎𝑗: 
 sj = 2σj





The ideal histogram is the scaled version of the Gaussian mixture probability density 
function 𝐴(𝑥, 𝜶, 𝝁, 𝝈) and the following equations can be established: 
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 Nj=1  (17) 
Where 𝛼𝑗 are the mixture weights and their sum is equal to one; 𝜶 = (𝛼1, 𝛼2, … , 𝛼𝑁) 
and 𝝈 = (𝜎1, 𝜎2, … , 𝜎𝑁). If the probability distribution is scaled up to a factor 𝑊  to 
match 𝐻(𝑥, 𝝁, 𝒓, 𝒔): 





 𝑁𝑗=1  (18) 
Matching the terms of the sums and solving for 𝑊 and 𝛼𝑗: 
𝑊𝛼𝑗
𝑟𝑗𝜎𝑗√2𝜋
= 1,   𝛼𝑗 =
𝑟𝑗𝜎𝑗√2𝜋
𝑊
,   ∑ 𝛼𝑖 = 1
𝑁













Different images were tested and, in some cases, the standard deviation that was 
obtained reached very large values. Because a color class is located in a limited range in 
the histograms, we can select the 5% of (𝐾 + 1) as the maximum standard deviation. 
The variable 𝑠𝑚𝑎𝑥 is used to enforce this constrain. 
 smax = 2(0.05(K + 1))
2
. (20) 
To perform the parameter estimation, the following algorithm is applied over each 
channel from the original image.  
For 𝑗 = 1. . 𝑁, the values for 𝑟𝑗 are needed. The means 𝜇𝑗 will be the local maxima. 
They were found previously {𝑐1, 𝑐2, … , 𝑐𝑁}  and they will remain the same in each 
iteration. The initial values for the height scale parameters 𝑟𝑗 will be 𝑚𝑗. 
The gradient descent method (Snyman, 2005) is employed to find the parameters 𝑟𝑗 





= ∑ 2(h(i) − H(i, μ, r, s)) (−
∂H(i)
∂rj













= ∑ 2(h(i) − H(i, μ, r, s)) (−
∂H(i)
∂sj












)Ki=0   
Because this is a numerical algorithm, many parameters, such as the step factor, or 
initial values, must be empirically selected. For each iteration 𝑡 ≥ 0 the height and scale 
are increased by the step factors ∆𝑟 and ∆𝑠. The initial values are given below: 
 rj,0 = mj; sj,0 = 1; μj = cj; ∆r = 5 ∗ 10
−4 
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 ∆s = 5 ∗ 10−5 ;  γ = 0.05  ;j = 1. . n;  t = 0. .9999 
 smax = 2(γ(K + 1))
2 
 rt = (r1,t, … , rN,t)   (23) 
 st = (s1,t, s2,t, … , sN,t)  








These values were selected because they provide good results, as shown in Figure 6. 
The values from the height scale and width scale are kept greater than zero (10−6). The 
width scale is also kept lower or equal to 𝑠𝑚𝑎𝑥. The factor γ specifies a fraction from 
the maximum number of color levels in the channel. We employed  = 0.05, that 
provided good results in terms of uniformity for thresholding the images. The absolute 
error sum from the original histogram and the ideal histogram are calculated and 
compared with the obtained in the previous iteration. If the absolute difference of these 
sums is lower than 10−4 , or more than 10000 iterations are performed, then the 
algorithm stops. The parameter values from the last iteration are used to threshold the 
image. 
The algorithm was executed 200 times to threshold the grayscale version of the 
training images in the BSDS500 dataset. Figure 6 shows a histogram using bins with a 
width of one thousand of iterations and the last bin considering more than 100 thousand 
iterations. The vertical axis indicates the frequency in which the algorithm ends in the 
specified number of iterations. Fifty five percent of the time the algorithm ends in less 
than 10 thousand iterations as shown in Figure 7. Considering a maximum of 10 
thousand iterations, the average error difference between the last and previous iteration 
was 0.0112 with a standard deviation of 0.0336. Therefore convergence is generally 
achieved with this number of iterations. The bound of 10 thousand iterations was 
selected to improve the performance of the algorithm. 
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Figure 7. Cumulative distribution using up to 100 thousand iterations 
 
E) Find the thresholds 
Given a threshold 𝑇𝑢  ( 𝑢 = 1. . 𝑁 − 1 ) that separates the probability distributions 
𝑁𝑢(𝑥, 𝜇𝑢, 𝜎𝑢)  and 𝑁𝑢+1(𝑥, 𝜇𝑢+1, 𝜎𝑢+1) , the probability that the pixels have a value 
lower than the threshold and belong to the first distribution is 𝑃(𝑋 < 𝑇𝑢)  and the 
probability that the pixels have a value greater or equal than the threshold and belong to 
the second distribution is 𝑃(𝑌 ≥ 𝑇𝑢). These probabilities are maximized by maximizing 
the sum of them because they depend on the threshold 𝑇𝑢. The following equation is 
used: 
 Tu = argmaxt(P(X < Tu) + P(Y ≥ Tu))  























It is possible to prove that the proposed function has a maximum between 𝜇𝑢 and 
𝜇𝑢+1. The current implementation uses a lookup table of 680 values of the cumulative 
distribution function of the standard normal distribution in the range [0..6.8]. This range 
and number of values was selected to compute with high precision the function. The 
threshold 𝑡 is computed iteratively by moving the threshold one unit starting from the 
mean 𝜇𝑢  up to the mean 𝜇𝑢+1  and choosing the value that maximizes the sum. The 
indices in the lookup table are computed using ⌊(
𝑡−𝜇𝑢
𝜎𝑢
) ∗ 100⌋ and ⌊− (
𝑡−𝜇𝑢+1
𝜎𝑢+1
) ∗ 100⌋. 
If one index is higher than the size of the lookup table (the distributions are separated by 
a long distance), then the threshold is computed using weighted confidence intervals, 
which are explained in the following paragraphs. 
We expect to have around 95% of the values between ±2𝜎𝑗 around each mean 𝜇𝑗 
from the distributions 𝑁𝑗; in this way, we obtain the following confidence intervals: 
 Rj = [μj − 2σj, μj + 2σj] (25) 
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To compute the weighted confidence intervals, we take two confidence intervals 𝑅𝑗 
and 𝑅𝑗+1 and define the threshold as the weighted average of their boundaries. The case 
that the values are out of the interval [𝜇𝑢, 𝜇𝑢+1] is also considered using the min and 
max functions. 
 Tu = ⌈
min (bu,μu+1)∗σu+max (au+1,μu)∗σu+1
σu+σu+1
⌉ , u = 1. . N − 1 (26) 
𝑢  is the index for the threshold. If we have 𝑁  distributions we will have 𝑁 − 1 
thresholds between them.  
The standard deviation is employed as a weight because it measures the distribution 
importance in the histogram.  
F) Select the colors for representation 
For the ranges  [0, 𝑇1), [𝑇1, 𝑇2), [𝑇2, 𝑇3), … , [𝑇𝑁−1, 𝐾] color levels for the current channel 
are used to represent the classes that are found with thresholding. Note that the upper 
thresholds are not included in the classes. These color levels will be 𝐶𝑗. 
 Cj = fj(x, y)̅̅ ̅̅ ̅̅ ̅̅ =
∑ f(x,y)(x,y)∈Rj
Mj
, j = 1. . N  (27) 
In the formula, 𝑅𝑗 is a thresholded region, 𝑀𝑗 is the total number of pixels of 𝑅𝑗 and 
𝑓(𝑥, 𝑦) is the source image component level at the point (𝑥, 𝑦) . As an alternative, 
equally-spaced colors in the range 0..K can also be used. 
G) Merge the thresholded images to get a single image 
The thresholded images are merged into a single color image. If 𝑞 is the number of 
Gaussian functions per channel, and 𝑑 is the number of channels, then there are up to 𝑞𝑑 
color classes in the image. For example, if there are two Gaussian functions per channel 
and three channels, there will be up to 23 = 8 color classes in the thresholded images, 
corresponding to the possible color level combinations. 
If the image has only one channel, the image resulting from the previous step is used. 
2.3.2. HAMCOT-2 
The second algorithm is called HAMCOT-2. It is an improved version of the first 
algorithm because it uses the histogram and the estimated Gaussian functions instead of 
only Gaussian functions. The algorithm has the same steps of HAMCOT-1. The 
differences between HAMCOT-1 and HAMCOT-2 are the way to select the threshold 
and how to constrain the variance in the numeric algorithm. These differences are 
presented in the following paragraphs. 
In step D, a difference with HAMCOT-1 is the restriction over the denominator of the 
exponential functions 𝑠𝑚𝑎𝑥. Instead of using 𝛾(𝐾 + 1) as limit, the standard deviation is 
allowed to be in the range between (𝜇𝑢+1 − 𝜇𝑢−1)/2  and for the extremes of the 
intervals, between (𝜇1 − 0)/2  (for clarity and symmetry the zero was added in the 
formula) and (255 − 𝜇𝑁−1)/2. These constraints ensure that the standard deviation does 
not reach high values in the numeric algorithm. Figure 8 shows the definition of these 
ranges. 
Chapter 3.  Materials and Methods 48 
 
 
Figure 8. Restriction 𝒔𝒎𝒂𝒙 in HAMCOT-2 
The change in step D affects the convergence of the gradient descent algorithm. 
Results show that after 100 thousand iterations only 37.5% of the cases achieve a 
difference of 1E-4 between the current and previous step. However if the limit is set to 
10 thousand iterations, the average difference between the current and previous step is 
0.17 with a standard deviation of 0.23, showing a reasonable convergence.  
In step E, there is a difference in how to select the threshold in HAMCOT-2. To select 
the threshold, it is assumed that there are two discrete distributions 𝑃(𝑋 = 𝑖)  and 
𝑃(𝑌 = 𝑖) with mean 𝜇𝑢 and 𝜇𝑢+1 (𝑢 = 1. . 𝑁 − 1, 𝜇𝑢 < 𝜇𝑢+1). The probability that the 
pixels belong to the first class is 𝑃(𝑋 < 𝑡) and the probability that the pixels belong to 
the second class is 𝑃(𝑌 ≥ 𝑡). It is assumed that 𝑃(𝑌 = 𝑖) is known, and the histogram is 
known. There is the goal of maximizing the sum of the probabilities that the pixels 
belong to each class in the interval [𝜇𝑢, 𝜇𝑢+1]. The following equations are proposed: 
 T1,u = argmaxt(P(X < t) + P(Y ≥ t))  
 P(X < t) = Bx + ∑ P(X = i)
t−1
i=μu
 ,             P(Y ≥ t) = By + ∑ P(X = i)
μu+1
i=t  
 T1,u = argmaxt(Bx + By + ∑ P(X = i)
t−1
i=μu
+ ∑ P(Y = i)
μu+1
i=t )  
 T1,u = argmaxt(∑ P(X = i)
t−1
i=μu
+ ∑ P(Y = i)
μu+1
i=t )  (28) 
Where 𝐵𝑥 and 𝐵𝑦 correspond to the sum of the halves of the distributions that are out 
of the interval [𝜇𝑢, 𝜇𝑢+1] . They are ignored because they are constant in the final 
expression (they do not change the position 𝑡 of the maximum because we assume that 
the maximum is in the interval [𝜇𝑢, 𝜇𝑢+1] and we are looking for a threshold in this 
interval).  
The scaled histogram ℎ(𝑖) is the sum of the two distributions multiplied by some 
quantity 𝜆 in the interval [𝜇𝑢, 𝜇𝑢+1]; ℎ(𝑖) = 𝜆(𝑃(𝑋 = 𝑖) + 𝑃(𝑌 = 𝑖)). Because ℎ(𝑖) is 
needed in the equation, the following operations will be performed: 
𝑇1,𝑢 = argmax𝑡(∑ (𝑃(𝑋 = 𝑖) + 𝑃(𝑌 = 𝑖)) 
𝑡−1
𝑖=𝜇𝑢
+ ∑ (𝑃(𝑋 = 𝑖) + 𝑃(𝑌 = 𝑖))
𝜇𝑢+1
𝑖=𝑡 −
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𝑇1,𝑢 = argmax𝑡 (∑ (𝑃(𝑋 = 𝑖) + 𝑃(𝑌 = 𝑖))
𝜇𝑢+1
𝑖=𝜇𝑢
− ∑ 𝑃(𝑌 = 𝑖)𝑡−1𝑖=𝜇𝑢 − (𝜃 −
∑ 𝑃(𝑋 = 𝑖)𝑡−1𝑖=𝜇𝑢 ))  
𝑇1,𝑢 = argmax𝑡 (∑ (𝑃(𝑋 = 𝑖) + 𝑃(𝑌 = 𝑖))
𝜇𝑢+1
𝑖=𝜇𝑢
+ ∑ (𝑃(𝑋 = 𝑖) − 𝑃(𝑌 = 𝑖))𝑡−1𝑖=𝜇𝑢 − 𝜃)  
𝑇1,𝑢 = argmax𝑡 (∑ (P(X = i) + P(Y = i))
μu+1
i=μu
+ ∑ (P(X = i) + P(Y = i))t−1i=μu − θ −
2 ∑ P(Y = i)t−1i=μu )      (29) 
Where 𝜃 = ∑ 𝑃(𝑋 = 𝑖)
𝜇𝑢+1
𝑖=𝜇𝑢
. The constant terms will be removed because they are not 
relevant for the argmax function (the maximum will still be a maximum without those 
terms): 
 T1,u = argmaxt(∑ (P(X = i) + P(Y = i))
t−1
i=μu
− 2 ∑ P(Y = i)t−1i=μu )  (30) 
The expression inside the argmax function is multiplied by 𝜆  (the factor of the 
histogram) and ℎ(𝑖) is replaced: 
 T1,u = argmaxt(∑ h(i)
t−1
i=μu
− 2 ∑ λP(Y = i)t−1i=μu )  (31) 
If the process is repeated assuming the distribution 𝑃(𝑋 = 𝑖) is known, the following 
equation is obtained: 
 T2,u = argmaxt(∑ h(i)
μu+1
i=t − 2 ∑ λP(X = i)
μu+1
i=t )  (32) 
𝜆𝑃(𝑋 = 𝑖) and 𝜆𝑃(𝑌 = 𝑖) can be approximated by the estimated Gaussian functions 
𝐷𝑢(𝑥, 𝜇𝑢, 𝑟𝑢, 𝑠𝑢), and 𝐷𝑢+1(𝑥, 𝜇𝑢+1, 𝑟𝑢+1, 𝑠𝑢+1), so finally we have: 
?̂?1,𝑢 = argmax𝑡(∑ ℎ(𝑖)
𝑡−1
𝑖=𝜇𝑢




 T̂2,u = argmaxt(∑ h(i)
μu+1
i=t − 2 ∑ Du(i, μu, ru, su)
μu+1





?̂?1,𝑢 and ?̂?2,𝑢 are estimates of the threshold. The average of them is used as the final 
estimate of the threshold (𝑇𝑢). 
2.4. Fall Detection Algorithm 
The steps of the fall detection algorithm are frame preprocessing, background 
computing, extraction of foreground objects and person tracking. These steps are 
executed for each frame of the video. 
2.4.1.  Frame Preprocessing 
The processing time is in direct relation with the image size. Therefore, before the steps 
described in the following sections, the input frame was resized to keep the image width 
with a value lower than 400 pixels. The images of 720*480 pixels were scaled to 
360*240 pixels to perform the tests described in the corresponding sections (four 
neighbor pixels were averaged to get one). 
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Because the pixel component colors near black are not accurately obtained (camera 
noise), pixel components with a value less than 8 are set to 8 to make 𝑘𝑖 (the scaling 
coefficient that is explained in section 2.2.2. ) more precise in those areas. 
If 𝑛 is the maximum between the number of rows and columns, the time complexity 
of the preprocessing step is 𝑂(𝑛2). 
2.4.2.  Background Modeling Algorithm 
This algorithm allows to compute dynamically an estimated background using the 
frames of the video. The background modeling algorithm uses three background 
images: testing background 𝐶𝑡, verified background 𝑆𝑡 and final background 𝐵𝑡.  
The testing background is employed to compute the probabilities that 𝐸𝑡(𝑥, 𝑦) is 1 
(this probability allows to classify the pixel as belonging to the background or not). It is 
a fast changing background. After a verification process with the probabilities, some 
pixels go to the verified background. 
The verified background stores verified pixels (that are assumed to belong to the real 
background). It is a stable image and has slow changes. 
The final background is a combination of the testing background and the verified 
background. At the beginning, the background contains areas that are not fully verified. 
Therefore the testing background is used for these areas. As time passes, pixels are 
taken from the verified background. The areas that are taken from the testing 
background are generally areas with noise. 
If 𝑛 is the maximum between the number of rows and columns, the time complexity 
of the background modeling algorithm is 𝑂(𝑛2). 
2.4.2.1. Notation 
To simplify notation, variable assignment for images and their pixels (which is used for 
programming) is allowed and will be written with ‘← ’. The variable 𝑡  counts the 
number of frames after the beginning of the video or after the last algorithm reset.  
When the whole image is referenced, the notation will be only the letter of the image 
(e.g. 𝐼𝑡) and when a particular pixel of the image is referenced, the notation will be the 
letter of the image followed by (𝑥, 𝑦) (e.g. 𝐼𝑡(𝑥, 𝑦)).  
2.4.2.2. Variable Definitions 
The following images are employed to compute the background: 
- 𝐼𝑡 is the current image (preprocessed frame) at time 𝑡. 
- 𝑆𝑡  is the verified background. It contains the pixels that were considered as 
background the 90% of the time after 25 frames from the last event counter 
reset, or the beginning of the video. It is initialized with zeroes at 𝑡 = 0. 
- 𝐴𝑡  is the flag matrix. 𝐴𝑡(𝑥, 𝑦) stores a flag that indicates if 𝑆𝑡(𝑥, 𝑦) is valid. 
When 𝑡 = 0, its values are initialized to zero. If 𝑆𝑡(𝑥, 𝑦) is not a verified pixel, 
the value of 𝐴𝑡(𝑥, 𝑦) is 0; otherwise it is 1. 
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- 𝐶𝑡  is the testing background. When 𝑡 = 0, it is initialized with 𝐼0 . 𝐶𝑡(𝑥, 𝑦) is 
updated according to the event 𝐸𝑡(𝑥, 𝑦) . 𝐶𝑡(𝑥, 𝑦)  is used for computing the 
probability 𝑃𝑡(𝑥, 𝑦). 
- 𝐵𝑡 is the final background at time 𝑡. When 𝑡 = 0, it is initialized with 𝐼0. This 
background image is used for foreground detection. It is a combination of 𝐶𝑡 and 
𝑆𝑡. 
- 𝑅𝑡  is the real background (the background that is being estimated). This 
background is not available at runtime. It is employed only to clarify concepts. 
- 𝐸𝑡 is the event matrix. If the event “𝐶𝑡−1(𝑥, 𝑦) matches 𝐼𝑡(𝑥, 𝑦)” occurs in the 
current frame, 𝐸𝑡(𝑥, 𝑦) is 1; otherwise 𝐸𝑡(𝑥, 𝑦) is 0. 
- 𝑋𝑡  is the event counter. 𝑋𝑡(𝑥, 𝑦)  is the number of occurrences of the event 
𝐸𝑡(𝑥, 𝑦) from the last event count reset, or the beginning of the video. 
- 𝑇𝑡 is the total event counter. 𝑇𝑡(𝑥, 𝑦) is the number of frames from the last event 
count reset or the beginning of the video. 
- 𝑃𝑡 is a probability matrix. 𝑃𝑡(𝑥, 𝑦) is the probability that 𝐸𝑡(𝑥, 𝑦) is 1. 
There are also parameters such as 𝛽, 𝛿, 𝜉1, 𝜉2, 𝜂1, 𝜂2, 𝛾, 𝜑 that are explained in the 
steps of the algorithm and were selected to maximize the fall detection sensitivity and 
specificity. 
2.4.2.3. Background Model Fundamentals 
The pixels of the testing background are compared with the pixels of the current image. 
If these pixels match, 𝐸𝑡(𝑥, 𝑦) ← 1 otherwise 𝐸𝑡(𝑥, 𝑦) ← 0. 𝐸𝑡(𝑥, 𝑦) is 1 if “𝐶𝑡−1(𝑥, 𝑦) 
matches 𝐼𝑡(𝑥, 𝑦)”. Table 5 shows the possible events assuming the real background 
𝑅𝑡(𝑥, 𝑦)  is known (these relations hold for individual pixels that are in the same 
position (𝑥, 𝑦) in the images): 
Table 5. Events 
Events 𝑪𝒕−𝟏(𝒙, 𝒚) ≈ 𝑹𝒕(𝒙, 𝒚) 𝑪𝒕−𝟏(𝒙, 𝒚) ≉ 𝑹𝒕(𝒙, 𝒚) 
𝑰𝒕(𝒙, 𝒚)  is equal to the real 
background 𝑹𝒕(𝒙, 𝒚) 
(𝑰𝒕(𝒙, 𝒚) = 𝑹𝒕(𝒙, 𝒚)) 
𝐶𝑡−1(𝑥, 𝑦)  matches 𝐼𝑡(𝑥, 𝑦) 
(𝐶𝑡−1(𝑥, 𝑦) ≈ 𝐼𝑡(𝑥, 𝑦)) 
𝐶𝑡−1(𝑥, 𝑦)  does not match 𝐼𝑡(𝑥, 𝑦) 
(𝐶𝑡−1(𝑥, 𝑦) ≉ 𝐼𝑡(𝑥, 𝑦)) 
𝑰𝒕(𝒙, 𝒚)  is equal to the 
foreground and 𝑰𝒕(𝒙, 𝒚) ≠
𝑹𝒕(𝒙, 𝒚) 
𝐶𝑡−1(𝑥, 𝑦)  does not match 
𝐼𝑡(𝑥, 𝑦) (𝐶𝑡−1(𝑥, 𝑦) ≉ 𝐼𝑡(𝑥, 𝑦)) 
Generally mismatch ( 𝐶𝑡−1(𝑥, 𝑦)  does not 
match 𝐼𝑡(𝑥, 𝑦) ). Match in rare cases, when 
𝐶𝑡−1(𝑥, 𝑦) ≈ 𝐼𝑡(𝑥, 𝑦)and 𝐶𝑡−1(𝑥, 𝑦) ≉ 𝑅𝑡(𝑥, 𝑦) . If 
𝐼𝑡(𝑥, 𝑦)  is part of the foreground it will not be 
constant in time. The verification of this event is 
performed using several frames. 
𝑰𝒕(𝒙, 𝒚)  is equal to the 
foreground and 𝑰𝒕(𝒙, 𝒚) =
𝑹𝒕(𝒙, 𝒚). This is a rare case that 
occurs when the foreground is 
equal to the background. 
𝐶𝑡−1(𝑥, 𝑦)  matches 𝐼𝑡(𝑥, 𝑦) . 
(𝐶𝑡−1(𝑥, 𝑦) ≈ 𝐼𝑡(𝑥, 𝑦)) 
Mismatch (𝐶𝑡−1(𝑥, 𝑦) ≉ 𝐼𝑡(𝑥, 𝑦)) 
It is probable that if 𝐶𝑡−1(𝑥, 𝑦)  matches 𝐼𝑡(𝑥, 𝑦) then 𝐶𝑡−1(𝑥, 𝑦)  is approximately 
equal to the real background pixel 𝑅𝑡(𝑥, 𝑦). Therefore, the event 𝐸𝑡(𝑥, 𝑦) = 1 can be 
used for testing if 𝐶𝑡−1(𝑥, 𝑦)  is approximately equal to the real background pixel 
𝑅𝑡(𝑥, 𝑦).  
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The hypothesis “𝐶𝑡−1(𝑥, 𝑦) matches the pixel 𝐼𝑡(𝑥, 𝑦)” is tested several times, and if 
after some frames the probability 𝐏(𝐸𝑡(𝑥, 𝑦) = 1)  is high, the pixel 𝐶𝑡−1(𝑥, 𝑦)  is 
considered as belonging to the background and is placed in the verified background 
𝑆𝑡(𝑥, 𝑦). 
The frequency of the event 𝐸𝑡(𝑥, 𝑦) = 1  is used for computing the probability 
𝐏(𝐸𝑡(𝑥, 𝑦) = 1). If 𝑋𝑡(𝑥, 𝑦) is the number of times the event 𝐸𝑡(𝑥, 𝑦) = 1 has occurred 
after 𝑡 ≥ 𝑡0, and 𝑇𝑡(𝑥, 𝑦) is the number of frames after 𝑡 ≥ 𝑡0, the probability can be 
computed using 𝐏(𝐸𝑡(𝑥, 𝑦) = 1) =
𝑋𝑡(𝑥,𝑦)+1
𝑇𝑡(𝑥,𝑦)+2
 . Laplace smoothing (Russel & Norvig, 
2010) is applied to the definition of probability to avoid having either 100% or 0% 
probability when the event count is one. If the probability is greater than 𝜉1 = 90% 
after 𝜂1 = 25 frames, the pixel 𝐶𝑡−1(𝑥, 𝑦) is placed in the verified background 𝑆𝑡(𝑥, 𝑦). 
If the pixel has a probability less than 𝜉2 = 30%  after 𝜂2 = 25  frames the pixel 
𝐶𝑡−1(𝑥, 𝑦) is set to the input pixel 𝐼𝑡(𝑥, 𝑦), and the event counters 𝑋𝑡(𝑥, 𝑦) and 𝑇𝑡(𝑥, 𝑦) 
are reset to zero. The values of 𝜂1 = 25 and 𝜂2 = 25 are used to allow fast background 
updating and to maximize the sensitivity and specificity of the fall detection algorithm. 
The event counters 𝑋𝑡(𝑥, 𝑦) and 𝑇𝑡(𝑥, 𝑦) are scaled by the factor 
𝛽−1
𝛽
 if 𝑇𝑡−1(𝑥, 𝑦) =
𝛽  because if these event counters reach high values new information will be less 
important than previous information. If 𝑇𝑡−1(𝑥, 𝑦) = 𝛽  the event counters are 
𝑋𝑡(𝑥, 𝑦) ← (
𝛽−1
𝛽
) 𝑋𝑡−1(𝑥, 𝑦) + 𝐸𝑡(𝑥, 𝑦)  and 𝑇𝑡(𝑥, 𝑦) ← (
𝛽−1
𝛽
) 𝑇𝑡−1(𝑥, 𝑦) + 1 = 𝛽 . If 
𝑇𝑡−1(𝑥, 𝑦) < 𝛽, the event counter is not scaled and 𝑋𝑡(𝑥, 𝑦) ← 𝑋𝑡−1(𝑥, 𝑦) + 𝐸(𝑥, 𝑦) and 
𝑇𝑡(𝑥, 𝑦) ← 𝑇𝑡−1(𝑥, 𝑦) + 1. In this way, the total number of events is kept constant at 𝛽 
and memory is kept low because we do not need to remember the previous events 
𝐸𝑡(𝑥, 𝑦) (computing the probability without scaling could require remembering the last 
values of 𝐸𝑡(𝑥, 𝑦) and remembering 1000 images of 360*240 need about 86.4MB of 
memory that is the result of multiplying 1000*360*240 considering one byte flags). The 
effect of this scaling (when 𝑇𝑡−1(𝑥, 𝑦) = 𝛽) is the following: 










Figure 9 was built comparing scaled event counters with normal event counters with 
and without memory window, without Laplace Smoothing and considering that the 
background was constant in the previous 1000 frames. The values for the variables are 
𝑋𝑡−1(𝑥, 𝑦) = 950 ,  𝑇𝑡−1(𝑥, 𝑦) = 1000  (initial probability: 95%), 𝛽 = 1000  for the 
scaled event counters, a memory interval of 1000 for the normal event counters (the 
normal event counters that are remembered are the last 1000 and the first 950 events are 
1) and 𝐸𝑡(𝑥, 𝑦) is 0 for 𝑡 ≥ 𝑡1.  
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Figure 9. Scaled event counters versus normal event counters. 
In the previous example, the time for an update (when the probability reaches a value 
lower than 30%, as explained before) is 𝑡1 + 1153 for scaled event counters, 𝑡1 + 651 
for normal event counters with a memory interval of 1000, and 𝑡1 + 3167 for normal 
event counters without memory window. The effect of scaling gives a result that is 
between the two normal event counters shown in the figure. The main advantage of 
scaling is that the events 𝐸𝑡(𝑥, 𝑦) are not remembered, and only event counters are used. 
Therefore, the memory consumption is kept low, because remembering a large number 
of event matrices is not needed. 
 
Figure 10. Effect of adjusting the parameter β 
Figure 10 shows the same scaled event counters as in Figure 9, but with different 
values for 𝛽 . The parameter 𝛽  is directly related to the background update rate. A 
greater value of 𝛽 means a greater update time, because reaching a probability lower 
than 30% will take more time. 
A value of 𝛽 = 1000 was selected for the fall detection algorithm, since it yielded 
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2.4.2.4. step C. In this case, the required time for an update is 36.7 seconds (start 
probability of 90%, 30% for update) at 29.97 frames per second. 
A flag image 𝐴𝑡(𝑥, 𝑦) is employed to indicate when the verified background has 
valid values, because the verified background is initially set to zero. If there is a pixel 
available in the verified background ( 𝐴𝑡(𝑥, 𝑦) = 1 ), then it is used for the final 
background, otherwise a pixel from the testing background is used.  
Figure 11 shows the state diagram of the background modeling algorithm for each 
pixel. 𝑃𝑡(𝑥, 𝑦) is the probability that 𝐸𝑡(𝑥, 𝑦) = 1 (𝐶𝑡−1(𝑥, 𝑦) matches 𝐼𝑡(𝑥, 𝑦)).  
 
Figure 11. State diagram of the background modeling algorithm 
Sudden and gradual illumination variations are also considered. For sudden 
illumination variations, if less than 10% of the pixels are parts of the background after 
the first 60 frames, the algorithm is reset. For gradual illumination changes, the testing 
background and verified background are updated using a weighted sum with 𝐼𝑡(𝑥, 𝑦) 
and 𝐶𝑡−1(𝑥, 𝑦), respectively. To analyze the effect of this weighted sum, a sequence of 
the form 𝑈, 𝑌, 𝑌, 𝑌, … is analized, where 𝑈  and 𝑌  are possible values of a pixel in a 
position ( 𝑥, 𝑦)  from the matrices that are being combined. The result of using 𝛼 
(0 < 𝛼 < 1) as the weight factor in the weighted sum is the following: 
- The first sum: 𝛼𝑈 + (1 − 𝛼)𝑌 
- The second sum: 𝛼(𝛼𝑈 + (1 − 𝛼)𝑌) + (1 − 𝛼)𝑌 = 𝛼2𝑈 + (1 − 𝛼2)𝑌 
In general, the result of the weighted sum after 𝑠 frames is 𝛼𝑠𝑈 + (1 − 𝛼𝑠)𝑌. The 
importance of 𝑈 in the sum is 𝛼𝑠 and it decreases in each frame (𝛼𝑠 is monotonically 
decreasing if 𝛼 < 1). As an example, Figure 12 shows the curves that can be drawn for 
𝛼 = 0.5, 𝛼 = 0.6, 𝛼 = 0.7, 𝛼 = 0.8, 𝛼 = 0.9, 𝛼 = 0.95, 𝛼 = 0.97, 𝛼 = 0.99. 
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Figure 12. Convergence of the weighted sum 
After 44 frames with a weight of 0.9, the weight of 𝑈 in the sum reaches a value less 
than 1%. With this criterion the statement that the sum converges to 𝑌 is performed. 
With a frame rate of 29.97 and the 1% convergence criterion, the time of convergence is 
1.46 seconds. To find a desired weight, 𝛼 = √𝜀
𝑠
 can be employed (𝜀 is the convergence 
criteria and 𝑠  is the number of frames). The weights of 0.9 were experimentally 
determined for the weighting sum coefficients 𝛾 and 𝜑 that are explained in the next 
section (point F), because they allow fast convergence of the sum to the new value, 
allowing small changes of the elements to be unnoticed.  
2.4.2.4. Steps of the Background Modeling Algorithm 
The steps of the algorithm are shown in the following sections. The steps A, C, D, E, 
and F, are performed for each pixel (𝑥, 𝑦). Sub-indices with 𝑡 are used for the variables; 
however, the current implementation uses in-place modification (e.g. 𝐶𝑡  and 𝐶𝑡−1  are 
stored in the same variable). In step A, the scaling coefficients presented in the section 
2.2. Image Representation with Four Channels are used. 
For 𝑡 = 0, the final background 𝐵0(𝑥, 𝑦) is the current image 𝐼0(𝑥, 𝑦). For 𝑡 > 0, the 
following steps are executed. 
A) Finding the event 𝑬𝒕(𝒙, 𝒚) 
The event 𝐸𝑡(𝑥, 𝑦) is the event “𝐶𝑡−1(𝑥, 𝑦) matches 𝐼𝑡(𝑥, 𝑦)”, and it is computed using 
the scaling coefficients between 𝐶𝑡−1(𝑥, 𝑦) and 𝐼𝑡(𝑥, 𝑦): 
 𝑘𝑖(𝑥, 𝑦) ←
∆𝑁𝑖(𝑥,𝑦)
𝐿(𝑥,𝑦)+0.1
+ 1 (35) 
In this step, using the notation presented in section 2.2.2. , 𝑁𝐴(𝑥, 𝑦) = 𝐶𝑡−1(𝑥, 𝑦); 
𝑁𝐵(𝑥, 𝑦) = 𝐼𝑡(𝑥, 𝑦) ; ∆𝑁(𝑥, 𝑦) = 𝑁𝐵(𝑥, 𝑦) − 𝑁𝐴(𝑥, 𝑦) = 𝐼𝑡(𝑥, 𝑦) − 𝐶𝑡−1(𝑥, 𝑦) ;  ∆𝑁𝑖  are 
the channels of ∆𝑁 ; 𝐿(𝑥, 𝑦)  is the grayscale version of 𝐶𝑡−1(𝑥, 𝑦) . If the scaling 
coefficients are close to one, then we can consider that 𝐶𝑡−1(𝑥, 𝑦) matches 𝐼𝑡(𝑥, 𝑦). This 
condition is written as 1 − 𝛿 ≤ 𝑘𝑖 ≤ 1 + 𝛿 for all 𝑘𝑖  in the point (𝑥, 𝑦) considering a 
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tests (Figure 13). The resulting comparison image 𝐸𝑡(𝑥, 𝑦) has the value 1 for regions 
where the current image almost matches the background, and 0 otherwise. To remove 
noise in the resulting image, the comparison image is blurred using the median blur 
algorithm (Gonzalez & Woods, 2008) if the frame number 𝑡 is even, employing a 3x3 
blurring region. Therefore, variations in both regions and individual points are 
considered.  
Figure 13 shows that 𝛿 = 5% was selected, because a high sensitivity and specificity 
were obtained. 
 
Figure 13. Selection of 𝜹 
B) Finding if the whole scene has changed (light switch) 
The number of events 𝐸𝑡(𝑥, 𝑦) = 1  is counted for all the pixels present in the 
image(∑ ∑ 𝐸𝑡(𝑥, 𝑦)𝑦𝑥 ). If this number is less than 10% of the number of pixels in the 
input image and 𝑡 > 60, then the images are initialized to the same values that they had 
at 𝑡 = 0, the value of one is assigned to 𝑡 , and the execution is restarted from the 
previous step. The values 10% and 60 were selected because they are reasonable 
thresholds for this step.  
C) Finding the probability 𝑷𝒕(𝒙, 𝒚) 
The current implementation is the following: 
If  𝑇𝑡−1(𝑥, 𝑦) < 𝛽 then 
 𝑋𝑡(𝑥, 𝑦) ← 𝑋𝑡−1(𝑥, 𝑦) + 𝐸𝑡(𝑥, 𝑦) 
 𝑇𝑡(𝑥, 𝑦) ← 𝑇𝑡−1(𝑥, 𝑦) + 1 
Else 
 𝑋𝑡(𝑥, 𝑦) ←
(𝛽−1)
𝛽
𝑋𝑡−1(𝑥, 𝑦) + 𝐸𝑡(𝑥, 𝑦) 
 𝑇𝑡(𝑥, 𝑦) ←
(𝛽−1)
𝛽
𝛽 + 1 = 𝛽 
End If 
The event counters are scaled when 𝑇𝑡−1(𝑥, 𝑦) = 𝛽. A value of 𝛽 = 1000 is employed. 
Figure 14 shows why the value of 1000 was selected. It is in a region of high sensitivity 
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Figure 14. Selection of 𝜷. 
The probability 𝑃𝑡(𝑥, 𝑦) that 𝐸𝑡(𝑥, 𝑦) = 1 is computed as follows: 




Note that Laplace smoothing (Russel & Norvig, 2010) (the +1 and +2 values added 
in the probability definition) is applied to compute the probability to avoid having a 
100% probability when 𝑇𝑡(𝑥, 𝑦) = 1.  
D) Updating the verified background and resetting event counters. 
𝑆𝑡 is the verified background. The pixel 𝐶𝑡−1(𝑥, 𝑦) is placed in the verified background 
if 𝐶𝑡−1(𝑥, 𝑦)  matches 𝐼𝑡(𝑥, 𝑦)  ( 𝐸𝑡(𝑥, 𝑦) = 1 ) with a probability of 𝜉1 = 90%  after 
𝜂1 = 25 frames or more. The flag 𝐴𝑡(𝑥, 𝑦) is also set to 1 to signal that there is a valid 
value in the verified background for the pixel at (𝑥, 𝑦). The corresponding code is: 
If 𝑇𝑡(𝑥, 𝑦) ≥ 25 𝑎𝑛𝑑 𝑃𝑡(𝑥, 𝑦) ≥ 0.9 𝑎𝑛𝑑 𝐸𝑡(𝑥, 𝑦) = 1 then  
 𝑆𝑡(𝑥, 𝑦) ← 𝐶𝑡−1(𝑥, 𝑦)  
 𝐴𝑡(𝑥, 𝑦) ← 1  
Else 
 𝑆𝑡(𝑥, 𝑦) ← 𝑆𝑡−1(𝑥, 𝑦)  
 𝐴𝑡(𝑥, 𝑦) ← 𝐴𝑡−1(𝑥, 𝑦) 
End If 
The pixel in the testing background is updated if after 𝜂2 = 25 frames 𝑃𝑡(𝑥, 𝑦) is 
lower than 𝜉2 = 30%. The event counters are reset to zero. This can be expressed as: 
If 𝑇𝑡(𝑥, 𝑦) ≥ 25 𝑎𝑛𝑑 𝑃𝑡(𝑥, 𝑦) ≤ 0.3 then  
 𝐶𝑡(𝑥, 𝑦) ← 𝐼𝑡(𝑥, 𝑦) 
 𝑋𝑡(𝑥, 𝑦) ← 0 
 𝑇𝑡(𝑥, 𝑦) ← 0 
Else 
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The constants 𝜉1 = 90%,𝜉2 = 30%, 𝜂1 = 25, 𝜂2 = 25 were selected to maximize 
the sensitivity and specificity of the fall detection algorithm. The following figures were 
computed maintaining all the other values of the algorithm as constant and varying only 
one parameter. 
The value of 𝜉1 = 90%  was selected because it allows a good specificity and 
sensitivity. This is shown in Figure 15. 
 
Figure 15. Selection of 𝝃𝟏 
The value of 𝜉2 = 30% was selected because it allows better sensitivity than other 
values. This is shown in Figure 16. 
 
Figure 16. Selection of 𝝃𝟐 
Two constants (𝜂1, 𝜂2) were employed as the number of observations after which the 
probability 𝑃𝑡(𝑥, 𝑦)  and the thresholds 𝜉1  and 𝜉2  were considered. After testing, the 
same value was used for both constants.  
The value of 𝜂1 = 25 was chosen because it falls in the range with a specificity of 
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Figure 17. Selection of 𝜼𝟏 
The value of 𝜂2 = 25 was selected because it falls in a region with a high sensitivity 
and specificity (Figure 18). 
 
Figure 18. Selection of 𝜼𝟐 
 
E) Finding the final background 
If 𝑆𝑡(𝑥, 𝑦) is defined (this is signaled by the flag 𝐴𝑡(𝑥, 𝑦)), it is employed as final 
background; otherwise 𝐶𝑡(𝑥, 𝑦) is used. The pseudocode is the following: 
If 𝐴𝑡(𝑥, 𝑦) = 1 then 
 𝐵𝑡(𝑥, 𝑦) ← 𝑆𝑡(𝑥, 𝑦) 
Else 
 𝐵𝑡(𝑥, 𝑦) ← 𝐶𝑡(𝑥, 𝑦) 
End If 
F) Updating the testing background and the verified background for small 
illumination changes 
Step B is used for cases such as turning the light on or off, when the change happens 
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Weighted averages are employed to handle these illumination changes. The last step of 
the algorithm is to update the testing background and the verified background in areas 
that match the current image (when 𝐸𝑡(𝑥, 𝑦) = 1). The testing background update is 
computed calculating the weighted average between 𝐶𝑡(𝑥, 𝑦)  and the current image 
𝐼𝑡(𝑥, 𝑦) with 𝛾 = 0.9 as weight. The verified background for the current frame is also 
updated calculating the weighted average between 𝑆𝑡(𝑥, 𝑦) and 𝐶𝑡(𝑥, 𝑦), with 𝜑 = 0.9 
as weight.  
If 𝐸𝑡(𝑥, 𝑦) = 1 then  
 𝐶𝑡(𝑥, 𝑦) ← 𝛾𝐶𝑡(𝑥, 𝑦) + (1 − 𝛾)𝐼𝑡(𝑥, 𝑦) 
 𝑆𝑡(𝑥, 𝑦) ← 𝜑𝑆𝑡(𝑥, 𝑦) + (1 − 𝜑)𝐶𝑡(𝑥, 𝑦) 
End If  
If the video has strong illumination variations in several frames, lower values 𝛾 and 
𝜑 may be employed to update faster the values of 𝐶𝑡(𝑥, 𝑦) and 𝑆𝑡(𝑥, 𝑦).  
The selection of 𝛾 = 0.9 and 𝜑 = 0.9 is performed because these values are in stable 
regions and maximize the sensitivity and specificity of the fall detection algorithm, as 
shown in Figure 19. 
 
Figure 19. Selection of 𝜸 and 𝝋 
2.4.2.5. Example of the background modeling algorithm 
Figure 20 shows an example of the fall detection algorithm after the last step. Figure 
20a shows the regions where 𝐴𝑡(𝑥, 𝑦) is 1 (regions with white color). Figure 20b shows 
the values of the scaling coefficients 𝑘𝑖(𝑥, 𝑦). In this image, the area of the person and 









0.4 0.5 0.6 0.7 0.8 0.9 1










0.4 0.5 0.6 0.7 0.8 0.9 1
 . Current value:0.9
Sensitivity
Specificity
Chapter 3.  Materials and Methods 61 
 
background. Figure 20c shows the values of 𝐸𝑡(𝑥, 𝑦). The areas in white are clearly part 
of the background. Figure 20d shows the testing background 𝐶𝑡(𝑥, 𝑦). Figure 20e shows 
the verified background 𝑆𝑡(𝑥, 𝑦). Figure 20f shows 𝑃𝑡(𝑥, 𝑦). Figure 20g presents the 
input image with tracking information. Finally, Figure 20h shows the final background 
𝐵𝑡(𝑥, 𝑦). 
  
(a)       (b) 
  
(c)       (d) 
  
(e)       (f) 
  
(g)       (h) 
Figure 20. Images for the same frame of one of the analyzed videos (a) Area with valid verified background 
𝑨𝒕, (b) Color channel coefficients 𝒌𝒊, (c) Events “𝑪𝒕−𝟏(𝒙, 𝒚) matches 𝑰𝒕(𝒙, 𝒚)” 𝑬𝒕, (d) Testing background 𝑪𝒕, 
(e) Verified background 𝑺𝒕, (f) Probability that “𝑪𝒕−𝟏(𝒙, 𝒚) matches 𝑰𝒕(𝒙, 𝒚)”  𝑷𝒕, (g) Input image with 
tracking, and (h) Final background 𝑩𝒕. 
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2.4.3.  Foreground Detection and Shadow Detection Algorithm  
For the foreground detection algorithm, the image 𝐵𝑡 is employed. The pixels of the 
image 𝐼𝑡 are classified as background, shadow/illumination artifact and foreground. The 
scaling coefficients are used for this classification, using the current image and the 
background image:  
 𝑘𝑖(𝑥, 𝑦) =
∆𝑁𝑖(𝑥,𝑦)
𝐿(𝑥,𝑦)+0.1
+ 1 (37) 
In this case, 𝑁𝐴(𝑥, 𝑦) = 𝐵𝑡(𝑥, 𝑦) ; 𝑁𝐵(𝑥, 𝑦) = 𝐼𝑡(𝑥, 𝑦) ;  ∆𝑁(𝑥, 𝑦) = 𝑁𝐵(𝑥, 𝑦) −
𝑁𝐴(𝑥, 𝑦) = 𝐼𝑡(𝑥, 𝑦) − 𝐵𝑡(𝑥, 𝑦); ∆𝑁𝑖(𝑥, 𝑦) are the color channels of ∆𝑁(𝑥, 𝑦); 𝐿(𝑥, 𝑦) is 
the gray scale version of the background 𝐵𝑡(𝑥, 𝑦). If for all 𝑘𝑖  in the position (x,y), 
1 − 𝜀 ≤ 𝑘𝑖 ≤ 1 + 𝜀, then the pixel (x,y) is considered as belonging to the background, 
considering a 𝜀 = 9%  variation from 1, and 𝑘𝑖(𝑥, 𝑦) = 1  indicates that there is no 
difference between the background and the current image).  
The value of 𝜀 = 9%  was selected because it maximizes the sensitivity and 
specificity, as shown in Figure 21. 
 
Figure 21. Selection of 𝜺 
The remainder pixels are classified as explained in the following paragraphs.  
For detecting the shadows/illumination artifacts, three constraints were employed. 
The first constraint is that the difference between the constants 𝑘𝑖 is constrained to be 
less than 𝜒 = 0.25. The constant 𝜒 = 0.25 yielded good results (sensitivity/specificity 
of the fall detection algorithm). This constrain is expressed as: 
 |𝑘1 − 𝑘0| < 𝜒 
 |𝑘2 − 𝑘0| < 𝜒 (38) 
 |𝑘2 − 𝑘1| < 𝜒 
The constant selection 𝜒 = 0.25  is shown in Figure 22. The maximum value of 
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Figure 22. Selection of 𝝌 
The second constraint is related to the euclidean distance of the coefficients to the 
point (1,1,1)𝑇 . The difference of the vector 𝐾(𝑥, 𝑦) = (𝑘1(𝑥, 𝑦), 𝑘2(𝑥, 𝑦), 𝑘3(𝑥, 𝑦))
𝑇
 
and the vector (1,1,1)𝑇 is computed as follows (𝐾(𝑥, 𝑦) is a function from ℕ0
2 to ℝ3): 
 𝜌(𝑥, 𝑦) = 𝐾(𝑥, 𝑦) − (1,1,1)𝑇 (39) 
If no scaling has been done and the pixel belongs to the background, 𝐾(𝑥, 𝑦) is equal 
to (1,1,1)𝑇. If the scale is between (1,1,1)𝑇and (0,0,0)𝑇, then the pixel may belong to a 
shadow; if it is slightly greater than (1,1,1)𝑇, the pixel may belong to an illumination 
artifact. To get a color darker than the background, the scale must be less than one (the 
intensity of the color is lower). If the scale is slightly greater than one, then it must be 
an illumination artifact caused by measurement errors from the camera. 
If the Euclidean distance of the constant 𝐾(𝑥, 𝑦) to the point (1,1,1)𝑇 is less than 
𝜁 = 0.8 (‖𝜌(𝑥, 𝑦)‖ < 0.8), then the pixel 𝐼𝑡(𝑥, 𝑦) may be a shadow or an illumination 
artifact. This constraint is shown in Figure 23a. 
 
(a)       (b) 
Figure 23. Additional constraints to classify a pixel as shadow/illumination artifact (a) Ball of radius 
‖𝝆(𝒙, 𝒚)‖ < 𝟎. 𝟖 around the vector (𝟏, 𝟏, 𝟏)𝑻 (big shaded circle) and two possible values of 𝑲(𝒙, 𝒚), and (b) The 
projection of 𝝆(𝒙, 𝒚) must be less than a value 𝝉 = 𝟏/√𝟑. The geometric region is a sphere (‖𝝆(𝒙, 𝒚)‖ < 𝟎. 𝟖) 
cut in the top and bottom because 𝝉 < 𝟎. 𝟖.  
The third constraint is related to the projection of the vector 𝐾(𝑥, 𝑦) − (1,1,1)𝑇 over 
the vector (1,1,1)𝑇. If the point is close to (0,0,0)𝑇, it can be either the black or another 
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absolute value of the projection of the vector 𝐾(𝑥, 𝑦) − (1,1,1)𝑇 is constrained to be 
less than a value 𝜏. This constrain is shown in Figure 23b. Using the dot product it is 
possible to find (omitting (x,y) in the nomenclature for clarity): 
 𝜌 ∙ (1,1,1)𝑇 = (𝑘1 − 1, 𝑘2 − 1, 𝑘3 − 1)
𝑇 ∙ (1,1,1)𝑇 
 𝜌 ∙ (1,1,1)𝑇 = (𝑘1 − 1)1 + (𝑘2 − 1)1 + (𝑘3 − 1)1 = 𝑘1 + 𝑘2 + 𝑘3 − 3 
 𝜌 ∙ (1,1,1)𝑇 = ‖𝜌‖‖(1,1,1)𝑇‖ 𝑐𝑜𝑠(𝜃) 




= ‖𝜌‖𝑐𝑜𝑠 (𝜃) 
 |‖𝜌‖ 𝑐𝑜𝑠(𝜃)| ≤ 𝜏 
 |𝑘1 + 𝑘2 + 𝑘3 − 3| ≤ 𝜏√3 
If 𝜏 = 1/√3 ≈ 0.5773 the value of 1 can be used as constant for the algorithm. The 
constraint to classify the shadow/illumination artifacts can be reduced to |𝑘1 + 𝑘2 +
𝑘3 − 3| ≤ 1 . The constants 𝜁 = 0.8  and 𝜏 = 1/√3  yielded good results in the tests 
(sensitivity/specificity of the fall detection algorithm). The selection is shown in Figure 
24 and Figure 25. 
 
Figure 24. Selection of 𝜻 
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To find the frequency that a color is matched by another color using the criteria 
indicated above, a Monte Carlo simulation (Landau & Binder, 2009) was performed by 
generating ten million color pairs. The results are shown in Figure 26. 
 
Figure 26. Percentage of matches using the three criteria. A=Distance, B=Projection, C=Difference of ki lower 
than 0.25 
For example in Table 6, the probability that a color is matched given a distance ‖𝜌‖ 
of 0.8 is approximately 19.1%. With both the projection and constant difference criteria, 
this probability falls to 1.53%. Therefore, the criteria are restrictive enough to 
distinguish shadow or illumination artifact pixels and foreground pixels because fewer 
matched colors is equivalent to higher discrimination. 
Table 6. Percent of matches between different colors using the criteria A=Distance, B=Projection, 
C=Difference of 𝒌𝒊 less than 0.25 
Distance A A% A+C (A+C)% A+B (A+B)% A+B+C (A+B+C)% 
0.1 6,845 0.068% 6,845 0.068% 6,845 0.068% 6,845 0.068% 
0.2 49,524 0.495% 46,806 0.468% 49,524 0.495% 46,806 0.468% 
0.3 152,538 1.525% 82,271 0.823% 152,538 1.525% 82,271 0.823% 
0.4 331,487 3.315% 109,559 1.096% 331,487 3.315% 109,559 1.096% 
0.5 596,151 5.962% 133,137 1.331% 596,151 5.962% 133,137 1.331% 
0.6 948,754 9.488% 154,107 1.541% 947,129 9.471% 152,482 1.525% 
0.7 1,388,202 13.882% 172,566 1.726% 1,335,813 13.358% 152,650 1.527% 
0.8 1,906,826 19.068% 188,899 1.889% 1,726,591 17.266% 152,650 1.527% 
0.9 2,492,580 24.926% 203,345 2.033% 2,109,271 21.093% 152,650 1.527% 








Finally, the remainder pixels are classified as foreground. The median blur is applied 
to the computed foreground, considering a 5x5 region for the median. The morphology 
close operation is performed in this last image, using a circle of radius 
5*imagerows/240 pixels as structuring element (imagerows is the number of rows of the 
input image, and this definition is employed to scale the structuring element size, 
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regions where the foreground is not distinguishable from the background appearing as 
holes in the foreground area. 
The summary of the foreground detection algorithm is the following: 
- The first classification step classifies the pixels as belonging to the background. 
- In the second step, some of the remainder pixels are classified as 
shadows/illumination artifacts using three constraints.  
- After those steps, the remainder pixels are classified as foreground, a median 
blur is applied and the morphology close operation is performed. 
If 𝑛 is the maximum between the number of rows and columns, the time complexity of 
the foreground detection and shadow detection algorithm is 𝑂(𝑛2). In Figure 27, the 
resulting images after the classification process are shown. 
 
(a)       (b) 
 
(c)       (d) 
Figure 27. Images of the foreground detection algorithm. (a) Constants 𝒌𝒊. The gray area corresponds to the 
value of 𝑲(𝒙, 𝒚) ≈ (𝟏, 𝟏, 𝟏)𝑻. The interval [0,2] was scaled to the interval 0..255. (b) Detected 
shadows/illumination artifacts, (c) Detected foreground, and (d) Image with shadows/illumination artifacts 
and foreground. Shadows/illumination artifacts are red, and the foreground is green 
In Figure 27d, some of the shadows are classified as foreground, because the bounds 
were set to avoid classifying black hair as a shadow. However, this fact does not affect 
the performance of the tracking and fall detection algorithm. 
2.4.4.  Tracking and Fall Detection 
To perform tracking, objects in each frame are detected and objects that overlap 
between consecutive frames are matched. The region with a greater number of 
overlapped pixels than another region in the previous frame is considered a match. Only 
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objects with an area greater than 0.06*imagerows*0.06*imagecols are considered 
(imagerows and imagecols are the number of rows and columns of the input image, 0.06 
is the scale factor for the rows and the columns) because the size of the person in the 
image is significant. The parameter 0.06 can be changed according to the relative size of 
the person in the room. These steps are implemented as follows: 
- The contours of the regions in the foreground image are found. Only polygons 
with an area greater than 0.06*imagerows*0.06*imagecols are considered as a 
possible person. 
- For each polygon 𝐺𝑖 in the current foreground image: 
o 𝑀𝐺 = 0 
o Polygon 𝐺𝑖 is painted in 𝑀𝐺  
o The bounding rectangle of the polygon 𝐺𝑖 is stored in 𝐵𝐺 
o For each polygon 𝐻𝑗 in the previous foreground image 
 The bounding rectangle of the polygon 𝐻𝑗 is stored in 𝐵𝐻. 
 If 𝐵𝐻 is overlapped with 𝐵𝐺 
 𝑀𝐻 = 0 
 Polygon 𝐻𝑗 is painted in 𝑀𝐻 
 𝑀𝑅 = 𝑀𝐺   𝐴𝑁𝐷   𝑀𝐻 
 The number of overlapped pixels  𝑁𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑒𝑑  is 
computed.  
 The value of 𝑁𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑒𝑑 is stored in the list of matches 
 𝐿𝑚𝑎𝑡𝑐ℎ𝑒𝑠.with the indexes 𝑖 and 𝑗 
 End If 
o End For 
- End For 
- The list of matches is sorted with the quick sort algorithm considering the 
number of overlapped pixels as sorting criteria. 
- The pairs with greater number of overlapped pixels are considered as matches. 
In these pairs, the identifiers of the polygons from the previous frame are set as 
identifiers of the polygons in the current frame. 
- Sequential identifiers are set for the polygons in the current frame that are not 
matched. 
The topmost pixel of each region is employed to track the head. If there are more 
than one pixel in the topmost row of the region, the pixel in the middle of the row is 
considered. 
The size of the person’s head is employed to make the conversion between a distance 
in pixels and a distance in meters. The conversion is needed to set intervals for the 
parameters of the linear regression (e.g. if the person is far of the camera, the head size 
will be smaller and the distance between the head and the ground will be smaller). The 
head size is measured using a rectangle-based algorithm. This algorithm starts at the 
topmost row of the foreground object. There are two pixel pointers that move 
surrounding the person’s head. If one pointer moves to a row below, the other moves to 
the same height. At each step, the size of the rectangle is computed. The rectangle width 
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is the double of the rectangle height when the middle of the head is reached. That 
condition ends the head radius calculation, and the radius is the rectangle height (Figure 
28). The head radiuses are kept in a list from the beginning of the trajectory and the 
median value is selected for the algorithm. 
 
Figure 28. Head radius calculations. The path of the pointers is shown in orange and green, and the tracking 
point is shown in red. The measured head radius is 5. 
The analysis of a fall using a rod of height 𝑞 to model the person’s body is shown in 
Figure 29.  
 
Figure 29. Forces in a falling rod. 
The sum of torques around the pivot point is equal to the product of the inertia 
moment and the angular acceleration. The only force is the gravity, which acts at the 




𝑚𝑞2 is the rotational inertia, 𝑚 is the mass, 𝑞 is the height of the person, and 𝑃𝑔  
is the torque from the gravity with respect to the pivot point (the base of the rod). The 
angular velocity is 𝜔. For the rotation of a rigid body around a fixed axis (if 𝜌 is a 
constant density per unit length 𝑑𝑚 = 𝜌𝑑𝑟, 𝜌𝑞 = 𝑚), there is the following expression 
(Walker, Hallidey, & Resnick, 2011): 




The derivative of the angular momentum must be equal to the sum of the torques. 
Therefore, the relation between the angular acceleration and the current angle of the 
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The differential equation was solved numerically. The employed initial conditions 
were 𝑞 = 1.75𝑐𝑚 , 𝑔 = 9.81
𝑚
𝑠2




𝑠𝑡𝑒𝑝: 0.0005𝑠. The height was selected because is near the average male height, and the 
initial angle was set to a value different than zero, because an initial angle of zero is an 
equilibrium position (no movement). 
Figure 30 shows the angle, angular velocity and angular acceleration that were 
obtained by solving the differential equation 42. 
 
 (a) (b) 
Figure 30. Results obtained for the particular set of initial values used for solving the differential equation  
(a) Solutions for the angle, angular velocity and angular acceleration (b) Linear regression using the angular 
velocity. 
The desired solution is in the region from 𝜃 = 0 𝑡𝑜 𝜋/2 . The value 𝜃 = 0 
corresponds to a standing person, and 𝜃 = 𝜋/2 corresponds to a person in horizontal 
position. The fall duration is about 1.02 seconds. If the height is decreased to 1.6 m, the 
duration is 0.97 seconds. For a height of 2 m, the duration is 1.08 seconds. In this 
simple model, the fall can last up to one second, given the previous initial conditions.  
The goal is to obtain the linear regression using the velocity, because the linear 
regression has a high correlation coefficient 𝑅2 = 0.9268, with exact values of angular 
velocity, as shown in Figure 30. With real values of velocity (the velocity is the radius 
multiplied by the angular velocity) this fact is also true. Intervals are defined for the 
results of the regression so that if these parameters are in the intervals, then the event 
“Fall detected” is triggered.  
If the difference of a pixel position with the last computed position is very high 
(20*imagerows/240 for one component), the position of the next pixel is predicted using 
the previous computed velocity. In this case, this predicted position is averaged with the 
current position using the weights 10/12 and 2/12 respectively. These values were 
selected to give more weight to the predicted position in the sum. The averaging allows 
for smoothing the trajectory and avoids large variations in the velocity vector. The 
selection of weights is shown in Figure 31. This selection maximizes the sensitivity and 
specificity of the algorithm. 
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Figure 31. Selection of weight of the predicted position 
Only the vertical component of the velocity vector is used for the algorithm. This 








The vertical velocities are 𝑣𝑡. They are computed using 𝑣𝑡 = (𝑦𝑡 − 𝑦𝑡−1)
𝑝𝑖𝑥𝑒𝑙𝑠
𝑓
 (𝑦𝑡 is 
the vertical displacement in pixels from the top of the image, and the time interval is in 
𝑓 time units; this time unit is defined using 𝑓 = 1𝑠/𝑓𝑝𝑠, where 𝑓𝑝𝑠 is the number of 
frames per second). Equation 43 is defined using 𝑓  as time unit because it allows 
defining a velocity as the difference between the current and previous position avoiding 
the division with the duration of each frame. 
A free fall from two meters lasts up to 0.63 seconds. This value is used as reference 
for selecting the sample size, because any fall of that height will last that time as a 
minimum.  
 Z = ⌈0.63 ∗ 𝑓𝑝𝑠⌉ (44) 
For example, if the number of frames per second is 29.97, then 19 samples from the 
data are employed. Since the fall duration is up to 1 second, several “fall detected” 
events are triggered. 
A linear regression is found using the velocity values for each object being tracked. 
The regression 𝑊ℎ ≈ 𝑏 is performed using the following equations:  
 ℎ = (𝑊𝑇𝑊)−1𝑊𝑇𝑏 





In these equations, 𝑎 is the last velocity index, 𝑢 is the time in seconds from the 
beginning of the sample, 𝑊 is a 𝑍 ∗ 2 matrix, 𝑉𝑎−𝑍+𝑗 is the vertical velocity, ℎ0 and ℎ1 
are the components of the vector ℎ (regression parameters), 𝑏 is a vector containing the 
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The rows and columns of 𝑊 and 𝑏 are computed as follows: 





 𝑏𝑗 = 𝑉𝑎−𝑍+𝑗 
To convert distances measured in pixels to distances measured in meters, the head 
radius was employed for computing a scaling factor. The head perimeter varies between 
46 and 52.5 cm. Therefore the radius of the head is approximately between 7.32 and 
8.35 cm. The head breadth (distance between the lateral sides of the head of a person) is 
also approximately between 13 and 16.5 cm (Young, 1993). The value 0.08 m (almost 
the maximum head radius value) is considered for scaling. The relation used to convert 
meters to pixels is employed to translate the values of the acceleration that are in 𝑚/𝑠2 
to 𝑝𝑖𝑥𝑒𝑙𝑠/𝑠2, and is written as follows: 








units. The acceleration ℎ1  is approximately 𝑔 = 9.81
𝑚
𝑠2
, multiplied by some factors, 
because it is not a free fall (the feet of the person are placed over the floor when the fall 
occurs). The time units from the acceleration are 
𝑝𝑖𝑥𝑒𝑙𝑠
𝑠∗𝑓
 because the velocity is in 𝑓 time 
units and the time is measured in seconds. This scaling factors are the relation 𝜆 (used to 
convert meters to pixels), the factor of attenuation 𝜅 (because it is not a free fall) and 
1/𝑓𝑝𝑠 (for unit conversion). To convert from 𝑠2 to 𝑠 ∗ 𝑓, the relation 1𝑠 = 𝑓 ∗ 𝑓𝑝𝑠 is 








The factor 𝜅 =
1
2
, and the additional factors 0.3  and 2  were experimentally 
determined for the bounds of ℎ1, because they performed well in the tests, as shown in 














To find the bounds for the initial velocity ℎ0, the factors -1.5 and 1.5 are considered 
appropriate for a head radius of 9 pixels and an image of 240 rows. These values 
yielded good results as shown in Figure 32. Considering an arbitrary number of rows 
and head sizes, the bounds are obtained multiplying those factors by 
𝜓 = ℎ𝑒𝑎𝑑𝑟𝑎𝑑𝑖𝑢𝑠 ∗
𝑖𝑚𝑎𝑔𝑒𝑟𝑜𝑤𝑠
9∗240
. Since the accuracy of the regression is near 1 pixel, the 
operations maximum and minimum are employed. The bounds for ℎ0 are the following: 
 𝑚𝑖𝑛(−1.5𝜓, −1.5) ≤ ℎ0 ≤ 𝑚𝑎𝑥 (1.5𝜓, 1.5) (50) 
The following conditions are also employed to constrain the result and to avoid false 
positives:  
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- The average of the velocity values must be greater than 1.05𝜓.  
- The range of the minimum and maximum velocities must be greater or equal 
than 2𝜓. This constraint indicates that a suitable difference between minimum 
and maximum velocities must happen.  
The factors 1.05 and 2 were determined by maximizing the sensitivity and 
specificity, as shown in Figure 32. The coefficient of determination of the linear 
regression is computed using: 


















If 𝑅2 ≥ 0.5 and the previous four conditions are true, a fall event is raised. The value 
0.5 is employed to maximize the sensitivity and specificity of the algorithm. 
The proposed bounds for the parameters were selected to maximize the sensitivity 
and specificity. Figure 32 shows the result of changing the constants of the bounds 
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Figure 33 shows an example of fall detection. In Figure 33a, white circles show 
when the event “Fall Detected” is raised. The blue circle represents the head of the 
person. The areas in red are considered as shadows. The line in green is the 
displacement. In Figure 33b the values of the vertical velocity are shown. 
  
 (a)       (b) 
Figure 33. Tracking image and velocity (a) Input image with tracking information, and (b) Vertical 
component of the velocity. 
For time complexity analysis, a maximum of 𝑑 objects per frame is considered (e.g. 
5), and 𝑛 is defined as the maximum between the number of rows and columns. The 
objects from the previous frame are tested versus the objects of the new frame. Only the 
objects with considerable size are tested. Contours in the current frame are found, with a 
time complexity of 𝑂(𝑛2). To check the match, the polygons are painted in different 
images (time complexity of 𝑂(2𝑑𝑛2)). An AND operation of images is performed 
between each polygon image of the previous frame, and each polygon image of the 
current frame and the number of overlapping pixels is counted. The expected time 
complexity of these tasks is 𝑂(𝑑2𝑛2) (the polygon intersection is computed only if the 
bounding rectangles of the polygons overlap and the polygons are smaller than the 
whole image); if we consider 𝑑 a constant because few objects are detected in the scene, 
then the computational complexity is 𝑂(𝑛2). If the perimeter has a maximum size of 
4𝑛, finding the topmost pixel of all the polygons of the current frame is 𝑂(𝑑𝑛) or 𝑂(𝑛). 
The rectangle based algorithm applied to the polygons also has a complexity 𝑂(𝑑𝑛) or 
𝑂(𝑛). The other steps do not depend on the image size, but on the number of objects 𝑑 
(constant time); therefore, 𝑂(𝑛2) is the complexity of the tracking and fall detection 
step. 
2.5. Patient Detection using his/her clothes 
The fall detection algorithm can detect falls with a high sensitivity and specificity as 
shown in Chapter 5, Section 3. However, sometimes false positives occur. These false 
positives can be caused by illumination artifacts and movement of shadows. For these 
cases, it is desirable to try to detect the patient by some method besides detecting the 
falls. Therefore, an optional step after the fall detection algorithm is proposed. If the 
patient or elder wears clothes with a uniform color, such as patient clothing, he can be 
detected in the video by detecting his clothes. This verification step detects the clothes 
of the patient using their color. If the clothes are detected, the alert can be raised from 



















Chapter 3.  Materials and Methods 74 
 
visual inspection of the video made by the social assistant or relative finally can confirm 
if the detected fall is a true positive or a false positive. 
For patient detection, face recognition could be used but it has problems such as 
facial expressions, poses, illumination conditions, and oclussions (e.g. when the person 
is backwards) (Wang, et al., 2014). Therefore, clothes detection can be choosen for 
patient detection because the only problems that must be addressed are illumination 
conditions and occlussions with other objects. This work deals with the case of uniform 
color clothes, and the general case of detecting many clothes combinations and patterns 
can be subject of further research.  
To detect the patient using the clothes color, HAMCOT-2 is employed with a minor 
variation. Instead of the original histogram, the log of the histogram plus one is taken. 
 𝐻𝑖 = 𝑙𝑜𝑔 (𝑂𝑖 + 1) (52) 
For each bin 𝑖 = 0. .255, 𝐻𝑖 is the logarithm of the original histogram 𝑂𝑖.  
Instead of the whole image, the region that is identified as a person falling is only 
considered using a black background for the other pixels. 
The clothes color will be (𝐴1, 𝐴2, 𝐴3)
𝑇  and the classified color has the color 
components (𝐵1, 𝐵2, 𝐵3)
𝑇. The coefficients 𝑘𝑖 are according to section 2.2.2. Computing 




+ 1 (53) 
In this case ∆𝑁𝑖  corresponds to the color component difference between the color 
that is obtained in the classification and the clothes color (𝐵𝑖 − 𝐴𝑖). The lightness in this 
case is 𝐿 = 0.114 ∗ 𝐴3 + 0.587 ∗ 𝐴2 + 0.299 ∗ 𝐴1. 
The coefficient 𝑘𝑖 is computed for each color class that was found. The percentage of 
each color class that matches the designed clothes color is considered and added. The 
criteria of Chapter 3, Section 2.4.3 with different constants are applied to find if a color 
is matched or not. A color is considered as matched if the distance between the 
coefficients and the vector (1,1,1)𝑇 √(𝑘1 − 1)2 + (𝑘2 − 1)2 + (𝑘3 − 1)2 ≤ 𝜙1  and if 
the absolute difference between the scaling coefficients is lower than 𝜙2 (|𝑘2 − 𝑘1| <
𝜙2  , |𝑘3 − 𝑘1| < 𝜙2  , |𝑘3 − 𝑘2| < 𝜙2). The criterion |𝑘1 + 𝑘2 + 𝑘3 − 3| ≤ 𝜙3√3 will 
also be applied.  
The values 𝜙1 = 1.5  , 𝜙2 = 0.45  and 𝜙3 = 2/√3  were selected because they are 
near the region in the data where the sensitivity changes to 100% as shown in Figures 
34, 35 and 36. 
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Figure 34. Sensitivity versus 𝝓𝟐  for 𝝓𝟏 = 𝟏. 𝟓 and 𝝓𝟑 = 𝟐/√𝟑 
 
Figure 35. Sensitivity versus 𝝓𝟏  for 𝝓𝟐 = 𝟎. 𝟒𝟓 and 𝝓𝟑 = 𝟐/√𝟑 
 
Figure 36. Sensitivity versus 𝝓𝟑  for 𝝓𝟏 = 𝟏. 𝟓 and 𝝓𝟐 = 𝟎. 𝟒𝟓 
If the percentage is greater than a specified value 𝐶 the clothes color is considered as 
matched. Therefore the clothes of the patient are detected in the scene and the alert level 
can be raised by producing a different sound. Detecting the clothes allows to raise the 
alert level because the fall detection system verifies that the segmented object is a 































































In this Chapter, an explanation about the different validation methods employed to 
quantify the performance of the different algorithms implemented in this work is 
provided. The uniformity measure and the number of connected components were used 
for validating the multilevel color thresholding algorithms HAMCOT-1 and HAMCOT-
2. For the background modeling and foreground detection algorithm, the sensitivity, 
specificity and total number of errors were used for validation. For the fall detection 
algorithm, the sensitivity and specificity measure were employed. Finally for the step of 
patient detection using his/her clothes, the sensitivity was considered as a performance 
measure of the algorithm. 
1. Measuring Sensitivity and Specificity 
The following formulas are employed to measure the sensitivity, specificity and the 









 Number of Errors = FP + FN (54) 
Here TP=True positives, FP=False Positives, TN=True Negatives, FN=False 
Negatives. In the following sections, the definitions of TP, FP, TN and FN are provided 
for each algorithm. 
2. Multilevel Color Thresholding 
To validate the multilevel color thresholding algorithms, two datasets were used: a set 
of classic images and the train images of the BSDS500 dataset (Arbelaez, Maire, 
Fowlkes, & Malik, 2011). The uniformity measure proposed by Levine and Nazif 
(Levine & Nazif, 1985) was employed as a criterion for measuring the quality of 
segmented images (Bazi, Bruzzone, & Melgani, 2007). The number of connected 
components (NCC) was also used. The NCC is the number of groups of pixels of the 
same color that appear connected in the image. 
To measure the uniformity, the following expression is used (Hammouche, Diaf, & 
Siarry, 2008) because it considers multiple color classes, not only one as in (Levine & 
Nazif, 1985): 
4 
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 U = 1 − 2(k − 1)






  (55) 
Where 𝑘 is the number of color classes, 𝑅𝑗 is a thresholded region, 𝑗 = 0. . 𝐾 − 1 is 
the color class index, 𝑓𝑗(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅ is the mean of the image in region 𝑗, 𝑓(𝑥, 𝑦) is a pixel 
level in region 𝑗, 𝑄 is the total number of pixels, 𝑓𝑚𝑎𝑥  is the maximum level in the 
image and 𝑓𝑚𝑖𝑛 is the minimum level in the image. Because the uniformity measure is 
defined for one channel images, for color images the uniformity results from each 
channel were averaged. 
The value of the uniformity measure ranges from 0 to 1. Higher uniformity values 
correspond to better image segmentation. As a result, it is desirable to obtain values 
close to unity, and this would indicate a good performance of the algorithm. 
Another measure is the number of connected components after thresholding. This is 
the number of pixel groups of the same brightness that are contiguous and can be 
differentiated in the image. For color images, the results of each channel were averaged 
and rounded to the next integer. The average component area (in pixels) of the image is 
the total number of pixels in the image divided by the number of connected components 
(because the sum of all the component pixels yields the total number of pixels). 
Therefore, fewer connected components are related to a larger average component area. 
If the uniformity is high, then we can look to the number of connected components. If 
there are two methods for segmentation for a given thresholding level and they have a 
similar uniformity measure, the one with the less number of connected components has 
a better segmentation because it has less noise in the image and larger connected 
regions. 
3. Background Modeling and Foreground Detection 
Algorithms 
For these algorithms, the Wallflower dataset (Toyama, Krum, Brumitt, & Meyers, 
1999) was employed. The sensitivity and specificity of the algorithm were computed, 
considering also the total number of errors.  
The reference foreground matrix was provided in the Wallflower dataset. The current 
foreground matrix is found using the background modeling and foreground detection 
algorithms. Table 7 shows the definition of TP, FP, TN and FN. 
Table 7. Computing the Sensitivity and Specificity in the background modeling and foreground detection 
algorithms 
Description 
There is a background pixel in 
the reference foreground matrix 
There is a foreground pixel in 
the reference foreground matrix 
There is a background pixel in 
the current foreground matrix 
True Negative False Negative 
There is a foreground pixel in 
the current foreground matrix 
False Positive True Positive 
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4. Fall Detection Algorithm 
The fall detection algorithm was validated employing Dataset 1 and 2 previously 
described in Chapter 3, Datasets. The Fall Detection Dataset 1 has essentialy two types 
of time intervals: fall interval when a fall occurs, and person walking interval. In this 
dataset, if there are 𝑁  fall intervals, there are 𝑁 + 1  intervals where the person is 
walking. The Fall Detection Dataset 2 has other possible events labeled with their time 
intervals. For analysis, these events from Dataset 2 and the walking events from Dataset 
1 are called “other events” in the Results chapter. 
In this algorithm, only sensitivity and specificity were considered. True positives are 
the number of fall detections that match the time intervals considered as falls. False 
positives are the number of fall detections in time intervals not considered as falls. In 
this last case, a fall detection is a set of consecutive fall events, and between two fall 
detections there is at least two seconds. The number of false positives (FP) and true 
positives (TP) was obtained, and the number of true negatives and false negatives was 
computed with FP, TP, the total number of “other events” and the total number of “fall 
events”.  
It is possible that some fall detections are triggered for a time interval corresponding 
to a specific event (e.g. 2 for a walking event). In this case, the number of false positives 
could be overestimated in some cases. This approach was taken for simplicity, and to 
penalize the additional fall detections in the measure of specificity. 
A Receiver Operating Characteristics (ROC) curve (Metz, 1978) shows classifiers 
based on their performance (Fawcett, 2006). The ROC curve is constructed using the 
true positive rate and false positive rate that is obtained while varying one parameter. In 
this case, the 𝑅2 of the linear regression is employed as the main parameter. The area 
under the ROC curve (abbreviated as AUC) is computed. The AUC of a classifier is the 
probability that the classifier will rank a randomly chosen positive instance higher than 
a randomly chosen negative instance (Fawcett, 2006). A classifier’s AUC should be 
greater than 0.5. A greater AUC means a better classifier. The AUC was computed 
using the trapezoids method (Fawcett, 2006) and is used as a measure of performance of 
the fall detection algorithm. 
5. Patient Detection using his/her Clothes 
To measure the performance of this algorithm, the sensitivity of the algorithm was 
considered. Also the percentage of matches among different colors and the percentage 
of matches among colors with a target color were considered. The picture of the first fall 
detected event in each fall sequence will be used. This happens in each detected fall, so 
the total number of cases will be the total number of detected falls. True positives are 
the number of fall events where the clothes are detected. The sum of TP and FN is the 
total number of falls. The percentages of matches among different colors and among 
different colors with a target color were obtained using a Monte Carlo simulation 
(Landau & Binder, 2009). These percentages indicates if a large number of colors were 









This chapter is organized as follows: in the first Section, the multilevel color 
thresholding algorithm results are provided, presenting results for the peppers, jelly 
beans, house, baboon, and Lena image (see section Datasets); in the second Section the 
results of the background modeling and foreground detection algorithm are presented; 
and in the third Section, the fall detection algorithm results are provided presenting the 
results for a fall detection event case. 
1. Multilevel Color Thresholding 
To evaluate the proposed multilevel color thresholding algorithms, the algorithms of 
Kitler (Kittler & Illingworth, 1986), Kapur (Kapur, Sahoo, & Wong, 1985), Otsu (Otsu, 
1979), and IBA (Alihodzic & Tuba, 2014) with the Otsu criterion are compared versus 
the algorithms HAMCOT-1 and HAMCOT-2. These algorithms were implemented 
using the description in the referenced articles. For color images, each channel was 
thresholded separately and then the results were merged in a single thresholded color 
image.  
Figure 37 shows the classic source images that were used. Figures 38 and 39 show 
examples of the application of the thresholding algorithm to both the original and a gray 
level version of the images. The different color classes of the thresholded images were 
found, and a high contrast colors were assigned. The colors blue, green, red, yellow, 
cyan, and magenta were assigned according to the number of pixels that belong to a 




Figure 37. Source Images 
5 
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Figure 38. Color thresholding results with two levels from left to right of the Kitler (Kittler & Illingworth, 
1986), Kapur (Kapur, Sahoo, & Wong, 1985), Otsu (Otsu, 1979), HAMCOT-1 and HAMCOT-2, for the 
images Peppers, Jelly Beans, House, Baboon, and Lena. 
In Figure 38, it can be seen that regions with uniform colors are large, especially in 
HAMCOT-2. This can be noticed in the face of the baboon, that has few connected 
components; the walls of the house has an uniform color; the background of the jelly 
beans is solid versus the algorithms of Kitler and Kapur, and the wall behind Lena is 
solid.  
In Figure 39, better segmentation results for the images can be appreciated in terms 
of the area of connected components (the connected components are large, free of 
noise), that is lower in the case of the HAMCOT-2 algorithm. Figures 38 and 39 also 
show that color thresholding with two levels achieves better results for thresholding the 
images than grayscale thresholding with seven levels.  
 




Figure 39. Grayscale Image Thresholding with seven levels with the images house, jelly beans, baboon, Lena 
using from top to bottom: IBA (Alihodzic & Tuba, 2014) with the Otsu Criterion, HAMCOT-1 and 
HAMCOT-2. The last row shows the results of the peppers image with IBA, HAMCOT-1 and HAMCOT-2. 
Tables 8-10 show results for the images house, jelly beans, baboon, Lena and 
peppers for thresholding levels from 2 to 4. Other thresholding levels were not 
computed because of the time complexity of the exhaustive search of the algorithms 
Kitler, Kapur, and Otsu. 
In Table 8, an algorithm is considered better than the other for a particular image if 
the number of connected components in the first algorithm is lower than in the second 
algorithm. The first algorithms are shown the first column and the second algorithms 
are shown in the first row. 
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Table 8. Percentage of cases where the proposed algorithms were better than the others for the images 
Peppers, Lena, House, Jelly Beans, and Baboon for levels 2 to 4. 
Description Kitler Kapur Otsu IBA Otsu HAMCOT-1 HAMCOT-2 
Color Images      
HAMCOT-1 60.00% 33.33% 66.67% 53.33% 
 
26.67% 
HAMCOT-2 73.33% 60.00% 80.00% 80.00% 73.33% 
 
Grayscale images      
HAMCOT-1 66.67% 66.67% 60.00% 53.33% 
 
6.67% 
HAMCOT-2 86.67% 86.67% 86.67% 86.67% 93.33% 
 
 
Table 9. Average Uniformity and Average Number of Connected Components (NCC) of the algorithms for the 
images Peppers. Lena. House. Jelly Beans. and Baboon for levels 2 to 4 
Description Kitler Kapur Otsu IBA Otsu HAMCOT-1 HAMCOT-2 
Color 
Uniformity 
0.9720 0.9658 0.9806 0.9804 0.9770 0.9727 
Gray 
Uniformity 
0.9698 0.9678 0.9798 0.9796 0.9777 0.9694 
NCC Color 3817.00 3314.13 3826.47 3850.93 3296.53 2726.40 
NCC Gray 3929.60 2920.87 3718.80 3480.93 3178.53 2230.87 
 
Table 10. Difference of Average NCC between other algorithms and HAMCOT-1/HAMCOT-2 for the images 
Peppers. Lena. House. Jelly Beans. and Baboon for levels 2 to 4 
Description Kitler Kapur Otsu IBA Otsu 
Difference NCC Color of other 
algorithms vs HAMCOT-1  
520.47 17.60 529.93 554.40 
Difference NCC Grayscale of other 
algorithms vs HAMCOT-1 
751.07 -257.67 540.27 302.40 
Difference NCC Color of other 
algorithms vs HAMCOT-2 
1090.60 587.73 1100.07 1124.53 
Difference NCC Grayscale of other 
algorithms vs HAMCOT-2 
1698.73 690.00 1487.93 1250.07 
 
The algorithms from Kitler, Kapur, Otsu, were executed 15 times for color and 15 
times for grayscale images, and the algorithms IBA Otsu, HAMCOT-1 and HAMCOT-
2 were executed 30 times for color and grayscale images. The total number of algorithm 
executions was 270. The algorithms were executed at least 30 times using a 
combination of threshold levels and images. Therefore, their performance in the set of 
classic images can be compared.  
In the previous Tables, the proposed algorithms outperformed the others in terms of 
lower number of connected components with the exception that HAMCOT-1 was 
outperformed by the Kapur algorithm. The proposed algorithms also outperformed the 
Kitler and Kapur algorithms in terms of uniformity. We must consider that according to 
(Ng & Lee, 1996), the criterion of Otsu for thresholding is similar to maximizing the 
uniformity measure. This explains the high values of uniformity measure obtained by 
the Otsu algorithm and the IBA algorithm with the Otsu criterion. 
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The training images of the BSDS500 dataset (Arbelaez, Maire, Fowlkes, & Malik, 
2011) were employed to evaluate the performance of HAMCOT-1 and HAMCOT-2 
using three as the number of levels because of the time complexity of the other 
algorithms (the Kitler, Kapur, and Otsu algorithms lasted several seconds using four as 
number of levels). The results are presented in Tables 11-13: 
Table 11. Percentage of cases where the proposed algorithms were better than the others for the training 
images of the BSDS500 dataset in terms of number of connected components. 
Description Kitler Kapur Otsu IBA Otsu HAMCOT-1 HAMCOT-2 
Color Images      
HAMCOT-1 83.00% 57.50% 88.50% 88.00% 
 
12.50% 
HAMCOT-2 88.50% 74.50% 93.50% 93.50% 87.50% 
 
Grayscale images 
     
HAMCOT-1 76.00% 65.00% 82.50% 82.00% 
 
14.50% 
HAMCOT-2 85.50% 80.00% 90.50% 90.50% 85.50% 
 
 
Table 12. Average Uniformity and Average Number of Connected Components (NCC) of the algorithms for 
the training images of the BSDS500 dataset. 
Description Kitler Kapur Otsu IBA Otsu HAMCOT-1 HAMCOT-2 
Color 
Uniformity 
0.9692 0.9686 0.9785 0.9785 0.9699 0.9636 
Grayscale 
Uniformity 
0.9698 0.9685 0.9782 0.9781 0.9680 0.9605 
NCC Color 2743.58 1899.75 2572.40 2564.48 1928.63 1591.11 
NCC Grayscale 2623.09 1976.85 2544.33 2530.10 1794.07 1427.56 
 
Table 13. Difference of Average NCC between other algorithms and HAMCOT-1/HAMCOT-2 for the 
training images of the BSDS500 dataset 
Description Kitler Kapur Otsu IBA Otsu 
Difference NCC Color other 
algorithms vs HAMCOT-1  
814.95 -28.89 643.77 635.85 
Difference NCC Grayscale other 
algorithms vs HAMCOT-1 
829.02 182.78 750.26 736.03 
Difference NCC Color other 
algorithms vs HAMCOT-2 
1152.47 308.64 981.30 973.37 
Difference NCC Grayscale other 
algorithms vs HAMCOT-2 
1195.53 549.29 1116.77 1102.54 
 
There number of images tested in the BSDS500 dataset was 200. Each thresholding 
algorithm was executed 200 times for color images, and 200 times for grayscale images, 
using three as the number of levels. The total number of algorithm executions was 2400. 
The number of algorithm executions is high. Therefore a comparison of the algorithms 
in this dataset can be taken as reference for images that do not belong to it. 
In the BSDS500 dataset, HAMCOT-2 outperformed the other algorithms in terms of 
number of connected components, because the NCC was greater in the other algorithms 
while the obtained uniformity measure was similar. HAMCOT-1 outperformed the 
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algorithms of Kitler, Otsu and IBA with the Otsu criterion. HAMCOT-1 was slightly 
better in terms of uniformity than the Kitler and Kapur algorithms for color images. 
2. Background Modeling and Foreground Detection 
Algorithm 
To evaluate the fall detection algorithm, the Wallflower dataset was employed 
(Toyama, Krum, Brumitt, & Meyers, 1999). The Wallflower dataset contains seven 
sequences of images. The first is Moved object, and the test is performed after a person 
moves the telephone and chair. The second is Time of Day where the lights change from 
dark to light. The third sequence is light switch where a person turns off and on the 
lights. In the fourth sequence, Waving Trees, a three moves in the background while a 
person moves in front of it. The fifth sequence, camouflage, shows a foreground object 
with almost the same color as the background. The sixth sequence, bootstrap, shows a 
busy cafeteria. The seventh sequence, Foreground Aperture, shows a person with a 
uniformly colored shirt that moves slowly.  
The results for this algorithm using the Wallflower dataset are presented in Table 14. 














True Positives 0 837 1463 5487 9992 2087 3635 23501 
False Positives 5 65 575 2444 419 589 592 4689 
True Negatives 19195 17587 15378 10875 8216 15686 13586 100523 
False Negatives 0 711 1784 394 573 838 1387 5687 
Errors 5 776 2359 2838 992 1427 1979 10376 
Sensitivity - 0.54070 0.45057 0.93300 0.94576 0.71350 0.72382 0.80516 
Specificity 0.99974 0.99632 0.96396 0.81650 0.95148 0.96381 0.95825 0.95543 
 
In the videos, the number of true negatives is high because the background of the 
image is large. In the first video, there are not positive cases. Therefore the sensitivity is 
not defined. 
Since the frame rate of the Wallflower dataset is different from 29.97 frames per 
second, some parameters were changed according to the framerate of the dataset, that is 
4 frames per second. The changed parameters were 𝛽′ = ⌈𝛽 ∗
4
29.97





⌉ = 4 , 𝜂2
′ = ⌈𝜂2 ∗
4
29.97
⌉ = 4 , 𝛾′ = √𝛾29.97
4
= 0.4541 , 𝜑′ = √𝜑29.97
4
=
0.4541. The parameters were changed considering the different frame rates so that the 
variables reach the same value at the same time. 
The sensitivity of the background modeling and foreground detection algorithm is 
80.5%, and the specificity is 95.5%. The total number of errors is 10376.  
The proposed algorithm has a good performance when the background is static. The 
specificity is generally high, but there are some problems with the sensitivity in cases 
such as Time of the Day, Light Switch and Bootstrap. 
The evaluation results of the algorithm are shown in Figure 40. 
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 (a)    
 (b)    
 (c)    
 (d)    
 (e)    
 (f)    
 (g)    
Figure 40. Wallflower Test Results.First column: Original Frame, Second column: Ground of Truth, Third 
column: background modeling and foreground detection result. (a) Moved object. (b). Time of Day (c) Light 
Switch (d) Waving Trees (e) Camouflage (f) Bootstrap (g) Foreground Aperture 
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In Figure 40a, the ground of truth and the result of the algorithm are the same. In 
Figure 40b, there are some areas that are not properly detected as foreground. In Figure 
40c, a large area is not detected as foreground, because the light switch reinitializes the 
algorithm, and it starts with a figure of the person considered as part of the background. 
In Figure 40d, the waving tree is considered as foreground, because it moves in the 
video. Figure 40e has some areas incorrectly detected as foreground. Figure 40f 
contains some areas that are considered incorrectly as foreground. Figure 40g contains 
an area considered incorrectly as background, because the figure of the person is still 
most of the time and moves before the test frame. 
3. Fall Detection 
In this section, the fall detection results are presented. An example of a fall and a linear 
regression is shown. Finally, the evaluation results are described and the execution time 
as function of the image row count is shown. 
Table 15. Vertical component of velocity at specified frame and time. The frame 588 is the last one. 
Frame Time Velocity 
 
Frame Time Velocity 
0 0.000 1.000 
 
10 0.334 2.333 
1 0.033 0.667 
 
11 0.367 3.333 
2 0.067 0.667 
 
12 0.400 3.667 
3 0.100 0.333 
 
13 0.434 5.000 
4 0.133 0.667 
 
14 0.467 5.333 
5 0.167 1.000 
 
15 0.501 6.000 
6 0.200 1.667 
 
16 0.534 5.667 
7 0.234 1.667 
 
17 0.567 5.667 
8 0.267 1.000 
 
18 0.601 6.000 
9 0.300 1.667 
 
   
An example of a fall is shown in Table 15 and the following example uses the data of 
this table. The frames are from the first video of the fall detection dataset 1. The 
velocities are from the frame 570 to the frame 588. The frames start in zero because the 
data are stored in a zero-based index array. The time is computed by dividing the frame 
index by the frame rate. In Table 15, the values of velocity 𝑉𝑡 are not integers, because 
they are estimated using an average of the last three values of 𝑣𝑡.  
With the data of Table 15, a linear regression with velocity and time is computed to 
find the parameters of the fall (Figure 41). If the parameters of the linear regression are 
in valid ranges, then the event “Fall detected” is triggered. The data obtained from the 
linear regression at the frame 588 of the first video and the detection criteria are shown 
below: 
𝑓𝑝𝑠 = 29.97 frames per second. 
𝐻𝑒𝑎𝑑 𝑟𝑎𝑑𝑖𝑢𝑠: 11 
ℎ1: 6.75112 ≤ 10.7261 ≤ 45.0075 
ℎ0: −1.83333 ≤ −0.414035 ≤ 1.83333 
𝑣 = ℎ1𝑢 + ℎ0 = 10.7261𝑢 − 0.414035 (1) 
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𝑅2 = 0.882443 ≥ 0.5 
VMax: 6 
VMin: 0.333333 
VMax − VMin > 2.44444 ; VMax − VMin = 5.66667 
MeanVelocity > 1.28333;  𝑀𝑒𝑎𝑛𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 = 2.80702 
 
Figure 41. Linear regression obtained for the vertical component of velocity versus time 
The computed head radius is 11. Therefore, in the plane where the person’s head is 










= 1.222.  
The factor 𝜆 allows to translate between distances in pixels and meters. It makes the 
intervals independent from the distance between the camera and the person. It also 
makes the intervals independent from the size of the image. The factor 𝜓 is similar. 
The values for ℎ0 and ℎ1 are in the computed intervals. The mean velocity is greater 
than 1.05𝜓  and the interval between the minimum and maximum velocities is also 
greater than 2𝜓. 
The coefficient of determination 𝑅2 is high (0.882), which means that the fitting of 
data is acceptable. The coefficient of determination is also greater than 0.5.  
The performance results of the method are presented in Table 16. In Table 16, other 
events are the walking event in the case of Fall Detection Dataset 1, and the events that 
are not falls that are classified in Fall Detection Dataset 2. The algorithm achieved a 
sensitivity of 84.7% and a specificity of 91.4%. 
 
y = 10.726x - 0.414 
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Table 16. Evaluation results 






Dataset 1. Scene 1 16 0 17 0 16 17 33 
Dataset 1. Scene 2 10 3 8 0 10 11 21 
Dataset 1. Scene 3 8 0 9 0 8 9 17 
Dataset 2. Scene 1 1 0 3 0 1 3 4 
Dataset 2. Scene 2 1 0 2 0 1 2 3 
Dataset 2. Scene 3 1 0 2 0 1 2 3 
Dataset 2. Scene 4 1 0 4 1 2 4 6 
Dataset 2. Scene 5 1 0 2 0 1 2 3 
Dataset 2. Scene 6 1 0 2 0 1 2 3 
Dataset 2. Scene 7 1 0 2 0 1 2 3 
Dataset 2. Scene 8 1 0 2 0 1 2 3 
Dataset 2. Scene 9 1 1 4 0 1 5 6 
Dataset 2. Scene 10 1 0 3 0 1 3 4 
Dataset 2. Scene 11 1 0 2 0 1 2 3 
Dataset 2. Scene 12 1 0 2 0 1 2 3 
Dataset 2. Scene 13 1 1 7 0 1 8 9 
Dataset 2. Scene 14 1 1 5 0 1 6 7 
Dataset 2. Scene 15 1 1 4 0 1 5 6 
Dataset 2. Scene 16 0 1 10 1 1 11 12 
Dataset 2. Scene 17 0 4 7 1 1 11 12 
Dataset 2. Scene 18 0 0 5 1 1 5 6 
Dataset 2. Scene 19 0 0 2 1 1 2 3 
Dataset 2. Scene 20 0 0 2 1 1 2 3 
Dataset 2. Scene 21 0 1 4 1 1 5 6 
Dataset 2. Scene 22 0 0 5 1 1 5 6 
Dataset 2. Scene 23 1 1 26 1 2 27 29 
Dataset 2. Scene 24 0 1 19 0 0 20 20 
Total 50 15 160 9 59 175 234 
 
To better assess the ability of the developed method to detect falls, ROC (Receiver 
Operating Characteristic) analysis was used (Metz, 1978), and the ROC curve was 
calculated (as shown in Figure 42), considering as the decision variable the correlation 
coefficient  𝑅2. An area under the ROC curve of 0.84 was obtained. This area indicates 
that the algorithm produces acceptable results when detecting falls, at an acceptable 
false detection rate. The ROC is used because for a detected person, only one event is 
triggered per frame. In a testing interval, a sequence of events is detected and the whole 
sequence is considered as a fall detection.  
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Figure 42. ROC curve 
Figure 43 shows an example of the “fall detected” event. The images show that the 
“fall detected” event is triggered in multiple points along the fall trajectory. Therefore, 
the results from Table 16 are obtained considering that a true positive is a sequence of 
fall detected events, and a false positive is a sequence of events with at least 2 seconds 
between each sequence.  
 
 
Figure 43. Some video frames. 
The first video of the first dataset was recorded with daylight illumination. The 
second video of the first dataset contains challenging light conditions, that caused errors 
in the tracking algorithm. The scene has a window is in front of the camera with 
daylight that illuminates the room. The errors happened when the person blocked the 
light and the camera automatically adjusted the brightness of the whole scene. 
Therefore, the camera placement is important to allow for good tracking results. 
The third video of the first dataset was recorded with low light conditions and, in this 
case, shadow detection was disabled to achieve better results. If shadow detection is 
enabled, there are 6 true positives of 8 falls, 0 false positives with a total sensitivity of 
81.4%, and a specificity of 91.4%.  
The other videos are from the second dataset. They are from a fully illuminated room 
and present several types of falls and events that may be interpreted as falls. 
The fall detection algorithm (preprocessing, background modeling, foreground 















False Positive Rate 
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17 shows the execution time of the algorithm in a Core-i5 3.1 GHz computer; Figure 44 
shows the execution time and a quadratic regression. 
Table 17. Execution Time of the Fall Detection Algorithm 
Rows Columns Scale 
Time in 
seconds 
 Rows Columns Scale 
Time in 
seconds 
288 192 0.4 0.012543  540 360 0.75 0.0358382 
324 216 0.45 0.0144459  576 384 0.8 0.0409309 
360 240 0.5 0.0172312  612 408 0.85 0.0448378 
396 264 0.55 0.0201189  648 432 0.9 0.0497126 
432 288 0.6 0.0235566  684 456 0.95 0.0564929 
468 312 0.65 0.0273148  720 480 1 0.0624418 
504 336 0.7 0.0302673      
 
Figure 44. Execution time of the Fall Detection Algorithm per frame versus the number of rows (n) 
 
4. Patient Detection using his/her Clothes 
The images from the first fall event in each fall sequence were selected because in these 
images, the person is almost in vertical position and the clothes can be easily identified. 
The selected video was the first video of the fall detection dataset 1. 
The number of color classes for thresholding with HAMCOT-2 was 3. The clothes 
color considered for matching was light blue (160,200,200)𝑇 , and the percentage 
threshold considered was 𝐶 = 20% (because the shirt only covered a part of the body).  
The total number of fall images was 16. These images were thresholded with 3 color 
classes and constraints were applied according to the algorithm described in Chapter 3 
Section 2.5. The achieved sensitivity of the algorithm with the selected thresholds was 
100%. The values of the thresholds 𝜙1 and 𝜙2 were selected to maximize the sensitivity 
using the minimum possible values to constrain the possible colors that can be matched. 
The results obtained are shown in Table 18. In this Table, the matching area indicates 
the percentage of the area of the person that has colors that were matched with the 
searched color. 
y = 1.347E-07x2 - 2.024E-05x + 7.060E-03 
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Figure 45 shows the sensitivity as a function of the threshold percentage. A higher 
threshold could be used. However, in the images shown in Appendix F.Patient 
Detection using his/her Clothes, it is evident that the area of the clothes that are matched 
(the shirt of the person) is small. Therefore 20% can be used as threshold. If the area of 
the clothes that are being detected is large, a higher threshold could be used. 
 
Figure 45. Sensitivity as function of the threshold percentage 
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A simulation was performed in the same way than in Chapter 3 Section 2.4.3 
Foreground Detection and Shadow Detection Algorithm. The results are shown in 
Figure 46. Using the specified parameters, the average percentage of matches of two 
arbitrary colors is 7.22%. Therefore the percentage of colors that will be rejected with 
the proposed criteria given two arbitrary color pairs is 92.78%. If we consider the colors 
that are matched with the selected color (160,200,200)𝑇, the percentage of matches is 
20.56%. Therefore 79.44% of the existing colors in the RGB space will not be matched. 
Figure 47 shows the envelope of the region of matched colors for the selected color 
(160,200,200)𝑇 in the planes RG (B=255), GB (R=255) and RB (G=255) of the RGB 
color space. 
 
Figure 47. Area of the color space with matched colors. Planes of the RGB color space RG, GB and RB. The 
position of the target color is shown in red. The axis are from left to right and from top to bottom. 
 
  





In this work, a fall detection system has been developed. Briefly, the algorithm is a 
process involving: multilevel color thresholding, background and foreground modeling, 
tracking and fall detection. 
In the following Sections, a discussion about the problems of data acquisition, the 
different techniques implemented, as well as comparison with other authors’ results, 
when possible, are presented. 
1. Data Acquisition 
For data acquisition, the frame rate, illumination conditions and position of the camera 
are significant. The frame rate of the video is important for detection. If there is a higher 
frame rate, there will be more points for the linear regression increasing the accuracy of 
it. In this case a higher spatial resolution will be needed to differentiate correctly the 
distances. Frame rate changes were considered when the intervals of the linear 
regression parameters were established.  
Illumination conditions are important because with high varying illumination 
conditions or low illumination conditions, poor foreground detection may be performed. 
Illumination conditions where considered in the background modeling algorithm. These 
problems happened with the second and third video of fall detection dataset 1. 
The position of the camera is also significant. The camera should not be placed in 
front of a light source, because it will compensate automatically the brightness of the 
scene if the light source is occluded and that can cause tracking errors in the algorithm. 
This problem happened with the second video of fall detection dataset 1. For detecting 
the falls the camera ideally should be placed a little above the person’s height.  
2. Multilevel Color Thresholding 
Multilevel color thresholding is employed to detect the patient using the color of his/her 
clothes. Color information allows for better segmentation than using only a grayscale 
image. The method is simple because it processes only the color components histogram 
of the image allowing for a fast segmentation; however the gradient descent step is 
relatively slow. 
The number of color classes must be considered if there are a large number of 
different colors in the image.  
According to Tables 11-13, the algorithm HAMCOT-2 outperformed the algorithms 
of Kitler (Kittler & Illingworth, 1986), Kapur (Kapur, Sahoo, & Wong, 1985), Otsu 
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(Otsu, 1979) and IBA with the Otsu criterion (Alihodzic & Tuba, 2014) considering the 
number of connected components and the train images of the BSDS500 dataset. 
3. Background Modeling and Foreground Detection 
The background modeling algorithm uses two intermediate backgrounds to compute the 
final background using probabilities. The algorithm has low time complexity: it is 
quadratic with respect to the maximum between the width and height of the image.  
Higher values of the 𝛽 parameter are employed for stable backgrounds. This value 
scales the event counter so that is kept in the range 0. . 𝛽. If a pixel from the testing 
background was considered as background during 𝛽  frames, it will take a time 
proportional to 𝛽 to update the testing background with the pixel of the current frame 
and restart the event counters. If the testing background is considered valid after 25 
frames more, then the pixel will become part of the verified background. Therefore 𝛽 
controls the update frequency of the verified background and larger values of 𝛽 mean 
larger update times. 
The lower values for the parameters 𝛾  and 𝜑  must be used if the illumination 
changes rapidly. This allows the background modeling algorithm to adapt to the 
changes by updating the background images using a weighted sum with the current 
frame. 
Lower values for the parameters 𝜂1 and 𝜂2 must be used if the frame rate is low. 
These values indicate the minimum total number of events to consider the probability 
𝑃(𝑥, 𝑦) as valid. 
The difference between the probabilities 𝜉1 = 90%  and 𝜉2 = 30% , is also 
proportional to the time required for performing an update to the background. These 
probabilities are used to update a pixel in the verified background with a testing 
background pixel value and to change the pixel in the testing background with a pixel 
value from the current image. 
The foreground detection algorithm allows for classifying the image in background, 
foreground and shadows. It uses a formula that is derived using the LRGB color space 
for comparing images. The time complexity of this algorithm is also quadratic. The 
three constraints, that were presented, are enough to constrain the shadow detection step 
as shown in Table 6. 
The selection of the parameters 𝜏, 𝜒, 𝜁  was performed by trying to maximize the 
sensitivity and specificity of the algorithm. These parameters were initially estimated by 
geometry. The tests were implemented and then some values were confirmed and other 
values changed.  
A larger value of 𝜒 allows for classifying more regions as shadows. However, the 
sensitivity drops because more foreground areas are detected as shadows, specially in 
the second video of fall detection dataset 1 that has illumination issues. 
Other authors developed methods in the area of background modeling and 
foreground detection. According to K. Toyama et. al, authors of the Wallflower dataset 
(Toyama, Krum, Brumitt, & Meyers, 1999), their algorithm performed with a total 
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number of errors of 10509, above the error count (10376) obtained with the background 
modeling and foreground detection algorithms, as shown in Table 14. The proposed 
algorithms outperforms the algorithms listed in (Toyama, Krum, Brumitt, & Meyers, 
1999). 
The background modeling and foreground detection algorithms outperform all the 7 
algorithms described by T. Bowman in (Bowmans T. , 2009) about subspace learning 
applied to background modeling. In that paper, the minimum number of errors is 12211 
(SL-ICA algorithm). 
The proposed algorithms are outperformed by three algorithms (MOG-IHLS, 
Improved MOG-FD, MOG with MRF) described in T. Bowmans et al. (Bowmans, El 
Baf, & Vachon, 2008) with a total number of errors of 9739, 7081 and 3808 
respectively. 
4. Tracking 
The tracking algorithm allows for tracking the subject using the topmost pixel. A 
rectangle based algorithm computes the head radius. The head radius is employed to 
translate a distance in pixels to meters. The time complexity of the tracking algorithm is 
quadratic. 
Sometimes, the head radius cannot be determined, such as when the head is not at the 
top of the foreground region. When the head is again at the top of the region, new 
values are obtained and the extreme values are ignored because the median of the values 
is used. 
5. Fall Detection 
The fall detection algorithm uses a linear regression. If the parameters that were 
estimated are in defined ranges a fall is detected. If a fall is detected, the social assistant 
or relative is notified and a video of the detected fall is presented to him.  
The bounds for ℎ0 , ℎ1 , and 𝑅
2  were selected to maximize the sensitivity and 
specificity of the algorithm, as shown in Figure 32. Initially, these values were selected 
by observation of the results obtained in the falls. 
The constraints on the mean velocity and the difference between the maximum and 
minimum velocities was employed to describe the slope of the velocity curve. This 
constraints indicate that the center of the curve has to be above certain value and the 
range of velocities must be adequate. 
It is important to note that the classifier is best suited for falls when the person is 
standing or walking. The falls from the first dataset are this kind of falls, and they were 
classified with a sensitivity of 100%.  
Frequent false positives were the cases where the person sits down or hunkers. For 
the case that the person sits down, some areas of the space coud be marked as sofas or 
chairs allowing to increase the specificity of the algorithm. 
Several results of fall detection algorithms can be found in the literature (Table 19). 
Yu et al. obtained a sensitivity of 100%, and a false detection rate of 3% (1-specificity); 
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however, human intervention was used for segmenting the images (Yu, et al., 2013). In 
this work, the developed algorithm performs image segmentation automatically.  
Table 19. Sensitivity detected by different algorithms. 
Papers Method Sensitivity (%) 
(Ziguel, 2009) Floor vibration, sound sensor 97.5 
(Naranjo-Hernandez, Roa, & 
Estudillo-Valderrama, 2012) 
Distributed architectures, sensors 100 
(Yu, Rhuma, Naqvi, Wang, 
& Chambers, 2012) 
Background subtraction, floor 
information 
97.08 
(Humenberger, et al., 2012) Neural networks. 3D information 96 
(Chen, Lin, & Fang, 2010) Skeleton features, human shape 
variation 
90.9 
(Anderson, et al., 2009) Fuzzy logic. 3D information. 100 
(Yu, et al., 2013) Human interventions in 
segmentation process 
100 
(Ojetola, Gaura, & Brusey, 
2011) 
Wearable sensor 92 
(Baek, Kim, Bashir, & Pyun, 
2013) 
Wearable sensor, accelerometer, 
gyroscope 
100 
(Fang, Liang, & Chiu, 2012) Smartphone, embedded sensors 72.22 
 
Yu et al., in a different research work, combined computer vision based information 
with floor information obtaining a sensitivity of 97.08% and a low false detection rate 
of 0.8% (Yu, Rhuma, Naqvi, Wang, & Chambers, 2012). Zigel et al. obtained a 
sensitivity of 97.5%, and a specificity of 98.6% when detecting falls, using mimicking 
dolls and floor vibrations (Ziguel, 2009). Humenberger et al. achieved a fall detection 
rate of 95%, with a percentage of false positives less than 5%, using stereo-vision 
(Humenberger, et al., 2012). These results are not comparable with the proposed fall 
detection algorithm because only computer vision techniques are used, and stereo-vision 
cameras, information about floor vibration or sound are not used. 
Ojetola et al. achieved a precision of 81% and a recall (sensitivity) of 92% (Ojetola, 
Gaura, & Brusey, 2011) employing wearable sensor. A sensitivity greater than 80% and 
specificity of 100% were obtained when a wireless body area network was used (Baek, 
Kim, Bashir, & Pyun, 2013). Fang et al. achieved a sensitivity of 72.22% and 73.78% of 
specificity using mobile phones and accelerometers (Fang, Liang, & Chiu, 2012). The 
algorithm proposed in this thesis performed similarly than the second article and better 
than the third article in terms of sensitivity. 
The proposed algorithm may have less sensitivity and specificity when detecting 
falls. However, it must be considered this algorithm only needs single-camera images. 
Other sensors or other information are not needed to detect a fall. 
6. Patient Detection using his/her Clothes 
If a fall is detected and the patient is detected then a different sound alert is generated. 
This verification step is optional (it can be configured in the fall detection monitoring 
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program). The multilevel color thresholding algorithm is used for segmentation and 
only the detected person area is considered. The execution time of this algorithm is 
high; therefore if the user configures the system, this algorithm is executed at the 
beginning of the detected fall sequence (in the testing fall videos, the segmentation of 
the person is more accurate at the beginning of the fall sequence). This step does not 
affect the sensitivity and specificity of the fall detection algorithm because it happens 
after a fall is detected. 
The detection of the patient using his/her clothes can be employed to raise the fall 
detection alert from high to very high by giving a different notification such as a 
different sound. With this information and the fall video received by the social assistant 
or relative, the false positives can be discarded and the patient or elder can be assisted 
properly.  
For patient detection, face recognition could be used. However, clothes detection 
works when the person is backwards or sideways. There are also conditions that affect 
face recognition such as facial expressions, poses, illumination conditions, and 
occlusions (Wang, et al., 2014). There are research works such as (Song & Leung, 
2006) and (Anguelov, Lee, Gokturk, & Sumengen, 2007) where clothes detection is 
combined with face detection to improve human recognition. Other works that use 













In this work, a fall detection algorithm was developed. This work addresses the problem 
of fall detection. The objective of detecting falls of patients or elders at their homes by 
using single camera videos was reached. To achieve this objective, the background of 
the scene was found, foreground objects were detected in the scene, the person was 
tracked, the falls were detected and an alert was triggered when a fall was detected. The 
system also works in hospitals and the optional step of patient detection can be used in 
them because the patient clothing generally has uniform colors. 
The fall detection system has two components: a fall detector application and a 
supervisor application. The fall detector application detects falls and notifies the 
supervisor application when a fall is detected. 
A limitation of this work is that it can be applied to persons that are alone, because 
the tracking algorithm can track accurately only one person. Two people can be tracked; 
however, they must be separated by a certain distance. If the regions of the persons are 
joined, both of them cannot be distinguished. The algorithm is also best suited for falls 
where the person is walking or standing. 
The main contributions of this work are the definition of a color space with four 
dimensions, a multilevel color thresholding algorithm, a background modeling 
algorithm, a foreground detection algorithm, a tracking algorithm, and a fall detection 
algorithm. 
Each algorithm was tested and validated. HAMCOT-1 and HAMCOT-2 were tested 
using the uniformity measure and the number of connected components and the results 
were compared with the thresholding algorithms of other researchers. The background 
modeling and foreground segmentation was tested measuring the sensitivity, specificity 
and total number of errors; and these results were compared with other background 
modeling algorithms. For these algorithms, the sensitivity is 80.5% and the specificity is 
95.5%. The tracking and fall detection algorithm was validated comparing the obtained 
sensitivity with the sensitivity of other fall detection algorithms. In this case the 
sensitivity reached 84.7% and the specificity reached 91.4%. The clothes detection 
algorithm was validated with a sensitivity of 100% with a percentage of random color 
matches of 7.23%. 
7 
Chapter 7.  Conclusions 102 
 
2. Future work 
The LRGB color space proposed in this work could be applied for reducing the noise of 
an image. If the noise of the color difference components is reduced (e.g. averaging the 
components) and the lightness is kept, this effect could be achieved.  
The algorithms HAMCOT-1 and HAMCOT-2 could be improved by researching 
how to find automatically an optimal number of levels for thresholding. 
The background modeling and foreground detection algorithms work well with 
stable backgrounds. This algorithms could be improved to handle cases such as waving 
trees and scenes with raining. 
The fall detection algorithm can be expanded by using multiple cameras for each 
scene. The combined sensitivity of the cameras can reach a higher fall detection rate. 
Also 3D information obtained from 3D cameras or multiple cameras could be used for 
detecting falls. 
The step of Patient detection using his/her clothes can be extended by detecting two 
or more clothes of different color. A clothes database could be used, and the texture of 





Appendix A. Background Modeling Algorithm 
The background modeling algorithm is the following: 
1. 𝛿 ← 0.5 
2. If 𝑡 = 0 then 
a. Initialize the images 
b. 𝐵𝑡 ← 𝐼𝑡 
c. Return 𝐵𝑡 
3. End If 
4. For each pixel (𝑥, 𝑦) 
a.  ∆𝑁(𝑥, 𝑦) ← 𝐼𝑡(𝑥, 𝑦) − 𝐶𝑡−1(𝑥, 𝑦) 
b. 𝑘𝑖(𝑥, 𝑦) ←
∆𝑁𝑖(𝑥,𝑦)
𝐿(𝑥,𝑦)+0.1
+ 1 for 𝑖 = 1. .3 
c. If 1 − 𝛿 ≤ 𝑘1(𝑥, 𝑦) ≤ 1 + 𝛿  and 1 − 𝛿 ≤ 𝑘2(𝑥, 𝑦) ≤ 1 + 𝛿  and 1 − 𝛿 ≤
𝑘3(𝑥, 𝑦) ≤ 1 + 𝛿 
i. 𝐸𝑡(𝑥, 𝑦) ← 1 
d. Else 
i. 𝐸𝑡(𝑥, 𝑦) ← 0 
e. End if 
5. End for 
6. If 𝑡 is even 
a. 𝐸𝑡 ← 𝑀𝑒𝑑𝑖𝑎𝑛 𝑏𝑙𝑢𝑟 𝑜𝑓 𝐸𝑡 
7. End If 
8. 𝐷 ← 0 
9. For each pixel (𝑥, 𝑦) 
a. 𝐷 ← 𝐷 + 𝐸(𝑥, 𝑦) 
10. End For 
11. If 𝐷 > 0.1 ∗ rows ∗ columns 𝑎𝑛𝑑 𝑡 > 60 then 
a. Restart the algorithm (𝑡 ← 1) 
b. Initialize the images  
c. Go to step 3. 
12. End If 
13. For each pixel (𝑥, 𝑦) 
a. If  𝑇𝑡−1(𝑥, 𝑦) < 𝛽 then 
i.  𝑋𝑡(𝑥, 𝑦) ← 𝑋𝑡−1(𝑥, 𝑦) + 𝐸𝑡(𝑥, 𝑦) 
ii.  𝑇𝑡(𝑥, 𝑦) ← 𝑇𝑡−1(𝑥, 𝑦) + 1 
b. Else 
i.  𝑋𝑡(𝑥, 𝑦) ←
(𝛽−1)
𝛽
𝑋𝑡−1(𝑥, 𝑦) + 𝐸𝑡(𝑥, 𝑦) 
ii.  𝑇𝑡(𝑥, 𝑦) ←
(𝛽−1)
𝛽
𝛽 + 1 = 𝛽 
c. End If 




e. If 𝑇𝑡(𝑥, 𝑦) ≥ 25 𝑎𝑛𝑑 𝑃𝑡(𝑥, 𝑦) ≥ 0.9 𝑎𝑛𝑑 𝐸𝑡(𝑥, 𝑦) = 1 then  
i.  𝑆𝑡(𝑥, 𝑦) ← 𝐶𝑡−1(𝑥, 𝑦)  




i.  𝑆𝑡(𝑥, 𝑦) ← 𝑆𝑡−1(𝑥, 𝑦)  
ii.  𝐴𝑡(𝑥, 𝑦) ← 𝐴𝑡−1(𝑥, 𝑦) 
g. End If 
h. If 𝑇𝑡(𝑥, 𝑦) ≥ 25 𝑎𝑛𝑑 𝑃𝑡(𝑥, 𝑦) ≤ 0.3 then  
i.  𝐶𝑡(𝑥, 𝑦) ← 𝐼𝑡(𝑥, 𝑦) 
ii.  𝑋𝑡(𝑥, 𝑦) ← 0 
iii.  𝑇𝑡(𝑥, 𝑦) ← 0 
i. Else 
i. 𝐶𝑡(𝑥, 𝑦) ← 𝐶𝑡−1(𝑥, 𝑦) 
j. End If 
k. If 𝐴𝑡(𝑥, 𝑦) = 1  (Verified background contains a pixel) then 
i. 𝐵𝑡(𝑥, 𝑦) ← 𝑆𝑡(𝑥, 𝑦) 
l. Else 
i. 𝐵𝑡(𝑥, 𝑦) ← 𝐶𝑡(𝑥, 𝑦) 
m. End If 
n. If 𝐸𝑡(𝑥, 𝑦) = 1 then 
i. 𝐶𝑡(𝑥, 𝑦) ← 𝛾𝐶𝑡(𝑥, 𝑦) + (1 − 𝛾)𝐼𝑡(𝑥, 𝑦)  
ii. 𝑆𝑡(𝑥, 𝑦) ← 𝜑𝑆𝑡(𝑥, 𝑦) + (1 − 𝜑)𝐶𝑡(𝑥, 𝑦) 
o. End If 
14. End For 




Appendix B. Foreground Detection Algorithm 
The foreground detection algorithm is the following: 
1. 𝜀 = 9% 
2. 𝜒 = 0.25 
3. 𝜁 = 0.8 
4. 𝜏 = 1/√3 
5. For Each pixel (𝑥, 𝑦) 
a. ∆𝑁(𝑥, 𝑦) ← 𝐼𝑡(𝑥, 𝑦) − 𝐵𝑡(𝑥, 𝑦) 
b. 𝑘𝑖(𝑥, 𝑦) ←
∆𝑁𝑖(𝑥,𝑦)
𝐿(𝑥,𝑦)+0.1
+ 1 for 𝑖 = 1. .3 
c. If (1 − 𝜀 ≤ 𝑘1 ≤ 1 + 𝜀) and (1 − 𝜀 ≤ 𝑘2 ≤ 1 + 𝜀) and (1 − 𝜀 ≤ 𝑘3 ≤
1 + 𝜀) 
i. 𝐹𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑(𝑥, 𝑦) ← 0 
ii. 𝑆ℎ𝑎𝑑𝑜𝑤𝐼𝑙𝑢𝑚(𝑥, 𝑦) ← 0 
d. Else 
i. 𝜌(𝑥, 𝑦) = 𝐾(𝑥, 𝑦) − (1,1,1)𝑇 
ii. If (|𝑘1 − 𝑘0| < 𝜒 and |𝑘2 − 𝑘0| < 𝜒 and |𝑘2 − 𝑘1| < 𝜒) and 
‖𝜌(𝑥, 𝑦)‖ < 𝜁 and |𝑘1 + 𝑘2 + 𝑘3 − 3| ≤ 𝜏√3 
1. 𝑆ℎ𝑎𝑑𝑜𝑤𝐼𝑙𝑢𝑚(𝑥, 𝑦) ← 1 
2. 𝐹𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑(𝑥, 𝑦) ← 0 
iii. Else 
1. 𝐹𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑(𝑥, 𝑦) ← 1 
2. 𝑆ℎ𝑎𝑑𝑜𝑤𝐼𝑙𝑢𝑚(𝑥, 𝑦) ← 0 
iv. End If 
e. End If 
6. End For 
7. Apply median filter to 𝐹𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑 
8. Apply morphology close operation to 𝐹𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑 using a circle of radius 
5*imagerows/240 







Appendix C. Tracking Algorithm 
The tracking algorithm is the following: 
1. The contours of the regions in the foreground image are found. Only polygons 
with an area greater than 0.06*imagerows*0.06*imagecols are considered as a 
possible person. 
2. For each polygon 𝐺𝑖 in the current foreground image: 
a. 𝑀𝐺 = 0 
b. Polygon 𝐺𝑖 is painted in 𝑀𝐺  
c. The bounding rectangle of the polygon 𝐺𝑖 is stored in 𝐵𝐺 
d. For each polygon 𝐻𝑗 in the previous foreground image 
i. The bounding rectangle of the polygon 𝐻𝑗 is stored in 𝐵𝐻. 
ii. If 𝐵𝐻 is overlapped with 𝐵𝐺 
1. 𝑀𝐻 = 0 
2. Polygon 𝐻𝑗 is painted in 𝑀𝐻 
3. 𝑀𝑅 = 𝑀𝐺   𝐴𝑁𝐷   𝑀𝐻 
4. The number of overlapped pixels  𝑁𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑒𝑑  is 
computed.  
5. The value of 𝑁𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑒𝑑 is stored in the list of matches 
 𝐿𝑚𝑎𝑡𝑐ℎ𝑒𝑠.with the indexes 𝑖 and 𝑗 
iii. End If 
e. End For 
3. End For 
4. The list of matches is sorted with the quick sort algorithm considering the 
number of overlapped pixels as sorting criteria. 
5. The pairs with greater number of overlapped pixels are considered as matches. 
In these pairs, the identifiers of the polygons from the previous frame are set as 
identifiers of the polygons in the current frame. 
6. Sequential identifiers are set for the polygons in the current frame that are not 
matched. 






Appendix D. Algorithm for detection of falls 
The fall detection algorithm is the following: 
1. Get the position of the head 𝑦𝑡 and the head radius from the previous step. 
2. Z ← ⌈0.63 ∗ 𝑓𝑝𝑠⌉ 
3. 𝜅 ← 0.5 
4. For each tracked object 
a. If (𝑡 ≥ 1) 
i. Compute and store 𝑣𝑡 = (𝑦𝑡 − 𝑦𝑡−1)
𝑝𝑖𝑥𝑒𝑙𝑠
𝑓
 for the object 
b. End If 







 for the object 
d. End If 
e. If (𝑡 ≥ 𝑍) 
i. For 𝑗 = 𝑡 − 𝑍 𝑡𝑜 𝑡 





3. 𝑏𝑗 ← 𝑉𝑎−𝑍+𝑗 
ii. End For 
iii. ℎ = (𝑊𝑇𝑊)−1𝑊𝑇𝑏 
















viii. 𝑙𝑜𝑤𝑒𝑟𝑏𝑜𝑢𝑛𝑑ℎ0 = 𝑚𝑖𝑛(−1.5𝜓, −1.5) 
ix. 𝑢𝑝𝑝𝑒𝑟𝑏𝑜𝑢𝑛𝑑ℎ0 = 𝑚𝑎𝑥 (1.5𝜓, 1.5) 
x. 𝑣𝑚𝑖𝑛 = min𝑗  (𝑏𝑗) 

























xiv. If (𝑅2 ≥ 0.5)  and (𝑙𝑜𝑤𝑒𝑟𝑏𝑜𝑢𝑛𝑑ℎ1 ≤ ℎ1 ≤ 𝑢𝑝𝑝𝑒𝑟𝑏𝑜𝑢𝑛𝑑ℎ1) 
and (𝑙𝑜𝑤𝑒𝑟𝑏𝑜𝑢𝑛𝑑ℎ0 ≤ ℎ0 ≤ 𝑢𝑝𝑝𝑒𝑟𝑏𝑜𝑢𝑛𝑑ℎ0)  and 𝑣𝑚𝑒𝑎𝑛 >
1.05𝜓 and 𝑣𝑚𝑎𝑥 − 𝑣𝑚𝑖𝑛 ≥ 2𝜓. 
1. RAISE FALL DETECTED EVENT 
xv. End If 
f. End If 
5. End For 
6. If after one second of the last fall detected event, a fall detected event is not 
detected, then the FALL DETECTED ALERT is raised with a video 
containing the detected fall (this is done because several fall detected events are 







Appendix E. Fall Detection Images 
The images of fall detections for the video 1 of the first dataset including false 
detections are provided below. 
 








Appendix F.Patient Detection using his/her Clothes 
The first video of the first dataset was used for clothes color detection. The HAMCOT-2 
algorithm was employed using 3 as number of color levels. The clothes detection 
algorithm used a percentage threshold of 0.4 and a maximum distance of 2. The color 
used for testing was light blue (160, 200, 200). 
 
Figure 50. Segmentation achieved by HAMCOT-2 for the clothes color detection algorithm 
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The following table shows the thresholded classes, their colors, the area percentage 
of each color class, the values of 𝑘1, 𝑘2, 𝑘3 , the distance 
√(𝑘1 − 1)2 + (𝑘2 − 1)2 + (𝑘3 − 1)2 , if the differences between 𝑘𝑖  are less than 
𝜙2 = 0.45, if the projection criterion |𝑘1 + 𝑘2 + 𝑘3 − 3| ≤ 𝜙3√3 was satisfied and if 
the color class was considered in the sum of areas. In the bottom of each image data, 
there is the total area percentage, the threshold that is 20%, and if the clothes matching 
was accepted or rejected. 
Table 20. Images and the corresponding thresholding data 
Image 1, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 1 78 3 0.154793 0.154885 0.351547 -0.0470926 1.49369 true false  
1 95 78 3 0.555269 0.654513 0.351547 -0.0470926 1.27916 false false  
2 95 0 3 0.00595356 0.654513 -0.0630382 -0.0470926 1.53161 false false  
3 182 78 185 0.0216313 1.11693 0.351547 0.920272 0.663718 false true  
4 182 195 185 0.102203 1.11693 0.973424 0.920272 0.144001 true true OK 
5 95 78 185 0.0252034 0.654513 0.351547 0.920272 0.73906 false true  
6 182 78 3 0.0158762 1.11693 0.351547 -0.0470926 1.23716 false true  
7 182 195 252 0.113713 1.11693 0.973424 1.27639 0.301283 true true OK 
8 95 195 185 0.00515975 0.654513 0.973424 0.920272 0.355562 true true OK 




Image 2, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 2 83 81 0.155104 0.1602 0.378123 0.367492 1.2215 true false  
1 2 83 0 0.0132544 0.1602 0.378123 -0.0630382 1.49065 true false  
2 2 1 81 0.0492104 0.1602 -0.057723 0.367492 1.49134 true false  
3 114 83 81 0.513113 0.755501 0.378123 0.367492 0.920096 true true OK 
4 114 1 0 0.000282008 0.755501 -0.057723 -0.0630382 1.51941 false false  
5 182 83 81 0.0146644 1.11693 0.378123 0.367492 0.89469 false true  
6 182 188 81 0.0107163 1.11693 0.936218 0.367492 0.646381 false true  
7 182 188 223 0.197829 1.11693 0.936218 1.12225 0.180795 true true OK 
8 114 1 81 0.000282008 0.755501 -0.057723 0.367492 1.25643 false true  
9 114 188 223 0.0246757 0.755501 0.936218 1.12225 0.2807 true true OK 
10 114 188 81 0.00564016 0.755501 0.936218 0.367492 0.681112 false true  
11 114 83 0 0.00831923 0.755501 0.378123 -0.0630382 1.25561 false true  
12 114 83 223 0.00676819 0.755501 0.378123 1.12225 0.679306 false true  




Image 3, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 38 0 0 0.345883 0.351547 -0.0630382 -0.0630382 1.63725 true false  
1 128 0 0 0.0051573 0.829914 -0.0630382 -0.0630382 1.51295 false false  
2 128 86 75 0.319237 0.829914 0.394068 0.335601 0.915155 false true  
3 128 0 75 0.00618876 0.829914 -0.0630382 0.335601 1.26507 false true  
4 38 0 75 0.0814853 0.351547 -0.0630382 0.335601 1.41137 true false  
5 38 86 75 0.0520887 0.351547 0.394068 0.335601 1.10863 true true OK 
6 128 160 182 0.165893 0.829914 0.787392 0.904327 0.288591 true true OK 
7 128 86 182 0.0214887 0.829914 0.394068 0.904327 0.636581 false true  
8 128 160 75 0.00154719 0.829914 0.787392 0.335601 0.718023 false true  
9 128 86 0 0.00051573 0.829914 0.394068 -0.0630382 1.23537 false true  
10 38 86 182 0.00034382 0.351547 0.394068 0.904327 0.892636 false true  




Image 4, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 73 83 2 0.0730183 0.537578 0.378123 -0.0524078 1.30695 false false  
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1 127 83 2 0.35834 0.824599 0.378123 -0.0524078 1.23493 false true  
2 127 83 147 0.181295 0.824599 0.378123 0.718295 0.704879 true true OK 
3 1 83 2 0.133783 0.154885 0.378123 -0.0524078 1.48611 true false  
4 73 0 2 0.0060015 0.537578 -0.0630382 -0.0524078 1.56571 false false  
5 127 0 2 0.00175044 0.824599 -0.0630382 -0.0524078 1.50611 false false  
6 127 171 147 0.123281 0.824599 0.845859 0.718295 0.3659 true true OK 
7 127 171 236 0.0982746 0.824599 0.845859 1.19135 0.301892 true true OK 
8 1 83 147 0.00675169 0.154885 0.378123 0.718295 1.08642 false true  




Image 5, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 33 0 0 0.447161 0.324971 -0.0630382 -0.0630382 1.64796 true false  
1 95 0 0 0.0626432 0.654513 -0.0630382 -0.0630382 1.54255 false false  
2 95 85 0 0.0585689 0.654513 0.388753 -0.0630382 1.27398 false false  
3 95 85 95 0.403107 0.654513 0.388753 0.441905 0.896914 true true OK 
4 95 0 95 0.00687548 0.654513 -0.0630382 0.441905 1.24935 false true  
5 95 172 95 0.00407436 0.654513 0.851175 0.441905 0.673038 true true OK 
6 95 172 215 0.0101859 0.654513 0.851175 1.07973 0.384535 true true OK 
7 95 85 215 0.00203718 0.654513 0.388753 1.07973 0.706641 false true  
8 33 0 95 0.00356506 0.324971 -0.0630382 0.441905 1.37738 false false  
9 33 85 95 0.00101859 0.324971 0.388753 0.441905 1.06806 true true OK 




Image 6, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 35 28 0 0.253703 0.335601 0.0857872 -0.0630382 1.55154 true false  
1 105 93 0 0.0757512 0.707665 0.431275 -0.0630382 1.24055 false true  
2 105 28 0 0.0122725 0.707665 0.0857872 -0.0630382 1.43223 false false  
3 105 93 82 0.406898 0.707665 0.431275 0.372807 0.8957 true true OK 
4 105 28 82 0.000423191 0.707665 0.0857872 0.372807 1.14657 false true  
5 105 93 152 0.232543 0.707665 0.431275 0.744871 0.688476 true true OK 
6 35 93 0 0.0114262 0.335601 0.431275 -0.0630382 1.37656 false false  
7 35 93 82 0.00613627 0.335601 0.431275 0.372807 1.07622 true true OK 




Image 7, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 36 29 0 0.309517 0.340916 0.0911024 -0.0630382 1.54614 true false  
1 88 29 0 0.0355766 0.617306 0.0911024 -0.0630382 1.45003 false false  
2 88 72 71 0.56804 0.617306 0.319656 0.31434 1.03897 true true OK 
3 88 72 0 0.0489179 0.617306 0.319656 -0.0630382 1.31885 false false  
4 36 29 71 0.00474355 0.340916 0.0911024 0.31434 1.31553 true false  
5 88 29 71 0.00177883 0.617306 0.0911024 0.31434 1.20112 false true  
6 36 72 71 0.00504002 0.340916 0.319656 0.31434 1.16935 true false  
7 36 72 0 0.0121554 0.340916 0.319656 -0.0630382 1.42384 true false  




Image 8, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 2 3 102 0.448905 0.1602 -0.0470926 0.479111 1.43979 false false  
1 142 3 102 0.166667 0.904327 -0.0470926 0.479111 1.17341 false true  
2 142 181 228 0.155718 0.904327 0.899011 1.14883 0.203718 true true OK 
3 142 181 102 0.0139903 0.904327 0.899011 0.479111 0.539145 true true OK 
4 205 181 228 0.0888078 1.23918 0.899011 1.14883 0.29926 true true OK 
5 142 3 228 0.0100365 0.904327 -0.0470926 1.14883 1.06193 false true  
6 205 237 228 0.107056 1.23918 1.19666 1.14883 0.34356 true true OK 
7 2 3 228 0.00212895 0.1602 -0.0470926 1.14883 1.35049 false true  
8 142 3 1 0.00638686 0.904327 -0.0470926 -0.057723 1.49142 false false  
 116 
 




Image 9, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 1 28 0 0.276171 0.154885 0.0857872 -0.0630382 1.63709 true false  
1 1 115 0 0.0123088 0.154885 0.548209 -0.0630382 1.43122 false false  
2 1 115 64 0.0923757 0.154885 0.548209 0.277134 1.20036 true false  
3 1 28 64 0.0168499 0.154885 0.0857872 0.277134 1.43963 true false  
4 93 115 0 0.00227055 0.643882 0.548209 -0.0630382 1.20871 false true  
5 147 115 169 0.369025 0.930903 0.548209 0.835229 0.485839 true true OK 
6 93 115 169 0.0252151 0.643882 0.548209 0.835229 0.598402 true true OK 
7 1 115 169 0.0172084 0.154885 0.548209 0.835229 0.97236 false true  
8 93 115 64 0.0693117 0.643882 0.548209 0.277134 0.923835 true true OK 
9 147 115 64 0.118547 0.930903 0.548209 0.277134 0.855234 false true  




Image 10, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 36 1 0 0.259348 0.340916 -0.057723 -0.0630382 1.63805 true false  
1 36 1 88 0.0472209 0.340916 -0.057723 0.404699 1.38114 false false  
2 124 53 88 0.0192007 0.808653 0.218667 0.404699 1.00074 false true  
3 124 1 0 0.0100138 0.808653 -0.057723 -0.0630382 1.51177 false false  
4 124 113 88 0.475884 0.808653 0.537578 0.404699 0.777709 true true OK 
5 124 1 88 0.00643087 0.808653 -0.057723 0.404699 1.22873 false true  
6 124 113 214 0.127331 0.808653 0.537578 1.07441 0.505949 false true  
7 124 53 0 0.00532843 0.808653 0.218667 -0.0630382 1.3331 false false  
8 36 53 88 0.0204869 0.340916 0.218667 0.404699 1.1829 true false  
9 36 113 88 0.0272853 0.340916 0.537578 0.404699 1.0013 true true OK 
10 124 113 0 0.0011943 0.808653 0.537578 -0.0630382 1.17495 false true  




Image 11, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 39 0 0 0.3 0.356862 -0.0630382 -0.0630382 1.63515 true false  
1 39 0 75 0.0740278 0.356862 -0.0630382 0.335601 1.40894 true false  
2 130 82 75 0.283472 0.840544 0.372807 0.335601 0.927482 false true  
3 130 0 75 0.00333333 0.840544 -0.0630382 0.335601 1.26369 false true  
4 130 0 0 0.00152778 0.840544 -0.0630382 -0.0630382 1.5118 false false  
5 39 82 75 0.0665278 0.356862 0.372807 0.335601 1.11733 true true OK 
6 130 154 75 0.00958333 0.840544 0.755501 0.335601 0.725694 false true  
7 39 82 0 0.000694444 0.356862 0.372807 -0.0630382 1.39178 true false  
8 130 154 177 0.24125 0.840544 0.755501 0.877751 0.316466 true true OK 
9 130 82 177 0.0188889 0.840544 0.372807 0.877751 0.658591 false true  
10 130 82 0 0.000555556 0.840544 0.372807 -0.0630382 1.24453 false true  




Image 12, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 82 63 2 0.36552 0.585415 0.271819 -0.0524078 1.34525 false false  
1 1 63 2 0.213404 0.154885 0.271819 -0.0524078 1.53363 true false  
2 82 0 2 0.00440917 0.585415 -0.0630382 -0.0524078 1.55225 false false  
3 152 63 2 0.0593034 0.957478 0.271819 -0.0524078 1.28048 false true  
4 152 153 2 0.0130071 0.957478 0.750186 -0.0524078 1.08249 false true  
5 152 153 154 0.212081 0.957478 0.750186 0.755501 0.352129 true true OK 
6 152 63 154 0.00705467 0.957478 0.271819 0.755501 0.769308 false true  
7 82 63 154 0.0562169 0.585415 0.271819 0.755501 0.872873 false true  
8 152 153 244 0.0564374 0.957478 0.750186 1.23387 0.344833 false true  
9 82 153 154 0.0103616 0.585415 0.750186 0.755501 0.54228 true true OK 
10 1 63 154 0.00154321 0.154885 0.271819 0.755501 1.14204 false true  
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Image 13, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 31 27 0 0.471539 0.31434 0.080472 -0.0630382 1.56388 true false  
1 93 27 0 0.0581655 0.643882 0.080472 -0.0630382 1.44997 false false  
2 93 84 0 0.0725826 0.643882 0.383438 -0.0630382 1.27946 false false  
3 93 84 92 0.367388 0.643882 0.383438 0.425959 0.914599 true true OK 
4 93 27 92 0.000994283 0.643882 0.080472 0.425959 1.141 false true  
5 93 84 181 0.0233656 0.643882 0.383438 0.899011 0.719144 false true  
6 31 84 0 0.00273428 0.31434 0.383438 -0.0630382 1.40724 true false  
7 31 84 92 0.00273428 0.31434 0.383438 0.425959 1.08619 true true OK 




Image 14, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 36 0 0 0.373494 0.340916 -0.0630382 -0.0630382 1.64149 true false  
1 87 0 0 0.0133869 0.611991 -0.0630382 -0.0630382 1.55263 false false  
2 87 0 47 0.0259705 0.611991 -0.0630382 0.186776 1.39353 false false  
3 87 53 0 0.0042838 0.611991 0.218667 -0.0630382 1.37517 false false  
4 87 53 47 0.127711 0.611991 0.218667 0.186776 1.19263 true true OK 
5 36 0 47 0.0382865 0.340916 -0.0630382 0.186776 1.4919 true false  
6 36 53 47 0.0195448 0.340916 0.218667 0.186776 1.30622 true false  
7 87 77 79 0.331459 0.611991 0.346232 0.356862 0.995786 true true OK 
8 87 77 47 0.0567604 0.611991 0.346232 0.186776 1.11324 true true OK 
9 36 53 0 0.000803213 0.340916 0.218667 -0.0630382 1.47476 true false  
10 87 53 79 0.00669344 0.611991 0.218667 0.356862 1.08382 true true OK 
11 36 53 79 0.000803213 0.340916 0.218667 0.356862 1.20768 true false  
12 36 77 79 0.000535475 0.340916 0.346232 0.356862 1.12935 true true OK 




Image 15, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 36 30 0 0.307132 0.340916 0.0964176 -0.0630382 1.54302 true false  
1 87 30 0 0.0682853 0.611991 0.0964176 -0.0630382 1.44812 false false  
2 87 74 0 0.0649469 0.611991 0.330286 -0.0630382 1.31496 false false  
3 87 74 72 0.525645 0.611991 0.330286 0.319656 1.0305 true true OK 
4 87 30 72 0.00121396 0.611991 0.0964176 0.319656 1.19578 false true  
5 36 74 72 0.00576631 0.340916 0.330286 0.319656 1.16008 true false  
6 36 30 72 0.00091047 0.340916 0.0964176 0.319656 1.30909 true false  
7 36 74 0 0.00728376 0.340916 0.330286 -0.0630382 1.41879 true false  




Image 16, percentage 0.2, maxdistance 1.5, R:160, G:200, B:200 
Color R G B Percentage k1 k2 k3 Distance Diff.<0.45 Proj. OK? 
0 98 2 3 0.20904 0.670458 -0.0524078 -0.0470926 1.52071 false false  
1 154 126 3 0.254535 0.968109 0.606676 -0.0470926 1.11898 false true  
2 98 126 3 0.048766 0.670458 0.606676 -0.0470926 1.16606 false true  
3 154 126 193 0.216473 0.968109 0.606676 0.962794 0.396365 true true OK 
4 154 205 193 0.0892061 0.968109 1.02658 0.962794 0.0557462 true true OK 
5 154 2 3 0.053821 0.968109 -0.0524078 -0.0470926 1.48492 false false  
6 154 205 254 0.100803 0.968109 1.02658 1.28702 0.290007 true true OK 
7 98 126 193 0.00564972 0.670458 0.606676 0.962794 0.514476 true true OK 
8 2 126 193 0.000594707 0.1602 0.606676 0.962794 0.928091 false true  









Appendix G. Convergence of the Gradient Descent 
step of the Multilevel Color Thresholding 
Algorithms 
The algorithms HAMCOT-1 and HAMCOT-2 were run 200 times with the grayscale 
version of the training images from the BSDS500 dataset. The results of convergence 
are shown in the following table. 




















100075.jpg  1804 23063.4051 23063.4051 10000 13659.1705 13659.132 
100080.jpg  3473 7734.55525 7734.55535 10000 7265.30901 7265.28001 
100098.jpg  5606 12013.9718 12013.9717 10000 11408.7452 11408.6439 
103041.jpg  9574 16965.0071 16965.0072 10000 9145.32852 9145.3278 
104022.jpg  7112 16371.011 16371.0111 10000 8544.58688 8544.59041 
105019.jpg  10000 8782.69631 8782.67784 10000 8320.06383 8320.0456 
105053.jpg  10000 19571.3611 19571.3592 2282 19604.5452 19604.5453 
106020.jpg  10000 17545.7292 17545.7093 10000 17545.7292 17545.7093 
106025.jpg  6764 5153.99352 5153.99362 6764 5153.99352 5153.99362 
108041.jpg  4885 53671.5218 53671.5219 10000 14545.9131 14545.7234 
108073.jpg  10000 34224.5736 34224.5241 1395 35152.7659 35152.7659 
109034.jpg  3630 20210.0484 20210.0483 10000 12028.4278 12028.1515 
112082.jpg  3487 35392.4081 35392.408 10000 17690.4654 17690.0421 
113009.jpg  10000 7775.71217 7775.66421 10000 6122.03688 6121.98894 
113016.jpg  10000 28351.1565 28351.1616 10000 17657.0673 17657.0027 
113044.jpg  1799 17977.8968 17977.8969 10000 14207.2192 14207.1023 
117054.jpg  2062 72037.4597 72037.4596 10000 29970.8406 29970.1168 
118020.jpg  10000 45911.3411 45911.3355 10000 21625.4296 21624.535 
118035.jpg  10000 7871.80398 7871.80297 10000 7871.80398 7871.80297 
12003.jpg  2254 77305.0756 77305.0755 10000 22968.8937 22968.1169 
12074.jpg  10000 7057.55886 7057.53975 10000 7057.55886 7057.53975 
122048.jpg  870 3021.82009 3021.82006 870 3021.82009 3021.82006 
124084.jpg  10000 18423.9885 18423.9711 10000 15072.821 15072.787 
126039.jpg  10000 15728.7458 15728.7511 10000 15728.7458 15728.7511 
130034.jpg  936 36448.7893 36448.7894 10000 7997.52684 7997.53611 
134008.jpg  10000 6297.8603 6297.82815 10000 3759.92219 3759.91973 
134052.jpg  7744 16955.6444 16955.6443 10000 10391.7761 10391.5909 
135037.jpg  527 9529.8103 9529.8103 527 9529.8103 9529.8103 
135069.jpg  865 14530.3302 14530.3302 6476 14913.8029 14913.803 
138032.jpg  1026 62012.0258 62012.0259 10000 11048.3257 11047.6959 
138078.jpg  6248 14773.3477 14773.3478 10000 14371.6272 14371.5655 
140055.jpg  10000 35766.7163 35766.7142 10000 31932.0684 31932.019 
140075.jpg  10000 19277.3761 19277.3625 10000 12806.0504 12805.7121 
144067.jpg  10000 10009.1151 10009.0589 10000 9952.11892 9952.00629 
145014.jpg  3366 60587.3206 60587.3205 10000 32163.5642 32163.1751 
145053.jpg  1003 53970.5431 53970.543 10000 25038.6845 25037.9839 
147021.jpg  10000 3951.03353 3950.98903 10000 3951.03353 3950.98903 
147062.jpg  10000 10747.0719 10747.0006 10000 10747.0719 10747.0006 
15004.jpg  3233 23554.8461 23554.846 10000 18372.7797 18372.434 
15088.jpg  10000 16970.3641 16970.348 10000 17308.0806 17308.0665 
151087.jpg  10000 26225.0162 26224.9486 10000 16639.4413 16639.3611 
153077.jpg  10000 7577.05092 7577.03564 10000 7577.05092 7577.03564 
153093.jpg  10000 16551.2308 16551.2301 10000 15082.4352 15082.2247 
155060.jpg  4631 63314.6991 63314.6992 10000 46678.3167 46678.2267 
156079.jpg  768 8041.82025 8041.82024 768 8041.82025 8041.82024 
157036.jpg  10000 24928.7568 24928.6916 10000 19532.414 19532.0103 
159029.jpg  1349 67616.803 67616.8029 10000 31579.9976 31579.1695 
159045.jpg  1459 19433.3173 19433.3172 10000 9770.48144 9770.09469 
159091.jpg  3923 79857.3956 79857.3957 10000 23103.5944 23102.9882 
16052.jpg  1021 32890.2543 32890.2542 10000 17655.851 17655.4114 
161062.jpg  10000 8515.28348 8515.28012 10000 6140.75155 6140.74818 
163014.jpg  10000 13535.4057 13535.4059 10000 13580.8174 13580.8176 
163062.jpg  10000 12825.366 12825.3605 10000 12736.9884 12736.9523 
164074.jpg  10000 11052.6325 11052.6218 10000 9238.29847 9238.16116 
166081.jpg  10000 38927.2163 38927.2084 10000 20785.2947 20785.2294 
169012.jpg  10000 34974.8864 34974.8547 10000 31856.0723 31855.856 
170054.jpg  737 40136.9238 40136.9237 10000 25193.9397 25193.4156 
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172032.jpg  10000 9344.31261 9344.30313 10000 9344.31261 9344.30313 
173036.jpg  2399 9964.01245 9964.01242 10000 7564.37782 7564.22737 
176019.jpg  10000 58026.4695 58026.463 10000 11886.0049 11885.6413 
176035.jpg  4846 37138.1269 37138.127 10000 23051.7121 23051.6647 
176039.jpg  1019 29994.1944 29994.1943 10000 17248.7905 17248.4666 
178054.jpg  10000 36114.3974 36114.4012 10000 12301.7935 12301.649 
181018.jpg  10000 11165.5095 11165.5028 10000 11209.179 11209.1727 
181079.jpg  1824 26871.809 26871.8091 10000 22345.0555 22344.5877 
181091.jpg  10000 10309.5954 10309.5643 10000 10309.5954 10309.5643 
183055.jpg  1651 15546.0305 15546.0304 10000 13818.8177 13818.8088 
183087.jpg  2446 32467.1778 32467.1777 10000 11961.9887 11961.5805 
187003.jpg  7071 35659.0822 35659.0821 10000 23726.5912 23726.3727 
187029.jpg  1600 37420.2154 37420.2155 10000 14246.9192 14246.783 
187039.jpg  10000 40589.4025 40589.402 10000 16542.3928 16542.2516 
187071.jpg  1896 68230.3369 68230.3368 10000 33218.1446 33217.9245 
187083.jpg  1215 45375.5802 45375.5802 10000 17109.7314 17109.7189 
188005.jpg  4899 18417.4352 18417.4351 10000 12425.3869 12425.2597 
188063.jpg  7377 22174.9479 22174.9478 10000 10973.9741 10973.9451 
188091.jpg  10000 17372.5356 17372.4867 10000 15470.7756 15470.6703 
189003.jpg  10000 19748.665 19748.6572 10000 19567.0925 19566.9857 
189011.jpg  10000 38799.0307 38799.0322 10000 17121.121 17121.0225 
196015.jpg  9424 21429.4925 21429.4924 10000 9987.57572 9987.43617 
198004.jpg  1814 38521.4763 38521.4762 10000 22436.4627 22436.2861 
198023.jpg  10000 10009.625 10009.5013 10000 10009.625 10009.5013 
198054.jpg  7929 36520.7331 36520.7332 10000 26719.7454 26719.4924 
20008.jpg  3277 15881.9188 15881.9189 10000 16044.761 16044.763 
202012.jpg  10000 81289.0354 81289.0275 10000 30204.4558 30203.3617 
207056.jpg  10000 4534.49796 4534.44958 10000 4534.49796 4534.44958 
209070.jpg  6527 64387.6385 64387.6386 10000 21741.4442 21740.9059 
2092.jpg  10000 19269.333 19269.3277 10000 12546.0529 12546.0451 
216041.jpg  7261 28663.0704 28663.0703 10000 12521.8536 12521.7768 
216053.jpg  10000 44961.6535 44961.62 10000 14368.1837 14368.081 
216066.jpg  4072 36910.037 36910.0369 10000 25062.4449 25062.2753 
22013.jpg  10000 6429.64699 6429.57363 10000 6429.64699 6429.57363 
22090.jpg  10000 11320.6408 11320.6364 10000 11267.0752 11266.9803 
22093.jpg  4595 11495.1829 11495.1828 10000 8861.60071 8861.39549 
225017.jpg  1548 24297.1157 24297.1156 10000 18657.1779 18656.9406 
227040.jpg  10000 7800.74421 7800.737 10000 7800.74421 7800.737 
227046.jpg  7518 31647.1548 31647.1547 10000 16814.1408 16814.1425 
23025.jpg  1084 34579.4068 34579.4067 10000 27312.1603 27312.0286 
23080.jpg  2165 43008.2169 43008.217 10000 16695.8102 16695.6786 
23084.jpg  10000 9929.18523 9929.11272 10000 9547.02126 9546.83412 
231015.jpg  6774 13465.907 13465.9069 10000 13151.2615 13151.2096 
232038.jpg  9645 7212.98179 7212.98169 10000 6950.5603 6950.48106 
236017.jpg  10000 44170.6599 44170.6595 10000 7930.62648 7930.38989 
238011.jpg  1407 4085.52742 4085.52751 1407 4085.52742 4085.52751 
239007.jpg  8058 23851.5252 23851.5251 10000 18202.7874 18202.5695 
239096.jpg  10000 19349.8229 19349.7807 10000 16041.9302 16041.8867 
24004.jpg  10000 36743.8298 36743.8303 10000 22750.7203 22750.2251 
24063.jpg  10000 17211.4204 17211.4054 10000 13588.1373 13588.0104 
242078.jpg  4387 51516.6886 51516.6885 10000 23421.6299 23421.1 
245051.jpg  2836 20528.065 20528.065 10000 14845.0698 14845.0344 
246016.jpg  921 41662.8876 41662.8877 10000 18531.1023 18531.0338 
246053.jpg  10000 18033.8984 18033.8936 4354 18236.5467 18236.5468 
247085.jpg  1572 22884.4852 22884.4852 10000 13083.6462 13083.5303 
249061.jpg  3970 17333.6417 17333.6418 4217 16219.6022 16219.6023 
249087.jpg  4464 70323.6492 70323.6493 10000 45975.4907 45975.0251 
25098.jpg  2278 40852.6081 40852.608 10000 23652.0632 23651.6712 
253036.jpg  2613 26459.4393 26459.4392 10000 10553.2873 10553.2273 
254033.jpg  10000 28820.2989 28820.2963 10000 15174.7326 15174.5994 
254054.jpg  1570 31395.0409 31395.0408 10000 10869.0163 10868.7602 
260081.jpg  4003 17102.9005 17102.9004 10000 15667.5631 15667.3918 
26031.jpg  2840 11131.5012 11131.5011 10000 10047.8577 10047.8187 
268002.jpg  10000 11218.5026 11218.5015 10000 11114.2099 11114.1196 
27059.jpg  2634 31780.7331 31780.7332 10000 14116.8012 14116.8002 
271008.jpg  3039 20293.5781 20293.5782 10000 18288.4803 18288.3988 
271031.jpg  2207 21572.6299 21572.6298 4182 18006.4712 18006.4713 
274007.jpg  10000 40348.309 40348.311 10000 15149.327 15149.0763 
277095.jpg  8522 24969.7759 24969.776 10000 14390.4512 14390.294 
28075.jpg  10000 12866.4845 12866.4831 10000 10272.7849 10272.7974 
28096.jpg  10000 1847.18523 1847.18427 2938 1682.10248 1682.10258 
285036.jpg  446 11037.0308 11037.0309 446 11037.0308 11037.0309 
286092.jpg  6592 17173.7376 17173.7375 1985 16852.8829 16852.8829 
292066.jpg  1546 26925.3443 26925.3444 10000 6716.85322 6716.81414 
293029.jpg  1032 28114.8891 28114.889 10000 17504.2061 17503.5179 
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299091.jpg  10000 27028.9772 27028.981 10000 13551.9374 13551.8437 
301007.jpg  10000 7901.00789 7900.9422 10000 7901.00789 7900.9422 
302003.jpg  10000 17688.7083 17688.7091 10000 15906.0789 15905.8808 
309004.jpg  10000 47202.7216 47202.7108 10000 18071.1492 18071.1636 
310007.jpg  10000 10150.165 10150.1529 10000 8864.01262 8863.9102 
311068.jpg  4235 24129.6034 24129.6033 8144 24193.1315 24193.1316 
311081.jpg  1292 90132.2489 90132.2488 10000 23754.0016 23753.2777 
314016.jpg  10000 49601.1463 49601.1348 10000 13248.7822 13248.6138 
317080.jpg  10000 1829.64301 1829.63569 10000 1829.64301 1829.63569 
323016.jpg  10000 7657.10996 7657.4174 10000 7657.10996 7657.4174 
326038.jpg  10000 34715.5153 34715.4586 10000 8101.44609 8101.41881 
33066.jpg  10000 29034.4403 29034.4402 10000 16301.4354 16301.0137 
35008.jpg  1000 21082.8068 21082.8067 10000 17695.2032 17695.123 
35010.jpg  10000 35508.8256 35508.8004 1754 29296.7176 29296.7177 
35058.jpg  9895 6687.28506 6687.28502 10000 6682.79947 6682.76479 
35070.jpg  2739 8950.17226 8950.17236 6397 8313.65479 8313.65469 
35091.jpg  10000 45348.5132 45348.5138 10000 5612.11264 5612.014 
353013.jpg  10000 6009.11105 6008.83526 10000 6009.11105 6008.83526 
361084.jpg  10000 23629.9167 23629.9066 10000 15603.5829 15603.4703 
365025.jpg  2009 25079.1034 25079.1033 10000 15737.2119 15736.8396 
365073.jpg  10000 37254.4008 37254.3981 10000 24515.429 24514.9269 
368016.jpg  1312 12809.5433 12809.5434 10000 7595.36459 7595.27329 
368078.jpg  865 63020.5931 63020.5931 10000 23044.1071 23043.2312 
370036.jpg  10000 12959.9363 12959.9326 10000 12017.4313 12017.4267 
372047.jpg  3511 22180.781 22180.7809 10000 16728.9051 16728.725 
374020.jpg  10000 23874.1818 23874.1809 10000 11431.2451 11431.0448 
374067.jpg  1840 13609.2185 13609.2184 10000 13139.6481 13139.6196 
376001.jpg  10000 29511.2921 29511.2827 10000 22096.0627 22095.6238 
376020.jpg  1497 54547.7608 54547.7608 10000 20441.5146 20441.4753 
385028.jpg  6377 37756.6305 37756.6304 10000 29225.5133 29224.9975 
388016.jpg  1293 11148.5059 11148.5058 10000 7647.75661 7647.70675 
41004.jpg  2568 14772.5224 14772.5223 10000 14935.6807 14935.7005 
41025.jpg  10000 17627.4638 17627.4628 10000 14952.5622 14952.3443 
42044.jpg  10000 2709.42509 2709.4203 10000 2709.42509 2709.4203 
42078.jpg  2289 3656.98454 3656.98464 2289 3656.98454 3656.98464 
43070.jpg  1797 7513.12898 7513.12903 1797 7513.12898 7513.12903 
43083.jpg  6219 13527.4653 13527.4654 10000 11510.835 11510.8519 
45077.jpg  1504 25165.6198 25165.6198 10000 16743.1861 16742.9082 
46076.jpg  6404 24704.8197 24704.8196 10000 23805.2469 23805.1152 
48055.jpg  10000 37149.4369 37149.4353 10000 26462.5045 26462.2501 
54005.jpg  4872 21578.9464 21578.9465 10000 17919.0462 17918.9161 
55067.jpg  4000 12670.8049 12670.805 10000 12209.7065 12209.6808 
55075.jpg  10000 22871.0143 22871.007 10000 15885.3614 15885.1137 
56028.jpg  5061 55146.6131 55146.613 10000 12426.1471 12425.9772 
59078.jpg  2832 3404.31377 3404.31387 2832 3404.31377 3404.31387 
60079.jpg  10000 12393.3981 12393.3978 8429 5570.7059 5570.706 
61060.jpg  731 22491.3237 22491.3237 731 22491.3237 22491.3237 
61086.jpg  1704 41354.4919 41354.492 10000 29088.1751 29087.5491 
65010.jpg  10000 20985.339 20985.3031 10000 12679.312 12678.8994 
65019.jpg  10000 9233.78939 9233.72401 10000 9233.78939 9233.72401 
65074.jpg  2557 42785.5178 42785.5177 10000 32877.6574 32877.582 
65132.jpg  1078 45730.602 45730.6021 10000 25289.7276 25288.9345 
66039.jpg  10000 5890.40234 5890.38628 10000 5633.68599 5633.58789 
66075.jpg  997 9523.88453 9523.88458 10000 8441.83862 8441.83047 
67079.jpg  10000 19905.2754 19905.2728 10000 12198.6848 12198.6957 
68077.jpg  10000 23626.7522 23626.7449 10000 17893.8365 17893.7716 
71046.jpg  5830 11997.7698 11997.7697 10000 11391.6871 11391.5851 
76002.jpg  1830 26080.7694 26080.7693 10000 16573.6284 16573.4008 
78019.jpg  3267 17147.9807 17147.9806 10000 12878.0104 12877.7804 
80099.jpg  10000 4413.9937 4413.99081 10000 4413.9937 4413.99081 
8049.jpg  10000 6713.06023 6713.02353 10000 6713.06023 6713.02353 
8143.jpg  3040 77982.2866 77982.2867 10000 35348.6255 35348.3262 
87065.jpg  1266 78664.4451 78664.445 10000 16011.3871 16010.577 
90076.jpg  10000 9801.18907 9801.18189 10000 9817.98991 9817.98937 
92059.jpg  10000 19726.8985 19726.8972 10000 15064.4281 15064.384 
94079.jpg  8533 41814.5077 41814.5076 10000 11976.3465 11976.1558 
95006.jpg  10000 16055.9352 16055.9163 10000 16055.9352 16055.9163 
























100075.jpg  1804 23063.4051 23063.4051 100000 12096.1402 12096.1268 
100080.jpg  3473 7734.55525 7734.55535 18083 7159.83739 7159.8374 
100098.jpg  5606 12013.9718 12013.9717 100000 9506.0383 9506.03189 
103041.jpg  9574 16965.0071 16965.0072 49326 9132.8053 9132.80525 
104022.jpg  7112 16371.011 16371.0111 16163 8551.79413 8551.79423 
105019.jpg  51153 8534.09437 8534.09428 100000 8096.87725 8096.87784 
105053.jpg  100000 19531.3617 19531.3615 2282 19604.5452 19604.5453 
106020.jpg  32462 17186.5237 17186.5238 100000 16684.5052 16684.4999 
106025.jpg  6764 5153.99352 5153.99362 6764 5153.99352 5153.99362 
108041.jpg  4885 53671.5218 53671.5219 57854 12999.4612 12999.4613 
108073.jpg  100000 33702.508 33702.5078 1395 35152.7659 35152.7659 
109034.jpg  3630 20210.0484 20210.0483 100000 8164.39486 8164.37704 
112082.jpg  3487 35392.4081 35392.408 100000 10943.0534 10943.0377 
113009.jpg  91459 6998.96436 6998.96444 100000 5346.74029 5346.73826 
113016.jpg  24628 28436.4817 28436.4818 65385 17277.5131 17277.513 
113044.jpg  1799 17977.8968 17977.8969 100000 9194.35373 9194.32416 
117054.jpg  2062 72037.4597 72037.4596 100000 21932.4029 21932.3958 
118020.jpg  100000 45767.8037 45767.8028 100000 14859.346 14859.3434 
118035.jpg  100000 7851.23306 7851.23294 100000 7851.23306 7851.23294 
12003.jpg  2254 77305.0756 77305.0755 100000 15831.3532 15831.3491 
12074.jpg  100000 6499.84494 6499.84201 100000 6499.84494 6499.84201 
122048.jpg  870 3021.82009 3021.82006 870 3021.82009 3021.82006 
124084.jpg  100000 17892.7002 17892.6974 100000 14346.7432 14346.7403 
126039.jpg  29712 15752.705 15752.7051 29712 15752.705 15752.7051 
130034.jpg  936 36448.7893 36448.7894 32249 8060.99908 8060.99918 
134008.jpg  50288 5773.71255 5773.71245 39627 3745.03687 3745.03679 
134052.jpg  7744 16955.6444 16955.6443 100000 9123.96621 9123.96457 
135037.jpg  527 9529.8103 9529.8103 527 9529.8103 9529.8103 
135069.jpg  865 14530.3302 14530.3302 6476 14913.8029 14913.803 
138032.jpg  1026 62012.0258 62012.0259 100000 6798.05885 6798.05853 
138078.jpg  6248 14773.3477 14773.3478 100000 14138.6891 14138.6896 
140055.jpg  100000 35681.4818 35681.4814 100000 30403.3306 30403.3261 
140075.jpg  11503 19269.4016 19269.4017 100000 7368.47129 7368.45601 
144067.jpg  100000 9620.8049 9620.80429 100000 7941.12931 7941.1219 
145014.jpg  3366 60587.3206 60587.3205 100000 27276.2657 27276.2635 
145053.jpg  1003 53970.5431 53970.543 100000 16949.6841 16949.6746 
147021.jpg  43162 3484.28421 3484.28411 100000 2772.67747 2772.67235 
147062.jpg  17922 10546.2529 10546.253 100000 8606.91322 8606.9013 
15004.jpg  3233 23554.8461 23554.846 100000 15144.1686 15144.1625 
15088.jpg  49763 16726.4163 16726.4162 100000 17017.3504 17017.3496 
151087.jpg  17152 25858.5613 25858.5612 100000 14886.5063 14886.5012 
153077.jpg  100000 7062.70277 7062.69968 100000 7062.70277 7062.69968 
153093.jpg  100000 16524.6058 16524.6056 100000 9402.40745 9402.39049 
155060.jpg  4631 63314.6991 63314.6992 100000 42127.1006 42127.0761 
156079.jpg  768 8041.82025 8041.82024 768 8041.82025 8041.82024 
157036.jpg  11093 24876.9276 24876.9275 100000 11684.5054 11684.4816 
159029.jpg  1349 67616.803 67616.8029 100000 18682.5249 18682.4981 
159045.jpg  1459 19433.3173 19433.3172 100000 4376.49976 4376.48919 
159091.jpg  3923 79857.3956 79857.3957 100000 19396.7971 19396.7968 
16052.jpg  1021 32890.2543 32890.2542 92124 11932.0801 11932.08 
161062.jpg  30563 8499.47378 8499.47368 30563 6124.94069 6124.9406 
163014.jpg  11138 13535.5624 13535.5625 11258 13581.0013 13581.0014 
163062.jpg  89505 12728.636 12728.636 100000 9194.60663 9194.5677 
164074.jpg  100000 10723.9217 10723.9196 100000 6674.26763 6674.25879 
166081.jpg  67323 38817.2834 38817.2833 80562 20951.7548 20951.7549 
169012.jpg  21472 34745.9875 34745.9874 100000 27306.1573 27306.1287 
170054.jpg  737 40136.9238 40136.9237 100000 17873.3187 17873.3116 
172032.jpg  14881 9306.9762 9306.97626 21661 9270.12096 9270.12106 
173036.jpg  2399 9964.01245 9964.01242 100000 5854.13032 5854.12781 
176019.jpg  100000 57785.877 57785.8752 100000 9770.36611 9770.36447 
176035.jpg  4846 37138.1269 37138.127 96946 22658.7882 22658.7881 
176039.jpg  1019 29994.1944 29994.1943 100000 12807.6345 12807.6267 
178054.jpg  14879 36119.3477 36119.3478 38035 11819.0832 11819.0833 
181018.jpg  100000 10925.8559 10925.8545 100000 10970.2507 10970.2493 
181079.jpg  1824 26871.809 26871.8091 100000 15593.454 15593.4453 
181091.jpg  52349 9756.24742 9756.24732 100000 9323.59071 9323.58502 
183055.jpg  1651 15546.0305 15546.0304 25567 13790.6085 13790.6084 
183087.jpg  2446 32467.1778 32467.1777 68721 7221.25356 7221.25361 
187003.jpg  7071 35659.0822 35659.0821 100000 18772.0609 18772.0551 
187029.jpg  1600 37420.2154 37420.2155 83801 13427.6109 13427.6108 
187039.jpg  100000 40561.9759 40561.9755 100000 13722.7453 13722.7426 
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187071.jpg  1896 68230.3369 68230.3368 100000 31527.9071 31527.907 
187083.jpg  1215 45375.5802 45375.5802 87253 17468.7744 17468.7745 
188005.jpg  4899 18417.4352 18417.4351 70452 11454.236 11454.2361 
188063.jpg  7377 22174.9479 22174.9478 34224 10865.3664 10865.3663 
188091.jpg  17656 17078.3141 17078.314 100000 13285.0287 13285.0273 
189003.jpg  61197 19292.4786 19292.4785 100000 14382.7753 14382.739 
189011.jpg  70780 38909.7969 38909.7969 64809 16671.1807 16671.1806 
196015.jpg  9424 21429.4925 21429.4924 100000 7926.74181 7926.73763 
198004.jpg  1814 38521.4763 38521.4762 100000 19743.3787 19743.3748 
198023.jpg  22429 9752.89241 9752.89231 100000 8153.27946 8153.2764 
198054.jpg  7929 36520.7331 36520.7332 73920 25399.8015 25399.8016 
20008.jpg  3277 15881.9188 15881.9189 14211 16047.7028 16047.7029 
202012.jpg  48082 81059.3492 81059.3493 100000 16217.1566 16217.1422 
207056.jpg  100000 4147.37557 4147.37519 100000 3659.12764 3659.12567 
209070.jpg  6527 64387.6385 64387.6386 54719 16698.0374 16698.0374 
2092.jpg  38764 19017.4311 19017.431 100000 12193.2318 12193.2273 
216041.jpg  7261 28663.0704 28663.0703 97859 12030.7445 12030.7444 
216053.jpg  41401 44396.9543 44396.9542 100000 13293.3565 13293.3514 
216066.jpg  4072 36910.037 36910.0369 100000 23941.8427 23941.8473 
22013.jpg  100000 5731.00742 5731.00668 100000 4685.92195 4685.91542 
22090.jpg  100000 11261.4477 11261.4475 100000 9578.6957 9578.69339 
22093.jpg  4595 11495.1829 11495.1828 100000 5125.07232 5125.05935 
225017.jpg  1548 24297.1157 24297.1156 100000 13380.6594 13380.6373 
227040.jpg  57171 7419.11864 7419.11874 66694 7395.01053 7395.01056 
227046.jpg  7518 31647.1548 31647.1547 12985 16816.2066 16816.2067 
23025.jpg  1084 34579.4068 34579.4067 27173 26045.8813 26045.8813 
23080.jpg  2165 43008.2169 43008.217 41880 16235.1934 16235.1933 
23084.jpg  23756 9299.8676 9299.8675 100000 5918.05529 5918.04411 
231015.jpg  6774 13465.907 13465.9069 100000 11032.3289 11032.3123 
232038.jpg  9645 7212.98179 7212.98169 84304 6161.40062 6161.40063 
236017.jpg  16304 44168.3715 44168.3714 100000 5094.93054 5094.92537 
238011.jpg  1407 4085.52742 4085.52751 1407 4085.52742 4085.52751 
239007.jpg  8058 23851.5252 23851.5251 100000 11792.3771 11792.3543 
239096.jpg  11521 19297.3677 19297.3676 100000 13442.1272 13442.1083 
24004.jpg  15661 36745.2764 36745.2765 100000 17891.2693 17891.2658 
24063.jpg  62477 17005.7895 17005.7895 100000 12239.2736 12239.2724 
242078.jpg  4387 51516.6886 51516.6885 89163 19078.7819 19078.7819 
245051.jpg  2836 20528.065 20528.065 100000 14460.9843 14460.9849 
246016.jpg  921 41662.8876 41662.8877 71901 18116.8142 18116.8141 
246053.jpg  100000 17919.1767 17919.1761 4354 18236.5467 18236.5468 
247085.jpg  1572 22884.4852 22884.4852 100000 11814.5823 11814.5805 
249061.jpg  3970 17333.6417 17333.6418 4217 16219.6022 16219.6023 
249087.jpg  4464 70323.6492 70323.6493 100000 35045.1949 35045.1489 
25098.jpg  2278 40852.6081 40852.608 100000 19599.3085 19599.2922 
253036.jpg  2613 26459.4393 26459.4392 59339 10485.8755 10485.8756 
254033.jpg  100000 28686.3624 28686.3615 100000 13025.843 13025.839 
254054.jpg  1570 31395.0409 31395.0408 100000 8971.28764 8971.28737 
260081.jpg  4003 17102.9005 17102.9004 100000 11191.5398 11191.5248 
26031.jpg  2840 11131.5012 11131.5011 54910 9728.32051 9728.32043 
268002.jpg  100000 11188.4826 11188.4825 100000 9467.10032 9467.0956 
27059.jpg  2634 31780.7331 31780.7332 34160 14154.4669 14154.467 
271008.jpg  3039 20293.5781 20293.5782 100000 17718.8821 17718.8812 
271031.jpg  2207 21572.6299 21572.6298 4182 18006.4712 18006.4713 
274007.jpg  24337 40356.967 40356.9671 100000 14900.3449 14900.3473 
277095.jpg  8522 24969.7759 24969.776 60631 12846.4847 12846.4847 
28075.jpg  100000 12840.7777 12840.7775 26457 10322.4819 10322.482 
28096.jpg  83297 1830.09324 1830.09314 2938 1682.10248 1682.10258 
285036.jpg  446 11037.0308 11037.0309 446 11037.0308 11037.0309 
286092.jpg  6592 17173.7376 17173.7375 1985 16852.8829 16852.8829 
292066.jpg  1546 26925.3443 26925.3444 34619 6590.85317 6590.85307 
293029.jpg  1032 28114.8891 28114.889 36016 11217.8631 11217.863 
299091.jpg  28804 27059.5184 27059.5185 65710 13661.7385 13661.7386 
301007.jpg  57417 7528.27477 7528.27481 100000 6731.41883 6731.41662 
302003.jpg  14740 17690.342 17690.3421 100000 11121.7823 11121.7642 
309004.jpg  100000 46974.4318 46974.4308 65509 18392.2328 18392.2329 
310007.jpg  87165 9981.02373 9981.02363 100000 7056.34523 7056.34143 
311068.jpg  4235 24129.6034 24129.6033 8144 24193.1315 24193.1316 
311081.jpg  1292 90132.2489 90132.2488 100000 15544.0113 15544.0045 
314016.jpg  100000 49344.5129 49344.5125 100000 12337.4971 12337.4961 
317080.jpg  100000 1592.43295 1592.43159 100000 1592.43295 1592.43159 
323016.jpg  23790 8407.60726 8407.60736 23790 8407.60726 8407.60736 
326038.jpg  15818 34639.3293 34639.3294 100000 8142.5999 8142.60006 
33066.jpg  10505 29034.3786 29034.3785 100000 9389.77929 9389.77243 
35008.jpg  1000 21082.8068 21082.8067 100000 16423.5262 16423.524 
35010.jpg  15658 35388.4016 35388.4015 1754 29296.7176 29296.7177 
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35058.jpg  9895 6687.28506 6687.28502 21367 6543.05076 6543.05071 
35070.jpg  2739 8950.17226 8950.17236 6397 8313.65479 8313.65469 
35091.jpg  63537 45453.8463 45453.8464 21039 5371.08872 5371.08877 
353013.jpg  34423 5079.57717 5079.57707 100000 4594.41915 4594.41733 
361084.jpg  75520 23408.2506 23408.2505 100000 14345.4714 14345.4693 
365025.jpg  2009 25079.1034 25079.1033 100000 10452.9537 10452.9456 
365073.jpg  25218 37242.8045 37242.8044 100000 14042.4652 14042.4285 
368016.jpg  1312 12809.5433 12809.5434 100000 6677.47447 6677.47411 
368078.jpg  865 63020.5931 63020.5931 78064 15785.2236 15785.2236 
370036.jpg  100000 12855.6325 12855.632 100000 11912.1227 11912.1223 
372047.jpg  3511 22180.781 22180.7809 100000 15255.0975 15255.0968 
374020.jpg  10097 23874.1457 23874.1456 17984 10992.1879 10992.1879 
374067.jpg  1840 13609.2185 13609.2184 100000 12326.4576 12326.451 
376001.jpg  100000 29435.437 29435.4367 100000 11967.092 11967.074 
376020.jpg  1497 54547.7608 54547.7608 100000 21129.028 21129.0281 
385028.jpg  6377 37756.6305 37756.6304 100000 22329.9649 22329.9608 
388016.jpg  1293 11148.5059 11148.5058 100000 7100.95935 7100.95909 
41004.jpg  2568 14772.5224 14772.5223 98327 15190.7354 15190.7355 
41025.jpg  100000 17593.8574 17593.8573 100000 9320.97893 9320.95404 
42044.jpg  100000 2643.39129 2643.39081 100000 2643.39129 2643.39081 
42078.jpg  2289 3656.98454 3656.98464 2289 3656.98454 3656.98464 
43070.jpg  1797 7513.12898 7513.12903 1797 7513.12898 7513.12903 
43083.jpg  6219 13527.4653 13527.4654 30011 11605.1882 11605.1883 
45077.jpg  1504 25165.6198 25165.6198 100000 13279.4788 13279.4741 
46076.jpg  6404 24704.8197 24704.8196 31456 23230.0329 23230.0329 
48055.jpg  100000 37069.2745 37069.2738 100000 23273.2224 23273.2205 
54005.jpg  4872 21578.9464 21578.9465 100000 10664.4368 10664.4073 
55067.jpg  4000 12670.8049 12670.805 22379 12084.9892 12084.9891 
55075.jpg  100000 22689.8654 22689.8644 100000 12556.1717 12556.1677 
56028.jpg  5061 55146.6131 55146.613 100000 10736.5037 10736.4994 
59078.jpg  2832 3404.31377 3404.31387 2832 3404.31377 3404.31387 
60079.jpg  37411 12389.4983 12389.4982 8429 5570.7059 5570.706 
61060.jpg  731 22491.3237 22491.3237 731 22491.3237 22491.3237 
61086.jpg  1704 41354.4919 41354.492 100000 17499.0394 17499.0206 
65010.jpg  100000 20346.0142 20346.0135 100000 9551.66656 9551.66778 
65019.jpg  88075 8973.10095 8973.10086 100000 7700.67157 7700.66678 
65074.jpg  2557 42785.5178 42785.5177 100000 31762.0884 31762.0838 
65132.jpg  1078 45730.602 45730.6021 100000 11085.1377 11085.1297 
66039.jpg  100000 5430.39939 5430.39763 100000 3639.18957 3639.18529 
66075.jpg  997 9523.88453 9523.88458 100000 8227.66374 8227.66246 
67079.jpg  18711 19898.6576 19898.6575 100000 12688.4271 12688.4274 
68077.jpg  100000 23383.8308 23383.8291 100000 16509.3201 16509.3176 
71046.jpg  5830 11997.7698 11997.7697 100000 9689.75134 9689.74587 
76002.jpg  1830 26080.7694 26080.7693 100000 14215.0452 14215.0388 
78019.jpg  3267 17147.9807 17147.9806 100000 8726.95242 8726.94452 
80099.jpg  100000 4333.83282 4333.83252 100000 4333.83282 4333.83252 
8049.jpg  34178 6224.64563 6224.64553 100000 5762.58761 5762.58325 
8143.jpg  3040 77982.2866 77982.2867 100000 29976.1768 29976.1541 
87065.jpg  1266 78664.4451 78664.445 100000 10390.9775 10390.9767 
90076.jpg  30810 9797.88734 9797.88744 93719 9889.20863 9889.20873 
92059.jpg  100000 19686.2444 19686.2441 100000 14808.2472 14808.247 
94079.jpg  8533 41814.5077 41814.5076 89712 10147.5151 10147.515 
95006.jpg  49947 15684.9116 15684.9115 100000 15488.8276 15488.824 




Appendix H. Source Code 
Some source code files are included in this section. 













extern double valorProbabilidadTrue; 
extern double valorProbabilidadFalse; 
extern int valorEventosTrue; 
extern int valorEventosFalse; 
extern double valorgama; 
extern double valorfi; 
extern double valorbeta; 
extern float limdetfondo; 
extern bool considerarcambiosubito; 
namespace DR { 
namespace SoporteBase { 
namespace Imagenes { 
class GeneradorFondo14:public IGeneradorFondo { 
 Ref<IImagen> fondo; 
 cv::Mat fondocalc; 
 cv::Mat fondoalmacenado; 
 bool condatos; 
 int numframe; 
public: 
 GeneradorFondo14() { 
  condatos=false; 
  numframe=0; 
 } 
 virtual bool ConDatos() { 
  return condatos; 
 } 
 cv::Mat almacenado; 
 cv::Mat contadoresfondo; 
 cv::Mat contadortotal; 
 cv::Mat threshdifback; 
 virtual Ref<IImagen> ObtenerFondoActual(){ 
  return fondo; 
 } 
 cv::Mat triplicar(cv::Mat a) { 
  std::vector<cv::Mat> vec; 
  vec.push_back(a); 
  vec.push_back(a); 
  vec.push_back(a); 
  cv::Mat res; 
  cv::merge(vec,res); 
  return res; 
 } 
 void MaxLim(cv::Mat mat,int limite) { 
  int limcol=mat.cols*3; 
  for (int i=0;i<mat.rows;i++) { 
   unsigned char *pt=mat.ptr<unsigned char>(i); 
   for (int o=0;o<limcol;o++) { 
    if (*pt<limite) { 
     *pt=limite; 
    } 
    pt++; 
   } 




 virtual cv::Mat EncontrarDiferencias(cv::Mat fondo,cv::Mat origen,bool 
agregarimagenes,IListaParametros *parametrosentrada,ListaImagenes &lista) { 
  cv::Mat fondof,foregroundf; 
  cv::Mat brightness(origen.rows,origen.cols,CV_32FC3); 
   
  const unsigned int valblue=0.114f*256*256*256; 
  const unsigned int valgreen=0.587f*256*256*256; 
  const unsigned int valred=0.299f*256*256*256; 
  for (int i=0;i<origen.rows;i++) { 
   unsigned char *ptrfondo=fondo.ptr<unsigned char>(i); 
   float *ptrbrightness=brightness.ptr<float>(i); 
   for (int o=0;o<origen.cols;o++) { 
    unsigned int color=(((unsigned int)ptrfondo[0])*valblue+ 
     ((unsigned int)ptrfondo[1])*valgreen+ 
     ((unsigned int)ptrfondo[2])*valred)>>(8*3); 
    ptrbrightness[0]=color; 
    ptrbrightness[1]=color; 
    ptrbrightness[2]=color; 
    ptrfondo+=3; 
    ptrbrightness+=3; 
   } 
  } 
   
  cv::Mat k1=brightness; 
  cv::Mat k2(origen.rows,origen.cols,CV_32FC3); 
  int limptr=origen.cols*3; 
  for (int i=0;i<origen.rows;i++) { 
   unsigned char *ptrorigen=origen.ptr<unsigned char>(i); 
   unsigned char *ptrfondo=fondo.ptr<unsigned char>(i); 
   float *ptrk2=k2.ptr<float>(i); 
   float *ptrfondof=k2.ptr<float>(i); 
   for (int o=0;o<limptr;o++) { 
    ptrk2[0]=ptrorigen[0]-(float)ptrfondo[0]; 
    ptrk2++; 
    ptrfondo++; 
    ptrorigen++; 
   } 
  } 
   
  cv::Mat constante(fondo.rows,fondo.cols,CV_32FC3); 
   
  __m128 constmat; 
  constmat.m128_f32[0]=0.1f; 
  constmat.m128_f32[1]=0.1f; 
  constmat.m128_f32[2]=0.1f; 
  constmat.m128_f32[3]=0.1f; 
  for (int i=0;i<constante.rows;i++) { 
   float *ptrk2=k2.ptr<float>(i); 
   float *ptrk1=k1.ptr<float>(i); 
   float *ptrconstante=constante.ptr<float>(i); 
   int delta=limptr/4; 
   int resto=limptr%4; 
    
   for (int o=0;o<delta;o++) { 
   
 _mm_storeu_ps(ptrconstante,_mm_div_ps(_mm_loadu_ps(ptrk2),_mm_add_ps(_mm_loadu_ps(ptrk1)
,constmat))); 
    ptrk1+=4; 
    ptrk2+=4; 
    ptrconstante+=4; 
   } 
   for (int o=delta*4;o<limptr;o++) { 
    *ptrconstante=*ptrk2/(*ptrk1+0.1f); 
    ptrconstante++; 
    ptrk1++; 
    ptrk2++;    
   } 
  } 
  if (agregarimagenes) { 
   lista.Agregar32F("Fondo_Constante Diferencia [ki]",constante,-1,1); 
  } 
  cv::Mat cambios(constante.rows,constante.cols,CV_8UC1); 
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  IParametro *par1=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("GFIntervaloEsFondo1"); 
  IParametro *par2=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("GFIntervaloEsFondo2"); 
 
  float ct1=(float)(par1==NULL?(1-limdetfondo)-1:par1->ObtenerDouble()-1); 
  float ct2=(float)(par2==NULL?(1+limdetfondo)-1:par2->ObtenerDouble()-1); 
  for (int i=0;i<constante.rows;i++) { 
   float *resconst=constante.ptr<float>(i); 
   unsigned char *rescambios=cambios.ptr<unsigned char>(i); 
   for (int o=0;o<constante.cols;o++) { 
    *rescambios=(!((resconst[0]>=ct1&&resconst[0]<=ct2)|| 
     (resconst[1]>=ct1&&resconst[1]<=ct2)|| 
     (resconst[2]>=ct1&&resconst[2]<=ct2)))?0:1; 
    resconst+=3; 
    rescambios++; 
   } 
  } 
  cv::Mat res; 
  if (numframe%2==0)  
   cv::medianBlur(cambios,cambios,3); 
  numframe++; 
  return cambios; 
 } 
  
 int totaleventosreset; 
 virtual void AgregarImagen(Ref<IImagen> imagen,Ref<IImagen> mascaraforeground,bool 
agregarimagenes,IListaParametros *parametrosentrada,ListaImagenes &lista,IListaParametros 
*parametrossalida) { 
  if (this->fondo.EstaVacia()) { 
   this->fondo=imagen->Clonar(); 
   fondocalc=imagen->ObtenerMatriz().clone(); 
   fondoalmacenado=cv::Mat::zeros(imagen->ObtenerAlto(),imagen-
>ObtenerAncho(),CV_8UC3); 
   almacenado=cv::Mat::zeros(imagen->ObtenerAlto(),imagen-
>ObtenerAncho(),CV_8UC1); 
   contadoresfondo=cv::Mat::zeros(imagen->ObtenerAlto(),imagen-
>ObtenerAncho(),CV_32FC1); 
   contadortotal=cv::Mat::zeros(imagen->ObtenerAlto(),imagen-
>ObtenerAncho(),CV_32FC1); 
   totaleventosreset=0; 
   return; 
  } 
  condatos=true; 
   
  cv::Mat origen=imagen->ObtenerMatriz(); 
  cv::Mat fondo=this->fondo->ObtenerMatriz(); 
  bool conrecalc=false; 
 recalc: 
  cv::Mat thresholdDiferencia; 





  IParametro *parbeta=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("GFBeta"); 
 
  float beta=parbeta==NULL?valorbeta:(float)parbeta->ObtenerDouble();  
  float deltabeta=(beta-1)/beta; 
  cv::Mat mayores=contadortotal>=beta;   
  for (int i=0;i<contadortotal.rows;i++) { 
   float *ptrtotal=contadortotal.ptr<float>(i); 
   float *ptresfondo=contadoresfondo.ptr<float>(i); 
   unsigned char *ptrdif=thresholdDiferencia.ptr<unsigned char>(i); 
   for (int o=0;o<contadortotal.cols;o++) { 
    if (*ptrtotal>=beta) { 
     *ptrtotal*=deltabeta; 
     *ptresfondo*=deltabeta; 
    } 
    (*ptresfondo)+=*ptrdif; 
    (*ptrtotal)++; 
    ptrtotal++; 
    ptresfondo++; 
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    ptrdif++; 
   } 
  } 
  IParametro *parprobabilidadtrue=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("GFProbabilidadTrue"); 
  IParametro *pareventostrue=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("GFEventosTrue"); 
  IParametro *parprobabilidadfalse=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("GFProbabilidadFalse"); 
  IParametro *pareventosfalse=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("GFEventosFalse"); 
  float probabilidadtrue=parprobabilidadtrue==NULL?valorProbabilidadTrue://Cambio 
parametro, de 0.9 a 0.8.  
   (float)parprobabilidadtrue->ObtenerDouble(); 
  float 
probabilidadfalse=parprobabilidadtrue==NULL?valorProbabilidadFalse:(float)parprobabilidadtrue-
>ObtenerDouble(); 
  int nroeventostrue=pareventostrue==NULL?valorEventosTrue:(int)pareventostrue-
>ObtenerDouble(); 
  int 
nroeventosfalse=pareventosfalse==NULL?valorEventosFalse:(int)pareventosfalse->ObtenerDouble(); 
  IParametro *pargamma=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("GFGamma"); 
  IParametro *parcambiosubito=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("GFCambioSubitoIluminacion"); 
  bool cambiosubito=parcambiosubito==NULL?considerarcambiosubito:parcambiosubito-
>ObtenerDouble()>0?true:false; 
  cv::Mat probab(contadortotal.rows,contadortotal.cols,CV_32FC1); 
  if (cambiosubito) { 
   int totaldifs=0; 
   for (int i=0;i<contadortotal.rows;i++) { 
    unsigned char *ptrdif=thresholdDiferencia.ptr<unsigned char>(i);
    
    for (int o=0;o<contadortotal.cols;o++) { 
     if (*ptrdif) totaldifs++; 
     ptrdif++; 
    } 
   } 
   if 
(!conrecalc&&totaldifs<0.15*probab.rows*probab.cols&&totaleventosreset>60) { 
    std::cout<<"Cambio subito 
iluminacion:"<<totaldifs<<":"<<0.15*probab.rows*probab.cols<<"&"<<std::endl; 
    fondocalc=imagen->ObtenerMatriz().clone(); 
    fondoalmacenado=cv::Mat::zeros(imagen->ObtenerAlto(),imagen-
>ObtenerAncho(),CV_8UC3); 
    almacenado=cv::Mat::zeros(imagen->ObtenerAlto(),imagen-
>ObtenerAncho(),CV_8UC1); 
    contadoresfondo=cv::Mat::zeros(imagen->ObtenerAlto(),imagen-
>ObtenerAncho(),CV_32FC1); 
    contadortotal=cv::Mat::zeros(imagen->ObtenerAlto(),imagen-
>ObtenerAncho(),CV_32FC1); 
    conrecalc=true; 
    totaleventosreset=0; 
    goto recalc; 
   } 
  } 
  float gamma=pargamma==NULL?valorgama:(float)pargamma->ObtenerDouble(); 
  float compgamma=1-gamma; 
  float fi=valorfi; 
  float compfi=1-fi; 
  _mm_prefetch((const char *)&compgamma,_MM_HINT_T1); 
   
  for (int i=0;i<contadortotal.rows;i++) { 
   float *ptrtotal=contadortotal.ptr<float>(i); 
   float *ptresfondo=contadoresfondo.ptr<float>(i);    
   float *ptrprobabilidad=probab.ptr<float>(i);    
   cv::Point3_<unsigned char> *ptrorigen=origen.ptr<cv::Point3_<unsigned 
char>>(i); 
   cv::Point3_<unsigned char> *ptrfondo=fondo.ptr<cv::Point3_<unsigned 
char>>(i); 
   cv::Point3_<unsigned char> 
*ptrfondoalmacenado=fondoalmacenado.ptr<cv::Point3_<unsigned char> >(i); 
   cv::Point3_<unsigned char> 
*ptrfondocalc=fondocalc.ptr<cv::Point3_<unsigned char> >(i); 
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   unsigned char *ptralmacenado=almacenado.ptr<unsigned char>(i); 
   unsigned char *ptrdif=thresholdDiferencia.ptr<unsigned char>(i); 
   for (int o=0;o<contadortotal.cols;o++) { 
    float probabilidad=(*ptresfondo+1)/(*ptrtotal+2); 
    *ptrprobabilidad=probabilidad; 
    if ((*ptrtotal)>=nroeventostrue&&probabilidad>=probabilidadtrue) 
{ 
     if (*ptrdif) { 
      (*ptrfondoalmacenado)=(*ptrfondocalc); 
      (*ptralmacenado)=1; 
     } 
    } else { 
     if 
((*ptrtotal)>=nroeventosfalse&&probabilidad<probabilidadfalse) { 
      (*ptrfondocalc)=(*ptrorigen); 
      (*ptresfondo)=0; 
      (*ptrtotal)=0; 
     } 
    } 
 
    if ((*ptralmacenado)) { 
     (*ptrfondo)=(*ptrfondoalmacenado); 
    } else { 
     (*ptrfondo)=(*ptrfondocalc); 
    }    
    if (*ptrdif) {  
     (*ptrfondocalc).x=cv::saturate_cast<unsigned 
char>((float)(*ptrfondocalc).x*gamma+(float)(*ptrorigen).x*compgamma); 
     (*ptrfondocalc).y=cv::saturate_cast<unsigned 
char>((float)(*ptrfondocalc).y*gamma+(float)(*ptrorigen).y*compgamma); 
     (*ptrfondocalc).z=cv::saturate_cast<unsigned 
char>((float)(*ptrfondocalc).z*gamma+(float)(*ptrorigen).z*compgamma); 
     (*ptrfondoalmacenado).x=cv::saturate_cast<unsigned 
char>((float)(*ptrfondoalmacenado).x*fi+(float)(*ptrfondocalc).x*compfi); 
     (*ptrfondoalmacenado).y=cv::saturate_cast<unsigned 
char>((float)(*ptrfondoalmacenado).y*fi+(float)(*ptrfondocalc).y*compfi); 
     (*ptrfondoalmacenado).z=cv::saturate_cast<unsigned 
char>((float)(*ptrfondoalmacenado).z*fi+(float)(*ptrfondocalc).z*compfi); 
    } 
    ptrprobabilidad++; 
    ptrtotal++; 
    ptresfondo++;     
    ptrorigen++; 
    ptrfondo++; 
    ptrfondoalmacenado++; 
    ptrfondocalc++; 
    ptralmacenado++; 
    ptrdif++; 
   } 
  } 
  if (agregarimagenes) { 
   lista.Agregar("Fondo_Probabilidad Es Fondo [Y]",probab); 
   lista.Agregar("Fondo_Fondo Comprobado [S]",fondoalmacenado); 
   lista.Agregar("Fondo_Fondo Calculado [C]",fondocalc); 
   lista.Agregar("Fondo_Fondo [B]",fondo); 
   lista.Agregar("Fondo_Almacenado [A]",almacenado*255); 
   lista.Agregar("Fondo_Evento Es Parte del Fondo 
[E]",thresholdDiferencia*255); 
  } 
  totaleventosreset++; 


























extern double valorInterCoef; 
extern double valorDistancia; 
extern double valorProyec; 
extern float limdetforeground; 
 
namespace DR { 
namespace SoporteBase { 
namespace Imagenes { 
 void MedianBlur5(cv::Mat mat,cv::Mat& rest,unsigned char val); 
 cv::Mat ColorBlur(cv::Mat actual,cv::Size tam); 
 cv::Mat ObtenerMascaraMorph(int ancho); 
 cv::Mat MorphClose(cv::Mat mat,cv::Mat mascara,int val); 
 
class BuscadorObjetos15:public IBuscadorObjetos { 
 Ref<IImagen> foreground; 
 Ref<IImagen> sombras; 
public: 
 virtual Ref<IImagen> ObtenerForeground() { 
  return foreground; 
 } 
 virtual Ref<IImagen> ObtenerSombras() { 
  return sombras; 
 } 
 virtual void EncontrarBlobs(Ref<IImagen> imagenactual,IGeneradorFondo *generador,bool 
agregarimagenes,IListaParametros *parametrosentrada,ListaImagenes 
&listaimagenes,IListaParametros *parametrossalida) { 
  if (!generador->ConDatos()) return; 
  IParametro *parquitarsombras=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("BBQuitarSombras"); 
  IParametro 
*paraumentarrestriccion=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("BBAumentarRestriccionSombras"); 
  bool quitarsombras=true; 
  if (parquitarsombras!=NULL&&parquitarsombras->ObtenerDouble()==0) 
   quitarsombras=false; 
      
  cv::Mat origen=imagenactual->ObtenerMatriz(); 
  cv::Mat fondo=generador->ObtenerFondoActual()->ObtenerMatriz(); 
   
  cv::Mat k2(origen.rows,origen.cols,CV_32FC3); 
  int limptr=origen.cols*3; 
  int delta=limptr/4; 
  int resto=limptr%4;   
  for (int i=0;i<origen.rows;i++) { 
   unsigned char *ptrorigen=origen.ptr<unsigned char>(i); 
   unsigned char *ptrfondo=fondo.ptr<unsigned char>(i); 
   float *ptrk2=k2.ptr<float>(i); 
   float *ptrfondof=k2.ptr<float>(i); 
   for (int o=0;o<limptr;o++) { 
    ptrk2[0]=ptrorigen[0]-(float)ptrfondo[0]; 
    ptrk2++; 
    ptrfondo++; 
    ptrorigen++; 
   } 
  } 
   
  cv::Mat brightness(origen.rows,origen.cols,CV_32FC3); 
  const unsigned int valblue=1912603;//0.114f*256*256*256; 
  const unsigned int valgreen=9848226;//0.587f*256*256*256; 
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  const unsigned int valred=5016388;//0.299f*256*256*256; 
  for (int i=0;i<origen.rows;i++) { 
   unsigned char *ptrfondo=fondo.ptr<unsigned char>(i); 
   float *ptrbrightness=brightness.ptr<float>(i); 
   for (int o=0;o<origen.cols;o++) { 
    unsigned int color=(((unsigned int)ptrfondo[0])*valblue+ 
     ((unsigned int)ptrfondo[1])*valgreen+ 
     ((unsigned int)ptrfondo[2])*valred)>>24; 
    ptrbrightness[2]=ptrbrightness[1]=ptrbrightness[0]=color; 
    ptrfondo+=3; 
    ptrbrightness+=3; 
   } 
  } 
   
  cv::Mat k1=brightness; 
  cv::Mat constante(fondo.rows,fondo.cols,CV_32FC3); 
  __m128 constmat; 
  const float deltaincr=0.1f; 
  constmat.m128_f32[0]=deltaincr; 
  constmat.m128_f32[1]=deltaincr; 
  constmat.m128_f32[2]=deltaincr; 
  constmat.m128_f32[3]=deltaincr; 
  for (int i=0;i<constante.rows;i++) { 
   float *ptrk2=k2.ptr<float>(i); 
   float *ptrk1=k1.ptr<float>(i); 
   float *ptrconstante=constante.ptr<float>(i); 
    
   for (int o=0;o<delta;o++) { 
   
 _mm_storeu_ps(ptrconstante,_mm_div_ps(_mm_loadu_ps(ptrk2),_mm_add_ps(_mm_loadu_ps(ptrk1)
,constmat))); 
    ptrk1+=4; 
    ptrk2+=4; 
    ptrconstante+=4; 
   } 
   for (int o=delta*4;o<limptr;o++) { 
    *ptrconstante=*ptrk2/(*ptrk1+deltaincr); 
    ptrconstante++; 
    ptrk1++; 
    ptrk2++;    
   } 
  } 
   
  #pragma float_control( precise, off, push ) 
 
 
  cv::Mat cambios(constante.rows,constante.cols,CV_8UC1); 
  IParametro *par1=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("BBIntervaloEsFondo1"); 
  IParametro *par2=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("BBIntervaloEsFondo2"); 
  float i1=(float)(par1==NULL?(1-limdetforeground)-1:par1->ObtenerDouble()-1); 
  float i2=(float)(par2==NULL?(1+limdetforeground)-1:par2->ObtenerDouble()-1); 
   
  _mm_prefetch((const char *)&i2,_MM_HINT_T1); 
  for (int i=0;i<constante.rows;i++) { 
   float *resconst=constante.ptr<float>(i); 
   unsigned char *rescambios=cambios.ptr<unsigned char>(i); 
   for (int o=0;o<constante.cols;o++) { 
    *rescambios=!((resconst[0]>=i1&&resconst[0]<=i2)|| 
     (resconst[1]>=i1&&resconst[1]<=i2)|| 
     (resconst[2]>=i1&&resconst[2]<=i2)); 
    resconst+=3; 
    rescambios++; 
   } 
  } 
   
  cv::Mat sq=constante; 
  cv::Mat delta1(sq.rows,sq.cols,CV_8UC1); 
  int limcol=sq.cols; 
  IParametro *rangoilum=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("BBRangoIluminacion"); 
  float thresh=(float)(rangoilum==NULL?0.8f:rangoilum->ObtenerDouble()); 
  float consttresh=valorDistancia*valorDistancia; 
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  float ang=std::cos(3.14151692/4); 
  float coefinter=valorInterCoef; 
  float coefproy1=valorProyec; 
  float coefproy2=-valorProyec; 
  for (int i=0;i<sq.rows;i++) { 
   float *ptr=sq.ptr<float>(i); 
   unsigned char *ptrcambios=cambios.ptr<unsigned char>(i); 
   unsigned char *ptrres=delta1.ptr<unsigned char>(i); 
   for (int o=0;o<limcol;o++) {  
    float longitud=ptr[0]*ptr[0]+ptr[1]*ptr[1]+ptr[2]*ptr[2]; 
    float proyeccion=ptr[0]+ptr[1]+ptr[2]; 
    if 
(*ptrcambios&&(proyeccion<=coefproy1&&proyeccion>=coefproy2)&& 
     longitud<consttresh&& 
     std::abs(ptr[1]-ptr[0])<coefinter&& 
     std::abs(ptr[2]-ptr[0])<coefinter&& 
     std::abs(ptr[2]-ptr[1])<coefinter) { 
     *ptrres=255; 
    } 
    else 
     *ptrres=0; 
    ptr+=3; 
    ptrres++; 
    ptrcambios++; 
   } 
  } 
  cv::Mat sombrac=delta1; 
  MedianBlur5(sombrac,sombrac,255); 
  if (quitarsombras) { 
   cambios-=sombrac; 
  } 
  sombras=new CImagen(sombrac); 
  if (agregarimagenes) { 
   listaimagenes.Agregar32F("Foreground_Constante Diferencia 
[ki]",constante,-1,1); 
   listaimagenes.Agregar32F("Foreground_Sombra o efecto 
iluminacion",sombras,-1,1); 
  } 
  cv::Mat res; 
  MedianBlur5(cambios,cambios,1); 
 
  IParametro *tammascara=parametrosentrada==NULL?NULL:parametrosentrada-
>ObtenerParametro("BBDiametroMascara"); 
  if (mascaraopmorf.rows==0) 
mascaraopmorf=ObtenerMascaraMorph((tammascara==NULL?10:tammascara-
>ObtenerDouble())*origen.rows/240); 
  _mm_prefetch((const char *)mascaraopmorf.data,_MM_HINT_T1); 
  cv::morphologyEx(cambios,res,cv::MORPH_CLOSE,mascaraopmorf);//2.8 ms 
  
  #pragma float_control(pop) 
 
  foreground=new CImagen(res);     
  if (agregarimagenes) { 
   listaimagenes.Agregar("Foreground_Foreground",foreground-
>ObtenerMatriz()*255); 
  } 
 
 } 




















extern bool frameactualcaida; 
extern double valorR2; 
extern double valorIntersecOrigen; 
extern double valorMedia; 
extern double valorThresholdInicio; 
extern double valorThresholdFin; 
extern double valorThresholdIntervalo; 
extern bool registrareventos; 
extern int trackingvelestimada; 
extern int trackingveltotal; 
namespace DR { 
namespace SoporteBase { 
namespace Imagenes { 
 extern std::string nombrearchivolog; 
class Tracker7:public ITracker { 
  
 class Objeto:public ObjetoPoligonoBase {  
  int ID; 
  bool encontrado; 
  int NumRefs; 
  bool posiblePersona; 
  Vector2D anteriorPosicionTope; 
  bool conposicionanterior; 
  vector<Vector2D> aceleracion; 
  vector<CPunto> desplazamiento; 
  vector<double> tiempo; 
  vector<bool> caidaDetectada; 
  CPunto puntotrack; 
  vector<int> tamcabeza; 
  int tamcabcalc; 
  bool cabcalc; 
 public: 
  vector<Vector2D> velocidad; 
 
  Objeto(CPoligono *pol):ObjetoPoligonoBase(pol),anteriorPosicionTope(0,0) { 
   conposicionanterior=false; 
   posiblePersona=false; 
   puntotrack.cx=0; 
   puntotrack.cy=0; 
   cabcalc=false; 
   tamcabcalc=0;    
  } 
  CPunto& ObtenerPuntoTrack() { 
   return puntotrack; 
  } 
  int ObtenerNumDesplazamientos() { 
   return desplazamiento.size(); 
  } 
  void AgregarRadioCabeza(int radio) { 
   tamcabeza.push_back(radio); 
   cabcalc=false; 
  } 
  bool ObtenerCaidaDetectada(int pos) { 
   if (pos>=caidaDetectada.size()) return false; 
   return caidaDetectada[pos]; 
  } 
  int ObtenerNumCaidasDetectadas() { 
   return caidaDetectada.size(); 
  } 
  void AgregarCaidaDetectada(bool resultado) { 
   caidaDetectada.push_back(resultado); 
  } 
  static int compcab(const void *a,const void *b) { 
   return *((int*)a)-*((int*)b); 
  } 
   
  int ObtenerTamCabeza() { 
   if (cabcalc) { 
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    return tamcabcalc; 
   } 
   if (tamcabeza.size()==0) 
    return 0; 
   std::qsort(&(tamcabeza[0]),tamcabeza.size(),sizeof(int),compcab); 
   cabcalc=true; 
   tamcabcalc=tamcabeza[tamcabeza.size()/2]; 
   return tamcabcalc; 
  } 
  void AgregarTiempo(double tiempo) { 
   this->tiempo.push_back(tiempo); 
  } 
  double ObtenerTiempo(int posicion) { 
   return tiempo[posicion]; 
  } 
  void AgregarDesplazamiento(CPunto pt,double toleranciamaxdesplazamiento,double 
fps) { 
   if (desplazamiento.size()>2&&velocidad.size()>0) { 
    double pospredy=desplazamiento[desplazamiento.size()-
1].cy+ObtenerVelocidad(velocidad.size()-1).y; 
    double pospredx=desplazamiento[desplazamiento.size()-
1].cx+ObtenerVelocidad(velocidad.size()-1).x; 
    if (std::abs(pospredy-
pt.cy)>toleranciamaxdesplazamiento||std::abs(pospredx-pt.cx)>toleranciamaxdesplazamiento) { 
     pt.cy=(trackingvelestimada*pospredy+(trackingveltotal-
trackingvelestimada)*pt.cy)/trackingveltotal; 
     pt.cx=(trackingvelestimada*pospredx+(trackingveltotal-
trackingvelestimada)*pt.cx)/trackingveltotal; 
    } 
   } 
   desplazamiento.push_back(pt); 
  } 
  CPunto ObtenerDesplazamiento(int posicion) { 
   return desplazamiento[posicion]; 
  } 
  void CambiarPuntoTrack(CPunto pt) { 
   puntotrack=pt; 
  } 
  bool ObtenerPosiblePersona() { 
   return posiblePersona; 
  } 
  int ObtenerNumVelocidad() { 
   return velocidad.size(); 
  } 
  Vector2D ObtenerVelocidad(int indice) { 
   if (indice>=2) { 
    return (velocidad[indice]+velocidad[indice-1]+velocidad[indice-
2])/3; 
   } else 
    return velocidad[indice]; 
  } 
  int ObtenerNumAceleracion() { 
   return aceleracion.size(); 
  } 
  Vector2D ObtenerAceleracion(int indice) { 
   return aceleracion[indice]; 
  } 
  void AgregarVelocidad(double tiempo) { 
   CRectangulo limites; 
   if (conposicionanterior) { 
    AgregarVelocidad(desplazamiento[desplazamiento.size()-1].cx-
desplazamiento[desplazamiento.size()-2].cx,desplazamiento[desplazamiento.size()-1].cy-
desplazamiento[desplazamiento.size()-2].cy); 
    AgregarTiempo(tiempo); 
   } else 
    conposicionanterior=true; 
   anteriorPosicionTope=Vector2D(desplazamiento[desplazamiento.size()-
1].cx,desplazamiento[desplazamiento.size()-1].cy); 
  } 
  void AgregarVelocidad(float x,float y) { 
   velocidad.push_back(Vector2D(x,y)); 
   if (velocidad.size()>=5) { 
    Vector2D act=velocidad[velocidad.size()-1]; 
    Vector2D prev=velocidad[velocidad.size()-2]; 
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    Vector2D prev2=velocidad[velocidad.size()-3]; 
    Vector2D prev3=velocidad[velocidad.size()-4]; 
    Vector2D prev4=velocidad[velocidad.size()-5]; 
    aceleracion.push_back(Vector2D((act.x+prev.x+prev2.x+prev3.x)/3-
(prev.x+prev2.x+prev3.x+prev4.x)/3,(act.y+prev.y+prev2.y+prev3.y)/3-
(prev.y+prev2.y+prev3.y+prev4.y)/3)); 
   } 
  } 
  Vector2D ObtenerAceleracion() { 
   if (aceleracion.size()==0){ 
    return Vector2D(0,0); 
   } 
   return aceleracion[aceleracion.size()-1]; 
  } 
  void CambiarPosiblePersona(bool valor) { 
   posiblePersona=valor; 
  } 
  int ObtenerNumRefs() { 
   return NumRefs; 
  } 
  void CalcularPosiblePersona(int anchoFrame,int altoFrame) { 
   if (!posiblePersona) { 
    if (ObtenerPoligono()-
>ObtenerArea()>(100.0/(192*144))*anchoFrame*altoFrame) { 
     posiblePersona=true; 
    } 
   } 
  } 
  void CambiarNumRefs(int nuevoValor) { 
   NumRefs=nuevoValor; 
  } 
  int ObtenerID() { 
   return ID; 
  } 
  bool ObtenerEncontrado() { 
   return encontrado; 
  } 
  void CambiarEncontrado(bool nuevovalor) { 
   encontrado=nuevovalor; 
  } 
  void CambiarID(int nuevoid) { 
   ID=nuevoid; 
  } 
   
 
  virtual ~Objeto() { 
    
  } 
  CPunto puntotrackmatching; 
  int NumRefsMatching; 
 }; 
 struct ParMatch { 
  int IDOrigen; 
  int IDNuevo; 
  int NumReferencias; 
  CPunto TrackOrigen; 
  CPunto TrackNuevo; 
  double distancia; 
  double medicioncomp; 
  ParMatch(int idorigen,int idnuevo,int numreferencias,CPunto trackorigen,CPunto 
tracknuevo) { 
   IDOrigen=idorigen; 
   IDNuevo=idnuevo; 
   NumReferencias=numreferencias; 
   TrackOrigen=trackorigen; 
   TrackNuevo=tracknuevo; 
   double xdif=TrackOrigen.cx-TrackNuevo.cx; 
   double ydif=TrackOrigen.cy-TrackNuevo.cy; 
   distancia=xdif*xdif+ydif*ydif; 
   medicioncomp=-numreferencias; 
  } 
 }; 
 vector<Objeto *> Objetos; 
 static int Comparar(const void *a,const void *b) { 
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  ParMatch * m=(ParMatch *)a; 
  ParMatch * n=(ParMatch *)b; 
  int s=m->medicioncomp-n->medicioncomp; 
  if (s==0) 
   return n->NumReferencias-m->NumReferencias; 
  return s; 
 } 
 void ObtenerRectangulo(CRectangulo &r,std::vector<cv::Point>& pts) { 
  pts.push_back(cv::Point(r.m_x1,r.m_y1)); 
  pts.push_back(cv::Point(r.m_x2,r.m_y1)); 
  pts.push_back(cv::Point(r.m_x2,r.m_y2)); 
  pts.push_back(cv::Point(r.m_x1,r.m_y2)); 




 ~Tracker7() { 
  for (int i=0;i<Objetos.size();i++) { 
   delete Objetos[i]; 
  } 
  Objetos.clear(); 
 } 
 Tracker7() { 
  numframe=0; 
  primeravez=true; 
 } 
 bool primeravez; 
 virtual bool Track(double marcatiemposeg,Ref<IImagen> imagenactual,IGeneradorFondo 
*fondo,IBuscadorObjetos *blobs,float fps,bool agregarimagenes,IListaParametros 
*parametrosEntrada,ListaImagenes &listaimagenes,IListaParametros *parametrosSalida) { 
  if (primeravez) { 
   primeravez=false; 
   listaimagenes.Agregar("Tracking",imagenactual);  
   return false; 
  } 
  numframe++;   
  Ref<IImagen> foreground=blobs->ObtenerForeground(); 
  Ref<IImagen> sombras=blobs->ObtenerSombras(); 
  Ref<IImagen> imagencalcbordes=foreground->Clonar(); 
  CListaPoligonos lista; 
  lista.EncontrarContornos(&imagencalcbordes->ObtenerIpl()); 
  vector<Objeto *> objetos; 
  cv::Point pt; 
  IParametro *porcentajelado=parametrosEntrada==NULL?NULL:parametrosEntrada-
>ObtenerParametro("TRAreaPersona"); 
  double vporcentajelado=porcentajelado==NULL?0.1:porcentajelado->ObtenerDouble(); 
  double vporcentajearea=vporcentajelado*vporcentajelado; 
  IParametro *paromitirtracking=parametrosEntrada-
>ObtenerParametro("TROmitirDibTracking"); 
  bool omitirtracking=paromitirtracking==NULL?false:paromitirtracking-
>ObtenerDouble()!=0; 
  if (omitirtracking) { 
   vporcentajearea=0.01*0.01; 
  } 
  for (int i=0;i<lista.ObtenerNumPoligonos();i++) { 
   CPoligono *pol=lista.ObtenerPoligono(i); 
   double area=pol->ObtenerArea(); 
    
   if (area>imagenactual->ObtenerAncho()*imagenactual-
>ObtenerAlto()*vporcentajearea) { //Considerar objetos con area mayor a 6 
    objetos.push_back(new Objeto(pol)); 
   } else { 
    delete pol; 
   }     
  } 
  float toleranciamaxdesp=20*(imagenactual->ObtenerAlto()/240.0); 
  TrackCabeza(objetos,true,false,fps,toleranciamaxdesp); 
  lista.SepararPoligonos(); 
  vector<ParMatch> pares; 
  for (int i=0;i<objetos.size();i++) { 
   objetos[i]->CambiarID(i+1); 
  } 




  Ref<IImagen> mat2=FabricaImagenes()->CrearImagen(imagenactual-
>ObtenerAncho(),imagenactual->ObtenerAlto(),1,Tipo8); 
  matdat->Limpiar(); 
  mat2->Limpiar(); 
  cv::Mat res3; 
  for (int i=0;i<objetos.size();i++) { 
   CRectangulo rect1,rect2; 
   objetos[i]->ObtenerPoligono()->ObtenerLimites(&rect1); 
   objetos[i]->Rellenar(matdat.Puntero(),255); 
   bool conmatch=false; 
   for (int o=0;o<Objetos.size();o++) { 
    Objetos[o]->ObtenerPoligono()->ObtenerLimites(&rect2); 
    if (!rect1.EstaSobrepuesto(&rect2)) { 
     continue; 
    } 
    Objetos[o]->Rellenar(mat2.Puntero(),255); 
    cv::bitwise_and(matdat->ObtenerMatriz(),mat2-
>ObtenerMatriz(),res3); 
    cv::Scalar sc=cv::sum(res3); 
    if (sc.val[0]!=0) { 
     pares.push_back(ParMatch(Objetos[o]-
>ObtenerID(),objetos[i]->ObtenerID(),sc.val[0],Objetos[o]->ObtenerPuntoTrack(),objetos[i]-
>ObtenerPuntoTrack())); 
     conmatch=true; 
    }  
    mat2->Limpiar();    
   }    
   matdat->Limpiar(); 
  } 
  int maxid=0; 
  for (int i=0;i<Objetos.size();i++) { 
   if (maxid<Objetos[i]->ObtenerID()) { 
    maxid=Objetos[i]->ObtenerID(); 
   } 
  } 
  maxid++; 
  //Comparar 
  if (pares.size()>0) { 
   qsort(&(pares[0]),pares.size(),sizeof(pares[0]),Comparar); 
  } 
  for (int i=0;i<objetos.size();i++) { 
   objetos[i]->CambiarNumRefs(-1); 
  } 
  int anteriorid=-1; 
  for (int i=0;i<pares.size();i++) { 
   if (objetos[pares[i].IDNuevo-1]->ObtenerID()>0) { 
    objetos[pares[i].IDNuevo-1]->CambiarID(-pares[i].IDOrigen); 
    objetos[pares[i].IDNuevo-1]->NumRefsMatching = 
pares[i].NumReferencias; 
    objetos[pares[i].IDNuevo-1]->puntotrackmatching = 
pares[i].TrackOrigen; 
   } else { 
    if (objetos[pares[i].IDNuevo-1]-
>puntotrackmatching.cy>pares[i].TrackOrigen.cy) { 
     objetos[pares[i].IDNuevo-1]->CambiarID(-
pares[i].IDOrigen); 
     objetos[pares[i].IDNuevo-1]->NumRefsMatching= 
pares[i].NumReferencias; 
     objetos[pares[i].IDNuevo-1]->puntotrackmatching= 
pares[i].TrackOrigen; 
    } 
   } 
  }  
  for (int q=0;q<Objetos.size();q++) { 
   Objetos[q]->CambiarEncontrado(false); 
  } 
  for (int i=0;i<objetos.size();i++) { 
   if (objetos[i]->ObtenerID()>0) { 
    Objeto *objnuevo=new Objeto(objetos[i]->ObtenerPoligono()); 
    objnuevo->CambiarEncontrado(true); 
    objetos[i]->LiberarPoligono(); 
    objnuevo->CambiarID(maxid); 
    Objetos.push_back(objnuevo); 
    maxid++; 
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   } else {    
    objetos[i]->CambiarID(-objetos[i]->ObtenerID()); 
    for (int q=0;q<Objetos.size();q++) { 
     if (Objetos[q]->ObtenerID()==objetos[i]->ObtenerID()) { 
      Objetos[q]->CambiarEncontrado(true); 
      CPoligono * pol=Objetos[q]->ObtenerPoligono(); 
      Objetos[q]->LiberarPoligono(); 
      delete pol; 
      Objetos[q]->AnexarPoligono(objetos[i]-
>ObtenerPoligono()); 
      objetos[i]->LiberarPoligono(); 
      break; 
     } 
    } 
   } 
  } 
  for (int q=Objetos.size()-1;q>=0;q--) { 
   if (!Objetos[q]->ObtenerEncontrado()) { 
#ifdef dibujar 
    if (Objetos[q]->ObtenerPosiblePersona()) { 
     std::strstream st; 
     st<<Objetos[q]->ObtenerID(); 
     st<<(char)0; 
     cv::destroyWindow(st.str()); 
     std::strstream st2; 
     st2<<"V"; 
     st2<<Objetos[q]->ObtenerID(); 
     st2<<(char)0; 
     cv::destroyWindow(st2.str()); 
    } 
#endif 
    delete Objetos[q]; 
    Objetos.erase(Objetos.begin()+q); 
   } 
  }   
  for (int q=0;q<objetos.size();q++) { 
   delete objetos[q]; 
  } 
  objetos.clear(); 
  for (int i=0;i<Objetos.size();i++) { 
   Objetos[i]->CalcularPosiblePersona(imagenactual-
>ObtenerAncho(),imagenactual->ObtenerAlto()); 
  } 
  TrackCabeza(Objetos,true,true,fps,toleranciamaxdesp); 
  for (int q=0;q<Objetos.size();q++) { 
   if (Objetos[q]->ObtenerPosiblePersona()) { 
    Objetos[q]->AgregarVelocidad(marcatiemposeg);  
   
   } 
  } 
   
  CalcularTamCabeza(); 
  int numobjcaida; 
  bool res=false; 
  if (DetectarCaida(fps,imagenactual->ObtenerAlto(),imagenactual-
>ObtenerAncho(),&numobjcaida)) { 
   TCHAR buf[1000]; 
   wsprintf(buf,_T("CAIDA DETECTADA EN %i"),numobjcaida); 
   for (unsigned int i=0;i<Objetos.size();i++) { 
    if (i!=numobjcaida) { 
     Objetos[i]->AgregarCaidaDetectada(false); 
    } else  
     Objetos[i]->AgregarCaidaDetectada(true);  
   } 
   res=true; 
  } else { 
   for (unsigned int i=0;i<Objetos.size();i++) { 
    Objetos[i]->AgregarCaidaDetectada(false); 
   } 
  } 
  cv::Mat mattrack=DibujarTracking(imagenactual,sombras,omitirtracking); 
  cv::Mat matpersona=cv::Mat::zeros(imagenactual->ObtenerAlto(),imagenactual-
>ObtenerAncho(),CV_8UC3); 
  for (int i=0;i<Objetos.size();i++) { 
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   if (Objetos[i]->ObtenerPosiblePersona()) { 
    bool copiar=true; 
    if (res&&i!=numobjcaida) { 
     copiar=false; 
    }  
    if (copiar) { 
     cv::Mat mat=cv::Mat::zeros(imagenactual-
>ObtenerAlto(),imagenactual->ObtenerAncho(),CV_8UC3); 
     CImagen mascara(mat); 
     Objetos[i]->Rellenar(&mascara,cv::Scalar(255,255,255)); 
     imagenactual-
>ObtenerMatriz().copyTo(matpersona,mascara.ObtenerMatriz()); 
    } 
   } 
  } 
  if (agregarimagenes) 
   listaimagenes.Agregar("Persona",matpersona); 
  listaimagenes.Agregar("Tracking",mattrack);   
  return res; 
 } 
 void TrackCabeza(std::vector<Objeto*> Objetos,bool considerartodos,bool 
agregardesplazamiento,float fps,float toleranciamaxdesplazamiento) { 
  for (int q=0;q<Objetos.size();q++) { 
   if (Objetos[q]->ObtenerPosiblePersona()||considerartodos) { 
    
    CRectangulo limites; 
    Objetos[q]->ObtenerPoligono()->ObtenerLimites(&limites); 
    CPoligono *pol=Objetos[q]->ObtenerPoligono(); 
    double centro=0; 
    double conteo=0; 
    for (int i=0;i<pol->ObtenerNumPuntos();i++) { 
     CPunto pt=pol->ObtenerPunto(i); 
     if (pt.cy==limites.m_y1) { 
      centro+=pt.cx; 
      conteo++; 
     } 
    } 
    if (conteo!=0) { 
     centro/=conteo; 
     Objetos[q]-
>CambiarPuntoTrack(CPunto(centro,limites.m_y1)); 
     if (agregardesplazamiento) 
      Objetos[q]->AgregarDesplazamiento(Objetos[q]-
>ObtenerPuntoTrack(),toleranciamaxdesplazamiento,fps); 
    } 
   } 
  } 
 } 
 void CalcularTamCabeza() { 
   
  for (int q=0;q<Objetos.size();q++) { 
   if (Objetos[q]->ObtenerPosiblePersona()) { 
    std::vector<CPunto> pts; 
    CRectangulo r; 
    CPoligono *pol=Objetos[q]->ObtenerPoligono(); 
    pol->ObtenerLimites(&r); 
    CPunto pttrack=Objetos[q]->ObtenerPuntoTrack(); 
    for (int s=0;s<pol->ObtenerNumPuntos();s++) { 
     if (pol->ObtenerPunto(s).cx==pttrack.cx&& 
      pol->ObtenerPunto(s).cy==pttrack.cy) { 
       int indice1=s; 
       int indice2=(s+1)%pol-
>ObtenerNumPuntos(); 
       int xmin=pol->ObtenerPunto(s).cx, 
        ymin=pol->ObtenerPunto(s).cy, 
        xmax=pol->ObtenerPunto(s).cx, 
        ymax=pol->ObtenerPunto(s).cy; 
       bool encontrado=false; 
       for (int i=0;i<pol-
>ObtenerNumPuntos();i++) { 
        recalc: 




        CPunto b=pol-
>ObtenerPunto(indice2); 
        if (a.cy<ymax) { 
         indice1--; 
         if (indice1<0)  
          indice1+=pol-
>ObtenerNumPuntos(); 
         goto recalc; 
        } 
        if (b.cy<ymax) { 
         indice2++; 
         if (indice2>=pol-
>ObtenerNumPuntos()) 
          indice2-=pol-
>ObtenerNumPuntos(); 
         goto recalc; 
        } 
        if (xmin>a.cx) xmin=a.cx; 
        if (xmin>b.cx) xmin=b.cx; 
        if (xmax<a.cx) xmax=a.cx; 
        if (xmax<b.cx) xmax=b.cx; 
        if (ymin>a.cy) ymin=a.cy; 
        if (ymin>b.cy) ymin=b.cy; 
        if (ymax<a.cy) ymax=a.cy; 
        if (ymax<b.cy) ymax=b.cy; 
        if (a.cy!=r.m_y1) { 
         if (xmax-xmin<2*(ymax-
ymin)) { 
          encontrado=true; 
          break; 
         } 
        } 
        indice1--; 
        if (indice1<0)  
         indice1+=pol-
>ObtenerNumPuntos(); 
        indice2++; 
        if (indice2>=pol-
>ObtenerNumPuntos()) 
         indice2-=pol-
>ObtenerNumPuntos(); 
       } 
       if (encontrado) { 
        Objetos[q]-
>AgregarRadioCabeza(ymax-ymin); 
       } 
      break; 
     } 
    } 
   } 
  } 
   
 } 
 int numframe; 
 fstream logconstantes; 
 bool DetectarCaida(double fps,int filas,int columnas, int *numobjeto) { 
  for (int q=0;q<Objetos.size();q++) { 
   if (Objetos[q]->ObtenerPosiblePersona()&&Objetos[q]-
>ObtenerNumVelocidad()>4) { 
    double tiempobase=Objetos[q]->ObtenerTiempo(Objetos[q]-
>ObtenerNumVelocidad()-1)-0.63; 
    int hasta=Objetos[q]->ObtenerNumVelocidad()-1; 
    int desde=0; 
    for (int t=Objetos[q]->ObtenerNumVelocidad()-1;t>=0;t--) { 
     if (Objetos[q]->ObtenerTiempo(t)<tiempobase)  
      break; 
     desde=t; 
    } 
    int maxmuestra=hasta-desde+1; 
    if (Objetos[q]->ObtenerNumVelocidad()>maxmuestra) { 
     cv::Mat valoresx(maxmuestra,2,CV_64F); 
     cv::Mat resultados(maxmuestra,1,CV_64F); 
     double basetiempo=Objetos[q]->ObtenerTiempo(desde); 
     for (int i=desde;i<=hasta;i++) { 
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      valoresx.at<double>(i-desde,0)=1.0; 
      double coef=Objetos[q]->ObtenerTiempo(i)-
basetiempo;//(1/fps)*i; 
      valoresx.at<double>(i-desde,1)=coef; 
      resultados.at<double>(i-desde,0)=Objetos[q]-
>ObtenerVelocidad(i).y; 
     } 
     cv::Mat m0=valoresx.t()*valoresx; 
     cv::Mat m1=m0.inv(); 
     cv::Mat coeficientes=m1*(valoresx.t()*resultados); 
     double suma=0; 
     double media=0; 
     double valmax=-1E10; 
     double valmin=1E10; 
     for (int i=0;i<maxmuestra;i++) { 
      double coef=valoresx.at<double>(i,1); 
      media+=resultados.at<double>(i,0); 
      double val=resultados.at<double>(i,0) 
       -(coeficientes.at<double>(0,0) 
       +coeficientes.at<double>(1,0)*coef 
      if (resultados.at<double>(i,0)>valmax) { 
       valmax=resultados.at<double>(i,0); 
      } 
      if (resultados.at<double>(i,0)<valmin) { 
       valmin=resultados.at<double>(i,0); 
      } 
      suma+=val*val; 
     } 
     media/=maxmuestra; 
     double sumatot=0; 
     for (int i=0;i<maxmuestra;i++) { 
      double v=resultados.at<double>(i,0)-media; 
      sumatot+=v*v; 
     } 
     double R2=1-suma/sumatot; 
     double *coefs=&coeficientes.at<double>(0,0); 
     int radio=Objetos[q]->ObtenerTamCabeza(); 
     double R2Threshold=valorR2;//0.5; 
     double IntersecOrigenThreshold=valorIntersecOrigen;//1.5 
     double MeanThreshold=valorMedia;//1.05 
     const double AThresholdInicio=valorThresholdInicio;//0.3 
     const double AThresholdFin=valorThresholdFin;//2 
     const double 
AThresholdIntervalo=valorThresholdIntervalo;//2 
     double 
inicio=9.81*((radio*AThresholdInicio)/0.08)/(2*fps); 
     double fin=9.81*((radio*AThresholdFin)/0.08)/(2*fps); 
     double intersecorigen=std::min(-
IntersecOrigenThreshold,-IntersecOrigenThreshold*radio*filas/(9*240)); 
     double 
intersecorigen2=std::max(IntersecOrigenThreshold,IntersecOrigenThreshold*radio*filas/(9*240)); 
     double 
intersecorigen3=std::max(MeanThreshold,MeanThreshold*radio*filas/(9*240)); 
     bool res=false; 
     if (coeficientes.at<double>(0,0)>=intersecorigen&& 
      coeficientes.at<double>(0,0)<intersecorigen2&& 
      coeficientes.at<double>(1,0)<=fin&& 
      coeficientes.at<double>(1,0)>=inicio&& 
      R2>=R2Threshold 
      &&(valmax-
valmin)>=AThresholdIntervalo*radio*filas/(9*240)&& 
      media>intersecorigen3) { 
      res=true; 
     } 
     if (res||::GetAsyncKeyState('S')) { 
      if (numobjeto!=NULL) { 
       *numobjeto=Objetos[q]->ObtenerID(); 
      } 
      if (registrareventos) { 
       if (!arch.is_open()) { 
       
 arch.open(nombrearchivolog,std::ios_base::in|std::ios_base::out|std::ios_base::trunc); 
       } 
       strstream info; 
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       info<<"Frame "<<numframe<<":"; 
       info<<" Caida Objeto "<<Objetos[q]-
>ObtenerID()<<" v=Ay+B"<<std::endl; 
       if (!res) 
        info<<"NO SE DETECTO EVENTO. 
DATOS ALMACENADOS PARA DEPURACION"<<std::endl; 
 
       info<<"Tiempo Frames:Tiempo 
Regresión:velocidad"<<std::endl; 
       info<<"Desde 
"<<desde<<".."<<hasta<<std::endl; 
       for (int i=desde;i<=hasta;i++) { 
        info<<Objetos[q]-
>ObtenerTiempo(i)<<"\t"<<valoresx.at<double>(i-desde,1)<<"\t"<<Objetos[q]-
>ObtenerVelocidad(i).y<<std::endl; 
       } 
       info<<"Tiempos"<<std::endl; 
       for (int i=0;i<Objetos[q]-
>ObtenerNumVelocidad();i++) { 
        info<<Objetos[q]-
>ObtenerTiempo(i)<<"\t"; 
       } 
       info<<std::endl; 
       info<<"Velocidades Y"<<std::endl; 
       for (int i=0;i<Objetos[q]-
>ObtenerNumVelocidad();i++) { 
        info<<Objetos[q]-
>ObtenerVelocidad(i).y<<"\t"; 
       } 
       info<<std::endl; 
       info<<"Número muestras:"<<(hasta-
desde+1)<<std::endl; 
       info<<"Radio Cabeza:"<<radio<<endl; 
      
 info<<"A:"<<inicio<<"<="<<coeficientes.at<double>(1,0)<<"<="<<fin<<std::endl; 
      
 info<<"B:"<<intersecorigen<<"<="<<coeficientes.at<double>(0,0)<<"<="<<intersecorigen2<<s
td::endl; 
      
 info<<"v="<<coeficientes.at<double>(1,0)<<"y"<<(coeficientes.at<double>(0,0)<0?"":"+")<<
coeficientes.at<double>(0,0)<<std::endl; 
      
 info<<"R2:"<<R2<<">="<<R2Threshold<<endl; 
       info<<"VMax:"<<valmax<<endl; 
       info<<"VMin:"<<valmin<<endl; 
       info<<"ValMax-ValMin ("<<(valmax-
valmin)<<")>"<<AThresholdIntervalo*radio*filas/(9*240)<<endl; 
       info<<"Media 
("<<media<<")>"<<intersecorigen3<<endl; 
       info<<"---------------------------------
-------------------------"<<std::endl; 
       info<<(char)0; 
       arch<<info.str(); 
       std::cout<<info.str()<<std::endl; 
       std::cout.flush(); 
      } 
      if (numobjeto!=NULL) { 
       *numobjeto=q; 
      } 
     } 
     if (res) { 
      return res; 
     } 
    } 
   } 
  } 
  return false; 
 } 
 fstream arch; 
 void DibujarVelocidad(cv::Mat imagenactual,ListaImagenes &listaimagenes) { 
#ifdef dibujar 
  double framerate=30; 
  for (int q=0;q<Objetos.size();q++) { 
   if (Objetos[q]->ObtenerPosiblePersona()) { 
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    cv::Mat dib=cv::Mat::zeros(200,300,CV_8UC3); 
    std::strstream st; 
    st<<"V"; 
    st<<Objetos[q]->ObtenerID(); 
    st<<(char)0; 
    int desde=std::max(Objetos[q]->ObtenerNumVelocidad()-300,0); 
    int contador=0; 
    double max=-1; 
    for (int r=desde+1;r<Objetos[q]->ObtenerNumVelocidad();r++) { 
     if (Objetos[q]->ObtenerVelocidad(r).y>max) { 
      max=Objetos[q]->ObtenerVelocidad(r-1).y; 
     }      
     cv::line(dib,cv::Point(contador,100-Objetos[q]-
>ObtenerVelocidad(r-1).y), 
      cv::Point(contador,100-Objetos[q]-
>ObtenerVelocidad(r).y),cv::Scalar(0,255,0)); 
     contador++; 
    } 
    std::strstream st2;     
    st2<<"Frame "<<numframe<<";Blob "<<st.str()<<";Max. val:"<<max; 
    st2<<(char)0; 
   
 cv::putText(dib,st2.str(),cv::Point(0,15),cv::FONT_HERSHEY_SIMPLEX,0.3,cv::Scalar(255,25
5,255));    
    listaimagenes.Agregar(std::string()+"Blob "+st.str(),dib,true); 
   } 
  } 
#endif 
 } 
 void DibujarAceleracion(cv::Mat imagenactual) { 
#ifdef dibujar 
  double framerate=30; 
  for (int q=0;q<Objetos.size();q++) { 
   if (Objetos[q]->ObtenerPosiblePersona()) { 
    cv::Mat dib=cv::Mat::zeros(200,300,CV_8UC3); 
    std::strstream st; 
    st<<Objetos[q]->ObtenerID(); 
    st<<(char)0; 
    int desde=std::max(Objetos[q]->ObtenerNumAceleracion()-300,0); 
    int contador=0; 
    double max=-1; 
    for (int r=desde+1;r<Objetos[q]->ObtenerNumAceleracion();r++) { 
     float acelact=Objetos[q]->ObtenerAceleracion(r).y; 
     float acelant=Objetos[q]->ObtenerAceleracion(r-1).y; 
     const float escalay=1; 
     if (acelact>max) { 
      max=acelact; 
     } 
     cv::line(dib,cv::Point(contador,100-escalay*acelant), 
      cv::Point(contador,100-
escalay*acelact),cv::Scalar(255,255,255)); 
     contador++; 
    } 
    std::strstream st2; 
    st2<<max<<endl; 
    st2<<(char)0; 
   
 cv::putText(dib,st2.str(),cv::Point(0,15),cv::FONT_HERSHEY_SIMPLEX,0.3,cv::Scalar(255,25
5,255)); 
     
    cv::imshow(st.str(),dib); 
   } 
 
  } 
#endif 
 } 
 cv::Mat Bordes(cv::Mat mat) { 
  if (mat.channels()>1) { 
   std::vector<cv::Mat> vec; 
   for (int i=0;i<mat.channels();i++) { 
    vec.push_back(cv::Mat()); 
   } 
   cv::split(mat,vec); 
   for (int i=0;i<mat.channels();i++) { 
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    cv::Mat aux; 
    cv::erode(vec[i],aux,cv::Mat::ones(3,3,CV_8U)); 
    vec[i]=vec[i]-aux; 
   } 
   cv::Mat res; 
   cv::merge(vec,res); 
   return res; 
  } else { 
   cv::Mat aux; 
   cv::erode(mat,aux,cv::Mat::ones(3,3,CV_8U)); 
   aux=mat-aux; 
   return aux; 
  } 
 } 
 cv::Mat DibujarTracking(Ref<IImagen> imagenactual,Ref<IImagen> sombras,bool 
omitirtracking) { 
#ifdef dibujar 
  Ref<IImagen> img=FabricaImagenes()->CrearImagen(imagenactual-
>ObtenerAncho(),imagenactual->ObtenerAlto(),3,Tipo8); 
 
  img->Limpiar(); 
  std::vector<std::vector<cv::Point> > ptdib; 
  ptdib.push_back(std::vector<cv::Point>()); 
  cv::Mat etiquetas=cv::Mat::zeros(imagenactual->ObtenerAlto(),imagenactual-
>ObtenerAncho(),CV_8UC3); 
  for (int q=0;q<Objetos.size();q++) { 
   ptdib[0].clear(); 
   CRectangulo rect1; 
   Objetos[q]->ObtenerPoligono()->ObtenerLimites(&rect1); 
   ObtenerRectangulo(rect1,ptdib[0]); 
   if (Objetos[q]->ObtenerPosiblePersona()) 
    Objetos[q]->Rellenar(img.Puntero(),cv::Scalar(0,255,0)); 
   else 
    Objetos[q]->Rellenar(img.Puntero(),cv::Scalar(255,0,0)); 
    
   if (Objetos[q]->ObtenerPosiblePersona()) { 
    CPunto pt=Objetos[q]->ObtenerPoligono()->CalcularCentroide(); 
    std::strstream st; 
    st<<Objetos[q]->ObtenerID(); 
    st<<(char)0; 
   
 cv::putText(etiquetas,st.str(),cv::Point(pt.cx,pt.cy),cv::FONT_HERSHEY_SIMPLEX,0.3,cv::S
calar(255,255,255)); 
   } 
   for (int s=0;s<Objetos[q]->ObtenerNumDesplazamientos();s++) { 
    if (Objetos[q]->ObtenerCaidaDetectada(s)) { 
     CPunto pt=Objetos[q]->ObtenerDesplazamiento(s); 
    
 cv::ellipse(etiquetas,cv::Point(pt.cx,pt.cy),cv::Size(5,5),0,0,360,cv::Scalar(255,255,25
5)); 
    } 
   } 
  } 
  std::strstream st2; 
  st2<<numframe; 




  cv::Mat dibtrack; 
  if (omitirtracking) { 
  } else { 
   dibtrack=DibujarTrackCabeza(imagenactual->ObtenerMatriz()); 
  } 
  cv::Mat matsombras=sombras->ObtenerMatriz(); 
  std::vector<cv::Mat> mt; 
  mt.push_back(cv::Mat::zeros(imagenactual->ObtenerMatriz().rows,imagenactual-
>ObtenerMatriz().cols,CV_8UC1)); 
  mt.push_back(mt[0]); 
  mt.push_back(matsombras); 
  cv::Mat fusion; 
  cv::merge(mt,fusion); 
 
  cv::Mat restrack; 
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  if (omitirtracking) { 
   restrack=img->ObtenerMatriz()/10+fusion/5; 
  } else { 
   restrack=img->ObtenerMatriz()/10+etiquetas+fusion/5; 
  } 
  if (omitirtracking) { 
   restrack=imagenactual->ObtenerMatriz()+restrack+Bordes(restrack)*2; 
  } else { 
   restrack=dibtrack+restrack+Bordes(restrack)*2; 
  } 
  restrack.convertTo(restrack,CV_8UC3); 
  return restrack; 
#endif 
 } 
 cv::Mat DibujarTrackCabeza(cv::Mat imagen) { 
  cv::Mat img=imagen.clone(); 
  for (int q=0;q<Objetos.size();q++) { 
   if (Objetos[q]->ObtenerPosiblePersona()) { 
    std::vector<cv::Point> trayectoria; 
    for (int r=0;r<Objetos[q]->ObtenerNumDesplazamientos();r++) { 
     trayectoria.push_back(cv::Point(Objetos[q]-
>ObtenerDesplazamiento(r).cx,Objetos[q]->ObtenerDesplazamiento(r).cy)); 
    } 
    if (trayectoria.size()>=2) { 
    
 cv::polylines(img,trayectoria,false,cv::Scalar(0,255,0)); 
    } 
    int radio=Objetos[q]->ObtenerTamCabeza(); 
    cv::circle(img,cv::Point(Objetos[q]->ObtenerPuntoTrack().cx, 
     Objetos[q]-
>ObtenerPuntoTrack().cy+radio),radio,cv::Scalar(255,0,0)); 
   } 
  } 
  return img; 
 } 















namespace DR { 
namespace SoporteBase { 
namespace Imagenes { 
 void MaxLim(cv::Mat mat,int limite); 
class CDetectorCaidas:public IDetectorCaidas { 
 bool primeravez; 
 Timer tiempotest; 
 Timer test; 
 int numframessaltados; 
 GeneradorFondo14 gv; 
 BuscadorObjetos15 bs; 
 Tracker7 tk2; 
 double anteriortiempo; 
 int numframegrabar; 
 ContadorEventos contador; 
 bool caidadetectada; 
 ListaImagenes lista; 
 
public: 
 CDetectorCaidas() { 
  primeravez=true; 
  numframessaltados=0; 
  anteriortiempo=-1; 
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  numframegrabar=-1; 
  caidadetectada=false; 
 } 
 virtual void AgregarImagen(double tiempo,double fps,IImagen *imagen, bool evitarescala, 
bool quitarsombras,bool aumentarcolor,bool evitarcambiosubito,bool relajardeteccion,bool 
mostrarimagenes) { 
   
  if (primeravez) { 
   tiempotest.Start(); 
   primeravez=false; 
  } 
  IListaParametros *parametrosentrada=FabricaImagenes()->CrearListaParametros(); 
  IListaParametros *parametrossalida=FabricaImagenes()->CrearListaParametros(); 
  test.Stop(); 
  lista.Limpiar(); 
  double decod=test.GetTime(); 
  Timer a; 
  a.Start(); 
  int ancho=imagen->ObtenerAncho(); 
  int alto=imagen->ObtenerAlto(); 
  Ref<IImagen> ref; 
  ref.Attach(imagen); 
  Ref<IImagen> mitad; 
  if (evitarescala) { 
   mitad=ref; 
  }else { 
   mitad=ref; 
   do { 
    mitad=mitad->ObtenerAncho()>400?mitad-
>ReducirResolucionMitad():mitad; 
   } while (mitad->ObtenerAncho()>400); 
  } 
  Ref<IImagen> suavizada=  
   mitad; 
  if (aumentarcolor)  
   suavizada=new CImagen(AumentarColor(mitad->ObtenerMatriz(),1.5)); 
  MaxLim(suavizada->ObtenerMatriz(),8); 
  a.Stop(); 
  double preproc=a.GetTime(); 
  a.Start(); 
  bool sintracking=false; 




   
  a.Stop(); 
  double fondo=a.GetTime(); 
  a.Start(); 












  a.Stop(); 
  double blobs=a.GetTime(); 
  a.Start(); 




  caidadetectada=res2; 
  if (res2) { 






  } 
  if (tiempo<anteriortiempo) { 
   std::cout<<"Frame posterior"<<std::endl; 
  } 
  anteriortiempo=tiempo; 
  a.Stop(); 
  double track=a.GetTime(); 
  if (tk.numframe%30==0) 
  
 std::cout<<"p:"<<preproc<<";f:"<<fondo<<";b:"<<blobs<<";t:"<<track<<";dc:"<<decod<<"t:"<
<preproc+fondo+blobs+track+decod<<"\r";   
   MSG msg; 
  int res=-1; 
  if (res=='g'||tk.numframe==numframegrabar) { 
   std::strstream st; 
   st<<"_"<<tk.numframe<<'\0'; 
   lista.guardar(st.str()); 
  } 
  test.Start();   
  FabricaImagenes()->LiberarListaParametros(parametrosentrada); 
  FabricaImagenes()->LiberarListaParametros(parametrossalida); 
  ref.Detach();   
 } 
 virtual bool CaidaDetectada() { 
  return caidadetectada; 
 } 
 virtual const char* ObtenerDescripcion(int indice) { 
  if (lista.ObtenerNumImagenes()<=indice||indice<0) return ""; 
  return lista.ObtenerDescripcion(indice);  
 } 
 virtual int ObtenerNumImagenes() { 
  return lista.ObtenerNumImagenes(); 
 } 
 virtual IImagen* ObtenerImagen(int indice) { 










namespace DR { 
const float ValuePI=std::atan(1.0)*4; 
struct Value { 
 double Height; 
 double Mean; 
 double Scale; 
 Value() { 
  Height=1; 
  Mean=0; 
  Scale=1; 
 } 
 double StandardDeviation() { 
  return std::sqrt(Scale/2); 
 } 
 static double ScaleFromStandardDeviation(double devest) { 
  return 2*devest*devest; 
 } 
 double LowerLimit(float factor) {   
  return -factor*StandardDeviation()+Mean; 
 } 
 double UpperLimit(float factor) {   
  return factor*StandardDeviation()+Mean; 
 } 
 inline double __fastcall Calculate(double x) { 
  double delta=(x-Mean); 




 inline void __fastcall FindFirstDerivatives(double x,double &scaleFirstDerivative,double 
&heightFirstDerivative) { 
  double delta=(x-Mean); 
  double deltac=delta*delta; 
  double factorsc=Height/(Scale*Scale); 
  heightFirstDerivative=::std::exp(-deltac/Scale); 
  scaleFirstDerivative=factorsc*deltac*heightFirstDerivative; 
 } 
 inline double __fastcall FindMeanFirstDerivative(double x) { 
  double delta=(x-Mean); 
  double deltac=delta*delta; 
  return 2*Height*delta*::std::exp(-delta*(delta/Scale))/Scale; 
 } 
 inline double __fastcall FindScaleFirstDerivative(double x) { 
  double delta=(x-Mean); 
  double deltac=delta*delta; 
  return Height*(deltac)*::std::exp(-deltac/Scale)/(Scale*Scale); 
 } 
 inline double __fastcall FindHeightFirstDerivative(double x) { 
  double delta=(x-Mean); 










using namespace std; 
extern bool getiterationdata; 
extern int iterationlimit; 
extern std::vector<int> iterationcount; 
extern std::vector<double> iterationerror; 
extern std::vector<double> previousiterationerror; 
namespace DR { 
class Function { 
 Value * values; 
 int nvalues; 
public: 
 Function(const Function& v2) { 
  nvalues=v2.nvalues; 
  values=new Value[nvalues]; 
  std::memcpy(values,v2.values,nvalues*sizeof(Value)); 
 } 
 Function(int valueCount) { 
  values=new Value[valueCount]; 
  nvalues=valueCount; 
 } 
 ~Function() { 
  if (values!=NULL) { 
   delete values; 
   values=NULL; 
  } 
 } 
 int GetValueCount() { 
  return nvalues; 
 } 
 Value& GetValue(int position) { 
  return values[position]; 
 } 
 double Evaluate(double position) { 
  double suma=0; 
  for (int i=0;i<nvalues;i++) { 
   suma+=values[i].Calculate(position); 
  } 
  return suma; 
 } 
 void Initialize(float *histogram,int *maximums,int tamhistogram) { 
  for (int i=0;i<nvalues;i++) { 
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   values[i].Mean=maximums[i]; 
   values[i].Height=histogram[maximums[i]];   
  } 
 } 
 double FindError(float *histogram,int numberOfDivisions) { 
  double errorabs=0; 
  for (int i=0;i<numberOfDivisions;i++) { 
   double error=histogram[i]-Evaluate(i); 
   errorabs+=error*error; 
  } 
  return errorabs; 
 } 
 double FindErrorAbs(float *histogram,int numberOfDivisions) { 
  double errorabs=0; 
  for (int i=0;i<numberOfDivisions;i++) { 
   double error=histogram[i]-Evaluate(i); 
   errorabs+=abs(error); 
  } 
  return errorabs; 
 } 
 double FindAverageError(float *histogram,int numberOfDivisions) { 
  double errorabs=0; 
  for (int i=0;i<numberOfDivisions;i++) { 
   double valcalc=Evaluate(i); 
   double error=histogram[i]-valcalc; 
   errorabs+=abs(error); 
  } 
  return errorabs/numberOfDivisions; 
 }  
 vector<double>widthScaleDerivatives; 
 vector<double>heightScaleDerivatives; 
 vector<double> differences; 
 void FindDistributions(float *histogram,int numberOfDivisions,double widthStep,double 
heightStep,int iteracion,bool ajusteexacto) { 
  double deriverrorsuma=0; 
  widthScaleDerivatives.clear(); 
  heightScaleDerivatives.clear(); 
  Value *v=values; 
  differences.clear(); 
  for (int u=0;u<numberOfDivisions;u++) { 
   double currentDifference=histogram[u]-Evaluate(u); 
   differences.push_back(currentDifference); 
  } 
  for (int o=0;o<nvalues;o++) { 
    
   double widthScaleFirstDerivative=0; 
   double heightwidthScaleFirstDerivative=0; 
   for (int u=0;u<numberOfDivisions;u++) { 
    double widthScaleFD1,heightScaleFD1; 
    double currentDifference=differences[u]; 
    v[o].FindFirstDerivatives(u,widthScaleFD1,heightScaleFD1); 
    widthScaleFirstDerivative+=currentDifference*widthScaleFD1; 
   
 heightwidthScaleFirstDerivative+=currentDifference*heightScaleFD1;  
   
   }    
   widthScaleFirstDerivative*=-2; 
   heightwidthScaleFirstDerivative*=-2; 
   widthScaleDerivatives.push_back(widthScaleFirstDerivative); 
   heightScaleDerivatives.push_back(heightwidthScaleFirstDerivative); 
  } 
  double limitedev=numberOfDivisions*0.05; 
  double valordev=Value::ScaleFromStandardDeviation(limitedev); 
  for (int q=0;q<nvalues;q++) { 
   double valanterior=values[q].Scale;    
   values[q].Scale-=widthScaleDerivatives[q]*widthStep; 
   double dev=values[q].StandardDeviation(); 
   if (!ajusteexacto&&dev>limitedev) { 
    values[q].Scale=valordev; 
   } 
   values[q].Height-=heightScaleDerivatives[q]*heightStep; 
   if (values[q].Scale<1E-6)  
    values[q].Scale=1E-6; 
   if (values[q].Height<1E-6)  
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    values[q].Height=1E-6; 
  }   
 } 
 
 void IterativeDistributionSearch(float *histogram,int numberOfDivisions,bool 
ajusteexacto) { 
  double minimumError=1E300; 
  double widthStep=5E-5; 
  double heightStep=5E-4; 
  int previousMinimumIndex=0; 
  double previousError; 
   
  int minimumindex=-1; 
  double errorabs=-1; 
  int itcount=iterationlimit; 
  for (int i=0;i<iterationlimit;i++) { 
   previousError=errorabs; 
  
 FindDistributions(histogram,numberOfDivisions,widthStep,heightStep,i,ajusteexacto); 
   errorabs=FindErrorAbs(histogram,numberOfDivisions);  
   
   if (errorabs<minimumError) { 
    previousMinimumIndex=i; 
    minimumError=errorabs; 
    minimumindex=i; 
   } 
   if (abs(errorabs-previousError)<1E-4) { 
    itcount=i+1; 
    cerr<<"iterations:"<<i<<endl; 
    break; 
   }    
  } 
  if (getiterationdata) { 
   iterationcount.push_back(itcount); 
   iterationerror.push_back(errorabs); 
   previousiterationerror.push_back(previousError); 
  } 
  cerr<<"minimum index:"<<minimumindex<<endl; 
  cerr<<"minimum error:"<<minimumError<<endl; 
  cerr<<"previous to last iteration error:"<<previousError<<endl; 



















namespace DR { 
 cv::Mat ColorImage(cv::Mat source,cv::Mat mat); 
double intervalos[]; 
class ImageThresholder2 { 
 vector<ThresholdSet<double,int>> thresholdacum; 
 double uniformity; 
public: 
 vector<ThresholdSet<double,int>>& GetThresholds() { 
  return thresholdacum; 
 } 
 double GetUniformity() { 
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  return uniformity; 
 } 
 struct InfoMaximum { 
  int maximum; 
  int mininterval; 
  float valmax; 
 }; 
 static int sortmaximum(const void *a,const void *b) { 
  InfoMaximum *m=(InfoMaximum *)a; 
  InfoMaximum *n=(InfoMaximum *)b; 
  int val=m->mininterval-n->mininterval; 
  if (val==0) { 
   val=(m->maximum-n->maximum); 
  } 
  return val; 
 } 
 static int sortmaximum2(const void *a,const void *b) { 
  InfoMaximum *m=(InfoMaximum *)a; 
  InfoMaximum *n=(InfoMaximum *)b; 
  return m->maximum-n->maximum; 
 } 
 static double ValThreshold(double mean1, double std1, double mean2, double std2){ 
  mean1=std::floor(mean1); 
  mean2=std::ceil(mean2); 
  double t=0; 
  int numint=680; 
  double antdif2=-1E100; 
  for (double threshold=mean1; threshold<=mean2; threshold+=1) { 
   double v1=(threshold-mean1)/std1; 
   double v2=-(threshold-mean2)/std2; 
   int p1=v1*100; 
   int p2=v2*100; 
   double prob1,prob2; 
   if (p1>=numint||p2>=numint) { 
    double a=mean1+std1*2; 
    double b=mean2-std2*2; 
    if (a>mean2) a=mean2; 
    if (b<mean1) b=mean1; 
    return (a*std1+b*std2)/(std1+std2); 
   } 
   prob1=intervalos[p1]; 
   prob2=intervalos[p2]; 
   double sum=prob2+prob1; 
   if (sum>antdif2) { 
    t=threshold; 
   } else 
    break; 
   antdif2=sum; 
  } 
  return t; 
 } 
  
 static void Threshold1(cv::Mat& source,int numberOfDivisionsgrid,int 
numberOfDivisions,int channel,bool reduceExtremeValues,bool saturateExtremeColors,bool 
useMeanValues,ThresholdSet<double,int> &set, bool drawVisualization,vector<string> 
&dataNames,vector<cv::Mat> &algorithmData,bool includeResults,vector<string> &results,bool 
exactFit) { 
  int numdivnrows=source.rows/numberOfDivisionsgrid; 
  int numdivcolumns=source.cols/numberOfDivisionsgrid; 
  int saldonrows=source.rows%numberOfDivisionsgrid; 
  int saldocolumns=source.cols%numberOfDivisionsgrid; 
  for (int nrow=0;nrow<numberOfDivisionsgrid;nrow++) { 
   int ininrow=nrow*numdivnrows; 
   int extremonrow=ininrow+numdivnrows+(nrow==(numberOfDivisionsgrid-
1)?saldonrows:0); 
   
   for (int column=0;column<numberOfDivisionsgrid;column++) { 
    int inicolumn=column*numdivcolumns; 
    int 
extremocolumn=inicolumn+1*numdivcolumns+(column==(numberOfDivisionsgrid-1)?saldocolumns:0); 
    cv::Mat 
mat=source.rowRange(ininrow,extremonrow).colRange(inicolumn,extremocolumn);  
    
    int numcanales=mat.channels(); 
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    cv::Mat histogram; 
    int canales[]={0}; 
    int tamhist[]={256}; 
    float rangos1[]={0,255}; 
    float *rangos[]={rangos1}; 
    cv::calcHist(&mat,1,canales,cv::Mat(),histogram,1,tamhist,(const 
float **)rangos,true,false); 
    uchar *puntero=histogram.data; 
    if (reduceExtremeValues) { 
     for (int i=0;i<256;i++) { 
      float value=histogram.at<float>(cvPoint(0,i)); 
      if (value==0) value=1; 
      histogram.at<float>(cvPoint(0,i))=log(value); 
     } 
      
    } 
    float *hist=(float*)histogram.data; 
    double minval=hist[0]; 
    for (int i=1;i<256;i++) { 
     if (hist[i]<minval) { 
      minval=hist[i]; 
     } 
    } 
    double maxval=-1E10; 
    for (int i=0;i<256;i++) { 
     hist[i]-=minval; 
     if (hist[i]>maxval) { 
      maxval=hist[i]; 
     }   
    } 
    float maximumExpectedValue=1024; 
    float histogramScale=maximumExpectedValue/maxval; 
    for (int i=0;i<256;i++) { 
     hist[i]*=histogramScale;   
    } 
    vector<int> maximums; 
    vector<int> anterior; 
    vector<double> thresholds; 
    vector<int> colores; 
    cv::Mat hinicial=histogram.clone(); 
    cv::Mat hanteriorhistogram=hinicial.clone(); 
    do { 
     maximums.clear(); 
    
 ThresholdGenerator::FindMaximums((float*)histogram.data,histogram.rows,maximums); 
     reintentar3: 
     for (std::vector<int>::iterator 
it=maximums.begin();it!=maximums.end();it++) { 
      if (((float*)histogram.data)[*it]<1) { 
       maximums.erase(it); 
       goto reintentar3; 
      } 
     } 
     if (maximums.size()>numberOfDivisions) { 
      cv::Mat aux=hanteriorhistogram; 
     
 ::cv::blur(hanteriorhistogram,histogram,cvSize(1,3)); 
      hanteriorhistogram=histogram; 
      histogram=aux; 
      anterior=maximums; 
     } 
    } while (maximums.size()>numberOfDivisions); 
    if (maximums.size()<numberOfDivisions&&anterior.size()>0) { 
     histogram=hanteriorhistogram; 
     maximums=anterior; 
    } 
    if (maximums.size()>numberOfDivisions) { 
    recalc: 
     std::vector<InfoMaximum> info; 
     for (int i=0;i<maximums.size();i++) { 
      int interval1; 
      int interval2; 
      if (i==0) 
       interval1=maximums[i]+128; 
 153 
 
      else 
       interval1=maximums[i]-maximums[i-1]; 
      if (i==maximums.size()-1) 
       interval2=255-maximums[i]+128; 
      else 
       interval2=maximums[i+1]-maximums[i]; 
      InfoMaximum info2; 
      info2.maximum=maximums[i]; 
      info2.mininterval=min(interval1,interval2); 
      info2.valmax=((float 
*)histogram.data)[info2.maximum]; 
      info.push_back(info2); 
     } 
    
 qsort(&info[0],info.size(),sizeof(InfoMaximum),sortmaximum); 
     for (int i=0;i<info.size();i++) { 
      if (info[i].mininterval==info[i+1].mininterval) 
{ 
       if (info[i].valmax>info[i+1].valmax) { 
        info.erase(info.begin()+i+1); 
       } else 
        info.erase(info.begin()+i); 
       break; 
      } 
     } 
    
 qsort(&info[0],info.size(),sizeof(InfoMaximum),sortmaximum2); 
     std::vector<int> max2; 
     for (int i=0;i<info.size();i++) { 
      max2.push_back(info[i].maximum); 
     } 
     maximums=max2; 
     info.clear(); 
     if (maximums.size()>numberOfDivisions) 
      goto recalc; 
    } 
    if (maximums.size()==0) { 
     maximums=anterior; 
    } 
    if (maximums.size()==0) { 
     maximums.push_back(127); 
    } 
    
    for (int i=0;i<histogram.rows;i++) { 
     float *datos=(float*)puntero; 
     for (int o=0;o<histogram.cols;o++) { 
      float d=datos[o]; 
     } 
     puntero+=histogram.step; 
    } 
     
    uchar *row=mat.data;  
    
    Function f(maximums.size()); 
    bool useOriginalHistogram=true; 
    if (useOriginalHistogram) { 
     f.Initialize((float*)hinicial.data,&(maximums[0]),256); 
    
 f.IterativeDistributionSearch((float*)hinicial.data,256,exactFit);  
    
    } else { 
     f.Initialize((float*)histogram.data,&(maximums[0]),256); 
    
 f.IterativeDistributionSearch((float*)histogram.data,256,exactFit); 
    } 
    for (int i=0;i<f.GetValueCount()-1;i++) { 
     Value v1=f.GetValue(i);   
     double inf1=v1.LowerLimit(2); 
     double inf2=v1.UpperLimit(2); 
     Value v2=f.GetValue(i+1); 
     double inf3=v2.LowerLimit(2); 
     double inf4=v2.UpperLimit(2); 




     thresholds.push_back(puntothreshold); 
    } 
    if (thresholds.size()==0) {  
     thresholds.push_back(f.GetValue(0).Mean); 
     colores.push_back(0); 
     colores.push_back(255); 
      
    } else if (useMeanValues) { 
     for (unsigned int i=0;i<f.GetValueCount();i++) { 
      colores.push_back(f.GetValue(i).Mean); 
     } 
     if (saturateExtremeColors) { 
      colores[0]=0; 
      colores[colores.size()-1]=255; 
     }      
    } else { 
     double delta=255.0/thresholds.size(); 
     if (!saturateExtremeColors) { 
     
 colores.push_back(std::max<double>(f.GetValue(0).Mean-
f.GetValue(0).StandardDeviation()*2,0)); 
     } else { 
      colores.push_back(0); 
     } 
     for (unsigned int i=0;i<thresholds.size();i++) { 
      colores.push_back(thresholds.at(i)); 
     } 
     if (!saturateExtremeColors) { 
      Value v=f.GetValue(f.GetValueCount()-1); 
     
 colores.push_back(std::min<double>(v.Mean+2*v.StandardDeviation(),255)); 
     } else { 
      colores.push_back(255); 
     } 
    } 
    for (int q=0;q<thresholds.size();q++) { 
     thresholds[q]=std::ceil(thresholds[q]); 
    } 
    if (includeResults) { 
     char buf[1000]; 
     sprintf(buf,"Thresholds Channel %i",channel); 
     results.push_back(string(buf)); 
     for (int i=0;i<thresholds.size();i++) { 
      sprintf(buf,"T%i:%g",i,thresholds[i]); 
      results.push_back(string(buf)); 
     } 
     sprintf(buf,"Colors Channel %i",channel); 
     results.push_back(string(buf)); 
     for (int i=0;i<colores.size();i++) { 
      sprintf(buf,"C%i:%i",i,colores[i]); 
      results.push_back(string(buf)); 
     } 
     for (int i=0;i<f.GetValueCount();i++) { 
      Value v=f.GetValue(i); 
      sprintf(buf,"Distribution %i",i); 
      results.push_back(string(buf)); 
      sprintf(buf,"Mean:%g",v.Mean); 
      results.push_back(string(buf)); 
      sprintf(buf,"Height Scale:%g",v.Height); 
      results.push_back(string(buf)); 
      sprintf(buf,"Width Scale:%g",v.Scale); 
      
      results.push_back(string(buf)); 
     
 sprintf(buf,"Std.Dev.:%g",v.StandardDeviation());    
   
      results.push_back(string(buf)); 
     } 
 
    } 
    if (drawVisualization) { 
     float maxval=-100; 
     for (int i=0;i<hinicial.rows;i++) { 
      float val=hinicial.at<float>(cvPoint(0,i)); 
 155 
 
      if (val>maxval) maxval=val; 
     } 
     cv::Mat m(256,400,CV_8UC3); 
     memset(m.data,255,256*m.step); 
     for (int i=0;i<255;i++) { 
     
 ::cv::line(m,cv::Point(0,i),cv::Point(400*histogram.at<float>(cvPoint(0,i))/maxval,i),cv
Scalar(0,200,255)); 
     } 
     for (int i=1;i<255;i++) { 
     
 ::cv::line(m,cv::Point(400*hinicial.at<float>(cvPoint(0,i-1))/maxval,i-1), 
      
 cv::Point(400*hinicial.at<float>(cvPoint(0,i))/maxval,i), 
       cvScalar(0,0,255),1); 
     } 
     for (int i=1;i<255;i++) { 
      for (int q=0;q<f.GetValueCount();q++) { 
      
 ::cv::line(m,cvPoint(400*f.GetValue(q).Calculate(i-1)/maxval,i-
1),cvPoint(400*f.GetValue(q).Calculate(i)/maxval,i),cvScalar(128,128,128),1); 
      } 
      ::cv::line(m,cvPoint(400*f.Evaluate(i-
1)/maxval,i-1),cvPoint(400*f.Evaluate(i)/maxval,i),cvScalar(0,0,0),1); 
     } 
     for (int i=0;i<thresholds.size();i++) { 
     
 ::cv::line(m,cvPoint(0,thresholds.at(i)),cvPoint(400,thresholds.at(i)),cvScalar(255,0,0)
,1); 
     } 
     for (int i=0;i<colores.size();i++) { 
     
 ::cv::line(m,cvPoint(0,colores.at(i)),cvPoint(400,colores.at(i)),cvScalar(0,128,0),1); 
     } 
     char texto[100]; 
     sprintf(texto,"Channel %d; Row %d, Column 
%d",(int)channel,(int)nrow,(int)column); 
     dataNames.push_back(texto); 
     algorithmData.push_back(m); 
    } 
 
     
    ThresholdManager<double,int> 
&t=set.AddThresholdManager(ininrow,inicolumn,extremonrow-ininrow,extremocolumn-inicolumn); 
    for (unsigned int i=0;i<thresholds.size();i++) { 
     t.AddThreshold(thresholds.at(i)); 
    } 
    for (unsigned int i=0;i<colores.size();i++) { 
     t.AddColor(colores.at(i)); 
    } 
   } 





 void Threshold(cv::Mat &source,cv::Mat &result, int gridDivisions, int divisions,double 
combineFactor,bool saturateExtremeColors,bool useMeanValues,bool reduceExtremeValues,bool 
generateVisualization,vector<string> &imageNames,vector<cv::Mat>& images,bool 
includeResults,vector<string>&results,bool exactFit) { 
  if (result.rows==0&&result.cols==0) { 
   result=cv::Mat(source.rows,source.cols,source.type()); 
  } 
  if (thresholdacum.size()==0) { 
    
   for (int i=0;i<source.channels();i++) { 
    thresholdacum.push_back(ThresholdSet<double,int>()); 
   }       
  } 
  if (source.channels()!=1) { 
   vector<cv::Mat> channels; 
   vector<cv::Mat> ressum; 
   ::cv::split(source,channels); 
   double unisum=0; 
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   for (unsigned q=0;q<channels.size();q++) { 
   
 ressum.push_back(cv::Mat(source.rows,source.cols,CV_MAKETYPE(source.depth(),1))); 
    ThresholdSet<double,int> s; 
   
 Threshold1(channels[q],gridDivisions,divisions,q,reduceExtremeValues,saturateExtremeColo
rs,useMeanValues,s,generateVisualization,imageNames,images,includeResults,results,exactFit); 
    thresholdacum[q].Combine(divisions-1,combineFactor,s); 
    thresholdacum[q].Apply(channels[q],ressum[q]); 
    { 
     char buf[100]; 
     double uniformity; 
    
 uniformity=FindUniformity(s.GetThresholdManager(0).GetThresholdCount()+1,channels[q],res
sum[q]); 
     unisum+=uniformity; 
     sprintf(buf,"Uniformity:%g",uniformity); 
     results.push_back(string(buf)); 
     ressum[q]=ColorImage(channels[q],ressum[q]); 
    } 
     
   } 
   ::cv::merge(ressum,result); 
   { 
    char buf[100]; 
    double uniformity=unisum/channels.size(); 
    sprintf(buf,"Combined Uniformity:%g",uniformity); 
    this->uniformity=uniformity; 
    results.push_back(string(buf)); 
     
   } 
    
  } else { 
   int q=0; 




   thresholdacum[q].Combine(divisions-1,combineFactor,s); 
   thresholdacum[q].Apply(source,result); 
   { 
    char buf[100]; 
    double 
uniformity=FindUniformity(s.GetThresholdManager(0).GetThresholdCount()+1,source,result); 
    sprintf(buf,"Uniformity:%g",uniformity); 
    this->uniformity=uniformity; 
    results.push_back(string(buf)); 
    result=ColorImage(source,result); 
   } 
    














































































































































namespace DR { 
struct Value2 { 
 double Height; 
 double Mean; 
 double Scale; 
 Value2() { 
  Height=1; 
  Mean=0; 
  Scale=1; 
 } 
 double StandardDeviation() { 
  return std::sqrt(Scale/2); 
 } 
 static double ScaleFromStandardDeviation(double devest) { 
  return 2*devest*devest; 
 } 
 double LowerLimit(float factor) {   
  return -factor*StandardDeviation()+Mean; 
 } 
 double UpperLimit(float factor) { 
  return factor*StandardDeviation()+Mean; 
 } 
 inline double __fastcall Calculate(double x) { 
  double delta=(x-Mean); 
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  return Height*::std::exp(-delta*delta/Scale); 
 } 
 inline void __fastcall FindFirstDerivatives(double x,double &scaleFirstDerivative,double 
&heightFirstDerivative) { 
  double delta=(x-Mean); 
  double deltac=delta*delta; 
  double factorsc=Height/(Scale*Scale); 
  heightFirstDerivative=::std::exp(-deltac/Scale); 












using namespace std; 
extern bool getiterationdata; 
extern int iterationlimit; 
extern std::vector<int> iterationcount; 
extern std::vector<double> iterationerror; 
extern std::vector<double> previousiterationerror; 
namespace DR { 
class Function2 { 
 Value2 * values; 
 int nvalues; 
public: 
 Function2(const Function2& v2) { 
  nvalues=v2.nvalues; 
  values=new Value2[nvalues]; 
  std::memcpy(values,v2.values,nvalues*sizeof(Value2)); 
 } 
 Function2(int valueCount) { 
  values=new Value2[valueCount]; 
  nvalues=valueCount; 
 } 
 ~Function2() { 
  if (values!=NULL) { 
   delete values; 
   values=NULL; 
  } 
 } 
 int GetValueCount() { 
  return nvalues; 
 } 
 Value2& GetValue(int position) { 
  return values[position]; 
 } 
 double Evaluate(double position) { 
  double suma=0; 
  for (int i=0;i<nvalues;i++) { 
   suma+=values[i].Calculate(position); 
  } 
  return suma; 
 } 
 void Initialize(float *histogram,int *maximums,int tamhistogram) { 
  for (int i=0;i<nvalues;i++) { 
   values[i].Mean=maximums[i]; 
   values[i].Height=histogram[maximums[i]];   
  } 
 } 
 double FindError(float *histogram,int numberOfDivisions) { 
  double errorabs=0; 
  for (int i=0;i<numberOfDivisions;i++) { 
   double error=histogram[i]-Evaluate(i); 
   errorabs+=error*error; 
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  } 
  return errorabs; 
 } 
 double FindErrorAbs(float *histogram,int numberOfDivisions) { 
  double errorabs=0; 
  for (int i=0;i<numberOfDivisions;i++) { 
   double error=histogram[i]-Evaluate(i); 
   errorabs+=abs(error); 
  } 
  return errorabs; 
 } 
 double FindAverageError(float *histogram,int numberOfDivisions) { 
  double errorabs=0; 
  for (int i=0;i<numberOfDivisions;i++) { 
   double valcalc=Evaluate(i); 
   double error=histogram[i]-valcalc; 
   errorabs+=abs(error); 
  } 
  return errorabs/numberOfDivisions; 
 }  
 vector<double>widthScaleDerivatives; 
 vector<double>heightScaleDerivatives; 
 vector<double> differences; 
 
 void FindDistributions(float *histogram,int numberOfDivisions,double widthStep,double 
heightStep,int iteracion,bool ajusteexacto) { 
  double deriverrorsuma=0; 
  widthScaleDerivatives.clear(); 
  heightScaleDerivatives.clear(); 
  differences.clear(); 
  Value2 *v=values; 
  for (int u=0;u<numberOfDivisions;u++) { 
   double currentDifference=histogram[u]-Evaluate(u); 
   differences.push_back(currentDifference); 
  } 
  for (int o=0;o<nvalues;o++) { 
    
   double widthScaleFirstDerivative=0; 
   double heightwidthScaleFirstDerivative=0; 
   for (int u=0;u<numberOfDivisions;u++) { 
    double widthScaleFD1,heightScaleFD1; 
    double currentDifference=differences[u]; 
    v[o].FindFirstDerivatives(u,widthScaleFD1,heightScaleFD1); 
    widthScaleFirstDerivative+=currentDifference*widthScaleFD1; 
   
 heightwidthScaleFirstDerivative+=currentDifference*heightScaleFD1;  
   
   }    
   widthScaleFirstDerivative*=-2; 
   heightwidthScaleFirstDerivative*=-2; 
   widthScaleDerivatives.push_back(widthScaleFirstDerivative); 
   heightScaleDerivatives.push_back(heightwidthScaleFirstDerivative); 
  } 
   
  for (int q=0;q<nvalues;q++) { 
   double valanterior=values[q].Scale;    
   values[q].Scale-=widthScaleDerivatives[q]*widthStep; 
   double dev=values[q].StandardDeviation(); 
   double limitedev; 
   if (q==0) { 
    limitedev=(values[q+1].Mean-0)/2; 
   } else if (q==nvalues-1) { 
    limitedev=(255-values[q-1].Mean)/2; 
   } else { 
    limitedev=(values[q+1].Mean-values[q-1].Mean)/2; 
   } 
   double valordev=Value2::ScaleFromStandardDeviation(limitedev); 
   if (!ajusteexacto&&dev>limitedev) { 
    values[q].Scale=valordev; 
   } 
   values[q].Height-=heightScaleDerivatives[q]*heightStep; 
   if (values[q].Scale<1E-10)  
    values[q].Scale=1E-10; 
   if (values[q].Height<1E-6)  
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    values[q].Height=1E-6; 
  }   
 } 
 
 void IterativeDistributionSearch(float *histogram,int numberOfDivisions,bool 
ajusteexacto) { 
  double minimumError=1E300; 
  double widthStep=5E-5; 
  double heightStep=5E-4; 
  int previousMinimumIndex=0; 
  double previousError; 
   
  int minimumindex=-1; 
  double errorabs=-1; 
  int itcount=iterationlimit; 
  for (int i=0;i<iterationlimit;i++) { 
   previousError=errorabs; 
  
 FindDistributions(histogram,numberOfDivisions,widthStep,heightStep,i,ajusteexacto); 
   errorabs=FindErrorAbs(histogram,numberOfDivisions);  
   
   if (errorabs<minimumError) { 
    previousMinimumIndex=i; 
    minimumError=errorabs; 
    minimumindex=i; 
   } 
   if (abs(errorabs-previousError)<1E-4) { 
    itcount=i+1; 
    cerr<<"iterations:"<<i<<endl; 
    break; 
   } 
   if (i%500==0) 
    std::cout<<i<<"\r"; 
  } 
  if (getiterationdata) { 
   iterationcount.push_back(itcount); 
   iterationerror.push_back(errorabs); 
   previousiterationerror.push_back(previousError); 
  } 
  cerr<<"minimum index:"<<minimumindex<<endl; 
  cerr<<"minimum error:"<<minimumError<<endl; 
  cerr<<"previous to last iteration error:"<<previousError<<endl; 




















namespace DR { 
cv::Mat BeginPlot() { 
 cv::Mat img=cv::Mat::zeros(255,255,CV_8UC3); 
 return img; 
} 
template<class T> 
void AddPlot(cv::Mat img,unsigned count,T*data,cv::Scalar color=cv::Scalar(0,0,255),double 
valmin=1E100,double valmax=1E100,double scaleheight=1.0) { 
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 double maxval=-1E100; 
 double minval=1E100; 
 for (int i=0;i<count;i++) { 
  if (data[i]>maxval) maxval=data[i]; 
  if (data[i]<minval) minval=data[i]; 
 } 
 if (valmin!=1E100) { 
  minval=valmin; 
 } 
 if (valmax!=1E100) { 
  maxval=valmax; 
 } 
 double scale=255; 
 double interval=maxval-minval; 
 for (int i=1;i<count;i++) { 
  cv::line(img,cv::Point(i-1,scale-(data[i-1]-
minval)*scale*scaleheight/(interval)), 
   cv::Point(i,scale-(data[i]-minval)*scale*scaleheight/(interval)),color); 
 } 
} 
class ImageThresholder3 { 
 vector<ThresholdSet<double,int>> thresholdacum; 
 double uniformity; 
public: 
 vector<ThresholdSet<double,int>>& GetThresholds() { 
  return thresholdacum; 
 } 
 double GetUniformity() { 
  return uniformity; 
 } 
 static double ComputeDistribution(double value,double mean,double std,double height) { 
  double a=value-mean; 
  return height*std::exp(-(a*a)/(2*std*std)); 
 } 
 struct InfoMaximum { 
  int maximum; 
  int mininterval; 
  float valmax; 
 }; 
 static int sortmaximum(const void *a,const void *b) { 
  InfoMaximum *m=(InfoMaximum *)a; 
  InfoMaximum *n=(InfoMaximum *)b; 
  int val=m->mininterval-n->mininterval; 
  if (val==0) { 
   val=(m->maximum-n->maximum); 
  } 
  return val; 
 } 
 static int sortmaximum2(const void *a,const void *b) { 
  InfoMaximum *m=(InfoMaximum *)a; 
  InfoMaximum *n=(InfoMaximum *)b; 
  return m->maximum-n->maximum; 
 } 
 static double ValThreshold(float *hist,double mean1, double std1, double height1, double 
mean2, double std2, double height2) { 
  mean1=floor(mean1); 
  mean2=ceil(mean2); 
  float *prob1=new float[256]; 
  float *prob2=new float[256]; 
  std::memset(prob1,0,sizeof(float)*256); 
  std::memset(prob2,0,sizeof(float)*256); 
  float sum1=0,sum2=0; 
  double t,t1,t2; 
  { 
   double antdif=-1E100; 
   double threshold=mean1; 
   for (int i=mean1;i<=mean2;i++) { 
    double sum2=0; 
    double sum=0; 
    for (int x=i;x<=mean2;x++) { 
     sum+=hist[x]; 
     sum2+=ComputeDistribution(x,mean1,std1,height1); 
    } 
    sum=0.5+sum-2*sum2; 
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    if (sum>antdif) { 
     threshold=i; 
     antdif=sum; 
    } 
     
   } 
   t1=threshold; 
   for (int i=mean1;i<=mean2;i++) { 
    prob1[i]=ComputeDistribution(i,mean1,std1,height1); 
    prob2[i]=hist[i]-prob1[i]; 
   } 
   double antdif=-1E100; 
   double threshold=mean1; 
   for (int i=mean1;i<=mean2;i++) { 
    double sum2=0; 
    double sum=0; 
    for (int x=mean1;x<i;x++) { 
     sum+=hist[x]; 
     sum2+=ComputeDistribution(x,mean2,std2,height2); 
    } 
    sum=0.5+sum-2*sum2; 
    if (sum>antdif) { 
     threshold=i; 
     antdif=sum; 
    }     
   } 
   t2=threshold; 
  } 
   
  t=(t1+t2)/2; 
   
  cv::Mat mat=BeginPlot(); 
  AddPlot<float>(mat,256,hist,cv::Scalar(0,255,0),0,0.5,1/1024.0); 
  AddPlot<float>(mat,256,prob1,cv::Scalar(255,0,0),0,0.5,1/1024.0); 
  AddPlot<float>(mat,256,prob2,cv::Scalar(0,0,255),0,0.5,1/1024.0); 
  cv::imshow("probs",mat); 
  std::cout<<"STD1:"<<std1<<";STD2:"<<std2<<std::endl; 
  cv::waitKey(1); 
  delete []prob1; 
  delete []prob2; 
  return t; 
 
 } 
 typedef Function2 Function; 
 typedef Value2 Value; 
 static void Threshold1(cv::Mat& source,int numberOfDivisionsgrid,int 
numberOfDivisions,int channel,bool reduceExtremeValues,bool saturateExtremeColors,bool 
useMeanValues,ThresholdSet<double,int> &set, bool drawVisualization,vector<string> 
&dataNames,vector<cv::Mat> &algorithmData,bool includeResults,vector<string> &results,bool 
exactFit) { 
  int numdivnrows=source.rows/numberOfDivisionsgrid; 
  int numdivcolumns=source.cols/numberOfDivisionsgrid; 
  int saldonrows=source.rows%numberOfDivisionsgrid; 
  int saldocolumns=source.cols%numberOfDivisionsgrid; 
  for (int nrow=0;nrow<numberOfDivisionsgrid;nrow++) { 
   int ininrow=nrow*numdivnrows; 
   int extremonrow=ininrow+numdivnrows+(nrow==(numberOfDivisionsgrid-
1)?saldonrows:0); 
   
   for (int column=0;column<numberOfDivisionsgrid;column++) { 
    int inicolumn=column*numdivcolumns; 
    int 
extremocolumn=inicolumn+1*numdivcolumns+(column==(numberOfDivisionsgrid-1)?saldocolumns:0); 
    cv::Mat 
mat=source.rowRange(ininrow,extremonrow).colRange(inicolumn,extremocolumn);  
    
    int numcanales=mat.channels(); 
    cv::Mat histogram; 
    int canales[]={0}; 
    int tamhist[]={256}; 
    float rangos1[]={0,255}; 
    float *rangos[]={rangos1}; 




    uchar *puntero=histogram.data; 
    if (reduceExtremeValues) { 
     for (int i=0;i<256;i++) { 
      float value=histogram.at<float>(cvPoint(0,i)); 
      if (value==0) value=1; 
      histogram.at<float>(cvPoint(0,i))=log(value); 
     } 
      
    } 
    float *hist=(float*)histogram.data; 
    double minval=hist[0]; 
    for (int i=1;i<256;i++) { 
     if (hist[i]<minval) { 
      minval=hist[i]; 
     } 
    } 
    double maxval=-1E10; 
    for (int i=0;i<256;i++) { 
     hist[i]-=minval; 
     if (hist[i]>maxval) { 
      maxval=hist[i]; 
     }   
    } 
    float maximumExpectedValue=1024; 
    float histogramScale=maximumExpectedValue/maxval; 
    for (int i=0;i<256;i++) { 
     hist[i]*=histogramScale;   
    } 
    vector<int> maximums; 
    vector<int> anterior; 
    vector<double> thresholds; 
    vector<int> colores; 
    cv::Mat hinicial=histogram.clone(); 
    cv::Mat hanteriorhistogram=hinicial.clone(); 
    do { 
     maximums.clear(); 
    
 ThresholdGenerator::FindMaximums((float*)histogram.data,histogram.rows,maximums); 
     reintentar3: 
     for (std::vector<int>::iterator 
it=maximums.begin();it!=maximums.end();it++) { 
      if (((float*)histogram.data)[*it]<1) { 
       maximums.erase(it); 
       goto reintentar3; 
      } 
     } 
     if (maximums.size()>numberOfDivisions) { 
      cv::Mat aux=hanteriorhistogram; 
     
 ::cv::blur(hanteriorhistogram,histogram,cvSize(1,3)); 
      hanteriorhistogram=histogram; 
      histogram=aux; 
      anterior=maximums; 
     } 
    } while (maximums.size()>numberOfDivisions); 
    if (maximums.size()<numberOfDivisions&&anterior.size()>0) { 
     histogram=hanteriorhistogram; 
     maximums=anterior; 
    } 
    if (maximums.size()>numberOfDivisions) { 
    recalc: 
     std::vector<InfoMaximum> info; 
     for (int i=0;i<maximums.size();i++) { 
      int interval1; 
      int interval2; 
      if (i==0) 
       interval1=maximums[i]+128; 
      else 
       interval1=maximums[i]-maximums[i-1]; 
      if (i==maximums.size()-1) 
       interval2=255-maximums[i]+128; 
      else 
       interval2=maximums[i+1]-maximums[i]; 
      InfoMaximum info2; 
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      info2.maximum=maximums[i]; 
      info2.mininterval=min(interval1,interval2); 
      info2.valmax=((float 
*)histogram.data)[info2.maximum]; 
      info.push_back(info2); 
     } 
    
 qsort(&info[0],info.size(),sizeof(InfoMaximum),sortmaximum); 
     for (int i=0;i<info.size();i++) { 
      if (info[i].mininterval==info[i+1].mininterval) 
{ 
       if (info[i].valmax>info[i+1].valmax) { 
        info.erase(info.begin()+i+1); 
       } else 
        info.erase(info.begin()+i); 
       break; 
      } 
     } 
    
 qsort(&info[0],info.size(),sizeof(InfoMaximum),sortmaximum2); 
     std::vector<int> max2; 
     for (int i=0;i<info.size();i++) { 
      max2.push_back(info[i].maximum); 
     } 
     maximums=max2; 
     info.clear(); 
     if (maximums.size()>numberOfDivisions) 
      goto recalc; 
    } 
 
    if (maximums.size()==0) { 
     maximums=anterior; 
    } 
    if (maximums.size()==0) { 
     maximums.push_back(127); 
    } 
    
    for (int i=0;i<histogram.rows;i++) { 
     float *datos=(float*)puntero; 
     for (int o=0;o<histogram.cols;o++) { 
      float d=datos[o]; 
     } 
     puntero+=histogram.step; 
    } 
     
    uchar *row=mat.data;  
    Function f(maximums.size()); 
    bool useOriginalHistogram=true; 
    if (useOriginalHistogram) { 
     f.Initialize((float*)hinicial.data,&(maximums[0]),256); 
    
 f.IterativeDistributionSearch((float*)hinicial.data,256,exactFit);  
    
    } else { 
     f.Initialize((float*)histogram.data,&(maximums[0]),256); 
    
 f.IterativeDistributionSearch((float*)histogram.data,256,exactFit); 
    } 
     
    for (int i=0;i<f.GetValueCount()-1;i++) { 
     Value v1=f.GetValue(i);   
     double inf1=v1.LowerLimit(2); 
     double inf2=v1.UpperLimit(2); 
     Value v2=f.GetValue(i+1); 
     double inf3=v2.LowerLimit(2); 
     double inf4=v2.UpperLimit(2); 
     double puntothreshold=ValThreshold( 
(float*)hinicial.data,v1.Mean,v1.StandardDeviation(),v1.Height,v2.Mean,v2.StandardDeviation(),v2
.Height); 
     thresholds.push_back(puntothreshold); 
    } 
    if (thresholds.size()==0) {  
     thresholds.push_back(f.GetValue(0).Mean); 
     colores.push_back(0); 
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     colores.push_back(255); 
      
    } else if (useMeanValues) { 
     for (unsigned int i=0;i<f.GetValueCount();i++) { 
      colores.push_back(f.GetValue(i).Mean); 
     } 
     if (saturateExtremeColors) { 
      colores[0]=0; 
      colores[colores.size()-1]=255; 
     }      
    } else { 
     double delta=255.0/thresholds.size(); 
     if (!saturateExtremeColors) { 
     
 colores.push_back(std::max<double>(f.GetValue(0).Mean-
f.GetValue(0).StandardDeviation()*2,0)); 
     } else { 
      colores.push_back(0); 
     } 
     for (unsigned int i=0;i<thresholds.size();i++) { 
      colores.push_back(thresholds.at(i)); 
     } 
     if (!saturateExtremeColors) { 
      Value v=f.GetValue(f.GetValueCount()-1); 
     
 colores.push_back(std::min<double>(v.Mean+2*v.StandardDeviation(),255)); 
     } else { 
      colores.push_back(255); 
     } 
    } 
    for (int q=0;q<thresholds.size();q++) { 
     thresholds[q]=std::ceil(thresholds[q]); 
    } 
    if (includeResults) { 
     char buf[1000]; 
     sprintf(buf,"Thresholds Channel %i",channel); 
     results.push_back(string(buf)); 
     for (int i=0;i<thresholds.size();i++) { 
      sprintf(buf,"T%i:%g",i,thresholds[i]); 
      results.push_back(string(buf)); 
     } 
     sprintf(buf,"Colors Channel %i",channel); 
     results.push_back(string(buf)); 
     for (int i=0;i<colores.size();i++) { 
      sprintf(buf,"C%i:%i",i,colores[i]); 
      results.push_back(string(buf)); 
     } 
     for (int i=0;i<f.GetValueCount();i++) { 
      Value v=f.GetValue(i); 
      sprintf(buf,"Distribution %i",i); 
      results.push_back(string(buf)); 
      sprintf(buf,"Mean:%g",v.Mean); 
      results.push_back(string(buf)); 
      sprintf(buf,"Height Scale:%g",v.Height); 
      results.push_back(string(buf)); 
      sprintf(buf,"Width Scale:%g",v.Scale); 
      
      results.push_back(string(buf)); 
     
 sprintf(buf,"Std.Dev.:%g",v.StandardDeviation());    
   
      results.push_back(string(buf)); 
     } 
 
    } 
    if (drawVisualization) { 
     float maxval=-100; 
     for (int i=0;i<hinicial.rows;i++) { 
      float val=hinicial.at<float>(cvPoint(0,i)); 
      if (val>maxval) maxval=val; 
     } 
     cv::Mat m(256,400,CV_8UC3); 
     memset(m.data,255,256*m.step); 
     for (int i=0;i<255;i++) { 
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 ::cv::line(m,cv::Point(0,i),cv::Point(400*histogram.at<float>(cvPoint(0,i))/maxval,i),cv
Scalar(0,200,255)); 
     } 
     for (int i=1;i<255;i++) { 
     
 ::cv::line(m,cv::Point(400*hinicial.at<float>(cvPoint(0,i-1))/maxval,i-1), 
      
 cv::Point(400*hinicial.at<float>(cvPoint(0,i))/maxval,i), 
       cvScalar(0,0,255),1); 
     } 
     for (int i=1;i<255;i++) { 
      for (int q=0;q<f.GetValueCount();q++) { 
      
 ::cv::line(m,cvPoint(400*f.GetValue(q).Calculate(i-1)/maxval,i-
1),cvPoint(400*f.GetValue(q).Calculate(i)/maxval,i),cvScalar(128,128,128),1); 
      } 
      ::cv::line(m,cvPoint(400*f.Evaluate(i-
1)/maxval,i-1),cvPoint(400*f.Evaluate(i)/maxval,i),cvScalar(0,0,0),1); 
     } 
     for (int i=0;i<thresholds.size();i++) { 
     
 ::cv::line(m,cvPoint(0,thresholds.at(i)),cvPoint(400,thresholds.at(i)),cvScalar(255,0,0)
,1); 
     } 
     for (int i=0;i<colores.size();i++) { 
     
 ::cv::line(m,cvPoint(0,colores.at(i)),cvPoint(400,colores.at(i)),cvScalar(0,128,0),1); 
     } 
     char texto[100]; 
     sprintf(texto,"Channel %d; Row %d, Column 
%d",(int)channel,(int)nrow,(int)column); 
     dataNames.push_back(texto); 
     algorithmData.push_back(m); 
    } 
 
     
    ThresholdManager<double,int> 
&t=set.AddThresholdManager(ininrow,inicolumn,extremonrow-ininrow,extremocolumn-inicolumn); 
    for (unsigned int i=0;i<thresholds.size();i++) { 
     t.AddThreshold(thresholds.at(i)); 
    } 
    for (unsigned int i=0;i<colores.size();i++) { 
     t.AddColor(colores.at(i)); 
    } 
   } 





 void Threshold(cv::Mat &source,cv::Mat &result, int gridDivisions, int divisions,double 
combineFactor,bool saturateExtremeColors,bool useMeanValues,bool reduceExtremeValues,bool 
generateVisualization,vector<string> &imageNames,vector<cv::Mat>& images,bool 
includeResults,vector<string>&results,bool exactFit) { 
  if (result.rows==0&&result.cols==0) { 
   result=cv::Mat(source.rows,source.cols,source.type()); 
  } 
  if (thresholdacum.size()==0) { 
    
   for (int i=0;i<source.channels();i++) { 
    thresholdacum.push_back(ThresholdSet<double,int>()); 
   }       
  } 
  if (source.channels()!=1) { 
   vector<cv::Mat> channels; 
   vector<cv::Mat> ressum; 
   ::cv::split(source,channels); 
   double unisum=0; 
    
   for (unsigned q=0;q<channels.size();q++) { 
   
 ressum.push_back(cv::Mat(source.rows,source.cols,CV_MAKETYPE(source.depth(),1))); 
    ThresholdSet<double,int> s; 
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 Threshold1(channels[q],gridDivisions,divisions,q,reduceExtremeValues,saturateExtremeColo
rs,useMeanValues,s,generateVisualization,imageNames,images,includeResults,results,exactFit); 
    thresholdacum[q].Combine(divisions-1,combineFactor,s); 
    thresholdacum[q].Apply(channels[q],ressum[q]); 
    { 
     char buf[100]; 
     double uniformity; 
    
 uniformity=FindUniformity(s.GetThresholdManager(0).GetThresholdCount()+1,channels[q],res
sum[q]); 
     unisum+=uniformity; 
     sprintf(buf,"Uniformity:%g",uniformity); 
     results.push_back(string(buf)); 
     ressum[q]=ColorImage(channels[q],ressum[q]); 
    } 
     
   } 
   ::cv::merge(ressum,result); 
   { 
    char buf[100]; 
    double uniformity=unisum/channels.size(); 
    sprintf(buf,"Combined Uniformity:%g",uniformity); 
    this->uniformity=uniformity; 
    results.push_back(string(buf)); 
     
   } 
    
  } else { 
   int q=0; 




   thresholdacum[q].Combine(divisions-1,combineFactor,s); 
   thresholdacum[q].Apply(source,result); 
   { 
    char buf[100]; 
    double 
uniformity=FindUniformity(s.GetThresholdManager(0).GetThresholdCount()+1,source,result); 
    sprintf(buf,"Uniformity:%g",uniformity); 
    this->uniformity=uniformity; 
    results.push_back(string(buf)); 
    result=ColorImage(source,result); 
   } 
    






6. Clothes Detection Algorithm 
Fragment of Hamcot.cpp 
……. 
struct HistogramEntry { 
 int color[3]; 
 int frequency; 
 HistogramEntry() {frequency=0;} 
 HistogramEntry(int c1,int c2,int c3) { 
  color[0]=c1; 
  color[1]=c2; 
  color[2]=c3; 







bool __declspec(dllexport) __stdcall HasColor(int R,int G,int B,double percentage, double 
tolerance, int numberOfLevels, int width,int height, char *sourceimage, char*resultimage) { 
  
 cv::Mat source(height,width,CV_8UC3,sourceimage); 
 cv::Mat result(height,width,CV_8UC3,resultimage); 
 ::DR::ImageThresholder3 t; 
 std::vector<std::string> imageNames; 
 std::vector<cv::Mat> images; 
 std::vector<std::string> results; 
 t.Threshold(source, 
  result, 
  1,//to divide the image in multiple grids. 
  numberOfLevels,//number of Levels to Threshold 
  1,//combination factor (to threshold multiple images). 
  false,//use 0 and 255 as values for the first and last color levels. 
  true,//use the mean values for color representation 
  true,//transform the histogram finding the log values for each color level 
  false,//generate a visualization of the histograms. 
  imageNames,//names of the resulting histograms 
  images,//histograms 
  false,//include the distribution's parameters  
  results,//distribution parameters 
  false//when this parameter is true, the standard deviation limit is not 
employeed in calculation. 
  );    
 std::vector<HistogramEntry> entries; 
 contadorimgs++; 
 unsigned char *ptr; 
 for (int i=0;i<result.rows;i++) { 
  ptr=result.ptr<unsigned char>(i); 
  for (int o=0;o<result.cols;o++) { 
   int index=-1; 
   for (int q=0;q<entries.size();q++) { 
    if (entries[q].color[0]==ptr[0]&& 
     entries[q].color[1]==ptr[1]&& 
     entries[q].color[2]==ptr[2]) { 
     index=q; 
    } 
   } 
   if (index==-1) { 
    entries.push_back(HistogramEntry(ptr[0],ptr[1],ptr[2])); 
    entries[entries.size()-1].frequency++; 
   } else { 
    entries[index].frequency++; 
   } 
   ptr+=3; 
  } 
 } 





 arch<<"Image "<<contadorimgs<<", percentage "<<percentage<<", maxdistance 
"<<tolerance<<", R:"<<R<<", G:"<<G<<", B:"<<B<<std::endl; 
 int maxfreq=-1; 
 int indicemaxfreq=-1; 
 for (int i=0;i<entries.size();i++) { 
  if (entries[i].frequency>maxfreq) {//Color negro. eliminar esta entrada. 
   indicemaxfreq=i; 
   maxfreq=entries[i].frequency; 
  } 
 } 
 if (indicemaxfreq!=-1) { 
  entries.erase(entries.begin()+indicemaxfreq); 
 } 
 double total=0; 
 for (int i=0;i<entries.size();i++) { 
  total+=entries[i].frequency; 
 } 
 double percsum=0; 





 for (int i=0;i<entries.size();i++) { 
  double a=entries[i].color[2]-R; 
  double b=entries[i].color[1]-G; 
  double c=entries[i].color[0]-B; 
  double l=B*0.114+G*0.587+R*0.299; 
  double k1=a/(l+0.1)+1; 
  double k2=b/(l+0.1)+1; 
  double k3=c/(l+0.1)+1; 
  double pr=entries[i].frequency/total; 
  double dist=sqrt(a*a+b*b+c*c); 
  double r1=k1-1; 
  double r2=k2-1; 
  double r3=k3-1; 
  double dist2=sqrt(r1*r1+r2*r2+r3*r3); 
  bool c1 = abs(k2 - k1) < percdif; 
bool c2 = abs(k3 - k1) < percdif; 






  if (dist2<=tolerance&&ct&&cproyeccion) { 
   percsum+=pr;    
   arch<<"OK"; 
  } else { 
   arch<<""; 
  } 
  arch<<std::endl; 
 }  
 arch<<"Percentage:"<<percsum<<std::endl; 
 arch<<"Percentage Threshold:"<<percentage<<std::endl; 
 if (percsum>=percentage) { 
  arch<<"ACCEPTED"<<std::endl; 
  return true; 
 } 
 arch<<"REJECTED"<<std::endl; 
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