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Abstract
The present paper is mainly aimed at introducing a novel notion of stability of nonlinear time-
delay systems called Rational Stability. According to the Lyapunov-type, various sufficient condi-
tions for rational stability are reached. Under delay dependent conditions, we suggest a nonlinear
time-delay observer to estimate the system states, a state feedback controller and the observer-based
controller rational stability is provided. Moreover, global rational stability using output feedback
is given. Finally, the study presents simulation findings to show the feasibility of the suggested
strategy.
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1 Introduction
Time-Delay Systems (TDSs) is also known as call systems with aftereffect or dead-time, hereditary
systems, equations with deviating argument, or differential-difference equations. They are part of
the class of functional differential equations which are infinite-dimensional, as opposed to ordinary
differential equations (ODEs). Time-delay has a number of characteristics. It appears in several
control systems, including aircraft, chemical [19], biological systems [17], engineering, electrical [1],
economic model [5, 11], or process control systems, and communication networks, either in the state,
the control input, or the measurements [2, 20]. There, we can find transported, communication,
or measurement delays. It is noticeable that time delay can cause different problems, such as
instability, divergence behavior, and oscillation of dynamic systems. A considerable amount of
studies have analyzed the stability of dynamic systems with a delay. Therefore, the stability of
systems with time delay has been investigated extensively over the past decades. It is a well known
fact that stability of nonlinear time-delay systems in Lyapunov sense plays a major role in control
theory, and becomes a challenging problem both in theory and applications. The stability analysis
of time delay systems has been recently studied in many areas. There are two crucial kinds of
stability of dynamical systems. These include asymptotic stability and exponential stability. In
the case of asymptotic stability, for more details, the reader is referred to [3, 6, 12, 9, 10, 26, 28]
and references therein. [24] addressed the problem of asymptotic stability for Markovian jump
that generalized neural networks with interval time-varying delay systems. Based on the Lyapunov
method, it is suggested that asymptotic stability can be used to solve linear matrix inequality with
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triple integral terms a delay. For exponential stability, it is requires that all solutions starting
near an equilibrium point not only stay nearby, but tend to the equilibrium point very fast with
exponential decay rate; see [27, 4, 23, 22].
A new notion of stability known as rational stability for systems without time delays is intro-
duced in [14]. The study demonstrates the characteristics of rational stability. It can be char-
acterized by means of Lyapunov functions. This notion did not know any intense progress like
other tools of the stability theory. For free-delay system, [13] studied the issue of rational stabil-
ity of continuous autonomous systems, followed by several examples of control systems. Under a
Hamilton-Jacobi- Belleman approach, some sufficient conditions are developed by [29] to achieve
the rational stability of optimal control for every dynamical control systems.
The questions which are worth being raised here are can we speak about rational stability for
time-delay systems? What is the advantage of this stability? The aim of the current study is
to present a new term of stability for nonlinear time-delay systems. This term is called rational
stability. Sometimes the decay of the energy or the Lyapunov function is not exponential, but it
can be polynomial. For rational stability and especially when the Jacobean matrix is no longer
Hurwitz and the transcendental characteristic polynomial, the solutions do not decrease exponen-
tially. However, in some cases, the solutions decrease like t−r, r > 0 with r is called the rate decay
of the solution. The real r measures the velocity of convergence of the solution which is crucial
in several practical engineering such as satellite systems, unicycle systems, underwater, transport
equation, string networks, etc.
The current paper introduces a novel notion of stability of nonlinear time-delay systems called
rational stability. It also investigates the problem of output feedback stabilization of a class of
nonlinear time delay system written in triangular form, with constant delay. We impose a general-
ized condition on the nonlinearity to cover the time-delay systems is considered by [12]. Motivated
by [13] and [29], Lyapunov-Krasovskii functional is used for the purpose of obtaining to establish
globally rational stability of the closed loop systems. We design a nonlinear observer to estimate
the system states. Then, it is used to obtain a new state and input delay-dependent criterion that
ensures the rational stability of the closed-loop system with a state feedback controller. The global
rational stability using output feedback is also presented.
The rest of this paper is organized as follows. The next section presents the definition of
rational stability and an auxiliary result concerning a functional should satisfy for guaranteeing the
rational stability. In section 3, It also shows the system description. The main results are stated
in section 4, it is concluded that parameter dependent linear state and output feedback controllers
are synthesized to ensure global rational stability of the nonlinear time delay system. In section 5,
we establish the problem of global rational stability using output feedback. Finally, an illustrative
example, of network-based control systems (NBCSs), is discussed to demonstrate the effectiveness
of the obtained results.
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2 Definitions and auxiliary results
Consider time delay system of the form:{
x˙(t) = f(x(t), x(t − τ))
x(θ) = ϕ(θ)
(1)
where τ > 0 denotes the time delay. The knowledge of x at time t = 0 does not allow to deduce x
at time t. Thus, the initial condition is specified as a continuous function ϕ ∈ C, where C denotes
the Banach space of continuous functions mapping the interval [−τ, 0] → Rn equipped with the
supremum-norm:
‖ ϕ ‖∞ = max
θ∈[−τ,0]
‖ ϕ(θ) ‖
‖ ‖ being the Euclidean-norm. The map f : Rn × Rn → Rn is a locally Lipschitz function, and
satisfies f(0, 0) = 0.
The function segment xt is defined by xt(θ) = x(t + θ), θ ∈ [−τ, 0]. For ϕ ∈ C, we denote
by x(t, ϕ) or shortly x(t) the solution of (1) that satisfies x0 = ϕ. The segment of this solution is
denoted by xt(ϕ) or shortly xt.
Inspired from [13] and [14], we introduce some definition of rational stability for the time-delay
systems.
Definition 1 The zero solution of (1) is called
• Stable, if for any ε > 0 there exists δ > 0 such that
‖ϕ‖∞ < δ ⇒ ‖x(t)‖ < ε, ∀t ≥ 0.
• Rationally stable, if it is stable and there exist positive numbers M, k, r, e ≤ 1 such that if
‖ϕ‖∞ < σ ⇒ ‖x(t)‖ ≤ M‖ϕ‖
e
∞
(1 + ‖ϕ‖k∞t)
1
k
, ∀t ≥ 0. (2)
• Globally rationally stable, if it is stable and δ can be chosen arbitrarily large for sufficiently
large ε, and (2) is satisfied for all σ > 0.
Sufficient conditions for rotational stability of a functional differential equation are provided
by [13], a generalization of time delay system given by following theorem. For a locally Lipschitz
functional V : C → R+, the derivative of V along the solutions of (1) is defined as
V˙ = lim
h→0
1
h
(V (xt+h)− V (xt)).
Remark 1 It is easy to see that rational stability is satisfied then asymptotic stability is satisfied,
but the converse is not true.
Theorem 1 Assume that there exist positive numbers λ1, λ2, λ3, r1, r2, k and a continuous dif-
ferentiable functional V : C → R+ such that:
λ1 ‖ x(t) ‖r1≤ V (xt) ≤ λ2 ‖ xt ‖r2∞, (3)
V˙ (xt) + λ3V
1+k(xt) ≤ 0, (4)
then, the zero solution of (1) is globally rationally.
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Proof. Using (4), we have for V 6= 0,
d
dθ
V −k(xθ) ≥ kλ3
Integrating between 0 and t, one obtains∫ t
0
d
dθ
V −k(xθ)dθ ≥
∫ t
0
kλ3dθ
equivalently, for all t ≥ 0
V k(xt) ≤ 1
kλ3t+ V −k(ϕ)
.
Now, it follows Theorem 1, condition (3) that
‖x(t)‖ ≤ ( 1
λ1
)
1
r1
1
(λ−k2 ‖ϕ‖−r2k∞ + λ3kt)
1
kr1
.

Corollary 1 Assume that there exist positive numbers λ1, λ2, λ3, r1, r2, r3, r2 < r3 and a contin-
uous differentiable functional V : C → R+ such that:
λ1 ‖ x(t) ‖r1≤ V (xt) ≤ λ2 ‖ xt ‖r2∞,
V˙ (xt) ≤ −λ3‖xt‖r3∞, (5)
then, the zero solution of (1) is globally rationally stable.
Proof. The conditions (3) and (5) imply that zero solution of (1) is stable.
By combining the assertions (3) and (5), we obtain
V˙ (xt) ≤ − λ3
λ
r3
r2
2
V
r3
r2 (xt) (6)
equivalent to
V˙ (xt) ≤ − λ3
λ
r3
r2
2
V 1+k(xt)
where k = r3−r2
r2
.
Hence, from Theorem 1, the zero solution of (1) is globally rationally stable. 
Let us recall here that a function α : R+ → R+ is of class K if it is continuous, increasing and
α(0) = 0, of classK∞ if it is of classK and it is unbounded. The following theorem provides sufficient
Lyapunov-Krasovskii conditions for global rationally stability of the zero solution of system (1).
Theorem 2 Assume that there exist positive numbers λ1, λ2, r1, r2, k, α a function of class K
and a continuous differentiable functional V : C → R+ such that:
(i) λ1 ‖ x(t) ‖r1≤ V (xt) ≤ λ2 ‖ xt ‖r2∞,
(ii) V˙ (xt) ≤ −α(V (xt)),
(iii) lim
t→0
α(t)
tk+1
= l ∈]0,+∞].
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Then the zero solution of (1) is globally rationally stable.
Proof. First case: 0 < l < +∞. The conditions (3) and (2) imply that zero solution of system (1)
is stable and attractive, then asymptotically stable and lim
t→+∞
V (xt) = 0.
Therefore, by using limit definition, there exists t0 > 0 such that for every 0 ≤ t ≤ t0, we have
α(t) ≥ l2 tk+1. Since, limt→+∞V (xt) = 0, for this t0 > 0, there exists t∗ > 0 such that for every t ≥ t∗
one gets 0 ≤ V (xt) ≤ t0 and
α(V (xt)) ≥ l
2
V 1+k(xt).
Using (2), we obtain
0 ≥ V˙ (xt) + αV (xt) ≥ V˙ (xt) + l
2
V (xt)
k+1.
Thus, we have
V˙ (xt) ≤ l
2
V (xt)
k+1.
Then, using the Theorem 1, we can conclude that the zero solution of (1) is globally rationally
stable.
Second case: l = +∞. As in the proof of first case, there exists t0 > 0 such that for every 0 ≤ t ≤ t0,
we have
α(t) ≥ tk+1 and V˙ (xt) ≤ V (xt)k+1.

Remark 2 The Theorem 1, Theorem 2 and Corollary 1 generalize the results given by [13] for the
case of free-delay system.
3 System description
Consider the nonlinear time-delay system:{
x˙(t) = Ax(t) +Bu(t) + f(x(t), x(t − τ), u(t))
y(t) = Cx(t)
(7)
where x ∈ Rn is the state vector, u ∈ R is the input of the system, y ∈ R is the measured output
and τ is a positive known scalar that denotes the time delay affecting the state variables. The
matrices A, B and C are given by
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0

, B =

0
0
...
0
1

, C =
[
1 0 · · · 0 0
]
,
and the perturbed term is
f(x(t), x(t − τ), u(t)) =

f1(x1(t), x1(t− τ), u(t))
f2(x1(t), x2(t), x1(t− τ), x2(t− τ), u(t))
...
fn(x(t), x(t − τ), u(t))
 .
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The mappings fi : R
n×Rn×R→ R, i = 1, . . . , n, are smooth and satisfy the following assumption:
We suppose that f satisfies the following assumption:
Assumption 1. The nonlinearity f(y, z, u) is smooth, globally Lipschitz with respect to y and
z, uniformly with respect to u and well-defined for all y, z ∈ Rn with f(0, 0, u) = 0.
We suppose also that,
Assumption 2. For all t ≥ 0, the delay τ is known and constant.
Notation 1 Throughout the paper, the time argument is omitted and the delayed state vector x(t−
τ) is noted by xτ . AT means the transpose of A. λmax(A) and λmin(A) denote the maximal and
minimal eigenvalue of a matrix A respectively. I is an appropriately dimensioned identity matrix,
diag[· · · ] denotes a block-diagonal matrix.
Remark 3 This paper focuses on state observer design for a class of system given by (7). It
specifically shows that the general high-gain observer design framework established in [8] and [15]
for free delay systems can be properly extended to this class of time-delay systems.
4 Separation principle
4.1 Observer design
The observer synthesis for triangular nonlinear system design problems along with time-delay sys-
tems have become the focal focus of various studies [3], [7] and [11] and references therein. Under
the global Lipschitz condition, an observer for a class of time-delay nonlinear systems in the strictly
lower triangular form was proposed by [11]. In [3] a nonlinear observer is used to investigate the
output feedback controller problem for a class of nonlinear delay systems for the purpose of calcu-
lating the system states. Based on time-varying delays known and bounded, [7] propose a nonlinear
observer for a class of time-delay nonlinear systems. In this section we devote to the design of the
observer-based controller.
˙ˆx(t) = Axˆ +Bu(t) + f(xˆ, xˆτ , u) + L(θ)(Cxˆ− y) (8)
where L(θ) = [l1θ, . . . , lnθ
n]T with θ > 0 and where L = [l1, . . . , ln]
T is selected such that AL :=
A + LC is Hurwitz, xˆ(s) = φˆ(s), −τ ≤ s ≤ 0 with φˆ : [−τ, 0] → Rn being any known continuous
function. Let P be the symmetric positive definite solution of the Lyapunov equation
ATLP + PAL = −I. (9)
Theorem 3 Suppose that Assumption 1-2 is satisfied and there exist positive constant θ such that
θ
2 − ‖P‖ lnθ2τ − 3k‖P‖ > 0 ,
√
θ
2 − k‖P‖ > 0 .
(10)
Then, (8) is globally rationally observer for system (7).
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Proof. Denote e = xˆ− x the observation error. We have
e˙ = (A+ L(θ)C)e + f(xˆ, xˆτ , u)− f(x, xτ , u) (11)
For θ > 0, let ∆θ = diag[1,
1
θ
, . . . , 1
θn−1
]. One can easily check the following identities: ∆θA∆
−1
θ =
θA, C∆−1θ = C. Let us now introduce η = ∆θe, then we get
η˙ = θALη +∆θ(f(xˆ, xˆ
τ , u)− f(x, xτ , u)) (12)
Let us choose a Lyapunov-Krasovskii functional candidate as follows
V (ηt) = V1(ηt) + V2(ηt) (13)
with
V1(ηt) = η
TPη
and
V2(ηt) =
θ
2
θ
−t
2τ
∫ t
t−τ
θ
s
2τ ‖η(s)‖2ds.
Since P is symmetric positive definite then for all η ∈ Rn,
λmin(P )‖η‖2 ≤ ηTPη ≤ λmax(P )‖η‖2 (14)
This implies that on the one hand,
V (ηt) ≥ λmin(P ) ‖ η(t) ‖2,
and on the other hand,
V (ηt) = η
TPη + θ2
∫ 0
−τ
θ
µ
2τ ‖ η(µ+ t) ‖2 dµ
= ηTPη + θ2
∫ 0
−τ
θ
µ
2τ ‖ ηt(µ) ‖2 dµ
≤ λmax(P ) ‖ η ‖2 + θ2
∫ 0
−τ
θ
µ
2τ ‖ ηt ‖2∞ dµ
≤ (λmax(P ) + θτ2 )‖ηt‖2∞.
Thus condition (i) of Theorem 2 is satisfied with
λ1 = λmin(P ), λ2 = λmax(P ) +
θτ
2
, r1 = r2 = 2.
The time derivative of V1(ηt) along the trajectories of system (11) is
V˙1(ηt) = η
T (ATLP + PAL)η + 2η
TP (f(xˆ, xˆτ , u)− f(x, xτu)). (15)
The time derivative of V2(ηt) along the trajectories of system (11) is
V˙2(ηt) =
θ
2
‖η‖2 −
√
θ
2
‖ητ‖2 − ln θ
2τ
V2(ηt). (16)
7
Next, the time derivative of (13) along the trajectories of system (11) and making use of (9),(14),
(15) and (16), we have
V˙ (ηt) ≤ − θ2‖η‖+ 2‖η‖‖P‖‖∆θ(f(xˆ, xˆτ , u)− f(x, xτu))‖
−
√
θ
2 ‖ητ‖2 − ln θ2τ V2(ηt).
(17)
Using (14) we obtain
V˙ (ηt) +
ln θ
2τ
V (ηt) ≤ −
{
θ
2
− ‖P‖ ln θ
2τ
}
‖η‖2 + 2‖η‖‖P‖‖∆θ(f(xˆ, xˆτ , u)− f(x, xτu))‖ −
√
θ
2
‖ητ‖2
The following inequality hold globally thanks to assumption A1 ( as in [7, 11])
‖∆θ(f(xˆ, xˆτ , u)− f(x, xτu))‖ ≤ k1‖∆θ(xˆ− x)‖ + k2‖∆θ(xˆτ − x)‖ (18)
≤ k‖η‖+ k‖ητ‖. (19)
where k1, k2 is a Lipschitz constant in (18) and k = max(k1, k2).
So, we get
V˙ (ηt) +
ln θ
2τ
V (ηt) ≤ −
{
θ
2
− ‖P‖ ln θ
2τ
+ 2k‖P‖
}
‖η‖2 + 2k‖P‖‖η‖‖ητ‖2 −
√
θ
2
‖ητ‖2
Using the fact that
2‖η‖‖ητ‖ ≤ ‖η‖2 + ‖ητ‖2,
we deduce that
V˙ (ηt) +
ln θ
2τ
V (ηt) ≤ −
{
θ
2
− ‖P‖ ln θ
2τ
− 3k‖P‖
}
‖η‖2 −
{√
θ
2
− k‖P‖
}
‖ητ‖2 (20)
Let
a(θ) = θ2 − ‖P‖ ln θ2τ − 3k‖P‖
b(θ) =
√
θ
2 − k‖P‖
Using (10) we have a(θ) > 0 and b(θ) > 0.
Now, the objective is to prove the rational convergence of the observer (11). Inequality (20)
becomes
V˙ (ηt) ≤ − ln θ
2τ
V (ηt).
Finally, using the stability Theorem 2, we can conclude that the error dynamics (11) is rationally
stable if (10) hold. 
4.2 Global rational stabilization by state feedback
In this subsection, we establish a delay-dependent condition for the rational state feedback stabi-
lization of the nonlinear system (7). The state feedback controller is given by
u = K(θ)x (21)
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where K(θ) = [k1θ
n, . . . , knθ] and K = [k1, . . . , kn] is selected such that AK := A+BK is Hurwitz.
Let S be the symmetric positive definite solution of the Lyapunov equation
ATKS + SAK = −I. (22)
Theorem 4 Suppose that Assumption 1-2 is satisfied and there exist positive constant θ such that
θ
2 − ‖S‖ ln θ2τ − 3k‖S‖ > 0 ,
√
θ
2 − k‖S‖ > 0 ,
(23)
then, the closed loop time-delay system (7)-(21) is globally rationally stable.
Proof. The closed loop system is given by
x˙ = (A+BK(θ))x + f(x, xτ , u). (24)
Let χ = ∆θx. Using the fact that ∆θBK(θ) = θBK∆θ we get
χ˙ = θAKχ+∆θf(x, x
τ , u). (25)
Let us choose a Lyapunov-Krasovskii functional candidate as follows
W (χt) = W1(χt) +W2(χt), (26)
with
W1(χt) = χ
TSχ
and
W2(χt) =
θ
2
θ
−t
2τ
∫ t
t−τ
θ
s
2τ ‖χ(s)‖2ds.
As in the proof of Theorem 3, we have
λmin(S)‖χ(t)‖2 ≤W (χt) ≤ (λmax(S) + θτ
2
)‖χt‖2∞
Thus condition (i) of Theorem 2 is satisfied with
λ1 = λmin(S), λ2 = λmax(S) +
θτ
2
, r1 = r2 = 2.
The time derivative of (26) along the trajectories of system (25) is given by
W˙ (χt) = 2χ
TSχ˙+ θ2‖χ‖2 −
√
θ
2 ‖χτ‖2 − ln θ2τ W2(χt)
= 2θχTSAKχ+ 2χ
TS∆θf(x, x
τ , u) + θ2‖χ‖2 −
√
θ
2 ‖χτ‖2 − ln θ2τ W2(χt)
≤ − θ2‖χ‖+ 2‖χ‖‖S‖‖∆θf(x, xτ , u)‖ −
√
θ
2 ‖χτ‖2 − ln θ2τ W2(χt).
Since f(0, 0, u) = 0, (19) implies that
‖∆θf(x, xτ , u)‖ ≤ k‖χ‖+ k‖χτ‖. (27)
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So
W˙ (χt) +
ln θ
2τ
W (χt) ≤ −
{
θ
2
− ‖S‖ ln θ
2τ
− 2k‖S‖
}
‖χ‖2 + 2k‖S‖‖χ‖‖χτ‖ −
√
θ
2
‖χτ‖2 (28)
Using the fact that
2‖χ‖‖χτ‖ ≤ ‖χ‖2 + ‖χτ‖2.
We deduce that
W˙ (χt) +
ln θ
2τ
W (χt) ≤ −
{
θ
2
− ‖S‖ ln θ
2τ
− 3k‖S‖
}
‖χ‖2 −
{√
θ
2
− k‖S‖
}
‖χτ‖2. (29)
Let
c(θ) = θ2 − ‖S‖ lnθ2τ − 3k‖S‖,
d(θ) =
√
θ
2 − k‖S‖.
Using (23), we have c(θ) > 0 and d(θ) > 0 which implies that
W˙ (χt) ≤ − ln θ
2τ
W (χt).
By Theorem 2, we conclude that the origin of the closed loop system (24) is globally rationally
stable. 
4.3 Observer-based control stabilization
In this subsection, we implement the control law with estimate states. The observer-based controller
is given by:
u = K(θ)xˆ, (30)
where xˆ is provided by the observer (8).
Theorem 5 Suppose that Assumptions 1-2 are satisfied, such that conditions (10) and (23) hold.
Then the origin of the closed loop time-delay system (7)-(30) is globally rationally stable.
Proof. The closed loop system in the (χ, η) coordinates can be written as follows:
χ˙ = θAKχ+ θBKη +∆θf(x, x
τ , u),
η˙ = ALη +∆θ(f(xˆ, xˆ
τ , u)− f(x, xτ , u)). (31)
Let
U(ηt, χt) = αV (ηt) +W (χt),
where V and W are given by (13) and (26) respectively. Using the above results, we get
U˙(ηt, χt) +
ln θ
2τ U(ηt, χt) ≤ −αa(θ)‖η‖2 − c(θ)‖χ‖2 + 2θ‖S‖‖K‖‖η‖‖χ‖.
Now using the fact that for all ε > 0,
2‖χ‖‖η‖ ≤ ε‖χ‖2 + 1
ε
‖η‖2,
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and select ε = c(θ)2θ‖S‖‖K‖ , we get
U˙(ηt, χt) +
ln θ
2τ U(ηt, χt) ≤ −αa(θ)‖η‖2 − c(θ)2 ‖χ‖2 + 2θ
2
c(θ)‖S‖2‖K‖2‖η‖2.
Finally we select α such that
αa(θ)− 2θ
2
c(θ)
‖S‖2‖K‖2 > 0,
to deduce that the origin of system (31) is globally rationally stable. 
Remark 4 It is easy to see that, a(θ), b(θ), c(θ) and d(θ) tend to ∞ as θ tends to ∞. This implies
that there exists θ0 > 1 such that for all θ > θ0 conditions (10) and (23) are fulfilled.
5 Global rational stabilization by output feedback
In this subsection, we propose the following system:
˙˜
xˆ(t) = A˜ˆx+Bu(t) + L(θ)(C ˜ˆx − y) (32)
The output feedback controller is given by
u = K(θ)˜ˆx (33)
Under Assumption 1-2, we give now required conditions to ensure that the origin of system (7) is
rendered globally rationally stable by the dynamic output feedback control (32)-(33).
Theorem 6 Consider the time-delay system (7) under Assumptions 1-2. Suppose that there exists
θ > 0 such that condition (23) holds and
θ
2
− ‖S‖ ln θ
2τ
− 3k‖S‖ > 0 (34)
then the closed-loop time-delay system (7)-(33) is globally rationally stable.
Proof. Defining e˜ = x− ˜ˆx the observation error. We have
˙˜e = (A+ L(θ)C)e˜ + f(x, xτ , u) (35)
For θ > 0, let ∆θ = diag[1,
1
θ
, . . . , 1
θn−1
]. Let η˜ = ∆θ e˜, then we get
˙˜η = θALη˜ +∆θf(x, x
τ , u) (36)
Let us choose a Lyapunov-Krasovskii functional candidate as follows
V (η˜t) = η˜
TP η˜ +
θ
2
θ
−t
2τ
∫ t
t−τ
θ
s
2τ ‖η˜(s)‖2ds (37)
As in the proof of Theorem 3, we have thus condition (i) of Theorem 2 is satisfied with
λ1 = λmin(P ), λ2 = λmax(P ) +
θτ
2
, r1 = r2 = 2.
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Following the proof of Theorem 2, inequality (17) becomes
V˙ (η˜t) ≤ − θ2‖η˜‖+ 2‖η˜‖‖P‖‖∆θf(x, xτ , u)‖
−
√
θ
2 ‖η˜τ‖2 − θ2 ln θ2τ θ
−t
2τ
∫ t
t−τ
θ
s
2τ ‖η˜(s)‖2ds.
Using (14) and (27) we obtain
V˙ (η˜t) +
ln θ
2τ
V (η˜t) ≤ −
{
θ
2
− ‖P‖ ln θ
2τ
}
‖η˜‖2 + 2k‖P‖‖η˜‖‖χ‖+ 2k‖P‖‖η˜‖‖χτ‖ −
√
θ
2
‖η˜τ‖2
Using the fact that
2‖η˜‖‖χ‖ ≤ ‖η˜‖2 + ‖χ‖2
and
2‖η˜‖‖χτ‖ ≤ ‖η˜‖2 + ‖χτ‖2,
we deduce that
V˙ (η˜t) +
ln θ
2τ
V (η˜t) ≤ −
{
θ
2
− ‖P‖ ln θ
2τ
− 2k‖P‖
}
‖η˜‖2 + k‖P‖‖χ‖2 + k‖P‖‖χτ‖2 −
√
θ
2
‖η˜τ‖2(38)
Let
U(η˜t, χt) = αV (η˜t) +W (χt),
where W is given by (26). Using (28) and (38), we get
U˙(η˜t, χt) +
ln θ
2τ U(η˜t, χt) ≤ −α
{
θ
2 − ‖P‖ lnθ2τ − 2k‖P‖
} ‖η˜‖2
−{c(θ)− αk‖P‖} ‖χ‖2 − {d(θ) − αk‖P‖} ‖χτ‖2.
Finally, we select α such that
α < min
(
c(θ)
αk‖P‖ ,
d(θ)
αk‖P‖
)
to get
U˙(η˜t, χt) +
ln θ
2τ
U(η˜t, χt) ≤ 0
Therefore, the closed-loop system is globally rationally stable. 
Remark 5 The given controller in Theorem 3 depends on the nonlinearity f and the time delay
τ , but the controller (32)-(33) is independent of f .
Remark 6 It is worth mentioning that exponential stability including both passivity and dissipa-
tivity of generalized neural networks with mixed time-varying delays are developed in [25] by using
the Lyapunov Krasovskii approach in combination with linear matrix inequalities. These conditions
rely on the bounds of the activation functions. In this paper, we utilize parameter-dependent control
laws. We assume that there exists a linear feedback that asserts global rational stability of the linear
part. Hence, we select the θ- parameter in order to establish global rational stability of the nonlinear
system under the same controller.
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Remark 7 [18, 16] show the sufficient conditions which guarantee that the calculation error con-
verges asymptotically towards zero in terms of a linear matrix inequality. As compared to [18, 16],
our results are less conservative and more convenient to use and it seems natural and attractive to
improve feedbacks and to get solutions decreasing to zero faster.
Remark 8 It is worth noting that the obtained findings can be used in multiple time-delays non-
linear systems in the upper-triangular form.
6 Simulation results
This section presents experimental results, in the case of constant delay as an example of practical
application of the time-delay method in actual network-based control systems. The dynamics of
the network-based system are represented by:
x˙1 = x2(t) + x1 cosx1 + x1(t− τ) cos u,
x˙2 = u,
(39)
where x(t) is the augmented state vector containing the plant state vector and τ indicates the sensor-
to-controller delay in the continuous-time case, is supposed to be constant. The difference between
xˆ(t) and x(t) is formulated as an error of the network-based system. The system nonlinearities are
globally Lipschitz. Following the notation used throughout the paper, let f1(x, x
τ , u) = x1 cosx1 +
x1(t−τ) cos u, f2(x, xτ , u) = 0. Now, select L =
[
−14 −28
]T
and K =
[
−30 −30
]
, AL and
AK are Hurwitz. Using Matlab, the solutions of the Lyapunov equations (9) and (22) are given
respectively by
P =
[
0.0377 0.0278
0.0278 1.0675
]
, S =
[
0.5172 −0.5000
−0.5000 0.5167
]
.
So, ‖P‖ = 1.0682 and ‖S‖ = 1.0169. For our numerical simulation, we choose constant delay
τ = 1, and the initial conditions for the system are x(0) =
[
−20 −10
]T
, for the observer
xˆ(0) =
[
10 10
]T
and θ = 8. Corresponding numerical simulation results are shown in Figures
??-??.
7 Conclusion
In this paper, rational stability and stabilization are investigated for nonlinear time-delay systems.
Based on this study, we reached a novel result in global rational stability and stabilization of a class
nonlinear time-delay systems. This class of systems deals with the systems that have a triangular
structure. Based on the result, it was found that the Lyapunov approach was used to perform
sufficient conditions for rational stability. The novel design plays a crucial role in getting a rational
stability condition and rendering our approach application to a general class of systems, namely
the class of nonlinear time-delay systems in a lower triangular form. The numerical result of an
example is provided to show the effectiveness of the proposed approach. As a perspective, It is
well known that delay-dependent conditions reveal less conservative than delay-dependent ones, it
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can be developed in future research by considering other Lyapunov-Krasovskii functional to derive
delay dependent conditions.
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