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Damage models are capable of representing crack initiation and mimicking crack propagation within a
continuum framework. Thus, in principle, they do not describe crack openings. In durability analyses
of concrete structures however, transfer properties are a key issue controlled by crack propagation and
crack opening. We extend here a one dimensional approach for estimating a crack opening from a
continuum based ﬁnite element calculation to two dimensional cases. The technique operates in the case
of mode I cracking described in a continuum setting by a nonlocal isotropic damage model. We used the
global tracking method to compute the idealized crack location as a post treatment procedure. The orig
inal one dimensional problem devised in Dufour et al. [4] is recovered as proﬁles of deformation orthog
onal to the idealized crack direction are computed. An estimate of the crack opening and an error indicator
are computed by comparing ﬁnite element deformation proﬁles and theoretical proﬁles corresponding to a
displacement discontinuity. Two estimates have been considered: In the strong approach, the maxima of
the proﬁles are assumed to be equal; in the weak approach, the integrals of each proﬁle are set equal.
Two dimensional numerical calculations show that the weak estimates perform better than do the strong
ones. Error indicators, deﬁned as the distance between the numerical and theoretical proﬁles, are less than
a few percentages. In the case of a three point bending, test results are in good agreement with experimental
data, with an error lower than 10% for widely opened crack (> 40mm). Copyright © 2011 John Wiley &
Sons, Ltd.
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For many concrete structures, crack propagation and crack opening are key parameters needed to
estimate durability. Cracks are preferential paths along which ﬂuids or corrosive chemical species
may penetrate inside structural elements exposed to aggressive environment. For concrete structures
such as conﬁnement vessels, reservoirs, or nuclear waste disposals, tightness to gas or liquids is also
a major serviceability criterion governed by mass transfer characteristic quantities such as the
permeability in a continuum description. Permeability is directly related to damage in concrete (see
e.g., [2]), and it jumps several orders of magnitude upon macrocracking [29,7]. According to
Poiseuille’s law, the permeability of a cracked structure (with a single crack) is proportional to the square
of the crack opening. Hence, quantifying crack openings in concrete structure upon failure analyses is
an important issue.*Correspondence to: F. Dufour, Laboratoire 3S R, BP 53, 38041 Grenoble Cedex 9, France.
†E mail: Frederic.Dufour@grenoble inp.fr
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F. DUFOUR ET AL.Fictitious crack models are among the most popular approaches for this purpose. They are based on
an explicit description of the discontinuity within the material (e.g., the cohesive crack model [8]).
Crack opening is related to the stress level according to a relationship based on fracture mechanics.
Cohesive crack models need proper algorithms for crack propagation, but more importantly, they
are not capable of describing crack initiation. Enhanced continuum models for failure analyses
(e.g., based on damage or on plasticity) are capable of representing diffuse cracking, macrocrack
initiation, and possibly crack propagation [21,19]. Damage models for instance regard cracking as
an ultimate consequence of a gradual loss of material integrity. These models, however, do not predict
crack opening as they rely on a continuum approach to fracture. They need to be complemented by
descriptions of displacement discontinuities and some bridges between continuous and discontinuous
descriptions of failure.
Ideally, failure analyses that involve inception of cracking, crack propagation, and calculation of
crack opening would require to merge the continuum damage approach and the discrete crack
approach into a single, consistent, computational model. Bridges between damage and fracture have
been devised in the literature (see e.g., [13,24]). They rely on the equivalence between the dissipation
of energy due to damage and the energy dissipated to propagate a crack. The strong discontinuity
approach initiated by [26] and widely used over the last decade (e.g., [18,10]) offers also the possibility
of merging within the same formulation a continuous damage model for the bulk response and a
cohesive model for the discontinuous part of the kinematics. It is a combination of continuum discrete
modeling that is appealing from the point of view of the physics of fracture. The pending issue in
combining the continuum-based model for crack initiation and then a discrete crack model for
propagation is, however, the threshold upon which the later prevails over the former description.
Usually, it is considered that the discontinuity appears when damage, stresses, or strain energy reach
a certain threshold ﬁxed beforehand [3,27]. Consequently, estimates of crack opening may strongly
depend upon this threshold, which is, in most cases, ﬁxed rather arbitrarily.
The present article presents a technique aimed at computing the crack path and the crack opening
directly from the continuum-based approach. It is an extension of the method proposed by Dufour
and coworkers [4] to two-dimensional problems. Such an extension requires speciﬁc procedures for
the detection of cracks and crack path, which were not considered in the prototype one-dimensional
version of Dufour et al. [4]. These techniques are ﬁrst discussed in the present article. Once the crack
path is located, the displacement jump is derived by comparing the proﬁles of the regularized projec-
tion of the ﬁnite element (FE) deformation, perpendicular to the crack path, against theoretical proﬁles
corresponding to a displacement discontinuity. These proﬁles are compared along straight lines
perpendicular to the crack path. The proposed explicit post-processing calculation provides on top
some indication on the accuracy of the calculation of the crack opening. In principle, this additional
information could be used for switching from a continuum-based to a discontinuous-based formulation
(e.g., according to the strong discontinuity approach).
Only mode I crack propagation is considered as it is the most common source of cracking in
concrete (this encompasses also the cases of curved cracks if the principal strain direction rotate).
The constitutive equations are based on the nonlocal version of the scalar damage model of Mazars
and Pijaudier-Cabot [12], which describes fracture and damage growth due to extension. Basically,
the detection of the crack path relies on the capability of the constitutive equations to capture the
propagation of the same type of cracks. Once a crack has been detected however (and provided it does
not propagate), the present estimate of the crack opening may still be used as it is computed from local
extensions perpendicular to the crack path. There are no speciﬁc requirements on the crack path in this case.
First, we recall the continuum approach that will be considered, the (integral) nonlocal damage model.
Then, the detection of the crack location in the computational domain and the estimate of its opening are
discussed. Finally, numerical examples and comparisons with experimental data are discussed.2. CONSTITUTIVE MODELING: NONLOCAL DAMAGE MODEL
The scalar isotropic damage model of Mazars and Pijaudier-Cabot [12] will be used in the FE compu-
tations for representing the progressive failure. This constitutive relation in its local version exhibits2
strain softening, and a regularization technique shall be considered to avoid mesh dependency and ill-
posedness of the governing equations of equilibrium. Nonlocal models are known to possess short-
comings such as spurious boundary effects on fracture propagation [9,22] or incorrect initiation of
damage at a crack tip [28]. Still, these drawbacks in the model formulation do not alter their ability
to capture a fully localized, mode I crack. Note also that the proposed estimate of the crack opening
is independent from the details of the material model used for failure analysis. Only the variables
needed to capture the crack location are directly related to the constitutive model.
In this model, the tensorial stress s strain e relationship is expressed as follows:
s ¼ 1 Dð ÞC : e (1)
where D is the damage scalar variable and C is the elastic stiffness tensor of the sound material. Dam-
age is a combination of two components: Dt, which is damage due to tension based loads, and Dc which
is damage due to compression:
D ¼ atDt þ acDc (2)
at and ac depend on both strain and stress tensors. Damage evolution laws for both traction and com-
pression components read
Dt;c ¼ 1 YD0ð1 At;cÞY 
At;c
e Bt;c Y YD0ð Þð Þ
(3)
where At, Ac, Bt, Bc, and YD0 are model parameters, and Y is deﬁned by
Y ¼ max Y; eeq
 
(4)
with Y ¼ YD0 initially. The nonlocal equivalent strain [21] is deﬁned as a weighted average of the local
equivalent strain eeq:
eeq xð Þ ¼
R
Ω
φx sð Þeeq sð ÞdsR
Ω
φx sð Þds (5)
The local equivalent strain follows Mazars’ deﬁnition:
eeq ¼
X3
i¼1
< ei >2þ
vuut (6)
where <> + denotes the positive part of the principal strain ei. Several weight functions φ(x s) exist
in the literature; we chose the most often used, i.e. the Gaussian function
φx sð Þ ¼ exp  2jjx sjj
lc
 2 !
(7)
where lc is the internal length of the model.3. ESTIMATION OF CRACK OPENING
In the study of Dufour et al. [4], a technique was presented to estimate an equivalent crack opening
from a nonlocal damage computation. The crack location was known a priori, and the computational
domain was reduced to one dimensional. To extend this approach to more general cases, the location of
the crack needs to be determined ﬁrst. In the present article, we will deal with an “idealized crack”, that3
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This condition can be reformulated as the following linear boundary value problem [17]:
div KGradθð Þ ¼ 0 in Ω (9)
where Ω is the domain occupied by the solid (or any subdomain containing the crack) and K is the
second-order tensor deﬁned as
K xð Þ ¼ !T xð Þ!T xð Þ (10)
Equation (9) is subjected to appropriate boundary conditions [17]:
KGradθð Þ !n ¼ 0 on @qΩ (11)
θ ¼ θd on @θΩ (12)
where !n is the unit vector normal to @ qΩ and θd is the prescribed value for the Dirichlet boundary
condition. The θ ﬁeld can be assimilated as a temperature ﬁeld, KGrad θ as a heat ﬂux, and K as an
anisotropic conductivity tensor. If the Dirichlet boundary conditions are compatible with Equation (8),
then a solution satisfying
θ xð Þ 6¼ constant; @θ
@
!
T
¼ 0 (13)
is the solution of the boundary value problem presented earlier.
To overcome the singularity of the problem (K is rank 1), the conductivity tensor is modiﬁed as [17]
K xð Þ ¼ !T xð Þ!T xð Þ þ eI (14)
where e is a small isotropic algorithmic conductivity and I is the second-order identity tensor. Once the
problem is solved, the crack path can be located as the iso-value of θ, which passes at the Gauss point,
with the largest principal strain. This point is expected to be the closest to the crack mouth, or the crack
mouth itself.
3.1.2. Application to the location of the idealized crack. Two main ingredients are deﬁned: (i) the
!
T
ﬁeld and (ii) the selection among iso-values on the basis of the state of deformation in the structure.
Instead of dealing with the location of maximum damage or the location of maximum nonlocal equiv-
alent strain, we assume here that the line or surface of maximum damage is perpendicular to the direc-
tion associated with the maximum principal strain emax. This consideration restricts the analysis to
mode I crack opening where damage grows due to extension perpendicular to the crack path. The
!
T
ﬁeld is thus perpendicular to the direction associated to emax. The boundary value problem in Equations
(9), (11), and (12) is solved, and the θ ﬁeld is obtained. The second operation consists in selecting the
right iso-value. We assume that it is the iso-value that passes at the Gauss point where emax is maximal.
The algorithm that summarizes the process is presented in Figure 2. In practice, the thermal-like prob-
lem is not solved on the full structure, but only on the damaged zone. At the end, the iso-value repre-
senting the idealized crack is discretized into linear segments.
3.2. Reduction to a one-dimensional problem
The second step consists in evaluating the opening across this idealized crack. We extend the one-
dimensional approach presented in Ref. [4] along the linear proﬁles Γ perpendicular to the idealized
crack. A set of lines is generated from the middle of each segment of the crack (see Figure 3). Along
these lines of direction !N , the normal component of the FE local strain ﬁeld deﬁned as eN ¼!
N e  !N is computed, and then FE nonlocal strain eN is also computed (see Figure 4). It serves
as an input for the estimate of crack opening. Note that we isolate here the normal component of the
strain vector computed perpendicularly to the crack path because we intend to compute a crack5
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the same nonlocal average for the constitutive relation and for the estimate of the crack opening. This is
just for the sake of simplicity of the computational implementation.
The estimate of the crack opening follows the idea proposed by Dufour et al. [4]. Upon failure, the
displacement ﬁeld across a crack is a step function with a jump {U} at the crack location x0. The strain
ﬁeld is a Dirac delta function, and the nonlocal strain has the same shape as the averaging function φ
taken in the regularization technique deﬁned in Equation (7) with an amplitude of {U}. The principle
of the calculation of the crack opening estimate is to compare this theoretical nonlocal strain proﬁle
with the proﬁle obtained from the FE calculation. The theoretical proﬁle is a function of the crack
opening {U}. The comparison with the FE proﬁle yields this unknown.
In the original proposal, only the strong formulation was considered, i.e. the crack opening was
computed so that both proﬁles are equal at their maximum x = x0:
esd x0ð Þ ¼ eeq x0ð Þ⇒ Uf g
φ0ð ÞR
Γ
φx0  sð Þds ¼ eeq x0ð Þ⇒ Uf g ¼
eeq x0ð Þ
R
Γ
φx0  sð Þds
φ0ð Þ (15)
Another possibility is to compute the crack opening from the condition that the integral of the two
nonlocal strain proﬁles be the same:
Z
Γ
eeq sð Þds ¼
Z
Γ
esd sð Þds (16)
The resulting estimate of the crack opening will be further denoted as weak estimate as opposed to
the original one denoted as strong estimate because maximum nonlocal strains are enforced to be the
same in the latter.
Note that the estimate of crack opening is computed from the distribution of the nonlocal equivalent
strain compared with a theoretical distribution. The estimate is a function of the current state of strain,
and along the idealized crack, closure or opening may occur depending on the applied loads.
Estimating the relative sliding between the crack lips would require a proper measure of shear strain
that is taken into account neither in the nonlocal equivalent strain implemented in this article (eeq xð Þ),
which is related to local extensions, nor in the derivation of the theoretical distribution corresponding
to a displacement discontinuity (esd xð Þ) because only mode I opening is considered in the (scalar)
expression of the displacement jump {U}. Therefore, combined crack opening crack lips sliding
estimate should require an adaptation of the present technique.
In addition to these deﬁnitions, the distance between the theoretical and FE proﬁles gives an
indicator of the quality of the solution:
eI xð Þ ¼
R
Γ esd sð Þ  eeq sð Þ
 dsR
Γ eeq sð Þds
(17)
This indicator quantiﬁes the distance between the actual shape of the nonlocal strain proﬁle
compared with a theoretical one describing a displacement discontinuity across the idealized crack.
In the case of a damage zone, which does not correspond to a fully developed crack, this indicator
provides some additional information: Along the crack path, if eI(x) is above a given value, one may
consider that the crack has not formed and that a crack opening displacement cannot be computed with
some conﬁdence. If the indicator is below this ﬁxed value, it can be considered that the crack has
formed and that a discontinuity has appeared because the FE nonlocal proﬁle is close enough to the
theoretical proﬁle. Hence, the value of this indicator along the crack path deﬁnes the position of the
actual macrocrack tip in a rather general context. Of course, the threshold value below which a discon-
tinuity is considered to occur is somewhat arbitrary. As opposed to existing techniques in which the
discontinuity is considered to have appeared if damage is above a ﬁxed value [3,27], the present
proposal provides some more consistent information, namely, the comparison between the FE strain
distribution around the crack and a theoretical distribution corresponding to a discontinuity.7
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Figure 16. Experimental and numerical force versus CMOD responses.
Table II. Parameter ﬁtting using nonlocal damage model.
E (GPa) At Bt YD0 lc (mm)
30 0.9 4000 410-5 8
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Figure 15. Crack opening at different stages of the loading process.which reduces the crack propagation due to conﬁnement; second, due to casting, the material contains
less aggregate close to the boundaries and is thus weaker in the sense that aggregates are obstacles for
cracking. For these two reasons, the crack propagation is longer on the surface of the specimen than
inside the beam. This is clearly illustrated if one looks at the experimental measurements of the
crack opening for CMOD of 200 mm (see Figure 17b). The extension of the plot gives a zero opening
above the top of the beam, i.e. the neutral axis is out of the beam. It should not be the case except if the
applied load is 0. However, in Figure 16, one can see that for CMOD of 200 mm, the bearing capacity is
not yet 0. Hence, the crack length ought to be smaller inside the beam compared with the surface of the
beam. The two-dimensional plane stress computational model is ﬁtted from the evolution of global
quantities: force and CMOD. Thus, this numerical model provides an average crack length between
the surface and the core of the beam, whereas the experimental measurements give the maximum
values. This is the reason the computed crack length should always be a little smaller than the surface
crack length, and the corresponding opening should follow the same trend.13
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for which two curved cracks have been observed experimentally. The loading is carried out by means
of an arc-length procedure [20] to follow the global response highlighting a snapback until complete
failure for a top displacement of 8.2 mm.
The following set of parameters for the nonlocal damage model presented in Section 2 has been used
for the numerical simulation (Table III).
At the ﬁnal computational step, the crack location procedure is run using the principal strain
direction ﬁeld as a marker of the crack path opened in mode I. Because the procedure selects the
isoline passing through the most deformed Gaussian point, only the main (most opened) crack is
found in a ﬁrst run. To ﬁnd out the second crack path, one has to manually reduce the domain of
analysis to the bottom half of the specimen. By running the same procedure a second time, the
second crack path is found. Figure 19 shows the two crack paths passing in the central part of the
two zones with the largest values of the damage variable D.
Figure 20 shows the estimate of the crack opening using the weak approach along the two crack
paths. The crack opening in zones where only one crack is found and the sum of the two openings
where the two cracks interact are both between 7 and 8 mm. Although these values are very close
to the top displacement (8.2 mm), they stand below because the local crack orientation is not perpen-
dicular to the loading direction.
Figure 21 In this example, which is primarily aimed at illustrating crack localization in the very complex
case of curved crack propagation and interacting cracks, a rather coarse mesh has been used regarding the
description of the notch tip, and a good quality of the estimate should not be expected. However, the model
error stands below 15% except close to crack tips where some peak values around 30% are observed.5. CONCLUSION
An extension of the technique proposed to estimate crack openings from the FE calculation by Dufour
et al. [4] to two-dimensional computations of mode I fracture has been proposed. The ﬁrst step is theTable III. Model parameters for the numerical simulation using nonlocal damage model.
E (GPa) At Bt YD0 lc (mm)
31 0.95 9 000 9.710-5 4
Figure 19. Comparison between the two crack paths and the damage ﬁeld for a displacement of 8.2 mm.
15
Figure 20. Crack opening using the weak approach along the two crack paths for a displacement of 8.2 mm.
Figure 21. Model error along the two crack paths for a displacement of 8.2 mm.
F. DUFOUR ET AL.calculation of the location of the idealized crack (line perpendicular to the direction of maximum
principal strain in the fracture process zone). For this purpose, we have applied the global tracking
method to compute the idealized crack location as a post-treatment procedure applicable to any mode
I failure model. Then, the original one-dimensional problem devised by Dufour et al. [4] is recovered
as proﬁles of normal deformation orthogonal to the idealized crack direction are considered. For
each proﬁle, an estimate of the crack opening and an error indicator are computed by comparing FE
deformation proﬁles and theoretical proﬁles corresponding to a displacement discontinuity. Two
estimates have been considered: In the strong approach, the maxima of the proﬁles are assumed to
be equal; in the weak approach, the integrals of each proﬁle are equal.
The two estimates are restricted to mode I crack opening, and due to the constitutive model
implemented, only mode I crack propagation is considered too. In addition to the crack opening
estimate, the technique yields also an error indicator, which quantiﬁes whether a crack has fully
developed or not. Along the idealized crack, if it is above a given value, one may consider that the
crack has not formed and that a crack opening displacement cannot be computed with some
conﬁdence. If the indicator is below this ﬁxed value, it can be considered that the crack has formed
and that a discontinuity has appeared because the FE nonlocal proﬁle is close enough to the
theoretical proﬁle. Hence, the value of this indicator along the crack path deﬁnes the position of the
actual macrocrack tip. Of course, the threshold value below which a discontinuity is considered to
occur needs to be decided a priori. It depends on the desired accuracy in the deﬁnition of a real crack,
which depends on the constitutive relations. If they exhibit a zero stress for a ﬁnite strain, the threshold
could be determined accordingly.16
Two-dimensional numerical calculations show that the weak estimate performs better than does the
strong one. Error indicators, deﬁned as the distance between the numerical and theoretical proﬁles, of
magnitude less than a few percentages may be achieved. Results have been compared with
experimental measurements performed using the digital image correlation technique. Errors stand
from less than 1% for large values of the opening (160 mm) to 30% for very small opening (5 mm).
This should be expected because most probably a full crack has not formed yet when the opening is
so small. The example of two interacting cracks in a tensile concrete plate shows that the crack
detection technique is capable of handling curved and interacting cracks.
A direct extension of this work could be used to perform ﬂuid ﬂow calculations from the computed
crack openings (e.g., using Poiseuille’s model). The values of crack openings may also be folded into
continuum-based hydromechanical models in which the permeability is a function of damage and also
of crack openings [23].ACKNOWLEDGEMENTS
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