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Since the first direct detection of gravitational wave signals from the coalescence
of a pair of stella-mass black holes on 14 September 2015, a global network of
terrestrial interferometric detectors, with kilometer-scale arms, have opened a new
window through which the astrophysical universe can be probed. This success was
the result of decades of exploratory work done on smaller-scale prototype interfer-
ometers. Even though the detection of astrophysical gravitational wave signals has
become almost a routine event, prototype interferometers remain an essential tool in
developing technologies for future generations of kilometer-scale detectors. They
are unique in that they are large enough to probe physics that cannot be easily inves-
tigated on the table-top, but have no obligation to function as an observatory, and
so can be readily modified for a wide variety of experiments. This thesis focuses on
one direction in which prototype interferometry can be taken, serving as a testbed
for testing the laws of quantum mechanics at the macroscopic scale. While this
is in itself an interesting experimental program, it can make a direct contribution
to the field of gravitational wave astronomy since future generations of terrestrial
detectors are expected to be limited in their sensitivity due to measurement limits
set by the Heisenberg uncertainty principle. Techniques to evade these limits can
be demonstrated on a prototype interferometer, before embarking on an expensive
program to implement them at the scale necessary for kilometer-scale observatories.
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C h a p t e r 1
PROTOTYPE INTERFEROMETRY IN THE ERA OF
GRAVITATIONAL WAVE ASTRONOMY
1.1 Introduction
Decades of work put into improving the sensitivity of the LIGO interferometers
led to the spectacular first direct measurement of gravitational waves in September
2015 [1]. In August 2017, gravitational wave signals from a pair of neutron stars
coalescing were observed by LIGO [2], with an electromagnetic counterpart from
the same event recorded shortly after by several telescopes across the electromag-
netic spectrum. These events marked the dawn1 of "Multi-Messenger Astronomy"
(MMA), and with it, the opportunity to perform tests of general relativity [3], cos-
mology [4], and extreme matter physics [5] that were not previously possible. While
the first detection was a triumph for the field, several technical challenges remain
in achieving the design sensitivity of the instrument. Therefore, improving the de-
tector sensitivity and increasing the volume of the universe probed (and hence the
detection rate of astrophysical signals) remains a primary goal of the collaboration.
In addition to their astrophysical value, the LIGO interferometers are among the
most sensitive precision measurement devices ever built, and allow testing various
quantum-limited metrology schemes. Such experiments can be valuable to other
communities who are operating in the quantum-limited sensing regime as well, such
as darkmatter detection experiments. The size andmass scales of the interferometers
also offer a unique environment in which the laws of quantum mechanics can be
tested.
Much of the work described in this thesis was performed at the 40m prototype inter-
ferometer at Caltech (known as the C1 interferometer). Prototype interferometers
have historically been central to developing technologies that are then transferred
to the kilometer scale observatories. In the MMA era, prototypes around the world
continue to play an important role in supporting the observatories as low-risk test
environments for exploratory noise-mitigation studies - for the C1 interferometer in
particular, there are many excellent references [6–8]. Among the fully instrumented
1At the time of writing, gravitational wave signals from more than 50 binary coalescence events

































Figure 1.1: Sensitivity of the Advanced LIGO interferometers. Both noise models
(smooth curves) and themeasured detector sensitivities (fuzzy traces) during two of
three LIGO observing runs are plotted. The signals from two key gravitational-wave
events are overlaid as (smooth thick bands) to give an indication of how much SNR
they were sensed with at each frequency.
prototypes in the world, C1 is closest in optical topology to the LIGO interferome-
ters, and also provides the longest (in-vacuum) baseline arm length2. Perhaps most
importantly, there is no obligation on C1 to observe astrophysical signals, making it
ideal for the experimental work described in this thesis.
1.2 Sensitivity of the Advanced LIGO interferometers
Fig. 1.1 illustrates how the sensitivity of the LIGO interferometers are typically
presented, in a "noise budget". The quantity plotted in each of the noise traces are the
amplitude spectral densities (ASDs), and individual noise contributions are summed
in quadrature to generate the trace labelled "Design sensitivity". This noise budget
is highly simplified - a more comprehensive noise budget includes several tens of
noise sources. The ones plotted here are "facility limits" (e.g. seismic and residual
gas) or fundamental (e.g. quantum). At high frequencies >100Hz, O2 and O3
sensitivities differ because squeezed vacuum injection was used in O3 (but not O2)
to reduce the quantum noise at those frequencies. The design sensitivity for LIGO
assumes higher laser power and frequency dependent squeezed vacuum injection
for broadband quantum noise reduction, which explains the difference between O3
sensitivity and the black trace - in fact, above ≈ 100 Hz, thermal and quantum noises
2The Gingin observatory complex in Australia has an L-shaped vacuum envelope with the arms
of the "L" being 80m long. At the time of writing, it does not have the optical infrastructure installed
to configure it as a DRFPMI.
3
limit O3 sensitivity, with the latter calculated with parameters used in the observing
run. At lower frequencies, the measured noise exceed the "fundamental" noises
due to residual couplings from the control systems used to keep the interferometers
at their linear operating point and stabilize the angular motion of the suspended
mirrors (the explicit coupling is not plotted here as a separate the contribution).
Also included are the frequency content of gravitational wave signals from two
important binary coalescence events (the characteristic strains are multiplied by
√
f
for comparison with the other ASDs on this plot).
The individual noise contributions are explained in greater detail in Chapter 3
and also in [9, 10] - the main point of Fig. 1.1 is to say that (i) the terrestrial
interferometers are still being improved, and (ii) even at design sensitivity, the SNR
for a typical BNS coalescence will be too small at frequencies ∼ 2 kHz, which is
where interesting information about the neutron star equation of state is expected
to be encoded (this is just one example, higher order modes of the post binary
black hole merger ringdown is another). The work in thesis aims to contribute
to the general goal of enabling the terrestrial gravitational wave detectors to reach
their design sensitivity, and eventually, surpass it using schemes to circumvent the
quantum noise limitations imposed by Heisenberg’s uncertainty principle.
1.3 LIGO interferometers as a cavity optomechanics experiment
The optical cavity is the fundamental building block of the LIGO interferometers.
They amplify the effect of a gravitational wave interacting with the test masses
forming the cavity, in addition to providing filtering that makes it possible to make
a measurement at the level of 10−12 rad/
√
Hz. In order to isolate the mirrors
of the cavity from seismic motion, the mirrors are suspended from pendulums,
which make them behave like free-masses above the resonant frequency of the
suspensions. The laser power circulating in the resonant cavities is also large,
O(300 kW). At these powers, the radiation pressure force imparted on the mirrors
during the process of reflection are significant enough that the motions of mirrors
at either ends of the cavity become coupled. These dynamics make the LIGO
interferometers a large optomechanical device, and allows us to test if the rules of
quantummechanics remain valid in a unique region of themass-frequency parameter
space, since the LIGO cavitymirrorsweigh≈ 40 kg and the detector ismost sensitive
in the 20 Hz − 2 kHz frequency range. In the last decade, there were multiple
landmark demonstrations in the field of cavity optomechanics, but these were largely
at ng − µg mass scales, and at frequencies in the MHz − GHz range [11]. Probing
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a complementary region in the mass-frequency space is, therefore, of interest to the
precision measurement community.
The optomechanical interaction also raises the interesting possibility of generating
squeezed states of light, using which it is possible to make measurements with lower
variance than onewould naively expect from the Poissonian statistics associatedwith
photon arrival on a detector. The idea has been extensively modelled, and recently,
experimentally demonstrated [12] in the 30−60 kHz regime. One of the goals of this
thesis was to improve the noise performance of the C1 interferometer to a level that
would allow the measurement of an optomechanically squeezed state at ≈ 100 Hz.
The C1 interferometer has a very similar optical topology to the Advanced LIGO
interferometers, but lighter mirrors (250 g in C1 vs 40 kg at LIGO). We believe this
to be in a sweet spot, light enough to have significant optomechanical coupling, but
large enough that they can be manufactured and handled while maintaining high
mechanical quality factors essential for reducing the coupling of thermal noise into
the measurement band.
1.4 Structure of this thesis
This thesis aims to contribute to the following domains: (i) improve the sensitivity
of the current generation of terrestrial gravitational wave detectors, (ii) investigate
how interferometers (both prototype and kilometer-scale ones) can be used as quan-
tum-limited force sensors, and (iii) study schemes that can potentially improve the
sensitivity of future terrestrial gravitational wave detectors. With these aims in
mind, the rest of this thesis is organized as follows:
Chapters 2 and 3 are focused on documenting the current status of the C1 interfer-
ometer. The former is focused on the Arm Length Stabilization (ALS) system. The
latter describes in detail the commissioning efforts at the C1 interferometer, which
may serve as a useful sequence of steps to follow in characterization efforts after
upgrades that are in progress at the time of writing.
Chapter 4 is a study into how the C1 interferometer can be used to generate an op-
tomechanically squeezed vacuum state. Optomechanical squeezing can potentially
be a valuable complement to the non-linear crystal-based squeezers routinely used
in terrestrial interferometers today.
Chapter 5 details an upgrade currently underway at the C1 interferometer that will
allow the interferometer’s output field to be read out using a technique known as
Balanced Homodyne Detection (BHD). The work at C1 is meant to be a proof-of-
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concept for a similar planned upgrade for the two LIGO observatories.
Chapter 6 presents a study of how a phase-sensitive optomechanical amplifier can
help future interferometers operated at cryogenic temperatures leverage strongly
squeezed vacuum injection in the presence of non-negligible optical losses in the
readout chain, a challenge that is anticipated at the planned operating wavelength of
≈ 2µm.
Chapter 7 describes an algorithm that can be used to design dielectric coatings that
satisfy multiple requirements typical of those used in gravitational wave interfer-
ometers, but also more broadly applicable to precision metrology experiments that
employ optical cavities.
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C h a p t e r 2
ARM LENGTH STABILIZATION (ALS) SYSTEM
The ALS system at the 40m is able to control the CARM degree of freedom with
≈ 10 pm RMS residual displacement noise (measured from 10 mHz − 1 kHz). At
the time of writing, this is among the best performance in suspended interferome-
ters operated around the world that utilize the ALS scheme, and therefore, allows
unprecedented repeatable and reliable lock acquisition at the 40m.
The use of auxiliary laser fields phase-locked to the main laser field has been
demonstrated on multiple suspended interferometer systems [13–15]. The system
used at the 40mhas a fewdifferences, which I outline in this section. Figure 2.1 shows
a schematic overview of the setupwhile Figure 2.2 shows the feedback loop topology,
for the case of a single arm cavity. In both diagrams, the important subsystems are
grouped together with shaded rectangles, and in Figure 2.2, important points in
the feedback loop where noise enters the system are indicated. It is instructive to
understand the function of each block, and then, how they fit together. Finally, I
briefly describe how the ALS system is a valuable diagnostic tool for characterizing
the interferometer.
2.1 AUX-PDH loop
This subsystemmakes theAUX laser frequency follow the (seismically and thermally
driven) arm cavity length with high fidelity.
The ALS approach uses an auxiliary (AUX) laser field to sense the length of the
arm cavity. The PDH technique is still the manner in which the error signal is
generated. This raises a practical concern - the system needs to work when both
the PSL and AUX laser fields are resonating in the arm cavity, so how can we
distinguish between these two fields, so that PDH sensing of only the AUX laser
field can be done? One possibility is to assign orthogonal polarizations to the two
fields, and then rely on polarizing beamsplitters to separate the fields. The 40m
ALS system adopts a different approach - the AUX laser field is first frequency
doubled (to 532nm, hence the term "green-locking" is also sometimes used to refer
to this system), and then injected into the cavity. This approach works because the
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Figure 2.1: Schematic overview of the optical and electrical components of the ALS
system used at the 40m. This figure should be interpreted along with Figure 2.2.
The layout is adapted from [15], but updated to highlight the major change in the
setup, which is that the error signal is now constructed using fiber coupled pickoffs
of the 1064 nm laser fields from each NPRO (c.f. the old setup where the beat
was constructed by interfering the transmitted green beam from each arm with a
frequency-doubled pickoff from the PSL). The latter system is retained for diagnostic
purposes, but the new system yields significantly better noise performance, and
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Figure 2.2: Feedback control topology of the IR ALS scheme. See Figure 2.1 for
a more schematic overview of the setup. Assuming the system behaves like an LTI
one, such a diagram can be used to write out the one-hop noise transfer functions
from node to node. By enforcing self consistency on the resulting matrix equation,
the closed-loop noise couplings of the various noise sources can be evaluated.
of noise. This field is then injected into the arm cavity from the ETM. At the 40m,
this choice of injecting from the ETM side of the cavity is to maintain consistency
with what is done at the aLIGO sites - the AUX field can also be injected into the
arm cavity from the ITM side of the cavity, and indeed, this approach is adopted at
some other interferometers, such as KAGRA [13].
To generate the PDH error signal, phase modulation sidebands have to be imprinted
on the AUX field being injected into the arm cavity. For simplifying the complex-
ity of the opto-electronic system, the choice was made at the 40m to do this by
directly modulating the PZT element fitted on the (commercial) AUX NPRO laser
for frequency control. Compared to the more traditional approach of using an EOM
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for this purpose, there are fewer electro-optic components involved in the approach
taken at the 40m. However, the PZT actuator has the drawback of having a much
lower bandwidth than an EOM, and therefore, limits the overall bandwidth (and
hence frequency noise suppression) of the PDH loop used to stabilize the AUX
laser frequency to the arm cavity length. Additionally, being an electro-mechanical
transducer, the PZT has several resonant features that lead to amplitude (rather than
phase) modulation of the AUX laser field. These have to be carefully mapped out
and avoided when choosing a modulation frequency. At the 40m, a frequency of
≈ 232 kHzwas chosen as it yields the maximum PM/AM ratio (≈ 5×105) [16] in the
range 100 kHz − 1 MHz . Frequencies < 100 kHz are excluded as the reflectivities
of the arm cavity mirrors set a cavity pole frequency of 19 kHz (denoted as CAUX
in Figure 2.2) for 532 nm and the PDH technique relies on the PM sidebands being
reflected when the carrier is resonant, which requires at least a few linewidths of
separation from the resonance of the carrier. Moreover, we do not want too low
a modulation frequency to limit the servo bandwidth. Frequencies > 1 MHz are
excluded as the NPRO’s PZT actuator becomes ineffective at those frequencies.
Before injection into the cavity the beam has to be well matched to the cavity’s
eigenmode, in order to couple maximum power from the injected beam to the cavity.
This is important in order to realize a low-noise PDH error signal - any injected light
that is not well matched to the cavity’s eigenmode will be rejected (reflected) onto
the PDH sensing photodiode in reflection. This light would contain no information
about length fluctuations of the cavity, but would contribute shot noise at the PDH
loop’s error point, thereby degrading the quality of the frequency stabilization. In
fact, the 40m arm cavitymirrors’ dielectric coatings have reflectivities at 532 nm that
make the cavity overcoupled - that is, when the cavity is resonant, even assuming
perfect mode-matching, part of the resonant field leaks through the input coupling
mirror (the ETM, since the beam is injected there), and hence, constitutes a constant
level of light on the reflection PDH photodiode that contributes shot noise without
any information about cavity length fluctuations. Given that these are the mirrors
we have, the task was to identify a series of lenses that could be placed in the
injection path in order to realize good mode-matching between the AUX laser’s
eigenmode and the cavity’s eigenmode. A numerical optimization routine was used
to identify a solution that uses commonly available focal lengths for the mode-
matching lenses, and also to identify lens placement locations in the propagation
path that are maximally tolerant to human errors in lens placement (i.e. the resultant
mode-matching efficiency to the cavity is negligibly degraded if the actual positions
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of the lenses or their focal lengths differ from the assumed values by ≈ 5%). Two
of the lenses are also mounted on translation stages to permit in-situ optimization
of the mode-matching. While the calculated mode-overlap was > 99% [17], the
realized mode-overlap was estimated to be ≈ 90%. While future higher-precision
applications may require this number to be improved, 90% was deemed sufficient
for lock acquistion at the 40m, and hence, this was not further optimized.
The final part of this subsystem is the feedback loop, consisting of a detection
photodiode (DAUX), servo electronics (FAUX) and actuator (AAUX). For the 40m
ALS system, AAUX, which is theNPRO’s PZT actuator, may be assumed to have a flat
frequency response. In reality, there are several parasitic resonances at frequencies
near 100 kHz as revealed in the AM/PM measurements of the NPRO [16], though it
is expected that these can be neglected for realizing a servo with a UGF of ≈ 10 kHz.
Future applications that call for higher bandwidth feedback loops may require either
a separate high frequency actuator such as an EOM, or inversion of the frequency-
domain poles and zeros characterizing these parasitic resonances using fast digital
electronics (e.g. an FPGA based controller [18], being digital, allows easy tuning
of the parameters of these resonances as opposed to building an analog electronics
circuit). A Thorlabs PDA36A photodiode serves as DAUX. Being a broadband
photodiode, it too can be considered as a transimpedance (I → V) amplifier with
flat frequency response. The choice of using a broadband photodiode, as opposed
to the typical LIGO approach of using a custom design tuned to have a resonant
response at the PDH modulation frequency (and notch frequency at its second
harmonic), was motivated by keeping the setup as simple as possible. The servo
electronics, CAUX, perform a number of operations, starting with demodulation of
the PDH error signal, low-pass filtering the 2 f frequency component associated
with demodulation by a mixer, and finally, producing a low-noise control signal that
efficiently rejects frequency fluctuations of the AUX laser frequency relative to the
arm cavity length with the desired control bandwidth. The loop transfer functions
for the EX AUX PDH loop at the 40m are shown in Figure 2.3. The loop has
≈ 10 kHz bandwidth, with a phase-margin of ≈ 60◦. The purple curve, labeled
"other electronics (model)", is instructive in understanding why higher bandwidths
are not possible with this setup. It represents the total effect of (i) a post-mixer,
fourthth−order low-pass filter with corner frequency fc ≈ 70 kHz that attenuates the
signal content at 2 fmod associated with demodulation using a mixer, (ii) a summing
box with a pole at ≈ 100 kHz that is used to sum both the control signal and the PDH
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Figure 2.3: Open-loop (measured) and closed-loop (inferred) transfer functions for
the AUX PDH loop. Measurements / models for the constituent parts are also
included. At f < 1 kHz the transfer-function measurement technique used does
not yield reliable results since the excitation injected to make the measurement is
suppressed by the large loop gain at those frequencies below the noise floor of the
measurement apparatus.
NPRO PZT actuator at ≈ 200 kHz.
As a result of the phase-lag caused by these components, a higher bandwidth
feedback loop is not possiblewith the existing servo electronics and PDHmodulation
scheme.
2.2 PSL IMC PDH loop
This subsystem makes the PSL laser follow the Input Mode Cleaner (IMC) cavity
length with high fidelity. The system has sufficient gain at low frequencies to
suppress the frequency noise of a free-running NPRO to the level required for
precision interferometry.
Just as the arm cavity length is the reference to which the AUX laser frequency is
stabilized, the IMC cavity serves as the reference to which the PSL frequency is
locked. The PDH technique is used. Unlike the system used for the AUX laser
frequency stabilization, the IMC loop uses a dedicated EOM to imprint the PM
sidebands used for PDH locking. Furthermore, the feedback controller, FIMC and
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Figure 2.4: Open loop measured and modelled transfer functions for the PSL IMC
PDH loop.
This is because the requirements on frequency stability are more stringent for the
PSL - a high bandwidth feedback loop is required to meet these requirements. At
the 40m, the IMC PDH loop is designed to be able to realize a UGF of ≈ 100 kHz,
and a comparison of the measured OLTF compared to the model is shown in
Figure 2.4. There is good agreement between model and measurement around
the UGF. At f < 50 kHz the transfer-function measurement technique used does
not yield reliable results since the excitation injected to make the measurement is
suppressed by the large loop gain. Furthermore, only one stability margin (phase)
is indicated - in reality, there are others that must be considered as well in order
to realize a stable loop. Nevertheless, this feedback loop functioned with sufficient
reliability to allow locking the interferometer.
2.3 Beat note detection
This subsystem tracks fluctuations in the beat frequency between two lasers with low
noise. Assuming each laser is faithfully tracking a cavity length (by the feedback
loops described in Sections 2.1 and 2.2), these fluctuations are then a proxy for
relative length fluctuations in the two cavity lengths.
As the lengths of the IMC and arm cavities are disturbed by seismic noise, the
feedback loops described in the preceeding two subsections servo the PSL and



































used to mitigate digitization
noise not explicitly shown.
Figure 2.5: Schematic overview of the DFD system. The optical beat is generated in
a unit called the "Beat Mouth". Damage thresholds of the fiber coupled photodiodes
limit the signal power - therefore, the signals are preamplified before transmission
over ≈ 20 m coaxial cable to the DFD electronics. Each beat signal is then split
equally, with one half sent through a 50m low-losscoaxial delay line, before being
mixed with the undelayed version of itself in an RF I/Q demodulator, part # LIGO-
D0902745. The demodulated signals are digitized, and a "phase-tracker" servo is
used to digitally rotate the demodulated quadratures to derive a signal that is always
linearly proportional to fluctuations in the beat frequency.
optical cavities. The goal of the ALS system is to eliminate differential length
fluctuations between these two cavities. Therefore, we need to derive an error signal
proportional to these fluctuations that we can drive to zero by a suitable feedback
loop. A candidate error signal is the optical beat generated when small pickoffs
of the PSL and AUX laser fields are mixed (interfered) on a photodiode. Then, if
the length of either cavity changes (well within the bandwidth of the PDH loops
stabilizing the laser frequency to the cavity length), the beat frequency will also
change. Therefore, in addition to a sufficiently high bandwidth photodiode that can
detect the optical beat, we need a low-noise system that can detect fluctuations in
the beat frequency with.
At the 40m, a Delay-line Frequency Discriminator (DFD) is used to generate an
error signal that is linearly proportional to fluctuations in the beat frequency. Once
such a signal is available, a linear feedback loop can be used to change the frequency
of one of the two lasers generating the beat to null this error signal and thereby, keep
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the beat frequency constant. The detailed theory of operation is described in [19],
while Appendix A of [8] describes the phase-tracker algorithm used to extend the
linear range of the DFD and permit tracking of larger low-frequency variations than
would be possible with a traditional DFD. The coaxial cables used for the delay lines
are ≈ 50 m lengths of LMR-195 by Times Microwave Systems, chosen for their low
loss (8.4 dB/100m[20]).
Compared to previous incarnations of the system at the 40m, careful characterization
of the signal levels and noise sources in the electronics associated with the DFD
readout resulted in an overall lowering of the measurement noise floor of this system.
Figure 2.6 shows the dependence of the frequency discriminant as a function of the
RF power of the beat signal, using the parameters of the 40m DFD setup. While a
naïve analysis suggests that increasing the delay improves sensitivity monotonically,
there is no benefit to increasing the delay line length above the point where the loss in
the cable exceeds ≈ 8.7 dB [8]. Therefore, the limitation of this technique of reading
out frequency fluctuations is that high signal powers and low-noise electronics are
required to achieve low sensing noise. For instance, with 10 dBm of RF beat
signal power, sensing electronics with input referred noise < 10 nV/
√
Hz would be
required to realize a sensing noise floor of 1 mHz/
√
Hz. While lock acquisition
does not require such low sensing noise levels, future high precision applications,
such as calibrating the DARM DoF, may place even more stringent requirements,
necessitating a re-think of the way changes in the beat frequency are detected.
A major change in the setup from 2016 is that the way in which the beat signal is
generated was changed. Previously [8, 15], the beat was generated by mixing the
transmitted green beam from each arm cavity (extracted at the vertex area of the
interferometer using a mixture of polarization-separating optics) with a frequency-
doubled pickoff from the PSL. Because the mixing was done in free-space, the two
beams had to be frequently aligned onto the detection photodiode to compensate
for drifts in the alignment of the interferometer’s arm cavities. Furthermore, it was
suspected that low frequency alignment modulations associated with the complex
system of polarization-separating optics in the vertex area of the interferometer, and
scattered light fields generated in the process, were contributing excess noise to the
DFD system at low ( f < 30 Hz) frequencies.
To improve the situation, I decided to use long (≈ 60 m) polarization-maintaining
fibers to route a pickoff of the AUX laser from each arm cavity to the vertex
area of the interferometer, where it was mixed on a high-bandwidth fiber coupled
15
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Figure 2.6: The frequency discriminant, i.e. the voltage output of the DFD for a unit
change in input frequency, is dependant on both the length of the delay line and the
signal power. The latter affects the noise performance of the system, since a given
electronics noise level will translate to a larger frequency sensing noise.
photodiode (NewFocus 1611-FC) with a pickoff of the PSL. It was hypothesized
that compared to the old technique, if the coupling of light from each AUX laser
and the PSL could be done using high-quality free-space to fiber couplers mounted
on optical tables with stable optomechanics, problems associated with alignment
drifts and scattered light could be mitigated to a large degree. Indeed, after the
change was made, the alignment did not need adjustment for year-long timescales.
Furthermore, the low-frequency noise of the ALS readout was improved. As a
result of all these improvements, the procedure of locking the 40m interferometer
was greatly simplified, allowing repeatable, reliable locking of various complex
interferometer configurations. The old system was not completely dismantled, and
now serves as a useful diagnostic tool (though it is no longer used in the lock
acquisition sequence).
2.4 Digital CARM servo
This subsystem keeps the beat frequency between the PSL and AUX lasers, as sensed
by the DFD described in Section 2.3 at a fixed value.
The ultimate goal of theALS system is to allow the PSL frequency to bemaintained at
arbitary offsets relative to when it becomes resonant in the arm cavity. Sections 2.1,
2.2 and 2.3 describe how relative frequency fluctuations between the PSL and arm
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cavity length are sensed, and an error signal is derived. The final step in the chain
is to close a feedback loop, driving this error signal to zero.
The procedure starts by first locking the X(Y) arm cavity’s length to the PSL
frequency with PDH error signals derived from the POX(POY) photodiodes respec-
tively. Simultaneously, the AUX laser frequency is locked to the arm cavity length.
The high-range actuator controlling the temperature of the AUX NPRO’s lasing
crystal is adjusted such that the average value of the beat frequency between the
PSL and AUX laser in this condition (simultaneous resonance in the arm cavity) is
fALS ≈ 40 MHz 1.
The digital phase tracker servo is then tuned such that the I-phase output is (on
average) zero. A simple integrator is used to adjust the digital demodulation phase
in a feedback loop with bandwidth ≈ 2 kHz (limited by the sampling rate of the
system, 16 kHz) - then, within the bandwidth of this loop, fluctuations in the digital
demodulation phase can be mapped to frequency fluctuations of the beat frequency,
using the calibration factor dφdf = 71.291 ± 0.024
◦/MHz 2. A feedback loop (with
≈ 120 Hz bandwidth) is then closed by actuating on the position of the suspended
MC2 mirror of the triangular IMC cavity - as described in Section 2.2, the PSL
frequency follows the length of this cavity with≈ 100 kHz bandwidth, and therefore,
by changing the length of the IMC cavity, the frequency of the PSL can be changed.
Once this feedback loop has been closed, the POX and POY sensors are no longer
required to keep the PSL resonant in the arm cavities. Finally, by adding an offset
to the error-point of this servo ("CARM offset" in Figure 2.2), arbitrary offsets can
be maintained between the PSL frequency and the arm cavity’s resonant frequency.
For lock acquisition at the 40m, an offset of ≈ 4 nm (c.f. the CARM linewidth of
≈ 28 pm) is used to allow locking of the vertex area of the interferometer.
2.5 ALS noise budget
In order to assess the noise performance, a single arm cavity length was controlled
using the ALS system. The DC setpoint of the cavity length was such that the
1This value is chosen given the FSR of the 40 m long arm cavity is ≈ 4MHz, and ambient levels
of seismic activity can disturb the round-trip length of the cavity by greater than one wavelength
(equivalently, one FSR). If this were to happen, the sign of the servo that would maintian a fixed
offset between PSL and AUX laser frequencies would be inverted. To avoid such complications,
the beat frequency chosen to be several FSRs away. Much larger values are avoided to remain well
within the operating bandwidths of various RF components composing the beat-detection chain.
2This calibration factor is for the one of the two delay lines used - the other has a very similar
calibration of 70.973 ± 0.024◦/MHz. This is purely a function of the delay line length, and it is
reasonable that the two delay lines are of slightly different lengths.
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main PSL beam was resonant in the arm cavity (though it was not directly used for
controlling the cavity length). In this state, the POX photodiode (see Figure 2.1) is
a linear, out-of-loop sensor 3 of the residual motion of the arm cavity relative to the
PSL frequency. The POX photodiode’s voltage readout, digitized by an ADC, was
separately calibrated into physical units of meters4.
In order to estimate the contribution of the various technical noise sources, a model
of the system as shown in Figure 2.2 was implemented in MATLAB’s Simulink
toolbox. By linearizing the system, the transfer functions from various points of
noises coupling into the closed feedback loop to the residual arm cavity motion
can be evaluated. Then, knowing the spectra of the noise sources themselves,
a noise budget can be constructed, which gives insight into what is limiting the
performance of the ALS system. Such a noise budget is shown in Figure 2.7. While
the budgeting done here is not as comprehensive as that in Fig. 7 of [15], the total
measured noise is largely explained by (i) residual seismic motion due to finite gain
of the feedback loop suppressing it, (ii) unsuppressed frequency fluctuations of the
AUX laser relative to the arm cavity length (also due to finite gain of the feedback
loop), and (iii) ADC noise.
Between 10-100Hz, the measured noise is in excess of the budgeted ones. One
noise source that is known to be poorly modelled is the noise introduced due to
phase fluctuations introduced in the optical fibers involved in generating the beat
signal between PSL and AUX lasers. At the 40m, some minimal isolation of the
fibers from environmental perturbations (for example,vibrations due to air currents
and spinning fans in the laboratory, thermally driven length changes of the fiber etc.)
is provided by housing the fibers inside thick foam tubes. In Figure 2.7, the curve for
"Fiber phase noise" is for the fundamental thermodynamic limit [21, 22]. However,
empirically, it is known that the length (i.e. phase) fluctuations of the fibers are far
in excess of this fundamental limit - for example, turning fans associated with the
lab’s HEPA system off and on revealed a difference in the measured ALS noise.
Improving the isolation of the fibers, by suspending the shielded fibers instead of
laying it out on a cable tray for example, could improve the overall ALS noise
performance. The contribution can be quantified by performing a test analogous to
that described in [23].
A point worth noting is that all of the "fundamental" noise sources are several orders
3In the usual PDH sense, since the main PSL beam still has PM sidebands imprinted on it.
4The PDH optical gain in reflection for the arm cavity associated with a misaligned PRM had a

























































Figure 2.7: Fundamental (dash-dot lines) and technical (solid lines) noise sources
contributing to residual motion when a single arm cavity’s length is controlled using
the ALS system. Here and elsewhere in this thesis, dashed lines of the same color as
a corresponding ASD is the cumulative RMS, computed by integrating the squared
ASD from high frequencies to low, and then taking the square root. From the dashed
lines, we can evaluate the relative contribution from different frequency bands to
the total RMS noise, and hence, come up with mitigation strategies. The technique
of using the POX photodiode as an out-of-loop sensor of residual motion is limited
by its inherent sensing noise, labeled "POX sensing".
of magnitude away from limiting the noise performance. By solving the engineering
challenges that make these noise sources problematic, the existing interferometric
infrastructure can be used to realize an RMS residual noise that is at least 100 times
better than the current best value of ≈ 8 pm/
√
Hz.
Finally, the evolution of the noise performance of the ALS system at the 40m over
time is shown in Figure 2.8.
On the basis of Fig. 2.7, some improvements that can be made to improve the noise
performance of the ALS system are:
1. Better suppression of AUX laser frequency noise - above ≈ 100 Hz, this is the
dominant noise source. The suppression is limited by finite gain of the AUX
PDH loop at these frequencies. The dark noise of the AUX PDH sensing
photodiode lies a few orders of magnitude below the unsuppressed frequency
noise, but if a dramatic improvement is desired, a custom photodetector with
better noise may also have to be designed.
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Green ALS, best performance
IR ALS, best performance
Green ALS, original
CARM linewidth for ≈ 30 ppm arm cavity loss
Figure 2.8: Evolution of ALS noise performance. The main difference between
the current system (red curve) and previous iterations shown in the blue ([15]) and
green ([8]) curves is that the beat between the PSL and AUX lasers is generated
using 1064 nm pickoffs from each laser (i.e. before they are frequency doubled to
532 nm) coupled into fibers, while the cited works optically mixed the transmitted
532 nm beams from each arm cavity with a frequency doubled pickoff of the PSL.
The improvement between the red and green curves may look marginal, but with the
new system, lock acquisition of the interferometer is more repeatable and reliable.
2. Better suppression of seismic noise. The finite bandwidth of the feedback
loop used to suppress relative frequency fluctuations between the PSL and
arm cavity length limits achievable suppression, particularly in the 10-100Hz
band. It is difficult to achieve much higher gain in this frequency band with a
stable digital feedback loop - so this problem may be best tackled by reducing
the unsuppressed relative seismic noise by implementing better passive /
active vibration isolation systems. In particular, the MC2 suspension sits on
a seismic isolation stack different from those used elsewhere at the 40m, with
relatively worse isolation performance.
3. Better whitening filters to pre-process the signal before digitization and hence
reduce theADCnoise. TheDFDschemewould also benefit froma digitization
path that bettermatches the signal to the dynamic range of theADC.Unlike the
PDH locking scheme, the ALS feedback loop does not suppress the amplitude
of the beat signal. The resultant large DC component that must be digitized
limits the amount of front-end gain we can apply to the beat signal. If a
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custom circuit can be designed that separately digitizes the DC part and AC
frequency fluctuations with different gains, we could further boost the signal
amplitude going into the DFD using a low noise RF amplifier. This improves
the frequency discriminant (see Fig. 2.6), while still allowing us to track both
DC and AC variations of the beat frequency.
4. Redesign the digital feedback loop to better roll-off the noise at high fre-
quencies. In Fig. 2.7, an ad-hoc 700Hz elliptic low pass filter is used, but
a systematic procedure may lead to better noise rejection in the 100-700Hz
band.
5. Taking the PSL pickoff for the ALS beat from closer to where it is injected
into the main interferometer (i.e. after transmission through the IMC). The
core idea of multi-wavelength sensing is frequency comparison between two
laser beams. However, any noise imposed on these beams between where
they sense cavity length and where they are optically mixed, such as phase
noise due to path length modulations of optical fibers carrying these beams,
will manifest as frequency noise. Therefore, every reasonable effort must be
taken to eliminate such couplings. By generating the beat signal using pickoff
beams "close" to where they sense cavity lengths, the requirement on isolation
of the fibers from the environment (for example) is relaxed.
2.6 ALS as an arm cavity diagnostic tool
Compared to PDH locking, which is the only other low-noise feedback control
technique available at the 40m, the ALS system has the advantage of providing a
linear error signal over a much larger range of frequency offsets between the PSL
frequency and the arm cavity’s resonant frequency. The PDH signal can only be
used for linear feedback control over the arm cavity’s linewidth of ≈ 8.8 kHz, and
while some tricks such as normalizing the PDH error signal by the arm cavity’s
transmission can broaden the linear range, it does not permit scanning the arm
cavity length in a controlled manner through several free spectral ranges, as the
ALS system allows. Performing such a scan allows the 40m long arm cavity to be
used as a spectrum analyzer, and several parameters of the interferometer can be
measured with high precision since the measurement is interferometric, and in-situ.
From a single scan over multiple FSRs, a non-exhaustive list of information that
can be extracted includes (i) The arm cavity FSR (and hence length), with as good






























Figure 2.9: Time series of power transmitted (TRX and TRY) through the arm
cavities while under ALS control. The scan is effected by changing the offset
between the PSL frequency, and the arm cavity’s resonant frequency.
interferometer beam, (iii) Large RF sideband asymmetry (symptomatic of possible
detuning of the IMC), (iv) Mode-matching of the main interferometer beam to the
arm cavity, and (v) g − factor of the arm cavity.
A time series of the transmitted power through the arm cavity during one such
scan is shown in Figure 2.9. It can be deduced from this scan that there isn’t
any significant detuning of the IMC cavity as the RF sidebands on either side of
a carrier resonance are approximately equal in height. The principal advantage of
this system as a diagnostic tool is that it does not require any significant additional
setup to do the scan, since the ALS system is required for regular operation of the
interferometer. One source of uncertainty in such scans comes about because of
uncertainty in the calibration of the digital phase tracker servo into physical units
of frequency. Separate calibration of this parameter using a function generator5
locked to a Rubidium clock6 suggests that the phase tracker provides a highly linear
readout for beat frequencies in the range 30 − 200 MHz[24]. Another source of
error is the noisy transmitted light readout - these photodiodes have to operate over
a range of incident light intensities spanning a few orders of magnitude, and hence,
5IFR2023B.
6Stanford Research FS725, itself synchronized to a 1 PPS signal from a EndRun Technologies
Tempus LX GPS receiver.
22
the SNR for the weak resonances (of higher order modes for example) will be sensed
with lower SNR than the main carrier resonances. This problem is mitigated by a
combination of (i) Fitting lorentzians to the resonances rather than simply reading
off the frequency of the peak value, and (ii) Scanning over multiple FSRs to reduce
the statistical uncertainty in the positions of those resonances.
The range of frequency offsets over which the arm length can be scanned is limited
by practical factors such as (i) Limited actuation range on moving the position of the
mirror, (ii) Low frequency drift of the error point of the ALS system, and (iii) Angle–
to-length coupling of the actuator, which leads to the suspended optic’s alignment
being disturbed when a large DC length offset is applied, due to imbalances in the
coil-magnet actuators used.
2.7 ALS at H1 and L1
Both the LIGO observatories (H1 and L1) employ a system similar to that described
in this chapter, to aid in the lock acquisition process. The specific implementations
(the frequency stabilization system used to lock the AUX laser frequency to the arm
cavity length, for example) at H1 and L1 differ from that at C1. Nevertheless, in this
section, I briefly consider if the experience with the ALS system at C1 can inform
improvements at H1 and L1. The original implementation of the ALS system at
H1 and L1 was hindered by erroneous dielectric coating of the ETM, as detailed
in Table 4.1 of [25]. The offending ETMs were replaced at both sites in 2019,
dramatically improving the performance [26]. At the time of writing, the RMS
length noise of a single Fabry-Pérot arm cavity under ALS control (measured at
H1, see [26]) is 40 pm in the 10mHz—1kHz frequency band, c.f. the CARM
linewidth of ≈ 6 pm. Therefore, the IR PDH signal is expected to stray outside its
linear regime when the CARM DoF is controlled using the ALS system, making a
direct transition of CARM from ALS control to IR PDH control (as is done at C1)
difficult to implement. Instead, the lock acquisition sequence at H1/L1 consists of
an intermediate step where CARM is controlled using the DC transmission signals
(at 1064 nm) from the arm cavities, see Sec. 3.3.1 of [27]. Close to the cavity
resonance, the DC transmission signals are less noisy than the ALS system, and
allow CARM fluctuations to be suppressed to a level such that the PDH error signal
remains in its linear regime for long enough that control can be handed over to it.
A reasonable question to ask is: how challenging is it to improve the ALS noise
at H1 and L1, and will such improvements yield benefits that justify the effort put
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into such an exercise? Let us first consider the case for improving the noise such
that a direct handoff of CARM control from ALS error signals to IR PDH error
signals can be implemented. A detailed noise budget of the ALS system at the
sites is not presented here. However, the measurement presented in [26], suggests
that the overall RMS noise must be improved by a factor of ≈ 5, particularly at
low frequencies f < 100 Hz (as is done at C1, the noise contribution from higher
frequencies can be low-pass filtered so as to not get re-injected as cavity length noise
under closed loop feedback). At these frequencies, past noise budgeting efforts
(Chapter 6 of [25] for example) suggest that the dominant noise contributions come
from (i) unsuppressed, seismically driven, cavity length and angular noise, (ii) phase
noise due to acoustic noise disturbing the positions of various optics used to route
beams outside the vacuum envelope, and (iii) phase noise on the transmitted green
beam from the arm cavity used to generate a beat signal, due to motion of suspended
mirrors used to extract this beam from the vacuum system. After confirming that
these are indeed the limiting noise sources, mitigation strategies for each can be
developed. While some improvement may be possible with relatively little hardware
interference (such as better feedback loop frequency response design), eliminating
other noise coupling mechanisms may require considerable re-working of various
parts of the ALS system. So, we must determine if a direct handoff of CARM
control from ALS signals to IR PDH signals will significantly speed up the aLIGO
lock acquisition process? There is large variability in the time taken to lock H1 and
L1, but a representative sequence is shown in Fig. 2.10. The dashed lines indicate
the time spent in transferring CARM control from ALS error signals to IR PDH
signals, via the intermediary step of using DC transmission signals from the arm
cavities. This particular step in the process takes ≈ 1 minute. It is difficult to make
a direct comparison between Fig. 2.10 and Fig. 3.12, because the former includes
multiple steps related to angular control of and thermal transients in the H1 and L1
interferometers that do not have to be dealt with at C1. Nevertheless, considering
that the CARM transition step at H1 accounts for < 5% of the total time spent
in the lock acquisition process, it is difficult to justify the ALS noise performance
limiting the duty cycle of the observatories. Furthermore, an analysis of over 1000
individual times when the L1 interferometer "lost lock" (i.e. fell out of the operating
state where all the optical cavities have their lengths controlled to satisfy appropriate
resonance conditions) suggests that the CARM transition step accounted for < 0.1%
of the total lock losses.
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Figure 2.10: Lock acquisition sequence at the H1 interferometer. The vertical axis
indexes different states of the interferometer during the lock acquisition process with
an integer - the exact mapping is unimportant, but the dashed vertical and horizontal
lines indicate the time spent in transferring control of the CARM DoF from ALS
error signals to IR PDH error signals.
2.8 Conclusions and future work
This chapter described the current implementation of the ALS system at the C1
interferometer. The primary purpose of this system is to aid the lock acquisition
process, described in greater detail inChapter 3. Thework described in the preceding
sections greatly improved the noise performance of this system relative to previous
generations, and eased the process of lock acquisition. Section 2.5 analyzes the
noise performance of the system in detail, and lays out some possible improvements
that can be made in the near term to further improve it. The GW interferometer
community is looking at using the ALS system as a tool for precise calibration of
the DARM DoF when the interferometer is locked, and C1 will serve as a testbed
for such a scheme. This, and other metrology using multiple laser wavelengths
resonating in the interferometer’s optical cavities, will demand an improved ALS
system, for which this work can serve as a starting point.
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C h a p t e r 3
LOCK ACQUISITION AND NOISE PERFORMANCE
The suspended mirrors composing the multiple coupled optical cavities of the in-
terferometer, when uncontrolled, are driven by seismic and thermal fluctuations.
Consequently, their positions relative to each other are changing by up to several
wavelengths (depending on the effectiveness of seismic isolation and seismic en-
vironment, for example). In order for the interferometer to be used as a precision
measurement device, the cavity lengths have to be matched to the laser wavelength.
The process of bringing the initially uncontrolled mirrors to a state where the reso-
nance conditions for the optical cavities is satisfied is known as lock acquisition.
The procedure followed at the 40m prototype is largely similar to that adopted at
the LIGO sites, where lock acquisition is largely regarded as a solved problem.
However, the seismic environment on the Caltech campus and the less sophisticated
seismic isolation systems at the 40m throw up a different set of challenges that have
to be overcome. The work presented in this thesis has made repeatable and reliable
lock acquisition possible. Without this important step, it would be impossible to
characterize and mitigate various noise couplings, eventually reaching sufficient
sensitivity to probe the quantum-mechanical nature of the interferometer.
While all the cavities of the interferometer need to have their lengths controlled
to maintain the appropriate resonance condition for maximum sensitivity, locking
simpler configurations are useful in developingmitigation strategies for certain noise
sources. In this chapter, I describe a few such configurations.
3.1 Fabry-Pérot arm cavities
In this configuration, the lengths of the individual arm cavities are controlled to be
resonant for the PSL frequency, which is itself locked to the length of the Input Mode
Cleaner cavity.
3.1.1 Length control
This is the simplest interferometric configuration that involves an optical cavity (c.f.
locking a simple Michelson interferometer which doesn’t involve any cavities). It
is also the first step in locking more complex interferometer configurations like a
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PRFPMI (Section 3.4) - the cavity alignment is optimized using the dither alignment
technique [28]. The PRM and SRM are misaligned such that they don’t form optical
cavities that interact with the rest of the interferometer. Since the beam still has to
pass through these optics, the power incident on the beamsplitter and exiting the AS
port of the interferometer are attenuated by the PRM and SRM transmissivities of
5.637% and 9.903% respectively1.
The optical gains for PDH sensing of the arm cavity lengths are consequently reduced
- however, the SNR is still sufficient to be able to suppress the residual relative length
fluctuations between the PSL frequency and arm cavity’s resonant frequency to well
below the cavity linewidth of ≈ 9 kHz. At the 40m, individual photodiodes are
available that monitor the reflected light from each arm cavity - these are called
POX11 and POY112 for the X- and Y-arms respectively. Other sensors can also be
used for locking each arm cavity - for example, if only one cavity is to be controlled,
a photodiode at the AS port can serve as the PDH sensor once the other arm cavity
is completely misaligned (to avoid contamination by signal from the unwanted arm
cavity) - this is the scheme used for the measurement described in Section 3.1.4.
There is negligible contamination (< −60 dB) due to Y-arm cavity motion in the
POX sensor (and similarly for X-arm cavity motion in the POY sensor), such that
a single arm cavity, or both at the same time, can be locked relatively easily. A
feedback loop with ≈ 100 Hz bandwidth is closed by filtering the PDH error signals
from the POX / POY photodiode by a digital servo filter, and then actuating on the
position of the suspended cavity optics (the choice is made to only actuate on the
ETM for each arm cavity). The PDH error signal is only linear within the cavity
linewidth, whereas the cavity length can be driven by seismic disturbances over
multiple FSRs. To ensure that the feedback loop only actuates on the ETM position
when the PDH error signal is in the linear regime, and hence a valid readback of the
cavity length, triggering logic is employed. The transmitted power through the arm
1One could imagine a scheme where there would be some remote actuation capability that allows
us to move optics in and out of the beam path from outside the vacuum envelope, without having
to vent the system to atmospheric pressure. However, such a system would be extremely complex,
and the reproducibility of optical configuration to the levels necessary for precision interferometry
is questionable. The suspensions are also clamped down to the optical tables for the best vibration
isolation - any remote actuation system would also need to have this capability.
2It is worth explaining the naming convention of the PDH error signals, since they come up
frequently in this chapter. The general notation is the catenation of the port at which the photodiode
is located, the demodulation frequency (in MHz), and signal quadrature, in that order. For example,
REFL11 I refers to the quadrature signal in phase with the electricalLO signal used for demodulation,
derived from a photodiode at the REFL port of the interferometer, demodulating the photocurrent at
11 MHz. The DC signal from the same photodiode would be called REFLDC.
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Figure 3.1: Noise budget of the 40m arm cavity when locked to the PSL frequency.
Only a few noise sources are budgeted and this is not meant to be a comprehensive
noise budget. The "Seismic" noise is only an estimate, which is why it appears
to exceed the measured noise at certain frequencies. The residual relative length
fluctuation between the arm cavity’s resonant frequency and the PSL frequency
under closed loop feedback is suppressed to ≈ 0.1% of the cavity linewidth.
cavity is monitored. When this exceeds some threshold value (empirically chosen
to be 30% of the value when the arm cavity is on resonance and well aligned),
we have high confidence that the PDH error signal is in the linear regime since
the intracavity buildup is large. Additionally, normalizing the PDH error signal in
reflection by the transmitted power has the effect of broadening the linear regime
(see, for example, Figure 8.1 of [6]). For typical seismic velocities at the 40m, the
cavity spends ≈ 500 µs in the linear regime, during which time sufficient force can
be applied on the ETM to bring it under control. The linewidth of the arm cavity is
large enough that the arm cavities can be locked within a few seconds even during
the daytime, when the seismic activity levels (particularly in the anthropogenic band
of 1 − 10 Hz) on the campus are elevated by a factor of a few in RMS compared to
their levels after 10 PM local time.



















Figure 3.2: Conceptual diagram (not to scale) of an optical lever. Two angular
degrees of freedom are controlled using the Oplev, namely "Pitch" (rotation about
the y−axis) and "Yaw" (rotation about the z−axis). A segmented photodiode (split
into 4 quadrants) is used to read out the position of the beam reflected from the
suspended optic, which carries information about the angular motion of the optic.
3.1.2 Angular control
Fluctuations in the angular positions of the suspended optics, driven by ambient
seismic motion, impede the ability to maintain stable power buildup with the PSL
resonant in the arm cavity. Therefore, a feedback loop needs to be implemented to
stabilize the angular positions of the ITMs and ETMs as well. Several candidate
sensors are available, and indeed, there are multiple feedback loops in operation
that stabilize angular motion of the optic. Around the Pitch and Yaw eigenmode
frequencies of ≈ 0.6 − 0.8 Hz, OSEMs installed on the suspension cage damp the
angular motion of the optic to ≈ 2 µrad/
√
Hz. The OSEM signals, however, do
not allow sensing angular motion in the 1 − 5 Hz band, which contributes nearly
half of the total RMS angular motion in the 40m seismic environment, because of
the sensor noise levels. Optical levers (Oplevs) provide the next layer of angular
stabilization, at least in the lock acquisition process, until lower noise alternatives like
wavefront-sensing (WFS) become feasible. The concept of operation is illustrated
in Figure 3.2.
One advantage of the system is that it doens’t require any optical cavities to be
locked - the angular position of a suspended optic is simply sensed by tracking the
motion of the beam spot from a beam that is injected into the vacuum enclosure
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Figure 3.3: Optical lever performance and noise budget. The loop is designed to
suppress noise between ≈ 0.1− 4 Hz, as for frequencies much outside of this range,
the Oplev system is deemed to not sense the angular motion of the optic w.r.t. an
inertial coordinate system with sufficient SNR.
and reflected off a suspended optic, imaged on a segmented photodiode (since the
photodiodes used have 4 segments, they are also referred to as QPDs.). The lever
arm is ≈ 2 − 3 m, mapping 1 µrad of angular displacement to ≈ 2 − 3µm of spot
motion on the QPD, which is easily sensed with the appropriate transimpedance
amplifier. A rough noise budget for an optical lever loop is presented in Figure 3.3.
The "sensing noise" is difficult to estimate for the Oplev system - we have to measure
the apparent motion measured at the Oplev loop’s error point of a hypothetical optic
that is fixed relative to the inertial coordinate system. Instead, the sensing noise
level in Figure 3.3 was estimated by directly pointing the HeNe beam at the QPD
on a stable optical bench, and converting the power fluctuations reported in this
configuration to equivalent test mass angular motion. The various sharp features
in the spectra above ≈ 30 Hz are hypothesized to come from some combination of
pointing jitter due to mechanical resonances of mounts used for components like
the HeNe and steering mirrors in the Oplev beam path. While these are outside the
bandwidth of the Oplev feedback loop, the high-frequency content of the control
signal for this loop must be sufficiently low-pass filtered to 1. avoid impressing this
apparent motion onto the optic, and 2. not un-necessarily consume the finite DAC
actuation range of the digital control system.
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Figure 3.4: Estimation of free-running CARM and DARM noise. Such a measure-
ment is reflective of the seismic environment at the 40m. The IMC cavity has less
effective seismic isolation compared to the arm cavities, particularly in the 1− 3 Hz
band. Hence, the dominant contribution to CARM in that band is laser frequency
noise, since the PSL frequency is locked to the IMC length. Dashed lines indicate
the RMS contribution of the like-colored trace. For the range of frequencies shown
in the measurement, the measured signal was above the sensing noise (electronics
noise of the PDH sensing chain) level. Also overlaid is a model of the seismic noise
- the agreement with the measurement is qualitatively reasonable, with deviations
below 30Hz attributable to errors in the assumed transfer functions of the seismic
isolation stacks and changing levels of seismic activity at different times. Above
50Hz, the sensing noise of this technique does not allow reliable measurement of
the seismic motion.
3.1.3 Estimating CARM and DARM
By definition, the DoFs CARM and DARM are defined as LX+LY2 and LX − LY
where LX,Y is the length of the respective arm cavity. These have to be matched
to the PSL frequency for resonance. We can therefore get an estimate of the
free-running CARM and DARM noise levels from when the two arm cavities are
locked (without needing other DoFs like PRCL locked). Such a measurement is
important in designing the feedback loops that must stabilize these DoFs to well
within the linewidths of the PDH error signals in more complex configurations like
the PRFPMI. A measurement is shown in Figure 3.4.
Each Fabry-Pérot arm cavity length was locked to the PSL frequency. The modelled
frequency response of this locking loop, validated against a measurement, was used
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to convert the in-loop error signal spectra to free-running (i.e. open-loop) estimates.
Frequency-dependent Wiener filtering [29] was then used to estimate CARM as the
coherent motion of the two arms, while DARM was the incoherent contribution.
The main motivation behind this measurement was to decide whether we would
benefit from installing some passive vibration isolation device3 in addition to the
existing isolation stacks. On the basis of Figure 3.4, it was determined that there
would be negligible benefit at low frequencies, as the pneumatic style isolators
being considered have a resonant frequency in the 3 − 5 Hz range, below which
the isolation is negligible (with motion even being amplified at and around the
resonant frequency). The dominant contribution to the RMS free-running CARM
and DARMmotion, however, is below 5 Hz. Nevertheless, installation of additional
passive vibration isolation would improve the in-loopDARMRMS above ≈ 100 Hz.
Non-pneumatic isolators (such a solid rubber blocks like those used in the existing
passive vibration isolation stacks at C1), with a resonant frequency of ≈ 20− 30 Hz,
may prove sufficient.
3.1.4 Estimating Schnupp asymmetry
The single-arm configuration offers an interferometric probe of the Schnupp asym-
metry , defined as lschnupp = lX − lY , with lX,Y being the optical path lengths between
the beamsplitter and ITMX / ITMY respectively. The ability to robustly sense PDH
error signals for more complex interferometer configurations depends on setting this
length accurately. At the 40m, lschnupp ≈ 3.5 cm4, while the distance between the BS
and the ITMs are O(2 m). It is difficult to verify lschnupp by measuring the distance in
the vacuum envelope. The arm cavities, however, offer a convenient, in-situ probe
of lschnupp. Due to the additional propagation through 2lschnupp (the factor of 2 is
to account for the round-trip between BS and cavity) for one of the arm cavities,
there will be a phase difference between the reflected RF sideband fields arriving at
a photodiode at the AS port. By measuring this phase difference, which is expected
to be ∆Φ = 360◦ 2lschnuppc/ f2 ≈ 4.6
◦, with f2 ≈ 55 MHz being the modulation frequency
for PM imprinted on the input beam, lschnupp can be inferred.
The phase of the field arriving at the AS port photodiode (which also serves as
the PDH sensor for this experiment) can be measured because the photocurrent
is electronically demodulated, after which the demodulated quadrature signals are
3The candidate being considered was the SLM series mount from Barry Controls [30].
4The target Schnupp asymmetry in the SR configuration proposed for measuring Ponderomotive
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Figure 3.5: Measurement of Schnupp asymmetry. For each arm cavity, the "digital
demodulation phase" was swept through a range of values. For each arm cavity, the
phase of the reflected field was measured a few times, so as to be able to estimate a
statistical uncertainty on the measurement. Subtle systematic effects, like possible
differential detuning between the arm cavities, are not included but are expected to
be small.
digitized. The phase of the LO field for this electronic demodulation step is assumed
to be constant. Therefore, if the phase of the optical field is shifted, the projection
onto the demodulated quadratures will also change. This change is easily measured
in the digital data acquisition system. The arm cavity length is driven at a single
frequency, ≈ 300 Hz (chosen to be outside the bandwidth of the PDH loop that locks
the arm cavity length to the PSL frequency). Then, a "digital demodulation phase"
is used to track the appearance of this ≈ 300 Hz signal in the digitized, demodulated
quadratures. Such a measurement is shown in Figure 3.5.
3.2 Power-Recycled Michelson Interferometer (PRMI)
This configuration corresponds to the ETMX, ETMY and SRM optics being mis-
aligned. This is a useful configuration to fine tune the alignment of the suspended
PRM optic in preparation for locking more complex interferometer configurations.
3.2.1 Length sensing and control
The standard PDH locking technique is used. With the ETMs misaligned, either
the carrier or sideband fields can be made to be resonant in the PRC (but not both
at the same time, which is what is required in more complex configurations like the
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PRFPMI). For a resonant carrier, the DC signal from the POP photodiode, which
is a proxy for the intracavity power buildup, is used to trigger the PDH loops only
in their linear regimes. Photocurrent from the POP photodiode demodulated at
2 f1 serves the same purpose for the resonant sideband configuration, since both
the ± f1 sideband powers will build up in the PRC, generating a signal at 2 f1.
Since the modulation depths are < 0.2, the power circulating in the PRC when the
carrier is resonant is much greater than when the sidebands are resonant, making
that configuration more useful for optimizing cavity alignment (since the signals
used by the dither alignment system will be stronger). The POP QPD signals for
training feedforward filters as described in Section 3.2.2 also have higher SNR
in the resonant carrier configuration. The resonant sideband configuration on the
other hand is useful for determining the correct settings for locking more complex
configurations like the PRFPMI - the PDH error signals derived from photocurrent
demodulated at 3 f1,2 are largely insensitive to the state of the arm cavities, and
therefore, the settings that allow easy lock acquisition with the ETMs misaligned
are also, at the very least, a good starting point for acquiring lock with the arm
cavities present but offset from resonance as described in Section 3.4.
Photocurrent demodulated at either f1,2 or 3 f1,2 at the REFL, POP or AS port of the
interferometer are candidate PDH error signals. In practice, the following quadra-
tures of error signals were used to control {PRCL, MICH} respectively: {REFL11
I, AS55 Q} for resonant carrier, {REFL55 I,REFL55 Q} for resonant sideband and
1 f1,2 PDH error signals, and {REFL165 I, REFL165Q} for resonant sidebands and
3 f1,2 PDH error signals. These combinations do not represent an exhaustive list of
the possible combinations - they are simply what numerical simulations suggested
would be feasible and empirically found to work well.
3.2.2 Angular sensing and control
One of the main challenges in locking more complex interferometer configurations
at the 40m was that the angular stability of the folding mirrors PR2 and PR3 was
a factor of a few worse than the other suspended optics. These optics (and the
corresponding optics SR2 and SR3 in the SRC) are suspended using a different
flavor of suspensions, called TTs [31] compared to the rest of the optics, which are
called SOSs[32]. The shorter pendulum length meant the resonant frequency was
higher, and was close to one of the resonant modes of the passive isolation stacks
on which all the in vacuum optics are mounted. This coincidence is responsible






Figure 3.6: Geometric MICH to PRCL coupling from beamsplitter motion. PRCL
is defined as lp +
lx+ly
2 , while MICH is defined as ly − lx , where all distances are
between the HR surfaces of the optic. Since the angle of incidence is 45circ, +1 unit
of displacement of the BS along its normal (as indicated by the arrow) changes lp,
lx by −
√
2 units and ly by +
√




units. Therefore, to change only MICH and not PRCL by moving the beamsplitter,
the PRM also has to be moved to compensate for this effect.
Furthermore, the TTs are not actively damped - the only damping implemented
is passive eddy-current feedback, with the damping force being provided by eddy
currents generated when magnets attached to the optics changes the flux through
copper-wound coils. The net result was that the success rate in locking the PRMI
was very low, with only the PRM, BS and ITMs being actively damped.
A solution to this problemwas to implement an angular feedforward loop to stabilize
the angular orientation of the cavity axis. The technique used is an extension of that
described in [33]. When the PRMI locked, the POP QPD signals, monitoring the
position of the beam transmitted through the PR2 optic, are a proxy for the angular
motion of the cavity axis. Simultaneously, signals from a 3-axis seismometer
located near the vertex of the interferometer are recorded. It is then possible to
find the optimal filter that predicts cavity axis motion from the seismometer signals
(effectively, this filter is the transfer function between ground motion and PRC
angular motion).
It was found that the x− and y−axes signals of the seismometer had highest coherence
with the POP QPD signals, while the z−axis signal had negligible coherence, and
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Figure 3.7: Angular stabilization of the PRC with feedforward engaged. The
distinction between FIR and IIR filters is made because during the training phase,
the filters are calculated in the FIR representation, while implementing them in the
realtime digital control system that is responsible for controlling the interferometer
requires them to be in the IIR representation (for computational efficiency). Note
that the data shown in this plot was not used in the training process. There is
some performance trade off in going from the FIR to IIR representation (red vs
yellow curve), and a further reduction in the subtraction when the feedforward is
implemented in realtime as opposed to offline (green vs yellow), but even so, the
RMS angular fluctuations are reduced by a factor of 10. The grey trace is an old filter
from ≈ 4 years ago - it is included to show that the filters do need to be re-trained
from time to time.
therefore, was dropped. A MISO feedback topology, with these two signals as
inputs and the PRM optic as output, was constructed. The actuation is done on
PRM (even though PR2 and PR3 anuglar motion is what we are trying to mitigate)
since the PRM is the only optic in the PRC that can be actuated, PR2 and PR3 are
not controllable from outside the vacuum envelope. To "train" the filter, a 20-minute
segment of data from a locked PRCwas used, and a separate 20-minute segment was
used to validate the data offline before testing the filter out on the live system. The
results are shown in Figure 3.7 - both the POP QPD signals and the power buildup
(Figure 3.8) in the cavity are stabilized in the 1 − 3 Hz band when the feedforward
filters are engaged. The filter was designed to have negligible gain at frequencies
< 1 Hz and > 10 Hz, to avoid impressing sensing noise from the seismometer onto
the optic. This increased both the ease of lock acquisition of the PRMI, as well as
the duty cycle of the lock once it was acquired.
A big advantage with the feedforward approach, compared to the alternative strategy
of closing a feedback using the POP QPD signals, is that the former does not require





















POP Angular stabilization using seismic feedforward
Figure 3.8: Stabilization of the PRC power buildup with feedforward engaged.
This signal was never used in the training process, and this observation increases
confidence that the angular stability of the cavity is in fact improved.
help in the lock acquisiton process. When the arm cavities are also brought into
resonance for the PRFPMI / DRFPMI configurations, the field content in the PRC
also changes, such that the POP QPD signals witness angular motion of the arm
cavities much more strongly than the PRC - any feedback loop using the POP QPD
signals would therefore need to be carefully designed to take this effect into account.
No such care is needed for the feedforward filters. The feedforward filters, once
trained, do not need to be updated very often - empirically, it was determined that
over a year long timescale, the performance of the filters in stabilizing the angular
motion of the PRC did not degrade.
The planned upgrade of the 40m for the BHD and Ponderomotive Squeezing mea-
surement experiments will eliminate the TTs, and replace them with SOSs. While
this is expected to improve the seismic isolation of the optics, if the seismometer
signals still show high coherence with a diagnostic signal of the arm cavity motion
(e.g. POP QPD), then it will be advantageous to keep the feedforward loop in place.
3.3 Dual-Recycled Michelson Interferometer (DRMI)
Going up the complexity ladder, there are 3 length DoFs that need to be controlled
to lock the DRMI. Like the PRMI, the ETMs are misaligned, but the SRM is aligned
so that the SRC exists. An important difference between the PRMI and DRMI is
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that the latter can only be locked with the sidebands resonant in the PRC (assuming
the Michelson is still tuned to null the carrier field at the AS port). SRC length
sensing using the PDH scheme requires the f2 sideband field to reach the SRM -
but if the PRC is made resonant for the carrier (with no Fabry-Pérot arm cavities
present), then the sideband field power reaching the SRC is strongly attenuated by
the PRC which has a finesse of ≈ 705. The small leakage field (≈ 1% of what is
incident on the PRM) that does make it to the SRC makes low noise length sensing
prohibitively difficult6. The DRMI configuration was used to study various noise
coupling mechanisms before attempting the PRFPMI/DRFPMI configurations.
3.3.1 Michelson noise budget
In the DRMI, the MICH DoF is the analog to DARM, since it is the DoF that is
sensitive to differential motion of the Michelson arms. This was the DoF that was
studied and budgeted in most detail. For PDH locking of the 3 length DoFs, the
sensors and quadratures used are: REFL11 I for PRCL, REFL55 I for SRCL and
AS55 Q for MICH. The noise budget is shown in Figure 3.9.
As is the convention, the noise budget is plotted in terms of the free-running dis-
placement noise of the degree of freedom. Many quantities are measured while the
DRMI is locked - the suppression of the feedback loop, whose frequency response
is modelled and validated with a measurement, is undone to convert the in-loop
quantities to what they would be open-loop. This noise budget contains several
terms that generalize easily to a noise budget for the DARM DoF, which is the
ultimate goal of interferometer characterization. Therefore, it is worth it to briefly
review what they represent:
1. Shot noise - the Poissonian statistics of light arriving at the AS55 photodiode
causes power fluctuations, which is indistinguishable from that caused by
Michelson motion. This curve corresponds to the shot noise of the DC
light level incident on the AS55 photodiode while the DRMI is locked (≈
700µW), converted to displacement noise units with the measured optical
gain of 4.3 × 105 W/m. A correction factor is applied for this noise being
cyclostationary (see Equation 2.17 of [34]).
5The PRC finesse will increase to ≈ 90 once the excess intracavity loss due to flipped folding
mirrors PR2 and PR3 is mitigated
6The possibility of locking the DRMI with the carrier resonant in the PRC is not ruled out, but
since the DRMI could be repeatedly and reliably locked in the resonant sideband configuration, I did
not spend much time trying to implement this configuration.
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Figure 3.9: Noise budget for the Michelson DoF in the DRMI configuration. The
measured quantities are "fuzzy" lines, while those calculated using analytic formulae
are smooth solid lines. See text for more explanation on the terms in the legend.
2. Dark noise - this represents the contribution of the electronics noise of the
various components involved in converting power fluctuations on the AS55
photodiode to an error signal (in counts) in theCDS system. It is the quadrature
sum of the photodiode dark current, transimpedance amplifier noise, and
digitization electronics noise. It is measured simply by configuring the control
system as if theDRMIwere locked, but blocking the light incident on theAS55
photodiode. The optical gain of the PDH signal is used to scale this noise to
equivalent displacement noise units.
3. Actuator noise - also referred to as "coil driver noise". this represents the
noise imprinted on the suspended optics by virtue of our installing some
mechanism to control their position. Since the optics are suspended as simple
pendulums, above the pendulums’ resonant frequency, the optics behave like
a free mass, weighing 250 g. In the absence of any mechanism to apply a
force on the suspended optics, the only forces acting on it would be ambient
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electromagnetic and gravitational fields. To facilitate controlling the lengths
of optical cavities, permanent magnets7 are glued onto the optic and coils of
copper wire are placed with the solenoid axis lined up with the magnet to
allow a force to be applied on the optic by modifying the current through the
coil. At the very minimum, the Johnson noise associated with the current
driver always flows through the coils, perturbing the position of the optic.
At lower frequencies, the noise associated with the DAC that converts the
digital control signal from the CDS system to a voltage input to the current
driver8 is the dominant contribution to current noise in the coils. The gold
curve corresponds to the quadrature sum of these effects from the four face-
mounted actuators on the optic. More detailed models for the DAC noise and
coil driver noise, as well as mitigation strategies, can be found in [36–38].
4. AUX coupling - in general, fluctuations in all interferometer length DoFs
produce an optical response at all ports of the interferometer, making any
feedback system used to control these systems inherently MIMO. We approx-
imately diagonalize and approximate it as a SISO system by choosing those
sensors where a DoF produces the largest response to derive an error signal
for feedback control. Nevertheless, some residual amount of cross-coupling
usually remains, due to asymmetries or geometric effects like that described
in Figure 3.6. While it is possible to estimate these couplings analytically, it is
prohibitively difficult to build a model of the MIMO interferometer that cap-
tures all the inherent imperfections. Therefore, the contamination to MICH
due to the PRCL and SRCL feedback loops is usually estimated empirically.
The procedure involves driving the error point of the PRCL / SRCL loops with
broadband white noise (I chose to do this outside the control bandwidth of the
MICH loop so as to avoid accounting for the loop suppression), and looking
for the coherent contribution at the MICH error point. The cross-coupling





7Ni-plated SmCo magnets conforming to specifications determined by the LIGO engineering
group [35] are used. Each optic, which is roughly cylindrical with a diameter of 3" and thickness
of 1", has four magnets arranged on its AR-coated face around its circumference, and two additional
ones on the barrels, to allow actuation on various DoFs.
8The voltage-to-current conversion is done by a resistor. Each DRMI optic, i.e. the PRM, BS,
ITMX and ITMY, used R = 400Ω for each coil, causing a minimum noise current of ≈ 6 pA/
√
Hz.
At frequencies . 100 Hz, other noises exceed this lower bound.
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where MICHexc,quiet represent the amplitude spectral densities of the MICH
error point with and without an excitation injected at the PRCL error point
respectively, and similarly for PRCL. The form of the SRCL → MICH cou-
pling is identical, with SRCL substituting PRCL in Equation (3.1). This
technique of measuring noise couplings is very useful for measuring other
noise couplings as well, such as laser intensity noise → MICH (although
it was not done for the DRMI). Knowing
HAUXcpl , the contribution of this
coupling to the measured MICH noise is estimated as
HAUXcpl  PRCLquiet for
example. The curve plotted is the quadrature sum of the cross-coupling from
SRCL and PRCL. It is possible to mitigate such cross couplings to an extent
by employing a feedforward technique - rather than the coherent power tech-
nique described, the complex-valued quantity HAUXcpl can be measured using
a swept-sine measurement. Then, the AUX cross coupling can be nulled by
summing the quantity −HAUXcpl × AUXquiet to the MICH error point (with
appropriate bandpass filtering to ensure that the cancellation is only done at
frequencies where this coupling is dominant). Such a feedforward loop was
not implemented for the DRMI, though it will be required to achieve low noise
in the PRFPMI / DRFPMI configurations, where the MICH→ DARM cross
coupling is significant at low frequencies.
5. Angle-to-length coupling (A2L) - if the beam spot position on an optic does
not coincide with the center of actuation for Pitch and Yaw motion (which
in general it will not), then perturbing the angle of an optic will also change
the length of the cavity that is sensed by this beam (this is a purely geometric
effect, see Figure 3.10). Even with a perfectly centered beam, if the four
actuators on the optic are not perfectly balanced (which in general they are
not), therewill be some cross coupling between length and angle actuation. As
with the AUX coupling term, it is possible to measure the beam spot position
and actuator imbalance, and then calculate the A2L coupling. Practically,
the same broadband noise injection technique used to estimate
HAUXcpl  can be
used. In the DRMI lock, the only relevant angular stabilization loop are the
Oplev loops on the BS, PRM and SRM optics (each optic has 2 active loops,
one each for Pitch and Yaw motion). The curve plotted is the quadrature
sum of the coupling from these 6 loops. The fact that this trace exceeds the
total measured noise at low frequencies suggests that the contributions may
be correlated to some extent at low frequencies (or the coupling is frequency
41
Centered beamspot Offset beamspot
Figure 3.10: Angle-to-length coupling due to an off-centered beam. The apparent
length of the cavity sensed by the beam changes with the angular position of one or
both optics if the center of rotation does not coincide with the beam axis. The effect
is greatly exaggerated for illustration here.
dependent and not flat as assumed), but this was just meant to be an estimate,
and so the issue was not pursued further.
6. Seismic - this trace is an estimate of how much the suspended optics are
moving due to ambient seismic motion, filtered by the passive isolation stacks
and pendulum transfer function. The plotted curve is the quadrature sum of
the motion of 3 SOS type optics (BS, ITMX, ITMY). The transfer functions
of the passive seismic isolation stacks used at the 40m are well characterized
[39], but this noise budget uses a coarse model, hence the discontinuous
appearance of the curve.
7. Thermal - this curve is the quadrature sum of two contributions - suspension
thermal noise and coating thermal noise. Coating thermal noise has three
contributions, known as thermoelastic, thermorefractive, and Brownian. The
first two come about as a result of thermal dissipation in the dielectric lay-
ers that compose the HR coatings on the ITMs [40]. These two effects act
coherently, and therefore, with appropriate design of the dielectric coating
structure, can cancel each other to a large extent. Brownian noise is due
to mechanical dissipation in the dielectric layers [41]. This is typically the
dominant contribution to coating thermal noise in the LIGO interferometers.
Suspension thermal noise arises due to Brownian fluctuations in the suspen-
sion wire on which the optic hangs. In Figure 3.9, the standard formulation
given in the cited references are used to calculate these noises for the 40m
parameters. For theMICHDoF in the DRMI configuration, all of these noises
are at least a factor of 1000 below the measured noise - they are included by
matter of convention, and are calculated. For the PRFPMI and DRFPMI, the
increased optical gain of DARM relative to MICH will start to make these
"fundamental" noise terms more important.
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Figure 3.11: Measurement of laser intensity noise coupling to MICH in the DRMI
configuration. "MC_TRANSRIN" is a measure of RIN in the beam injected into the
interferometer - when the broadband noise injection is turned on, the RIN increases
by a factor of 10 at the excited frequencies. There is no measurable effect at the
MICH error point. The units of the MICH error signal are in arbitrary units of
cts/
√
Hz, which does not affect the conclusion.
8. Gas noise - this term is expected to be completely negligible at the 40m,
and like thermal noise, is included in the DRMI noise budget because it is
easily generated by calculation. The noise mechanism being accounted for
is random phase fluctuations being caused in the path traversed by the laser
inside the vacuumenvelope, due to residual gasmolecules. A simplifiedmodel
is assumed with only H2, N2 and H2O molecules contributing phase noise.
The partial pressures used to generate the plotted curve are, PH2 = 10−8 torr,
PN2 = 3 × 10−7 torr and PH2O = 5 × 10−7 torr, and the calculation is based on
[42].
The listed noise sources are by no means a complete set of noises. Notable omis-
sions are laser frequency and intensity noise. An attempt was made to measure
the intensity noise coupling, by driving an AOM in the input beam path to the
interferometer with broadband noise. However, there was no measurable coherent
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coupling to the MICH error point, even when the broadband noise increased the rel-
ative intensity noise (RIN) to the interferometer by a factor of 10 above the ambient
level, see Figure 3.11. The measured noise appears to be explainable by the A2L,
AUX coupling, dark noise, and seismic contributions. The first three are easier to
address than improving the seismic isolation. The cross coupling can be reduced by
appropriate actuator balancing and filter design (if the Oplev control signal is more
aggressively low-pass filtered above its upper UGF of ≈ 5 Hz, then the contribution
will be reduced). As for the dark noise, the transimpedance electronics for the AS55
photodiode were designed to handle the ≈ 100× higher light levels incident on
the photodiode when the DRFPMI configuration is locked. Moreover, the DARM
optical gain is ≈ 300× greater than the MICH optical gain, and the effective input
power to the interferometer in the PRFPMI / DRFPMI configurations is increased by
power-recycling. So, the expectation was that the dark noise would be less limiting
in those configurations, and the decision to modify the electronics was deferred for
later, after determining if it was really required.
Armed with the experience of working with the DRMI, it was decided to tackle the
PRFPMI configuration for the next steps in noise budgeting and coming up with
mitigation strategies.
3.4 Power-Recycled Fabry-Pérot Michelson Interferometer (PRFPMI)
This configuration is simpler to lock and control, (because there is one less length
DoF, SRCL, and fewer angular DoFs as well) compared to the DRFPMI configura-
tion. While the measurement of Ponderomotive Squeezing calls for the DRFPMI
configuration, the simpler PRFPMI allows many of the important noise sources to
be characterized and mitigated before attempting a low noise measurement. Note
that the SRM remained installed in its nominal position in the vacuum system -
therefore, the field at the AS port of the interferometer was attenuated to the trans-
missivity of the SRM, ≈ 10%. However, by misaligning the SRM in angle, it was
ensured that no optical cavity (i.e. SRC) was formed, thereby realizing the PRFPMI
configuration even with the SRM optic in the beam path. This way, lock acquisition
and noise mitigation studies could be undertaken without repeatedly venting the
vacuum system to change the optical topology of the interferometer.
3.4.1 Control topology
Table 3.1 summarizes the error signals and actuators used for sensing and controlling
various length DoFs in the PRFPMI.
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DoF Error signal Actuator Remarks
PRCL
(3 f ) REFL165
9I PRM For acquisition.
MICH




2 (ALSX + ALSY) IMC length (MC2) For acquisition.
DARM





















Table 3.1: Summary of error signals used to sense and control length fluctuations
in the PRFPMI DoFs. This particular mapping between DoF and sensor was
determined through a combination of simulations to see which photodiodes are able
to sense which DoFs with the best SNR, and then experimental verification. For
locking acquisition, sensors demodulating the photocurrent at 3 times themodulation
frequency are used, due to their insensitivity to other DoFs, as described in [43] -
the "penalty" is that the optical gain is smaller by ≈ 100× for modulation depths
of ≈ 0.2, but is still sufficiently large for robust locking. "ALSX" ("ALSY") refers
to the frequency of the beat between the PSL and the AUX laser for the X (Y)
arm, derived as described in Chapter 2. Note that each RFPD has two demodulated
quadratures - in some cases, this allows different signals to be sensed using the same
physical photodiode, if the DoF being sensed manifests a response in the cosine
(I) quadrature or the sine (Q) quadrature, as in Equation (C.2). For the Michelson
actuation, an empirically determined fraction α of the control signal is fed to the
PRM to cancel the geometric coupling between MICH and PRCL that arises from
changing the BS position, see Figure 3.6.
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3.4.2 Lock acquisition sequence
The process by which the PRFPMI is locked is best understood by looking at some
important signals indicating the resonance conditions of various optical cavities.
One such sequence is shown in Figure 3.12. The important steps in the sequence,
marked in the upper left plot (with the same time in the sequence indicated by dashed
vertical lines in all of the other plots) are described below.
A The procedure begins with the PRM misaligned. Each arm cavity length is
locked to the PSL frequency, as described in Section 3.1. At the same time,
the green AUX laser beams for each cavity have their frequencies locked
to the arm cavity length such that they are resonant. This is to prepare for
transitioning control of the arm cavity lengths from the POX and POY PDH
signals to the ALS system.
B The transition to ALS control has been realized. The arm cavities are once
again resonant for the PSL field, but the length is now controlled using ALS
error signals rather than the IR PDH signals from the POX and POY photo-
diodes. Right after, in preparation for locking the PRMI, the CARM DoF is
offset from the point where the PSL resonates in the arm cavities by 4 nm.
C The misaligned PRM is slowly re-aligned. It is not shown in this sequence,
but as described in Section 3.2, before commencing the lock acquisition
sequence, the PRMI is locked and the cavity alignment optimized. The
optimal alignment of the PRM, thus set, can be recovered once the arm cavity
lengths are under ALS control. Photodiodes with a demodulation frequency
that is 3 × f1,2 (REFL165 for this sequence, although it is also possible to use
REFL33 signals) is used to lock the PRMI, where f1,2 are the PM frequencies
used to modulate the input beam to the interferometer.
D The PRMI is locked. Between "C" and "D", the Optical Lever servos for the
ITMs are also transitioned from their nominal configuration to having DC
control authority (see Section 3.1 for more details about the Oplevs). The arm
cavities are ready to be brought into resonance.
E The intentional CARM offset applied in "B" is reduced to 0. The error-points
of the ALS paths for CARM and DARM control (referred to as "CARM_A"
9The exact modulation frequencies are f1 = 11.066194 MHz and f2 = 5 f1. Even thoguh 3 f2 is
closer to 166 MHz than 165 MHz, the latter label is used.
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and "DARM_A" in Figure 3.12) are adjusted about their nominal zero-points
to maximize the power buildup in the arm cavities (for which the TRX and
TRY signals are proxies). This is to account for any offsets that may have
occurred in the intervening minutes from when the arms were resonant for the
PSL in "A" (e.g. due to a slow drift of theALS error signals). Between "E" and
"F", the arm cavity power experiences large fluctuations between ≈ 10− 100,
even though the residual CARMfluctuations with the arms under ALS control
should be well within the CARM linewidth. A possible hypothesis as to why
this is happening is discussed in Section 3.4.5.
F The "CARM_B" and "DARM_B" paths are engaged. These use conventional
PDH signals from the REFL11 and AS55 photodiodes, respectively, to control
CARM and DARM. So these DoFs are under hybrid control between the ALS
paths, and the PDH paths for a short period of time. Between "F" and "G",
the ALS path gains are ramped down to 0 (using a 10 second ramp time over
which the gain is smoothly adjusted with a sigmoid-like profile).
G The interferometer lengthDoFs are now all under PDH control (also known as
RF control, to distinguish from ALS control). In the inset axes in the second
row of Figure 3.12, the CARM_A and DARM_A signals are seen to go to
0. The CARM_B signal settles at a non-zero value in this plot as a small
digital offset was introduced to transition from ALS to RF control - this is not
consequential, and indeed, was removed in subsequent locks.
H Rudimentary ASC is enabled. The ITMs are already runningwith DC coupled
Oplev servos, and for the ETMs, DCQPDs imaging the transmitted beam from
the cavity are used to implement a feedback loop. Some improvement in the
stability of the power buildup in the arm cavities is seen. Note that in "A",
the power measured by the TRX/TRY photodiodes is normalized to 1, so that
the Power Recycling Gain can easily be estimated when the full PRFPMI is
locked. For example, TRX/TRY ≈ 300 in the full lock suggests a recycling
gain of 300 × TPRM ≈ 17.
3.4.3 CARM loop characterization
For stable buildup of power in the Fabry-Pérot arm cavities of the interferometer,
which is essential for realizing the best possible sensitivity, the laser frequency must






















































































































Figure 3.12: A typical PRFPMI lock acquisition sequence. Where available, the
y-axes (shared for rows) are indicated in physical units, but are otherwise in arbitrary
units (analysis in physical units is deferred to later subsections that discuss individual
signals in detail). At the 40m, the entire process takes ≈ 5 minutes. While not
discussed in this thesis, the DRFPMI configuration can be locked in a similar
amount of time. See the text for more discussion about the sequence, and some
important ways in which the procedure at the 40m differs from that adopted at the
LIGO sites.
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which at the time of writing is ≈ 28 pm10. The CARM loop (the terms "Common
Mode Servo" or "CM servo" are also used) is responsible for suppressing the noise
of the free-running NPRO (i.e. the PSL) to a level that meets this requirement.
The CARM loop is actually composed of two nested feedback loops, as shown
in Figure 3.13. From this, a models for the OLTF of each path, as well as the
overall composite transfer function can be constructed,a s shown in Figure 3.14.
The models are then validated against measurements using the techniques described
in Appendix B. Such measurements are shown in Figure 3.15(a). At the time of
writing, the final state of the CARM servo has a bandwidth of ≈ 12 kHz, with a
phase margin of ≈ 60◦. This configuration allowed the interferometer to remain
locked for stretches several minutes long, so that other characterization tasks could
be done - however, the coupling of laser frequency noise to the DARM readout
was not directly measured, and so, it may be that the shape of the CARM loop
needs to be modified at some point in the future to improve the interferometer
noise performance. Figure 3.15(b) shows the another important measurement in
characterizing the stability of the CARM loop - the frequency at which the control
authority is transferred from the "Slow path" to the "Fast path". At this crossover
frequency of ≈ 120 Hz, the relative phase between the two actuation paths is ≈ 40◦,
which ensures the two loops aren’t canceling each other out (which would be the
case if the relative phase were 0◦ per the convention followed in this plot), thereby
destabilizing the system.
3.4.4 DARM loop characterization
The DARM feedback loop is responsible for suppressing differential changes in
the lengths of the two arm cavities, due to environmental disturbances, to a level
well below the DARM linewidth, which is ≈ 1.2 nm for the 40m in the PRFPMI
configuration11. If the residual (i.e. under closed loop feedback control ) DARM
motion were significantly larger than the DARM linewidth, then the PDH error
signal response at the AS55 photodiode will no longer remain linear, and hence,
10The CARM linewidth is strongly dependent on the losses in the interferometer. The quoted
number is assuming an average round-trip arm cavity loss of 50 ppm and ≈ 2% losses in the PRC
(on accounted of the flipped folding mirrors, see Appendix D.2). Once new optics are installed in
the interferometer vertex to solve the geometric instability problems (see Appendix D.3), the CARM
linewidth is expected to decrease to ≈ 15 pm.
11In the dual-recycled configuration, the linewidth is ≈ 45 nm in the Resonant Sideband Extrac-
tion tuning of the SRC, and ≈ 36 pm in the Signal Recycled tuning of the SRC. For measuring
Ponderomotive squeezing, the SRC tuning will be very close to Signal Recycled, which will have to
















































Figure 3.13: Common mode servo topology. The REFL11 photodiode senses
fluctuations in CARM. This error signal is then split into two feedback paths. One
uses the suspendedMC2mirror as a frequency actuator - it modifies the length of the
IMC cavity, and the high bandwidth (≈ 100 kHz UGF) IMC servo then ensures that
the PSL frequency is modified to keep the beam resonant in the IMC, and hence,
matched to CARM. The bandwidth of this path is ≈ 150 Hz, limited by delays
in the digital feedback system and the mechanical susceptibility of the suspended
MC2 mirror. The second path modifies the error point of the IMC servo, thereby
modifying the PSL frequency (with the total RMS frequency actuation being much
less than the IMC linewidth of ≈ 7.6 kHz). This path allows higher bandwidth
control - the transfer function from modifying the IMC servo error point to the laser
frequency is flat up to ≈ 30 kHz.
the interferometer cannot be kept at its operating point using the linear feedback
loops available. This requirement can be satisfied by a purely digital feedback loop
- unlike the CARM loop, parallel low and high bandwidth feedback paths are not
required. As with all of the interferometer feedback loops, implementing them
as digital filters (as opposed to analog electronic filters) means that the frequency
response of the servo filter can be easily changed simply by recompiling a piece of
C-code (as opposed to having to change various analog electronic components).
As was the case with the CARM loop, the DARM loop was characterized using
techniques described in Appendix B.2. The results are summarized in Figure 3.16.
The measured DARM loop had a bandwidth of ≈ 150 Hz and a phase margin of
≈ 30◦. This loop design allowed the interferometer to remain locked for several tens










































































Figure 3.14: Models of the CARM feedback loop. Figure 3.14(a) shows the transfer
functions of the two paths - the "Slow path" involves the digital feedback system
and uses the IMC length as a frequency actuator. Due to delays and the mechanical
susceptibility of the suspended optic, this loop is limited to a bandwidth of≈ 100 Hz.
The "Fast path" actuates on the PSL frequency by modifying the IMC servo’s error
point - this path allows higher bandwidth, with the overall loopUGF being≈ 12 kHz.
In the lock acquisition process, the CARM loop is continually modified, first to
facilitate smooth transition between ALS and RF control paths, and finally, to have
very large DC gain for effective suppression of laser frequency noise. This evolution







































































Figure 3.15: Measurements of the CARM feedback loop. For the overall OLTF
shown in Figure 3.15(a), a signal is injected at "EXC A" and the loop OLTF is given
by the ratio TP1ATP2A . In Figure 3.15(b) a signal is injected at "EXC" in the CDS system
and the crossover transfer function is read out as IN1IN2 (see Figure 3.13 for the signal
injection and readback points). The measurement cannot be done over the full range
of modelled frequencies for the reasons described in Appendix B.2. Nevertheless,
the overall gain and delay of the model can be fit to the measurement.
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but was not optimized to yield the best possible noise performance - to improve the
sensitivity to DARM displacement, the frequency response of this loop will likely
have to be modified. In Figure 3.16(a), the overall modelled gain scaling and time
delay in the loop are left as free parameters, which are then fit to match the measured
data. The measurement does not extend over the full frequency range plotted for
the reasons described in Appendix B.2. Nevertheless, the model and measurement
do agree in the region where they overlap, giving confidence in the accuracy of the
model.
3.4.5 Optomechanics during CARM offset reduction
It was hypothesized that with the improvements to the ALS system at the 40m
(described in Chapter 2), the residual length noise in the CARM DoF would be
less than the CARM linewidth, allowing the transition of CARM control from
ALS signals to RF PDH signals to be easily effected. An interesting feature that was
revealed during the PRFPMI lock acquisition studieswas that when the CARMoffset
was brought to 0 in step "E" of Section 3.4.2, the arm powers did not remain stable -
rather, it appeared that the CARMDoF was "buzzing" in and out of resonance, with
the power buildup fluctuating between ≈ 10 − 200× the buildup during POX / POY
locking. This range of fluctuation is commensurate with a residual CARM motion
of 1 CARM linewidth.
Some numerical modeling suggests that the origin of this effect could be optome-
chanical in nature. With the high power buildup in the arm cavities, themotion of the
ITMs and ETMs become coupled due to the radiation pressure force acting on those
optics. Consequently, the mechanical susceptibility of the suspended optic gets
modified from that of a free mass, which is what it is above the resonant frequency
of the pendulum when radiation-pressure effects are neglected. The modified me-
chanical susceptibilities are shown in Figure 3.17. The key feature in these plots is
that near a CARM offset of 0, the phase of the transfer function deviates from the
simple pendulum response significantly around 100 Hz, which also happens to be
the UGF of the digital feedback loop that suppresses CARM motion. That loop is
designed assuming that the mechanical plants are simple pendulums, and does not
take into account the CARM offset dependent plant variation - so, while the loop
is stable with a phase margin of ≈ 30◦ for large values of the CARM offset, it was
hypothesized that the modified mechanical susceptibility was causing a transient
instability in the CARM feedback loop, but only for small CARM offsets. As the

















Best fit delay is 454.4 µs,
Best fit gain is 2187.2
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Figure 3.16: Model and measurement of the DARM feedback loop. In Fig-
ure 3.16(b), the frequency response of the various constituent components of the
DARM feedback loop are plotted. The dashed lines are for filters that are imple-
mented digitally, while the others are for actual devices (electrical circuits, pendula,
and optical fields). The terms in the legend have the following meaning: "AA"→
anti-aliasing filter, "DAA"→ digital anti-aliasing filter, "CDSfilt"→ digital feedback
control filter, "violinfilt"→ notchfilters for suspension violinmodes, "DAI"→ digital
anti-imaging filter, "DAC"→ digital to analog converter, "AI"→ anti-imaging filter,
"actuatorTF"→mechanical susceptibility of the suspended pendulum, "optGain"→




















Solid lines are for Pin = 0.1 W
Dashed lines are for Pin = 0.8 W
ETM → ITM





































Figure 3.17: Modified mechanical susceptibility of ITM and ETM due to optome-
chanical effects. See text for more details.
0, the loop once again became stable and was able to bring the system under control,
but any attempt to approach 0 CARM offset would result in the same instability
occuring again.
To put this hypothesis to the test, I attempted to lock the interferometer with the
input power cut to roughly half the nominal value. However, this did not improve
the situation. Going back to the model, for the 250 g mirrors at the 40m, it appears
that the modified phase close to the CARM loop UGF consumes a non-negligible
amount of phase near 0 CARM offset for input powers as low as 100 mW, c.f. the
nominal input power of ≈ 0.8 W. Reducing the input power to the interferometer to
much less than ≈ 500 mW was empirically determined to be infeasible, as it made
sensing and control of the other degrees of freedom difficult.
While this effect was unanticipated, it did not adversely affect the lock acquisition
procedure - despite CARMnot remaining entirely in its linear rangewhen the CARM
offset under ALS control was zeroed, it was possible to directly hand over control to
the RF path, by first blending the two paths in a frequency-dependent way (with the
RF path having authority at DC), and then gradually ramping up the gain of the RF







































Figure 3.18: Preliminary DARM noise budget in PRFPMI lock. See text for more
details on the budgeted noise sources.
3.4.6 DARM noise budget
The DARM loop model from Section 3.4.4 is used to infer the free-running DARM
displacement noise by undoing the effect of the loop suppression. This noise budget
is shown in Figure 3.18. This budget is in a very preliminary, but in the early
stages of successfully locking the PRFPMI, DARM sensitivity is limited by seismic
noise noise below ≈ 30 Hz, cross coupling from MICH from ≈ 200 Hz − 2 kHz,
and the dark noise of the AS55 sensing chain above 2 kHz. The seismic noise
plotted here is adapted from Figure 3.4 below ≈ 30 Hz, where that measurement
isn’t dominated by sensing noise, and falls off as f −10 above (the seismic isolation
stacks provide ≈ f −8 isolation at high frequencies with the pendulum providing
additional f −2 isolation). At the time this measurement was taken, the vertex
degrees of freedom are controlled using 3 f1,2 PDH error signals (see Figure 3.19 for
the in-loop noise spectra), which are inherently noisier than their 1 f counterparts
due to the ≈ 100× lower optical gain. The sensing noise of the MICH control loop
gets impressed on DARM because MICH actuation also produces a signal in the
DARM sensor that is indistinguishable from any DARM signal (even though it is
smaller than the DARM signal by ≈ 300× because the latter gets enhanced by the
arm cavities). It is this coupling that is labelled "MICH→DARM". The coupling
was measured by performing a swept-sine injection at the control point of the MICH
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loop, and coherently demodulating the response at the DARM error point, as shown
in Figure 3.20. Knowing this transfer function, this contribution can be nulled
by implementing a feedforward filter [44] which would have the same magnitude
response but 180◦ phase relative to the measured coupling path. Initial attempts to
do this cancellation did not work (transient signals when the feedforward filter was
engaged destroyed the PRFPMI lock). The limited available commissioning time
had to be used to mitigate other noise sources and improve the robustness of the
lock, and so the feedforward approach was not pursued further. It is anticipated
that MICH and PRCL control will get less noisy once transferred to 1 f PDH error
signals, but this transition was not successfully executed at the time of writing.
Any residual cross-coupling will be nulled by implementing a more carefully tuned
feedforward filter. The "PRCL→DARM" contribution was not explicitly measured
and may account for some of the un-budgeted noise in the 30− 200 Hz band. Above
≈ 2 kHz, the dark noise of the AS55 photodiode and demodulator electronics are
the dominant noise contributions. In this early stage of characterization, this was
not deemed a high-priority noise source and so no effort was made to modify the
electronics to have lower noise. The excess in the measured DARM noise above
the dark noise at high frequencies may be due to un-modelled laser noise (intensity
and frequency) coupling. Other traces are included in the budget to get an idea of
how much the aforementioned three noise sources need to be suppressed, before
problems like the coil driver noise start limiting DARM sensitivity.
3.4.7 Sensing matrix measurement
In order to convert the measurements made in the digital control system to meaning-
ful noise spectral densities in physical units, the optical response of the interferometer
(i.e. Watts of signal power produced per meter of displacement of a DoF) has to
be known. This is measured by driving one or more of the suspended optics with
single-frequency sine wave, and coherently demodulating the response produced in
the digital control system (usually in units of ADC "counts"). The actuators are
calibrated a priori (using the methods in [45] for example), so we know how many
meters of motion is being produced as a result of the applied drive. Taking the ratio
of these two quantities, we get the desired "cts/m" calibration factor. The collection
of such factors can be arranged into a matrix with shape msensors × nDoF - this is
known as a sensing matrix. A convenient way to visualize the sensing matrix is
in a series of radar plots, like that shown in Figure 3.21. Such a measurement can
then be validated against numerical models of the system. By looking at such a set
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Figure 3.19: Residual (measured) and free-running (inferred) MICH and PRCL
noise in PRFPMI lock. The free-running quantities are inferred from the in-loop
measurements by undoing the effects of loop suppression using a model of the OLG.
The inferior seismic isolation provided by the TT type suspension (relative to their
SOS counterparts) affects PRCL, but not MICH, and this excess is visible between
≈ 3 − 30 Hz.
of radar plots, one can attempt to "diagonalize" the system in the sensor-actuator
space. However, one of the main problems plaguing the 40m is the poorly under-
stood sensing response of the interferometer. For instance, analytic calculations and
numerical modeling both suggest that the PRCL and MICH DoFs should produce
responses in orthogonal quadratures. However, the measurements suggest that there
is negligible separation in almost all of the sensors - the REFL165 sensor offers the
best separation between these two DoFs, and hence, is used for control. Part of the
problem is that even in simpler configurations like the PRMI, the cross coupling
between the PRCL andMICHDoFs described in Figure 3.6 cannot be nulled simply
by the usual technique of feeding back a portion of the MICH control signal to the
PRM - at the time of writing, a satisfactory explanation has not been arrived at as
to why. Problems with the RF phase modulation sidebands applied on the input
beam (for example, unreasonably large sideband imbalance or excessive RAM)were
ruled out by direct characterization (see Figure C.2(a)), and because the expected
orthogonality was recovered if the MICH actuation was applied differentially on
the ITMs instead of the beamsplitter (in which case there is no geometric coupling
between MICH and PRCL). The working hypothesis is that either or both of the
















































MICH → DARM transfer functions
Figure 3.20: Measured and modelled coupling from the MICH control signal to
DARM error point. Frequencies at which the coherence between the MICH control
signal and the DARM error signal is near unity are those where this coupling is
strongest, and limits the DARM sensitivity. This transfer function is measured using
the swept-sine technique at some discrete frequencies, and extended to continuous
frequency by fittin, weighted by coherence. The fundamental and second-harmonic
violin modes of the suspended optics at the 40m are at ≈ 600 Hz and ≈ 1.2 kHz
- to avoid exciting these modes while actuating on the optics, bandstop filters are
implemented at these frequencies, which explains the abrupt loss of coherence (these
are the "known" transfer functions alluded to in the legend).
vacuum system will allow further debugging.
3.4.8 Angular sensing and control (ASC)
The high circulating laser power in the IFO’s Fabry-Pérot arm cavities couple the
motion of the two constituent mirrors due to radiation pressure. In particular, the
angular models of the ITM and ETM, which in the absence of radiation pressure are
defined purely by the mechanical susceptibility of the pendulums they are suspended
on, get modified and coupled. For sufficiently high powers, one of these coupled
eigenmodes of the cavity become open-loop unstable (see for example Equations



































































PD Wht Gain [dB] [ ] Z [ ] VIFVRF
REFL11 18 -162 400 0.55
REFL55 18 -16 420 4.88
REFL33 30 10 2000 0.27
REFL165 24 -59 1000 0.31
AS55 0 -122 300 5.35
DoF Actuator DC gain [m/ct] fexc [Hz]
MICH BS 9.48e-09 311.1
PRCL PRM 1.078e-08 313.31
CARM MC2 1.404e-08 309.21
DARM ETMX 1.23e-09 307.88
Radial axes are
log10(mag).
Units are [W/m] (0.85A/W for InGaAs).







Figure 3.21: Sensing matrix in PRFPMI lock. This measurement is from a 5-
minute stretch of data, segmented into 10-second long sections for some statistical
averaging. Shaded ellipses around the tips of the stems are indicative of the statistical
uncertainty from the 30 samples. Two demodulated quadratures per photodiode are
indicated - their naming is arbitrary, but the convention is to orient (i.e. define)
the quadratures, by adjusting a digital demodulation phase, such that "Common"
interferometer DoFs like CARMand PRCL produce a response in the "I" quadrature,
while "Differential" DoFs like MICH and DARM produce a response in the "Q"
quadrature. The reflected beam from the IFO is not equally split among the REFL
photodiodes, which has to be taken into account when comparing the measurement
to numerical simulations.
For the geometry of the 40m arm cavity, this critical power level is ≈ 3.5 kW12.
While there is some uncertainty, it is estimated that the circulating power in the arm
cavities is limited to ≈ 2 − 2.5 kW13 due to the excess losses in the PRC. Therefore,
12This effect applies to the IMC as well - for the cavity geometry, with the input and output
couplers being flat and the folding mirror having an RoC of ≈ 18.4 m, the critical circulating power
is estimated to be ≈ 11.2 kW. Since the power gain of the cavity is ≈ 500, angular instabilities are
not expected for input powers less than 20 W into the IMC
13Interestingly, this makes the power-to-mass ratio at the 40m, with 250 g mirrors, comparable to
that in the aLIGO interferometers at Hanford and Livingston, with ≈ 200 kW circulating in the arm
cavities whose mirrors weigh 40 kg. However, the classical noise levels at the 40m are also much
higher than at the LIGO sites, making it much more difficult to probe optomechanical effects and
noise evasion schemes, like in [47].
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the IFO is not yet in the regime of dynamical angular instability, though planned
upgrades for the Ponderomotive Squeezing measurement experiment will certainly
push it over the threshold. Even so, implementing feedback loops to stabilize the
angular positions of the various optics allows higher and more stable power buildup
in the IFO (see after "H" in Figure 3.12), which in turn improves DARM sensitivity.
For the inital phase of work presented in this chapter, a very rudimentary ASC
scheme was implemented. Error signals were derived from single QPDs monitoring
the transmitted beam from each arm cavity, and after an appropriate basis change to
go from the X-arm and Y-arm basis to the "Common" and "Differential" basis and
filtering, the control signal was fed back to the ETMs. The ITMs had their angular
positions controlled by a different strategy - their Oplev loops were DC-coupled,
so the spot positions on the Oplev QPDs were deemed a good enough reference.
This scheme is almost certainly sub-optimal - where possible, we should always
be using interferometric signals in favor of local sensors like the Oplev. However,
this feedback scheme allowed the interferometer to remain locked for a few tens
of minutes at a time, which was deemed sufficient. Neither the cross-couplings
between the Oplev based and Transmon QPD based ASC servos, nor the coupling
to the DARM error point due to A2L, were characterized. The feedback loops had
a bandwidth of ≈ 10 Hz - with a low-frequency boost implemented, the loop shape
was able to effectively suppress angular fluctuations in the 0.5 − 3 Hz band, which
makes the dominant contribution to RMS angular motion. Angular fluctuations
in the PRC also degrade the power buildup in the arm cavities. As mentioned
in Section 3.2.2, seismometer-based feedforward control was able to stabilize the
buildup in the PRC. These loops were left engaged during the PRFPMI lock. A
single QPD is also available at the POP port of the IFO. However, it is not a good
candidate sensor to stabilize PRC angular motion with a feedback loop, as the ITM
and ETM produce much larger signals in the POP QPD. The simulated sensitivity
of the available angular sensors at the 40m to motion of various suspended optics is
summarized in Figure 3.22. These could be validated against measurements using
the same technique as in Section 3.4.7 - efforts to do so were hampered by lock losses
when the measuring excitations were injected. While this could have indicated some
instabilities in the ASC loops implemented, a more detailed characterization of the
ASC system was deferred for future work.
The preferred technique of stabilizing angular motion in a locked interferometer is
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Figure 3.22: Sensing responses of the available angular sensors to torques on various
suspended optics. Although only a single column is included for the "TR QPD",
it is understood that there is an individual TR QPD monitoring the transmission of
each arm cavity.
(on a QPD) the beat between the TEM00 spatial mode of an LO field either at the
carrier frequency or one of the PM sideband frequencies f1,2, and TEM01 or TEM10
spatial modes at the other frequency, which get generated due to misalignment
[48]. Note that the error signal generated from a WFS QPD is at an RF frequency
offset from the carrier, unlike the signal generated on a DC QPD, and therefore,
must be electrically demodulated like PDH error signals to pick out the quadrature
signal that has maximum sensitivity to the angular motions we are trying to sense.
Polluting noise sources such as laser RIN or electronics noise are typically much
lower at RF frequencies than at DC, makingWFS a lower noise sensor than their DC
QPD counterparts. However, they are also much more complex systems, consuming
significant commissioning time to implement correctly. For the data presented in
this chapter, there was noWFS available to sense fields from the IFO. A single WFS
has recently been installed at the AS port of the IFO, and has been verified to work
correctly from an electrical standpoint. However, it has still not been used for any
angular stabilization of the interferometer.
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3.4.9 Power recycling gain (PRG)
With both the Fabry-Pérot arm cavities and the PRC aligned, the PRFPMI config-
uration allows a direct measurement of the PRG (interchangably used with GPRC),
which is a measure of how much the input power to the interferometer is enhanced
by the presence of the PRM. Since the arm cavity transmissions are normalized
to 1 with the PRM misaligned, the PRG is given by TRX,Y × TPRM, where TRX,Y
denotes the average transmission of the arm cavities when the PRFPMI is locked.
Sub-optimal ASC loops dominate fluctuations in TRX,Y, but we assume an average
value for a rough estimate of the PRG. After careful optimization of the alignment
of various optics, the arm cavity transmission was observed to go as high as ≈ 425 -
this is consistent with a PRG of ≈ 24, which is the highest that has been observed at
the 40m. The achievable recycling gain is largely determined by round-trip optical
losses in the arm cavity, since this sets the reflectivity of the compound mirror
forming the PRC together with the PRM - GPRC ×Garm . 12Lrt , where Lrt is the av-
erage round-trip loss of the arm cavities. This simplistic model assumes negligible
intracavity losses in the PRC. However, due to the folding mirrors in the PRC being
flipped to ensure geometric stability (with the AR coated side and substrate being
inside the cavity), there is an estimated 1 − 3% additional loss introduced. A good
test of this model was to compare the recycling gains before and after the arm cavity
mirrors were cleaned - the results are summarized in Figure 3.23.
Both before and after cleaning14, the loss of the arm cavities was measured using
independent techniques such as measuring the DC reflection from the ITM with the
ETM aligned (so a compound mirror is formed) and misaligned (so just a single
bounce off the ITM) - these measurements are indicated as vertical shaded bands.
Similarly, the measured PRG in PRFPMI lock are indicated as horizontal shaded
bands. There is considerable uncertainty on what the actual loss inside the PRC is,
but we can bound it between 1.3 − 2.6%15 with reasonably high confidence.
Such low measured losses in the arm cavities were a bit surprising - the PRM trans-
missivity of 5.637% was chosen such that we would have a slightly overcoupled16
14A commercial polymer-based cleaning agent, First Contact, is used as per the guidance of the
LIGO engineering group [50].
15Because the optical loss is so high, it is impossible to deconvolve losses due to mode-mismatch
between the interferometer’s spatial common-mode and optical losses. Nevertheless, we can place
an upper-bound on the total loss, since high recycling gain cannot be realized if the effective loss
were higher.
16The IFO is "overcoupled" when the compound arm cavity reflectivity as per Equation (D.1) is
greater than the PRM reflectivity, and "undercoupled" when the reverse is true. Critical coupling
refers to the case where the two reflectivities are equal. At critical coupling, the PRG is 1TPRM ≈ 18.
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Figure 3.23: Inferred arm cavity losses from PRGmeasurements, before (red shaded
bands) and after (green shaded bands) cleaning the 40m arm cavity mirrors (see Ap-
pendix E). Each of the three plotted lines are PRG as a function of arm cavity
loss, assuming a fixed loss in the PRC (indicated in the legend). The shaded bands
are meant to indicate 1σ statistical uncertainties on Lrt and PRG measurements.
A "1ppm/m" reference loss level is indicated to show that it is possible to realize
losses below this target value for ≈ centimeter-sized beams. This is a target for pro-
posed long-storage time filter cavities, that can inject frequency-dependent squeezed
vacuum into the LIGO interferometers and improve their sensitivity [49].
IFO for Lrt ≈ 100− 150 ppm. With the measured loss levels, a well-aligned 40m is
virtually guaranteed to be overcoupled. However, that is a strong caveat - until the
interferometer is well aligned, angular motion causes large power fluctuations in the
arm cavities and the PRC, changing the field content arriving at various detection
ports. Whether the IFO is undercoupled or overcoupled has implications on the PDH
error signals at the REFL and POP ports. As per Equation (C.2), the PDH error
signal can, in general, have contributions from a static sideband field beating with
a dynamic carrier field, or vice-versa. For the CARM, DARM and MICH DoFs,
one of these combinations is dominant over the other, to a good approximation.
However, for sensing PRCL using 1 f1,2 PDH signals, both contributions can have
comparable magnitude (see, for example, Equation 15 of [51]). There is a relative
−1 sign between field reflectivities for undercoupled and overcoupled cavities - so
the correct sign of a servo filter for suppressing fluctuations in a DoF can end up
enhancing them if the coupling changes. If the interferometer happens to go through
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the point of critical coupling, due to angular fluctuations, then the PDH error signal
could vanish entirely. In both cases, the PRFPMI lock will be lost, because one
or more DoFs will stray outside the range where the PDH signals remain linear.
Fortunately, sensing PRCL using the 3 f1,2 scheme is immune to these effects, which
allows the interferometer to remain locked until the alignment can be improved to
a point where the coupling is not in danger of changing or vanishing. Once the
folding mirrors in the PRC are replaced and the intracavity loss becomes ≈ 0.1%, it
is expected that the IFO will move even further into the firmly overcoupled regime,
allowing transition of the vertex DoFs from 3 f1,2 control to lower-noise 1 f1,2 control.
3.5 Conclusions and future work
In this section, I have presented various configurations in which the 40m IFO can be
locked, thereby becoming a precision measurement instrument. The reliability of
lock acquisition was improved to the point where the IFO could remain locked for
up to an hour, while the measured PRGwas the highest seen at the 40m in its current
incarnation with 250 g mirrors. This work represents but the first step in realizing
the prototype’s true value as a testbed for quantum-limited sensing measurements,
as well as new technologies that could improve the current and next generation of
GW detectors. A pathway to this dream is outlined in the following non-exhaustive
list. Many of these steps are planned for, or are already being undertaken, as part of
the ongoing upgrade of the 40m lab.
• Improve the suspensions and electronics - the TT type suspension, as well as
most of the ≈ 20 year old electronics in the lab will be phased out and replaced
with modern equivalents. This will hopefully facilitate commissioning time
to be spent on tasks that improve nosie performance, as well as allow more
interferometry to be done during times of slightly elevated seismic activity
(due to improved seismic isolation).
• Improve the duty cycle of the IMC. Without a locked IMC, no other IFO
configuration can be locked. The multiple coupled cavities of the LIGO
interferometers have been demonstrated to stay locked for times in excess of
1 week, so there is no reason a single optical cavity cannot remain locked for
comparable periods of time. At the 40m, there are periods, sometimes as long
as 30 minutes, when the IMC fails to re-acquire a stable lock. This has been a
problem that has plagued the 40m for ≈ a decade - the exact cause is unknown
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despite repeated characterization efforts, but is likely due to flaky electronics
and/or a degrading laser.
• Fix the geometric stability issueswith the recycling cavities. Apart from the
obvious higher circualting gain in the arm cavities, it is anticipated that thiswill
lead to better agreement between numerical models and measurements, and
fewer higher-order-mode related problems in LSC and ASC. The replacement
mirrors per Appendix D are already in hand, and suspensions are being
designed for them.
• Install more sensors that monitor environmental noise sources - e.g. seis-
mic, thermal, and acoustic. Then, design feedforward filters using these to
subtract the coupling of these noises to the interferometer. Currently, only
the vertex seismometer signals are used to stabilize the PRC angular motion
and the IMC length. Accelerometers and seismometers are already installed
elsewhere in the lab, and microphones to monitor acoustic couplings could
also greatly improve the situation.
• Improve the LSC and ASC loops. Better characterize the noise couplings
between them. In particular, the ASC system has not received much attention.
Clever loop design will allow for much more stable power buildup in the arm
cavities.
• Perform more detailed characterization of unmodelled noise sources. In
particular, the laser noise couplings (frequency noise and intensity noise). An
intensity stabilization servo will likely need to be implemented to improve the
DARM sensitivity at some point in the near future.
• Clean the IMC mirrors and re-optimize the transmission / isolation of
the Input Faraday Isolator (IFI). It is estimated that we lose ≈ 20% of the
light injected into the vacuum envelope before it reaches the PRM. Increasing
this throughput will increase the optical gain on various sensors, leading to
better noise performance. This will be a critical step in moving to high power
operations in preparation for the Ponderomotive Squeezing measurement ex-
periment, described in the next chapter.
• Implement more, and preferably automated, interferometer diagnostic
routines. This can help pinpoint the time when a particular system’s perfor-
mance degraded. Often, a particular subsystem of the interferometer (e.g. the
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ALS system) doesn’t receive any attention from a human for several weeks
or months at a time while other systems are being worked on. If automated
diagnostics could be run at a time when the lab is unused (e.g. 6 AM in
the morning), the health of these "neglected" systems could be constantly
monitored, and immediate action can be taken if a problem is reported.
The list above addresses "known" problems - there are many new challenges that
will arise when the IFO moves to high power operation and a BHD readout - which
are the subject of the next two chapters.
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C h a p t e r 4
AN EXPERIMENT TO MEASURE OPTOMECHANICAL
SQUEEZING AT THE 40M PROTOTYPE INTERFEROMETER
The theory of optomechanical interactions modifying the noise properties of the
output field of GW interferometers has been extensively studied [52–54]. Making
a direct measurement of squeezed vacuum states generated by optomechanical
interactions at (i) room-temperature, (ii) kilogram mass scales, (iii) audio-band
frequencies of ≈ 200 Hz that are relevant to terrestrial GW detectors has been a
long-standing goal in the field [55–57]. In the last two decades, there have been
multiple demonstrations of cavity optomechanical phenomena, see Figure 3 of [11]
for a good, but dated, summary - but the region with experiments in mass-frequency
space relevant forGWdetectors remains sparsely populated. Classical noise sources,
and fluctuations due to coupling from the environmental thermal bath, have posed
a formidable challenge. While I have been working on the projects described in
this thesis, there has been significant progress [47, 58, 59], and several exciting new
proposals made to push the optomechanical, quantum-limited sensing regime even
further.
In this chapter, I will describe an experiment to measure squeezed vacuum states
generated by the 40m interferometer. Chapter 3 described efforts to characterize
and improve the sensitivity of the 40m - the ultimate goal was to improve the noise
performance to a level that would enable us to carry out the measurement described
in this chapter. Much of the design work was done in collaboration with K. Kuns
and is described in detail in Chapter 3 of [60], so after a brief conceptual review, I
will try and focus on some practical challenges of implementing the design, which
are not covered there.
4.1 Conceptual overview of "quantum noise" in an interferometer
In the LIGO parlance, "quantum noise" is a blanket term describing imprecision at
the interferometer readout caused by the quantum-mechanical nature of the inter-
ferometer. There are two contributing physical pathways. One is the uncertainty
caused by the Poissonian statistics of photon arrival at the detection photodiode,
called "shot noise". The other, "radiation pressure noise", has to do with the random
momentum impulses imparted on the mirrors of the interferometer by individual
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photons during the process of reflection. For the dual-recycled optical topology
adopted by the LIGO interferometers, radiation pressure noise is the dominant con-
tributor at low frequencies, while shot noise dominates at high frequencies, although
the specific parameters of the interferometer such as the laser power circulating in
the Fabry-Pérot arm cavities and the type of readout (i.e. DC readout / RF readout /
BHD) must be known to quantify these statements. The insight of [53, 54] was that
a proper analysis of these two noise sources must take into account any correlations
that exist between them.
A convenient technique to analyze the quantum noise of a particular optical con-
figuration is to use the Input-Output (I/O) relations. "Inputs" refer to optical fields
that enter open ports, such as the symmetric port where the PSL beam pumps the
interferometer, while "Outputs" refer to fields that are read out at various open
ports, such as the field exiting the AS port. Being a MIMO device, each output
field can in general have contributions from multiple inputs. These can be derived
using the Adjacency matrix approach described in Appendix C.1, but using the
two-photon representation of the fields described in [61]. For LIGO-like optical
topologies, the pertinent I/O relation is that for the output field at the AS port (which
is where the gravitational wave signal is expected). In the two-photon formalism





































where h ≡ δLL is the differential arm strain and hSQL ≡
√
8~
mΩ2L2 is the Standard
Quantum Limit (SQL) for an interferometer with test masses of mass m and arm
cavity length of L at the signal frequency Ω. The generalized version of Eq. (4.1)
taking into account optical losses entering the interferometer at various ports, ig-
nored in the above, can be found as Eqs. 5.6-5.12 in [54]. The frequency-dependent
matrix coefficients Ci j(Ω) and Di(Ω) are functions of the interferometer parameters,
such as injected laser power, arm cavity bandwidth etc. Eq. (4.1) may be interpreted
as follows: the output field at the AS port is the sum of the vacuum noise entering the
AS port (which may be squeezed or unsqueezed), modified by the optomechanical
properties of the interferometer, and the DARM signal scaled by the optomechanical
gain of the interferometer.
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It is conventional manipulate such I/O relations in units where unsqueezed vacuum










. In general, we will measure
some linear combination of the quadrature fields b1 and b2, with bζ ≡ b1 sin ζ +
b2 cos ζ , with ζ being the "homodyne angle", discussed in greater detail in Chapter 5.
Therefore, if |bζ | < 1, the variance of themeasured field is below that of the vacuum,
and is, therefore, squeezed. The dimensions of the fields in these normalized units is√
nphotons/Hz. However, LIGO noise budgets are usually plotted as "signal-referred"





h is the differential arm strain, is used to convert a measured noise to the equivalent
DARM displacement (or strain) which would have produced the same output field
(it is convenient to represent electric fields in units of
√
W rather than S.I. units). To




W/h, we multiply the former by a factor
of
√
2~ω0, where ω0 is the laser frequency - the detailed derivation may be found in
Appendix A of [64].
In order to use the interferometer as a source of squeezed vacuum1, the goal is
to determine the optical configuration such that |bζ | < 1 for some ζ , over some
appreciable range of frequencies Ω. Note that the squeezing is generated by the
elements C12 or C21, which convert phase quadrature fluctuations into the amplitude
quadrature or vice-versa (depending on the configuration of the interferometer). For
us to be able to measure this generated squeezing, all other noise sources, such
as differential arm motion due to Brownian noise of the dielectric coatings which
contribute to bζ via the matrix elements D1 and D2, must be low enough that the
noise variance of bζ remains lower than that of unsqueezed vacuum. For the 40m,
at f = Ω/2π < 100 Hz, the displacement noises are typically so large that they far
exceed the quantum noise (which is the input vacuum transformed by the matrix C).
The systematic optimization study to determine the configuration that gives the best
chance of measuring optomechanical squeezing is described in detail in Chapter 3
1A reasonable question is why we would want to generate squeezed vacuum in this way. At the
time of writing, squeezed vacuum generation using non-linear crystals is a mature technology, and
both LIGO observatories have been operating with ≈ 2 dB of squeezed vacuum injected into their
AS ports for the entire O3 observing run [65]. However, using the optomechanical interaction may
offer some advantages - for example, the losses due to imperfect polishing of the non-linear crystals
far exceed that of super-polished mirrors, and it is known that losses limit the amount of squeezing
that can be realized. Therefore, an ultra-low-loss optical cavity may allow even stronger squeezed
fields to be generated. One reason non-linear crystals are the preferred technology is because the
optomechanical interaction is inherently weak, and other classical noise sources would swamp any
generated squeezing. However, recent technological advances havemade it possible to mitigate many
of these, making the idea worth pursuing.
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of [60].
It is worth emphasizing that the goal of this particular experiment is not to maximize
the signal-to-noise ratio of the DARM signal (which is the primary objective at
terrestrial observatories, since better SNR would presumably lead to more precise
astrophysical measurements and probes of deviations from General Relativity). The
quadrature which should be selected for that purpose is different from what is
selected for the optomechanical squeezing experiment. We seek the quadrature at
which the ratio of noise variance in bζ to unsqueezed vacuum is minimized. Other
ways of validating the quantum-mechanical nature of the interferometer, encoded
in the matrix C, include injecting well-characterized squeezed vacuum into the AS
port, measure the output field, and inferring the optomechanical squeezing operation
by mapping the relationship between the two - this was the approach adopted in [47].
4.2 Optical loss
There are numerous sources of optical loss within the interferometer. There are at
least two reasons why this is undesirable for the measurement we are trying to make,
which are briefly discussed in this section.
4.2.1 Degradation of squeezed states
As detailed in Sec. V of [54], each point at which optical loss occurs in the
interferometer represents a point where some amount of unsqueezed vacuum gets
coupled into the measurement. In Eq. (4.1), only the contribution of the unsqueezed
vacuum entering the interferometer through the AS port is included - in most
cases, the transmission of the SRM is usually such that this contribution is indeed
the dominant contribution. However, a more complete analysis requires that we
account for unsqueezed vacuum that enters the interferometer from other "open
ports" as well. Assuming we are still reading out the field that exits the AS port, the
relevant open ports include (i) losses in the arm cavity due to scattering, absorption
in the dielectric coatings, and transmission through the ETMs, (ii) losses in the
SRC due to scattering and transmission through the folding mirrors2, (iii) possible
clipping on the BS3, (iv) mode-mismatch between the arm cavities and the SRC, and
(v) losses in the photodetection chain (consisting of an OFI, OMC, and detection
2The optical power in the SRC is usually very low and so absorption in the dielectric coatings
can be neglected.
3The finite apertures of all the optics can lead to clipping - the BS’s contribution is expected
to dominant because of the lateral shift the beam experiences while travelling through the 1-inch
substrate.
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photodiodess), due to scattering, mode-mismatch between the OMC’s and the IFO’s
cavity eigenmodes, and imperfect quantum efficiency of the detection photodiodes.
These sources of loss can be accounted for in the same way as the C matrix accounts
for unsqueezed vacuum entering the AS port. I have listed the sources of loss in
this way to indicate that there are different mechanisms at play, but from an analysis
point of view, (ii),(iii), and (iv) are grouped together as "SRC losses". So Eq. (4.1)
would have additional terms, which are 2×2 matrices - letters P, Q, and N are used
in [54] to refer to "SRC losses", photodetection chain losses, and arm cavity losses
respectively. This more complete version of Eq. (4.1), with the effects of optical loss
on the quadrature noise included, was what was explored numerically to identify the
interferometer configuration that would allow us to measure an optomechanically
squeezed field in the presence of classical noise sources. For this analysis, losses
due to mode-mismatch between optical cavities is treated in a simplified way that
does not account for cavity enhancement effects in the SRC.
4.2.2 Limited optical power buildup
We are relying on the optomechanical interaction between the high circulating
power in the arm cavities and the suspended mirrors to generate a squeezed state.
The stronger this interaction, the greater the squeezing, and hence, we will have
better immunity to degradation of the generated squeezed state due to imperfections
elsewhere in the interferometer and the photodetection chain. The radiation pressure
force exerted by a beam with power P is 2P/c, and so it is desirable to have as high
a power resonate in the arm cavity as is practically feasible. We rely on the resonant
enhancement in the PRC and arm cavities to realize this high power buildup, with
O(10 kW) power in the 40m resonant arm cavities whose mirrors weigh 250 g, for
O(10 W) amount of power input to the IFO4. Furthermore, there are at least two high-
finesse cavities, the PMC and the IMC, in addition to the Input Faraday Isolator (IFI),
between the amplifier output housed in an enclosure outside the vacuum envelope,
and the PRM, which is inside the vacuum envelope. The transmissivity of these
cavities is strongly dependent on the intracavity losses. The relationship between
the power in the arm cavities, Parm and the laser amplifier output, Pamp may be
written as
4At the time of writing, compact fiber-pumped amplifier units are available that can generate
O(10 W) of light with sufficient frequency and intensity stability, with O(100 mW) input from a
stable source such as an NPRO [66].
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Parm = Pamp · TPMC · TIMC · TIFI · α · GPRC · TBS · Garm, (4.2)
where Gi denotes the power gain of the cavity i, Tj denotes the power transmissivity
of the element j, and α denotes an effective mode-matching between the input beam
and the arm cavity’s spatial eigenmodes. Using multiple different measurement
techniques, we have verified that it is possible to get the round-trip loss in the 40m
arm cavities to be as low as 20-30 ppm, so we expect Garm ≈ 270. As discussed in
Section 3.4.9, GPRC is currently limited to ≈ 20 due to the internal losses in the PRC
- once we replace the folding mirrors, we expect that we can realize GPRC ≈ 40. TBS
is 50%, while TPMC ≈ 85%. From the arm cavity scans discussed in Section 2.6, the
mode-matching efficiency between the input beam and the arm cavity’s eigenmode is
≈ 93%, but this number does not account for possible mismatches between the PRC
and arm cavity eigenmode. Finally, the product TIMC ·TIFI is estimated to be ≈ 50 %.
Putting all these numbers together, I estimate Parm ≈ 2200Pamp. We expect to be
able to improve this to Parm ≈ 4000Pamp, if we can increase the product TIMC · TIFI
to 0.9, which we expect to be able to do with a vent of the vacuum system to clean
the IMC optics and tune the polarization optics in the IFI. The numbers related to
optical loss used for the modeling results presented in this thesis are summarized in
Table 4.1.
Parameter Value
Arm cavity losses Larm 20 ppm
PRC losses, LPRC 1000 ppm
SRC losses, LSRC 1000 ppm
PMC transmission, TPMC 85%
IMC transmission, TIMC 95%
IFI transmission, TIFI 95%
Effective mode-matching, α 93%
Power recycling gain, GPRC 40
Arm cavity gain, Garm 280
Photodetection chain losses, LPD 5%
Table 4.1: Optical losses at various points in the 40m interferometer. Numbers
in bold are optimistic projections of what will be achievable, while other numbers
have been measured in the current 40m interferometer.
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Larm = 30 ppm
LPRC = 1000 ppm
LSRC = 1000 ppm
Pin = 1.0 W
Pin = 2.0 W
Pin = 5.0 W
Pin = 10.0 W




Figure 4.1: Quantum noise as a function of input power for the 40m. The parameters
in Table 4.1 can be used together with Eq. (4.2) tomap Pin in the legend to circulating
power in the arm cavities. See text for what the solid and dashed lines indicate.
4.3 The need for high laser power and anticipated challenges
The full functional forms of the matrix elements in Eq. (4.1) are complicated alge-
braic functions of the interferometer’s optomechanical parameters, and so are best
explored numerically. Intuitively, we expect that high laser power is required in
order to have appreciable optomechanical coupling, which is after all the physical
mechanism responsible for generating the squeezed state in the arm cavity. To get an
order of magnitude estimate, the shot noise of Parm = 22 kW is ≈ 90 nN/
√
Hz. The
radiation pressure from this generates an AC force on the mirror of ≈ 0.6 fN/
√
Hz
which in turn modulates the position of the mirror by ≈ 6 × 10−21 m/
√
Hz, and the
phase of the light reflected off it by ≈ 10−14 rad/
√
Hz. This simplistic analysis ig-
nores the cavity enhancement effects that strengthen the optomechanical interaction
- nevertheless, the result was a small number, even by interferometric standards.
Fig. 4.1 is a more quantitative visualization of how the input vacuum is transformed
by the interferometer. Some notes on how this plot should be interpreted:
1. The dashed lines of the same color indicate the signal-referred, unsqueezed
vacuum levels. Explicitly, following [54] but with ts denoting the SRM
amplitude transmissivity, the output field of the interferometer in response to
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2K [D1 sin ζ + D2 cos ζ]
MhSQL
. (4.3)
Therefore, to refer the vacuum field with unit variance to equivalent DARM
displacement, we simply divide it by this transfer function, and scale by the







2. The quantum noise, plotted as solid lines with the same color as their dashed
counterparts, are also signal-referred, by dividing it with the optical transfer
function of the interferometer. The procedure is the same as in Eqs. (4.3)
and (4.4), except that the field divided by the DARM transfer function is the












3. Therefore, the vacuum state is "squeezed" wherever the solid lines dip below
the dashed ones, and anti-squeezed when the reverse is true.
4. The "resonant dips" in the solid lines relative to dashed, which turn over
more smoothly, are indicative of the optomechanical resonance caused by a
small detuning of the SRC from φ = 0. Note that these dips shift to higher
frequencies as the laser power is increased, consistent with an optical spring
of increasing rigidity being formed with higher powers.
5. Asymptotically, all the solid lines approach their dashed counterparts - this
is consistent with the optomechanical coupling becoming negligible at high
frequencies, due to the mechanical susceptibility of the suspended optics
falling off as f −2.
6. "Displacement noises" are the quadrature sum of (i) seismic noise (domi-
nant below 100 Hz), (ii) coil driver noise (dominant between 100 − 500 Hz),
(iii) suspension thermal noise (dominant at the resonant peaks at 650 Hz
and harmonics thereof), and (iv) coating brownian noise (dominant above
≈ 500 Hz), which are considered as a minimal set of noises that limit the
displacement noise sensitivity of the interferometer (in reality, we will likely
have to deal with many other unaccounted noise sources).
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7. Laser noises (i.e. intensity noise and frequency noise) on the field pumping
the interferometer from the symmetric port are not included in this plot.
8. The SQL is just plotted for illustrative purposes. if the goal were to demon-
strate a sub-SQLmeasurement, the optical configuration of the interferometer
would again have to be modified.
While there is a significant range of frequencies for which the solid line dips below
the dashed for even the lowest power plotted, suggesting we don’t need 10W of input
power to the interferometer to measure optomechanical squeezing, the presence of
classical noises leave very little margin. The errors between modelled displacement
noises and what they are in reality also tend to be larger at lower frequencies.
Furthermore, the likelihood of some un-modelled noise source coupling to the
measurement is also higher at lower frequencies. Therefore, it is advantageous to
try and make this measurement at as high a frequency as possible. Fig. 4.1 also
raises the interesting possibility of being able to access a regime where the test-mass
motion is dominated by radiation-pressure - these are when the green and grey lines
are greater than the dark red "displacement noises". While this is undoubtedly an
interesting regime, the fact that we need the "classical" noise of the interferometer
to be at the level of 10−18 m/
√
Hz at 100Hz makes it an exceedingly challenging
prospect.
A brief word on some of the anticipated difficulties in working with such high
laser powers resonant in the arm cavities: as described in Chapter 3, the highest
powers achieved in the 40m interferometer’s arm cavities at the time of writing is
O(1 kW), which is at least one order of magnitude below what we need, to have a
good chance of measuring a squeezed state. While the aLIGO interferometers have
extensive experience dealing with thermal absorption (both in the substrates and
dielectric coatings), as well as dynamical instabilities (both of the angular modes
as well as dynamic parametric instabilities [67]), these are unexplored at the 40m.
Unlike the LIGO sites, the 40m does not have any thermal actuators to correct
for radius of curvature mismatches or thermally induced lenses, and there are no
plans to install these - so there will be limited mitigation strategies available, and
these effects are expected to pose a formidable challenge. There will, of course, be
many other challenges, like implementing the BHD system necessary to read out
arbitrary quadratures of the IFO’s output field described in Chapter 5, and improving
the sensitivity at ≈ 100 Hz by 4 orders of magnitude relative to what is shown in
Fig. 3.18.
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4.4 Prospects for measuring optomechanical squeezing in aLIGO
As illustrated in Fig. 4.1, the principal difficulty in making a direct measurement of
an optomechanically squeezed field is to suppress all the other classical noise sources
(such as thermal noise) in the measurement apparatus to a level low enough that the
quantum noise becomes measurable. Some clever experimental techniques5 can be
used to relax the requirements on the required technical noise levels, but even so,
they remain challenging to realize in the audio frequency band at room temperature,
particularly in a table-top experiment. The Advanced LIGO interferometers at
Hanford (H1) and Livingston (L1), on the other hand, can be reasonably considered
as the state-of-the-art when it comes to suppression of technical noise levels, both
displacement noises as well as laser frequency and intensity noise on the pump
beam. So, will am attempt to measure an optomechanically squeezed state at L1 or
H1 be significantly easier than at the 40m (C1)?
In attempting to answer this question, we must keep in mind that the primary
objective of the H1 and L1 observatories is to measure astrophysical signals, and so
we must restrict ourselves to the existing in-vacuum optical topology. In particular,
the SRC is configured for operation in the RSE. Even though the difference between
the RSE (φSRC = 90◦) and ESR (φSRC = 0◦) configurations is a λ/4 ≈ 250 nm
change in the position of the SRM, which is easily within the available range by
which the SRM can be actuated from outside the vacuum envelope, the problem
is in sensing the SRC length using the PDH technique. As detailed in Eqs. (D.4)
and (D.5), the macroscopic length of the SRC for each of these modes of operation
differ by O(1 m). Therefore, we restrict the analysis to φ ≈ 90◦, allowing ±10◦
of detuning around this nominal point, which is still within the regime where the
SRCL PDH signal remains linear (i.e. within the SRC cavity linewidth of ≈ 33 nm
for TSRM = 32.5%). Another important difference between C1 and H1/L1 is that the
mirrors of the arm cavities weigh ≈ 250 g in the former and ≈ 40 kg in the latter6.
The optical power resonant in the arm cavities at H1/L1 is O(10)× that in the C1
arm cavities, but the important quantity is the optomechanical coupling K, which
depends on the ratio Parm/mTM, with mTM being the mass of the mirrors. We expect
that KC1 ≈ 100KH1/L1 at 100 Hz - the question is if the reduced optomechanical
coupling will still generate a measurable optomechanically squeezed state.
5Measuring the output field of the IFO in a quadrature that is not the one most sensitive to DARM
displacements is one such trick.
6One of the reasons the aLIGO design chose heavier mirrors relative to earlier generations of
the detector was to make it more immune to radiation pressure effects, which ironically, is what we
are trying to exploit in this discussion.
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φ = 90◦ (nominal RSE)
φ = 95◦
φ = 100◦
Measured DARM (@ φ = 90◦)
Classical noise estimate (@ φ = 90◦)
Figure 4.2: Modelled quantum noise in aLIGO as a function of SRC detuning. The
"classical noise estimate" trace is reproduced from [47] - unlike Fig. 4.1 which plots
only the displacement noises, this trace includes all noise sources other than quan-
tum noise. The "masured DARM" curve is included to show that below ≈ 30 Hz,
classical noises dominate the total measured noise. As in Fig. 4.1, solid lines indicate
unsqueezed vacuum injected from the dark port transformed by optomechanical in-
teraction with the interferometer, while dashed lines are signal-referred unsqueezed
vacuum levels (plotted in the same color for a given φ).
4.4.1 Prospects with DC readout
First, let us consider the case where the field is read out using a special type of
homodyne readout, called "DC readout". This is the system currently implemented
at H1 and L1 to measure the gravitational wave signal. It differs from a traditional
homodyne detection setup in that the LO field used to measure the IFO’s output field
is sourced by introducing a deliberate small asymmetry in DARM, allowing a small
amount of carrier light to leak out at the AS port. While this scheme offers many
advantages, we are constrained to reading out fields at a fixed quadrature, namely
ζ = φSRC. As shown in Fig. 4.2, there aren’t any clear frequency bands where the
solid lines dip below the dashed - indeed, the classical noises can only be considered
negligible relative to quantum noise above ≈ 200 Hz. This is not a surprising con-
clusion - as explained in Sec 3.2 of [60], in the RSE configuration with φSRC ≈ 90◦,
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40 60 80 100 12010−20
10−19
φ = 85◦, ζ = 164◦
φ = 90◦, ζ = 155◦
Classical noise estimate (@ φ = 90◦)
GWINC displacement noises
Figure 4.3: Modelled quantum noise in aLIGO as a function of SRC detuning,
with BHD. Since the BHD system is a planned future upgrade, I have also assumed
slightly different interferometer parameters in calculating these curves relative to
Fig. 4.2. The input power to the interferometer is increased from ≈ 35 W to ≈ 50 W,
and that the losses in the arm cavity are improved to Lrt = 50 ppm. The net effect of
these is to increase the circulating power in the arm cavities to ≈ 350 kW compared
to ≈ 200 kW in Fig. 4.2. A "GWINC displacement noises" curve is included to
indicate what the expected level of displacement noises should be, based on our best
models and measurements of seismic and thermal noises.
readout quadratures ζ ≈ 90◦ will exhibit varying amounts of anti-squeezing. For an
interferometer configured close to the RSE state, our best chance of measuring an
optomechanically squeezed state is in fact close to ζ = 0◦ or ζ = 180◦. With stan-
dard DC readout, we cannot access arbitrary quadratures. Therefore, we conclude
that in its current configuration, measuring an optomechanically squeezed state is
not possible at H1 or L1.
4.4.2 Prospects with BHD readout
Fortunately, H1 and L1 are undergoing an upgrade in the near future that will see
both interferometers fitted with Balanced Homodyne Readout (see Chapter 5 for
more details). There is still some uncertainty about the exact control scheme that
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H1/L1 (Parm ≈ 375 kW, mTM ≈ 40 kg, Larm ≈ 4 km)
C1 (Parm ≈ 30 kW, mTM ≈ 0.25 kg, Larm ≈ 40 m)
Figure 4.4: Optomechanical coupling coefficient for the C1 and H1/L1 interferom-
eters. This parameter is only a function of the measurement frequency, arm cavity
bandwidth, power in the arm cavity, and mirror mass.
will be used to keep the homodyne phase ζ fixed (i.e. the relative phase between the
LO and IFO fields must be kept fixed), and what levels of RMS stability in ζ can be
realistically achieved. Nevertheless, the BHD technique offers, at least in-principle,
the ability to read out arbitrary quadratures of the IFO’s output field. So, we repeat
the analysis of Section 4.4.1, but explore homodyne angles near ζ = 0◦ or ζ = 180◦
instead. Fig. 4.3 shows the result of such a modeling effort. Two representative
traces are shown here, with the φ = 90◦ trace showing that it may be possible to
measure an optomechanically squeezed state even at the nominal SRC operating
point, once we have access to arbitrary quadratures of the output field. The classical
noise trace from [47] is included again, to show that above ≈ 50 Hz, quantum noise
will be the largest contributor to the readout, and indeed, the solid lines are lower
than their dashed counterparts over some range of frequencies.
While the technical noise levels at 100Hz are ≈ 100× lower in the H1/L1 interfer-
ometers compared to C1, the factor by which the unsqueezed input vacuum field
is optomechanically squeezed by H1/L1 is also smaller as shown in Fig. 4.4. The
H1/L1 interferometers have ≈ 10× smaller Parm/mTM ratio than the planned C1
configuration, and the arm cavity bandwidth is also ≈ 100× smaller. The net effect
is that the optomechanical coupling strength at H1/L1, which is physically respon-
sible for generating optomechanical squeezing, is ≈ 10× smaller below the arm
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cavity pole frequency of ≈ 40 Hz, and drops off even more at higher frequencies.
This is also the reason why the dips in the quantum noise curves in Fig. 4.1 are at
higher frequencies than in Figs. 4.2 and 4.3 - since C1 has larger K out to higher
frequencies than H1/L1, we can then try and find φSRC, ζ which allow measuring
a squeezed state at those frequencies, where technical noise contributions are typi-
cally smaller than at lower frequencies. Therefore, it is difficult to make a definitive
case that measuring even modest squeeze factors of ≈ 2 dB below vacuum will be
significantly easier at H1/L1 than at C1.
4.5 Summary and future work
A planned experiment at the C1 interferometer to make a direct measurement of
an optomechanically squeezed vacuum state was reviewed, with emphasis on why
high laser powers and light test masses generate a more strongly squeezed state.
The possibility of making this measurement at the H1/L1 interferometers with-
out significantly detracting from their primary objective of measuring astrophysical
gravitational waveswas also considered - the conclusionwas that the heaviermirrors
at H1/L1 make it difficult to conclusively say that it will be easier than at C1. The
experiment has been extensively simulated, and the C1 interferometer is currently
undergoing an upgrade to fit it with BHD readout, an essential capability for mea-
suring optomechanical squeezing. A laser amplifier is also being installed, to allow
approx 10 W of laser power to be injected into the interferometer (c.f. the maximum
of ≈ 1 W that is available at the time of writing). Many technical challenges remain
in commissioning the interferometer and improving the noise performance, which
will only become apparent once we start working with the upgraded configuration.
One may reasonably ask what the point is of using the C1 interferometer as an
optomechanical squeezer. While the system as described in this chapter cannot
reasonably be considered as an alternative to the non-linear crystal based squeez-
ers currently employed at H1/L1, the optomechanical approach has a few notable
advantages:
1. Current technology allows manufacture of super-polished mirrors with much
lower optical loss than non-linear crystals.
2. An optomechanical squeezer generates an inherently frequency-dependent
squeezed state. While it is not extensively analyzed in this thesis, this raises
the possibility of tweaking the available degrees of freedom (various cavity
detunings, transmissivities and mechanical susceptibilities of the mirrors) to
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generate a squeezed field, which if injected into the AS port of a GW detector,
already has the frequency dependence which minimizes quantum noise at all
frequencies in the detection band. For the non-linear crystal squeezers, this
functionality is achieved by starting with a field in only one quadrature (this
is what is generated by the non-linear crystal), and reflecting it off a detuned
filter cavity [49] to realize the appropriate frequency-dependent squeezed
quadrature fields.
3. Optomechanical squeezing is in principle more wavelength agnostic than a
non-linear crystal. An optomechanical squeezer designed to work at 1064 nm
can be converted to work at other wavelengths (e.g. ≈ 2 µm that is the planned
operating wavelength for future cryogenic interferometers [68]) by changing
the dielectric coatings on the optics to have the appropriate reflectivity at the
new operating wavelength. For a nonlinear crystal, the χ(2) coefficient respon-
sible for squeezed state generation can have strong wavelength dependence,
and hence, a new operating wavelength may call for a new material.
4. Advances in material science might make it possible to realize suspensions
for cavity mirrors that have arbitrary mechanical transfer functions. This
would then offer great flexibility in tuning the frequency dependence of the
optomechanically generated squeezed state.
The DRFPMI topology of C1 is almost certainly not the optimal one to serve as an
optomechanical squeezer, but it is one that has received decades of attention from
the modeling community, and so represents a reasonable starting point. In order
to be considered a viable alternative to non-linear crystal squeezers for future GW
detectors, substantial changes to the optical topology may have to be made.
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C h a p t e r 5
BALANCED HOMODYNE DETECTION
Design studies for near term as well as long term upgrades to terrestrial gravitational
wave detectors assume that the output field of the interferometer will be read out
using a technique known asBHD.This technique itself is not new - however, applying
it to gravitational wave detectors with suspended optics brings about a unique set
of challenges, which will have to be overcome in A+ and future detectors. Getting
practical experience on mitigating these problems in a prototype interferometer is,
therefore, crucial.
This chapter is an abridged version of [69], which contains a detailed report of the
requirements on the various subsystems in order to successfully implement a BHD
readout - rather than reproduce that document in its entirety, I focus instead on
some important noise considerations. At the time of writing, a major infrastructural
upgrade is being prepared, so that the scheme can be tested out with the full
complexity of a dual-recycled, suspended interferometer. This chapter also describes
a proof-of-concept experiment that was done in the meantime, using the available
infrastructure.
5.1 Optical beats for electric field detection
An interferometer appropriately configured produces an electric field at the AS
port that is linearly proportional to the deviation (from 0) of the DARM degree
of freedom. Physical detectors like photodiodes are sensitive to intensity rather
than the electric field itself. Moreover, present-day photodiodes are incapable of
responding to changes at the optical frequency of the laser field used (≈ 282 THz).
The technique commonly used to circumvent this problem involves optical beats,
where the weak signal field from the IFO is optically mixed (interfered) with a
strong LO field (see Appendix C for more discussion on this subject). This process
is mathematically described as
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where iPD is the photocurrent generated in a detection photodiode, ωLO and ωsig are
the angular frequencies of the LO and signal fields respectively, and ζ is represents
a relative phase between the two fields. For a laser wavelength of 1064 nm, ωLO and
ωsig are ≈ 1.8 × 1015 rad/s (ωsig are audio frequency sidebands around the carrier
frequency created by DARM fluctuations).
The last term in Equation (5.1) shows how phase fluctuations of the AS port field
can be converted to lower frequencies (∼ ωLO − ωsig) at which photodetectors can
respond directly to intensity fluctuations. Furthermore, the weak signal field Esig
can be amplified by the strong LO field ELO. Depending on the frequency of the
LO field used, the detection scheme is referred to as homodyne (where the LO and
signal fields have the same frequency) or heterodyne (where the LO and signal fields
are offset by some amount, in the case of LIGO-like interferometers a few tens of
MHz). In practise, the choice between the two available schemes is dictated by
noise considerations.
5.2 RF readout, DC readout and motivation for BHD
Thefirst generation of terrestrial interferometers used a heterodyne detection scheme,
known as ‘RF readout’. The LO field in this scheme consisted of a pair of phase-
modulation RF sidebands around the carrier frequency, generated by an EOM. This
scheme necessitates a second (electronic) demodulation of the photocurrent, since
the optical beat frequency is ≈ 50 MHz while the GW signal information typically
lies in the range 10 Hz − 5 kHz. The appeal of this scheme lay in the fact that the
amplitude and phase noise in the LO field, offset from the carrier by a few MHz,
could be stabilized to levels better than the carrier frequency itself, using passive
filtering and active feedback loops.
However, because of technical noise considerations (a good summary may be found
in [34]) and advances in laser frequency stabilization techniques, modern GW
interferometers employ a form of homodyne detection known as ‘DC readout’.
A comprehensive discussion of the fundamental noise limitations associated with
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heterodyne readout may be found in [70]. Although the shot-noise (due to the
Poissonian statistics of photon arrival on a photodetector) associated with homodyne
schemes is lower than heterodyne schemes, technical noise couplings, such as
amplitude and phase noise of the local oscillator field, typically dominate. The
DC readout scheme benefits from strong passive filtering by the narrow linewidth
CARM cavity of the interferometer, and the resulting LO field has sufficiently low
amplitude and phase noise so as to allow quantum noise limited sensing at high
frequencies f & 100 Hz.
While ‘DC readout’ is a form of homodyne detection, it requires a deliberate asym-
metry to be introduced to the IFO’s operating point in order to generate the LO field.
This introduces additional noise couplings (a discussion of a recent study on one
such coupling mechanism is [71]) that would be absent if the IFO were operated at
a perfect dark fringe. In order to realize significant sensitivity improvement, these
couplings will need to be minimized. Moreover, neither the DC nor RF readout
schemes allows the phase ζ to be varied arbitrarily (at least, not without additional
complexities being introduced, like a deliberate asymmetry in the upper and lower
RF sideband amplitudes), which may be required for more exotic IFO configura-
tions. For these reasons (discussed in more detail in [72]), there is an interest in
investigating in detail the noise performance of a true homodyne readout scheme,
in which the AS port is maintained dark for the carrier, and an LO field is sourced
separately.
5.3 Noise requirements on fields
This chapter makes references to the "two-photon formalism", developed in [62, 63].
Since an electric field can be represented as a complex-valued quantity, it can be
expressed as the sum of two modulations, one ∝ cos(ωt) and one ∝ sin(ωt) - in the
literature, these are assigned the names "amplitude quadrature" and "phase quadra-
ture", because an amplitude (phase) modulation applied to a hypothetical ideal,
noiseless input field will create modulation sidebands exclusively in the amplitude
(phase) quadrature (the detailed derivation may be found in Sec. 2.2.2 of [73] for
example). This distinction is significant because it represents two different physical
mechanisms of creating modulation sidebands - furthermore, an interferometer is
capable of converting amplitude modulations to phase modulation, and vice-versa,
due to radiation pressure effects and complex-valued reflectivities of optical cav-
ities. While exact calculations are required to derive accurate noise models and






Figure 5.1: Quadrature fields for a DRFPMI operated in ESR mode. a1 is usually
referred to as the "amplitude quadrature", and a2 the "phase quadrature". The
lengths of the arrows denote the coherent amplitude ∝
√
Pi where Pi in the ith field,
not drawn to scale here since typically PLO  Psig. The shaded circles at the ends
of each arrow denote uncorrelated amplitude (axis along the arrow) and phase noise
(axis perpendicular to the arrow) on each field - again, the sizes of the circles are
for illustration purposes only. The angle ζ , drawn here following Eq. 2.26 of [54]
determines the projections of various signal and noise components to the readout.
fields as phasors, which provide some intuition and serves as the starting point for
a detailed calculation. An example of such a diagram for the case of a DRFPMI
operated in the Signal-Recycled (φSRC = 0◦) mode [54], with some important fields,
is shown in Figure 5.1. This configuration is sometimes also referred to in the
literature using the acronym ESR, which stands for Extreme Signal Recycling.
In a practical BHD implementation, the photocurrent readout scheme is different
from what is stated in Eq. (5.1) - the signal and LO fields are optically mixed
on a 50:50 beamsplitter, and the photocurrent at each output port, i1,2 are read
out. Following the derivation in Appendix A of [74], the difference photocurrent,
i− ≡ i1 − i2, has the form





where the LO and signal fields have been decomposed into a DC component, ELO,sig,
and a time-dependent component, δE ζLO,sig, with the angle ζ defined as before to
be the relative phase between the two fields (so ζ "picks out" the quadrature noise
components of δELO,sig that get amplified by the coherent amplitudes ELO,sig). In a
perfectly balanced interferometer, Esig = 0, and so only the second term in Eq. (5.2)
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Wanser phase noise for 20m fiber
LO requirements for the 40m Ponderomotive Squeezing BHD readout
Figure 5.2: Requirements on the LO field noises for measuring optomechanical
squeezing at the 40m. An arbitrarily chosen safety factor of 10 is assumed in these
plots (i.e. if these noise levels are achieved, the LO noise contribution to the readout
will be < 10% of the next highest noise contribution).
In practice, small asymmetries can lead to a non-zero power in the signal beam.
For concreteness, let us consider the example of the "contrast defect" field shown
in Figure 5.1 - this can arise due to reflectivity imbalances between the two arm
cavities of the DRFPMI. If the coherent amplitude of this field is non-zero, then its
projection onto the "LO field" phasor can amplify amplitude and phase fluctuations
in the LO field, and the third term in Eq. (5.2) can become non-negligible. If we
were only interested in the "DARM signal", which for the ESR configuration shows
up entirely in the a2 quadrature, we would choose ζ such that the red and blue arrows
are collinear. In this case, the contrast defect field amplifies phase fluctuations in
the LO field and adds a noise term to the readout. If, on the other hand, we want
to make a measurement very close to the a1 quadrature and choose ζ accordingly,
then the contrast defect would amplify amplitude fluctuations in the LO field and
contribute noise to the readout.
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The requirements for the case of phase quadrature readout ζ = 0◦ is analyzed
in detail in [69], so I will focus here on the near-amplitude-quadrature readout
case, with ζ ≈ 88◦, which is what is proposed for the optomechanical squeezing
experiment at the 40m. Results from numerical modeling are shown in Fig. 5.2. The
requirement was that the contribution of the LO noises to the readout was a factor
of 10 below the next-dominant noise source at each frequency, which was assumed
to be coil-driver noise at mid frequencies and quantum noise at high frequencies -
this is why the graph has a discontinuous profile around ≈ 200 Hz, as the envelope
of the next-dominant noise source follows this profile. Assuming we have 1 mW
of contrast defect light, and focusing on a frequency of ≈ 200 Hz (which is where
we expect to be able to be sufficiently sensitive to have any chance of measuring
a squeezed output field from the interferometer), the requirements on the LO field
may be summarized as RIN < 2 × 10−9/
√
Hz and δφ . 3 × 10−8rad/
√
Hz.
These, and in particular the requirement on the RIN, are extremely challenging. Any
intensity stabilization servo (ISS) will be limited to stabilizing the intensity to the
level of the sensing photodiodes, and to achieve the required stabilization, we need
to sense ≈ 100 mW of light (dashed grey line in upper plot of Fig. 5.2). Handling
such high power levels with low-noise sensing photodiodes will require considerable
engineering. One possible way to relax the requirements on an external ISS is to
pick off the LO field from the PRC - once the interferometer is locked, the laser
frequency is stabilized to the CARMDoF. The passive filtering offered by the CARM
cavity, whose linewidth is ≈ 20 nm at C1, has a 1/ f corner frequency of ≈ 100 Hz.
As a result, the stabilization of intensity fluctuations due to the passive filtering
action at C1 is insufficient to meet the intensity noise requirements on the LO field
- an active stabilization servo will be needed to supplement the passive filtering.
For comparison, the aLIGO interferometers with 4 km long arm cavities move this
corner frequency down by a factor of 100, and the CARM linewidth is ≈ 0.7 Hz - so
there is significant passive filtering even at the low end of the detector’s bandwidth
of ≈ 20 Hz. Nevertheless, even at H1 and L1, an active intensity stabilization servo
will be needed to meet the requirements on the main interferometer beam’s intensity
noise.
It is expected that the phase noise requirement will be easier to satisfy (at least, at
200 Hz), provided all the optics are suspended. 30 nrad/
√
Hz corresponds to ≈ 3 ×
10−15 m/
√
Hz of displacement noise, and the isolation provided by the suspensions
and passive seismic isolation stacks available at the 40m are expected to provide
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> 200 dB of isolation from ambient ground motion at 200 Hz. A dashed grey line
labelled "Wanser phase noise for 20m fiber" is included in the lower plot in Fig. 5.2
- an in-air length of optical fiber was being considered as an option to deliver the
LO field to the photodetection chain, but as this modeling shows, it is not a feasible
option for any reasonable amount of contrast defect light expected at the 40m.
Furthermore, it is extremely unlikely that the fundamental thermo-optic noise of the
optical fiber quantified by the Wanser model [21, 22] will in fact be the dominant
noise source if such a delivery mechanism were pursued - acoustic vibrations due
to imperfect shielding is likely to manifest at a much higher level. This reveals an
important advantage of other length sensing techniques, such as heterodyne PDH
locking or DC readout [34], which inherently have the LO field and signal field
co-propagate along the same optical path to a sensing photodiode - no significant
effort has to be made to stabilize the relative phase between the LO and signal fields.
One of the questions being studied in detail at the time of writing is whether all
the extra engineering complexities brought about by changing the readout scheme
of the aLIGO interferometers from DC readout to BHD is justified1, and offers a
measurable performance improvement.
5.4 Interferometer contrast defect
There is considerable uncertainty on what is a realistic amount of contrast defect
light we can expect at the 40m. It is not easily directly measured because (i) we lack
an OMC, which would allow the output field of the interferometer to be scanned,
(ii) the current configuration of the PRC and SRC, with the flipped folding mirrors,
are a known source of degradation of the mode-matching, and (iii) the angular
fluctuations of optics in the locked interferometer has not been stabilized at the time
of writing. Nevertheless, the discussion of the previous section has made it clear
that is is an important parameter in setting the requirements on the LO field. In this
section, an attempt is made to numerically model the expected amount of contrast
defect light, based on reasonable guesses.
5.4.1 Definitions
The term "contrast defect" is confusingly used to refer to several different effects in
the LIGO literature. For the purposes of this section, I define the contrast defect, C,
as the ratio of the amount of light leaking to the dark port of the interferometer to
1Although the discussion in this section has been focused on the ζ = 88◦ case, the LO phase
stability requirements for a BHD system at aLIGO are also extremely challenging.
89
the power circulating in the interferometer. Mathematically,
C =
∫
S dS(Ex − Ey)∫
S dS(Ex + Ey)
, (5.3)
where the integrals are over the spatial coordinates of the detecting element, while
Ex and Ey denote the electric fields from the X and Y arm cavities at the beam
splitter. Adding a signal recycling mirror will merely scale this number.
Clearly, there are a number of factors that determine the amount of contrast defect
light. These are:
1. Imbalance between the ITM transmissivities.
2. Imbalance between the ETM transmissivities.
3. Imbalance between the round-trip arm cavity loss (finesse imbalance).
4. Imbalance between the reflectivity and transmissivity of the beamsplitter (e.g.
due to an AR coating).
5. Imperfect spatial overlap of the modes from the two arm cavities at the beam-
splitter.
The first three collectively result in an asymmetry of the reflectivities of the arm
cavities. In the following subsections, we analyze these effects quantitatively. It
is evident from Eq. (5.3) that in the absence of any asymmetries between the arm
cavities, when the interferometer is locked on a dark fringe, there is no (carrier)
light at the antisymmetric port. Moreover, the frequency dependence of a given
asymmetry on the interferometer noise is dependent on where the asymmetry enters
the system.
5.4.2 DC analysis
Fluctuations in the LO field are amplified by the DC contrast defect light. Hence,
we would like to know how much asymmetry is permissible such that we end up
with less than 1 mW of DC contrast defect light at the antisymmetric port, in the
TEM00 mode of the OMC. Let us first consider the first three sources of asymmetry
listed in Section 5.4.1. We allow the test mass transmissivities and intracavity loss
to vary about their nominal value by some realistic amount, and look at the variation
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Figure 5.3: Variation in the arm cavity reflectivity as a result of introducing some
asymmetry to the test mass transmissivities and the intracavity loss. Perturbations
are applied about the nominal values of these parameters, namely TITM = 1.384%,
TETM = 13 ppm, Lrt = 20 ppm. The distributions of the applied perturbations are
shown in Fig. 5.4.
.
the range of parameters scanned are shown in Figure 5.4. The 1σ (3σ) level of
variation in the arm cavity reflectivity is found to be 800 ppm (2400 ppm). The
amount of light that leaks from the symmetric port to the AS port as a function of
the arm cavity reflectivity imbalance is shown in Fig. 5.5.
To translate this to the amount of light at the antisymmetric port, we need to know
the transmissivity from the symmetric port to the antisymmetric port. This is given
by
tsym→ASDRFPMI =
ei(φPRC+φSRC )e2iφ−(rX − rY )tPtS
2e2i(φPRC+φSRC) + 2rPrSrXrY e4iφ− − e2iφ−(rX + rY )(rSe2iφPRC + rPe2iφSRC)
.
(5.4)
Here, φ− is the Schnupp asymmetry. The phases φ are one-way phases. Since we
have the PRC resonant for the carrier, and the SRC nearly so (a slight detuning of
≈ 1◦ of the SRC is proposed to enhance the measurable squeezing), we can simplify
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Figure 5.4: Distribution of the parameters sampled to investigate the effect of
asymmetry in the test mass transmissivities and intracavity loss on the arm cavity
transmissivity. Note that the round trip loss is constrained to be > 10 ppm in the
sampling process.
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Figure 5.5: Contrast defect as a function of arm cavity reflectivity imbalance.
the above expression somewhat (for the carrier field) to
tsym→ASDRFPMI ≈
tPtS(rX − rY )
2 + 2rPrSrXrY − (rP + rS)(rX + rY )
. (5.5)
The amount of carrier light that leaks from the symmetric to AS port of the IFO
as a function of the arm cavity reflectivity is shown in Fig. 5.5, with the 1σ and
3σ levels inferred from the MCMC simulation indicated. From this admittedly
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simplistic analysis, assuming 10 W of power is incident on the PRM, it appears very
likely that > 1 mW of contrast defect light will be present at the AS port.
Next, we consider the contribution to the contrast defect from the mismatched RoCs
of the two ETMs (since the 40m ITMs are flat). In other words, HOM generation
due to misalignments are neglected. Hence, per [28], we only need to consider
the TEM02 and TEM20 modes (to lowest order). [75] derives the analytic form of
this by analyzing the reflectivity of the arm cavity for an input beam whose waist
size differs from that of an arm cavity eigenmode (the assumption being that it is
perfectly matched to the other arm). We adapt this analysis, incorporating
1. SRC cavity gain for the 00 and 02/20 modes.
2. Lossy arm cavities.
3. Complex reflectivities based on Gouy Phase (i.e. fields are not assumed to be
exactly resonant / anti-resonant).
The relevant relation for this analysis from [75]:
C = 1−
2R[raα00]
|ra |2 + |α00 |2 + 2|α02 |2
, whereα00 ≡ rac200+2r̂ac
2
02, α02 ≡ rac00c02−r̂ac02c22.
(5.6)
For this analysis, we are more interested in the actual amount of power leaking to
the dark port when locked on the dark fringe, in the IFO TEM00mode. The power
at the dark port is given by




















where we have allowed for α terms to be complex. The first term contributing to
the TEM00 mode, and the second term being in the TEM02 and TEM20 modes, and
gs, ĝs signify the mode healing/harming due to the SRC (for the fundamental and
higher order modes respectively). For a first pass, ra = 1, r̂a = −1 (for a more
realistic calculation, we will need to take into account the arm cavity losses and
the non-perfect rejection of the m + n = 2 mode). Of the contrast defect light,
only the TEM00 part will pass through the OMC with high transmission, and hence,
contribute to shot noise on the BHD photodetectors (for a first pass, we assume
OMC completely rejects the other junk light). The coupling coefficients ci j are
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given in the appendix of [75]. There are only 3 unique ones, the other coefficients































where ω0 is the input beam waist (assumed to be matched to one of the arms) while
ω1 is that for the other arm.
The last piece is to define the waist size for the TEM00 eigenmode of a linear







(g1 + g2 − 2g1g2)2
) 1
4
, wheregi = 1 −
L
Ri
, i = 1, 2 . (5.9)
Figure 5.6 shows the amount of contrast defect, as defined in Equation (5.3), as a
function of the RoC of one of the test masses, with that of the other held fixed at
60.2 m. A dashed vertical line is used to indicate the ex-situ measured value of the
RoC of the other optic.
To summarize, the requirement that the contrast defect be less than 1 mW of power
at the AS port will be a very challenging one to satisfy. A measurement of the
IFO’s output field needs to be performed to refine these estimates further, and in
the process, revise the requirements on the LO field quadrature noises described in
Section 5.3 ias necessary.
5.5 Output mode cleaner cavities
The OMC that we used for the 40m BHD experiment is based on the aLIGO design:
a bowtie configuration with two flat mirrors and two curved mirrors, a finesse of
∼ 400, and an angle of incidence of∼ 4◦. This section reviews design considerations
for the OMCs.
5.5.1 OMC cavity functions
TheOMC is a cavity that is installed between the IFO output and the readout DCPDs.
The functions of the OMC are:
1. To filter out the RF sideband frequency content from the AS and LO fields.
2. To filter out higher-order HGmodes of the carrier field, that may be generated
due to mismatched optical cavities and/or misalignments.
















































Measured RoC of ETMX
Figure 5.6: Contrast defect as a function of the RoC of the ETMs. The simulation
is done with a numerical model where the RoC of ETMY is fixed to 60.2 m, while
the RoC of ETMX is varied.
5.5.2 Design considerations
This is a brief overview of the design thought process.
Why does the OMC have four (and not fewer or more) mirrors? We need at least two
mirrors to form an optical cavity. The simplest cavity one can imagine is the linear
two mirror cavity. This is not a good choice for the OMC because the amount of
backscattered light increases exponentially with smaller angles of incidence. Even
with state-of-the-art AR coatings, a linear cavity would result in large backscatter
into the IFO AS port, which would create additional noise.
The next simplest option is the three-mirror folded cavity, like the IMC. However,
an optical cavity with an odd number of mirrors has a complicated HOM resonance
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structure (relative to its even number mirror counterpart). Since one of the pur-
poses of the OMC is to filter out unwanted HOMs, such an extra complication is
undesirable. Which brings us to the choice of four-mirror optical cavity where the
additional complexity of the HOM resonance structure is avoided.
By having a small but non-zero angle of incidence, θi, the direct backscatter can be
attenuated, since the BRDF of super-polished mirrors is expected to fall off as 1/θ2i .
Finally, with super-polished mirrors each having optical loss at the level of 5 ppm
per bounce for a 500 µm beam, it is possible to have a cavity with a finesse of ≈ 400
for sufficient filtering of unwanted fields, while still achieving ≥ 99 % transmission
of the DARM signal field.
Having decided on the number of mirrors forming the OMC cavity, the design
problem is then to decide the geometry of the cavity, and the power transmissivities of
the mirrors. A schematic drawing of the OMC optical layout is shown in Figure 5.7.
For simplicity, we stick to the aLIGO OMC design [76], with two flat mirrors and
two curved mirrors. Furthermore, for a start, we preserve the aLIGO OMC choice
of cavity finesse, F ≈ 400, and angle of incidence, θi ≈ 4◦. The design problem
then amounts to the following: what should the values of the parameters L1 and
RoC be, such that the functions outlined in Section 5.5.1 are satisfied?
For cost and timeline-related reasons, a decision was made to use the spare OMC
cavity optics (originally manufactured with specs for the aLIGO IFOs) for the 40m
BHD experiment. This removed an additional degree of freedom, RoC, from the
design space. The problem then amounts to determining the round-trip cavity
length for the OMC which provides adequate filtering of the RF sidebands and
HOM content of the 40m IFO, as described in Section 5.5.3.
5.5.3 OMC cavity filtering performance
Incident mode spectrum
The filtering performance of the OMC is determined by the cavity finesse. However,
the actual amount of junk light that makes it onto the OMC DCPDs is dependent on
the amount incident as well.
For the aLIGO OMC, the filtering requirement is principally on the AS beam from
the IFO. The recycling cavity lengths are chosen in such a way that the f2 sideband
is critically coupled to the dark port, while the f1 sideband mostly remains in the










Figure 5.7: Proposed OMC optical layout. To preserve symmetry, the mirrors
labelled FM1 and FM2 are flat, and CM1 and CM2 have identical curvatures. The
geometrical design parameters, namely the angle of incidence θi, the length L1,
and the radius of curvature of the curved mirrors, ROC, are indicated in green. In
addition to these, the OMC design has to determine the power transmissivities of
the FMs, t2F and CMs, t
2
C.
following power law model was assumed for the power fraction in various carrier
HOMs:
P f0(n) [W/W] =

0 n = 0,
7 × 10−5 n = 1,
1.8 × 10−(3+
n
4.8 ) n ≥ 2.
(5.10)
For the f2 sideband, the following model was assumed for transmission from the
PRC to the SRC (the SRC cavity’s resonance structure is neglected):
T f2(n) =

1 n = 0,
1.7 × 10−1 n = 1,
7 × 10−(1+
n
2 ) n ≥ 2.
(5.11)
Finally, for the f1 sideband, it was assumed that T f1 = T f2/1000. This model
neglects (i) mode-healing / mode-harming effects of the SRC, and (ii) the actual
transmissivity of the f1 sideband with the SRC included. For the BHD setup, the
OMC also needs to clean up the LO field, which is in fact picked off from the
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Figure 5.8: Assumed model spectrum of power in HOMs. It must be emphasized
that this model is extracted from a mode-scan done on the eLIGO interferometer’s
output field. The 40m interferometer may have a different spectrum, in which case
the transmission of the OMC for HOMs will have to be re-evaluated.
symmetric side of the interferometer. At first glance, this may suggest that the LO
field will have strong f1 content because the PRC is designed to be resonant for this
field. However, assuming that the LO field is picked off from the transmission of a
HR mirror (as is proposed), we estimate that the power of the f1 content in the LO
beam will be ≈ 1000× lower than the power of the f2 field in the antisymmetric
port beam, and hence, we did not change the spectral model assumed. The model
assumed is shown in Figure 5.8.
Cavity round-trip length
The cavity round-trip length should be chosen such that the RF sideband TEM00
modes are not resonant in the OMC when the carrier is resonant. For the 40m, the
RF sideband frequencies are (i) f1 = 11.066209 MHz and (ii) f2 = 5 × f1.





The OMC power transmissivity is given by
TOMC =
 t2F1 − r2Cr2Fe−iφ
2 , (5.13)
so we can just examine what this looks like for the TEM00 mode of the RF sidebands
as a function of the round-trip length of the cavity.
98
2.0 2.1 2.2 2.3 2.4 2.5 2.6






























40.324 20.161 13.441 10.081 8.065 6.720
Sagitta [ m]
(a)
2.0 2.1 2.2 2.3 2.4 2.5 2.6




























40.324 20.161 13.441 10.081 8.065 6.720
Sagitta [ m]
(b)
0.6 0.7 0.8 0.9 1.0 1.1 1.2





























Figure 5.9: OMC design modeling results. Figure 5.9(a) Heatmap of the OMC
transmission as a function of the parameters L1 and ROC. For the 40m RF side-
band frequencies, the appropriate choice of L1 and ROC are 0.875 m and 2.575 m
respectively, with θi = 4.042◦. Figures 5.9(b) and 5.9(c) show one-dimensional
slices of the heatmap in Figure 5.9(a). The recommended design parameter choice
is indicated by a vertical pink line. The various HOM resonances are shown by
colored lines, with their sum shown in a thick grey line. The different linestyles are
used to indicate different sideband frequencies.
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Higher-order modes
Equation 5.12 can be generalized for higher order HG modes by realizing that
the mn − th HOM experience an additional phase shift of (m + n) × ζ relative to
the TEM00 mode, with ζRT being the round-trip cavity Gouy phase which can be
calculated from an ABCD matrix (not to be confused with ζ , the homodyne phase,
used elsewhere in this thesis). This number is always additive, whereas the phase
offset from the carrier due to the field being an RF sideband is a signed number,
depending on whether we are considering the upper or lower sideband. So the φ
that enters the cavity transmission equation may be broken up into the following
components:
φmnRT( f ) = φ
00
RT(0) +
2π f SBRF LRT
c
+ (m + n)ζRT. (5.14)
Plugging this into Eq. 5.13 for TOMC, we get the power transmissivity of the OMC
cavity.
The outcome of the modeling is shown in Figure 5.9, with the suggested operating
point indicated. We chose to preserve the curvature specification for themirrors to be
identical to the aLIGO OMC [76], 2.575 m, and varied the cavity length to account
for the different sideband frequencies at the 40m. The cavity round-trip length
is chosen to be 0.875m. For comparison, the aLIGO OMC design parameters
are indicated by dashed cyan lines. The one-dimensional slices along the dashed
green lines are shown in Figure 5.9(b) and Figure 5.9(c), with the vertical pink lines
indicating the suggested design parameters.
5.6 Quadrature noise due to scattered light
The target sensitivity for the BHD readout at the 40m is ≈ 10−11rad/
√
Hz. In
order to achieve such levels of precision, any stray light fields that manifest on the
detection photodiodes must be carefully controlled (since these fields will generate
a photocurrent, but carry no useful information about the DARMDoF). In the LIGO
parlance, such stray light fields are referred to as "scattered light", and are known
to limit the sensitivity of the LIGO interferometers if no mitigation strategies are
implemented [9].
For BHD implementation, there are multiple possible pathways through which
scattered light can manifest as noise in the readout. Three such examples are shown
in Figure 5.10. For the purposes of this discussion, we may neglect the leftmost
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Figure 5.10: Pathways through which scattered light can degrade the interferometer
sensitivity to DARM.
panel, as it does not directly set a requirement for the BHD system. The middle
panel depicts the pathway where light is directly scattered out of the FP arm cavities
and PRC onto the OMC DCPDs, and is henceforth referred to as direct backscatter.
It is discussed in Section 5.6.1. The rightmost panel depicts a pathway whereby
the resonant counter-propagating mode of the OMC contributes a field entering the
antisymmetric port of the interferometer, in addition to the (unsqueezed or squeezed)
vacuum field. This mechanism will be henceforth referred to as OMC backscatter,
and is discussed in Section 5.6.2.
For the rough calculations presented in this section, we assume 8 W of optical power
incident on the symmetric port of the interferometer, and a PRG of approximately
50. The requirements are largely set with the optomechanical squeezing experiment
of Chapter 4 in mind (and so the readout quadrature is defined by ζ ≈ 90◦), but a
demonstration of the BHDmeasurement scheme without any squeezing will require
similar levels of phase noise, and so this discussion remains relevant. The level
at which unsqueezed vacuum noise manifests in the BHD readout is set by the
interferometer’s optomechanical gain, and the LO field power, which I assume to be
100 mW, split equally among two OMC cavities - the requirements on the scattered
light are then referred to this unsqueezed vacuum level.
5.6.1 Direct backscatter
I assume that the scattered light contribution from the circulating field inside the
FP arm cavity dominates any contribution from the circulating field inside the PRC,
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which is reasonable since the arm cavity power gain is ≈ 300. The fraction of this
field that makes it onto the OMC DCPDs is the product of three numbers (referred
to as εscatter):
1. Probability of light scattering out of the TEM00 mode of the arm cavity. This
is related to the BRDF of the ITM.
2. BRDF of the scattering surface - in this case, assumed to be the vacuum
chamber walls, but additional contributions from the SOS towers, for example,
could be present.
3. The solid angle subtended by the OMC DCPDs onto the scattering surface.
Figure 5.11 shows the calculated contribution of phase noise on the backscattered
field to the readout in the quadrature defined by ζ = 90◦. Depending on the specific
scattering mechanism, quadrature noises on the backscattered field can contribute
differently to the readout quadrature (since the phase of the backscattered light
relative to the LO field is not controlled). I make the simplistic assumption that any
noise on the backscattered field may be divided equally among the two orthogonal
quadratures.
5.6.2 OMC backscatter
Any light in theTEM00 mode of theOMCcavitywill be resonant in the cavity. Given
that the OMC cavity is a ring cavity, there can be a resonant counter-propagating
mode (generated by light scattering out of the forward propagating TEM00 mode of
the OMC at the HR mirror surfaces) which leaks out of the OMC’s input coupler
back to the antisymmetric port of the interferometer. While this field is attenuated
by the OFI, any noise in either quadrature of the leakage light that makes it back
to the interferometer’s antisymmetric port will appear as noise additional to the
squeezed/unsqueezed vacuum. It has been demonstrated that the total fraction of
backscattered light from this path (after accounting for the OFI) is at the level of
10 ppm [77]. This analysis neglects the scatter of carrier HOM light back into the
TEM00 mode at the incident mirror of the OMC, which is assumed to be much less
than the LO field level.
Fig. 5.12 shows the contribution of phase noise on the counterpropagating OMC
field in the readout quadrature defined by ζ = 90◦. As described in the preceding
section, the phase picked up by the scattered light can be random, and hence, may
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Figure 5.11: Contribution of phase noise on directly-backscattered light in the read-
out quadrature defined by ζ ≈ 90◦. In this scenario (middle panel of Figure 5.10), a
fraction εscatter of the assumed 60 kW of circulating power in the FP arm cavities is
directly scattered onto the OMC DCPDs.
show up in any quadrature relative to the LO (i.e. RIN on this field may also
manifest in the ζ = 90◦ quadrature). Nevertheless, using this simplistic picture,
we can place some limit on the permissible motion of the OMC mirrors (which
is assumed to dominate the motion due to the actual OMC suspension due to the
amplification of phase noise by the resonant OMC cavity). Any length noise in the
OMC will introduce a phase noise that is enhanced by the cavity. The thermally
driven motion of the OMC mirrors is estimated to be ∼ 5 × 10−17m/
√
Hz [78]. The
phase noise induced by the thermally driven OMC length noise is enhanced by a
factor of ∼ 100 to a level of ∼ 10−8rad/
√
Hz, which is at the lower end of the y-axis
range in Fig. 5.12. This means that as long as we are able to keep the power of
backscattered light from the OMC to . 10 ppm of the LO power, the induced noise
is well below the level of unsqueezed vacuum noise.
5.7 In-air BHD experiment
Setting up the 40m for a low-noiseBHD test is an invasive and labor-intensive process
involving multiple vents of the vacuum system to install and re-arrange equipment
(e.g. multiple additional suspended optics and two OMCs). We decided to try a
much simplified version of the BHD readout scheme, which did not involve any
103
10−1 100 101









































































Figure 5.12: Contribution of quadrature noise as a function of the fraction of incident
TEM00 mode light backscattered towards the IFO’s antisymmetric port. The LO
field power dominates over other fields - these plots are generated assuming 50mW
of LO power incident on each OMC. The quoted fraction includes isolation by the
OFI. This is primarily assumed to come from the LO field incident on the OMC
cavity becoming resonant in the cavity’s counter-propagating mode. The readout
quadrature is assumed to be ζ ≈ 90 ◦.
significant modifications of the vacuum system (hence the moniker "in-air BHD").
The hope was that we could gain some experience, and possibly insights into some
unanticipated noise couplings that were overlooked during the modeling phase. This
section summarizes the setup and results from this experiment.
5.7.1 Optical setup, LO delivery, and homodyne phase actuation
The optical setup used is shown in Fig. 5.13. For the delivery of the LO field to
the homodyne beamsplitter, we decided to use an optical fiber as it was logistically
easiest, the alternative being routing either the LO beam or the IFOAS beam through
free space over a distance of a few meters so that they could be optically interfered.
For the first iteration of the setup, we decided to omit anyOMCcavities to strip theRF
sidebands on the fields before photodetection by a pair of DCPDs2. A custom [80]
transimpedance amplifier (Z ≈ 300Ω was chosen as the transimpedance) with
integrated whitening is used to preamplify the photocurrent above the ADC noise
level, before digitization into the digital control system.
Apickoffof the PSLbeambefore injection into the vacuumbut after the twoRFphase
2IG17X30001i [79], which use φ = 3 mm diameter InGaAs as the photoelectric element.
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Figure 5.13: Optical setup for in-air BHD experiment. The coupling of light into
the optical fiber to serve as an LO field happens on a separate optical table and is
not shown in this photograph.
modulation sidebands were applied on it was coupled into a 10m long polarization-
maintaining fiber3, aligned along the slow axis of the fiber. The coupling efficiency
into the fiber was ≈ 70%, which was deemed sufficient for initial trials. The LO
field was deliberately chosen to have RF sidebands imprinted, in order to test out
a scheme for controlling the homodyne phase. Several lenses were placed in the
beampaths of the IFO AS and LO beams, in order to maximize the spatial mode
overlap between the two fields on the homodyne BS. After optimizing the lens
positions and alignment, the measured overlap was ≈ 60%, which was deemed
sufficient for initial trials.
For the homodyne phase (ζ) control, a mirror glued onto a PZT transducer was
used4. This part is actually designed for angular actuation and hence consists of 3
PZT stacks arranged along the circumference of a circle, but we adopted the part for
longitudinal actuation (as is required for ζ control) by applying the same voltage to
all 3 elements. A commercial high-voltage amplifier, Trek 603, was used amplify
the output of the digital control system to drive this PZT, with the -10V to 10V


































Figure 5.14: Estimate of the free-running phase noise between the LO and IFO AS
fields, reconstructed using the demodulated quadratures of the RF44 photocurrent.
The data was collected using the CDS system sampling at 16384 kHz, and so the
sharp roll-off around 8 kHz are due to anti-aliasing filters.
5.7.2 Estimate of relative phase noise between IFO and LO fields
The first tests were done with a simple Michelson interferometer (i.e. PRM, SRM
and ETMs misaligned), locked to the dark fringe using the AS55 photodiode as
the error signal. In this configuration, the carrier field content in the IFO output
beam is nearly 0 (because the Michelson length is controlled to make it so), and
the transmission of the f2 sideband due to the Schnupp asymmetry should make
the dominant contribution. The LO field, meanwhile, has spectral components
at the carrier, f1, as well as f2 frequencies. Without any control of ζ , (i) length
fluctuations in the LO delivery fiber, (ii) seismic length fluctuations in the positions
of the various suspended optics routing the IFO AS field from inside the vacuum
envelope to the in-air optical table, and (iii) phase noise due to the BHD setup being
in air all cause relative phase fluctuations between the LO and IFO fields, and their
spectral components. This is the idea behind one of the proposed schemes to sense
and control ζ , see Section 4.3.2 of [81]. Specifically, the f1 spectral component
beating with the f2 component in the IFO AS beam will produce a photocurrent at
f2 − f1 ≈ 44 MHz. The transimpedance amplifiers for the DCPDs [80] were not
3Panda-style patch cable form Thorlabs (part number P3-1064PM-FC-10) was used.
4The PZT was S320.00 by Physik Instrumente - it is an obsolete part and so no in-date datasheet
is available. A φ = 1 inch high-reflective optic (coated for 1064 nm) from CVI was bonded to the
PZT using EP30 epoxy from MasterBond.
106
designed to have sufficient bandwidth to measure photocurrent at this frequency -
therefore, "DCPD B" in Fig. 5.13 was replaced with a broadband photodiode5 for
this part of the experiment. The absolute phase6 of this 44 MHz photocurrent is
a function of ζ as well as the digital demodulation phase - so by monitoring both
demodulated quadratures, we can reconstruct the rotation of the 44 MHz phasor,







The spectrum of phase fluctuations thus determined from a 10 minute stretch where
the Michelson was maintained at the dark fringe is shown in Fig. 5.14. Between
1 − 200 Hz, the measured structure of the spectral density suggests that the motion
of the relay optics on the seismic isolation stacks routing the IFO AS beam to the
homodyne BS are the dominant noise source. Above 200 Hz, the weak signal levels
(since the RF44 signal is derived by the beating of a pair of PM sidebands) mean that
the sensing electronics noise dominate, resulting in a flat spectral density profile.
Over very long time scales > 10 mins not shown in this plot, it is hypothesized
that temperature-driven length fluctuations of the fiber used to pipe the LO field
to the homodyne BS was the dominant noise source. The conclusion from this
measurement was that the PZT actuator, with a full stroke of ≈ 10 µm had sufficient
range to attempt locking the homodyne phase, using the RF44 error signal, for at
least periods of 10s of seconds.
5.7.3 Single-bounce interferometer to lock the homodyne phase
For the first attempts of closing a feedback loop to control the homodyne angle, an
even simpler configuration was adopted - all of the interferometer optics except a
single ITM was misaligned, such that the IFO AS beam is simply the single-bounce
reflection off this ITM. TheDC power on each of the twoDCPDs after the homodyne









PIFO sin2 ζ . (5.16)
Since the modulation depths are small, we can neglect the RF sidebands for this
analysis. At half-fringe (i.e. ζ = 45◦), each of these functions can be approximated
5Thorlabs PDA10CF was used.
6"Absolute" for our purposes can be defined relative to the phase of a noiseless electrical LO
signal used to demodulate the 44 MHz signal.
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Figure 5.15: Time domain signals for a single-bounce interferometer to test locking
the homodyne phase ζ . The top panel shows that the DC light level on each DCPD
is stabilized relative to when ζ is uncontrolled. The two lower panels show the
error and control signals of the feedback loop respectively. Periodically, the DC
actuation signal was offloaded to the suspended ITM, which had a wider range














































Projected and measured suppression of error signal
Figure 5.16: Free-running and suppressed signal spectra of the homodyne phase.
The "HEPA high" trace was measured when the airflow in the area around the
LO delivery fiber was unintentionally left at an elevated level - compared to the
"HEPA low" trace made under nominal environmental conditions, there appears to
be elevated noise in the 50 − 200 Hz range, possibly due to acoustic pickup in the
LO delivery fiber. The "highGain" trace was measured with the digital feedback
loop gain 3 dB higher than the other closed-loop traces - while this led to predictably
better suppression of low-frequency noise, oscillations could be seen in the time-
domain control signal. The bump in this trace around 150 Hz may be indicative of
gain-peaking, and consequently, loop instability.
as a linear function of ζ , with













and therefore, is a suitable error signal to close a linear feedback loop. For angles
close to ζ = 45◦, the linear approximation remains valid, and therefore, we are not
restricted to locking to this single point. The approximation does however fail for ζ
close to 0◦ or 90◦, and so arbitrary homodyne angles cannot be accessed using this
scheme. Fig. 5.15 shows some important signals from when such a feedback loop
was successfully closed. The primary purpose of this demonstration was to show
that all parts of the system (photodiodes, PZT, High Voltage amplifier etc) were
working. However, it reveals several difficulties, such as finite actuator bandwidth
and sensitivity to environmental noises, in attempting to make any kind of low-noise
measurement using the in-air BHD setup. Fig. 5.16 shows the same information
as Fig. 5.15, but in the frequency domain. The loop bandwidth was ≈ 100 Hz - it
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is difficult to realize much higher UGFs with the digital system. It is possible to
suppress RMS fluctuations of ζ to the level of ≈ 50 mHz, but this is several orders
of magnitude larger than the eventual goal of stabilizing phase noise of the LO field
to < 3 × 10−8 rad/
√
Hz.
5.8 Conclusions and future work
In this chapter, I have briefly motivated using BHD as a technique to convert DARM
phase fluctuations encoded in the IFO AS electric field to a measurable signal. A
detailed modeling study was carried out to determine the requirements on such a
system to be implemented at the 40m, some important aspects ofwhich are discussed.
A proof-of-concept experiment carried out with the BHD setup entirely in air and
the LO field delivered using optical fiber confirmed the need for as many parts
as possible to be well shielded and isolated in the vacuum envelope. Nevertheless,
some experience was acquired in how the eventual, low-noise implementation would
be characterized - starting with simple configurations such as the single bounce
interferometer described in Section 5.7.3.
A scheme to sense and control the homodyne phase ζ using a beat signal generated
by PM sidebands at the two RF modulation frequencies used at the 40m was also
investigated. In the simplified air-BHD setup, we could not successfully implement
this scheme - however, it is hoped that in the in-vacuum BHD implementation, the
higher light levels and inherently lower phase noise on the LO field (because most of
the optics delivering the LO field to the BHD BS will be suspended as pendulums)
will yield a cleaner error signal that can be used to stabilize ζ . An important area
that needs to be explored is how arbitrary homodyne angles can be maintained. The
aforementioned scheme relies on the extinction of the f2 − f1 spectral component
at ζ = φSRC. However, in order to measure an optomechanically squeezed field
as discussed in Chapter 4, we need to read out the field at nearly the orthogonal
quadrature. An alternative scheme which can stabilize ζ with sufficiently low noise
around this quadrature will need to be conceptualized and commissioned.
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C h a p t e r 6
PHASE-SENSITIVE OPTOMECHANICAL AMPLIFIER FOR
QUANTUM NOISE REDUCTION IN LASER
INTERFEROMETERS.
This work presented in this chapter was published as [82], in collaboration with Y.
Bai and others - it is reproduced here with slight modifications.
6.1 Introduction and the need for an amplifier
Above ≈ 100 Hz, the design sensitivity of current and future terrestrial gravitational
wave detectors are limited by photon shot noise in the interferometers’ readout. GW
signals detected by these detectors are produced by some of the most violent events
in the universe—the coalescence of compact objects such as black holes and neutron
stars. They provide decisive tests of general relativity in the strong-gravity regime,
may give clues about the rich nuclear physics within the ultra-dense cores of neutron
stars, and most importantly have the potential to teach us many unexpected lessons
about the universe. Some of the most interesting physics of these phenomena appear
during and immediately after these merger events, but any signatures of new physics
are expected to make only small signatures on the merger / post-merger signals, with
frequency content in the 200 Hz − 3 kHz band. This band is also where shot noise
is the dominant noise source.
Despite the limitations imposed by the quantum nature of light, shot noise is not
a fundamental limit of nature, and therefore can be mitigated by clever optical
techniques. In the 1980’s, Carlton Caves showed that the sensitivity of shot noise-
limited interferometers can be improved by injecting ‘squeezed vacuum’ [52]. This
paved the way for ‘quantum non-demolition’ technologies for GW detection, such as
those explored in [53]. Since then, squeezed vacuum injection has been implemented
successfully both at GEO600 [83, 84] and at LIGO [85]. Indeed, both LIGO
interferometers regularly operated with ≈ 3 dB of squeezed vacuum being injected
into their AS ports [65] in LIGO’s third observing run (O3), which was the richest
to date in terms of number of astrophysical events observed. However, the extent
to which sensitivity can be improved by this technique is limited by losses incurred
within the interferometer optics, leading to decoherence of the squeezed field.
111
One way of overcoming losses in the final stage of photodetection, as proposed by
Caves [52], is to pre-amplify the quadrature field containing the GW signal, using
a quantum-limited phase-sensitive amplifier, before reading it out with a photode-
tector. This idea was more recently discussed by Knyazev et al. [86, 87]. In this
work, we propose an optical layout that serves as an ultra-low noise, high gain, and
phase-sensitive optomechanical amplifier for the GW signal, as shown in Fig. 6.1.
We describe how this amplifier can mitigate the effect of optical losses in the readout
chain and therefore let us listen to the universe in higher fidelity. Significant progress
has been made toward demonstrating optomechanical parametric amplification in
the gravitational-wave band, in order to generate squeezed vacuum [12, 47, 59]. The
amplifier we propose and analyze here will be another application of such devices.
This rest of this chapter is organized as follows: we begin in Section 6.2 with a
qualitative discussion of the role of quantum noise reduction and the potential need
for an amplifier in the context of LIGO Voyager [68, 88], a next-generation upgrade
to LIGO, for the purpose of loss mitigation. Then, in Section 6.3, we explain
the physics of optomechanical amplification, and provide some simple formulae
whose detailed derivations are postponed to Section 6.6. We then propose, in the
same section, an optical layout for the amplifier. In Section 6.4, we discuss noise
sources within the amplifier, which necessarily limit the amplifier’s performance.
The effectiveness of the amplifier is further limited by noise sources within the
main interferometer (IFO), the most serious of which are discussed in Section 6.5.
Finally, in Section 6.8 we discuss some parameter choices for the proposed design,
and in Section 6.9 we discuss prospects for a more ambitious quantum amplifier.
6.2 Squeezed vacuum injection in LIGO Voyager
Voyager is a planned cryogenic upgrade to the terrestrial gravitational wave detec-
tors [68]. The primary sensitivity improvement is realized by operating with silicon
test masses and amorphous silicon optical coatings at 123K. At this temperature,
the coefficient of linear thermal expansion of silicon, α, vanishes, which drives
down phase noise imparted by thermally-driven fluctuations in the interferometer.
Design studies and early R&D suggest that the sensitivity of Voyager will be lim-
ited throughout the detection band of 10 – 4000Hz by quantum noise, provided that
the Brownian noise of the optical coating is sufficiently mitigated (see Section 6.5
for more details). To reduce the quantum noise, squeezed vacuum is injected via
the anti-symmetric/dark port (see Fig. 6.1) [52]. The rotation angle of the noise
















Figure 6.1: Optical layout for the Mach-Zehnder amplifier (shaded in light purple)
installed between the anti-symmetric port of the IFO (shaded in light red) and the
readout chain, with arrows indicating the direction of the amplifier pump. The
various subsystems are not drawn to scale. IFC: input filter cavity; OFC: output
filter cavity; BS1, BS2: 50/50 beam splitter; M1R, M1L: highly reflecting mirror;
M2R, M2L, M3R, M3L: perfectly reflecting mirror
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frequency-dependent. This frequency-dependence is realized by installing a filter
cavity along the injection path [53]. We refer to this as the ‘input filter cavity’ (IFC),
which is illustrated in Fig. 6.1. In principle, injecting more strongly squeezed vac-
uum improves the sensitivity monotonically. In practice, however, the improvement
is limited by optical losses in various parts of the interferometer.
It is anticipated that optical losses in the Voyager arm cavities will be reduced to the
tens of ppm level per round-trip, due to ultra high quality optical surfaces and coat-
ings. However, the readout chain, consisting of an Output Faraday Isolator (OFI),
Output Mode Cleaner (OMC), and balanced homodyne detection with photode-
tectors that have imperfect quantum efficiency, is expected to introduce significant
loss; because many of these technologies have yet to be developed, a pessimistic
prediction can be at the level of 10%. This is the value assumed in this chapter, c.f.
the baseline estimate of 5% in Ref. [68]. Comparison to the performance achieved
in the aLIGO interferometers, which are summarized in Table 6.1, gives an indica-
tion of the amount of improvement that needs to be realized before meeting even
the target of 10% total loss, especially given the lack of photodiodes with > 98%
quantum efficiency at λ = 2 µm at the time of writing (although this is an area of
active research).
Table 6.1: Estimates of readout chain losses in aLIGO, which may be reasonably
considered the state-of-the-art at the time of writing.
Readout chain loss source aLIGO performance
OFI loss (single-pass) 3.3% [89]
OMC optical loss 4% [90]
Photodiode loss due to imperfect
quantum efficiency
2% at 1064 nm
Other losses (e.g. mode-matching) 12%
Total 20% [91]
Mitigating the readout loss directly would require substantial effort to improve mul-
tiple pieces of technology. However, requirements on these losses can be relaxed by
pre-amplifying the GW signal, provided that the amplifier (a) has ultra-low noise, (b)
has high gain in the frequency band of the GW signal, and (c) is phase-sensitive and
therefore immune to the quantum mechanical limits of phase-insensitive amplifiers
described in [92].
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In the remainder of this chapter, we show how an optomechanical amplifier installed
between the GW interferometer and the readout chain achieves all three proper-
ties, and discuss the resulting impact on detector sensitivity. We will focus on
a “high-loss–high-squeeze” scenario, showing that the amplifier will allow us to
take advantage of optimistically high levels of squeezing, in presence of pessimistic
levels of readout chain losses.
6.3 Optomechanics for phase-sensitive amplification
In this section, we begin by reviewing the physics of optomechanical amplification
in Section 6.3.1. Then we propose an optical layout and design parameters for the
amplifier in Section 6.3.2, and explain how it should be incorporated in the main
interferometer.
We analyze optomechanical interactions using the two-photon formalism developed
by Caves and Schumaker [62, 63], and reviewed in Sec. II. A. of [53]. In particular,
we use the notation and Fourier transform convention followed in the latter. We let
ω0/2π denote the carrier frequency of the laser beam in the main interferometer,
and Ω/2π . 4 kHz denote the signal sideband frequency.
6.3.1 Optomechanical amplification
Optomechanical amplification [93] is a process by which a signal beam is amplified
(i.e. anti-squeezed) via the radiation pressure coupling between the optical field and
the mechanical modes of a suspended mirror. To enhance the coupling, the signal
beam can be applied to the mirror together with a co-propagating pump beam.
We decompose the signal into two quadratures in the usual way, referring to the
quadrature in phase with the IFO pump amplitude as the ‘amplitude quadrature’,
and the orthogonal quadrature as the ‘phase quadrature’. Signal and pump fields
interfere to produce amplitude and phase fluctuations in the light incident on the
mirror. Incident amplitude fluctuations exert radiation pressure, which displaces the
mirror, thus modulating the phase of the reflected light (eq. 6.6, 6.7). In the limit
of a strong pump and low mirror mass, the induced phase fluctuations on reflection
may be much larger than the amplitude fluctuations of the incident signal. Since
this process only amplifies one quadrature, it is phase-sensitive and we reiterate
that it is not subject to the quantum mechanical noise limits of phase-insensitive
amplifiers [92].
Before discussing Voyager, let us provide a simple explanation why phase sensitive
amplification, proposed by Caves, can improve robustness against losses in the
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detection chain. Suppose the b1 quadrature carries signal h and squeezed noise,
e−r a1,
b1 = h + e−r a1. (6.1)
This corresponds to a signal-referred noise spectrum of Sh = e−2r (see [53] for
details of the two-photon formalism). If we were to detect this quadrature with
losses, ε , in the readout chain, we will be detecting
bD1 =
√





−2r + ε . (6.3)
In Eq. (6.2), n1 and a1 denote unsqueezed vacuum. This simplified scenario high-
lights how losses in the detection chain, ε , limit the sensitivity enhancement we
are able to achieve by injecting squeezed vacuum. Now, suppose we feed b1 into a
phase-sensitive amplifier, which allows noise-free linear amplification by G, before




1 − ε G [h + e−r a1] +
√
εn1 , (6.4)
with a signal-referred noise spectrum of





In this way, the noise power due to losses in the detection process is suppressed by
G2. Note that in this process, the orthogonal quadrature b2, which carries no signal,
is suppressed by G.
6.3.2 The Mach-Zehnder Amplifier
For the optical layout of the amplifier, we propose a Mach-Zehnder (MZ) configura-
tion to be installed between the anti-symmetric port of themain LIGO interferometer
and the readout chain, as shown in Fig. 6.1. The topology consists of two input ports,
with the output signal from the LIGO interferometer (labeled as bIFO, i) injected into
one, and a pump (labeled as Psource) with the same carrier frequency injected into
the other. The pump and signal are combined at a 50/50 beamsplitter (BS1) and
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split into two beams, with each beam directed to a separate triangular ring cavity.
In each ring, the beating between the pump and signal produces the optomechanical
amplification discussed in Section 6.3.1. To enhance the gain, the mirrors of the
ring are designed to weigh as little as possible, and the cavity length is locked to
have the pump field be resonant, in order to achieve high circulating power. Finally,
the output beams of the ring cavities are recombined at a second 50/50 beamsplitter
(BS2), with the amplified signal (labeled as bi) measured at one port and the strong
pump field dumped at the other.
We now present the input-output relations for the MZ amplifier, where bIFO, i denote
the field amplitudes for the input quadratures to the amplifier, and bi the field
amplitudes for the output quadratures, as shown in Fig. 6.1. The normalization of
the field amplitudes is defined in (6) of [53].
We let RA,TA denote the power reflectivity and transmissivity respectively of the
M1L&M1Rmirrors, and LA denote the round-trip length of each ring. Amore exact
calculation in the lossless limit is given in Section 6.6, where additional assumptions






























] κA, κA = −18ω0Pcircc2 χA,





with γA as the cavity pole frequency, Pcirc as the power circulating in each ring, χA
as the mechanical susceptibility of the movable mirrors which for a mirror of mass







and c as the speed of light. We have also included ξ, the motion of mirrors in the




















OFC governed homodyne angle
No OFC, lossless
Figure 6.2: Optomechanical gain of the amplifier as a function of signal frequency,
as seen in the frequency-dependent readout quadrature. For comparison, we have
plotted the gain for both the simple case of a lossless amplifier with frequency
independent readout quadrature (Eq. (6.9)), and a lossy amplifier with frequency
dependent readout quadrature.
Moreover, for the beam propagating through the amplifier in the reverse direction
(i.e., from ai to aIFO,i), there is no amplification because the beam and pump counter-
propagate. Hence, the input-output relation is a trivial phase shift Eq. (6.28). We
defer a more complete discussion of the counter-propagating mode for Section 6.4.3.
The MZ topology overcomes several challenges associated with optomechanical
amplification, such as pump noise rejection (see Section 6.4.2). One further ad-
vantage of the MZ configuration is that the pump and signal exit at separate ports.
The signal can then be read out (e.g. using homodyne detection) without the strong
amplifier pump field saturating the detection photodiodes.
We quantify the amplifier gain by considering the limit of a low-mass mirror and a
strong pump, in which case the gain is simply the magnitude of the transfer function
KA in (6.6). Furthermore, we take the limit where the signal frequency is high
compared to natural frequencies associated with the suspended mirror (typically
. 10 Hz) so that the mechanical susceptibility is of order |χA | ' (mAΩ2)−1, and we

















where f = Ω/2π is the signal frequency, and we assume carrier wavelength λ0 =
2πc/ω0 = 2 µm. We find that the gain scales as ∝ 1/ f 2 with unity gain at f '
1.5 kHz for the characteristic TA, mA, and Psource given in (6.9). As expected, we
achieve high gain at low frequencies f . 500 Hz due to the high mechanical
susceptibility of a low-mass mirror.













which is derived in Section 6.6 at Eq. (6.29). Such a high source power can be
achieved using a laser source of modest power by employing a power-recycling
scheme (not shown in Fig. 6.1).
6.3.3 Synthesizing signal generation, amplification and detection
As input to the amplifier, we assume that the GW signal is contained in only one
quadrature, bIFO, 1, which is the case for the Resonant Sideband Extraction (RSE)
configuration in which Voyager is planned to be operated in. More specifically, we
























Losses in the interferometer were treated in detail in [54], and will be further
discussed in Section 6.5. Here, up to leading order in power loss LIFO, we introduce
additional fluctuations into the out-going field quadratures, in the same way as
Eq. (101) in [53], yielding
bIFO, j → bIFO, j +
√
LIFOnIFO, j, (6.12)
where nIFO, j are vacuum fluctuations.
We further assume that frequency-dependent input squeezing of the aIFO, i quadra-
tures is applied, with the help of an Input Filter Cavity (IFC), such that quantum
fluctuations in the signal quadrature bIFO, 1 is suppressed at all frequencies. Note
that we do not alter the frequency dependence of the input squeezed vacuum relative
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to the baseline Voyager design. Our amplifier is then designed to amplify bIFO, 1.
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Here R is a rotation matrix
R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
, (6.14)
e−2r is the squeezing factor,Linj the injection loss of squeezing, and the rotation angle
θIFC = arctan(KIFO)makes sure that the combined effect ofR and the ponderomotive
squeezing matrix in Eq. (6.11) is to squeeze the bIFO, 1 quadrature. The loss LIFC is
the loss of the IFC, introducing vacuum fluctuations, nIFC, j . The optical parameters
for the IFC that achieve the desired 15 dB of squeezing for Voyager are given in
Table 6.2.
One important difference between the MZ amplifier and the original Caves proposal
is that the quadrature it amplifies is frequency dependent; in other words, the anti-
squeezing angle in the b1, 2 quadrature basis is frequency-dependent. In fact, the
angle varies by as much as 90◦ over the signal bandwidth. At lower frequencies,
KA  1, and the bIFO, 1 quadrature is highly amplified, making the dominant
contribution to b2 (the bIFO, 2 contribution is comparatively negligible). In this
regime, the Caves proposal can be realized by detecting b2.
However, by naivelymeasuring the output quadrature b2 at all frequencies, the signal
is actually attenuated at high frequencies where |KA |  1, which is undesirable.
Fortunately, this can be corrected by employing a frequency-dependent readout,
bout = bζ = b1 cos ζ + b2 sin ζ (6.15)
which measures the amplified b2 quadrature (ζ = π/2) at low frequencies and
smoothly transitions to the unamplified b1 quadrature (ζ = 0) at high frequencies.
This can be achieved by installing, between the amplifier and the readout chain,
a filter cavity which we call the output filter cavity (OFC) (see Fig. 6.1). The
frequency-dependent reflection coefficient of the filter cavity, as well as its effect in





Arm cavity round-trip loss 20 ppm
SRC round-trip loss 300 (100) ppm
Readout chain loss 10 %
Carrier wavelength 2 µm
SQ
Z
Squeeze injection 15 (20) dB
Injection loss 1 (0.3) %
IFC round-trip loss 20 (10, 10) ppm
IFC length 500 (800, 800) m
IFC detuning -33.4 (-34.6, 4.96) Hz




Ring cavity round-trip loss, L 30 (15) ppm
M1L/M1R transmissivity, TA 0.89 (0.90) %
Round-trip cavity length, LA 30 m
Pump source power, Psource 220 (230) W
Mirror mass, mA 30 (10) g
Mirror substrate Si
Common mode rejection 60 dB
OFC round-trip loss 20 (10) ppm
OFC length 40 (25) m
OFC detuning -80.4 (-77.8) Hz





Refractive index of aSi, nH 3.65 [94]
Reflactive index of SiN, nL 2.17 [94]
Number of layer pairs 12
Mechanical loss of aSi (123 K) 3 × 10−5 [94]
Mechanical loss of SiN (123 K) 2 × 10−5 [94]






Number of fibers 2
Length of pendulum 60 cm
Surface loss angle, φs (123 K) 10−5
Bulk loss angle, φbulk (123 K) 2 × 10−9
Surface depth, h 1 µm
Young’s modulus 155.8 GPa
Coefficient of thermal expansion 10−10K−1
d logY/dT −2 × 10−5K−1
Heat capacity 300 J kg−1 K−1
Thermal conductivity 700 W m−1 K−1
Density 2329 kg m−3
Table 6.2: Summary of nominal design parameters (numbers in parentheses are
for the optimistic case presented in Section 6.9) used in our simulations for the
main interferometer (IFO), squeezed vacuum injection path (SQZ), amplifier op-
tomechanics (AMP), amplifier HR coating (COAT) and amplifier suspension (SUS)
subsystems.
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Sec. IV C of Ref. [53]. We expect that a ' 40 m scale OFC is needed, with more
detailed design parameters given in Table 6.2. Losses in the OFC also introduces
additional vacuum fluctuations, which can be combined with the effect of the loss
of readout photodetectors, leading to
bout → bout +
√
LOFC + Ldetndet, ζ . (6.16)
Assuming that the noise that enters through this channel, ndet, ζ , is unsqueezed
vacuum, we plot the OFC-filtered amplifier gain in Fig. 6.2, showing no attenuation
at high frequencies.
To summarize: putting together Eq. (6.11)–Eq. (6.16), and inserting the amplifier
input-output relation Eq. (6.6), we can obtain the noise spectrum of the entire
configuration, including losses from squeezing injection (Linj), the IFC (LIFC), the
interferometer (LIFO, see Ref. [54] and Section 6.5 for further details), the OFC
(LOFC), and the photodetectors (LPD). We will devote the next section, Section 6.4,
to noise in the amplifiers; there we will further introduce additional noise terms into
Eq. (6.6).
Following the above steps, and incorporating discussions from the next two sec-
tions, we propose in Table 6.2 a set of design parameters for the amplifier, which
were obtained by optimizing the total (amplifier & IFO) noise using a cost function
emphasizing the mid-band region 50 Hz . f . 500 Hz, where the amplifier is most
effective. The impact on the overall detector sensitivity is plotted in Fig. 6.3, show-
ing modest improvement in this range. Given uncertainties in the parameters, our
amplification strategy will be appropriate for application only if the interferometer’s
internal losses, test-mass coating thermal noise, achievable injected squeezed vac-
uum, and all other pre-amplification noises in Voyager turn out to be the same as or
better than what we have chosen here, and if the readout photodetector inefficiency
(and other losses from elements downstream of the amplifier, such as an Output
Mode Cleaner) turn out to be the same as or worse than what we have chosen here.
Finally, we point out that our calculations remain valid only in the limit where the
amplified signal is much weaker than the pump, as expected since the pump is the
source of the amplifier’s energy. Since even for the strongest sources the signal
power is expected to be much weaker than the amplifier pump, we are well within



















Figure 6.3: Comparison of baseline (no amplifier or OFC) Voyager sensitivity
(dashed curve) and sensitivity with the amplifier and OFC added (solid curve). In
both cases we assume 15 dB frequency-dependent squeezed vacuum injection. The
design parameters are given in Table 6.2. Sub-budgets for noise contributions from
the amplifier and IFO may be found in Fig. 6.4 and Fig. 6.5 respectively.
6.4 Amplifier noise sources
In order for the amplifier to be effective, it must not introduce significant noise
sources of its own. In this section, we discuss some of the dominant amplifier
noise sources, such as optical losses in the ring cavities, pump intensity fluctuations,
backscattering of pump off amplifier optics, and finally the coating Brownian noise
and suspension thermal noise of the amplifier optics. The associated noise curves
are given in Fig. 6.4, assuming the parameters given in Table 6.2 for 15 dB squeezed
vacuum injection. We find, under these assumptions, that the amplifier noise is
dominated by optical loss in the ring cavities.
6.4.1 Optical losses in the ring cavities
As the signal beamcirculateswithin the the ring cavities, dissipative and transmissive
losses are accumulated at each optic. The small amount of unsqueezed vacuum that
enters the signal mode in this process is amplified optomechanically, thus causing
the squeezed vacuum to decohere. It is therefore crucial to keep the total loss as low
as possible.
Transmissive loss through each high-reflective (HR) mirror, labelled M2R, M2L,
M3R &M3L in Fig. 6.1, is limited to 5 ppm by a suitable dielectric bi-layer coating.
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Dissipative losses arise due to a number of mechanisms, but may broadly be grouped
into absorption or scatter. We assume absorption in the amplifier mirror substrate
and dielectric coatings will be . 1 ppm per optic.
Modeling and characterizing loss due to scattering is an area of active research. An
empirical scaling law has been found to describe the measured round-trip scatter

















where w denotes the Gaussian beam radius, while A = 8 × 10−3 nm2 · mm and
γ = 1.2 are model parameters extracted from measurements. They parametrize the
power spectral density (PSD) of micro-roughness on the mirror surface, which is





for spatial frequencies fs greater than some
cutoff. This cutoff frequency is modelled as f mins = 1αw , with α = 2 corresponding
to the Gaussian beam diameter. The contribution to scatter from spatial frequencies
smaller than the cutoff are neglected. With λ = 2 µm, w = 5 mm and α = 1
in Eq. (6.17), we estimate ' 3 ppm of scatter loss per optic. Since understanding of
the impact of scattered light is evolving [97], we choose for our analysis the round
number 5 ppm of scatter loss per optic.
In summary, we assume a total of 30 ppm loss per round-trip in each ring cavity,
accounting for the variousmechanisms described in this section. This loss introduces
additional vacuum fluctuations to b1,2 in Eq. (6.6), in the same way as Eq. (6.12).
6.4.2 Pump intensity noise
Power fluctuations of the amplifier pump laser produce radiation pressure fluctua-
tions on the ring cavity mirrors, and are thereby amplified by the optomechanical
feedback explained in Section 6.3.1. With perfectly symmetric ring cavities, the MZ
topology has the advantage of separating the pump noise, which couples only to the
field labelled ni in Fig. 6.1, from the signal, which couples only to the field labelled
bi in Fig. 6.1. In practice, however, slight differences between the two ring cavities
lead to imperfect common-mode rejection. This noise can be estimated by first
computing the spectrum of mirror of motion due to radiation-pressure fluctuations,
propagating it through Eq. (6.6) (i.e., add this displacement noise contribution to the
noise spectrum of ξ), and then suppressing it by a common mode rejection factor.
For our simulations, we crudely model the amplitude spectral density of the relative
124
intensity noise (RIN) of the amplifier pump according to
RIN( f ) =
 f + f0f  1 × 10−9√Hz , f0 = 50 Hz. (6.18)
Meeting this requirement on laser intensity noise is expected to be challenging. In
order for the relative intensity noise due to shot noise on a sensing photodiode at
2 µm to be . 1 × 10−9 Hz−1/2, we would need to detect ' 300 mW of power on
that photodiode, corresponding to a dynamic range of & 109. Nevertheless, promis-
ing techniques have been demonstrated [98, 99], and we anticipate that sufficient
progress will be made to achieve this level of stabilization.
Furthermore, we assume 60 dB common-mode rejection. In our simulations, the
asymmetry is modeled as a difference in the ring cavity finesse. Realizing this level
of common-mode noise rejection is challenging, but has been achieved in terrestrial
gravitational wave detectors. Moreover, we expect to be able to tune the finesse
of each cavity by ' 1 %, for instance by changing the spot positions on the cavity
mirrors to sample regions of slightly different optical loss.
6.4.3 Noise from the counter-propagating mode
As discussed in Section 6.4.1, surface roughness and point defects on the amplifier
optics can scatter the high power circulating pump field out of the resonant cavity
mode. Some portion of this scattered light then becomes resonant in the counter-
propagating mode of the ring cavities. Subsequently, this field leaves the amplifier
and is injected directly back into the main interferometer via the anti-symmetric
port, where it mixes with the squeezed vacuum quadratures aIFO, i (see Fig. 6.1).
This gives rise to noise in the readout due to two effects: (1) displacement noise
of the amplifier optics, and (2) amplifier pump noise. We expect that the amplifier
optics are sufficiently well isolated from displacement noise, and focus instead on
the latter with emphasis on the relative intensity noise discussed in Section 6.4.2 in
the context of common-mode rejection.
Measurements on the Advanced LIGO output mode cleaner cavity, which has an
angle of incidence of approximately 4 degrees, suggest that less than 1 ppm of the
incident field is retro-reflected [27]. Since the ring cavities in our design have
a 30 degree angle of incidence at each optic, the backscatter is expected to be
smaller. For our calculations, we assume a fraction Ebs = 10−7 of the pump power
is back-scattered into the anti-symmetric port. This field then adds noise to the input












RIN( f ), (6.19)
where the overall factor 1/
√
2 splits the noise evenly into the two quadratures. With
Psource = 200 W and RIN = 10−9/
√
Hz, we find that (6.19) evaluates to ' 7 × 10−3
per quadrature, which is negligible even for the case of 20 dB (= 10−1) squeezed
vacuum injection. Hence, it is omitted from our analysis.
There are other possible mechanisms of scattered light degrading the interferometer
sensitivity, particularly given the proximity of the high power amplifier pump field
to the interferometer’s anti-symmetric port. For instance, some of the scattered light
could leave the ring cavity, scatter off the vacuum chamber walls, and recombine
into the cavity’s signal mode. Acoustic and seismic vibrations of the walls then lead
to phase modulation of the back-scattered light. Problems of this nature may be
addressed by installing baffles on the walls, as was done for the LIGO beam tubes.
Another possible noise coupling mechanism is due to intensity fluctuations on the
resonant counter-propagating mode displacing the amplifier mirrors via radiation-
pressure. We find that the phase noise thus induced is below the level of the seismic
noise for the amplifier systems considered in this paper, but this could become a
significant noise source for amplifiers that use much lighter mirrors. We leave the
detailed analysis of such noise coupling mechanisms to future work.
6.4.4 Coating Brownian noise
Thermal fluctuations of the dielectric coatings [41] on the amplifier optics produce
phase fluctuations on the reflected beam, which manifests as noise in the amplifier
readout. Mathematically, this contributes through ξ in Eq. (6.6).
To mitigate this effect, we propose for the high reflectivity mirrors (i.e., M2L, M3L,
M2R & M3R in Figure 6.1) a coating structure comprising of alternating layers
of silicon nitride (SiN) and amorphous silicon (aSi). This choice was motivated
by the promising mechanical loss of SiN at the proposed operating temperature of
123K [94, 100]. Nevertheless, more work is needed to determine its feasibility and,
in particular, to lower losses due to absorption in the SiN layers. Rather than using
the canonical quarter wave stack to realize the HR coating, a numerical optimization
algorithmwas used to identify the thickness of each layer in a 12 bi-layer pair stack in
order to optimize the resulting noise [101]. For the assumed mechanical properties

























Figure 6.4: Breakdown of the dominant noise sources in the amplifier, including
the OFC, based on parameters given in Table 6.2 for 15 dB frequency-dependent
squeezed vacuum injection. The noise spectra plotted are projections onto the
GW strain sensitivity of the main interferometer. See Section 6.4 for a detailed
discussion of the various noise curves. The noise is dominated by optical loss in the
ring cavities.
of . 5 ppm, we estimate a Brownian noise contribution per optic that is ' 3.5 dB
below that of an α-Si/SiO2 coating with the same power transmissivity. Note that
we neglect the Brownian noise contribution from theM1R&M1L optics in Fig. 6.6,
since they have higher transmissivity and therefore require fewer dielectric layers.
While coating Brownian noise in the amplifier ring cavities is not the dominant noise
source, we find that in order to take full advantage of the sensitivity improvement
offered by the amplifier, the coating Brownian noise of the test masses will have to
be improved by a factor of '4 – 5 from the current design. This is further discussed
in Section 6.5.2.
6.4.5 Suspension thermal noise
Similar to coating Brownian noise, any fluctuations of the position of the mirrors in
the amplifier, also enter the output of the amplifier through ξ in Eq. (6.6).
To isolate the amplifier mirrors from seismic vibrations, we propose a double pen-
dulum suspension for each optic in the ring cavities. Internal friction in the fibers
couple environmental thermal fluctuations to mirror displacement. For this analysis,
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we consider only the thermal noise due to the lower (of the double-stage) suspen-
sion fiber. The key parameter characterizing internal friction in the fibers is the
frequency-dependent loss angle φ(ω) which has contributions from (a) the surface,
(b) the bulk and (c) thermoelastic effects [102]. For high-purity silicon fibers at
123K, the thermoelastic and bulk loss contributions are negligible. The loss angle
is then dominated by surface imperfections and defects, which can be modeled by
a characteristic depth h and a surface loss angle φs. We assume h = 1 µm and
φs = 10−5, and follow the formalism described in [102] to evaluate the loss angle.
Finally, the amplitude spectral density of this displacement noise can be obtained












where T is the equilibrium temperature of the system, and f0 = ω0/2π is the
resonant frequency of the suspension. A more thorough analysis requires Finite
Element Analysis (FEA) calculations to validate the analytic approximations. In
our present modeling, we have a large safety factor for this noise contribution, and
so are immune to it being higher by a factor of a few (the analytic calculation is
expected to be accurate to within this factor).
At the time of writing, work is underway to build a table-top version of this amplifier,
to assess overall feasibility and get more experience with the practical difficulties
and noise sources associated with the idea. A choice has to be made for the
type of suspension to be used. In this chapter, all the noise models assume a
conventional, pendulum type suspension in which the mirrors are attached to a
suspension point by means of fibers. However, alternative geometries have been
used in similar experiments[58, 59, 104], such as attaching the mirror to a cantilever
with an extremely high mechanical quality factor. A possible advantage offered
by the cantilever approach is that it allows using much lighter mirrors than would
be possible with the pendulum type suspensions. Lighter mirrors are desirable,
because the optomechanical gain is in general a function of the ratio Pcirc/mA, as
in Eq. (6.9). However, the increased susceptibility of lighter mirrors to suspension
thermal noise may nullify any advantage due to larger amplifier gain. In effect, the
requirement on the cantilevers having mechanical Q > 104 places requirements on
the manufacturing and optic-bonding quality. For a rough estimate, we can consider
the results of Fig. 11.19 in [104]. The suspension thermal noise is estimated to be
≈ 10−15 m/
√
Hz at 100Hz, falling off as f −2 at higher frequencies - this level of
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displacement noise is ≈ 105 times larger than the levels assumed in Fig. 6.4. The
mirrors bonded to the cantilevers weighed ≈ 360 mg. Assuming the other optical
parameters remain the same, this will increase KA by approximately 102. So, the
ξ contribution in Eq. (6.6) increases by 105 while the signal amplification only
increases by 102, which completely negates the effect of using lighter mirrors.
Suspension thermal noise has been the bane of many previous attempts to measure
room-temperature optomechanical squeezing at audio frequencies using gram-scale
suspended optics, such as [57]. So, a detailed analysis of the exact cantilever
geometry is required to assess merits of different suspension options - for example,
it must be ensured that there aren’t too many resonant modes of the cantilever in
the frequency band the amplifier is supposed to improve Voyager’s astrophysical
sensitivity. Such an analysis is beyond the scope of this thesis, and is left for future
work.
6.5 Noise in the main interferometer
In order for the amplifier to be effective, the detector sensitivity must be limited by
optical losses in the readout chain. In this section, we discuss some noise sources
in the IFO, including a variety of other optical losses and coating Brownian noise
of the test masses, which in the current Voyager design are at a level comparable
to readout losses. A plot of these noise curves is given in Figure 6.5, assuming the
parameters in Table 6.2 for 15 dB squeezed injection.
6.5.1 Optical losses
In addition to readout loss, we consider a variety of optical losses within the main
interferometer optics, consisting of four independent contributions: (a) ‘injection
losses’ to be explained below, (b) input filter cavity (IFC) losses, (c) signal recycling
cavity (SRC) losses, and (d) arm cavity losses.
The ‘injection loss’ lumps together the insertion loss of (i) two Faraday isolators
(one double-pass and one single-pass) between the squeezed vacuum source and
the interferometer, and (ii) mismatch between the SRC and IFC spatial modes. We
assume a total injection loss of 1%, anticipating that the insertion loss of the Faraday
Isolators can be improved to 0.2% per pass.
The SRC loss can be broken down further into (i) the spatial mode mismatch
between the SRC and the interferometer’s differential mode, (ii) absorption in the

























Figure 6.5: Breakdown of the dominant noise sources in the IFO, assuming the
parameters given in Table 6.2 for 15 dB frequency-dependent squeezed vacuum
injection. The noise levels are signal-referred assuming the amplifier is installed.
See Section 6.5 for a detailed discussion of the various noise sources.
the anti-reflective (AR) coatings on the BS and ITMs. In particular, we require less
than 300 ppm total round-trip loss for the SRC. Assuming that substrate absorption
in, and reflection from the AR coatings for the ITMs and BS add up to a total loss of
50 ppm, the requirement on the mode mismatch to the interferometer’s differential
mode is 250 ppm, which is expected to be challenging considering that the lowest
achieved mode mismatch in the current generation of interferometers is ' 1%.
Our choices for the losses represent an optimistic estimate of the progress in loss
reduction over the next 10 years. In particular, we are emphasizing the situation in
which a high level of squeezing is injected, but the readout losses are high. In the
case where injection losses are high and readout losses are low, the efficacy of the
amplifier is substantially reduced (or even non-existent). A summary of our design
requirements for the losses is given in Table 6.2, with the corresponding noise curves
given in Fig. 6.5.
6.5.2 Coating Brownian noise in Voyager test masses
According to the current Voyager design, which only assumes 10 dB of squeezed
vacuum injection [68], it is anticipated that coating Brownian noise of the interfer-





Figure 6.6: A three-mirror triangular ring cavitywith pump and signal co-circulating
counterclockwise (not drawn to scale). We assume all three mirrors have the same
mass mA. Two of these ring cavities are combined to form the MZ amplifier
in Fig. 6.1
.
This would impose a serious limit on the performance of all quantum non-demolition
schemes, not just the amplifier proposed in this work. Furthermore, in our analysis,
we have considered even higher levels of squeezed vacuum injection, and so we
expect an even broader band over which coating Brownian noise will be dominant.
This is especially problematic since the amplifier is designed to be most effective in
the same frequency band (see Figure 6.3). To fully take advantage of the sensitivity
improvement offered by the amplifier, we have assumed that the coating Brownian
noise can be reduced by a further factor of 4 – 5 at all frequencies. This more
speculative coating Brownian noise is plotted in Fig. 6.5 (and Fig. 6.8 for 20 dB, as
discussed in Section 6.9). While achieving this reduction is a challenging prospect,
several promising leads are being explored [105].
6.6 Derivation for the input-output relations of the Mach-Zehnder amplifier
In this section, we provide a detailed derivation of the input-output relation for
the MZ amplifier introduced in Section 6.3.2. While the effect of optical losses,
mirror displacement noise, and other technical noise sources are neglected in the
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calculations presented in this section, they are included in our numerical simulations.
We begin by computing the input-output relation for one of the two triangular ring
cavities whose field amplitudes are labeled in Fig. 6.6. We consider the case where
the pump and signal co-propagate counterclockwise. We let c1,2 and d1,2 denote
the incident and reflected signal field amplitudes, respectively, and we assume the
incident pump (electric) field has the form E(t) = E0 cos(ω0t) for some constant
amplitude E0. We let rA =
√
1 − TA, tA =
√
TA denote the amplitude reflection
and transmission coefficients of mirror M1, respectively, as seen from the cavity
interior. The amplitude reflection coefficient of M2 and M3 is set to +1 (again as
seen from the interior of the cavity). We let l1 denote the distance that the beam
travels fromM1 to M2, and l2 the distance that the beam travels fromM2 to M3 and
then to M1. Furthermore, we assume no cavity detuning. Under these conditions,
the pump resonates in the cavity, thus enhancing the radiation pressure effect we are
exploiting.
The beating between the pump and signal as they co-propagate along the ring
produces the optomechanical amplification discussed in Section 6.3. The total
amplification is equivalent to that produced by a cavity where M1 and M3 are fixed
and where the boundary condition at the free mirror M2 is












where Pcirc is the power circulating in the ring, and for each optic Mi (i = 1, 2, 3) we
have θinc,i as the angle of incidence and χi as the mechanical susceptibility. For a
detailed derivation of Eq. (6.21) in the limit where the mirrors are free masses, see
Sec. IV. A. of [61]. In our simulations, we assume that all three mirrors have the
same mechanical susceptibility, χA, and that the ring is arranged as an equilateral
triangle configuration (i.e., θinc,i = π/6), in which case κA reduces to Eq. (6.7).
Furthermore, the boundary conditions at M1 are given by
d1 = tAh1 − rAc1, d2 = tAh2 − rAc2,
e1 = tAc1 + rAh1, e2 = tAc2 + rAh2, (6.23)
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and the field amplitudes propagate along the ring as
f1 = e1eiΩl1/c, f2 = e2eiΩl1/c,
h1 = g1eiΩl2/c, h2 = g2eiΩl2/c. (6.24)




















1 − 2 cos(ΩLA/c)rA + r2A
)
κA, (6.26)
with LA = l1 + l2 as the round-trip length of the ring.
For the full MZ configuration of Fig. 6.1, we need to analyze the input-output
relations for both the ‘forward’ direction (i.e., from bIFO,i to bi) and the ‘backward’
direction (i.e., from ai to aIFO,i). The relations for the forward direction can be













In the limit ΩLA/c  1 where the cavity is short compared to a signal wavelength,
and in the limit t2A  1 where M1 is highly reflecting, the forward relation reduces
to Eq. (6.6), whereby the results are expressed in terms of the power reflectivity
RA = r2A and power transmissivity TA = t
2
A. For the backward direction, the beam is
immune to the optomechanical effect since it counter-propagates against the pump,










While amplitude fluctuations of the pump induce mirror displacement fluctuations
that couple to the phase of the counter-propagating mode, these fluctuations can be
ignored since the counter-propagating mode is weak to begin with, and the mirror’s
displacement is small compared to a carrier wavelength. Finally, we must also
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deduce the relation between the power Pcirc circulating in each ring and the source










where the overall factor 1/2 takes into account the beam-splitting at BS1. In the
limit TA  1 this reduces to Eq. (6.10).
6.7 Output filter cavity reflectivity
The reflectivity of a filter cavity has been derived in Appendix A of [49], while a
more general treatment of its quadrature rotation effects were given in Appendix
A of [106]. We have adopted the equations derived there, but due to a difference
in Fourier transform convention, have used the complex conjugate of Equation A6
from [49]. Explicitly, in our calculations, the amplitude reflectivity rfc(Ω) of a two
mirror filter cavity, for an audio sideband frequency Ω is given by






where the symbols rrt, rin and φ(Ω) are defined in Eqs. A7–A8 of [49].
Using the relation between quadrature fields a1,2(Ω) and sideband fields a(ω0 ±Ω),
Eq. (6.30) allows us to calculate the phase rotation a quadrature field experiences
upon reflection from the OFC, as
bout(ω0 +Ω) = rfc(Ω)bin(ω0 +Ω). (6.31)
6.8 Effect of amplifier mirror mass on sensitivity
An important design consideration is the choice of mass of the amplifier mirrors.
In Fig. 6.7, we show the sensitivity for three different mass choices (all for the case
of 15 dB frequency-dependent squeezed vacuum injection). The amplifier and OFC
parameters for the 30 g case are those given in Table 6.2. However, for 3 g and 300 g,
the amplifier properties (except for optical loss and displacement noise) and OFC
properties (except for optical loss and cavity length) were re-adjusted to achieve
optimal sensitivity. Lighter mirrors offer more sensitivity improvement, mainly due
to the higher amplifier optomechanical gain. We therefore propose to make the


















mA = 3 g
mA = 30 g
mA = 300 g
Figure 6.7: Voyager sensitivity improvement as a function of the mass of the
amplifier mirrors. In all cases, 15 dB of frequency-dependent squeezed vacuum is
assumed to be injected into the anti-symmetric port of main interferometer.
However, there are several practical difficulties involved in working with very light
mirrors. Firstly, with extremely light mirrors, it is difficult to sustain large circulating
power in the amplifier ring cavities. Another concern is related to suspension thermal
noise, which scales as ∝ m−1/2A . The difficulty in realizing low φ( f ) for suspension
fibers with a large surface-area-to-volume ratio motivates the choice of mA = 30 g.
This allows for a wide margin of safety since the suspension noise is ' 1/10 of the
limiting noises in our noise budget.
6.9 Prospects for 20 dB squeeze injection
In addition to the nominal case considered thus far in this chapter, in this section, we
consider prospects for 20 dB of frequency dependent squeezed vacuum injection,
for which the amplifier makes a much bigger impact on the detector sensitivity. To
achieve the correct rotation of the vacuum noise ellipse as a function of frequency,
we find that two input filter cavities in series are needed, unlike the 15 dB case,
where only one is needed. Furthermore, all of the noise sources within the main
interferometer must be maintained well below the squeezed vacuum noise, which
would be extremely challenging at this level. Finally, to fully take advantage of the
sensitivity improvement, we propose using even lighter mirrors for the amplifier
(mA = 10 g), which results in higher optomechanical gain. The detailed design
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parameters for all the optics and associated losses are given in Table 6.2, and the
corresponding noise curves are shown in Fig. 6.8.
6.10 Conclusion
In this work, we have presented a novel approach to amplify the GW signal to protect
the signal to noise ratio against quantum decoherence. We emphasize that this work
is only meant to be an exploratory study of the idea of using an optomechanical
device as a phase sensitive amplifier for terrestrial GW detectors. In order for this
to be incorporated into the design of a detector such as Voyager, significant work
will have to be done, starting with table-top scale experiments, to get a deeper
understanding of the many technical noise sources we have not addressed in this
paper (e.g. feedback control of the amplifier, losses due to the mode matching
between the interferometer and the amplifier, fluctuations of the relative alignment
of the cavities, imperfections in the amplifier optics, etc.).
It has been previously been proposed to use nonlinear crystals to amplify the inter-
ferometer output [107], and to use atomic systems to generate “negative inertia” that
leads to back-action evasion [108]. These are promising approaches, but requires
mitigating (i) backscatter noise due to the lower optical quality of crystals relative
to super-mirrors, (ii) high scatter loss induced decoherence due to the poor optical
quality, and (iii) pump noise coupling due to a non-vacuum seed.
Promising future directions to consider include:
1. lighter masses in the amplifier (where the optomechanical gain would extend
to higher frequencies),
2. interferometers (with higher masses) which are limited by shot noise rather
than radiation pressure at lower frequencies (where there is already significant
optomechanical gain),
3. a hybrid diplexed crystal-optomechanical approach where a crystal amplifier

































































Figure 6.8: Sensitivity of LIGO Voyager for a more ambitious design that incor-
porates 20 dB frequency-dependent squeezed vacuum injection, and an amplifier
with 10 g mirrors. The detailed parameter assumptions are given in Table 6.2. The
interpretation of the top, middle, and bottom subplots are the same as the 15 dB
plots Fig. 6.3, Fig. 6.4, and Fig. 6.5, respectively. The coating Brownian noise
shown in the lower plot is a factor of 5 lower than the nominal Voyager design.
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C h a p t e r 7
GLOBAL OPTIMIZATION OF MULTILAYER DIELECTRIC
COATINGS FOR PRECISION MEASUREMENTS
The work presented in this chapter was motivated by the need to get replacement
folding mirrors for the PRC and SRC at the 40m, see Appendix D.2 for a discussion
on problems with the existing configuration. The replacement mirrors had to satisfy
spectral reflectivity requirements at multiple wavelengths. Given past experience
with difficulty in obtaining such custom designs from commercial manufacturers,
we decided to specify the design at the level of the thickness of individual layers
of dielectrics to be deposited on a substrate. Building on some early work, this
investigation led to an entirely open-source software package that allows for design-
ing dielectric coatings that have to meet multiple performance targets. The text is
largely adapted from [101].
7.1 Introduction
Interferometric gravitational wave detectors such as Advanced LIGO requiremirrors
with dielectric coatings that satisfy multiple requirements on reflectivity at multi-
ple wavelengths, surface electric field, absorption within the coating, and thermal
noise [9]. For the next generation of detectors, it is anticipated that there will be
tighter requirements on these specifications. Furthermore, it is desirable that the
coating design chosen will have minimal sensitivity to manufacturing tolerances.
In this chapter, I describe the construction of a cost function that quantifies how
closely a given coating design satisfies the multiple requirements on it. Once this
cost function has been constructed, it can be used with a numerical optimization
algorithm, such as Particle Swarm Optimization [109] or Differential Evolution
[110, 111], to compute the coating design (i.e. the set of thicknesses of various
layers in a dielectric stack of alternating high- and low-index materials) that gives
the (global) minimum value of the cost function in the allowed parameter space.
Since most numerical optimization algorithms are designed to handle a scalar cost
function, I convert the vector (multi-objective) cost function to a scalar number by
taking the scalar product of it with a weight vector. The latter allows us to quantify
which design objectives are more important than others.
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Once an optimal solution has been arrived at, we verify its sensitivity to small
perturbations in layer thicknesses as well as various assumed model parameters
using Monte-Carlo (MC) analysis. This approach allows us to evaluate the relative
performance of coating designs that vary along ‘hyper-parameter’ axes, such as the
choice of number of layer pairs that make up the coating.
This approach of mapping a complex design problem into a scalar objective function
minimization problem can be readily generalized to several other problems in the
field of Gravitational Wave Astronomy. It is also of interest to the broader category
of experiments that use optical cavities for precision measurements, such as the
atomic and molecular optics community.
7.2 Requirements on multilayer dielectric coatings
In this section, the requirements on dielectric coatings of the type considered in this
paper are described. Although the method is easily generalized to a multilayer stack
with arbitrary refractive index profile, I only consider cases in which the stack is
comprised of alternating layers of two dielectrics, with refractive indices n1 (low-
index) and n2 (high-index). The coating is deposited on a fused silica substrate,
with refractive index nsub. These considerations are typical in the field of laser
interferometry, but are also of relevance in various other fields such as nanoscale
optomechanics. Strategies to increase the numerical efficiency of computing these
properties are also briefly discussed.
7.2.1 Spectral reflectivity
The primary requirement on a dielectric coating design is the power reflectivity at
wavelengths of interest, R. For a given dielectric coating stack with M interfaces,
thismay be calculated in severalways. We opt to do the computation of the amplitude
reflectivity, Γ recursively, using the relation [112]
Γi =
ρi + Γi+1e−2iki li
1 + ρiΓi+1e−2iki li
, (7.1)
where the index i = M, M − 1, ..., 1, with i = 1 corresponding to the interface of the




















where li is the physical thickness of, ni is the refractive index of, and θi is the angle
of incidence into the i − th layer. The recursion relation Equation (7.1) is initialized







, where nTsub is defined by Equation (7.2b) for the
substrate onto which the dielectric stack is deposited. The power reflectivity of the
stack may then be computed as R = |Γ1 |2. A typical coating design requirement
will specify R(λ, θ, polarization).
7.2.2 Surface electric field and absorption
In optical cavities in which the circulating power is high, absorption in the dielectric
layers becomes important for a number of reasons. The coatings have to be able to
withstand the absorption-induced thermal heating for the highest expected incident
electromagnetic field intensity. In applications, where the cavity mirrors have to be
maintained at cryogenic temperatures, the requirement becomes even more stringent
as the rate at which heat can be extracted from the optic will set the maximum
permissible absorption in the coating [88].
Absorption is quoted as a dimensionless fraction of the incident power which is con-
verted to thermal energy in the coating. We evaluate absorption by first determining
the square of the electric field as a function of penetration depth, z, normalized by
the incident electric field, N = | ®E(z)|
2
| ®E+o |2






with α(z) describing the bulk absorption of the materials used in the coating, for
which measured values are available. In practise, the integral in Equation (7.3) can
be evaluated numerically. However, this is a computationally expensive operation.
A good proxy for use in an optimizer is the value of the electric field transmitted
into the first layer of coating, given by [114]
| ®Esurface | = | ®E+o | |1 + Γ1 |. (7.4)
®E+o is set by the incident power density, which varies in different applications.
Since Γ1 has to be computed for evaluating the power reflectivity, the additional
140
computational overhead is minimized. In order to minimize ®Esurface, and hence the
absorption, it is conventional to add a nearly half-wavelength optical thickness ‘cap’
of dielectric material to a high-reflectivity (HR) coating.
7.2.3 Thermo-optic and Brownian noise
Sensitivity of the current generation of laser interferometric gravitaitonal wave
detectors is expected to be limited by the Brownian thermal noise of the coatings
used. These consist of up to 20 pairs of alternating layers of SiO2 (low-index
material) and Ta2O5 (high-index material). In order to improve the sensitivity of
future generation of detectors, an active area of research pursued in the last decade
is the development of alternative dielectrics with which coatings that can meet the
power reflectivity requirements can be developed.
Another application in which the Brownian noise of dielectric coatings can be
a limiting noise source is the development of ultrastable frequency reference cavi-
ties [115]. The frequency stability of lasers used in precision metrology experiments
are often referred to such reference cavities, and efforts are underway to identify
alternative dielectrics so that even more stable reference cavities can be constructed.
One promising option is the pair of crystalline materials AlGaAs/GaAs [116].
However, there is a second effect which has to be simultaneously considered, the
‘Thermo-optic’ noise, which arises as a result of the temperature dependence of
the refractive index of the dielectrics, and their thermally driven length fluctuations.
With clever design, it is possible to suppress this noise contribution by coherent
cancellation of the two effects [117].
7.2.4 Immunity to small perturbations in assumed model parameters
In evaluating the coating properties, assumptions are made about the layer thick-
nesses, refractive indices, dispersion, bulk absorption, and mechanical loss angle of
the dielectrics. Additionally, uncertainties may exist, for example, in the assumed
value of the angle of incidence. Since parameters of interest such as the power
reflectivity of the coating are functions of these parameters, any uncertainty in them
(due to manufacturing process limitations, measurement errors etc.) propagate
through to the performance of the manufactured coating. In order to meet the tight
tolerances on these parameters, it is desirable to choose (for fabrication) the coating
design whose sensitivity to small errors in these model parameters is low.
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(b)
Figure 7.1: Overview of the workflow adopted. As shown in Figure 7.1(a), the pro-
cess starts by identifying the requirements, and encoding these in a cost function.
The cost function is then minimized using a global optimizer, such as MATLAB’s par-
ticle swarm optimization toolbox [109] or SciPy’s Differential Evolution [110, 111].
In order to choose between multiple candidate solutions, Monte-Carlo sensitivity
analysis is used to choose the solution with the least sensitivity to model parame-
ters. Figure 7.1(b) shows the advantage of defining the cost function in a piecewise
manner, see text for more discussion.
(numerical) derivative of coating properties with respect to model parameters are
used in constructing the cost-function to be minimized. Secondly, the sensitivity
of a given design to small (≈ 1%) perturbations to the assumed model parameters
is evaluated explicitly. The errors themselves are assumed to be i.i.d., and are
drawn from an uncorrelated multivariate zero-mean Gaussian distribution whose
standard deviation is chosen to be 0.5% of the optimized value of the parameter. For
example, errors in the thickness of the i-th layer, li, is sampled from the distribution
p(li) = 1√2πσ2 e
−l2i /2σ
2 , with σ = 0.005lopti and l
opt
i being the value of the thickness
of the i-th layer that best achieves the design objectives. The emcee package [118]
or MATLAB is used to generate ≈ 1 × 105 samples, and the corner package [119]
provides a convenient way to visualize the results. A confidence interval on meeting
specifications within tolerance can thus be stated.
7.3 Numerical optimization techniques for coating design
The methodology adopted for optimizing the dielectric coating design is schemati-
cally illustrated in Figure 7.1.
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7.3.1 Cost function construction and minimization
The parameter space over which the optimization is done is the set of coating layer
thicknesses, {li}, and in the problems we consider, can be O(100)-dimensional.
Furthermore, the values li can take are constrained to not be too small (for practical
manufacturing reasons) and not larger than the longest optical wavelength of interest,
λ. Once a set of requirements, ci, and weights that reflect their relative importance,
wi have been arrived at, these are encoded into a cost function, C(ci,wi, li). The
weights are necessary to convert themultiple objectives of the optimization problem
into a scalar which can be minimized using a numerical optimzation algorithm.




subject to lmin ≤ li ≤ lmax ∀ i.
(7.5)
We chose MATLAB’s Particle Swarm Optimization (PSO) toolbox for implement-
ing Equation (7.5). Typical runtimes on a machine that can perform 45 GFlops
is O(10) minutes. Subsequently, we also found similar performance could be re-
alized using SciPy’s Differential Evolution optimizer [110], which has the added
advantage of being an open-source utility. The functional form of the individual
terms contributing to the cost function, ci, was deliberately constructed in a nor-
malized, piecewise manner. Normalization was necessary in order to compare costs
from different requirements. Furthermore, since PSO looks for a globally optimal
solution, it is likely that individual particles will traverse regions of high cost in
the multi-dimensional parameter space. Defining the cost in a piecewise manner
preserves a derivative term that allows the PSO functions to converge to a global
minimum, but varied quadratically near the desired values and only logarithmically
above some threshold value. As illustrated in Figure 7.1(b), this prevents the cost
function from blowing up to large values for poor candidate solutions, as compared
to other ways of specifying the error such as the L2− and L1− norms. More exotic







can also be used to achieve the same goal.
7.3.2 Monte-Carlo sensitivity analysis
As there are "hyper-parameters" that do not directly enter the cost function, such as
the number of layers in a coating, it is possible to have the optimization algorithm
yield multiple candidate solutions. We wish to choose the simplest solution (from
a fabrication standpoint) that is least sensitive to small perturbations in model
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parameters, and meets the coating requirements within specified tolerances. For the
cases considered in this paper, the perturbations used are summarized in Table 7.1.
Table 7.1: Summary of perturbations (assumed to be uncorrelated, and hence,
sampled from a multi-dimensional Gaussian probability distribution with diagonal
covariance matrix). These were motivated with input from manufacturers.
Model parameter Uncertainty [%]
Physical thickness of layers, ∆li † 0.5
Refractive indices of layers, ∆n1 and
∆n2
0.5
Angle of incidence, ∆θ1 ‡ 1
† Due to the nature of the manufacturing process, all layers are expected to have
identical fractional uncertainties in physical thickness.
‡ Applicable only for non-normal incidence cases.
Application to the inverse problem
An interesting application of the Monte-Carlo approach is to apply it to the inverse
problem of inferring the optical thicknesses of a dielectric coating, given a noisy
measurement of its spectral reflectivity as a function of the wavelength, λ. The
problem becomes computationally expensive to evaluate if the dimensionality is
unrestricted - that is, if we allow the physical thicknesses and refractive indices of all
layers to be arbitrary. However, in practise, the dimensionality of the problem can be
reduced. For concreteness, consider an optical coating composed of two dielectrics,
SiO2 and Ta2O5. Assume the coating is built up with 19 repeated identical bilayer
pairs, with the top bilayer pair having a different thickness for reducing the surface
electric field amplitude. Furthermore, the dispersion of the dielectrics composing
the coating are well characterized, and so may be taken as fixed. In this example,
the task then amounts to the following - given the power transmissivity T(λ), can we
infer 4 numbers: l1, the thickness of the top layer of SiO2, l2, the thickness of the next
layer of Ta2O5, and [l3, l4], the thicknesses of the repeated bilayer pair. Applying this
approach to the harmonic separator described in Section 7.4.1, we infer thicknesses
for the constructed coating that are within manufacturing tolerances. The modelled
spectral reflectivity curve for the inferred coating is in good agreement with the
measurement, as shown in Figure 7.2(a). The algorithm was also applied to the
problem of inferring the coating structure of the aLIGO ETMs, for which spectral
144
reflectivity data was available for a much wider range of wavelengths than the
harmonic separator. Results are shown in Figure 7.2(b). The approach worked
reasonably well at the wavelengths of interest - however, there was considerable
divergence between the inferred model and measurement at short wavelengths.
It is hypothesized that this disagreement is because we do not have access to the
(proprietary) dispersion data for the dielectrics used to coat the aLIGOETM - rather,
we just know their refractive indices at the two wavelengths of interest, 1064 nm and
532 nm.
Table 7.2: Summary of the requirements on various parameters for three different






















— 7.5 × 10−21 2.5 × 10−21
Surface electric field
[V/m]
— ≤ 1 ≤ 2




Polarization ∧ p-pol for λ1, s-
and p-pol for λ2
— —
* AlGaAs is used to collectively refer to alternating layers of Al0.92Ga0.08As (low-
index material) and GaAs (high-index material).
† λ1 = 1064nm, λ2 = 532nm.
‡ For noise requirements, numbers quoted are amplitude spectral densities at 100
Hz.



















































Instance from MCMC ensemble
True values
Measurement
Inferring aLIGO ETM coating structure
(b)
Figure 7.2: Inferring the coating structure from a spectral reflectivity measurement.
Figure 7.2(a) is for a harmonic separator procured for the 40m interferometer, while
Figure 7.2(b) is for the aLIGO ETM.
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7.4 Case studies and results
Table 7.2 summarizes the requirements for a few case studies towhich thismethodol-
ogy was applied. More details about the individual design requirements and results
from the optimization runs are presented in the following subsections.
7.4.1 Harmonic separator
The aLIGO interferometers use multiple wavelengths of laser light to sense and
control interferometric degrees of freedom of the suspended optical cavities [15,
120]. In this case, the objective was to design a harmonic separator that allowed
extraction of light at the second harmonic, λ2 = 532nm, from a folded optical cavity,
while preserving high reflectivity for the fundamental light field at λ1 = 1064nm.
Furthermore, since the expected angle of incidence on this optic was ≈ 41.1◦, the
design had to meet the R and T specifications for both s- and p-polarizaitons at
532nm, while only p-polarization was of interest at 1064nm.
Figure 7.3(a) shows the spectral reflectivity of the optimized coating design. Fig-
ure 7.3(b) compares the measured performance of a harmonic separator fabricated
with layer thicknesses generated using this optimization routine. The measured
spectra appear blue-shifted relative to the design - this is consistent with systematic
errors in either the layer thicknesses or the dielectric dispersions between the model
and the manufactured optic. Nevertheless, the design requirement of T < 50 ppm
at 1064 nm for ≈ 41◦ angle of incidence was met. Based on the tolerance analysis
done during the design phase, presented in Figure 7.3(c), we had high confidence
that the design was robust to manufacturing errors, and indeed, this turned out to be
the case.
7.4.2 HR cavity mirror coating for a gravitational wave detector
The aLIGO interferometers are designed to have Fabry-Pérot arm cavities with
finesse ≈ 450, for which the output coupling mirrors of the Fabry-Pérot arm cavities
(referred to as the End Test Mass, ETM) is required to have T ≤ 5ppm at λ1 =
1064nm [121]. It also has to have R ≥ 99% for λ2 = 532nm to facilitate sensing
and control of the arm cavity length using an auxiliary laser wavelength during the
lock-acquisiton process [15, 120].
Additionally, since thermally drivenmicroscopic fluctuations in the coating’s optical
and physical thickness is expected to limit the sensitivity of the instrument in the
100Hz-1kHz frequency band, the chosen coating design’s Thermo-Optic (TO) and
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Figure 7.3: Performance of an optimized harmonic separator coating design. Fig-
ure 7.3(a) indicates the wavelengths of interest, λ1 (orange) and λ2 (green), with
dashed vertical lines. Figure 7.3(b) shows the measured performance of a harmonic
separator fabricated with layer thicknesses generated using the optimization routine
described in the text. Figure 7.3(c) shows the robustness of the design choice of 20
layer pairs in the dielectric stack to small variations in assumed model parameters.
frequency range. For SiO2/Ta2O5 coatings of the type used on the aLIGO optics,
the mechanical loss angle, φdielectric is≈ 4× larger for Ta2O5 than for SiO2 [122], and
so the total thickness of the latter in a given coating design dominates the thermal
noise contribution. Hence, the design should be optimized for minimum thermal
noise, while still meeting other requirements.
Finally, the circulating power in these Fabry-Pérot cavities is expected to beO(1 MW)
during high power operation. The coating should be designed with a safety factor
such that it is not damaged under these conditions. One possible damagemechanism
is that residual particulate matter on the optic’s surface gets burnt into the coating.
In order to protect against this, the coating has to be optimized to have minimum
surface electric field.
With these requirements as inputs to the optimization problem, we ran the particle
swarm and sensitivity analysis and obtained a set of layer thicknesses. Figure 7.4
show the performance of the optimized coating, and compares it to the commonly
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Figure 7.4: Performance of an optimized aLIGO ETM coating design. Here,
we compare the robustness of the optimized design (red) and the naive quarter-
wave design (blue) to small variations in assumed model parameters. The superior
performance of the optimized coating, with respect to the design goals at both
wavelengths, is evident.
7.4.3 Crystalline HR coatings
As mentioned in Section 7.2.3, alternative dielectric materials are being considered
in an effort to reduce the coating Brownian noise, and hence, improve the sensi-
tivity of laser interferometric GW detectors. One promising alternative is to use
crystalline dielectrics consisting of alternating layers of Al0.92Ga0.08As (low-index
material) and GaAs (high-index material), which has been shown to yield up to
tenfold reduction in Brownian noise, relative to SiO2/Ta2O5 coatings with com-
parable reflectivity. However, the overall thermal noise has to take into account
both the Brownian noise contribution, as well as the Thermo-Optic noise contri-
bution. The latter can be minimized by coherent cancellation of thermorefractive
and thermoelastic effects. The optimizer is encouraged to favor solutions that have




































































































Figure 7.5: Sensitivity analysis of the optimized coating’s performance.
frequency (we choose 100Hz) in the cost function.
An additional consideration for future laser interferometric GW detectors, which are
expected to be operated at cryogenic temperatures for thermal noise improvements
[123], is that absorption in the mirror coating must be sufficiently small as to allow
efficient radiative heat extraction and maintain the temperature of the optic at 123K.
While the absorption is not explicitly included in the cost function that is minimized
by PSO, we include it in the MC sensitivity analysis, and confirm that the likelihood
of it lying within the acceptable range of ≤ 1ppm is high, even if there are small
deviations in assumed model parameters. The overall performance of the optimized
coating is shown in Figure 7.5. Figure 7.6 shows the variation of the electric field
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Figure 7.6: Right top panel: Square of electric field inside coating, normalized
to the incident electric field, | E(z)E+o |
2. The dashed vertical lines indicate boundaries
between low- and high-index materials. Right bottom panel: Physical thickness
profile of the individual dielectric layers.
7.4.4 Corner plots
In this chapter, corner plots are used extensively to visualize the ensemble of samples
from MCMC sampling. So I will briefly remark on why they are a powerful visual-
ization tool. The plot is made by arranging 2D histograms of samples, marginalizing
over the other dimensions of the parameter space. The set of such 2D histograms are
then arranged in a matrix - but of course, such a matrix would be symmetric, with
the upper triangular plots contributing no new information (the correlations between
parameters θ1 and θ2 are independent of the order in which they are considered).
Finally, the topmost row in each column marginalizes over all other dimensions, to
make a 1D histogram of the posterior distribution of a particular parameter in the
MCMC ensemble. In the case of the inverse problem described in Section 7.3.2,
it is useful to overlay the prior distributions of parameters used to draw samples.
The difference between these two histograms would indicate how informative the
measurement is - if they are nearly identical, then the measurement with which the
inference is being made adds very little information to our prior assumptions, sig-
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nalling the need for more data to make any meaningful conclusions. As can be seen
in Figure 7.5, the 2D histogramscan reveal correlations between the variables being
studied. When strong correlations exist between a pair of parameters, the density of
points will be high along flattened ellipses (e.g. bottom left plot). Conversely, when
the correlation is weaker, the density will tend to be more randomly (and evenly)
distributed (e.g. the 2D histogram between T1064 nm and ®Esurface). The inset in thee
upper right part of the corner plots presented in this chapter indicate the number
of samples drawn in the MCMC sampling phase, as well as the assumed fractional
uncertainties in various model parameters.
7.5 Survey of past work and conclusions
Wehave presented amethod to find a globally optimum solution tomultilayer dielec-
tric coating design problems such that multiple competing objectives are satisfied.
While initial development of the software implementation of this algorithm relied on
MATLAB’s PSO toolbox, the current incarnation depends only on standard libraries
available in the Python ecosystem. The performance of our optimized coatings are
superior to conventional designs such as the "quarter-wave stack", and are robust
to small perturbations in assumed model parameters. We have demonstrated the
successful application of this technique to multiple design problems with varying
requirements - the ultimate validation being the manufacture of an optic designed
using this algorithm that met strict design requirements (Section 7.4.1).
There have been many proposed optimization algorithms for realizing dielectric
coating thicknesses [124–127]. The general algorithm is to define a cost function
based on the design objectives, and then use some algorithm to find the global min-
imum value of this cost function in the allowed parameter space. Popular choices
for global cost function minimization are the genetic algorithm, needle optimiza-
tion, and swarm optimization algorithms [128]. Compared to these past works,
our approach can easily handle these multiple design goals in a weighted manner.
Moreover, our algorithm preferentially selects coating designs that are minimally
sensitive to manufacturing tolerances, thereby decreasing the probability of fabri-
cating a coating that does not meet the design specifications. Our optimization
code has yielded comparable or superior coating designs relative to commercial
coating design software, and since it is built using Python, does not incur expensive
licensing fees. Development of a GUI will make the experience even smoother for
a casual user, while more advanced problems of interest in the coating community
can be set up easily given the modular nature of the algorithm.
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Figure 7.7: Evolution of the computational power available in popular commercial
processors. The score is normalized such that the average processor in the year 2000
has a score of 1. The data used to generate this plot was obtained from benchmark
tests done by SPEC [129].
It must be emphasized that rapid development of the computing power available
in modern personal computers (see Figure 7.7) is what has made it possible to
implement the simple idea of minimizing a cost function for the design of non-
trivial dielectric coatings. Therefore, while the software implementation of the
algorithm described in this chapter can be improved for better efficiency, it is not
expected to be the bottleneck in using this algorithm over a wider class of coating
design problems not specific to the field of GW interferometers.
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GLOSSARY
BHD Balanced Homodyne Detection
OMC Output Mode Cleaner
PDH Pound-Drever-Hall (laser frequency stabilization technique)
A+ A proposed upgrade to the aLIGO interferometers
IMC Input Mode Cleaner
IFO Interferometer
AS port Anti-symmetric port, a.k.a. ‘Dark’ port
HOM Higher order mode
BRDF Bi-directional reflectance function





NPRO Non-planar ring oscillator
PZT Piezoelectric




FPGA Field programmable gate array
FSR Free spectral range
CARM Common arm length
PRCL Power recycling cavity length
SRCL Signal recycling cavity length
MICH Michelson (differential) length
DoF Degree of freedom
RMS Root-mean-square
LTI Linear, time-invariant
RoC Radius of Curvature
PRM Power Recycling Mirror
SRM Signal Recycling Mirror
PRFPMI Power-Recycled Fabry-Pérot Michelson Interferometer
DRFPMI Dual-Recycled Fabry-Pérot Michelson Interferometer
ASC Angular Sensing and Control
LSC Length Sensing and Control
QPD Quadrant photodiode
TTs Tip-Tilt suspensions
SOSs Small Optic Suspensions
MISO Multiple Input Single Output, feedback topology
SISO Single Input Single Output, feedback topology
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MIMO Multiple Input Multiple Output, feedback topology
FIR Finite Impulse Response
IIR Infinite Impulse Response
ADC Analog to digital converter
DAC Digital to analog converter
A2L Angle to length coupling, cross-coupling from force applied to change position
along the beam axis to angular motion of a suspended optic.
AR Anti-reflective, commonly used coating type on interferometer optics.
RAM Residual amplitude modulation, unwanted side-effect of phase modulation
using an EOM.
WFS Wavefront sensors (WFS), type of angular motion sensor.
PRG Power recycling gain.
OFI Output faraday isolator.
RIN Relative intensity noise.
RSE Resonant sideband extraction, tuning of the signal recycling cavity.
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A p p e n d i x A
INTERFEROMETER LAYOUT AND PARAMETERS
A.1 C1 interferometer layout and signal extraction ports
Fig. A.1 shows the optical layout of the C1 interferometer. Several ports at which
signals carrying interferometer length and alignment information can be extracted
are indicated. The photodetectors used may be grouped into three categories:
Length sensing
To extract the signals using the PDH technique, the raw photocurrent must be
demodulated at some integer multiple of one of the RF frequencies used to apply
phase modulation on the input beam to the IFO. For C1, f1 ≈ 11 MHz and f2 =
5 × f1 ≈ 55 MHz. In order to maximize SNR, most ports use photodetectors
with a custom resonant transimpedance amplifier1 in favor of broadband designs.
These are tuned to read out photocurrent at a specific frequency while notching
out other components at which optical signals are present (to avoid saturating the
transimpedance electronics, reserving its range for the signal of interest). For
example, the "REFL11" photodiode will have a transimpedance amplifier with
frequency response tuned to have high gain at 11MHz, with notches at 22MHz and
55MHz. The ratio between the resonant gain and the notch is usually > 40 dB. At
other frequencies like 33MHz, the expected signal levels are small and the gain at
that frequency is already low enough to justify not having the additional complexity
of implementing a dedicated notch.
Angular sensing
Quadrant photodiodes (QPDs) split the beam incident on them onto 4 segmented
photoelectric elements (hence the name), allowing resolution of the spatial position
of the beam on the detector. These allow reading out signals encoding information
about the angular position of various optics in the IFO. Signals may be read out at
DC or at RF frequencies, with the former having a simpler sensing chain with fewer
1The photocurrent is converted to a voltage by a Q ≈ 5−10 LC network with resonant frequency
tuned to the frequency of interest. Separate LC networks implement notches at other frequencies.
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pieces of electronics (since no demodulation is necessary), and the latter technique,
called wavefront sensing, typically having better noise performance.
Power buildup monitors
Photodiodes are also used to monitor the DC (TRX, TRY and POPDC) and RF
sideband power buildups (POP22, POP110, AS110) in various optical cavities.
These signals are used to infer when the cavity length is such that the PDH signal
sensed by one of the length sensing photodiodes is in its linear regime, a technique
known as triggering. When trigger signals cross pre-defined thresholds set in the
digital control system, servo loops are engaged to keep the cavity length under
feedback control. In addition to dedicated power buildup monitoring photodiodes,
the length and angle sensing photodiodes also provide a readback of the DC light
level incident on them. These are used to normalize the PDH error signals, so that
the feedback loop gains can remain unchanged for a range of laser power levels
injected into the IFO. In some cases, such normalization can also be used to extend
the linear range of the PDH error signal (e.g. Fig 8.1 of [6]).
A.2 Interferometer parameters
Various optical and mechanical parameters of the C1 interferometer are collected
here for easy reference.
A.2.1 PSL and IOO
These systems are responsible for injecting a stabilized, spatially filtered, laser field
with phase-modulation sidebands imprinted2 to the core IFO. At the time of writing,
there is no dedicated Intensity Stabilization Servo (ISS), laser amplifier, or remote
power control, all of which are planned for the ongoing upgrade and would come
under the PSL subsystem. Table A.1 lists some key parameters.
A.2.2 Core IFO
Table A.2 lists important parameters for the core interferometer. The polarization
used in the entire core IFO is p-pol.
2The EOM used is a broadband, free-space, Pockel-Cell, part number NewFocus 4004. A
custom, resonant circuit tuned for high gain at the modulation frequencies is used for impedance
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Figure A.1: Schematic layout of the C1 interferometer. This diagram emphasizes
the main laser wavelength, and the ALS system is excluded. A schematic diagram
of the latter is Fig. 2.1.
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Parameter Value (RF readout) Value (BHD)
PS
L
Laser power (into PMC) 1.3 W 25 W
Laser wavelength 1064 nm 1064 nm





PZT actuator coefficient 10.8 ± 0.3 nm/V [131] 10.8 ± 0.3 nm/V
Linewidth 975 kHz (spec) 975 kHz
PDH Modulation frequency 35.5 MHz 35.5 MHz





Half-wave voltage Vπ 210V 210V
Γ1 @ 11MHz 0.18 rad [132] 0.19 rad
Γ2 @ 55MHz 0.22 rad [132] 0.25 rad
ΓIMC @ 29.5MHz 0.1 rad [132] 0.1 rad






Input coupler transmissivity 2000 ppm (45◦, s-pol) 2000 ppm (45◦, s-pol)
End mirror power transmissivity 10 ppm (0◦, s-pol) 10 ppm (0◦, s-pol)
Input coupler RoC > 8000 m > 8000 m
End mirror RoC 17.87 m 17.87 m
Round-trip length 27.091 m [133] 27.091 m
Round-trip loss 300 ± 20 ppm [134] 100 ppm
Linewidth 7.56 ± 0.02 kHz [134] 7.2 kHz
Finesse ≈ 1450 ≈ 1525
Transverse mode spacing 4.675MHz (spec) 4.675MHz
Mode-matching to input beam 96% [135] >96 % (target)
IMC Transmission ≈ 85% > 95% (target)
IFI loss (single-pass) 15% (guess) < 5% (target)
TableA.1: Summary of parameters for the input laser system, grouped by subsystem.
For the eventual detection of optomechanical squeezing and BHD readout, various
upgrades are in the process of being implemented (at the time of writing). I have
grouped these two sets of parameters under the blanket terms "RF readout" (before
upgrade) and "BHD" (after upgrade). Where available, measurements of these
parameters are referenced - other numbers are from old specification documents or
design targets.
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Parameter Value (RF readout) Value (BHD)
PR
C
PRM transmissivity 5.637% 5.637%
PR2 transmissivity @ θi ≈ 1◦ 25 ppm 25 ppm
PR3 transmissivity @ θi ≈ 41◦ ≈1000 ppm 50 ppm [136]
PRM curvature 122.1m 122.1m
PR2 curvature 600m −600m
PR3 curvature 700m 1000 ± 150 m [136]
Transverse mode spacing ≈ 2.44 MHz (calculated) 1.4-1.8MHz [136]
Mode matching to arm cavities ≈ 97% (calculated) > 99% (target)
Cavity length, LPRC 6.753m 6.753m
Cavity finesse, FPRC ≈ 80 > 105
Round-trip loss, LPRC ≈ 2% < 1000 ppm
Power recycling gain (for carrier) ≈ 22 > 40
SR
C
SRM transmissivity 9.903% 9.903%
SR2 transmissivity 25 ppm @ θi ≈ 1◦ 75 ppm @ θi ≈ 45◦
SR3 transmissivity @ θi ≈ 41◦ ≈1000 ppm —
SRM curvature 148.1m 148.1m
SR2 curvature 600m −600m
SR3 curvature 700m —
Transverse mode spacing ≈ 3.56 MHz (calculated) 1.3-1.8MHz [136]
Mode matching to arm cavities ≈ 96% (calculated) > 99% (target)
Cavity length, LSRC 5.399m 4.044m
Cavity finesse, FSRC ≈ 50 ≈ 60












ITM transmissivity @ 1064 (532) nm 1.384 (1.094)% 1.384 (1.094 )%
ETM transmissivity @ 1064 (532) nm 13 ppm (4.579%) 13 ppm (4.579%)
BS transmissivity 0.50 ± 0.01 0.50 ± 0.01
ITMX (ITMY) curvature 83 (-883) km 83 (-883) km
ETMX (ETMY) curvature 60.2 (57.6) m 60.2 (57.6) m
Transverse mode spacing 1.145MHz 1.145MHz
Contrast defect due to mode-mismatch ≈ 0.1% (calculated) ≤ 0.1% (target)
Cavity length, Larm 37.79m 37.79m
Schnupp asymmetry ≈ 3.5 cm 2.319 cm
Cavity finesse, Farm @ 1064 (532) nm ≈ 450(100) ≈ 450(100)
Round-trip loss, Larm ≈ 30 ppm < 30 ppm
Table A.2: Summary of the C1 core interferometer parameters. As in Table A.1,
a second column is used to indicate design/target values for the planned upgrade.
Unless otherwise specified, the angle of incidence is 0◦, polarization is p-pol, and
wavelength is 1064 nm.
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A p p e n d i x B
FEEDBACK SYSTEMS - MODELING AND MEASUREMENT
The concepts of modeling systems using Transfer Functions is ubiquitous in the field
of GW interferometry. Here, I review some useful concepts. Much of the content
in this Appendix is adapted from the excellent resource [137].
B.1 Block diagram algebra
The advantages of using transfer functions to model complex systems is that in-
put/output relations can be evaluated algebraically rather than by solving differential
equations. The limitation, however, is that solving the system in this way only
captures the "steady-state" behavior. Ironically, it is easiest to understand what is
meant by "steady-state" in the time-domain. Suppose the time evolution of a system
with initial state x(0) is described by
y(t) = CeAt x(0) + Dest, s ≡ iω, and A,C,D, ω, t ∈ R. (B.1)
If A < 0, then the first term in the above equation will exponentially decay to zero
for sufficiently large values of t, and hence, this term is often called the transient
response. Of course, if A ≥ 0, then the output y(t) grows exponentially with
time and the system is unstable. For a stable system, the second term is called
the "steady-state response", and transfer function analysis is largely only useful
when dealing with this part of the response. This limitation must be kept in mind
when assessing the performance of a system on the basis of its transfer function
- while a transfer function evaluated using block diagram algebra can tell us if a
system is stable or not, the algebraic relations are only valid for the steady-state.
In a practical implementation of a system such as a feedback loop stabilizing the
angular pointing of a suspended mirror in the LIGO interferometers, the transient
response may render a particular design unsuitable even though the transfer function
analysis doesn’t throw up any red flags. With this caveat in mind, block diagram
algebra is sufficient to assess the performance of most feedback loops used in the
LIGO interferometers. The typical topology of such a feedback system is shown
in Figure B.1. While this is in some sense the simplest system imaginable, more
complex systems like that described in Chapter 3 can be decomposed into simpler
subsystems that have this topology.
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Figure B.1: Topology of a typical feedback system used in controlling the LIGO
interferometers. P(s) denotes the "Plant" (i.e. the system to be controlled, like
a suspended mirror forming an optical cavity) while C(s) denotes the feedback
controller used. Inputs to the system are denoted in blue. r is the desired reference
you want the output, y, to track (usually 0). d denotes disturbances to the plant (e.g.
seismic perturbations) and n denotes sensing noise (e.g. photon shot noise).
We are usually interested in evaluating the transfer function from some input (colored
blue) to some output (colored green). The power of the block diagram technique
is evident - in the Laplace domain, the steady state values at various points in the
loop can be related to other points using simple algebra1 - for example, η = Pν, and
y = η + n. Going around the loop once, we get a system of equations, from which
we can extract the transfer functions of interest by eliminating all variables except
those of interest. There are four special transfer functions that are frequently used,
















In the above, Hji is the transfer function from the input "i" to the point " j" in the
loop. Knowing these transfer functions, and the spectral densities of the inputs to
the system (i.e, r , d and n), relative contributions of each input to the system output
1Interestingly, this technique is also used for deriving the field reflectivity/transmissivity equa-
tions for optical cavities, subject to the same limitations that the transient effects must really be
unimportant in the system reaching the steady state.
198
of interest, usually y, can be computed. In particular, note that the sensing noise,
n, couples to the system with unity gain when PC  1, as a result of closing the
feedback loop. This highlights the need for low noise sensors in order to realize
low-noise feedback loops. The product PC is sometimes assigned the symbol L
and denotes the Open-Loop Transfer Function (OLTF) of the system. All of these
transfer functions are, in general, frequency-dependent complex numbers, and are
usually visualized in Bode plots, from which various performance metrics like the
loop gain and some stability margins can be read off. However, in some cases,
other methods of visualization, such as the Nyquist plot, better indicate the system’s
stability.
B.2 Measuring transfer functions
An instrument like an FFT analyzer or a network analyzer2 can be used to measure
the transfer function of a system. We are usually interested in measuring L while
the feedback loop is closed - particularly when the plant is an optical cavity, there
isn’t any other good way to access the optical gain of the plant, since the cavity
length (or equivalently laser frequency) has to be precisely controlled for the field
resonant conditions to be satisfied. A commonly used technique3 is to inject a
single frequency excitation at the servo’s error point "r" in Figure B.1, and then










In fact, the ratios HudHνd and
Hηn
Hyn
simplify to L as well, and so the specific point in the
loop at which an excitation is injected depends on several practical considerations,
some of which are:
1. The excitation must not be so large that the feedback loop is pushed out of its
linear range of operation. In particular, there shouldn’t be any saturation (due
2Theworkhorses in LIGO labs at the time of writing are the SR785 by Stanford Research Systems
and the Agilent AG4395A, although alternatives like the HF2LI by Zurich Instruments and theMoku
Lab by Liquid Instruments are being adopted as alternatives.
3[138] describes more "optimal" methods of system identification by transfer function mea-
surement, which are being studied to improve the characterization of feedback loops in the LIGO
interferometers
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to finite ranges of servo electronics for example) at any point in the loop due
to the injected excitation.
2. The excitation must not be so small that it gets suppressed to below the steady-
state noise level of the system at either of the points being measured, or below
the measurement noise of the measuring instrument.
3. The SNR (i.e. the part of the signal at the measurement points coherent
with the injected signal) must be high enough that a measurement with low
statistical uncertainty can be made in a "reasonable" amount of time. Seconds
to minutes are usually considered "reasonable", although depending on the
frequency range over which the measurement must be made, measurements
that take hours are sometimes unavoidable due to the reciprocal relationship
between frequency f and time T , f = 1T .
4. A convenient mechanism must exist for the excitation to be injected (e.g. a
circuit that sums in an excitation and blends it into the feedback loop with the
option to enable or disable these paths).
Feedback loops with a large dynamic range that are commonly encountered in in-
terferometers are difficult to characterize over a large range of frequencies, given
the finite dynamic range of the measurement instruments themselves. For exam-
ple, when L  1, any excitation that is injected tends to get squished to a levels
comparable to the steady-state levels at various points in the loop, making it impos-
sible to make a coherent measurement. For example, consider the measurement in
Figure 2.4 - around 40 kHz, L ≈ 104, and so a 1 V electrical signal injected at the
servo’s error point "r" will be suppressed to 100 µV at "e", which is comparable to
the signal levels normally present at the point e (due to ambient levels of "d" and
"n"). Making the coherent measurement required would, therefore, take a long time
- in fact, the poor coherence is what is responsible for the deviation between the
modelled and measured OLTFs around 40 kHz in Figure 2.4. The excitation am-
plitude cannot be arbitrarily increased to circumvent this limitation because doing
so would lead to saturations at other points in the servo - in the specific case of
the IMC OLTF, C(s) ≈ 104, and so Hur ≈ 1, while the servo electronics usually
has a range of ±10 V, and consuming a larger fraction of this finite range to null
our injected excitation and keep the system in the linear range could lead to the
cavity losing lock (at which point the measurement becomes meaningless). Similar
constraints are imposed in the regime L  1. Therefore, the usual practice adopted
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is to make a measurement in a frequency range at which the SNR is high and the
statistical uncertainty of the measurement is low. Then, a model of the loop which
extends to frequencies outside the measured range can be fit to the measurement.
Once the model has some performance indicators like the loop UGF consistent with
a measurement, that model can be used for subsequent calculations with greater
confidence.
B.3 Stability margins
The disturbances which a feedback loop has to null might be changing with time -
for example, seismic noise levels at the 40m are elevated during the daytime when
there is considerable anthropogenic activity on Caltech’s campus. Furthermore,
the system to be controlled, P(s), may itself be changing. We would like for the
feedback loops that we use to be able to handle such varying conditions, at least for
small variations from the assumed parameters.
But when does a system become "unstable"? As mentioned earlier in this Appendix,
frequency domainmodeling has the drawback of not capturing possible subtle effects
due to transient responses to external stimuli. Nevertheless, for the system to be
stable, at the very least, the steady-state solution must remain finite. Going back
to Figure B.1, let us "break" the feedback loop by disconnecting the output of
the negative feedback block (labelled with −1) to the node at which it is summed
with the reference input "r". Then, let us ask what would happen if we inject a
single frequency signal to r (let us set d = n = 0 for this thought experiment) -
following the signal through the loop, we would expect the injected signal to return
to the summing node as −L × r . So, if L = −1, the injected signal returns to the
injection point with equal amplitude as, and in phase with, the original injection.
If we re-connect the negative feedback to once again close the feedback loop, this
input would reinforce the original injection. With repeated round trips around the
feedback loop, the injected signal grows unbounded, which is equivalent to saying
that the system becomes unstable. The point −1 on the complex plane is special for
this reason, and is called a "critical-point" in control systems literature like [137].
For all other values of L, this kind of run-away buildup of an injected excitation
does not happen, and therefore, the system passes a preliminary stability test.
From a Bode plot, two stability metrics that can just be "read-off" are the Gain-
Margin (GM) and Phase Margin (PM), as shown in Figure B.2. Keeping the












Gain Margin is -18.1 dB, crossover is at 22.76 kHz
Phase margin is 36.7 degrees, UGF is 101.00 kHz

















Figure B.2: Determining Gain and Phase Margins from a Bode plot. This Bode
plot is for a model of the IMC cavity at the 40m interferometer. A phase margin of
36.7◦ indicates that this particular loop design can tolerate a total additional phase
lag of that amount at the UGF (for instance, due to erroneous modeling of the plant).
Similarly, the gain margin of −18.1 dB means that the overall gain of the loop can
be lowered by that amount before it becomes unstable (due to arg(L) = −180◦ at the
UGF with the lowered loop gain).
|L(ω)| = 1 and arg(L(ω)) = ±180◦. However, what we would really like to know is
how close L(ω) approaches the point −1, as then, even a small perturbation to L(ω)
(due to a changing plant for example) can push the system into the unstable regime.
A Nyquist plot presents the same information as a Bode plot, but rather than plotting
the magnitude and phase of the complex valued transfer function L(ω) on two
separate plots as a function of frequency f = ω/2π, it presents the same information
by tracing the trajectory of L(ω) on the complex plane, for −∞ ≤ ω ≤ ∞. Such a
plot offers a third diagnostic of the loop’s stability - namely, the distance of closest
approach4 to the point −1 on the complex plane, called the stability margin. Nyquist
plots for L(ω) that spans several orders of magnitude are not very informative to
look at over the full range of frequencies, because the point −1 is very close to the
origin but the Nyquist contour will have very large real or imaginary components
(or both) when |L(ω)|  1. A zoomed-in Nyquist plot for the IMC servo is shown
4A more general requirement is that the Nyquist contour encircle the −1 point counterclockwise
as many times as the number of poles of L(ω) in the right-half complex plane. The stability margin
remains a suitable metric to evaluate stability, as with a sufficiently large stability margin, small
perturbations to the Nyquist contour cannot change the net number of encirclements of the −1 point.
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Unequal axes limits chosen to best visualize
net encirclements of the critical point, (-1,0).
Stability margin is 0.57, at 127.68 kHz.
−∞ < ω ≤ 0
0 < ω <∞
Critical point, (-1,0)
Closest approaches of L(ω) to (-1,0)
Figure B.3: Nyquist plot for the 40m IMC OLTF model. The information in this
plot is the same as that available in Figure B.2, except that L(ω) is plotted as a
parametric curve with −∞ < ω < ∞. I have heavily zoomed in on the area near the
origin to focus on the critical point (−1, 0), and the shortest distance between L(ω)
and this critical point. Note that the R and I axes have unequal scales, which is why
the shortest distance between L(ω) and the critial point does not appear to intersect
L(ω) at a right angle. Also plotted (in grey) is the unit circle. Other stability margins
like the phase margin can also be read off a Nyquist plot (the angle between the real
axis and the point where the Nyquist contour intersects the unit circle).
in Figure B.3, focusing on the distance of closest approach between L(ω) and the
point (−1, 0). Note that the Nyquist contours have a direction associated with them.
For |ω| → ∞, the loop gain approaches 0, and so the contours in Figure B.3 start
out at the origin as ω runs from −∞ → 0 , and then again return to the origin as ω
runs from 0→∞. For frequencies < 80 kHz, the loop gain is large and the Nyquist
contours lie outside the axes limits of Figure B.3.
The important takeaway from Figures B.2 and B.3 is that the stability margins that
can be easily read off a Bode plot are not always the ones that ultimately determine
a system’s stability. For the IMC loop, the Nyquist plot tells us that the point
most likely to introduce an instability is located at ≈ 130 kHz, and not at 100 kHz or
22.76 kHz, the frequencies associated with the Phase and GainMargins respectively.
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B.4 Loop design - the present and the future
I close this appendix with a brief discussion on how the feedback loops in LIGO
interferometers are designed, and how the process may be made more systematic.
The typical set of requirements on a feedback loop may consist of the following:
1. The closed loop must sufficiently stabilize the system against the influence of
external disturbances, within some desired control bandwidth. From Equa-
tion (B.2), we can see that the suppression is ∝ 1/|L(ω)|, and this requirement
amounts to setting a lower bound on the loop gain at frequencies within the
control bandwidth.
2. Closing the feedback loop must not degrade the system’s performance by
injecting sensing noise at frequencies outside the control bandwidth (within
the control bandwidth, the loop suppression applies and therefore, the perfor-
mance is not degraded).
3. The loop must be stable, in the sense described in Appendix B.3.
4. A more advanced requirement stems from the fact that LIGO is a Multiple-
Input-Multiple-Output (MIMO) system. Therefore, a given feedback loop
must not degrade the performance of other loops in the larger MIMO system
inside which it may be nested. Practically, this means that the preceding three
requirements have to be considered with the global MIMO system in mind.
At the time of writing, the usual procedure in feedback loop design is that an
experienced scientist iteratively tweaks an initial design, based on measurements
like that described in Appendix B.2, until the requirements are deemed to have been
satisfied.
As far as precisionmeasurement experiments go, the individual subsystems thatmust
be controlled in LIGO interferometers have dynamics that can be easily modelled,
and are amenable to techniques in feedback control design techniques like H∞[137]
and µ−synthesis (indeed, these techniques have been successfully applied to some
LIGO feedback design problems). However, the MIMO nature of the system and
the large number of feedback loops, O(100), make the problem challenging. One
promising approach that is being explored is to attack the problem numerically,
using a global optimization algorithm (analogously to the approach described in
Chapter 7). If the list of requirements can be formulated as a cost-function, then it
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is reasonable to think that a global optimizer would be able to reliably generate an
"optimal" controller, provided the assumptions and model parameters that go into
the cost function formulation are close to reality. Some early success in using such
an approach is described in [139].
Since the majority of feedback controllers are digital filters implemented in realtime
[140], another approach that is being explored is to use Neural Networks as the feed-
back controller, rather than the simple, linear controller C(s) depicted in Figure B.1.
These are easily compatible with the MIMO nature of the LIGO interferometers,
and may be able to extend the useful range of the feedback loops they are used in
by virtue of their inherent non-linearity. However, these explorations are very much
in their infancy. A technical difficulty that has to be kept in mind when considering
Neural Networks for realtime control is that the computational cost of the network
must be compatible with the clock rate of the realtime system. However, progress
in this realm is being driven so quickly that this is unlikely to be a real bottleneck.
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A p p e n d i x C
OPTICAL CAVITIES - STATICS AND DYNAMICS
Nearly every LIGO thesis has a chapter, or at least an Appendix, on this subject, so
my objective here is to simply collect some concepts / results that are particularly
relevant to the topics discussed in this thesis. Perhaps the way it is presented here
offers some alternative insights compared to the mountain of literature available.
C.1 Adjacency matrix and steady-state field relations
To analyze the optomechanical response of an interferometer, we have to know how
it responds to being pumped with electromagnetic fields at various ports (including
the vacuum fields that couple in at each port where there is some optical loss). In
the LIGO parlance, these are frequently referred to as Input-Output (IO) relations.
A common technique to calculate these is to start with an abstracted sketch of the
interferometer, as shown in Figure C.1. In fact, this is one of the more complicated
configurations onewould encounter, but the same technique can be applied to simpler
configurations like a two mirror Fabry-Pérot cavity, leading to Equation (D.1).
The algorithm is towrite equations relating the various fields, in terms of propagation
phases, and the field reflectivities and transmissivities of variousmirrors (whichmay
compound mirrors like the FPMI in Figure C.1). For example, E2 = −rPE1 + tPE61,
where rP (tP) is the field reflectivity (transmissivity) of the PRM2. The set of such
equations for Ei, i = 1 . . . 11 can then be written down in a matrix, A3. We can
then calculate the matrixM ≡ (I − A)−14. M encodes the steady-state relations
between fields at various nodes indexed by i = 1 . . . 11 in Figure C.1. For example,
1For the field reflectivity of a simple mirror, I follow a commonly used convention, see for
example, Eq. 3.8 of [6].
2These are related to the more easily measured power transmissivity (TP) as tP =
√
TP , rP =√
1 − TP − LP , with LP denoting the fraction of power lost due to processes like scattering and
absorption. When specifying the requirement on a dielectric coating for an optic like the PRM, TP
is typically the principal specification a manufacturer has to meet.
3In graph theory parlance, this is called an adjacency matrix, hence the section title. The systems
analyzed in this thesis are not so complex/high dimensional that I could leverage any techniques from
graph theory to simplify or speed up solving this set of equations, but future applications may be
able to exploit this connection.
4A has to be padded with rows of zeros appropriately to make it a square matrix that can be
inverted. For the system shown in Figure C.1, the elements of the first row of A would be all zeros.













Figure C.1: Electric fields at various points in an abstracted Dual-Recycled inter-
ferometer. The interferometer formed by the two arm cavities and the beamsplitter
are abstracted as "FPMI" (Fabry-Pérot Michelson Interferometer), to emphasize the
role of the two recycling mirrors.
the relationship between the pump field E1 and the dark port field E11 is the element
in the 11th row and 1st column ofM, which is typically functions of the tunings of the
various cavities andmirror reflectivities/transmissivities. The power of the technique
is that once this matrix is calculated, it remains valid for fields that are offset from the
carrier frequency as well (with appropriate modifications for propagation phases),
as long as we are interested in the steady-state solution. We can then calculate
several quantities of interest, such as the PDH error signal generated at a given node
in response to one or more cavity length changes, and the coupling of noise sources
such as laser frequency noise to the DARM readout channel. The length (≤ 50 m)
and finesse (≤ 100) of most of the optical cavities in LIGO interferometers are such
that the steady-state assumption is surprisingly good at all frequencies (. 10 kHz)
of relevance. An exception is the 4 km long arm cavity, and care has to be taken
when usingM to calculate signals that may be used to control the arm cavity length
(for example)5.
5Corrections due to the finite time it takes for the optical fields to build up to their steady state
value will be even more important for 3rd generation detectors which are expected to have arm
cavities that are ≈ 10× longer. Very high finesse optical cavities are the other class of systems for
which the time for field buildup to reach the steady state may be comparable to the signal frequencies
of interest.
207
The notation presented in this section is the so-called one-photon formalism, where
the electromagnetic fields of the interferometer are treated as completely classical
plane waves. This approach is sufficient in many cases, such as the recycling cavity
design study presented in Appendix D.1. However, when the quantum-mechanical
nature of the fields in the interferometer have to be taken into account, such as when
calculating the instrument noise level due to quantum vacuum fluctuations entering
the interferometer’s AS port, or correctly modeling radiation pressure effects, it is
more appropriate to use the formalism of two-photon quantum optics from [62, 63].
Fortunately, the adjacency matrix generalizes easily to the two-photon formalism,
as described in [61]. Each scalar field quantity is promoted to a two-element
vector, representing the two quadrature fields, and the matrices representing optical
elements like mirrors and beamsplitters, as well as the propagation of the field, are
appropriately modified to capture the interaction between the two quadrature fields.
C.2 Modulation, demodulation, and optical beats
Photodetectors available at the time of writing are not capable of directly responding
to the oscillating laser field used, with λ ≈ 1.064 µm, f ≈ 282 THz. The quantity
being measured, therefore, is a time-averaged optical power incident on the pho-
todetector, which is ∝ E∗E , where E is the electric field. The fact that E may
have multiple spectral components is central to deriving signals that are sensitive to
changes in the length (and indeed, angular) DoFs of the interferometer.
C.2.1 Amplitude and phase modulation
There are several equivalent ways of representing an electric field, see for example
Section 2.2.1, Equation 13 of [73]. Since an electric field has an amplitude and a
phase, we may in principle modulate each of them independently. When analyzed
in terms of the spectral content of the field, the effect of applying a modulation to
a monochromatic field is that sideband(s)6 are created, with the offset frequency of
the sideband from the unmodulated carrier being equal to the modulation frequency.
For sensing and controlling the interferometer, the technique used in all the large-
scale suspended GW detectors is known as "frontal-modulation". Explicitly, the
phase-modulated electric field injected into the interferometer may be represented
6Depending on the specific modulation mechanism, either a single sideband or a pair of sym-
metric sidebands about the unmodulated carrier ( f = f0 )may be created. For example, there are
heterodyne schemes that use the first order diffracted beam from an travelling-wave Acousto-Optic
Modulator (AOM), with a single sideband (at f = f0 + fmod). The traditional PDH scheme uses
a Pockel Cell type Electro-Optic Modulator (EOM), that creates a pair of symmetric sidebands
( f = f0 ± fmod).
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using the Jacobi-Anger expansion as






where E0 ≡ |E0 |ei2π f0t is the unmodulated laser field, Γ is the modulation depth
(also known as modulation index), fmod is the modulation frequency, Jn are Bessel
functions of the first kind, and n indexes the order of a sideband. If the field in
Equation (C.1) were incident on a photodiode, there would not be any component in
the detected power, E∗inEE, varying at fmod - terms indexed by +n and −n in the ex-
pansion would cancel each other out. In order to measure such a modulation profile,
Ein has to be optically interfered with some other stabilized field (i.e. the frequency
of this second field has to maintain a fixed relation with Ein over the measurement
time). A heterodyne measurement of the modulation profile for the beam injected
into the 40m, using a Phase Locked Loop (PLL), is shown in Figure C.2.
The details of how PM sidebands can be used to sense the difference between
laser frequency and the resonant frequency of the coupled optical cavities in an
interferometer are detailed in [51, 141], and are not rehashed here. The central idea
is worth restating - in general, we are looking for an error signal on a photodiode at










∆Li (cos 2π fmodt + sin 2π fmodt) . (C.2)
In Equation (C.2), E (c) and E (sb) denote the carrier and sideband spectral components
of the field respectively, Li is a length degree of freedom of the interferometer, and ⊗







imprinted on a field due to fluctuations in the quantity Li - for example, a mirror
moving back and forth will imprint PM sidebands, offset from the carrier frequency
by the frequency at which the mirror is moving, on any light that is reflected off it.
These sidebands then beat with a static LO field, such as E (c) or E (sb), to produce a
signal in either one or both quadratures (i.e. ∝ sin 2π fmodt or ∝ cos 2π fmodt). Note




and the field injected into the interferometer, e.g. Equation (C.1), we can use the
methods of Appendix C.1 to evaluate the relevant transfer functions at DC. In
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Γ1 = 0.193± 0.005
Γ2 = 0.246± 0.007













































Figure C.2: Characterization of the modulation profile of the input beam to the 40m
interferometer. Figure C.2(c) shows the measurement setup - such a heterodyne
scheme using a Phase-Locked Loop (PLL) is necessary as a purely phase-modulated
field like that in Equation (C.1) doesn’t produce any power variations at the mod-
ulation frequency, and hence, cannot be directly characterized by a photodiode.
Figure C.2(a) shows the measured spectrum of the heterodyne beat from the PLL,
while Figure C.2(b) shows how we can extract the parameters of the phase modu-
lation from the peak heights. The spectrum in Figure C.2(a) is more complicated
than one would naively expect from Equation (C.1) as there are multiple modulation
frequencies used. Furthermore, there are practical imperfections, such as Residual
Amplitude Modulation (RAM) that create amplitude modulation sidebands at the
modulation frequencies of 11 MHz and 55 MHz.
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general, these transfer functions have a frequency dependence - i.e. depending
on the frequency at which the aforementioned mirror is moving, the transmission
of the PM sidebands thus generated to the detection photodiode might vary in
amplitude. Fortunately, the single pole approximation works well in modeling this
frequency dependence. To set up this approximation, I reproduce Equation (D.1),











































Up till this point, the manipulation is exact, and no approximations have been
invoked yet. Now in the limit r → 1 as is usually the case,
rcav(φ,Ω) ∝
1
1 − (1 − δr)1+i
ω
ω1
, δr  1
≈
1
1 − 1 + (1 + i ωω1 )δr





1 + i ωω1
.
(C.5)
Equation (C.5) represents the transfer function of a system that has a single pole at
angular frequencyω1, for which reason this quantity is often referred to as a "cavity-
pole". While Equation (C.2) isn’t mathematically rigorous in the form it is presented,
it is very useful conceptually. For instance, it tells us that if the static field E (c) = 0,
as it is when a Michelson interferometer is tuned to operate at a perfect dark fringe,
then we only need consider the term ∂E
(c)
∂Li
⊗ E (sb), considerably simplifying analytic
calculations. If a more exact calculation is desired, then careful accounting of all
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the spectral components, i.e. terms in Equation (C.1), is required. However, for
complex interferometer configurations with multiple modulation frequencies, such
a calculation is better done by a numerical tool such as finesse[142]. Analytic
models remain, nevertheless, useful tools in validating numerical calculations.
C.3 Sensing matrix, signal separation, and noise
The tools of the previous two sections are useful when choosing the optical config-
uration of an interferometer. Design parameters such as the macroscopic lengths
of the various cavities (where "macroscopic" is used to distinguish from the micro-
scopic tuning of the cavity, which is usually at the scale of the laser wavelength, i.e.
≈ 1 µm), power transmissivities of the mirrors, and modulation frequencies, have to
be chosen such that at least in this simple, plane-wave analysis, it will be possible to
sense all of the DoFs of interest with sufficient fidelity. An example of such a design
study is presented in Appendix D.1. There, the objective was to ensure existence of
the desired signals - for instance, the length of the arm cavity was chosen such that
the 2 f1,2 modulation sidebands did not become resonant at the operating point, to
ensure that the amplitude of this field component at the interferometer’s reflection
port, which serves as the LO field for the 3 f recycling cavity locking scheme, had
relatively low sensitivity to small perturbations in the design parameters (e.g. due
to errors in positioning the optics in the vacuum envelope).
A more sophisticated analysis can be done, for example, by setting requirements
on the shot-noise limited sensitivity of the PDH error signals. Another important
consideration is separation between the error signals sensing individual DoFs. In
general, perturbing any DoF will produce a signal at all ports of the interferometer.
The design problem amounts to ensuring that there exists at least one quadrature
signal (either the sin or the cos term in Equation (C.2)) to which the dominant
contribution comes from one DoF only. The transfer functions from DoFs →
quadrature signals can be collected together in a matrix, which is known as a
sensing matrix. A convenient way to visualize the sensing matrix is in a set of
radar plots - the lengths of the stems indicate the strength of the sensing response,
while the angles between the stems are representative of the relative magnitudes of
the response in each quadrature. An example of such a sensing matrix is shown
in Figure C.3. In characterizing the interferometer, one would compare such a



















































Figure C.3: Example of a (simulated) sensing matrix, generated using finesse.
The interferometer configuration simulated here is a Dual-Recycled Michelson In-
terferometer (DRMI). The DoFs of interest in this configuration are PRCL, SRCL
and MICH, and this simulation is made for five photodiodes, each of which is mea-
suring a field at some RF frequency offset from the carrier frequency (e.g. the
REFL11 photodiode is located at the "REFL" port of the interferometer, and mea-
sures photocurrents at a 11 MHz offset from the PSL carrier frequency). From such
a simulation, one could conclude that the "Q" quadrature (i.e. 90◦ phase on the
radar plot) of the AS55 photodiode is a suitable sensor for sensing the MICH DoF,
while the I quadrature (i.e. 0◦ phase on the radar plot) of the REFL11 photodiode is
a goos sensor for the PRCL DoF. The finessemodel takes into account geometric
cross-couplings between DoFs (e.g. moving the beamsplitter changes both MICH
and PRCL), which explains why the 3 DoFs in these plots are not orthogonal as one
would expect, for example, MICH and PRCL to be.
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A p p e n d i x D
RECYCLING CAVITIES
There are numerous detailed analyses of different interferometric configurations,
e.g. [143, 144] which I don’t reproduce here. Briefly, skating over several practical
concerns, the motivation behind adding a Power Recycling Mirror (PRM) is to
boost the effective laser power injected into the interferometer, while the Signal
Recycling Mirror (SRM) allows the shaping of the detector bandwidth (sensitivity
to differential arm cavity motion) without changing the bandwidth of the Fabry-
Pérot arm cavities. Adding these optics, however, means that two additional length
degrees of freedom (in addition to several additional angular degrees of freedom)
have to be sensed and controlled. This section describes the design and control
topology of the recycling cavities at the 40m.
D.1 Recycling cavity lengths
The PDH technique is used to sense and control the PRC and SRC lengths (the DoFs
themselves are denoted as PRCL and SRCL). In order to allow sensing of both of
these DoFs, phase-modulation of the incident laser field at two RF frequencies is
employed. The PM sidebands thus generated have to be transmitted through the
IMC, and so do not have arbitrary frequency offsets from the carrier - rather, they are
chosen to be f1 and f2 = 5× f1, where f1 = 11.066209 MHz is the FSR of the IMC.
This choice ensures that both the upper and lower PM sidebands are symmetrically
and critically coupled through the IMC.
With the RF sideband frequencies thus set, the lengths of the recycling cavities also
have to be carefully matched to these frequencies to allow robust PDH sensing with
high SNR. Most of the PDH signals used to control the 40m interferometer are
generated in reflection from an optical cavity. Therefore, it is useful to review the





where φ = ΩL/c is the phase accumulated by the field (at a frequency offset Ω
relative to the carrier) in traversing the cavity of length L one-way, and ri and re are
the field reflectivites for the input and end mirror of the cavity respectively. φ can, in
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general, include any Gouy phase shifts in addition to the propagation phase, though
the former can be set to 0 for the fundamental TEM00 mode. Equation (D.1) remains
valid if either or both mirrors are "compound mirrors" composed of multiple simple
mirrors themselves - the difference being that the field reflectivity, ri, re, become a
complex numbers (as opposed to a real number for a simple mirror). The possible
explicit dependence of ri and re on Ω is suppressed in Equation (D.1). The terms
"resonant" and "anti-resonant" will be used frequently in this section, and are defined
as
resonant : arg(riree−2iφ) =2nπ, and (D.2a)
anti − resonant : arg(riree−2iφ) =2(n + 1)π, (D.2b)
where n ∈ Z≥0.
With these definitions inmind, it is instructive to review the resonance conditions that
must be satisfied in various parts of the interferometer, and suitable macroscopic1
cavity length choices:
1. The f1 and f2 sidebands must not be resonant in the arm cavities when the
carrier field is resonant, since generating a PDH error signal relies on the
sidebands being reflected from the cavity. They must also not be exactly
anti-resonant - the reason being that a technique known as 3 f − locking[43],
which is essential for lock acquisition, relies on the 2 × f1 and 2 × f2 PM
sidebands being reflected from the armcavities. If the f1 and f2 sidebandswere
exactly anti-resonant, then the 2 × f1 and 2 × f2 sidebands would necessarily
become resonant in the arm cavities, eliminating the field components that
are necessary for the 3 f − locking technique to work. Finally, in order to
satisfy Item 2, it is desirable that the reflectivity of the arm cavities for
the PM sidebands satisfy arg(rA( f2)) = 5 arg(rA( f1)). An arm cavity length
of Larm37.795 m is the only length compatible with these requirements and
constraints of the vacuum envelope in the lab.
2. The carrier, f1, and f2 sidebands must be resonant in the PRCwhen the carrier
is resonant in the arm cavities. Applying Equation (D.1) to determine the com-
1The term refers to the cavity length L correct to approximately the nearest millimeter which is
the precision of placing optics in the vacuum enclosure that is practically possible. For the fields to
be resonant in the cavity, smaller positional changes at the wavelength scale ()1 µm) need to be made
about this macroscopic separation between optics, which are called microscopic length changes in
the LIGO parlance.
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plex reflectivities of the arm cavities for the sidebands and then substituting









, n ∈ Z≥0, (D.3)
where θ1 is the complex argument of the arm cavity’s reflectivity for the f1
sideband2. The only value of n compatible with the constraints of the 40m
vacuum envelope is n = 0, yielding LPRC = 6.753 m.
3. The SRC length must be such that the f2 sideband is resonant when the carrier
is resonant in the arm cavities. The resonant field enhancement of the f2
sideband is necessary for sensing SRCL with low noise. At the same time,
the f1 sideband should not be resonant in the SRC as it is primarily used to
sense changes in the symmetric DoFs of the interferometer, namely CARM
and DARM, and so it is desirable to make the PDH signals derived from the
f1 sideband insensitive to changes in SRCL.
Two modes of operation, called "Resonant Sideband Extraction (RSE)" and
"Signal Recycling (SR)" are commonly used, and they correspond to different
propagation phases for the carrier field in the SRC. The former is the nominal
configuration of the 40m interferometer at the time ofwriting, and corresponds
to the carrier being anti-resonant in the SRC while being resonant in the arm
























, ∀m ∈ Z≥0. (D.4b)
The only value of n compatible with the constraints of the 40m vacuum
envelope is n = 1, yielding LRSESRC = 5.399 m.
For the Ponderomotive Squeezing experiment described in Chapter 4, it was
determined that the SR configuration was more appropriate. This configura-
tion corresponds to the carrier being resonant in the SRC while being resonant
in the arm cavities. Applying Equation (D.1) and Eq. (D.2a), Equation (D.4)





















, ∀m ∈ Z≥0. (D.5b)
The only value of n compatible with the constraints of the 40m vacuum
envelope is n = 1, yielding LSRSRC = 4.044 m.
4. The f2 sideband must be critically coupled from the PRC to the SRC, so that
it can sense the SRC length with low noise. This is done by adjusting the
Schnupp asymmetry [145] appropriately. The analytic expression for trans-
mission from the symmetric port of the interferometer to the anti-symmetric
side is
t =
e−i(φPRC+φSRC−θ) |rA |tPtS sin(2φ−)
1 + |rA |2rPrSe−i(2φSRC−θ) − |rA |(rP + rSe−i(2φSRC−θ)) cos(2φ−)
, (D.6)
where φi = ΩLi/c with i denoting either the PRC or the SRC, the "P" subscript
denotes the PRM, and the "S" subscript denotes the SRM, and θ = θ(Ω)
is the complex argument of the arm cavity reflectivity, rA ≡ |rA | eiθ for the
Ω1,2 = 2π f1,2 sideband. The value of l− = Ωφ−c compatible with the constraints
of the 40m vacuum envelope is lRSE− = 34.2 mm, and lSR− = 23.2 mm3.
The analytic relations Eqs. (D.3) and (D.6) and Eqs. (D.4) and (D.5) were all
validated with numerical models, from which the important results are collected in
Figure D.1
D.2 Recycling cavity folding mirrors
At the time of writing, the recycling cavities at the 40m have to contend with an
additional difficulty that the folding mirrors used to form the cavity as procured
turned out [146] to have a slightly convex RoC4. These optics are called PR2, PR3,
SR2 and SR3, and are necessary to realize cavities of a suitable length within the
confines of the vacuum envelope available in the lab. An excellent summary of the
3Note that the optimal Schnupp asymmetry depends on whether the SR or RSE configuration
is used. A larger Schnupp asymmetry of ≈ 400 mm also realizes high f2 transmission to the anti-
symmetric port (see Figure D.1(f)), but is incompatible with space constraints in the 40m vacuum
envelope.
4Ironically, one of the touted advantages of the folded design [147] is that it is more tolerant to
manufacturing errors and yields a geometrically stable cavity. Howver, the original 40m recycling
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Figure D.1: Numerical validation of suitability of macroscopic cavity lengths. (a)
and (b) show that for LA = 37.795 m, the considerations in Item 1 are satisfied. (c)
and (d) show that LPRC = 6.753 m and LSRC = 4.044 m satisfy the considerations
in Items 2 and 3 respecively. (e) and (f) show that a Schnupp asymmetry of
l− = 23.2 mm results in maximal transmission of f2 sideband power to the anti-
symmetric port of the interferometer. In these plots, γ1,2 denote the modulation






Figure D.2: Geometric visualization of stable and unstable optical cavities. These
illustrations are for twomirror cavities, but the concept is the same for folded cavities
like the 40m interferometer’s Power Recycling Cavity (PRC). In the geometrically
stable case, the concave end mirror serves to keep paraxial rays confined to the
resonator, allowing stable optical power buildup. In the unstable case, the convex end
mirror has the opposite effect, and the resonant enhancement cannot be realized as
there is little or no spatial overlap (and hence no scope for constructive interference)
of the laser field with itself as it traverses the cavity.
conditions determining the geometric stability of an optical cavity can be found in
[148], but the language of Gaussian beam optics isn’t necessary to understand the
important concept for this discussion - a simple geometric argument using ray optics
is presented in Figure D.2.
The mild convexity of the 40m PRC folding mirrors (the radii of curvature was
≈ −600 m, with the negative sign denoting convexity) made the cavity marginally
stable, which is an intermediate case between the two extremes shown in Figure D.2.
The mode-confinement was sub-optimal, leading to low power enhancement in the
cavity. Furthermore, the non-ideal transverse mode spacing meant that higher
order TEMmn spatial modes co-resonated with the fundamental TEM00 mode, since
including the Gouy-phase effect, they too picked up a round-trip phase of 2π after
traversing the cavity as described in Equation (D.2a). Even though the IMC cavity
serves as a spatial mode filter5, the input beam to the PRC has some higher order
content due to imperfect mode-matching and misalignment between the beam and
cavity axes. The net result was that the PDH error signal in reflection became
polluted and it was no longer possible to use it as a cavity length error signal, an
effect which has been seen in interferometric detectors in the past [149].
5In practise, if one chooses a TEMmn mode with large enough m + n, a co-resonance cannot
be avoided. When undertaking a design study, a reasonable rule-of-thumb is to ensure that co-
resonances are avoided for m + n ≤ 15, as spatial mode cleaning cavities usually ensure that there is
negligible power in modes of higher order than this.
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In order to realize a geometrically stable cavity that allowed somewhat robust lock-
ing of the interferometer, a decision was taken to flip the folding mirrors such that
the reflecting surfaces forming the optical cavity became concave rather than con-
vex. However, in this configuration, the mirror substrate and anti-reflection (AR)
coating are inside the cavity, and act as sources of optical loss, thereby reducing the
achievable recycling gain. These losses are estimated to be ≈ 0.5% per mirror, and
in a round trip, the beam encounters each of the two folding mirrors twice, for a total
round-trip loss of ≈ 2%. The mode-matching between the RC and the arm cavities
is also slightly degraded, but this compromise at least permitted repeatable locking
of the interferometer, and was therefore deemed reasonable. Once this change was
effected, it was possible to lock the recycling cavities repeatably and reliably.
D.3 Design study for stable recycling cavities
Tomitigate the limited optical power buildup due to increased losses in the recycling
cavity, it was decided that new folding mirrors would be procured. In order to avoid
a repeat of the experience with the first set of mirrors that were ordered, a more
rigorous design study was undertaken. The objective of the study was to determine
an RoC specification for a folding mirror such that (i) a single specification could
be used in both the Power and Signal recycling cavities, (ii) the design had adequate
transverse mode spacing, and allowed > 99 %mode matching between the recycling
and arm cavities, (iii) the specification was such that it is technologically feasible
to manufacture, and (iv) the design be tolerant to manufacturing errors in the RoC
and errors in the positioning of the optic in the propagation path, keeping the cavity
geometrically stable and the mode-matching efficiency to the arm cavity high.
A combination of analytic and numerical [142, 150] tools were employed in the
study.
D.3.1 Power Recycling Cavity
In summary, it was found that an optic with RoC of R = 1000 ± 150 m, when used
as the PR3 optic, with the PR2 optic flipped back such that it is seen as a convex
optic by the cavity, would satisfy all of our requirements. The ±150 m tolerance on
the nominal specification was deemed sufficiently wide that a manufacturer would
be able to meet this specification with high confidence, while also being tolerant to
measurement uncertainty in our characterization of the convexity of the PR2 optic
and positioning of these optics in the vacuum envelope. This qualitative statement
is quantified in the corner plot Figure D.4(a).
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Figure D.3: Numerical model of the (average) mode overlap between the PRC and
the arm cavities. It was decided that the in-hand, convex PR2 optic would be flipped
back the "correct" way around, and PR3 would be designed to have the appropriate
concavity to guarantee cavity stability.
D.3.2 Signal Recycling Cavity
The original design study assumed that the RSE configuration of the interferometer
would be retained. However, it was later decided that the SR configuration would
be more appropriate for the Ponderomotive Squeezing experiment described in
Chapter 4. By the considerations of Appendix D.1, the macroscopic length had to
be appropriately shortened by ≈ 1.5 m. The specification of R = 1000 ± 150 m for
the RoC of the new optic to be procured was originally chosen such that it would
also serve as a suitable SR3 optic. However, with the shortened cavity length, it was
found that a stable SRC could be realized using only a single folding mirror (called
SR2) that had a nominal RoC of R = −700 m. This specification was compatible
with the existing SR2 optic, once flipped backwith the convex side of the optic facing
the cavity. The robustness of the geometric stability (for which the Transverse Mode
Spacing is a proxy) and the mode overlap between the SRC and the arm cavities to
errors in the assumed RoCs of the SRC optics and their positioning, is quantified in
the corner plot Figure D.4(b).
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Figure D.4: Robustness of PRC [(a)] and SRC [(b)] designs to errors in optic RoC
and positions. νvert, hor denotes the vertical/horizontal Transverse Mode Spacing
(TMS) of the cavity and is a proxy for the cavity’s geometric stability, while |C|2 is
the average mode overlap efficiency between the recycling cavity and the arm cav-
ities. corner plots [119] allow visualization of correlations in a high-dimensional
parameter space, by plotting the marginalized distributions between pairs of perfor-
mance metrics. In the 2D histograms, a value with a darker shade indicates a higher
probability of the metric taking on that value. To generate these plots, the emcee
package [118] was used to perturb about their nominal values (i) RoC of the optics
by ±5%, (ii) separation between the optics by ±5 mm, and (iii) angles of incidence
on the folding mirrors by ±1◦. Perturbations were drawn from i.i.d. zero mean
Gaussian distributions, with standard deviations being the ± values quoted, all of
which were deemed to be reasonable from a manufacturing / optic placement point
of view. 105 samples were generated, and the median value of ν, |C|2 are indicated
in the histogram titles.
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A p p e n d i x E
SUSPENDED OPTIC CLEANING PROCEDURE
For the most part, we followed the guidelines set out in [151] to clean the in-vacuum
suspended mirrors. By doing so, we were able to realize the lowest ever measured
optical loss in the C1 interferometer, with the ≈ 1 cm beam size in the Fabry-Pérot
arm cavities. Where they differ from the procedure in [151], some particular details
of the cleaning procedure for theC1 interferometer are documented in thisAppendix.
E.1 Solvents
For the most pristine optical surfaces, the actual cleaning agent used is a commercial
polymer-based product, First Contact [50] (in favor of other traditional cleaning
techniques like drag-wiping using methanol or isopropanol). Per the guidance set
out in [151], First Contact is not compatible to be mixed in any form with methanol
or isopropanol. At C1, First Contact is "painted on" to the optic using a brush. To
keep the brush from drying out and stiffening between successive applications, it
is immersed in a beaker filled with acetone (the only compatible solvent approved
for use with First Contact). We found that it was necessary to use spectroscopic
grade acetone1 from a freshly opened bottle (100mL bottles are best suited to avoid
wastage and the remaining acetone can be used for general laboratory use such as
wiping down surfaces). Lower grade acetone (or spectroscopic grade acetone that
has been exposed to ambient air for more than a few hours) has higher water content
and was empirically found to leave water-mark residues on the optic, as shown in
Fig. E.1.
E.2 Preparation for in-situ cleaning
The core optics are suspended from single wire loop pendulums inside the vacuum
chambers. For the cleaning to be effective, we make every reasonable effort to
keep the environment to which the optic is exposed during the process as clean as
possible. A portable HEPA filter unit, with Ameristat®film draped around is placed
adjacent to the vacuum chamber door as shown in Fig. E.2(a). All cleaning is done
within this temporary "clean-room".
1Weused "Acetone, 99.8%, ExtraDry, AcroSeal™", which has a purity of 99.8%and amaximum
of 0.005% water content.
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(a) (b)
Figure E.1: HR optic surface after cleaning with First Contact. Fig. E.1(a) shows
residual water marks in the central clear aperture that persist on the optic even
after multiple rounds of cleaning (it may be necessary to zoom in to the image to
see these). We hypothesized that these were due to using insufficiently dehydrated
acetone for cleaning the applicator brushes. Fig. E.1(b) shows the same optic, after
multiple rounds of cleaning, this time only using spectroscopic grade acetone in the
process.
It is easier to work with an optic that is fixed relative to the inertial coordinate
system rather than suspended and freely swinging. The suspension cage has several
"earthquake-stops" in close proximity to the optic. These are screws in threaded
holes that have soft viton pieces at their tips. Normally, these screws are in a
"withdrawn" position such that their viton tips are > 5 mm from the optic. For
the cleaning, we adjust the position of these screws such that the soft viton tips
clamp the optic fixed, without scratching / damaging the optic. 4 stops are also
situated at the bottom of the optic, which support the weight of the optic and mildly
unload the suspension wire loop. The wire is 42 µm in diameter and extremely
fragile - this step helps to avoid accidentally breaking the wire during the cleaning
procedure, which would then necessitate a time and labour intensive re-suspension
procedure. Similarly, clamping the optic fixed using the face earthquake stops helps
avoid accidentally bumping the optic against the suspension cage and knocking off
magnets glued onto the AR face of the optic for actuation purposes. For this purpose,
and also to allow greater freedom of movement for the suspension tower, OSEMs,
224
(a) (b)
Figure E.2: Preparation for cleaning a suspended optic. Fig. E.2(a) shows a portable
clean environment set up next to the vacuum chamber housing a suspended optic,
to keep the environment the optic is exposed to as clean as reasonably possible.
Fig. E.2(b) shows a suspended optic, clamped fixed with earthquake stops, with a
film of First Contact applied to the HR face.
which are normally in close proximity to the optic, are also removed. Sometimes, it
is necessary to un-suspend an optic, such as when an earthquake event causes one
of the actuation magnets to be knocked off. In such cases, these steps do not have to
be followed exactly, as we have the freedom to remove the optic and clean it ex-situ.
Now the optic is ready to have First Contact applied, following the guidelines in
[151], as shown in Fig. E.2(b).
E.3 Suspension cage and AR face cleaning
With the HR face of the optic protected by a film of First Contact, we wiped down
the metal surfaces using clean wipes soaked in acetone. Additionally, we cleaned
the barrel of the suspended optic using optical grade wipes soaked in acetone. The
idea was that having these surfaces as clean as possible would prevent the migration
of dirt / dust / other impurities onto the HR face of the optic over time. Finally,
the AR side of the optic was also cleaned. As shown in Fig. E.2(b), access to the
AR face is much more restricted than the HR face, due to metal structures on the
suspension cage for holding the OSEMs. Nevertheless, it is possible to apply First
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Contact using a small brush. If access is deemed too restrictive, the AR face may be
cleaned using traditional drag-wiping techniques using a methanol-soaked optical
grade wipe.
E.4 First-contact removal, inspection, and pumpdown
After waiting for the prescribed time for the First Contact film to dry, we are ready
to remove the film and inspect the optical surface for cleanliness. During the First
Contact application, one or more PEEK tabs are embedded in the film (the solvent
evaporates while the PEEK tab gets embedded in the polymer matrix). By pulling
on these, the dried film can be removed. A flow of ionized gas is maintained over
the HR surface during the peeling for discharging and preventing ambient charged
dust particles from being attracted to it. A green flashlight is used to illuminate the
surface of the optic, which is visually inspected. Some high-resolution photographs
are taken for documentation purposes. The appearance of residual dirt is extremely
sensitive to the angle of illumination, so it is hard to definitively set a criterion for
this step by which the optic is judged "clean-enough". We have found that even
with the optic appearing like in Fig. E.1(a), the round-trip loss in the Fabry-Pérot
cavity was as low as 50 ppm (only ≈ 50% worse c.f. the best measured value
of ≈ 30 ppm, whereas before cleaning, the loss was as high as 500 ppm) at the
operating wavelength of 1064 nm. Nevertheless, best effort is made to have the HR
face as clean as possible. The prescription from the LIGO engineering group is to
repeatedly apply First Contact until the optical surface is deemed sufficiently clean.
Empirically, we found that after 3 successive rounds of application, we found no
visual improvement to the surface cleanliness.
Finally, it is desirable to restore the optic to a position that recovers the nominal
optical cavity alignment, re-install the OSEMs, release the earthquake stops, and
pump down the vacuum envelope to nominal pressure levels, as soon as possible
after the last coat of First Contact is peeled off. Since the C1 interferometer has a
continuous vacuum envelope, if multiple optics are cleaned in multiple chambers,
the entire process can take several hours, or even multiple days. Therefore, this
prescription is more a qualitative guideline rather than a quantitative one. We were
able to observe losses as low as 30 ppm round trip by pumping the vacuum envelope
down within 14 hours of the last coat of First Contact being removed.
