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Abstract
Beginning from any .nite unary algebra with at least two fundamental operations, there is
an in.nite ascending chain of .nite algebras that are alternately dualisable and non-dualisable.
We obtain this result while characterising the .nite algebras that can be embedded into a
non-dualisable algebra. As an aside, we give an example of a non-dualisable algebra that can
be constructed by adding a constant operation to a dualisable algebra.
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0. Introduction
There is a natural way to strengthen the de.nition of non-dualisability. A .nite
algebra M is called inherently non-dualisable if each .nite algebra that has M as a
subalgebra is non-dualisable. This concept was introduced by Davey et al. [7]. (Their
original de.nition of inherent non-dualisability is di=erent, but equivalent, to the one
above; see Lemma 1.2.) Perhaps surprisingly, many of the algebras that are known to
be non-dualisable are also inherently non-dualisable. For example, each non-dualisable
two-element algebra is inherently non-dualisable [1,7] and each non-dualisable graph
algebra is inherently non-dualisable [7]. Similarly, all the non-dualisable p-semilattices
are inherently non-dualisable [8]. In contrast, there are no inherently non-dualisable
unary algebras at all: every .nite unary algebra can be embedded into a dualisable
algebra [2].
E-mail address: j.pitkethly@latrobe.edu.au (J.G. Pitkethly).
0012-365X/03/$ - see front matter c© 2002 Elsevier B.V. All rights reserved.
PII: S0012 -365X(02)00756 -2
220 J.G. Pitkethly /Discrete Mathematics 269 (2003) 219–237
In this paper, we shall consider the corresponding notion of inherent dualisability.
We will say that a .nite algebra M is inherently dualisable if every .nite algebra that
has M as a subalgebra is dualisable. There are some algebras that are already known
to be inherently dualisable simply by virtue of their type. A unar is a unary algebra
with only one fundamental operation. Every .nite unar is inherently dualisable, since
all .nite unars are dualisable [14]. We shall say that a type F is small if
(i) each operation symbol in F is either nullary or unary, and
(ii) there is at most one unary operation symbol in F .
In this paper, we will prove that a .nite algebra is inherently dualisable if and only if
it has small type.
In Section 1, we give a brief introduction to dualisability. Then, in Section 2, we
show that algebras that do not have small type are not inherently dualisable. In other
words, we prove that every .nite algebra whose type is not small can be embedded
into a non-dualisable algebra. We already know that every .nite unary algebra can be
embedded into a dualisable algebra [2]. So we obtain a rather impressive corollary: for
any .nite unary algebra M with at least two fundamental operations, there is an in.nite
chain M6M06M16 · · · such that M2i is dualisable and M2i+1 is non-dualisable, for
all i∈!.
To .nish the characterisation of inherently dualisable algebras, we shall prove that
every .nite algebra with small type is dualisable. Each algebra with small type is term
equivalent to a unary algebra with at most one non-constant operation. In discussion,
we shall refer to such a unary algebra as a unar with added constants. The proof that
every .nite unar is dualisable [14] is a relatively straightforward application of the
binary-homomorphisms methods of Davey et al. [2]. Unfortunately, this approach does
not seem to work for unars with added constants. In Section 3, we will use a quite
di=erent style of proof to establish the dualisability of a large class of unary algebras,
a class that includes all .nite unars and all .nite unars with added constants.
We shall say that a unary algebra M is linear if, for all unary term functions u and
v of M, there is a unary term function w of M such that u=w ◦ v or v=w ◦ u. We
will prove that every .nite linear unary algebra is dualisable. (It will then follow that
each .nite algebra with small type is inherently dualisable.) The class of linear unary
algebras has been studied in other contexts. Sichler [17] has shown that a .nite unary
algebra generates a group-universal variety if and only if it is not linear. Valeriote [19]
showed that a .nite unary algebra (of .nite type) generates a variety with a decidable
.rst-order theory if and only if it is linear.
Since adding constant operations to a unar causes rather unexpected complications
from the point of view of duality theory, the following general question suggests itself.
Is it possible to create a non-dualisable algebra by adding a constant operation to
a dualisable algebra?
It is easy to move in the opposite direction—to create a dualisable algebra by adding
a constant operation to a non-dualisable algebra. The two-element implication algebra
J.G. Pitkethly /Discrete Mathematics 269 (2003) 219–237 221
I= 〈{0; 1};→〉 has one binary operation that is given by the table below.
→ 0 1
0 1 1
1 0 1
The implication algebra I was the .rst known example of a non-dualisable alge-
bra [10]. However, the algebra 〈{0; 1};→; 0〉 is term equivalent to the two-element
Boolean algebra and is therefore dualisable [18]. There are also examples among
unary algebras. For each n∈!, we denote a map u : {0; : : : ; n}→{0; : : : ; n} by the
string u(0) · · · u(n). Clark et al. [3] showed that the three-element unary algebra
〈{0; 1; 2}; 010; 002; 001; 110〉 is non-dualisable but the algebra 〈{0; 1; 2}; 010; 002; 001;
110; 222〉 is dualisable.
It is not so easy to create a non-dualisable algebra by adding a constant operation
to a dualisable algebra. There are large classes of algebras for which dualisability is
preserved by adding constants. For example: the class of two-element algebras [5],
the class of three-element unary algebras [3], and the class of all .nite algebras that
generate a congruence-distributive variety [6,10].
Nevertheless, there are examples of non-dualisable algebras that can be created by
adding a constant operation to a dualisable algebra. Davey and Quackenbush [9] have
shown that, for each odd number m, the dihedral group Dm of order 2m is dual-
isable. In an unpublished manuscript [12], Idziak proved that, for each odd m, the
algebra obtained from Dm by adding all the constants is not dualisable. In Section 2,
we shall give another such example. There is a seven-element non-dualisable unary
algebra that can be obtained by adding a constant operation to a dualisable unary
algebra.
1. Dualisability
This section is meant to serve as a quick refresher on the aspects of duality theory
that we require in this paper. The text by Clark and Davey [1] is recommended for
readers looking for a more thorough introduction to the theory of natural dualities.
Roughly speaking, a .nite algebra is said to be dualisable if it is possible to set up
a representation for the quasi-variety it generates in a special, natural way. To make
this more precise, let M be a .nite algebra and de.ne A to be the quasi-variety
ISP(M) generated by M. We want to represent each algebra in A as an algebra of
continuous structure-preserving maps. First, de.ne an algebraic relation on M to be
a relation r⊆Mn, for some n∈!\{0}, such that r determines a subalgebra of Mn.
To try to set up a representation for A, we begin by choosing a topological structure
M∼ = 〈M ;R;T〉 such that R is a set of algebraic relations on M and T is the discrete
topology on M . The structure M∼ is called an alter ego of M.
For each algebra A∈A, we can de.ne the dual of A to be the topologically closed
substructure D(A) of M∼
A whose universe is the set A(A;M) of all homomorphisms
from A to M. De.ne X to be the class IScP+(M∼) of all isomorphic copies of
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topologically closed substructures of non-zero powers of M∼ . Then D(A) belongs to X,
for all A∈A. For each X∈X, de.ne the dual of X to be the subalgebra E(X) of MX
whose universe is the set X(X;M∼) of all morphisms from X to M∼ . So E(X) belongs
to A, for all X∈X.
Now let A∈A. There is a natural evaluation map eA :A→ED(A), which is given
by eA(a)(x) := x(a), for all a∈A and x∈A(A;M). Since A∈ISP(M), the map eA
is an embedding. We say that the structure M∼ yields a duality on A if the map eA
is an isomorphism. We say that M∼ yields a duality on A if M∼ yields a duality on
each algebra in A. In the case that M∼ yields a duality on A, each algebra A in A is
isomorphic to the algebra ED(A) of continuous relation-preserving maps. The algebra
M is called dualisable if there is some alter ego M∼ of M that yields a duality on A.
In fact, dualisability is really more a property of a quasi-variety than a property of an
algebra. The following theorem, proved independently by Davey and Willard [11] and
Saramago [16], shows that di=erent .nite algebras that generate the same quasi-variety
must share dualisability or non-dualisability.
Theorem 1.1 (Davey and Willard [11] and Saramago [16]). Let M and N be 5nite
algebras such that ISP(M)= ISP(N). If M is dualisable, then N is dualisable.
This theorem can be used to show very quickly that our de.nition of inherent non-
dualisability is equivalent to the original de.nition due to Davey et al. [7].
Lemma 1.2. Let M be an inherently non-dualisable algebra. Then a 5nite algebra N
must be non-dualisable if M∈ISP(N).
Proof. Let N be a .nite algebra such that M∈ISP(N). Then there is an embedding
’ :M→Nk , for some k∈!\{0}. The algebra ’(M) is inherently non-dualisable, and
so Nk is non-dualisable. But ISP(Nk)= ISP(N), and therefore N is non-dualisable,
by Theorem 1.1.
There are many nice examples of natural dualities. For instance, Stone’s duality for
Boolean algebras [18] and Priestley’s duality for distributive lattices [15] can both be
set up as natural dualities. The following theorem produces a multitude of dualisable
algebras.
Theorem 1.3 (Clark et al. [2]). Let M be a 5nite algebra. Assume there is a pair of
homomorphisms ∨;∧ :M2→M such that 〈M ;∨;∧〉 is a lattice. Then M is dualisable.
There are also lots of examples of non-dualisable algebras. The two-element impli-
cation algebra I is known to be non-dualisable [10]. We shall be using the fact that
the three-element unary algebra 〈{0; 1; 2}; 001; 010〉 is non-dualisable [3].
The lemma below gives a simple method for showing that an algebra M is not
dualisable. This lemma is the unpublished precursor to the inherently non-dualisable
algebra theorem [1,7]. For each s∈S, let s :MS→M denote the sth projection function.
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Lemma 1.4 (Clark et al. [3]). Let M be a 5nite algebra. Assume there is a subalge-
bra A of MS , for some set S, and an in5nite subset A0 of A such that
(i) for each homomorphism x :A→M, the equivalence relation ker(xA0 ) has a unique
non-trivial block;
(ii) the algebra A does not contain the element g of MS given by g(s) := s(as),
where as is any element of the non-trivial block of ker(sA0 ).
Then M is non-dualisable.
For each n∈!\{0}, de.ne Rn to be the set of all n-ary algebraic relations on M.
If the algebra M is dualisable, then the structure M!∼ = 〈M ;R!;T〉 yields on duality
on A, where R! :=
⋃{Rn | n∈!\{0}}. We call M!∼ the brute-force alter ego of M.
Consider an algebra A∈A and a map  :A(A;M)→M . The map  is said to be a
brute-force morphism if it is a morphism  : D(A)→ M!∼ . We call  an evaluation if
= eA(a), for some a∈A. It is straightforward to check that M is dualisable if and
only if, for all A∈A, every brute-force morphism  :A(A;M)→M is an evaluation.
There are several more de.nitions we shall be using throughout this paper. Let
A∈A and let  :A(A;M)→M . For any Y ⊆A(A;M) and a∈A, we say that  is
given by evaluation at a on Y (or just that  is an evaluation on Y ) if Y = eA(a)Y .
Finally, we say that a subset B of A is a support for  if, for all x; y∈A(A;M) with
xB =yB, we have (x)= (y).
In Section 3, we will be using the following two results to help prove that every .nite
linear unary algebra is dualisable. The .rst (deep) result was proved independently by
Willard [4] and ZPadori [20,1]. This theorem allows us to give purely combinatorial
proofs of dualisability. The second (easy) result follows from Chapter 10 [1] and
appears explicitly in [2].
Theorem 1.5 (Clark et al. [4], Clark and Davey [1] and ZPadori [20]). Let M be a 5-
nite algebra and let M∼ = 〈M ;R;T〉 be an alter ego of M such that R is 5nite. Then
M∼ yields a duality on A := ISP(M) provided M∼ yields a duality on each 5nite
algebra in A.
Lemma 1.6 (Clark et al. [2]). Let M be a 5nite algebra and de5ne A := ISP(M).
Let n∈!\{0} and let  :A(A;M)→M , for some A∈A. Then  preserves each
relation in Rn if and only if  is an evaluation on every subset of A(A;M) with at
most n elements.
2. Embeddings into non-dualisable algebras
In this section, we show that every .nite algebra whose type is not small can be
embedded into a non-dualisable algebra. The following lemma deals with the unary
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Fig. 1. Extending a unary algebra to make it non-dualisable.
case. For each unary algebra A= 〈A;F〉, de.ne the directed graph G(A)= 〈A;EA〉,
where
EA := {(a; u(a)) | a∈A and u∈F}:
We say that a unary algebra A is connected if G(A) is connected as a simple graph.
Lemma 2.1. Let F be a type such that
(i) each operation symbol in F is either nullary or unary, and
(ii) there are at least two unary operation symbols in F .
Then every 5nite algebra of type F can be embedded into a non-dualisable algebra.
Proof. Let F1 denote the set of all unary operation symbols in F , and choose distinct
symbols u; v∈F1. Let M= 〈M ;FM〉 be a .nite algebra of type F and assume that
M ∩!= ∅. De.ne r := |M | + 1 and S := {0; : : : ; r}. We want to de.ne an extension
N= 〈M ∪ S;FN〉 of M. To do this, we just need to say how the unary operations in
FN act on S. For the two chosen symbols u; v∈F1, set
uN(s)=


0 if s=0;
1 if s=1;
s− 1 otherwise;
and vN(s)=


1 if s=0;
0 if s=1;
s− 1 otherwise
for all s∈S. For every other symbol w∈F1\{u; v}, set wNS = idS . Now let N[ denote
the reduct of N with type F1. Then S is the underlying set of a subalgebra S of N[.
The algebra S is illustrated in Fig. 1. We will be using Lemma 1.4 to prove that N is
not dualisable. For all k∈!\{0}, all n1; : : : ; nk ∈! and all a; b1; : : : ; bk ∈S, de.ne the
element ab1···bkn1···nk of S
! by
ab1···bkn1···nk (i)=
{
bj if i= nj for some j∈{1; : : : ; k};
a otherwise:
Now de.ne two subsets of S! by
A0 := {10n | n∈!} and A1 := {r01mn |m; n∈! with m = n}:
Let A denote the subalgebra of N! generated by A1, and let A∗ denote the subalgebra
of (N[)
! generated by A1.
The unary algebra A∗ is connected. To see this, let k; ‘; m; n∈! such that k = ‘ and
m = n. We shall show that there is a path between r01k‘ and r01mn in the graph G(A∗).
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As A1 generates A∗, it will then follow that A∗ is connected. First assume that k =m.
Then
r01k‘
ur−1→ 10k u
r−1
← r01km v→ (r − 1)10km u
r−2
→ 10m u
r−1
← r01mn
in A∗. Now assume that k =m. We have
r01k‘
ur−1→ 10k u
r−1
← r01mn
in A∗. There is a path in G(A∗) between r01k‘ and r
01
mn. So A
∗ is connected.
Let x :A→N be a homomorphism. For every n∈!, we have 10n = ur−1(r0 1nn+1). There-
fore A0⊆A∗⊆A. We want to show that there is a unique non-trivial block of ker(xA0 ).
Since the algebra A∗ is connected, we know that x(A∗)⊆M or x(A∗)⊆ S.
Case (a): x(A∗)⊆M . Let m; n∈! with m = n. We shall prove that x(10m)= x(10n).
It will then follow that ker(xA0 ) has only one block. First, let k∈!\{m; n} and let
‘∈{m; n}. Then
r01k‘
u→ (r − 1)01k‘ u→ · · · u→ 201k‘ u→ 10k
in A∗. As |x(A∗)|6|M |= r − 1, the map x must collapse two of the above elements
of A∗. Since x preserves u, it follows that x collapses 201k‘ and 1
0
k . So x(2
01
km)= x(1
0
k)=
x(201kn). We now have
x(10m)= x(v(2
01
km))= v(x(2
01
km))= v(x(2
01
kn))= x(v(2
01
kn))= x(1
0
n):
Thus ker(xA0 ) has only one block.
Case (b): x(A∗)⊆ S. For all n∈!, we have u(x(10n))= x(u(10n))= x(10n). Therefore
x(A0)⊆{0; 1}. Since we are trying to prove that ker(xA0 ) has a unique non-trivial
block, we can assume that x(A0) = {1}. There is some n∈! such that x(10n)= 0. Let
m∈! with m = n. Then
10n
u← 201nm v→ 10m
in A∗. Under the homomorphism x, we have
0 u← 0 v→ 1
in M, and therefore x(10m)= 1. So A0\{10n} is the unique non-trivial block of ker(xA0 ).
Now, de.ne g∈N! by g(i) := i(ai), where ai is any element of the unique non-
trivial block of ker(iA0 ). Then g is the constant sequence 1ˆ. We can de.ne a sub-
universe B of N! by
B := {mˆ |m∈M}∪ {a∈S! | {0; 1}⊆ a(!)}:
Since A1⊆B, it follows that A⊆B. Thus 1ˆ =∈A, whence N is non-dualisable, by
Lemma 1.4.
The next result highlights the complexity of dualisability for unary algebras. It fol-
lows from the previous lemma and the fact, proven by Clark et al. [2], that every .nite
unary algebra can be embedded into a dualisable algebra.
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Corollary 2.2. Let M= 〈M ;FM〉 be a 5nite unary algebra with |F |¿2. There is an
in5nite chain M6M06M16 · · · of 5nite algebras such that M2i is dualisable and
M2i+1 is non-dualisable, for all i∈!.
It remains to show that each .nite non-unary algebra can be embedded into a non-
dualisable algebra. We will be building our proof around the two-element implication
algebra I= 〈{0; 1};→〉. Despite its innocent appearance, the algebra I is very badly
behaved. Davey et al. [7] proved that the algebra I is inherently non-dualisable. We
shall see that their proof can be used to show that I satis.es an even stronger version
of non-dualisability.
Let A be an algebra. An algebra B is called a subreduct of A if there is a term
reduct A[ of A such that B6A[. We will say that a .nite algebra M is contagiously
non-dualisable if each .nite algebra N that satis.es the following two conditions is
non-dualisable:
(i) M is a subreduct of N;
(ii) for each k∈! and each term function % :Nk →N of N, we have
(a) %(Mk) ⊆ N\M , or
(b) %(Mk) ⊆ M and % Mk :Mk →M is a term function of M.
Every contagiously non-dualisable algebra is inherently non-dualisable.
The next lemma provides a method for showing that an algebra is contagiously
non-dualisable.
Lemma 2.3. Let M be a 5nite algebra. Assume there is a subalgebra A of MS , for
some set S, and an in5nite subset A0 of A such that
(i) for each 5nite-index congruence & on A, the equivalence relation &A0 has a
unique non-trivial block,
(ii) the algebra A does not contain the element g of MS given by g(s) := s(as),
where as is any element of the non-trivial block of ker(sA)A0 .
Then M is contagiously non-dualisable.
Proof. Let N be a .nite algebra such that M is a subreduct of N and, for each k∈!,
every term function % :Nk →N of N satis.es
(a) %(Mk)⊆N\M , or
(b) %(Mk)⊆M and %Mk :Mk →M is a term function of M.
We will prove that N is non-dualisable, using Lemma 1.4. Since A⊆MS ⊆NS , we can
de.ne A+ to be the subalgebra of NS generated by A. Let x :A+→N be a homomor-
phism. We want to show that the equivalence relation ker(xA0 ) has a unique non-trivial
block. Since M is a subreduct of N, the algebra A is a subreduct of the algebra A+.
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So ker(xA) is a congruence on A. As N is .nite, the congruence ker(xA) has .nite
index. By assumption, there is a unique non-trivial block of ker(xA)A0 = ker(xA0 ).
Now de.ne g+∈NS by g+(s) := s(as), where as is any element of the non-trivial
block of ker(sA0 ). Then g
+ = g∈MS\A. It remains to show that g+ =∈A+. To do
this, we shall check that A+⊆A∪ (N\M)S . Let % :Nk →N be a term function of N,
for some k∈!, and let a1; : : : ; ak ∈A. If %(Mk)⊆N\M , then %(a1; : : : ; ak)∈(N\M)S .
If %(Mk)⊆M and % Mk :Mk →M is a term function of M, then %(a1; : : : ; ak)∈A.
Thus A+⊆A∪ (N\M)S , whence g+ =∈A+. It now follows that N is non-dualisable, by
Lemma 1.4. So M is contagiously non-dualisable.
Davey et al. [7] proved that the two-element implication algebra I is inherently
non-dualisable in two steps. They showed that
(i) the two-element implication algebra satis.es the hypotheses of Lemma 2.3
[7, Lemma 5], and
(ii) the hypotheses of Lemma 2.3 imply inherent non-dualisability [7, Theorem 3].
So I is also contagiously non-dualisable. We are now ready to show that every .nite
non-unary algebra can be embedded into a non-dualisable algebra.
Lemma 2.4. Let M be a 5nite algebra that has an n-ary fundamental operation, for
some n∈!\{0; 1}. Then M can be embedded into a non-dualisable algebra.
Proof. Assume that 0; 1 =∈M . Let F denote the type of M and choose some h∈F such
that k := arity(h)¿2. We want to de.ne an extension N= 〈M ∪{0; 1};FN〉 of M. Let
→ denote the usual implication operation on {0; 1}. We shall de.ne the operation
hN :Nk →N by
hN(a1; : : : ; ak)=


hM(a1; : : : ; ak) if a1; : : : ; ak ∈M;
a1→ a2 if a1; : : : ; ak ∈{0; 1};
a1 otherwise:
For each f∈F\{h} with ‘ := arity(f) =0, de.ne the operation fN :N‘→N by
fN(a1; : : : ; a‘)=
{
fM(a1; : : : ; a‘) if a1; : : : ; a‘∈M;
a1 otherwise:
The nullary operations of N have the same values as the corresponding nullary oper-
ations of M.
Now de.ne the term function  :N 2→N of N by a b := hN(a; b; : : : ; b). Then  
agrees with the implication operation → on I := {0; 1}. So the two-element implication
algebra I is a subreduct of N.
We already know that I is contagiously non-dualisable. So let n∈!. To see that N
is non-dualisable, it is enough to show that, for each n-ary term % of type F , one of
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the following conditions is satis.ed:
(a) %N(I n)⊆M ;
(b) %N(I n)⊆ I and %NI n : I n→ I is a term function of I.
We know that %N∈M , for each nullary term % of type F . So we can assume that
n =0. We will argue by induction. Each variable, viewed as an n-ary term of type F ,
satis.es (b) and each nullary operation symbol in F , viewed as an n-ary term of type F ,
satis.es (a). Now let f∈F with ‘ := arity(f) =0 and assume that %1; : : : ; %‘ are n-ary
terms of type F , each of which satis.es (a) or (b). We want to show that f(%1; : : : ; %‘)
satis.es (a) or (b).
Case (a): %i satis.es (a), for all i∈{1; : : : ; ‘}. For all a∈I n, we have
f(%1; : : : ; %‘)N(a)=fN(%
N
1 (a); : : : ; %
N
‘ (a))=f
M(%N1 (a); : : : ; %
N
‘ (a))∈M:
So f(%1; : : : ; %‘) satis.es (a).
Case (b): %i satis.es (b), for all i∈{1; : : : ; ‘}. There is a binary term function
* : I 2→ I of I such that
fN(a1; : : : ; a‘)=


fM(a1; : : : ; a‘) if a1; : : : ; a‘∈M;
*(a1; a2) if a1; : : : ; a‘∈I;
a1 otherwise;
for all a1; : : : ; a‘∈N . Now, for every a∈I n, we get
f(%1; : : : ; %‘)N(a)=fN(%
N
1 (a); : : : ; %
N
‘ (a))= *(%
N
1 (a); %
N
2 (a))= *(%
N
1 I n ; %
N
2 I n)(a):
So f(%1; : : : ; %‘) satis.es (b).
Case (c): there are i; j∈{1; : : : ; ‘} such that %i satis.es (a) and %j satis.es (b). We
have
f(%1; : : : ; %‘)N(a)=fN(%
N
1 (a); : : : ; %
N
‘ (a))= %
N
1 (a);
for all a∈I n. So f(%1; : : : ; %‘) satis.es (a) or (b), since %1 satis.es (a) or (b).
It now follows by induction that each n-ary term of type F satis.es (a) or (b).
Hence N is non-dualisable.
The next theorem follows from Lemmas 2.1 and 2.4.
Theorem 2.5. Each 5nite algebra that does not have small type can be embedded into
a non-dualisable algebra.
3. Adding constants
In this section, we show that it is possible to create a non-dualisable algebra by
adding a constant operation to a dualisable algebra. We will be using the following
easy lemma.
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Fig. 2. Adding a constant can destroy dualisability.
Lemma 3.1. Let M and N be 5nite algebras such that M is a subalgebra of N.
Assume that, for each A∈ISP(M) and each homomorphism x :A→N, we have
x(A)⊆M . If N is dualisable, then M is dualisable.
Proof. Assume that N is dualisable and de.ne B := ISP(N). To show that M is
dualisable, let A∈A := ISP(M) and let  :A(A;M)→M be a brute-force morphism.
Since A∈B and B(A;N)=A(A;M), we can consider the map + :B(A;N)→N
given by +(x)= (x), for all x∈B(A;N). For each k∈!\{0} and each k-ary algebraic
relation r on N, the set r ∩Mk is a k-ary algebraic relation on M. It is straightforward
to check that + : B(A;N)→N is a brute-force morphism. Since N is dualisable, the
map + is an evaluation. Thus  is an evaluation, whence M is dualisable.
Example 3.2. There is a seven-element non-dualisable unary algebra that can be ob-
tained by adding a constant operation to a dualisable unary algebra.
Proof. De.ne the unary algebra R= 〈{0; : : : ; 6}; u; v〉 as in Fig. 2. Let R] denote the
unary algebra obtained from R by adding the constant operation 0 :R→R with value 0.
We shall see that R is dualisable but that R] is not dualisable.
Let P denote the subalgebra of R with the underlying set P= {0; 3; 4; 5; 6}. Both
the operations of P are endomorphisms of the lattice P0 = 〈P;∨;∧〉 shown in Fig. 3.
This implies that the maps ∨;∧ :P2→P are homomorphisms. So P is dualisable, by
Theorem 1.3. Now de.ne the two homomorphisms x :R→P and y :R→P such that
xP\{0}= idP\{0}=yP\{0},
x(0)= x(1)= x(2)= 0 and y(0)= 3; y(1)= 4; y(2)= 5:
Then x and y separate the elements of R, and therefore ISP(R)= ISP(P). Thus R is
dualisable, by Theorem 1.1.
De.ne Q to be the subalgebra of R with universe Q := {0; 1; 2}, and de.ne Q] to be
the subalgebra of R] with universe Q. Then Q] is term equivalent to Q, as u2Q =0Q.
Since the algebra Q= 〈{0; 1; 2}; 001; 010〉 is non-dualisable, by [3], we know that Q] is
non-dualisable. Let A∈ISP(Q]) and let x :A→R] be a homomorphism. For all a∈A,
we have u2(x(a))= x(u2(a))= x(0A)= 0. So x(A)⊆Q. Thus R] is non-dualisable, by
Lemma 3.1.
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Fig. 3.
4. Linear unary algebras
This section is devoted to proving that every .nite algebra with small type is dualis-
able. In fact, we will show that every .nite linear unary algebra is dualisable. (Recall
that the unary algebra M is linear provided that, for all unary term functions u and
v of M, there is a unary term function w of M such that u=w ◦ v or v=w ◦ u.)
Each algebra with small type is term equivalent to a unary algebra with at most
one non-constant operation. Our .rst lemma shows that these unary algebras are all
linear.
Lemma 4.1. Every unary algebra with at most one non-constant operation is linear.
In particular, every algebra with small type is term equivalent to a linear unary
algebra.
Proof. Let M be a unary algebra with at most one non-constant operation, and let u and
v be distinct unary term functions of M. If u is constant, then we have u= u ◦ v. So we
can assume that neither u nor v is constant. There must be a unique non-constant oper-
ation w :M →M of M. There exist m; n∈! such that u=wm and v=wn. Assume that
m¡n. Then wn−m is a unary term function of M, and v=wn =wn−m ◦wm =wn−m ◦ u.
Thus M is linear.
The linearity of M implies that the algebras in ISP(M) have a very simple structure.
To see this, we will use ordered sets to capture the overall structure of unary algebras.
Let A be a unary algebra. For each a∈A, let sgA(a) denote the subuniverse of A
generated by a. Now de.ne
Sub1(A) := {sgA(a) | a∈A}∪ {∅}
and let Sub1(A) denote the ordered set consisting of Sub1(A) under set inclusion. (We
are including ∅ in Sub1(A) to ensure that Sub1(A) has a minimum element.)
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Fig. 4. The structure of a unary algebra.
Example 4.2. De.ne A to be the unary algebra shown in Fig. 4. We will show how
the structure of A is reSected in the ordered set Sub1(A). De.ne the equivalence
relation ≈ on A by a≈ b⇔ sgA(a)= sgA(b). There is a natural order 4 on A=≈,
given by a=≈4 b=≈⇔ sgA(a)⊆ sgA(b). The ordered set A˜= 〈A=≈;4〉, drawn in Fig. 4,
captures the overall structure of A. In particular, for each subset B of A, we have
sgA(B)=
⋃{a=≈ | a=≈4b=≈ for some b∈B}. The ordered set Sub1(A) is isomorphic
to 1⊕ A˜.
For any ordered set S= 〈S;6〉 and s∈S, we de.ne ↓S(s) to be the ordered set
consisting of the set ↓S(s) := {t∈S | t6s} with the order induced from S; the ordered
set ↑S(s) is de.ned dually. We say that S is a tree if S has a minimum element and
the ordered set ↓S(s) is a chain, for all s∈S.
De.ne FM(1) to be the one-generated free algebra in the quasi-variety ISP(M),
taking the universe of FM(1) to be the set of all unary term functions of M. Our next
lemma demonstrates the origin of the name ‘linear’.
Lemma 4.3. Let M be a 5nite unary algebra. Then the following are equivalent:
(i) the algebra M is linear;
(ii) the ordered set Sub1(FM(1)) is a chain;
(iii) the ordered set Sub1(A) is a tree, for all A∈ISP(M).
Proof. The ordered set Sub1(FM(1)) has maximum element FM(1). So (iii) implies (ii).
It is straightforward to prove that (ii) implies (i) and that (i) implies (iii); this can be
done either directly, or using Propositions 1.2 and 2.2 of Valeriote [19].
There are linear unary algebras with more than one non-constant operation. Using
Fig. 5 and Lemma 4.3, it is easy to check that, for example, the algebra 〈{0; 1; 2; 3};
1012; 1212〉 is linear.
We want to show that there is not too much variety amongst the algebras in ISP(M)
whenever M is linear. Let A and B be algebras. We say that a retraction ’ :A→B
is unbiased if there is a set { i :B→A | i∈I} of jointly surjective coretractions for ’.
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Fig. 5. A linear unary algebra: M= 〈{0; 1; 2; 3}; 1012; 1212〉.
Fig. 6. Minimal and non-minimal unars.
An unbiased retraction ’ :A→B does not destroy too much of the structure of A. We
will say that the algebra A is minimal if, for each algebra C, every unbiased retraction
’ :A→C is an isomorphism.
In some sense, a minimal algebra has no repeated structure. Fig. 6 gives some
examples of minimal and non-minimal unars. There is an unbiased retraction from
each non-minimal unar in Fig. 6 onto the minimal unar to its right. It is easy to check
that a composition of unbiased retractions is again an unbiased retraction. So, for each
.nite algebra A, there is an unbiased retraction ’ :A→B, for some minimal algebra B.
We shall prove that, up to isomorphism, the quasi-variety generated by a .nite
linear unary algebra contains only .nitely many minimal algebras. To do this, we
will be using two technical lemmas. The proof of the .rst lemma is completely
straightforward.
Lemma 4.4. Let A be a unary algebra such that Sub1(A) is a tree. Assume that S
is an upper cover of T in Sub1(A). De5ne the set S := {a∈A | S ⊆ sgA(a)}. Then
(i) A\S is a subuniverse of A,
(ii) sgA(S
)=T ∪ S, and
(iii) sgA(S
)∩ (A\S)=T .
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Now let S be an ordered set with a minimum element. An element s of S is called
a node of S if it is comparable with every other element of S. The minimum element
of S is a node and the nodes of S form a chain inside S. So, if S has .nite height,
then S has a greatest node.
Lemma 4.5. Let A be a locally 5nite unary algebra and let S be a node of Sub1(A).
Assume that ’ :A→B is an unbiased retraction, where B is a subalgebra of A. Then
’(S)= S and ’−1(S)= S.
Proof. Since ’(S)∈Sub1(A) and S is a node of Sub1(A), we must have S ⊆’(S) or
’(S)⊆ S. As A is locally .nite, the set S is .nite. So it follows that ’(S)⊆ S. It is easy
to prove that an unbiased retraction must be one-to-one on each one-generated subalge-
bra of its domain. So ’ is one-to-one on S. This implies that ’(S)= S, which gives us
S ⊆’−1(S). To check that ’−1(S)⊆ S, let a∈’−1(S). Then we have ’(sgA(a))⊆ S.
The map ’ is one-to-one on sgA(a), and therefore |sgA(a)|6|S|. Since S is a node
of Sub1(A), we have sgA(a)⊆ S or S ⊆ sgA(a). So it follows that a∈sgA(a)⊆ S. We
have now shown that ’(S)= S and ’−1(S)= S.
Lemma 4.6. Let M be a 5nite linear unary algebra. Then, up to isomorphism, there
are 5nitely many minimal algebras in ISP(M), all of which are 5nite.
Proof. De.ne the quasi-variety A := ISP(M). We begin by assigning a length to each
algebra in A. Let A∈A. For each S∈Sub1(A), we have
|↓Sub1(A)(S)|6|S|+ 16|FM(1)|+ 1:
So the ordered set Sub1(A) has height at most |FM(1)|. Since Sub1(A) has a minimum
element, it follows that Sub1(A) has a greatest node. Now we can de.ne the length
of A to be the height of the ordered set ↑Sub1(A)(Y ), where Y is the greatest node of
Sub1(A).
We will prove, by induction, that there is a .nite upper bound on the sizes of the
minimal algebras in A. First assume that A is an algebra in A with length zero. Then
the greatest node Y of Sub1(A) is a maximal element of Sub1(A). As Y is a node, it
must be the maximum element of Sub1(A). So A is a one-generated algebra. Therefore
|FM(1)| is an upper bound on the sizes of the algebras in A with length zero.
Now let n∈!. Assume there is a .nite upper bound k on the sizes of the minimal
algebras in A with length at most n. Let M consist of exactly one isomorphic copy of
each minimal algebra in A with length at most n. Since the quasi-variety A is locally
.nite, it follows that M is a .nite set. Now assume that A is a minimal algebra in A
with length n+ 1. We will show that |A|6k2|M|.
Let Y denote the greatest node of Sub1(A) and let UY denote the set of all upper
covers of Y . Since the height of the ordered set ↑Sub1(A)(Y ) is n+1, the set UY is non-
empty. Furthermore, each set belonging to UY is non-empty and so is a one-generated
subuniverse of A. For every S∈UY , de.ne S := {a∈A | S ⊆ sgA(a)} and de.ne the
subalgebra SN := sgA(S
) of A.
234 J.G. Pitkethly /Discrete Mathematics 269 (2003) 219–237
Claim 1. For each S∈UY , the algebra SN is minimal and has length at most n.
Let S∈UY . To show that SN has length at most n, we will .rst prove that S
is a node of Sub1(SN). We have Sub1(SN)= {T ∈Sub1(A) |T ⊆ SN}, and so it fol-
lows that S∈Sub1(SN). Choose any b∈SN. Then b∈sgA(a), for some a∈A such that
S ⊆ sgA(a). By Lemma 4.3, the ordered set Sub1(A) is a tree. Since sgA(b)⊆ sgA(a)
and S ⊆ sgA(a), we must have sgA(b)⊆ S or S ⊆ sgA(b). Therefore S is a node of
Sub1(SN). Since S is an upper cover of Y in Sub1(A), the height of the ordered
set ↑Sub1(SN)(S) is less than the height of the ordered set ↑Sub1(A)(Y ). As S is a node
of Sub1(SN) and A has length n + 1, it follows that the algebra SN has length at
most n.
To see that SN is minimal, let ’ :SN→B be an unbiased retraction. We want to
show that ’ is an isomorphism. Without loss of generality, we can assume that B is
a subalgebra of SN and that ’B = idB. Since S is a node of Sub1(SN), it follows by
Lemma 4.5 that ’(S)= S and ’−1(S)= S.
By Lemma 4.4(i), the set B+ :=B∪ (A\S) determines a subalgebra of A. We
want to de.ne a retraction ’+ :A→B+ by ’+ :=’ ∪ idA\S . Since S⊆ SN, we
have A= SN ∪ (A\S). Lemma 4.4 tells us that A\S is a subuniverse of A and that
SN ∩ (A\S)=Y ⊆ S. As S =’(S)⊆B, we have ’S = idS . So it follows that ’+ is a
well-de.ned homomorphism. We have ’+B+ = idB+ , and therefore ’+ is a retraction.
We now want to show that ’+ is unbiased. The inclusion map 3 :B+→A is a
coretraction for ’+ with image B+. So choose some a∈A\B+. Then a∈S⊆ SN.
Since ’ is unbiased, there is a coretraction  :B→SN for ’ such that a∈ (B). Since
S =’(S)⊆B, we have ’ ◦  S = idS . As ’−1(S)= S and ’S = idS , this implies that
 S = idS . We know that B∩(A\S)⊆ SN∩(A\S)⊆ S. So we can de.ne  + :B+→A
by  + :=  ∪ idA\S . As ’+ ◦  + = (’ ◦  ) ∪ idA\S = idB+ , the homomorphism  +
is a coretraction for ’+ with a∈ (B)⊆  +(B+). Thus ’+ :A→B+ is an unbiased
retraction. The algebra A is minimal, and therefore ’+ is an isomorphism. This implies
that ’ is an isomorphism, whence SN is minimal.
Claim 2. There do not exist S; T ∈UY , with S =T , for which there is an isomorphism
’ :SN→TN such that ’Y = idY .
Let S; T ∈UY with S =T . Suppose there is an isomorphism ’ :SN→TN such that
’Y = idY . As A\S is a subuniverse of A and SN ∩ (A\S)=Y , by Lemma 4.4,
we can de.ne the homomorphism  :A→A such that  :=’∪ idA\S . By symmetry,
there is a homomorphism 4 :A→A, given by 4 :=’−1 ∪ idA\T .
The set A∗ :=A\S is a subuniverse of A. We are assuming that both S and T are
upper covers of Y in Sub1(A). As Sub1(A) is a tree, we get S ∩T= ∅. So
’(SN)=TN=Y ∪T⊆A\S=A∗
by Lemma 4.4. It now follows that  :A→A∗ is a retraction with  A∗ = idA∗ .
The inclusion map 3 :A∗→A is a coretraction for  with image A∗=A\S.
The homomorphism 4A∗ :A∗→A is a coretraction for  with image 4(A∗) ⊇ SN.
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Thus  :A→A∗ is an unbiased retraction. But  is not one-to-one, as  (S)⊆A∗=
A\S=  (A\S). This is a contradiction, since A is minimal.
We can now prove that |A|6k2|M|. By Claim 1, for all S∈UY , there must be a min-
imal algebra B∈M such that SN∼=B. So we have |SN|6k, for each S∈UY . Let B∈M
and assume that S; T ∈UY , with S =T , such that there are isomorphisms ’S :SN→B
and ’T :TN→B. The map ’−1T ◦ ’S :SN→TN is an isomorphism.
We have Y ⊆ S ⊆ SN and Y ⊆T ⊆TN. By Claim 2, we must have ’−1T ◦ ’SY = idY .
So ’SY =’TY , and therefore Y = ∅. Thus ’SY :Y→B and ’TY :Y→B are
distinct embeddings. There are at most |B| ways to embed the one-generated algebra Y
into B. So
|{S∈UY |SN∼=B}|6|B|6k:
It follows that |UY |6k|M|. For all S∈UY , we have SN=Y ∪ S, by Lemma 4.4(ii).
Since Sub1(A) has .nite height and Y is a node, this gives us
A=Y ∪
⋃
{S | S∈UY }=
⋃
{SN | S∈UY }:
We have shown that |SN|6k, for each S∈UY , and that |UY |6k|M|. So
|A|6
∑
{|SN| | S∈UY }6k2|M|:
Thus there is a .nite upper bound on the sizes of the minimal algebras in A with
length at most n+ 1.
We know that Sub1(A) has height at most |FM(1)|, for all A∈A. So algebras in
A can have length at most |FM(1)|. It now follows by induction that there is a .nite
upper bound on the sizes of the minimal algebras in A. Hence, up to isomorphism,
there are .nitely many minimal algebras in A, all of which are .nite.
We are now ready to show that a .nite unary algebra is dualisable whenever it is
linear.
Lemma 4.7. Every 5nite linear unary algebra is dualisable.
Proof. Let M be a .nite linear unary algebra and de.ne A := ISP(M). Let B consist
of exactly one isomorphic copy of each minimal algebra in A. Then B is a .nite set
of .nite algebras, by Lemma 4.6. So we can choose n∈! big enough so that n¿4 and
n¿|A(B;M)|, for all B∈B. De.ne the alter ego M∼ := 〈M ;Rn;T〉 of M, where Rn
denotes the set of all n-ary algebraic relations on M. Let A be a .nite algebra in A
and let  : D(A)→ M∼ be a morphism. By Theorem 1.5, it will follow that M∼ yields a
duality on A once we have proven that  is an evaluation.
There is an unbiased retraction ’ :A → B, for some minimal algebra B∈B. Let
{ i :B→A | i∈I} be a set of jointly surjective coretractions for ’. We want to show
that  i(B) is a support for , for some i∈I . To do this, we can assume that  is
not constant. We will .nd some S∈Sub1(A) such that S is a support for . For each
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S∈Sub1(A), de.ne S := {a∈A | S ⊆ sgA(a)}. During this proof, we shall say that a
set S∈Sub1(A) is a hold for  if there exist y; z∈A(A;M) such that (y) = (z) and
A\S⊆ eq(y; z).
By Lemma 4.3, the ordered set Sub1(A) is a tree with minimum element ∅. We
have ∅=A and we are assuming that  is not constant. So ∅ is a hold for . Since
Sub1(A) is .nite, there is some S∈Sub1(A) such that S is a hold for  and there is
no upper cover of S in Sub1(A) that is also a hold for . There are homomorphisms
y; z∈A(A;M) with (y) = (z) and A\S⊆ eq(y; z).
To see that S is a support for , let w; x∈A(A;M) such that wS = xS . Let
T1; : : : ; Tk be the upper covers of S in Sub1(A), where k∈!. We now de.ne a se-
quence w0; : : : ; wk of homomorphisms in A(A;M). First de.ne w0 :=w. Then, for
each i∈{0; : : : ; k − 1}, we can de.ne wi+1 :=wiA\Ti+1∪ xTi+1 , by Lemma 4.4. Since
S⊆ S ∪T1 ∪ · · · ∪Tk , it follows that wkS = xS .
The map  :A(A;M)→M preserves the relations in Rn. By Lemma 1.6, there is
some a∈A such that  is given by evaluation at a on {wk; x; y; z}. We must have
a∈S, as y(a)= (y) = (z)= z(a) and A\S⊆ eq(y; z). Since wkS = xS , this
implies that
(wk)=wk(a)= x(a)= (x):
For each i∈{0; : : : ; k − 1}, we have (wi)= (wi+1), since A\Ti+1⊆ eq(wi; wi+1) and
Ti+1 is not a hold for . Therefore
(w)= (w0)= · · · = (wk)= (x);
whence S is a support for . As S∈Sub1(A) and the maps in { i :B→A | i∈I} are
jointly surjective, we must have S ⊆  j(B), for some j∈I .
We have shown that there is some j∈I for which  j(B) is a support for . By
Lemma 1.6, the map  is given by evaluation at some b∈A on {w ◦’ |w∈A(B;M)}.
To see that  is an evaluation, let x∈A(A;M). As ’ ◦  j = idB, we have x j(B) = x ◦
 j ◦ 6  j(B). So
(x)= (x ◦  j ◦’)= x ◦  j ◦6(b)= x( j ◦’(b)):
Thus  is an evaluation.
The main result of this paper now follows from Theorem 2.5 and Lemmas 4.1
and 4.7.
Theorem 4.8. A 5nite algebra is inherently dualisable if and only if it has small type.
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