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Abstract
We can estabilish when a tridimensional hypermatrix (tensor) de-nes a degenerate multilinear
form by studying “degenerate points” (singular or “unexpected” points) of some determinantal
schemes associated to it.
More precisely, we shall prove that a tridimensional hypermatrix is degenerate if and only if
the three determinantal schemes associated to it have “degenerate” points.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The study of multidimensional matrices and tensors was started by Cayley [4], who
gave a -rst de-nition for the “determinant” of a multidimensional matrix. In the late
1990s, some works by Gelfand, Kapranov, Weyman, Zelevinsky (see [6–8]) shed a
new light on the subject, starting from Cayley’s work but looking at the matter from
another point of view. In particular, their de-nition of determinant could be applied
to hypermatrices (and tensors) of all formats and lead to some attempts of extending
some classical properties of matrices, such as Binet Theorem [5] or questions about
“tensor rank” (see also [2,3]).
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In this paper we want to give a more “geometrical view” of tridimensional matrices
and a criterion to determine whether or not a hypermatrix de-nes a degenerate tensor
by means of determinantal projective schemes associated to the tensor.
It is worth noting that the study of a projective determinantal scheme is generally
computationally simpler than considering a tridimensional matrix (see the last section).
This paper was developed from results in my Ph.D. thesis at University of Bologna,
under the supervision of Prof. A. Gimigliano.
2. Preliminaries and notations
In the following, we shall refer to tridimensional hypermatrices (or tensors) and
shall give all de-nitions and properties for this case (even if they can be de-ned more
generally).
Denition 1. Let  be an algebraically closed -eld and p, q, r non-zero integers.
We call tridimensional hypermatrix (or tensor) of format (p; q; r) any element
A= (dijk) in p ⊗ q ⊗ r , where i = 1; : : : ; p, j = 1; : : : ; q, k = 1; : : : ; r.
We call slices of the hypermatrix A along the 2rst (respectively, the second, third)
direction the matrices Ai0 , (respectively, Aj0 , Ak0 ) de-ned as follows:
Ai0 = (di0jk); i0 -xed in {1; : : : ; p};
Aj0 = (dij0k); j0 -xed in {1; : : : ; q};
Ak0 = (dijk0 ); k0 -xed in {1; : : : ; r}
and we say that two slices along the same direction are parallel to each other.
We associate, to such a hypermatrix, three matrices of linear forms, respectively, in
[x1; : : : ; xp], [y1; : : : ; yq], [z1; : : : ; zr], in the following way:
• L= (Ljk) is a q× r matrix, where
Ljk =
p∑
i=1
dijkxi:
• M = (Mik) is a p× r matrix, where
Mik =
q∑
j=1
dijkyj:
• N = (Nij) is a p× q matrix, where
Nij =
r∑
k=1
dijkzk :
The matrix L (respectively, M , N ) de-nes, in the projective space Pp−1 (respecti-
vely, Pq−1, Pr−1) a determinantal projective algebraic schemeL (respectively,M,N),
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which is, as a set, given by the points of the space in which the matrix has not max-
imal rank and its scheme structure is de-ned by the homogeneous ideal generated by
the maximal minors extracted from the matrix.
Denition 2. We call L, M , N associated matrices to the hypermatrix (tensor) A and
call associated schemes of A the three determinantal schemes L, M, N de-ned by
the associated matrices.
We reformulate here the de-nition of hyperdeterminant for a tridimensional tensor
(for a general de-nition, see also [7]).
Let p, q, r be integers, with 26p6 q6 r. Consider the variety given by the
product Pp−1 × Pq−1 × Pr−1 and its embedding X (as Segre variety) in Pn, where
n+1=pqr. Let R=[wijk ] (with i=1; : : : ; p, j=1; : : : ; q, k=1; : : : ; r) be the homogeneous
coordinate ring of Pn.
Consider the dual variety (as in [7]) X∨ ⊆ (Pn)∗, i.e. the projective closure of the
set of all hyperplanes in Pn that are tangent to X. X∨ will be de-ned by homogeneous
polynomials in R.
Denition 3. Assume X∨ is a hypersurface (call it ∇) given by a polynomial in R.
We call hyperdeterminant of format (p; q; r) its de-ning polymonial, as an element
of R.
If codim ∇¿ 1, then we say that for this format the hyperdeterminant is trivial and
we write Det(A) ≡ 1 for any hypermatrix A of such format.
Remark 3.1. Let A= (dijk) be a hypermatrix of format (p; q; r). We can associate to
A a hyperplane HA ⊆ Pn, in the following way
A→ HA; given by


∑
i; j; k
dijkwijk = 0


Then it makes sense to consider A, up to multiplication by a scalar, as an element of
(Pn)∗ and “evaluate” the homogeneous polynomial which de-nes the hyperdeterminant
(Det(A)): obviously, the value of Det(A) is not well de-ned, except when it is zero.
Denition 4. We say that a hypermatrix A is degenerate if Det(A) = 0.
As a corollary of [7, Chapter 14, Theorem 1.3], we have the following:
Proposition 5. A tridimensional hyperdeterminant of format (p; q; r) is well de2ned
and non-trivial if and only if
(1) p6 r + q− 1;
(2) q6 r + p− 1;
(3) r6p+ q− 1:
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Denition 6. We say that a format (p; q; r), with p6 q6 r is boundary if the third
inequality in Proposition 5 is an equality. Otherwise (i.e. if the inequality holds strictly),
we say that the format is interior.
Let us recall a fundamental de-nition (see in [7]) and introduce the kernel of a tri-
linear form fA =
∑
i; j; k dijkxiyjzk associated to a tridimensional hypermatrix of format
(p; q; r):
Denition 7 (Gelfand et al. [7]). The kernel K(fA) of a trilinear form fA(x; y; z) =∑
k; i; j dijkxiyjzk associated to a tridimensional hypermatrix A= (dijk) is the set of all
triplets of points (; ; )∈Pp−1 × Pq−1 × Pr−1 whose coordinates satisfy:
1. fA(; ; z) = 0; ∀z∈Pr−1,
2. fA(; y; ) = 0; ∀y∈Pq−1,
3. fA(x; ; ) = 0; ∀x∈Pp−1.
It is equivalent (c.f. [7, Chapter 14, Proposition 1.1]) to say that a hypermatrix is
degenerate (i.e. Det(A) = 0) and that the kernel of fA is non-empty.
Therefore, from now on, to check if a hypermatrix is degenerate we shall check if
its kernel is non-empty.
Note that, by the de-nition of the form fA and recalling that xi, yj and zk are
homogeneous coordinates, respectively, in the spaces Pp−1, Pq−1, Pr−1, the previous
de-nition is equivalent to
Denition 8. The kernel K(fA) of a trilinear form fA(x; y; z)=
∑
i; j; k dijkxiyjzk is the
set of triplets (P;Q; T )∈Pp−1 × Pq−1 × Pr−1 whose coordinates are solutions of the
following system:∑
i; j
dijkxiyj = 0; k = 1; : : : ; r;
∑
i; k
dijkxizk = 0; j = 1; : : : ; q;
∑
j; k
dijkyjzk = 0; i = 1; : : : ; p: (1)
Remark 8.1. An element in the kernel K(fA) (if it exists), corresponds to a triplet
of points (P;Q; T )∈Pp−1 × Pq−1 × Pr−1, such that P ∈L, Q∈M, T ∈N, where
L;M,N, are the associated varieties of the hypermatrix A.
In fact, let P=(1: : : : :p), Q=(1: : : : :q), T=(1: : : : :r) and consider (for example)
the second system in (1): if (P;Q; T ) is a solution of system (1), then
∑
i; k dijkxizk=0
(for j = 1; : : : ; q); this can be seen as a linear system of q equations in p variables
(q¿p)—with respect to the variables x1; : : : ; xp—and, since it has the non-trivial solu-
tion (1: : : : :p), it must have rank at most p−1. The matrix associated to this system
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is just
∑
k dijkk = Nij(T ), and if it has not maximal rank, then the point T belongs
to the determinantal variety N de-ned by the matrix N .
In a similar way we conclude (considering the third system) both that Q∈M and
that P ∈L.
Denition 9. Let V ⊆ Pn be a determinantal scheme given by a l×m matrix of linear
forms. We say that a point P ∈V is a degenerate point if the dimension of the tangent
space TPV is greater than n − (l − m + 1), which is the expected one, equal to the
expected dimension of V .
Remark 9.1. If P is a degenerate point, then either
1. P is singular for V ;
2. P is a simple point in V , which has at P dimension greater than expected.
We call these points, respectively, of type 1 and of type 2.
Then we can state the main result:
Theorem 10. Let A be a tridimensional hypermatrix of format (p; q; r) with 26p6 q
6 r. Let L;M;N be the projective determinantal schemes associated to A. Then the
following are equivalent:
1. A is degenerate;
2. L possesses at least one degenerate point;
3. M possesses at least one degenerate point;
4. N possesses at least one degenerate point.
Remark 10.1. Recall that for a generic choice of coeOcients, a tridimensional hy-
permatrix of format (p; q; r) (for 26p6 q6 r) de-nes three determinantal varieties
L;M;N which all have the expected dimension. They will be all non-empty only
when the following conditions hold:
• q− p+ 16 r − 1,
• r − p+ 16 q− 1,
• r − q+ 16p− 1 (which is equivalent to the previous one),
that is, when q − p + 26 r6p + q − 2. When only one of the previous conditions
holds, then at least one variety (for a generic choice of the coeOcients) is empty (since
it has codimension less than the dimension of the projective space in which it lies).
Since 26p6 q6 r, in order to get an empty variety we need to assume that
r − 1¿ q− p+ 1 and r − p+ 1¿q− 1, i.e. that r ¿p+ q− 2 (all the other cases
lead to a contradiction).
We recall here that the hyperdeterminant is non-trivial (c.f. Proposition 5) when
r6p + q − 1: therefore, the case when the associated determinantal varieties are
empty corresponds to the “boundary format” (r = p+ q− 1).
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We summarize this by saying that we shall distinguish two cases:
(a) The interior case (q−p+26 r6p+q−2) when, for a generic choice of the co-
eOcients of the tensor A, all the determinantal associated schemes are non-empty:
in such case, all the three projections of an element in the kernel of A are degen-
erate points of type 1 (in Remark 9.1).
(b) The boundary case (r=p+ q− 1) when, for a general choice of the coeOcients,
two of the projections of an element in the kernel are degenerate points of type
2 and one is of type 1.
The proof of Theorem 10 will follow from Propositions 14 and 15.
Remark 10.2. We point out here that we can always choose a “special” set of coor-
dinates: in fact, it is easy to see that changing the projective coordinates in one of the
three spaces Pp−1; Pq−1; Pr−1 is equivalent to performing linear operations on the
slices of the hypermatrix A.
By Corollary 1.5 of [6], the hyperdeterminant does not change if we add to some
slice a scalar multiple of a parallel slice and it is invariant (up to a sign) if we
interchange two parallel slices. Therefore, the vanishing of Det(A) does not depend on
the choice of projective coordinates.
Lemma 11. (1) Let n; m be integers, with n¿m; let X be the following m×n matrix:
X =


x1 x2 · · · xn
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn


;
where the ahl’s ∈  are generic coe9cients and the xl’s are indeterminates. Then the
number of linearly independent maximal minors in X is n− m+ 1.
(2) Let X (1); : : : ; X (r) be m× n matrices of the form:
X (k) =


c(k)1 c
(k)
2 · · · c(k)n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn


k = 1; : : : ; r;
where ahl, c
(k)
l ∈  for k = 1; : : : ; r, h = 1; : : : ; m, l = 1; : : : ; n. Let I = (l1; : : : ; lm) be a
multiindex, with 16 l1¡ · · ·¡lm6 n and denote by '(k)I the m×m minor extracted
from X (k) by taking the columns l1; : : : ; lm.
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Let s=
( n
m
)
. Let B be the r×s matrix whose entries are the '(k)I ’s, for all k=1; : : : ; r
and all multiindices I . Then the rank of B is less than or equal to n− m+ 1.
Proof. (1) The ideal generated by the m× m minors of X has height n− m+ 1 and,
since its generators are linear forms, this is exactly the number of linearly independent
ones.
(2) By the previous point, the linearly independent linear forms given by the maximal
minors in X are at most n−m+1, i.e. there are at least s−n+m−1 linearly independent
relations among such linear forms. By substituting, in each of these relations, the scalars
c(k)l to the variables xl (for each k), we get exactly s− n+m− 1 linearly independent
relations among the elements of each row of B. Since these relations do not depend
on the row-index k, we conclude that there are s − n + m − 1 linearly independent
relations among the columns of B and then rk(B)6 n− m+ 1.
3. Proving the theorem
We shall prove separate theorems for the boundary and interior formats.
Remark 11.1. We recall here that a result by Gelfand et al. [7] (see also [1]) essentially
proves Theorem 10 for the case r=p+ q− 1, i.e. for boundary formats (we give here
the statement for tridimensional hypermatrices, see [7] for the general statement).
Let A = (dijk) be a hypermatrix. Consider the three bilinear forms fk de-ned as
follows, for each k = 1; : : : ; r:
fk(x; y) =
∑
i; j
dijkxiyj:
Note that these forms correspond to the slices A1; : : : ; Ar of A along the third direc-
tion.
Theorem 12 (Gelfand et al. [7, Chapter 14, Theorem 3.1]). The hyperdeterminant
Det(A) of a matrix of the boundary format is equal to the resultant of the sys-
tem of the bilinear forms f1; : : : ; fr . In other words, A is degenerate if and only if
the system of bilinear equations
f1(x; y) = f2(x; y) = · · ·= fr(x; y) = 0
has a non-trivial solution.
We rephrase the theorem above as follows:
Proposition 13. A tridimensional hypermatrix A = (dijk) of format (p; q; r), with
26p6 q and r=p+q−1 is degenerate, i.e. Det(A)=0, if and only if L (equivalently
M) has a degenerate point.
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In fact, in such case, the system
∑
i; j
dijkxiyj = 0; k = 1; : : : ; r
de-nes exactly the degenerate points in L (regarded as a system in the variables xi’s)
or in M (regarded as a system in the yj’s).
We will give another proof of the result, explicitly in terms of degenerate points.
Proposition 14. Let A = (dijk) be a tridimensional tensor of format (p; q; r), with
26p6 q6 r. If the hyperdeterminant of A vanishes, i.e. there is a critical point
(P;Q; T )∈Pp−1×Pq−1×Pr−1, then the three projections P, Q, and T (respectively,
on Pp−1; Pq−1 and Pr−1) of (P;Q; T ) are degenerate points of the determinantal
associated schemes.
Proof. Assume Det(A) = 0: then there is a critical point, that is a triplet (P;Q; T )
in Pp−1 × Pq−1 × Pr−1 (P = (1: : : : :p), Q = (1: : : : :q), T = (1: : : : :r)) satisfy-
ing the system of Eqs. (1) of the kernel of a trilinear form fA, associated to the
hypermatrix A
fA(x; y; z) =
∑
i; j; k
dijkxiyjzk :
In such case, system (1) can be written as
1.
∑
i; j dijkij = 0; k = 1; : : : ; r;
2.
∑
i; k dijkik = 0; j = 1; : : : ; q;
3.
∑
j; k dijkjk = 0; i = 1; : : : ; p.
W.l.o.g. we assume that the points P;Q; T have the following projective homogeneous
coordinates:
• P = (1:0: : : : :0)∈Pp−1;
• Q = (1:0: : : : :0)∈Pq−1;
• T = (1:0: : : : :0)∈Pr−1.
Then the previous system becomes
1. d11k = 0; k = 1; : : : ; r;
2. d1j1 = 0; j = 1; : : : ; q;
3. di11 = 0; i = 1; : : : ; p.
We will deal separately with the interior and boundary case.
• Interior case: We show that P is a degenerate point of type 1 in L.
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Consider the matrix L= (Ljk) of linear forms in [x1; : : : ; xp]:
L=


0 d212x2 + · · ·+ dp12xp · · · d21rx2 + · · ·+ dp1rxp
d221x2 + · · ·+ dp21xp L22 · · · L2r
...
...
. . .
...
d2q1x2 + · · ·+ dpq1xp Lq2 · · · Lqr


:
By evaluating this matrix in P, we get
L(P) =


0 0 · · · 0
0 d122 · · · d12r
...
...
. . .
...
0 d1q2 · · · d1qr


;
L(P) has not maximal rank, so the point P belongs to the associated scheme of L. Let
us check that P is a singular point, i.e. that if we take the Jacobian matrix of L, its
rank is r − q¡ codim(L).
Let I ′=(k1; : : : ; kq), with 16 k1¡ · · ·¡kq6 r, be a multiindex. Denote by LI ′ the
q× q-minor extracted from the matrix L by taking the columns in the multiindex. We
have
@iLI ′ =
∣∣∣∣∣∣∣∣∣∣∣∣
di1k1 di1k2 · · · di1kq
L2k1 L2k2 · · · L2kq
...
...
. . .
...
Lqk1 Lqk2 · · · Lqkq
∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣
L1k1 L1k2 · · · L1kq
di2k1 di2k2 · · · di2kq
...
...
. . .
...
Lqk1 Lqk2 · · · Lqkq
∣∣∣∣∣∣∣∣∣∣∣∣
+ · · ·
+
∣∣∣∣∣∣∣∣∣∣∣∣
L1k1 L1k2 · · · L1kq
...
...
. . .
...
Lq−1; k1 Lq−1; k2 · · · Lq−1; kq
diqk1 diqk2 · · · diqkq
∣∣∣∣∣∣∣∣∣∣∣∣
:
From the assumptions on the coordinates of P, it follows that the partial derivatives
of LI ′ evaluated at P, are
@iLI ′(P) =
∣∣∣∣∣∣∣∣∣∣∣∣
di1k1 di1k2 · · · di1kq
d12k1 d12k2 · · · d12kq
...
...
. . .
...
d1qk1 d1qk2 · · · d1qkq
∣∣∣∣∣∣∣∣∣∣∣∣
:
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So the entries of the ith row of the Jacobian matrix are the p × p minors of the
following matrix:
Xi =


di11 di12 · · · di1r
d121 d122 · · · d12r
...
...
. . .
...
d1q1 d1q2 · · · d1qr


:
By the choice of coordinates, the -rst column vanishes in each Xi; then, by Lemma 11,
there are only r− q independent q× q minors extracted from Xi and this means (again
by the lemma) that the rank of the Jacobian matrix of L in P is less than or equal to
r − q¡ codim(L).
In a similar way, we conclude that Q∈M and T ∈N are singular points.
• Boundary case: Since there is a critical point (P;Q; T ) in the kernel of A, the
associated determinantal schemes (L;M;N) are non-empty and P and Q are by
de-nition degenerate points of type 2. In fact, the conditions 26p; r−1¿ q−p+1
and r − p + 1¿q − 1 imply that, for a generic choice of the coeOcients of the
tensor, the varieties L and M are empty. As regards the third projection T , it is
possible to show, by reasoning like in the previous case, that also T is a degenerate
point of type 1.
Proposition 15. Let A= (dijk) be a hypermatrix of format (p; q; r) and let L, M , N
be the matrices of linear forms associated to A in the projective spaces Pp−1, Pq−1,
Pr−1, respectively. If there is a degenerate point in one of the three determinantal
schemes associated to A, then there is a point (P;Q; T )∈Pp−1 ×Pq−1 ×Pr−1 which
is critical for A, which is a degenerate tensor.
Proof. Again, we separate the interior from the boundary case.
• Interior case: Assume that P ∈Pp−1 is singular for L and that it has projective
coordinates (1:0: : : : :0) (such choice can always be done). We will show that lin-
ear system (1) has a solution, given by P and other two points, namely Q∈Pq−1
and T ∈Pr−1, i.e. that the triplet (P;Q; T ) is in the kernel of A (hence A is de-
generate). It is possible to assume, since P ∈L, that the last q − 1 rows of the
matrix L(P) are linearly independent; then (up to linear operations on the rows and
columns of the matrix L, that is, up to linear operations on the slices of A) assume
that
d11k = 0; k = 1; : : : r:
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By the assumptions on P, Ljk(P)=d1jk : then, the matrix L(P) will be the following:
L(P) =


0 0 · · · 0
d121 d122 · · · d12r
d131 d132 · · · d13r
...
...
. . .
...
d1q1 d1q2 · · · d1qr


:
We denote by LI ′ the q× q-minor extracted from the matrix L by taking the columns
in the multiindex I ′ = (k1; : : : ; kq), with kj ∈{1; : : : ; r} (for all j = 1; : : : ; q).
Let IL the ideal generated by the LI ′ ’s. The Jacobian matrix JL of the minors LI ′
will be a p× ( rq ) matrix.
@iLI ′ =
∣∣∣∣∣∣∣∣∣∣∣∣
di1k1 di1k2 · · · di1kq
L2k1 L2k2 · · · L2kq
...
...
. . .
...
Lqk1 Lqk2 · · · Lqkq
∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣
L1k1 L1k2 · · · L1kq
di2k1 di2k2 · · · di2kq
...
...
. . .
...
Lqk1 Lqk2 · · · Lqkq
∣∣∣∣∣∣∣∣∣∣∣∣
+ · · ·
+
∣∣∣∣∣∣∣∣∣∣∣∣
L1k1 L1k2 · · · L1kq
...
...
. . .
...
Lq−1; k1 Lq−1; k2 · · · Lq−1; kq
diqk1 diqk2 · · · diqkq
∣∣∣∣∣∣∣∣∣∣∣∣
from which we get
@iLI ′(P) =
∣∣∣∣∣∣∣∣∣∣∣∣
di1k1 di1k2 · · · di1kq
d12k1 d12k2 · · · d12kq
...
...
. . .
...
d1qk1 d1qk2 · · · d1qkq
∣∣∣∣∣∣∣∣∣∣∣∣
:
Since the point P is singular, the rank of the Jacobian matrix is strictly less than
r − q + 1. This implies that there are at most r − q linearly independent rows (or
columns), i.e. there are at least p+ q− r linear relations among them. Let∑
,
(,)i @iLI ′(P) = 0; all multiindices I
′;
,= 1; : : : ; p+ q− r
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be such relations. We re-write the previous sum by recalling the explicit expression of
@iLI ′ :
0 =
∑
i
(,)i @iLI ′(P) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
,
(,)i di1k1
∑
i
(,)i di1k2 · · ·
∑
i
(,)i di1kq
d12k1 d12k2 · · · d12kq
...
...
. . .
...
d1qk1 d1qk2 · · · d1qkq
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:
Since this holds for all ,= 1; : : : ; p+ q− r and all the multiindices I ′ (that is, for all
choices of (k1; : : : ; kq) in {1; : : : ; r}), we can conclude that the matrix
-, =


∑
i
(,)i di11
∑
i
(,)i di12 · · ·
∑
i
(,)i di1r
d121 d122 · · · d12r
...
...
. . .
...
d1q1 d1q2 · · · d1qr


has not maximal rank, for , = 1; : : : ; p + q − r. Then there are coeOcients .(,), .(,)j
such that
.(,)
(∑
i
(,)i di1k
)
+
∑
j
.(,)j d1jk = 0; k = 1; : : : ; r;
,= 1; : : : ; p+ q− r:
(2)
Consider now linear system (1) de-ning the kernel of the trilinear form fA:∑
j; k
dijkyjzk = 0; i = 1; : : : ; p;
∑
i; k
dijkxizk = 0; j = 1; : : : ; q;
∑
i; j
dijkxiyj = 0; k = 1; : : : ; r:
In this case, the system can be re-written as∑
j; k
dijkyjzk = 0; i = 1; : : : ; p;
∑
k
d1jk zk = 0; j = 1; : : : ; q;
∑
j
d1jkyj = 0; k = 1; : : : ; r:
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1. Note that L(P) is the matrix associated to the third system∑
i; j
dijkxiyj =
∑
i
d1jkyj = 0; k = 1; : : : ; r;
since rk(L(P))6 q−1, this set of equations has a solution and de-nes a point Q∈Pq−1;
for the assumptions on the coeOcients dijk , Q = (1:0: : : : :0).
2. Then, the other two sets of equations can be reduced to∑
i
di1kzk = 0; i = 2; : : : ; p;
∑
j; k
dijkzk = 0; j = 1; : : : ; q:
This is a system of p+ q− 1 equations in r indeterminates that has a solution since
there are p + q − r independent relations among the equations, given by (2). Call T
the point de-ned by this system.
We conclude that (P;Q; T ) is a critical point of the tensor A, that is degenerate.
A similar reasoning shows also that if Q∈M or T ∈N are degenerate (singular)
points, then system (1) has a non-trivial solution, i.e. the hypermatrix A is degenerate.
• Boundary case: We -rst prove that the existence of a degenerate point of type 1 in
L or M guarantees the existence of a critical point.
Assume P is a coordinate point, i.e. P = (1:0: : : : :0). Ljk(P) = d1jk . The assumption
that P ∈L means that the rank of L(P) is not maximal, i.e. we assume rk(d1jk)6p−1.
W.l.o.g. we assume that d11k = 0, for all k = 1; : : : ; r and d1j1 = 0, for all j = 1; : : : ; q.
Consider the three linear systems (1). System
q∑
j=1
d1jkyj = 0; k = 1; : : : ; r
has a solution and it de-nes a point Q in M; for such a choice of coordinates of P,
Q = (1:0: : : : :0).
The other two systems are
r∑
k=1
d1jk zk = 0; j = 1; : : : ; q;
r∑
k=1
di1kzk = 0; i = 1; : : : ; p:
Regarded as a system of equation in the indeterminates zk ’s, it is a system of (q −
1) + (p− 1) equations in r variables; since we know that r − 1¿ (p− 1) + (q− 1),
that is r ¿ (p− 1) + (q− 1), the system has a solution T and therefore there exists a
critical point (P;Q; T ).
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A similar reasoning shows that if ∃Q∈M, there is a critical point: in this case we
assume that Q= (1 : 0 : : : : : 0) and the system de-ning the critical points for A is the
following:
p∑
i=1
d1jk zk = 0; k = 1; : : : ; r;
r∑
k=1
p∑
i=1
dijkxizk = 0; j = 1; : : : ; q;
r∑
k=1
di1kzk = 0; i = 1; : : : ; p:
Now assume that T = (1:0: : : : :0) is a singular point in N: we show, by reasoning
like in the previous proposition, that there is a degenerate point both in L and in M.
We have that rk(N (T ))6p−1; since Nij(T )=dij1, w.l.o.g. we can assume d1j1=0
for all j = 1; : : : ; q. Moreover we know that rk(JN(T ))6 q− p.
Recall that for this choice of coordinates, the elements in the kth row of the Jacobian
matrix in T are exactly all the p× p minors of the matrix
Xk =


d11k d12k · · · d1qk
d211 d221 · · · d2q1
...
...
. . .
...
dp11 dp21 · · · dpq1


:
Since the rank of the Jacobian matrix is at most equal to q − p and its -rst row
vanishes, there are at least r − q+ p− 1 independent linear relations among the rows
of the Jacobian matrix, i.e. ∃(,)k , with ,= 1; : : : ; r − q+ p− 1, k = 1; : : : ; r such that∑
k
@k
(,)
k NI (T ) = 0 for all I = (j1; : : : ; jp):
Like in Proposition 14, we re-write this expression as
0 =
∑
k
(,)k @kNI (T ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
k
(,)k d1j1k
∑
k
(,)k d1j2k · · ·
∑
k
(,)k d1jpk
d2j11 d2j21 · · · d2jp1
...
...
. . .
...
dpj11 dpj21 · · · dpjp1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:
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Since this holds for all multiindices I , we get that the matrix
-, =


∑
k
(,)k d11k
∑
k
(,)k d12k · · ·
∑
k
(,)k d1qk
d211 d221 · · · d2q1
...
...
. . .
...
dp11 dp21 · · · dpq1


has not maximal rank, for all ,. Then there are (for each ,) coeOcients .(,), .(,)i such
that
.(,)
∑
k
(,)k d1jk +
∑
i
.(,)i dij1 = 0 j = 1; : : : ; q;
,= 1; : : : ; r − q+ p− 1:
(3)
We consider now the system de-ning the kernel of a trilinear form
p∑
i=1
dij1xi = 0; j = 1; : : : ; q;
p∑
i=1
q∑
j=1
dijkxiyj = 0; k = 1; : : : ; r;
p∑
j=1
dij1yj = 0; i = 1; : : : ; p:
The -rst q equations de-ne a point P ∈L, with coordinates P=(1:0: : : : :0); by substi-
tuting these coordinates in the second set of equations, these form (together with the
last set of equations) a system of (p− 1) + (r − 1) (not identically zero) equations in
q variables (the yj’s). Condition (3) allows us to conclude that the rank of this linear
system is at most q − 1, that means there is a non-trivial solution Q (in M). Then
(P;Q; T ) is a critical point.
4. A computational point of view
The search for the singular points on one of the determinantal schemes associated
to A represents an easier problem than -nding the solutions of system (1) de-ning the
kernel of the trilinear form fA associated to A, i.e.∑
i; j
dijkxiyj = 0; k = 1; : : : ; r;
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∑
i; k
dijkxizk = 0; j = 1; : : : ; q;
∑
j; k
dijkyjzk = 0; i = 1; : : : ; p:
In fact, -nding the solutions of system (1) means to solve a system of p + q + r
equations of degree 2, in p+q+r variables: it is a system of degree 2p+q+r in p+q+r
variables.
By means of Theorem 10, if we seek for the singular points of the scheme L ⊆
Pp−1, we need to calculate the rank of the Jacobian matrix of the ideal IL, (generated
by the maximal minors of the matrix L). This is a p × ( rq ) matrix and we have to
check that its rank is strictly less than r − q+ 1 = codim(L).
For example, we could calculate all the (r − q+ 1)× (r − q+ 1) minors and check
that they vanish: we have to solve a system, in p variables, of(
p
r−q+1
)
×
( ( r
q
)
r−q+1
)
equations (all the (r − q+ 1)× (r − q+ 1) minors of the Jacobian matrix), of degree
(q−1)r−q+1 (degree of a determinant of order r−q+1, whose elements are polynomials
of degree q− 1).
In a large number of cases, for example whenever q = r = s the degree (2p+2s) of
system (1) is larger than the degree ((s − 1)p) of the system given by Theorem 10
and the number of variables involved is smaller, so the search for degenerate points
of one of the associated determinantal variety is by far a less complex problem than
the other one.
In the general case, the degree of system (1) is greater than the degree of the
system given by Theorem 10, but the number of variables involved is lower (p versus
p+ q+ r).
As both systems are composed by homogeneous polynomials, there are (in both
cases) numerical methods to -nd an approximated solution. From a general point
of view, the complexity of a system involving a smaller number of variables is
lower.
It could be interesting, in this sense, to study explicit algorithms to compare the
algebraic complexity of the two systems.
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