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Abstract—Complex ADMM-Net, a complex-valued neural net-
work architecture inspired by the alternating direction method
of multipliers (ADMM), is designed for interference removal
in super-resolution stepped frequency radar angle-range-doppler
imaging. Tailored to an uncooperative scenario wherein a MIMO
radar shares spectrum with communications, the ADMM-Net
recovers the radar image—which is assumed to be sparse—and
simultaneously removes the communication interference, which
is modeled as sparse in the frequency domain owing to spec-
trum underutilization. The scenario motivates an `1-minimization
problem whose ADMM iteration, in turn, undergirds the neural
network design, yielding a set of generalized ADMM iterations
that have learnable hyperparameters and operations. To train the
network we use random data generated according to the radar
and communication signal models. In numerical experiments
ADMM-Net exhibits markedly lower error and computational
cost than ADMM and CVX.
Index Terms—Deep unfolding, deep learning, alternating di-
rection method of multipliers (ADMM), MIMO radar, stepped-
frequency, interference, coexistence
I. INTRODUCTION
The use of radar in civilian life has expanded—e.g. auto-
motive radar, remote sensing, and healthcare applications—
meanwhile next-generation communications systems have be-
gun to encroach upon spectrum once designated solely for
radar use [1]. In response, the U.S. Department of Defense
declared an initiative [2] to spur research on algorithm and
system designs that allow radars to cope with the changing
spectral landscape. Subsequently, several system design motifs
have materialized in the area of radar/communication coexis-
tence [3].
Coordinated coexistence methods enable coexistence
through system co-design and information sharing. Joint-
design of the radar waveform and communication system
codebook may be cast as an optimization problem to, e.g.,
maximize the communication rate subject to constraints on
the radar SNR [4]. In a radar-centric co-design, the radar
waveform might be forced to lie in the null-space of the
channel between the radar and communication devices, based
on channel state information provided either externally, or by
the radar’s own means of channel estimation [5]. In some
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proposals the coexisting systems communicate with a data
fusion center, which uses the shared information to configure
each system in a way that optimizes the performance of
the ensemble [6]. Uncoordinated coexistence methods, on the
other hand, seek to minimize interference absent external
information; for example, spectrum occupancy measurements
can inform real-time adjustments to the transmit waveform,
e.g. center frequency [7], and beamforming can mitigate
directional interference [8].
In uncoordinated interference removal, thresholding or fil-
tering can be effective if the interference is much stronger
than the desired signal, although runs the risk of inadvertently
distorting the desired signal. Parametric methods estimate the
parameters of a statistical signal model, via either subspace
methods or optimization. Greedy methods, e.g. CLEAN and
matching pursuit, project the recording onto an interference
dictionary and iteratively build up an interference estimate by
finding the dictionary component with the highest correlation,
removing that component from the recording, and repeating
the process until a stopping criterion is met. If the received
interference is concentrated in narrow regions along some
dimension, e.g. time, frequency, or physical space, and hence
is sparse in a known dictionary, convex relaxation methods
such as `1-minimization can be effective [9], [10]. In multiple
measurement processing the interference matrix may be a
low-rank, paving the way for nuclear norm minimization
[11]. In this vein, the present paper addresses an uncoordi-
nated scenario where the interference is sparse in a known
domain. In particular, we show that the stepped-frequency
radar waveform’s “frequency-hopping” property imposes on
the interference a certain structure that can be leveraged.
Neural networks are attractive for interference suppression,
as they can learn an inverse mapping to recover a signal
from corrupted measurements [12], [13]. So-called “black
box” neural networks may generalize well, but provide only
empirical, rather than theoretical performance guarantees, and
moreover they neglect the corpus of model-based signal re-
covery theory and algorithms which exploit prior knowledge
to devise computational procedures tailored to the problem
[14]. Iterative algorithms, grounded in either optimization or
statistics, are among the most computationally efficient for
signal recovery, but their performance hinges on the care-
ful selection of hyperparameters, whose favorable values are
generally problem-dependent. From one point of view, deep
unfolding, the approach we adopt in the sequel, automates hy-
perparameter selection by casting cross-validation as instance
of deep learning.
In the deep unfolding [15] framework, a given iterative
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Fig. 1: Frequency occupation versus time for two representative spectrum sharing scenarios. The black strips indicate the
spectrum occupied by the radar system; the colored strips indicate the spectrum occupied by the communication system. Only
the overlapping regions cause interference to the radar.
algorithm inspires a neural network design. Typically the
network’s forward pass is computationally equivalent to a
handful of algorithm iterations, a fraction of that required for
the original algorithm to converge, yet the trained network
may outperform the original algorithm. In the design, the
algorithm’s update rules are cast as a block of network layers
whose forward pass emulates one full iteration of the algo-
rithm, and whose learnable parameters correspond to a chosen
parameterization of the update rules—which may include,
for example, algorithm hyperparameters as well as entries
of a matrix involved in an update rule. A number of such
blocks—possibly augmented, e.g. by a convolutional layer
[16], in order to increase learning capacity—are sequenced to
form the network. Network training, typically via gradient-
based optimization, employs data either gathered from the
field or randomly generated according to a priori models,
and hence adapts the algorithm to the problem at hand. The
layer parameters can be initialized either as prescribed by
the algorithm, or even randomly—in one study, an unfolded
vector-approximate message passing (VAMP) network ran-
domly initialized learned a denoiser identical to the statistically
matched denoiser [17]. Algorithms previously considered for
deep unfolding include the iterative shrinkage thresholding
algorithm (ISTA) [18], robust principal components analysis
(RPCA) [19], and ADMM [16]. Applications span those of
iterative optimization itself, e.g. wireless communication [20],
medical imaging [19], and radar [21].
In this paper, we design an ADMM-Net which simultane-
ously recovers a super-resolution angle-range-doppler image
[22] and removes communication interference. We target an
uncooperative spectrum sharing scenario wherein the radar
is considered the primary function and the communications
utilize portions of the shared spectrum. In the proposed multi-
frame radar processing architecture, the stepped-frequency
radar transmits a series of simple pulse trains to obtain a
set of low-resolution radar measurements, with which the
ADMM-Net is able to synthesize an image. Although the
total radar bandwidth is large (∼ 1 GHz), by virtue of the
pulse-by-pulse processing only the communication signals
that spectrally overlap with a given pulse interfere with the
pulse’s return. Moreover, communication signals tend to be
sparse in the frequency domain (Fig. 1), owing to periods of
low activity or otherwise underutilized spectrum [23], [24].
Consequently, the interference manifests as sparse noise in the
radar measurements. This motivates an optimization problem
which jointly recovers the image and removes the interference.
The problem’s corresponding ADMM equations, in turn, un-
dergird the design of a neural network, the training of which
is tantamount to optimizing a handful of ADMM iterations
over their associated hyperparameters and matrices. Important
for radar processing, the network processes complex-valued
measurements, and does so in a manner consistent with
ADMM. Training data sets are randomly generated via the
signal model. Experiments indicate the trained ADMM-Net
recovers more accurate images than ADMM and CVX at a
fraction of the computational cost.
The remainder of the paper proceeds as follows. First, we
develop a model of the radar and communication signals and
formulate an optimization problem to jointly recover the radar
image and interference (Section II). We then derive the prob-
lem’s ADMM recursion (Section III) and design an ADMM-
Net by unfolding the complex-valued ADMM equations into
a real-valued neural network (Section IV). Finally, numerical
simulations (Section V) compare the performance of ADMM-
net to that of ADMM and CVX.
II. SIGNAL MODEL & PROBLEM FORMULATION
A stepped-frequency MIMO radar illuminates a sparse scene
in the presence of interfering communication signals which are
sparse in the frequency domain. The radar undertakes pulse-
by-pulse processing over multiple measurement frames, and
the joint image recovery-interference removal task is cast as
an optimization problem.
A. Signal Model
1) MIMO Radar Signal: Consider a frequency-stepped
pulsed MIMO radar with NT transmitters and NR receivers.
Each of the transmitted waveforms up, p = 1, . . . , NT has
duration T seconds and the waveforms are assumed to be
approximately mutually incoherent (see (17)). The scene is
3illuminated by Nd trains of N pulses; within the mth train,
the nth pulse emitted by the pth transmit antenna is given by
sp(m,n, t) = up(t− nTr −mNTr) exp (j2pifnt), (1)
where t is continuous time, 0 ≤ m ≤ Nd−1, 0 ≤ n ≤ N−1,
1 ≤ p ≤ NT ; fn = n∆f + f0 where f0 is the lowest carrier
frequency, and N∆f is the overall bandwidth. Each pulse echo
recording length is Tr  T seconds, which is thus the pulse
repetition interval (PRI). A complete observation consists of
NdN PRIs.
We consider a scene of L scatterers with scattering coeffi-
cients xi and radial velocities vi. The signal received by the
qth receiver, q = 1, . . . , NR, is
rq(n, t) =
Nd−1∑
m=0
NT∑
p=1
L∑
i=1
xis
p(m,n, t− τpqi (t)), (2)
where
τpqi (t) =
2vi
c
t+ τi + δ
p
i + ε
q
i (3)
is the ith scatterer’s delay; δpi and ε
q
i are the marginal delays
due to array geometry associated with antenna pair (p, q); and
τi is the absolute round-trip delay observed by a reference
antenna pair during the first PRI. We assume the velocities are
constant throughout the series of sweeps. We further make the
TABLE I: Index of MIMO radar variables
Symbol Definition
N No. frequency steps
Nd No. sweeps
NT No. transmitters
NR No. receivers
f0 Start frequency
∆f Frequency step size
fn f0 + n∆f, 0 ≤ n ≤ N − 1
up Transmitter p’s pulse envelope
sp Transmitter p’s waveform
rq Radar return at receiver q
T Pulse duration (all transmitters)
Tr Pulse-repetition interval
t Continuous fast-time, absolute
m Sweep index
n Pulse index within sweep
i Scatterer index
L No. scatterers
xi scattering coeff.
τpqi absolute delay, (p, q) Tx/Rx pair
δpi marginal delay, pth Tx
εqi marginal delay, qth Rx
τi absolute delay, reference Tx/Rx pair
τ i(k) delay offset, kth range cell
vi radial velocity
θi direction coordinates
following assumptions:
• The range variation throughout the series of sweeps is
negligible with respect to the range resolution of each
pulse:
2viNdNTr
c
 T.
• The array element spacing is much smaller than the range
resolution granted by the overall transmitted bandwidth:
δpi + ε
q
i 
1
N∆f
. (4)
Since the pulse is unsophisticated, T∆f ' 1; hence (4)
implies δpi + ε
q
i  T , whereby
up(t− τpqi (t)) ' up(t− τi). (5)
In (2) the term exp (−j2pin∆f(δpi + εqi )) can be neglected
since, by (4), n∆f(δpi + ε
q
i ) 1, n = 0, 1, . . . , N − 1. With
these assumptions, (2) becomes
rq(n, t) =
Nd−1∑
m=0
NT∑
p=1
L∑
i=1
xi exp (−j2pif0(δpi + εqi )) (6)
× up(t− nTr −mNTr − τi) exp (j2pifn(t− τi − 2vi
c
t)).
2) Communication Signal: Suppose there are Nc carriers
that spectrally overlap with the radar band, with center fre-
quencies fCi and bandwidths Bi, i = 0, 1, . . . , Nc − 1. Here,
the term “carrier” refers to any communication transmission
within the radar band; e.g. a particular block of subcarriers
within a communication band, the aggregate transmission
over a communication band, etc. The received communication
signal has the form
sc(t) =
Nc−1∑
i=0
gi(t) exp (j2pif
C
i t), (7)
where gi represents the information signal transmitted over
carrier i and is a zero-mean random process whose power
spectral density Gi satisfies
Gi(f) = 0 if |f | > Bi
2
. (8)
Applicable scenarios lie between two extremes. At one
(Fig. 1(a)), the total radar bandwidth overlaps with multiple
communication carriers and the radar frequency step is on the
order of the communication carrier bandwidth. For example,
stepped frequency radars may have a step size of 20 MHz
[25], while the maximum LTE bandwidth is 20 MHz [26]
and in sub-6GHz 5G the maximum channel bandwidth is
100 MHz [27]. At the other (Fig. 1(b)), the radar overlaps
with a single communication carrier. The carrier comprises
sub-channels sized on the order of the radar frequency step-
size that are assigned to opportunistic communication users.
For example, 5G employs channels with bandwidths in the
hundreds of megahertz to a few gigahertz [28], and stepped
frequency radars often have a sweep bandwidth on that order.
In any case, the key property that enables the radar to coexist
is that significant portions of spectrum tend to be underutilized
[23] [27]. In light of this, the interference induced by the active
portions can be mitigated.
As a concrete example, to be evaluated in Section V, con-
sider an uplink SC-FDMA system, such as was specified in the
5G New Radio standard released by 3GPP in December 2017.
Suppose the system bandwidth consists of Ns subcarriers
with uniform spacing ∆fC and every K ∈ Z+ consecutive
subcarriers are grouped into channels with center frequencies
fCi = f
C
0 + iK∆f
C , 0 ≤ i ≤ Nc − 1, where fC0 is the start
frequency, each channel has bandwidth K∆fC , for a total
of Nc = bNs/Kc channels. Users are assigned one or more
4channels over which to transmit. The signal transmitted over
channel i has the form
gi(t) =
√
γihi
∞∑
nc=−∞
K−1∑
k=0
aik(nc)uC(t− ncTc) (9)
× exp [j2pi(fCi + k∆fC)t],
where:
• γi is the power level assigned to channel i.
• hi ∼ CN (0, β) are i.i.d. channel fading coefficients. A
block fading channel model is assumed and K is chosen
such that K∆fC equals the coherence bandwidth (∼
0.5 MHz) [29]. Therefore each channel i is characterized
by a single fading coefficient hi that is statisticaly inde-
pendent of all other channels. The variance β accounts
for additional user-dependent effects (e.g. path loss and
log-normal shadowing) [29]. For simplicity, we assume
β is the same for all users.
• {aik(nc) ∈ C : 0 ≤ k ≤ K−1, 0 ≤ i ≤ Nc−1, nc ∈ Z}
are random variables representing the transmitted symbol
sequence, comprising the data and cyclic prefix, with
aik(nc) transmitted on subcarrier k of channel i during
the ncth data block. In SC-FDMA the transmitted sym-
bols aik(nc), k = 0, . . . ,K−1 are the isometric discrete
Fourier transform (DFT) coefficients of the original data
symbol sequence. We assume the original data symbols
adhere to a memoryless modulation format.
• Tc is the block duration (cyclic prefix plus data); for
example, in 5G ∆fC ∼ 15 kHz, so Tc ∼ 1/(15 kHz) =
66 µs.
•
uC(t) ,
{√
1
Tc
0 ≤ t ≤ Tc
0 otherwise
(10)
is the normalized pulse envelope.
B. Signal Processing at Radar Receiver Side
Receiver q’s recording of the nth pulse has the form
χq(n, t) = rq(n, t) + sc(t) + e(t), 0 < t < NdNTr, (11)
where e(t) is additive white gaussian noise (AWGN). Each
pulse return is divided into bTr/T c range gates of size T
seconds, a range interval of cT2 meters, centered at times tk =
kT+ T2 , k = 0, . . . , bTr/T c−1. The qth receiver’s recordings
are projected onto the pth transmit waveform shifted to range
cell k, i.e. onto the functions {sp(m,n, t − tk) : 0 ≤ m ≤
Nd− 1, 0 ≤ n ≤ N − 1, 1 ≤ p ≤ NT , 0 ≤ k ≤ bTr/T c− 1},
to obtain the output sequence yq(m,n, p, k), namely
yq(m,n, p, k) = 〈χq(n, t), sp(m,n, t− tk)〉 (12)
, yqR(m,n, p, k) + y
q
C(m,n, p, k) + e(m,n, p, k),
(13)
where 〈y1(t), y2(t)〉 ,
∫∞
−∞ y1(t)y
∗
2(t)dt and the terms
yqR, y
q
C , and e are the projections of the radar echoes, the com-
munication signal, and AWGN, respectively. This operation is
equivalent to matched filtering each of the N echo recordings
and sampling the output at times tk [30]. Next, we develop
models for the terms in (13).
1) Radar signal component: We have
yqR(m,n, p, k) = 〈rq(n, t), sp(m,n, t− tk)〉 (14)
'
NT∑
p′=1
L∑
i=1
xi exp (−j2pif0(δp
′
i + ε
q
i ))Rup′up(tk − τi) (15)
× exp (−j2pifn(τi + 2vi
c
(nTr +mNTr)− tk)),
where Ruv(τ) , 〈u(t), v(t − τ)〉, and we have used the fact
that {up(t − nTr − mNTr − tk)}Nd−1m=0 is orthogonal along
t. The approximation in (15) assumes the target velocities are
small enough that the target position is constant within a single
PRI. Since each up has duration T , the autocorrelation Rupup
has a duration of approximately 2T ; therefore we assume
Rupup(τ) '
{
1 |τ | < T/2
0 |τ | > T/2 . (16)
We also assume the waveforms are incoherent, i.e.
Rup′up(τ) '
{
Rupup(τ) if p = p
′
0 if p 6= p′ , τ ∈
[
−T
2
,
T
2
]
. (17)
This could be achieved, for example, through time-domain
multiplexing, which would require increasing the illumination
period in order to achieve a given maximum unambiguous
range. Define Ik , {i : |τi − tk| < T/2}, the indices of the
scatterers that belong to range cell k. Applying (16) and (17),
(15) becomes
yqR(m,n, p, k) =
∑
i∈Ik
xi exp (−j2pif0(δpi + εqi )) (18)
× exp
[
−j2pi(n∆f(τi − tk) + f0 2vi
c
mNTr)
]
× exp
[
−j2pi(fn 2vi
c
nTr + n∆f
2vi
c
mNTr)
]
,
where we have absorbed exp (−j2pif0(τi − tk)) into xi.
In general the Tx/Rx array elements are distributed on a
plane and the delays δpi = δ
p
i (θ) and ε
q
i = ε
q
i (θ) are functions
of the scatterer’s angular coordinates θ ∈ R2, e.g. azimuth and
elevation, relative to the array plane. We consider a generic
array response matrix H ∈ CNT×NR where
[H(θ)]pq , exp (−j2pif0(δpi (θ) + εqi (θ)) (19)
and let h , vec (H) ∈ CNTNR .
We define steering vectors for the intra- and inter-frame time
scales: for intra-frame, the range steering vector r(τ, v) ∈ CN
where
[r(τ, v)]n , exp
[
−j2pi(n∆fτ + fn 2v
c
nTr)
]
; (20)
for inter-frame, the velocity steering vector v(v) ∈ CNd where
[v(v)]m , exp
[
−j2pif0 2v
c
mNTr
]
. (21)
Additionally, define the vector of “distortion terms” c(v) ∈
CNNd where
[c(v)]n+mN , exp
[
−j2pin∆f 2v
c
mNTr
]
. (22)
5Now let
φ(θ, τ, v) , h(θ)⊗ [(v(v)⊗ r(τ, v)) c(v)] ∈ CNTNRNNd ,
(23)
where  is the Hadamard product. Hence the radar signal
component can be expressed in vector form as
yR(k) =
∑
i∈Ik
xiφ(θi, τ i(k), vi). (24)
where the coordinate
τ i(k) , τi − tk ∈
[
−T
2
,
T
2
]
(25)
is the scatterer’s offset from the center of the kth range cell.
2) Communication signal component: The interference
component in the projector output for receiver q is
yqC(m,n, p, k) = 〈sc(t), sp(m,n, t− tk)〉. (26)
The power spectral density of yqC for any q is
SC(f) =
∑
i∈Cn
Gi(f − fCi ) |Up(f − fn)|2 , (27)
where
Cn , {i | |fn − fCi | ≤
∆f
2
+
Bi
2
} (28)
is the set of indexes of the carriers that overlap with radar
pulse n. Any communication carrier spectrally overlaps with
at least one radar pulse; but in general a particular radar pulse
may or may not overlap with any carriers, in which case Cn
would be empty. We have
E[|yqC(m,n, p, k)|2] =
∫ ∞
−∞
∑
i∈Cn
Gi(f − fCi ) |Up(f − fn)|2 df,
(29)
implying that only the carriers Cn may interfere with the radar.
Moreover, only a subset of the carriers Cn actually interfere
because Gi implicitly depends on whether carrier i is in use.
Therefore, E[|yqC(m,n, p, k)|2] = 0 whenever 1) Cn = ∅, or
2) none of the carriers Cn are in use.
Define B(k) ∈ CNT×NR×Nd×N whose (p, q,m, n) element
Bpqmn(k) , yqC(m,n, p, k) and let b(k) , vec(B(k)) ∈
CNTNRNdN , such that the ith element of b(k) is consistent
with element i of yR(k). Then the number of nonzero entries
in b(k) is equal to NTNRNd times the number of occurences
of spectral overlap. Intuitively, if the probability of spectrum
overlap with an active carrier is small, then b(k) will be
sparse—a plausible instance of this is explored in Section V.
For now, we assume that b(k) has a majority of zeros.
Therefore the projection onto range cell k can be written as
y(k) =
∑
i∈Ik
xiφ(θi, τ i(k), vi) + b(k) + e(k), (30)
where e(k) ∼ CN (0, σ2I).
C. Optimization Problem Formulation
The task is to recover the angle-range-doppler image from
the radar measurements (30). To this end, we construct an
on-grid radar model and formulate an optimization problem
to jointly recover the image and the interference signal. The
following approach images the contents of a single coarse
range cell k—in practice, the following would be applied to
each desired cell.
The radar data consists of a coherent batch of echo returns
due to Nd sweeps, modeled by (11). First, the projection
operation in (12) isolates the returns due to the scatterers
located in range cell k, yielding a measurement vector of
length NTNRNdN , given by (30). Next, we assume the
scatterers’ coordinates in angle-range-velocity space lie on
the grid G ⊂ R4, where |G| , M  NTNRNdN . Define
Φ ∈ CNTNRNdN×M whose columns form the dictionary D ,
{φ(θ, τ , v) | (θ, τ , v) ∈ G}, where φ is given by (23). By the
on-grid assumption, we have {φ(θi, τ i(k), vi) | i ∈ Ik} ⊆ D.
Thus, the radar signal component (24) can be expressed as
yR(k) = Φw(k), (31)
where w(k) ∈ CM is the vectorized angle-range-doppler
image. The nonzero entries of w(k) form {xi | i ∈ Ik} and
are positioned such that xi weights φ(θi, τ i(k), vi). Plugging
(31) into (30), we obtain
y = Φw + b + e, (32)
with the dependence on k hereafter implied.
Sparsity manifests in two forms: b is sparse because of the
frequency-domain sparsity of the communication signals; w
is sparse if the radar scene is sparse. Accounting for these
properties, we formulate the following optimization problem
to jointly recover w and b:
min
w,b
‖y −Φw − b‖22 + λ1‖w‖1 + λ2‖b‖1. (33)
Given the measurement y, (33) seeks sparse w and b that
fit (32), where the hyperparameters λ1, λ2 > 0 control the
sparsities. The optimal w is the recovered image.
III. DIRECT SOLVER BASED ON ADMM ALGORITHM
We herein derive the ADMM equations for (33). ADMM
is well-suited to handle high-dimensional problems where the
objective can be expressed as the sum of convex functions
[31]—as typically is the case in signal processing and ma-
chine learning, where dimensionality and regularization terms
abound. The problem is split into smaller subproblems which
often admit closed-form solutions, so an iteration typically
requires only a few matrix-vector multiplies [31].
ADMM is often viewed as an approximation of the aug-
mented Lagrange multiplier (ALM) algorithm. ALM solves
via gradient ascent the dual of an `2-regularized version of
the primal problem. Evaluating the dual function entails a joint
minimization, which may be prohibitive, so ADMM instead
“approximates” the dual, employing its namesake strategy
of minimizing over the variables in an alternating fashion.
However the resemblance to ALM is somewhat superficial
since each method can be equated to the repeated application
6of a unique monotone operator, revealing that each method’s
convergence guarantee is fundamentally different from the
other’s [32]. Indeed, both methods belong to the broader class
of proximal algorithms [33]. Nonetheless, we derive ADMM
via the augmented Lagrangian.
Let A = [Φ IN ] ∈ CN×(M+N), D1 = [IM 0] ∈
RM×(M+N), D2 = [0 IN ] ∈ RN×(M+N), x =[
wT bT
]T ∈ CM+N , where In denotes the n × n identity
matrix. Then (33) is equivalent to
min
x
‖y −Ax‖22 + λ1‖D1x‖1 + λ2‖D2x‖1. (34)
We reformulate (34) as the constrained problem
min
x,z
‖y −Ax‖22 + λ1‖D1z‖1 + λ2‖D2z‖1
s.t. x− z = 0,
(35)
whose augmented Lagrangian is
Lρ(x, z,u) = ‖y −Ax‖22 + λ1‖D1z‖1 + λ2‖D2z‖1 (36)
+
ρ
2
‖x− z + u‖22 −
ρ
2
‖u‖22,
where u is the scaled dual variable [31] and ρ ∈ R is a
parameter. ALM entails computing the dual function min
x,z
{Lρ}
exactly by jointly minimizing Lρ over x and z, which may
be costly because of the nonlinear term involving x and z.
ADMM instead minimizes along the x and z directions in an
alternating fashion.
“Vanilla” ADMM comprises three steps: minimization of
Lρ over x; minimization of Lρ over z; and finally a gradient
ascent iteration, incrementing u using the gradient w.r.t. u of
the “approximate” dual function min
z
min
x
Lρ(x, z,u). Namely,
ADMM sequentially solves
xk+1 = argmin
x
(
‖y −Ax‖22 +
ρ
2
‖x− zk + uk‖22
)
(37)
zk+1 = argmin
z
(
λ1‖D1z‖1 + λ2‖D2z‖1 (38)
+
ρ
2
‖xk+1 − z + uk‖22
)
uk+1 = uk +∇uLρ(xk+1, zk+1,u). (39)
Equation (37) is an `2-regularized least-squares problem, while
(38) can be separated into
zk+11 = argmin
z1
(
λ1‖z1‖1 + ρ
2
‖xk+11 − z1 + uk1‖22
)
(40)
zk+12 = argmin
z2
(
λ2‖z2‖1 + ρ
2
‖xk+12 − z2 + uk2‖22
)
, (41)
where zi , Diz, xki , Dixk and uki , Diuk, i = 1, 2. The
solutions to (40) and (41) are given by the proximal operator
of the `1-norm, Sκ : Cn → Cn, called the soft-thresholding
operator. Here Sκ operates elementwise, so that the ith element
of the output for input a = [a1 · · · an]T is
[Sκ(a)]i =
ai
|ai| ∗max(|ai| − κ, 0). (42)
Therefore the vanilla ADMM equations for (33) are
xk+1 = (AHA + ρI)−1(AHy + ρ(zk − uk)) (43)
zk+11 = Sλ1/ρ(x
k+1
1 + u
k
1) (44)
zk+12 = Sλ2/ρ(x
k+1
2 + u
k
2) (45)
uk+1 = uk + xk+1 −
[
zk+11
zk+12
]
. (46)
Our proposed ADMM algorithm augments vanilla ADMM
in two ways. It is known that inserting a relaxation step
between the x and z updates,
ξk+1 = αxk+1 + (1− α)zk, (47)
where α ∈ [0, 2] is a parameter, may improve convergence
speed [31]. This step also arises naturally in an alternative
ADMM derivation [32]. Additionally, we introduce a param-
eter η ∈ R to control the gradient step-size in the u-update.
Finally, the proposed ADMM iteration for (33) is
xk+1 = (AHA + ρI)−1(AHy + ρ(zk − uk)) (48)
ξk+1 = αxk+1 + (1− α)zk (49)
zk+11 = Sλ1/ρ(ξ
k+1
1 + u
k
1) (50)
zk+12 = Sλ2/ρ(ξ
k+1
2 + u
k
2) (51)
uk+1 = uk + η
(
ξk+1 −
[
zk+11
zk+12
])
. (52)
where ξki = Diξ
k, i = 1, 2.
The main pitfall of ADMM we aim to address is choosing
the parameters, {ρ, α, η, λ1, λ2} which in general must be
tuned for each application. While the basic form of ADMM
has a single algorithm parameter ρ and is guaranteed to
converge at a linear rate for all ρ > 0 [34], in practice the
convergence speed as well as accuracy vary significantly with
ρ. Selection on ρ may be based on the eigenvalues of A
[35]. Alternatively, ρ can be updated based on the value of
the primal and dual residuals at each iteration [36]. From
our experience, the ADMM parameters primarily influence
convergence speed, while the `1-regularization parameters
affect convergence accuracy. The `1 parameters can also be
updated at each iteration, e.g. LARS determines a parameter
schedule by calculating the solution path for every positive
value of the regularization parameter [37]. Otherwise, cross-
validation can be effective.
The deep unfolding method we present next can be seen as
a way of automating hyperparameter cross-validation, wherein
algorithm hyperparameters become decision variables for op-
timizing a measure of algorithm performance.
IV. COMPLEX ADMM-NET
We herein outline the general unfolded network design
process and then detail the proposed ADMM-Net design.
Mainstream deep learning software supports only real-valued
inputs and parameters, while radar measurements are typically
complex-valued, so we have to translate ADMM’s complex-
valued operations into an equivalent sequence of real-valued
operations. Upon network initialization, the network’s forward
pass is identical to executing a number of ADMM iterations.
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A. Towards ADMM-Net
A neural network is essentially a composition of param-
eterized linear and nonlinear functions called layers, and
deep learning is the process of adjusting the layer parameters
such that the network emulates some desired mapping. This
amounts to optimizing a loss metric quantifying the accuracy
of the network’s output measured against training data, a pu-
tative sample of the desired mapping’s input/output behavior.
Typically a gradient-based algorithm is used for optimization,
and since standard deep learning software packages, such as
Tensorflow and PyTorch, employ automatic differentiation to
compute gradients, many iterative algorithms can readily be
parameterized, cast as a series of network layers, and then
optimized as such.
Unfolding an algorithm iteration into a set of feed-forward
neural network layers requires specification of a) the functional
dependencies between the algorithm iterates and b) the param-
eters to be learned. Consulting the algorithm’s corresponding
data flow graph aids the design process. Fig. 2 depicts the
data flow graph for the proposed ADMM iteration. Each node
corresponds to an iterate, and an arrow indicates functional
dependence between two iterates. The iterate associated with
an arrow’s head is a function of the iterate associated with the
tail. The neural network receives one layer per node, such that
the inputs to the layer associated with a node v are the tails
of all arrows directed to v. A layer’s input/output mapping is
defined based on the corresponding iterate’s update equation
in the original algorithm, or a generalized version thereof.
Therefore if the algorithm comprises n update equations, every
n consecutive layers of the unfolded network correspond to
a single algorithm iteration—we refer to this as a network
“stage” [16]; see the nodes enclosed by the dashed-lines in
Fig. 2.
B. ADMM-Net Structure
ADMM-Net has layer operations based on (48)-(52). Stage
k of the network consists of a reconstruction layer Xk
that corresponds to the x-update, a relaxation layer Ξk that
corresponds to the ξ-update, a nonlinear transform layer Zk
that corresponds to the z-update, and a dual update layer Uk
that corresponds to the u-update. In addition to learning the
ADMM algorithm parameters in each layer, we also param-
eterize the linear transformations in the x-update, initializing
them as prescribed by ADMM.
Network Input: The network input y ∈ CN enters the
network via the reconstruction layers.
Reconstruction Layer: This layer performs the complex x-
update prescribed by ADMM. The inputs to this layer are the
network input y ∈ CN , and z˜k−1, u˜k−1 ∈ R2M from stage
k − 1. The output of the stage k reconstruction layer is
x˜k = Mk1g(y) + M
k
2(z˜
k−1 − u˜k−1), (53)
and hence x˜k ∈ R2M . The entries of the matrices Mk1 ∈
R2M×2N and Mk2 ∈ R2M×2M are learnable parameters. The
function g : CN → R2N vertically concatenates the input’s
real and imaginary parts into a single real-valued vector: if
y ∈ CN , then
g(y) :=
[
Re{y}
Im{y}
]
∈ R2N . (54)
The block diagram for g is shown in Fig. 3(a). Thus x˜k
corresponds to “stacking” the real and imaginary parts of (48)
into a single vector, i.e. x˜k ≡
[
Re{xkT } Im{xkT }
]T
. The
values z˜0 = 0 and u˜0 = 0 are used for the first reconstruction
layer.
Fig. 3(a) illustrates the kth reconstruction layer: the real
and imaginary parts of the complex-valued observation y are
vertically concatenated via g to form y˜; Mk1 premultiplies y˜
and Mk2 premultiplies z˜
k−1− u˜k−1; the two resulting vectors
are summed to obtain the layer output x˜k.
Relaxation Layer (stage k): The output of this layer is
ξ˜k = αkx˜k + (1− αk)z˜k−1, (55)
where αk > 0 is a learnable parameter. The output ξ˜k ∈ R2M
is the concatenation of the real and imaginary parts of (49),
i.e. ξ˜k ≡
[
Re{ξkT } Im{ξkT }
]T
.
Nonlinear Transform Layer: This layer applies the soft-
thresholding operation as in the ADMM z-update (50)-(51).
The output of the Kth nonlinear transform layer is sent to the
network output layer. The layer output is given by
ζk1 = Sλk1 (D1g
−1(ξ˜k + u˜k−1)) (56)
ζk2 = Sλk2 (D2g
−1(ξ˜k + u˜k−1)) (57)
z˜k = g
([
ζk1
ζk2
])
, (58)
where λk1 , λ
k
2 > 0 are the learnable `1-regularization pa-
rameters and Sκ(a)i = ai|ai| ∗ max(|ai| − κ, 0) is the soft-
thresholding operator. The operation g−1 : R2M → CM forms
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a complex vector out of the top and bottom halves of the input
vector: if x˜ ∈ R2M then
g−1(x˜) := x˜[0 : M − 1] + jx˜[M : 2M − 1] ∈ CM , (59)
where the notation a[k : l] refers to a vector containing the
kth through the lth components inclusive, of the vector a.
The block diagram for g−1 is shown on the left-hand side
of Fig. 3(b). The matrices D1 = [IM 0] ∈ RM×(M+N) and
D2 = [0 IN ] ∈ RN×(M+N) partition z as in (40)-(41).
Fig. 3(b) illustrates this layer’s operations: the layer inputs
are summed and input to g−1; the output is partitioned via
premultiplication by D1 and D2; soft-thresholding is applied
with the respective thresholding parameters λ1 and λ2; the
outputs are concatenated into
[
ζk1
T
ζk2
T
]T
, whose real and
imaginary parts are subsequently concatenated into the real-
valued vector via g, yielding the output z˜k.
Dual Update Layer: The output of this layer is
u˜k = u˜k−1 + ηk(ξ˜k − z˜k), (60)
where ηk is a learnable parameter corresponding to the gra-
dient step size. The variable u˜k ∈ R2N corresponds to the
concatenation of the real and imaginary parts of (49), i.e.
u˜k ≡
[
Re{ukT } Im{ukT }
]T
.
Network Output: The network output is derived from the
output of the final nonlinear transform layer z˜K via
xˆ = g−1(z˜K), (61)
where g−1 is defined in (59).
C. Training Details
1) Parameter set: Stage k of the network has learnable
parameters {Mk1 ,Mk2 , αk, λk1 , λk2 , ηk}. The scalar parameters
are initialized according to either theoretically or empirically
justified values, as detailed in Section V. The matrices Mk1 ∈
R2M×2N and Mk2 ∈ R2M×2M are initialized such that the
reconstruction layer’s operation is initially equivalent to (48).
All stages are identically initialized according to
Mk1 ←
[
Re{PAT } −Im{PAT }
Im{PAT } Re{PAT }
]
∈ R2M×2N (62)
Mk2 ←
[
Re{ρP} −Im{ρP}
Im{ρP} Re{ρP}
]
∈ R2M×2M ,
where P , (ATA + ρI)−1.
2) Training data generation: Training data pairs
{(xi,yi)}Ntraini=1 are generated as follows. The complex-
valued ground truth xi =
[
wTi b
T
i
]T ∈ CM is created
such that xi and bi satisfy desired sparsity levels, where the
nonzero elements are sampled from a distribution dictated by
the physical model. The complex-valued measurements are
then generated by yi = Axi + ei where ei ∼ N (0, σ2I) with
noise level σ.
3) Loss function: The loss function of the network is the
mean-squared error
L(xˆi; xi) = 1
Ntrain
Ntrain∑
i=1
‖xi − xˆi‖22, (63)
where xˆ is the network’s output and xi is the ith training
sample.
V. SIMULATIONS
We compare the performance ADMM-net, ADMM, and
the CVX semi-definite program solver in angle-range-velocity
imaging in a simulated interference environment where a
MIMO stepped-frequency radar shares spectrum with the
SC-FDMA system introduced in Section II-A2, and further
specified in Section V-B.
A. Angle-range-velocity imaging
Simulated radar measurements are generated with the on-
grid model (32). The simulated (toy-sized) stepped-frequency
MIMO radar parameters are listed in Table II. The scattering
coefficients xi are independently sampled from CN (0, σ2x),
where σ2x is the variance. The columns of Φ are scaled to
have unit norm. Without loss of generality, we consider the
radar processing for the range cell k = 0.
The Tx and Rx arrays are co-planar uniform linear arrays,
with respective normalized element spacings dT and dR (nor-
malized by the start carrier wavelength f0/c), arranged in a
cross-shaped geometry [38]. The array response to a scatterer
at angular coordinates (θ1, θ2) ∈ R2, where θ1 is the direction
relative to the Rx array and θ2 is the direction relative to the
Tx array, is given by
h(θ1, θ2) = hR(θ1)⊗ hT (θ2), (64)
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hR(θ1) ,
[
1 e−j2pidRθ1 · · · e−j2pidRθ1(NR−1)] (65)
hT (θ2) ,
[
1 e−j2pidT θ2 · · · e−j2pidT θ2(NT−1).] (66)
We let G = T × V ×Θ1 ×Θ2, where
T = {Tm/Mτ | m = −Mτ/2, . . . ,Mτ/2− 1} (67)
V = {vmaxm/Mv | m = −Mv/2, . . . ,Mv/2− 1} (68)
Θ1 = {m/Mθ1 | m = 0, 1, . . . ,Mθ1−1} (69)
Θ2 = {m/Mθ2 | m = 0, 1, . . . ,Mθ2−1} (70)
are the delay, velocity, and angle grids, and Mτ ,Mv , and Mθ1
and Mθ2 are the respective grid sizes. Recall τ ∈ [−T2 , T2 ] is
the offset from the center of the coarse range cell; the absolute
delay τ is recovered via τ = τ + tk, where tk is the center of
the coarse range cell.
We choose, Mτ = 5, Mv = 5, and Mθ1 = 3,Mθ2 =
2; hence Φ ∈ C64×150. To avoid aliasing, we require |v| ≤
c
4f0NTr
, vmax, and assuming dR = dT = 1, we require
0 ≤ θ1 ≤ 1 and 0 ≤ θ2 ≤ 1. The maximum unambiguous
absolute range is thus Rmax = cTr/2 meters. Each coarse
range cell is of size cT/2 = 150 meters; the conventional,
DFT-based range profile resolution is cT2N = 37.5 meters. The
maximum unambiguous velocity is ±vmax = ± c4f0NTr .
TABLE II: Radar simulation parameters
Symbol Value Description
N 4 No. frequency steps
Nd 4 No. sweeps
NT 2 No. transmitters
NR 2 No. receivers
f0 2 GHz Start frequency
∆f 1 MHz Frequency step size
T 1 µs Pulse duration
Tr 66 µs Pulse-repetition interval
Rmax 9900 m Max. unambiguous range
vmax ±142 m/s Max. unambiguous velocity
dT 1 Tx array normalized spacing
dR 1 Rx array normalized spacing
σ various AWGN variance
σ2x 1 Scattering coefficient variance
xi ∼ CN (0, σ2x) Scattering coefficient i
B. SC-FDMA
Table III lists the simulated SC-FDMA system parameters.
Without loss of generality, in the simulations we make the
following assumptions:
1) fC0 = f0. The radar and SC-FDMA system have the same
start frequency, f0.
2) NcK∆fC = N∆f . The SC-FDMA bandwidth equals
the radar sweep bandwidth, and therefore the SC-FDMA
system is the only source of interference. The extension
to multiple interference sources is straightforward since
each source would occupy a distinct frequency band; an
analysis along the lines presented here would be carried
out for each interference source.
3) ∆f
K∆fC
, L ∈ Z+. The sweep bandwidth is an integer
multiple of the channel bandwidth. For example, the co-
herence bandwidth is typically ∼ 0.5 MHz and typically
∆f ≥ 1 MHz.
4) γi = γ for all i, where γ > 0 is a constant.
5) We suppose the scheduling takes place on a PRI-by-
PRI basis (in LTE, resource blocks are allocated in time
intervals on the order of 1 millisecond, while the radar
sweep duration may be tens of milliseconds). Let Ω
denote the sample space of all possible active channel
configurations—i.e. the power set of {n ∈ Z | 0 ≤ n ≤
Nc − 1}—and let Ai ⊂ Ω denote the event channel i is
active during any given radar pulse, where the probability
of Ai is P (Ai). We assume a random sample from Ω is
drawn every PRI.
6) {aik(nc) : ∀i, k, nc} are i.i.d., uncorrelated, and normal-
ized, such that
E[aik(nc)aik′(nc)∗|Ai] =
{
1 if k = k′
0 if k 6= k′ . (71)
In practice, the cyclic prefix violates the uncorrelatedness
assumption, but the discrepancy will be small to the
extent that the length of the channel impulse response
is small relative to the symbol duration (e.g. in LTE the
cyclic prefix duration is around 7% of the data symbol
duration). Also, if the symbols are normalized, then by
the norm-preserving property of the isometric DFT, the
original data symbols belong to a normalized symbol set.
7) aik(nc) and hi are mutually independent for all i, k, and
nc.
8) P (Ai) ,  ∈ [0, 1] for all i. This implies b is sparse with
high probability whenever  is small.
TABLE III: SC-FDMA parameters
Parameter Value Description
fC0 2 GHz Start frequency
K∆fC 0.5 MHz Channel bandwidth
Nc 8 Number of channels
γ 1 Power assigned to each channel
 various Proportion of active channels
β various Variance of channel fading coefficient
C. Signal-to-Noise Ratio
We define the signal-to-noise ratio (SNR) for a given range
cell k as
SNR ,
E
[‖yR(k)‖22]
E[‖e(k)‖22]
(72)
where yR is given in (24) and e(k) ∼ CN (0, σ2I).
D. Signal-to-Interference Ratio
The signal-to-interference ratio (SIR) for a given range cell
k is defined as
SIR ,
E
[‖yR(k)‖22]
E[‖b(k)‖22]
(73)
where b is given by (30).
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E. Algorithm Specifications
1) ADMM-Net: Unless otherwise indicated, training sets
were of size Ntrain = 4.5 × 106 and the networks were
trained for 45 epochs, i.e. full passes over the training set.
The Adam [39] optimizer was used with parameters β1 = 0.9,
β2 = 0.999 and a batch size of 500. The Adam learning
rate was initialized to 10−3 and multiplied by 10−1 every 15
epochs. All networks were implemented and trained with the
Keras API in Tensorflow 2.
The nonzero entries of wi were generated i.i.d. CN (0, 1).
The nonzero entries of bi were generated i.i.d. CN (0, β),
where β was chosen to satisfy a given SIR. The noise e
was drawn from CN (0, σ2I), where σ2 was chosen to satisfy
a given SNR. See Section IV-C2 for more details regarding
training data generation.
The scalar network parameters were initialized identically
for all layers k as
αk = 1.5 λk1 = 0.01 (74)
ηk = 1 λk2 = 0.005 (75)
ρk = 0.01. (76)
The value for λk2 was determined by cross-validation; η
k was
set to accord with the “vanilla” ADMM equations; αk was set
as recommended [31]; ρk was set as recommended [40]. The
matrices Mk1 and M
k
2 are initialized according to (62) so that
they coincide with ADMM.
2) ADMM: An ADMM iteration is given by Eqs. (48)-(52).
We use the following parameter values:
α = 1.5 λ1 = 0.01 (77)
η = 1 λ2 = 0.005 (78)
ρ = 0.01. (79)
The justification for these values is the same as that for the
ADMM-net parameter initialization (Section V-E1).
3) CVX: For CVX, we used the semi-definite program
(SDP) solver on the problem
min
x,z
‖z‖22 + λ1‖D1x‖1 + λ2‖D2x‖1
s.t. z = y −Ax
(80)
with parameter values
λk1 = 0.01 λ
k
2 = 0.005, (81)
where λ2 was found through cross-validation.
4) ADMM Single-Penalty: To highlight the benefit of the
proposed two-penalty objective (33), we also consider the
problem
min
w
‖y −Φw‖22 + λ1‖w‖1. (82)
We ran the associated ADMM algorithm with parameters
α = 1.5 λ1 = 0.5 (83)
η = 1 ρ = 0.5. (84)
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Fig. 4: NMSE versus iteration/stages of ADMM/ADMM-Net.
The training and test sets have SNR =∞, ‖w‖0 = 2, ‖b‖0 =
16 and SIR = 0 dB.
F. Results
The experiments probe the network’s performance and
robustness along four dimensions: network depth (number
of stages), SNR, SIR, and sparsity level. We evaluate the
candidate methods via the average normalized mean squared
error (NMSE) of their estimates, defined as
NMSE = 10 log10
[
1
Ntest
Ntest∑
i=1
‖xi − xˆi‖22
‖xi‖22
]
dB, (85)
where xˆi is the algorithm output and xi is the ground truth.
The same test set, with Ntest = 103, was used to evaluate all
algorithms.
For each data set property (SNR, sparsity, etc.) we train
several networks, each on a different training set. Each training
set contains samples with either a particular value or a random
distribution of values for the property. Next, we report the
results of each experiment.
1) Network stages: Fig. 4 shows algorithm NMSE (dB)
versus the number of stages/iterations for ADMM-Net/ADMM
for the case SNR = ∞ (i.e., σ2 = 0), ‖w‖0 = 2, and
‖b‖0 = 16. The 9-stage ADMM-Net achieves an error
of −23.45 dB while ADMM converges to −23.48 dB in
195 iterations (see (86) for the convergence criterion). The
ADMM-Net was trained for 45 epochs on 5× 106 samples.
2) SNR: Five networks were trained: four on data sets with
deterministic SNRs in {5, 10, 15} and one with random SNRs
drawn from uniform(5, 20). Fig. 5 plots algorithm NMSE
(dB) versus SNR, where in all cases ‖w‖0 = 2, ‖b‖0 = 16
(25% spectral overlap), and SIR = 0 dB. The points on red
curve are the NMSEs of the networks trained on data with a
deterministic SNR equal to the point’s abscissa; the points on
the blue curve are the NMSEs of the single network trained
on the random SNR data.
3) SIR: Four networks were trained: three were trained
with deterministic SIRs in {−5, 0, 5}, and one was trained
on data with random SIRs drawn from uniform(−5, 5). For
evaluation, we used three test sets with respective SIRs −5, 0,
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and 5. Results are plotted in Fig. 6. The red and blue curves
are analagous to those in Fig. 5.
TABLE IV: Run times in milliseconds for the SNR experi-
ments, averaged over 1000 samples.
Method 5 dB 10 dB 15 dB
ADMM-Net (5 stages) 0.40 0.40 0.40
ADMM 22 26 29
CVX 510 550 600
4) Sparsity: For radar sparsity, a total of six networks
were trained. Five networks were trained on data sets with
deterministic sparsity levels in {2, 3, 4, 5, 6}; within each of
the five sets ‖w‖0 was the same for all samples. One network
was trained on data with random sparsity levels, where the
sparsity of each sample was drawn from uniform(2, 6). All
six sets had ‖b‖0 = 16, SNR = 15 dB, and SIR = 0 dB.
Note that as the number of scatterers increases, the coefficients
must decrease in magnitude in order to yield a given SNR.
For evaluation, we fixed ‖b‖0 = 16 and varied ‖w‖0 from 2
to 6. Results are plotted in Fig. 7. Each point on the red curve
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SIR = 0.
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corresponds to the test set NMSE of the particular network
trained on the (deterministic) sparsity level equal to the point’s
abscissa. The blue curve plots the NMSE of the network
trained on the data with uniformly distributed sparsity levels.
Similarly, for interference sparsity, three networks were
trained on data sets containing samples with a single determin-
istic sparsity level belonging to {12.5%, 25%, 37.5%, 50%}.
The random sparsity level data was generated such that
‖b‖0 ∼ uniform(8, 32). The spectral location and number
of interferers were assumed to be the same for each MIMO
channel and were allowed to vary from sweep to sweep,
but not within a sweep. All four sets had ‖w‖0 = 2,
SNR = 15 dB, and SIR = 0 dB. Note that as the number of
interferers increases, their magnitudes must decrease in order
to yield the same SIR. For evaluation, we fixed ‖w‖0 = 2
and varied ‖b‖0 from 8 to 32. Results are plotted in Fig. 8.
The red and blue curves are analagous to those in Fig. 7.
5) Recovered Image: To provide a qualitative account of
the methods’ outputs as well as demonstrate super-resolution
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Fig. 9: Recovered range-velocity image slice for (a) ADMM, (b) ADMM w/ single penalty, and (c) ADMM-Net. The two
scatterers have magnitudes 2.4 and 0.3 and the same angular position.
capability, we simulate two scatterers in neighboring range
grid points and the same velocity-angle grid point. Fig. 9
shows a range-velocity image slice—the slice which corre-
sponds to the scatterers’ angle location—for three methods:
ADMM, ADMM single-penalty, and ADMM-Net. The respec-
tive NMSEs of the (total) recovered images are −12.0 dB,
−4.7 dB, and −18.4 dB. In all scenarios, single-penalty
ADMM yielded an NMSE of −5 dB or higher, except the
scenario SIR = 5 dB in which the error was −9 dB.
6) Training time: The 5-stage network training time (45
epochs, Ntrain = 4.5×106) was approximately 120 minutes on
a 2-core server with a single Nvidia Tesla K80. On the same
server, the 9-stage network in Fig. 4 (45 epochs, Ntrain =
5× 106) took approximately 250 minutes to train.
7) Run time: Table IV lists the run times in the SNR
experiment, averaged over the test set, for each algorithm, run
in Matlab on a MacBook Pro with 8 GB of RAM and a 2.4
GHz Intel i5 processor. The ADMM run time is defined as the
time until the convergence criterion
NMSE(k + 1)−NMSE(k)
NMSE(k)
< 10−6 (86)
is satisfied, where NMSE(k) is the NMSE at iteration k. The
5-stage ADMM-Net has a constant run time, equal to the run
time of 5 ADMM iterations.
G. Discussion
The deterministically trained ADMM-Nets, tested on data
akin to their training sets, outperform ADMM and CVX by at
least 2 dB in every scenario, and the performance gap widens
to around 4 dB as SNR decreases below 15 dB, a region of
significant practical interest. Moreover, the 5-stage ADMM-
Net is between 50 and 80 times faster than ADMM, and
between 1275 and 1500 times faster than CVX; see Table IV.
Qualitatively, among the recovered images in Fig. 9 ADMM-
Net’s is the cleanest and most accurate. Also evident from Fig.
9 is the benefit of the two-penalty term optimization objective
over the single-penalty objective.
With regard to robustness, we find that the deterministically
trained networks are most accurate on test data with the same
properties as their respective training sets, as opposed to data
with properties different from the training set. The random
data-trained networks perform around 1 dB worse than the
deterministic data-trained networks, but they are more robust
to test set variation. Lower performance may be caused by
the fact that, since the training set size is the same as the
others, fewer examples from each scenario are represented.
Nonetheless, the performance gap shrinks in more challenging
environments, i.e. lower SNR, more spectrum overlap, etc.
VI. CONCLUSION
We have shown that deep learning, in particular the deep
unfolding framework, can significantly improve upon ADMM
and CVX for communication interference removal in stepped-
frequency radar imaging. The added cost is network training,
which can be done in a matter of hours. Training data comes
“for free” by virtue of the statistical signal model, and thus
deep unfolding makes fuller use of prior knowledge than
standard iterative algorithms, adapting theoretically sound,
generally applicable procedures to problem-specific data.
How can we account for the performance ADMM-Net? Cer-
tain unfolded networks are designed to learn only algorithm
hyperparameters and thus have a clear-cut “parameter-tuning”
interpretation; others, such as our ADMM-Net, learn algorithm
operations, and thus may elude such a straightforward account.
In some cases the learned operations do coincide with those
suggested by theory; a VAMP-inspired network, randomly
initialized, learns a denoiser matched to the true signal priors
[17]. ADMM-Net, on the other hand, is initialized as theo-
retically prescribed, whence it then deviates through training.
Further insight might be found in identifying redundancies
among the learnable parameters. For example, in LISTA one
learnable matrix converged to a final state determined by
another, thus allowing a reduction in the number of parameters
without altering performance [41].
REFERENCES
[1] H. Griffiths, L. Cohen, S. Watts, E. Mokole, C. Baker, M. Wicks, and
S. Blunt, “Radar spectrum engineering and management: Technical and
regulatory issues,” Proceedings of the IEEE, vol. 103, no. 1, pp. 85–102,
2015.
13
[2] G. M. Jacyna, B. Fell, and D. McLemore, “A high-level overview of
fundamental limits studies for the darpa ssparc program,” in 2016 IEEE
Radar Conference (RadarConf), 2016, pp. 1–6.
[3] L. Zheng, M. Lops, Y. C. Eldar, and X. Wang, “Radar and communi-
cation coexistence: An overview: A review of recent methods,” IEEE
Signal Processing Magazine, vol. 36, no. 5, pp. 85–99, 2019.
[4] L. Zheng, M. Lops, X. Wang, and E. Grossi, “Joint design of overlaid
communication systems and pulsed radars,” preprint on IEEE Transac-
tions on Signal Processing, 2017.
[5] S. Sodagari, A. Khawar, T. C. Clancy, and R. McGwier, “A projection
based approach for radar and telecommunication systems coexistence,”
in Global Communications Conference (GLOBECOM). IEEE, 2012,
pp. 5010–5014.
[6] B. Li and A. P. Petropulu, “Joint transmit designs for coexistence of
mimo wireless communications and sparse sensing radars in clutter,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 53, no. 6,
pp. 2846–2864, 2017.
[7] B. H. Kirk, R. M. Narayanan, K. A. Gallagher, A. F. Martone, and K. D.
Sherbondy, “Avoidance of time-varying radio frequency interference
with software-defined cognitive radar,” IEEE Transactions on Aerospace
and Electronic Systems, vol. 55, no. 3, pp. 1090–1107, 2019.
[8] H. Deng and B. Himed, “Interference mitigation processing for
spectrum-sharing between radar and wireless communications systems,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 49, no. 3,
pp. 1911–1919, 2013.
[9] Y. Li, X. Wang, and Z. Ding, “Multi-target position and velocity
estimation using ofdm communication signals,” IEEE Transactions on
Communications, vol. 68, no. 2, pp. 1160–1174, 2019.
[10] Y. Li, L. Zheng, M. Lops, and X. Wang, “Interference removal for
radar/communication co-existence: The random scattering case,” IEEE
Transactions on Wireless Communications, vol. 18, no. 10, pp. 4831–
4845, 2019.
[11] L. H. Nguyen, M. D. Dao, and T. D. Tran, “Radio-frequency interference
separation and suppression from ultrawideband radar data via low-
rank modeling,” in IEEE International Conference on Image Processing
(ICIP), 2014, pp. 116–120.
[12] M. Tao, J. Su, Y. Huang, and L. Wang, “Interference mitigation for
synthetic aperture radar based on deep residual network,” Remote
Sensing, vol. 11, no. 14, 2019.
[13] A. Mousavi and R. G. Baraniuk, “Learning to invert: Signal recovery via
deep convolutional networks,” in 2017 IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), 2017, pp. 2272–
2276.
[14] J. A. Tropp and S. J. Wright, “Computational methods for sparse solution
of linear inverse problems,” Proceedings of the IEEE, vol. 98, no. 6, pp.
948–958, 2010.
[15] J. R. Hershey, J. L. Roux, and F. Weninger, “Deep
unfolding: Model-based inspiration of novel deep architectures,”
https://arxiv.org/abs/1409.2574, 2014.
[16] Y. Yang, J. Sun, H. Li, and Z. Xu, “Deep admm-net for
compressive sensing mri,” in Advances in Neural Information
Processing Systems 29, D. D. Lee, M. Sugiyama, U. V.
Luxburg, I. Guyon, and R. Garnett, Eds. Curran Associates,
Inc., 2016, pp. 10–18. [Online]. Available: http://papers.nips.cc/paper/
6406-deep-admm-net-for-compressive-sensing-mri.pdf
[17] M. Borgerding, P. Schniter, and S. Rangan, “Amp-inspired deep net-
works for sparse linear inverse problems,” IEEE Transactions on Signal
Processing, vol. 65, no. 16, pp. 4293–4308, 2017.
[18] Y. Li, X. Wang, and Z. Ding, “Multi-dimensional spectral super-
resolution with prior knowledge with application to high mobility chan-
nel estimation,” IEEE Journal on Selected Areas in Communications,
2020.
[19] O. Solomon, R. Cohen, Y. Zhang, Y. Yang, Q. He, J. Luo, R. J. G.
van Sloun, and Y. C. Eldar, “Deep unfolded robust pca with application
to clutter suppression in ultrasound,” IEEE Transactions on Medical
Imaging, vol. 39, no. 4, pp. 1051–1063, 2020.
[20] N. Samuel, T. Diskin, and A. Wiesel, “Learning to detect,” IEEE
Transactions on Signal Processing, vol. 67, no. 10, pp. 2554–2564, 2019.
[21] C. Hu, Z. Li, L. Wang, J. Guo, and O. Loffeld, “Inverse synthetic
aperture radar imaging using a deep admm network,” in 2019 20th
International Radar Symposium (IRS), 2019, pp. 1–9.
[22] M. A. Herman and T. Strohmer, “High-resolution radar via compressed
sensing,” IEEE Transactions on Signal Processing, vol. 57, no. 6, pp.
2275–2284, 2009.
[23] S. Haykin, “Cognitive radio: brain-empowered wireless communica-
tions,” IEEE Journal on Selected Areas in Communications, vol. 23,
no. 2, pp. 201–220, 2005.
[24] Y. Liang, K. Chen, G. Y. Li, and P. Mahonen, “Cognitive radio
networking and communications: an overview,” IEEE Transactions on
Vehicular Technology, vol. 60, no. 7, pp. 3386–3407, 2011.
[25] T. Counts, A. C. Gurbuz, W. R. Scott, J. H. McClellan, and K. Kim,
“Multistatic ground-penetrating radar experiments,” IEEE Transactions
on Geoscience and Remote Sensing, vol. 45, no. 8, pp. 2544–2553, 2007.
[26] 3rd Generation Partnership Project, “Lte; evolved universal terrestrial
radio access (e-utra); physical channels and modulation,” 3GPP TS
36.211 version 14.2.0 Release 14, 2017.
[27] Y. Kim, Y. Kim, J. Oh, H. Ji, J. Yeo, S. Choi, H. Ryu, H. Noh, T. Kim,
F. Sun, Y. Wang, Y. Qi, and J. Lee, “New radio (nr) and its evolution
toward 5g-advanced,” IEEE Wireless Communications, vol. 26, no. 3,
pp. 2–7, 2019.
[28] M. Shafi, A. F. Molisch, P. J. Smith, T. Haustein, P. Zhu, P. De Silva,
F. Tufvesson, A. Benjebbour, and G. Wunder, “5g: A tutorial overview
of standards, trials, challenges, deployment, and practice,” IEEE Journal
on Selected Areas in Communications, vol. 35, no. 6, pp. 1201–1221,
2017.
[29] C. DAndrea, S. Buzzi, and M. Lops, “Communications and radar coexis-
tence in the massive mimo regime: Uplink analysis,” IEEE Transactions
on Wireless Communications, vol. 19, no. 1, pp. 19–33, 2020.
[30] L. Zheng, M. Lops, X. Wang, and E. Grossi, “Joint design of overlaid
communication systems and pulsed radars,” IEEE Transactions on
Signal Processing, vol. 66, no. 1, pp. 139–154, 2018.
[31] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed
optimization and statistical learning via the alternating direction method
of multipliers,” Foundations and Trends in Machine Learning, vol. 3,
no. 1, pp. 1–122, 2011.
[32] J. Eckstein, “Augmented lagrangian and alternating direction methods
for convex optimization: A tutorial and some illustrative computational
results,” RUTCOR Research Report, 2012.
[33] N. Parikh, S. Boyd et al., “Proximal algorithms,” Foundations and
Trends R© in Optimization, vol. 1, no. 3, pp. 127–239, 2014.
[34] W. Deng and W. Yin, “On the global and linear convergence of the
generalized alternating direction method of multipliers,” Rice University
CAAM Technical Report, 2012.
[35] A. Teixeira, E. Ghadimi, I. Shames, and M. Johansson, “Optimal
scaling of the admm algorithm for distributed quadratic programming,”
https://arxiv.org/abs/1303.6680v2, 2014.
[36] B. He, H. Yang, and S. Wang, “Alternating direction method with
self-adaptive penalty parameters for monotone variational inequalities,”
Journal of Optimization Theory and Applications, vol. 106, no. 2, pp.
337–356, 2000.
[37] B. Efron, T. Hastie, I. Johnstone, and R. Tibshirani, “Least angle
regression,” Annals of Statistics, vol. 32, pp. 407–499, 2004.
[38] C. U. Ungan, . Candan, and T. Ciloglu, “A space-time coded mills
cross mimo architecture to improve doa estimation and its performance
evaluation by field experiments,” IEEE Transactions on Aerospace and
Electronic Systems, vol. 56, no. 3, pp. 1807–1818, 2020.
[39] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
2014.
[40] A. Ramdas and R. J. Tibshirani, “Fast and flexible admm algorithms
for trend filtering,” Journal of Computational and Graphical Statistics,
vol. 25, no. 3, pp. 839–858, 2016. [Online]. Available: https:
//doi.org/10.1080/10618600.2015.1054033
[41] X. Chen, J. Liu, Z. Wang, and W. Yin, “Theoretical linear convergence of
unfolded ista and its practical weights and thresholds,” 32nd Conference
on Neural Information Processing Systems (NeurIPS 2018), 2018.
