Metodologías de análisis de datos energéticos: soporte para la planificación y gestión de la energía en edificios by Calderón Colldeforn, Eduardo
   
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
MEMORIA 
 
 
 
 
 
Autor: Eduardo Calderón Colldeforn 
Director: Guillem Cortés Rossell 
Convocatòria: extraordinària-Abril 2016 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Màster en Enginyeria de l’Energia 
 
 
 
 
Metodologías de análisis de datos energéticos: soporte para 
la planificación y gestión de la energía en edificios 
 		
Director:  
Dr. Guillem Cortés Rossell: 
 
 
 
 
Barcelona a 26  d’abril 2016. 
 
 
 
 
 
Autor: 
Eduardo Calderón Colldeforn: 
 
 
 
 
Barcelona a  26  d’abril 2016. 	  
	 	
Resumen		
Este trabajo se centra en la definición de una metodología que permita la 
obtención de modelos de predicción energética horaria, comparando resultados 
entre los algoritmos perceptron multilayer y máquinas de vectores de soporte.  
La metodología permite analizar los aspectos más relevantes del consumo 
energético de edificios terciarios a partir de datos de fácil acceso, obteniendo 
una diagnosis del comportamiento energético del edificio. A partir de  los 
resultados obtenidos, se propone el uso de la metodología como posible 
producto de gestión energética.			Abstract		
This work focuses on the definition of a methodology for obtaining energy 
hourly forecast models, comparing results between the algorithms multilayer 
perceptron (MLP) and support vector machine (SVM). The methodology 
analyzes most relevant aspects of energy consumption in tertiary buildings from 
easily accessible data, obtaining a diagnosis of energy performance of 
buildings. From obtained results, use of methodology as a possible energy 
service is proposed. 
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Capítulo	1. Introducción	y	Objetivos	
 1.1. Introducción	
El consumo energético es de vital importancia. La energía, junto con la 
tecnología y la economía son considerados entre los principales vectores de 
desarrollo a nivel mundial. Uno de los grandes retos en los próximos años años 
es la transición a una economía de baja intensidad en carbono, para mitigar el 
calentamiento global del planeta. La energía es uno de los principales factores 
relacionados con la emisión de gases de efecto invernadero. El consumo 
energético tiene un marcada tendencia al crecimiento, y en su mayor parte su 
origen es de fuentes fósiles o no renovables. Las tres principales fuentes 
energéticas consumidas son el petróleo, el carbón y el gas natural, su consumo 
está relacionado con las emisiones de gases de efecto invernadero.  
En segundo término aparecen la hidroeléctrica y la energía nuclear, fuentes no 
exentas de polémicas, especialmente la nuclear, pero que se mantienen 
constantes en el tiempo con una ligera tendencia a incrementar. Desde el punto 
de vista de emisiones son dos fuentes limpias.  
Por último están la energías renovables, cada vez más presentes, pero que 
todavía tienen un porcentaje muy bajo del consumo energético mundial. Estas se 
consideran también fuentes de generación limpias. A continuación se muestra un 
gráfico de la evolución del consumo energético mundial desde el año 1980 hasta 
el 2014 separados por fuentes energéticas: 
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Figura 1.1. Evolución del consumo energético mundial. Fuente: British Petroleum1 (June 2015).  
 
Frente al consumo energético y el calentamiento global, cada vez se 
consensuan más políticas para coordinar la mitigación del cambio climático, 
basado, desde el punto de vista energético, en la reducción del consumo  la 
introducción de fuentes renovables.  La agencia internacional de la energía (IEA 
en sus siglas en inglés) propone la proyección de diferentes escenarios en 
función de las políticas aplicadas por los diferentes gobiernos. El gráfico es del 
informe anual de 2012, des de entonces ya se han aplicado algunas políticas en 
este sentido. En la última conferencia de las partes (COP en sus siglas en 
inglés), denominada COP21 y celebrada en París (Francia) a finales de 2015, se 
consensuó el llamado “acuerdo de París”. Este acuerdo, a mi parecer, es 
insuficiente y no vinculante, aunque supone un punto de inflexión en las políticas 
de mitigación globales.  
 
                                            
1 BP Statistical Review of world energy. June 2015. 
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Figura 1.2. Escenarios a futuro de demanda de energía primaria. Fuente: WEO2 (2012).  
 
Según la UNEP (United Nation Environmental Program) los edificios son 
responsables del 40% del consumo energético a nivel mundial, y de 
prácticamente un tercio de las emisiones de efecto invernadero. Por suerte el 
margen de mejora en la reducción del consumo energético se estima entre el 30 
y el 80% usando tecnologías existentes y testadas ya en el mercado 3. 
A continuación se muestra un gráfico donde se muestra el sistema mundial de 
energía, desde su origen hasta su consumo final, en este se puede apreciar el 
peso del consumo energético de los edificios en el consumo mundial de energía. 
 
                                            
2 WEO: World Energy Outlook (2012). Agencia internacional de la energía. 
3 http://www.unep.org/sbci/AboutSBCI/Background.asp 
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Figura 1.3. Sistema global de energía 2010. Fuente: WEO4 (2012).  
Es interesante mostrar el consumo energético por cápita, representado en la 
siguiente figura, tal y como se observa hay claras diferencias entre países y 
hemisferios.  
 
                                            
4 WEO: World Energy Outlook (2012). Agencia internacional de la energía. 
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Figura 1.4. Consumo energético por cápita. Fuente: British Petroleum5 (June 2015).  
Europa se sitúa en un consumo medio por cápita,  aunque su fuerte 
dependencia energética del exterior de Europa hace que se desarrollen políticas 
que fomentan el ahorro energético y la promoción de energías renovables. Este 
trabajo se centra en el consumo energético de los edificios. Continuación se 
resume la principal normativa relacionada con la eficiencia energética del 
consumo en edificios en Europa. 
 
El contexto europeo: 
La Unión Europea mediante su Directiva de eficiencia energética en edificios 
(EPDB 2012/27/UE) define los siguientes objetivos: 
- establecer un marco común de medidas para el fomento de la eficiencia 
energética dentro de la Unión a fin de asegurar la consecución del 
objetivo principal de eficiencia energética de un 20% de ahorro para 2020, 
y preparar el camino para mejoras futuras.  
                                            
5 BP Statistical Review of world energy. June 2015. 
Capítulo 1. Introducción y Objetivos 
23 
- Establecer normas destinadas a eliminar barreras en el mercado de la 
energía y a superar deficiencias del mercado que obstaculizan la 
eficiencia en el abastecimiento y el consumo de energía.  
- Disponer el establecimiento de objetivos nacionales orientativos de 
eficiencia energética para 2020. 
 
La directiva establece que cada Estado miembro fijará un objetivo nacional de 
eficiencia energética orientativo. Este objetivo estará basado bien en el consumo 
de energía primaria o final, bien en el ahorro de energía primaria o final, bien en 
la intensidad energética.  
Para fijar los objetivos los estados miembros tendrán en cuenta, entre otros, los 
siguientes aspectos como que el consumo de energía en la Unión en 2020 no ha 
de ser superior a 1474 Mtep de energía primaria o a 1078 Mtep de energía final, 
circunstancias nacionales como la evolución y previsiones del PIB, y otros	
factores	 de	 la	 evolución	 de	 las	 tecnologías	 vinculadas	 a	 la	 producción	 y	
almacenamiento	de	energía,	la	eficiencia	energética,	etc.	 
Esto implica que los estados miembros establecerán una estrategia a largo plazo 
para movilizar inversiones en la renovación del parque nacional de edificios 
residenciales y comerciales, tanto público como privado. La directiva propone 
que los edificios públicos propiedad de la administración deben utilizarse como 
ejemplo, fomentando la renovación de sus sistemas activos por otros de alto 
rendimiento energético siempre que sea coherente con la rentabilidad, la 
viabilidad económica, la sostenibilidad en un sentido más amplio, etc.  
Otra de las implicaciones es que cada estado miembro establecerá un sistema 
de obligaciones de eficiencia energética. Dicho sistema velará por que los 
distribuidores de energía y/o las empresas minoristas de venta de energía que 
estén determinados como partes obligadas que operen en el territorio de cada 
Estado miembro alcancen un objetivo de ahorro de energía acumulado, a nivel 
de usuario final, antes del 31 de diciembre de 2020.  De forma alternativa al 
sistema de obligaciones de eficiencia energética los estados miembros podrán 
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optar por otras	medidas	de	actuación	para	conseguir	ahorros	de	energía	entre	los	
clientes	finales,	como	por	ejemplo:	 
- Tributos sobre la energía o sobre las emisiones de CO2. 
- Mecanismos e instrumentos financieros o incentivos fiscales que induzcan 
a la aplicación de tecnologías o técnicas eficientes desde el punto de 
vista energético y que den lugar a una reducción del consumo de 
energía de uso final. 
- Formación y educación, incluyendo programas de asesoramiento 
energético.  
La directiva propone diferentes ámbitos de actuación que deben ser definido 
por cada estado miembro, estos son: 
- Auditorías energéticas y sistemas de gestión de calidad y adaptados a 
cada cliente final: hogares, PYME, grandes empresas, etc. 
- Facturación y medición: instalación de contadores de energía que 
proporcionen información en tiempo real y garantizando al usuario final 
que los clientes finales puedan acceder fácilmente a información 
complementaria sobre el consumo histórico, que les permita efectuar 
comprobaciones detalladas de forma gratuita. 
- Información y habilitación de los consumidores promoviendo y facilitando 
el uso eficiente de la energía por parte de los pequeños clientes incluidos 
los hogares. Tales medidas pueden incluir entre otros uno o varios de los 
siguientes elementos: Incentivos fiscales; acceso a la financiación, ayudas 
o subvenciones; suministro de información; proyectos ejemplares; 
medidas de eficiencia energética, etc. 
- Sanciones: definición de un régimen sancionador en caso de 
incumplimiento de las disposiciones nacionales donde se definan las 
medidas necesarias para garantizar su aplicación. 
- Promoción de la eficiencia energética en la calefacción y refrigeración. 
Realización de estudios que permitan la determinación de las soluciones 
más eficientes y más rentables para responder a las necesidades de 
calefacción y refrigeración. Adopción de políticas para el uso de sistemas 
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eficientes de calefacción y refrigeración, en particular los que utilicen 
cogeneración de alta eficiencia. En caso que sea viable se adoptarán las 
medidas oportunas para su desarrollo. 
- Disponibilidad de sistemas de cualificación, acreditación y certificación: 
los estados miembros velaran por que se tomen medidas para que se 
disponga de sistemas de certificación o acreditación o sistemas de 
cualificación equivalentes, incluidos, si fuera necesario, sistemas de 
formación adecuados, para los proveedores de servicios energéticos, 
auditorías energéticas, gestores energéticos e instaladores de los 
elementos de un edificio relacionados con la energía. 
- Información y formación: los Estados miembros velarán por que la 
información sobre los mecanismos disponibles de eficiencia energética y 
sobre los marcos financieros y jurídicos sea transparente y se difunda 
amplia y activamente a todos los agentes del mercado interesados, como 
consumidores, constructores, arquitectos, ingenieros, auditores 
ambientales y energéticos e instaladores de los elementos de un edificio y 
establecerán las condiciones para que los operadores del mercado 
proporcionen a los consumidores de energía información adecuada y 
específica sobre la eficiencia energética, así como asesoramiento al 
respecto. 
- Servicios energéticos. Se fomentarán: 
o el mercado de los servicios energéticos y facilitarán el acceso a este 
de las PYME. 
o Se respaldará el correcto funcionamiento del mercado de servicios 
energéticos.  
o Se asegurarán de que los distribuidores de energía, los gestores de 
redes de distribución y las empresas minoristas de venta de energía 
se abstengan de realizar cualquier actividad que pueda obstaculizar la 
demanda y la prestación de servicios de energéticos u otras medidas 
de mejora de la eficiencia energética. 
- Revisión y control: cada estado miembro debe informar sobre los 
progresos alcanzados en relación con los objetivos nacionales de acción 
para la eficiencia energética. 
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El consumo energético de edificios en España: 
En España el consumo energético referente a comercial, servicios y 
administraciones públicas, junto con el consumo de residencial representa el 
30,42% del consumo final de energía por usos energéticos en el año 2013 según 
cifras de los últimos estudios del IDAE6. Una parte de este consumo es debido al 
consumo energético de los edificios.  
Si nos centramos en el sector servicios en el siguiente gráfico podemos observar 
la distribución de consumos por tipología de servicio en el sector terciario. 
Vemos que el conjunto de oficinas y comercio representan el 72% del consumo 
total.  
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.5. Distribución de consumos por tipología en el sector terciario. Fuente: IDAE1 (2013).  
                                            
6 
http://www.idae.es/index.php/idpag.802/relcategoria.1368/relmenu.363/mod.pags/mem.detal
le 
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Otro gráfico interesante es el que nos muestra el porcentaje de consumo por 
fuentes energéticas donde se observa que la fuente energética principal es la 
electricidad. Vemos que el uso de las energías renovables en edificación aún 
están lejos de representar un porcentaje significativo en el mix de consumo de 
los edificios. 
 
 
 
 
 
 
 
 
 
Figura 1.6. Distribución de consumos por fuente energética en el sector terciario. Fuente: IDAE7 (2013). 
Si nos centramos en el sector residencial los datos facilitados por IDAE2  los 
datos proporcionados en este caso se refieren a consumo por uso final. El 
consumo por usos ha sido estimado en base a la metodología del Estudio 
SECH-SPAHOUSEC8. Los datos se refieren al consumo de los hogares 
asociado a las viviendas principales.  
En este caso los consumos principales hacen referencia a calefacción, ACS y 
electrodomésticos representando el 85% del consumo total.  
 
 
 
                                            
7 http://www.idae.es/index.php/idpag.802/relcategoria.1368/relmenu.363/mod.pags/mem.detalle 
8 http://www.idae.es/uploads/documentos/documentos_informe_spahousec_acc_f68291a3.pdf 
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Figura 1.7. Distribución de consumos por uso final en el sector residencial/hogares. Fuente: IDAE9 (2013).   
 
Por último mostrar el gráfico de consumo por fuente energética del sector 
residencial/hogares donde la electricidad es la fuente energética más utilizada, 
aunque seguida de cerca por combustibles y energías renovables. 
 
 
 
 
 
 
 
 
 
 
Figura 1.8. Distribución de consumos por uso final en el sector residencial/hogares. Fuente: IDAE4 (2013).   
                                            
9 http://www.idae.es/index.php/idpag.802/relcategoria.1368/relmenu.363/mod.pags/mem.detalle 
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Sociedad de la información: 
Vivimos en una sociedad en la que cada día se genera y procesa una cantidad 
enorme de datos. Las cifras son gigantes, según el estudio publicado en Science 
(1) la cantidad de información generada por la humanidad hasta el año 2007 se 
estima en 295 exabytes, aumentando en 2011 a 600 exabytes. El estudio 
también nos dice que, la tecnología digital domina claramente sobre la 
analógicas ya que desde el 2007 sólo el 0,007% de la información del planeta 
está en papel. 
 
El mercado de la gestión y eficiencia energética: 
Dentro de la sociedad de la información, el sector de servicios energéticos no es 
una excepción. En estos últimos años el mercado de la gestión y la eficiencia 
energética se han desarrollado considerablemente, entre otros, mediante la 
promoción de ESEs y contratos de rendimiento energético, acompañado por un 
desarrollo de las tecnologías existentes y la posibilidad cada vez mayor de 
obtener información y poder actuar sobre las tecnologías a un precio cada vez 
más razonable. Cabe destacar también la proliferación de plataformas y software 
que permiten el almacenamiento de datos y la comunicación con las diferentes 
tecnologías relacionadas con la gestión y eficiencia energética: sensores, 
actuadores, sistemas HVAC, iluminación, control de envolventes, sistemas de 
monitorización, BEMS, y una larga lista de sistemas que mejoran la eficiencia de 
los edificios.  
Todos estos sistemas generan una gran cantidad de información, el tratamiento 
de la cual genera conocimiento y da lugar al desarrollo de productos 
relacionados con  análisis de los datos almacenados para darle un valor 
añadido. Relacionado con este mercado aparecen diferentes conceptos que en 
los últimos tiempos están cogiendo fuerza y protagonismo: Big Data, IoT, 
Machine Learning; estos se vinculan a términos que ya nos son familiares a 
todos, este es el concepto “Smart”: Smart city, Smart building, Smart meter, etc.  
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Viendo el marco normativo, el medioambiente, la evolución de la sociedad de la 
información y más concretamente el mercado de servicios energéticos, tenemos 
un reto que afrontar. Este es: como ayuda la información a generar eficiencia y 
ahorro  energético,  y posibilita la integración de energías renovables 
 1.2. Objetivos	
Este trabajo se basa en el análisis de datos horarios procedentes de equipos de 
monitorización ubicados en edificios públicos de diferentes tipologías. 
El objetivo general del trabajo es plantear una metodología para el modelado de 
la predicción energética a corto plazo en edificios públicos. Y a partir de los 
resultados analizar la viabilidad técnica de poder dar valor y funcionalidades a 
las predicciones resultantes desde el punto de vista de la gestión y la eficiencia 
energética.  
Como objetivos específicos se plantean: 
- Comparar dos algoritmos de predicción diferentes ANN y SVM. 
- Usar datos de fácil acceso para la generación del modelo. Se refiere a 
datos disponibles, recopilados en formatos reconocibles (series 
temporales de datos en BdD) y que cueste poco esfuerzo (en tiempo y 
dinero) recopilarlos. Este punto se considera importante debido a que el 
acceso a los datos y su recopilación son dos barreras importantes para el 
análisis energético. 
- Usar datos reales. Para ello se usan datos que provienen de 
equipamientos reales lo que implica un mayor esfuerzo en el procesado 
de datos. Éstos son tratados de forma anónima. 
El análisis de la viabilidad se realizará de una forma cualitativa a partir de los 
resultados que se obtengan de los modelos implementados.  
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Capítulo	2. Justificación	y	enfoque		
  2.1. Justificación	
Son muchos los factores que influyen en el rápido desarrollo del mercado 
energético. Tal y como se apuntaba en la introducción, a partir de la EPBD y su 
transposición a nivel español a favorecido, entre otros, la proliferación de 
equipos de monitorización en edificios y la instalación de contadores eléctricos 
inteligentes por parte de las compañías energética. Este tipo de contadores 
incorporan el protocolo IEC 870-5-103 para potencias contratadas superiores a 
los 15kW (potencias habituales para edificios del sector terciario), lo que significa 
que se puede acceder a los datos que se almacenan en su interior.  
Habitualmente suelen guardar hasta media año de lecturas horarias. 
La liberación del mercado energético, la creación de nuevos productos 
comerciales en el mercado basados en facturación indexada, la introducción de 
la factura electrónica (efactura) en donde aparecen las curvas horarias de 
consumo para productos en indexado en formato electrónico (.xml).  
Todo ello ha propiciado la generación de una gran cantidad de datos, la mayoría 
de los cuales no se usa con fines de ahorro o eficiencia energética. La necesidad 
de reducir el consumo energético, el uso de recursos, la introducción de las 
EERR son prioritarios en nuestra sociedad, así lo recoge la EPBD definiendo 
proponiendo el concepto nZEB. La definición aparece en  la directiva EPBD  
2010/31/UE  Art. 2):	«edificio	de	consumo	de	energía	casi	nulo»:	edificio	con	un	
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nivel	de	eficiencia	energética	muy	alto,	(…).	La	cantidad	casi	nula	o	muy	baja	de	
energía	 requerida	 debería	 estar	 cubierta,	 en	 muy	 amplia	 medida,	 por	 energía	
procedente	 de	 fuentes	 renovables,	 incluida	 energía	 procedente	 de	 fuentes	
renovables	producida	in	situ	o	en	el	entorno;”		
El	calendario	propuesto	en	 la	misma	directiva	se	muestra	en	 la	siguiente	figura,	
tal	 como	 se	 puede	 observar	 a	 partir	 de	 2019	 los	 edificios	 públicos	 de	 nueva	
construcción	deberán	ser	nZEB,	y	a	partir	de	2020	el	resto	de	edificios.	
 
Figura 2.1. Calendario aplicación nZEB. Fuente: EPISCOPE10.   
	
Para conseguir que un edificio cumpla la definición nZEB se debe actuar 
integrando diferentes aspectos vinculados a la construcción y gestión del 
edificio:	
- Arquitectura: diseño teniendo en cuenta la climatología, entorno, 
introducción de conceptos bioclimáticos, etc.  
- Envolvente inteligente: fachadas ventiladas, cubiertas verdes, elementos 
pasivos controlables (protecciones solares, inercias térmicas, etc.) 
- Alta calidad constructiva: aislamiento, control puentes térmicos, etc. 
- Instalaciones y equipos de alta eficiencia y uso de energías renovables 
                                            
10 http://episcope.eu/ 
leadmin/episcope/public/docs/reports/EPISCOPE_SR1_NewBuildingsInTypologies.pdf  
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- Sistema integral de control que pueda controlar los sistemas activos, la 
producción renovable, el consumo energético, factores climáticos, precio 
energía, etc. 
	
Desde el punto de vista técnico aparece el concepto PROSUMERS que proviene 
de los términos PRODUCER y CONSUMER, y que deriva del denominado 
DEMAND-RESPONSE (DR) que se refiere a la gestión de la demanda y 
producción de forma conjunta. En la siguiente figura se muestran los diferentes 
conceptos que se consideran relacionados con la gestión de nZEB, el DR, y la 
reducción de consumo y coste energético. Tal y como se resalta uno los factores 
clave es la predicción de la demanda energética en edificios. En la parte inferior 
de la figura	 se	muestran	 las	 posibles	 aplicaciones	derivadas	de	 la	 aplicación	de	
servicios	energéticos	basados	en	información	y	tecnología.	
	
Figura 2.2. Visión de los conceptos que se consideran relacionados con nZEB y DR. Fuente: elaboración 
propia. 
En la siguiente figura se muestra la evolución del mercado de los servicios 
energéticos desde el punto de vista de la gestión de información. Se muestra un 
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escenario simplificado donde se puede observar las fuentes de información 
existentes. Desde aproximadamente el año 2005 existen en el mercado español, 
y muy especialmente en el catalán, softwares de gestión energética basados en 
datos de facturación. A partir de aproximadamente el año 2009 empiezan a 
aparecer plataformas de monitorización en el mercado, más allá de plataformas 
basadas en sistemas SCADA, y la tecnología asociada a los sistemas de 
monitorización, sensores, actuadores y control se desarrollan de forma constante 
propiciando una mejora de los sistemas y abaratamiento en los costes de 
adquisición y montaje. Cabe destacar que el inicio de la crisis (aproximadamente 
2008-2009) hace que muchas grandes empresas centren dediquen sus recursos 
al sector energético que siempre se ha mantenido con actividad. Este hecho, 
además de los mencionados en otros apartados, también ha propiciado el rápido 
crecimiento del sector de los servicios energéticos, y las tecnologías asociadas 
al mismo.    
En los últimos años con la implantación de smart meters, la proliferación de 
sistemas y plataformas de monitorización, la introducción de efactura y 
productos indexados, cada vez existen más datos disponibles a bajo coste con 
los que poder generar información, conocimiento y negocio.  
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Figura 2.3. Visión del mercado de servicios energéticos en relación con la información. Fuente: elaboración 
propia. 
 
En estados unidos y otros países hace varios años que ya existen modelos de 
negocio que explotan estas datos como servicio para sus clientes (véase 
opower11, referente mundial a nivel de plataformas de gestión energética). En 
España parece que en el mercado se empiezan dan las condiciones para que 
este tipo de servicios se puedan desarrollar.  
 
 
                                            
11 https://opower.com/products/demand-response/ 
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2.2. Enfoque	
 
Este trabajo se centra en datos de edificios públicos, por tanto dentro del sector 
servicios, aunque podría ser extrapolable al consumo energético de otra 
tipología como pueden ser las viviendas.  
 
El enfoque que se le quiere dar a este trabajo, tal y como se anticipa en los 
objetivos y la justificación, es centrarse en el punto de vista de un gestor 
energético de un gran edificio o de parque de edificios y de los que dispone de 
sistemas de monitorización, smart meters, u otros que le proporcionan una gran 
cantidad de información. Esta información se debe gestionar además de atender 
al resto de las funciones asignadas. Se da al caso que normalmente el gestor 
energético de tiene asignadas otras funciones no relacionadas con la gestión 
energética y que suelen ocupar gran parte de su tiempo, quedando reducido el 
tiempo que se dedica a la gestión energética real. 
 
Por tanto el enfoque general del trabajo se basa en plantear una metodología de 
predicción energética para edificios públicos de diferentes tipologías a partir de 
datos reales. Analizar, a partir de los resultados obtenidos, la viabilidad técnica 
de desarrollar productos energéticos para gestores energéticos de edificios 
basados en los algoritmos y metodología desarrollados. En el marco del 
mercado de servicios energéticos actual y su proyección futura, de una forma 
cualitativa.  
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Capítulo	3. Descripción	de	los	datos	de	partida	y	entorno	de	trabajo.	
En este apartada se explica cuáles son los datos utilizados en este estudio. 
Dividimos los datos en dos tipos: 
- Energéticos: datos de consumo energético procedentes de las 
acometidas energética del edificio. 
- Generales: datos no energéticos, pero que tienen relación con el consumo 
de energía, y  que nos van a servir para poder introducir como input en el 
modelo. 
-  3.1. Datos	energéticos	
Los datos utilizados pertenecen a edificios públicos situados en Catalunya. Estos 
proceden de equipos de monitorización instalados en las diferentes acometidas 
energéticas de las que dispone cada edificio. Nos encontramos con tres tipos 
diferentes de acometidas energéticas: electricidad, gas natural canalizado, y 
gasóleo. De todas ellas se va a utilizar el consumo energético horario (la 
granularidad de los datos es cuarto horaria): 
- Electricidad: energía activa (kWh) 
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- Gas natural: impulsos medidos en contador y transformados primero a m3 
de gas natural (especificación del contador) y luego a energía (kWh) 
utilizando el factor de conversión promedio que se indica en las facturas 
de compañía. Este último factor es variable y tienen en cuenta la calidad 
del gas, presión y temperatura (valores que afectan a la cantidad de 
energía que contiene el volumen de gas. 
- Gasóleo: impulsos medidos en contador (teniendo en cuenta la existencia 
o no de by-pass en la alimentación de quemador), transformados a 
energía a partir del PCI del gasóleo-c (usado en calefacción).  
A continuación se puede observar el total de acometidas existentes en la 
muestra de edificios disponible para este estudio. En la tabla se indica el nombre 
(genérico para poder mantener el anonimato), la tipología del edificio, la sub-
tipología, y si dispone o no del tipo de acometida indicadas: 
 
NOMBRE	
EDIFICIO	
TIPOLOGIA	 SUB-TIPOLOGIA	
CONSUMO	
ELÉCTIRCO	
CONSUMO	
GAS	
CONSUMO	
GASOIL	
Building	1	 Offices	 Council	Offices	 OK	 OK	 -	
Building	2	 Offices	 Polivalent	ofices	 OK	 OK	 -	
Building	3	 Offices	 Municipal	offices	 OK	 -	 -	
Building	4	 Cultural	 Theatres	 OK	 -	 -	
Building	5	 Cultural	 Polivalent	cultural	 OK	 OK	 -	
Building	6	 Cultural	 Library	 OK	 -	 -	
Building	7	 Educational	 School	 OK	 -	 OK	
Building	8	 Educational	 School	 OK	 OK	 -	
Building	9	 Educational	 School	 OK	 OK	 OK	
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NOMBRE	
EDIFICIO	
TIPOLOGIA	 SUB-TIPOLOGIA	
CONSUMO	
ELÉCTIRCO	
CONSUMO	
GAS	
CONSUMO	
GASOIL	
Building	10	 Educational	 School	 OK	 OK	 -	
Building	11	 Educational	 School	 OK	 OK	 -	
Building	12	 Educational	 School	 OK	 OK	 -	
Building	13	 Educational	 School	 OK	 -	 OK	
Building	14	 Educational	 School	 OK	 OK	 -	
Building	15	 Educational	 School	 OK	 OK	 -	
Building	16	 Educational	 Special	school	 OK	 OK	 -	
Building	17	 Educational	 School	 OK	 OK	 -	
Building	18	 Educational	 School	 OK	 OK	 -	
Building	19	 Educational	 School	 OK	 OK	 -	
Building	20	 Educational	 Nursery	School	 OK	 OK	 -	
Building	21	 Sports	 Pavilion	 OK	 OK	 -	
Building	22	 Sports	 Football	pitch	 OK	 OK	 -	
Building	23	 Sports	 Pavilion	 OK	 OK	 -	
Building	24	 Others	 Market	 OK	 -	 -	
Building	25	 Offices	 Police	 OK	 OK	 -	
Building	26	 Offices	 Municipal	offices	 OK	 -	 -	
Building	27	 Offices	 Municipal	offices	 OK	 -	 -	
Building	28	 Cultural	 Polivalent	cultural	 OK	 OK	 -	
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NOMBRE	
EDIFICIO	
TIPOLOGIA	 SUB-TIPOLOGIA	
CONSUMO	
ELÉCTIRCO	
CONSUMO	
GAS	
CONSUMO	
GASOIL	
TOTAL	(28)	 28	 20	 3	
Tabla 3.1. Edificios y fuentes energéticas. Fuente: elaboración propia. 
 
A continuación se indica la disponibilidad de datos por edificio y fuente 
energética: 
NOMBRE	
EDIFICIO	
DATOS	ELEC	
INICIO	
DATOS	ELEC	FIN	
DATOS	GAS	
INICIO	
DATOS	GAS	FIN	
Building	1	 2014-01-01	 01/11/2015	 06/03/2014	 01/11/2015	
Building	2	
2013-05-31	
15:00:00	 	 -		
21/02/2013		
13:45:00	
2015-11-01		
11:15:00		-		2015-
11-01	11:15:00	 12/02/2013	 01/11/2015	
Building	3	 2013-04-22	 01/11/2015	 		 		
Building	4	 2014-01-20	 01/11/2015	 		 		
Building	5	 2014-01-01	 01/11/2015	 04/02/2014	 01/11/2015	
Building	6	 2013-06-25	 01/11/2015	 		 		
Building	7	 2014-03-06	 20/07/2015	 		 		
Building	8	 2013-04-20	 01/11/2015	 19/04/2013	 01/11/2015	
Building	9	 2014-02-25	 01/11/2015	 		 		
Building	10	 2013-05-10	 01/11/2015	 22/04/2013	 01/11/2015	
Building	11	 2014-01-20	 01/11/2015	 20/01/2014	 01/11/2015	
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NOMBRE	
EDIFICIO	
DATOS	ELEC	
INICIO	
DATOS	ELEC	FIN	
DATOS	GAS	
INICIO	
DATOS	GAS	FIN	
Building	12	 2014-02-14	 01/11/2015	 14/02/2014	 01/11/2015	
Building	13	 2014-01-28	 01/11/2015	 		 		
Building	14	 2014-02-13	 01/11/2015	 13/02/2014	 01/11/2015	
Building	15	 2013-04-19	 01/11/2015	 13/05/2013	 01/11/2015	
Building	16	 2014-02-13	 01/11/2015	 13/02/2014	 01/11/2015	
Building	17	 2014-02-13	 01/11/2015	 13/02/2014	 01/11/2015	
Building	18	 2014-02-04	 10/10/2015	 04/02/2014	 10/10/2015	
Building	19	 2014-01-20	 01/11/2015	 20/01/2014	 01/11/2015	
Building	20	 2014-01-17	 01/11/2015	 17/01/2014	 01/11/2015	
Building	21	 2014-02-25	 01/11/2015	 25/02/2014	 01/11/2015	
Building	22	 2014-02-20	 01/11/2015	 20/02/2014	 01/11/2015	
Building	23	
2013-05-07	
15:15:00		-		2013-
05-31	11:45:00	
2015-11-01	
11:45:00		-		2015-
11-01	11:45:00	 12/04/2013	 01/11/2015	
Building	24	 2013-07-10	 01/11/2015	 		 		
Building	25	 2013-02-21	 01/11/2015	 21/02/2013	 01/11/2015	
Building	26	 2013-04-19	 01/11/2015	 		 		
Building	27	 2014-01-17	 01/11/2015	 		 		
Building	28	 2014-01-20	 01/11/2015	 20/01/2014	 01/11/2015	
Tabla 3.2. Periodo de datos disponibles. Fuente: elaboración propia. 
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Se encuentra un periodo de datos coincidentes, es decir, existen datos para 
todos los edificios y fuentes energéticas disponibles en el mismo periodo de 
tiempo. Este periodo va desde 29-01-2014 hasta 19-05-2015. Este es el periodo 
de tiempo del que se disponen datos cuarto horarios en la BdD para ser tratados 
de forma conjunta.  
 3.2. Datos	generales	
La selección de datos que influyen en el consumo energético se ha realizado en 
base a tres premisas: 
- Facilidad de acceso a los datos. Se refiere a no tener que realizar 
desplazamientos para la recogida o medición de datos.  
- Comprensión del funcionamiento y comportamiento energético de los 
edificios en base al conocimiento y experiencia. 
- Variabilidad de los datos, es decir, que estos varíen a lo largo del tiempo 
significativamente y que esta variación a priori afecte al consumo 
energético (en base a la premisa anterior). 
Así pues, los datos que se incluye en este estudio son: 
- Datos meteorológicos: temperatura ambiente y radiación. Procedentes de 
la red de estaciones automáticas que pertenecen al servicio 
meteorológico de Catalunya.  
- Datos relacionados con el calendario: 
o Día de la semana. 
o Hora del día. 
o Calendario personalizado para cada centro en donde se indica: 
§ Días laborables y días no laborables 
§ Horario de uso del edificio (incluyendo servicio de limpieza). 
Estos se han realizado en base a entrevistas telefónicas e 
intercambio de información vía correo electrónico. 
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3.3. Entorno	de	trabajo		y	herramientas	
Los datos están alojados en una base de datos tipo MySQL, versión MSQL 
server 5.5. Se dispone de 4 bases de datos diferentes, cada una de ellas con 
sus correspondientes tablas en donde se encuentra almacenada la información. 
Las bases de datos son: 
- BdD donde se encuentra la información disponible referente a los edificios 
que disponen de monitorización. 
- BdD con la información de consumos energéticos cuarto-horarios 
procedentes de los equipos de monitorización instalados en los diferentes 
edificios. 
- BdD con la información de facturación asociada a los diferentes 
equipamientos disponibles. En esta misma BdD también se dispone de la 
información básica referente a los equipamientos existentes. La 
información de facturación procede de los archivos digitales que 
proporciona la comercializadora al cliente. 
- BdD donde se encuentran los datos meteorológicos. Estos proceden de 
las diferentes estaciones automáticas del “servei meteorològic de 
Catalunya”. 
En estas bases de datos existen registros desde finales de 2012 hasta mediados 
de 2015. 
Las bases de datos están alojadas en un servidor privado virtual (VPS en sus 
siglas en inglés). Este servidor dispone de un sistema operativo Linux con 
distribución Ubuntu 14.04 desktop 64 bits, y dispone de una IP fija. 
El acceso a la BdD se realiza mediante la herramienta MySQLWorkbench 
versión 6.3.5. debido a la confidencialidad de los datos, además de la 
contraseña de la BdD se ha creado un intérprete de órdenes seguro, más 
conocido como túnel SSH (en sus siglas en inglés), para poder conectarse de 
forma segura. 
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En la siguiente imagen se muestra una vista de MySQL workbench: 
 
Figura 3.1. Imagen entorno MySQL worbench. 
La extracción de datos, procesado y cálculos se realiza utilizando el lenguaje de 
programación R12 versión 3.2.3. La programación se ha realizado utilizando IDE 
RStudio versión  0.99.491. Las diferentes versiones del código creado  se han 
gestionado a través de Bitbucket13 y GIT14 en un repositorio de código privado. 
En la siguiente imagen se muestra una vista de RStudio en local:  
                                            
12 https://www.r-project.org 
13 https://bitbucket.org 
14 https://git-scm.com 
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Figura 3.2. Imagen entorno IDE RStudio local. 
 
Cabe destacar que los sistemas operativos, programas, servidor de base de 
datos, lenguajes de programación y ambientes de desarrollo integrado (IDE en 
sus siglas en inglés) son gratuitos.  
Debido al volumen de datos y cálculos realizados se han utilizado servicios de 
computación en la nube con el proveedor amazon15. Para su uso se ha creado 
una imagen de máquina de amazon (AMI en sus siglas en inglés) en donde se 
está instalado: 
- RStudio-0.99.491 (versión server) 
- R-3.2.3 
- Servidor ubuntu-14.04-LTS-64bit 
 
La instancia utilizada para el cálculo es: 
                                            
15 http://aws.amazon.com/es/ec2/details/ 
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 TIPO DE 
INSTANC
IA 
CPU 
VIRTU
AL 
MEMOR
IA (GIB) 
ALMACENAMIE
NTO (GB) 
DESEMPE
ÑO DE 
REDES 
PROCESAD
OR FÍSICO 
VELOCID
AD DEL 
RELOJ 
(GHZ) 
c4.8xlarg
e 
36 60 Solo EBS 10 gigabits Intel Xeon 
E5-2666 v3 
2,9 
Tabla 3.3. Características instancia Elastic Computer. Fuente: elaboración propia. 
 
Este servicio es de pago, el pago se realiza por hora de uso siendo el coste del 
mismo de $1,906 por hora. 
En la siguiente imagen se puede ver la consola de gestión para las instancias de 
computación y el IDE RStudio server preparado para ser utilizado mediante 
página web: 
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Figura 3.3. Imagen gestor instancias amazon. 
Figura 3.4. Imagen pantalla acceso IDE RStudio server. 
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Capítulo	4. Técnicas	utilizadas.	
  
En este capítulo se expone brevemente la base estadística y matemática de las 
diferentes técnicas utilizadas para la obtención de modelos. Se utilizan diferentes 
técnicas de análisis de datos y algoritmos de aprendizaje que se describen 
brevemente en los diferentes apartados y sub-apartados de este capítulo.  
El la figura a continuación se dibujan las diferentes etapas hasta la obtención del 
modelo deseado. En cada uno de estos procesos se utilizan diferentes técnicas 
de análisis de datos, destacando las siguientes: 
- Relleno de huecos (fillgaps) 
- Detección de valores anómalos (outlier detection) 
- ACF 
- Grados día 
- CPM 
- Algoritmos de aprendizaje: 
o ANN 
o SVM  
o Parámetros para la bondad de ajuste de los modelos 
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Figura 4.1. Esquema de proceso para la obtención de modelos. 
 
 4.1. Procesado	de	series	temporales	
4.1.1. Relleno	de	huecos	
Una vez se han descargado los datos de la BdD se hace el primer procesado de 
los mismos para detectar si la serie temporal está completa. Se define un 
margen de tolerancia  (fijado en el 10%), si el número de valores inexistentes en 
la serie temporal supera el valor de la tolerancia esta serie es descartada. Si la 
serie no es descartada se procede a rellenar los huecos mediante interpolación 
lineal.  
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4.1.2. Detección	de	valores	anómalos	
Para la detección de valores anómalos se ha aplicado la técnica mencionada en 
(2). El algoritmo propuesto de describe a continuación: 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.2. Algoritmo propuesto por (2). 
 
Donde: 
- K : número máximo de anomalías. 
- STL: a seasonal-trend decomposition procedure based on loess (3).  
- ESD: EStudentized Deviated Test. 
- MAD: Median Absolute Deviation. 
 
 
El algoritmo se utiliza mediante el package “anomally detection”. 
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 4.2. Cálculo	de	inputs	
 
4.2.1. Definición	de	LAGs	(ACF)	
 
La definición de los lag se explica más adelante, en el capítulo de resultados. En 
este apartado se define el concepto de lag.  
Un lag es el desfase de una medida respecto a la referencia actual. En este 
caso, relacionado con la función de auto-correlación, se refiere al desfase 
respecto a la medida sobre la que se correlaciona la serie. De forma práctica, 
aplicar una correlación sobre una serie temporal de consumo energético horario 
con un lag de 24 significa correlacionar el consumo de un (día 24 horas): 
 
Figura 4.3. Grafico ACF con lag 24 
 
Para el cálculo se utiliza la función ACF existente en R, la fórmula aplicada es la 
que aparece en (4). 
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4.2.2. Grados	día	
 
Los Grados día o Degree Day (GD, DD respectivamente) son utilizados para 
calcular la demanda energética de calefacción  y refrigeración de un 
determinado sistema de climatización.  Los grados de un período determinado 
de tiempo (una semana, un mes, etc.) son la suma, para  todos los días de ese 
período de tiempo, de la diferencia entre una temperatura fija o base de los 
Grados día y la temperatura media del día.  
Para el cálculo de GDC (HDD) utilizamos la siguiente fórmula: 
 
!""#$%& = ()*+, −./01 23/) · 	78 (1) 
Donde: 
- Base= temperatura base para calefacción, se coge como referencia 15 
°C. 
- n : número de días del período considerado.  
- Tmi : temperatura media diaria para el día i. 
- xc :  coeficiente lógico que valdrá 1 cuando la operación del paréntesis sea 
positiva, y 0 cuando sea negativa. 
 
Para el cálculo de GDR utilizamos la fórmula: 
!""#$%& = (./01 23/ − )*+,) · 	78 (2) 
 
- Base= temperatura base para refrigeración, se coge como referencia 20 
°C. 
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- n : número de días del período considerado.  
- Tmi : temperatura media diaria para el día i. 
- xc :  coeficiente lógico que valdrá 1 cuando la operación del paréntesis sea 
positiva, y 0 cuando sea negativa. 
 4.2.3. Ajuste	de	modelos	CPM	
El CPM calcula el punto a partir del cual cambia la tendencia de las series 
temporales analizadas. Es un punto de cambio del comportamiento que 
representan los datos. En este caso analizamos el comportamiento del 
comportamiento energético de los edificios frente a la temperatura exterior. 
 
La siguiente imagen ilustra los modelos propuestos por (5):  
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Figura 4.4. Diferentes modelos de CPM propuestos por (5). 
Capítulo 4. Técnicas utilizadas. 
55 
 
En este trabajo se utilizan los modelos de 4P y 5P. El modelo de 4P es 
recomendado para modelos de calefacción y refrigeración donde los edificios 
tengan cargas latentes altas y consumos de calefacción no necesariamente 
lineales. En este estudio se relacionan con consumos de combustible y algunos 
consumo eléctricos en edificios en los que también se dispone de consumo de 
combustible.  
 Los modelos de 5P se recomiendan para modelos de consumo en que se 
incluye calefacción y refrigeración, como por ejemplo aquellos edificios e que 
existe climatización y electricidad como única fuente energética. Así pues este 
modelo se aplica a aquellos edificios con únicamente consumo eléctrico. 
Los modelos de 4P y 5P y su formulación matemática son los siguientes: 
 
 
(3) 
Donde: 
- E: energía 
- C: constante de consumo energético 
- B1: Coeficiente que describe la dependencia lineal por debajo del change 
point. 
- B2: Coeficiente que describe la dependencia lineal por encima del change 
point. 
- B3: change point para la temperatura (parámetro usado posteriormente). 
- T: temperatura exterior correspondiente al uso energético. 
- + : solo valores positivos dentro del paréntesis. 
 
 
(4) 
Donde: 
- E: energía 
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- C: constante de consumo energético 
- B1: Coeficiente que describe la dependencia lineal por debajo del change 
point. 
- B2: Coeficiente que describe la dependencia lineal por encima del change 
point. 
- B3: change point para la temperatura (parámetro usado posteriormente 
para calefacción). 
- B4: change point para la temperatura (parámetro usado posteriormente 
para refrigeración). 
- T: temperatura exterior correspondiente al uso energético. 
- + : solo valores positivos dentro del paréntesis. 
 
 4.3. Algoritmos	para	la	obtención	de	modelos16	
 
El aprendizaje automático (machine learning en terminología inglesa) es la rama 
de la de la Inteligencia Artificial que tiene como objetivo desarrollar técnicas que 
permitan a las computadoras aprender. Se trata de crear algoritmos capaces de 
generalizar comportamientos y reconocer patrones a partir de una información 
suministrada en forma de ejemplos.  
 
                                            
16 El resumen teórico sobre aprendizaje automático se ha realizado a partir de: 
http://www.cs.us.es/~fsancho/?e=75 
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Figura 4.5. Mapa conceptual extraído de slideshare 17. 
 
En muchas ocasiones el campo de actuación del aprendizaje automático se 
solapa con el de Data Mining. Las disciplinas están enfocadas en el análisis de 
datos, sin embargo el aprendizaje automático se centra más en el estudio de la 
complejidad computacional de los problemas con la intención de hacerlos 
factibles desde el punto de vista práctico, no únicamente teórico. 
Uno de los objetivos del aprendizaje automático es intentar extraer conocimiento 
para predecir un comportamiento futuro a partir de lo que ha ocurrido en el 
pasado. El aprendizaje automático se usa habitualmente para: 
- Regresión: Intentan predecir un valor real.  
- Clasificación: Intentan predecir la clasificación de objetos sobre un 
conjunto de clases prefijadas.  
- Ranking: Intentar predecir el orden óptimo de un conjunto de objetos 
según un orden de relevancia predefinido.  
En este estudio nos centraremos en el uso de la regresión para la predicción de 
valores de consumo energético.  
                                            
17 http://www.slideshare.net/Karelman/datamining-y-machine-learning-para-ciencias-biolgicas 
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Por otra parte, y dependiendo del tipo de salida que se produzca y de cómo se 
aborde el tratamiento de los ejemplos, los diferentes algoritmos de aprendizaje 
automático se pueden agrupar en: 
- Aprendizaje supervisado: se genera una función que establece una 
correspondencia entre las entradas y las salidas deseadas del sistema, 
donde la base de conocimientos del sistema está formada por ejemplos 
etiquetados a priori, 
- Aprendizaje no supervisado: donde el proceso de modelado se lleva a 
cabo sobre un conjunto de ejemplos formados únicamente por entradas al 
sistema, sin conocer su clasificación correcta. Por lo que se busca que el 
sistema sea capaz de reconocer patrones para poder etiquetar las nuevas 
entradas. 
- Aprendizaje semi-supervisado: es una combinación de los dos algoritmos 
anteriores, teniendo en cuanta ejemplos clasificados y no clasificados. 
- Aprendizaje por refuerzo: en este caso el algoritmo aprende observando 
el mundo que le rodea y con un continuo flujo de información en las dos 
direcciones (del mundo a la máquina, y de la máquina al mundo) 
realizando un proceso de ensayo-error, y reforzando aquellas acciones 
que reciben una respuesta positiva en el mundo. 
- Transducción: es similar al aprendizaje supervisado, pero su objetivo no 
es construir de forma explícita una función, sino únicamente tratar de 
predecir las categorías en las que caen los siguientes ejemplos 
basándose en los ejemplos de entrada, sus respectivas categorías y los 
ejemplos nuevos al sistema. Es decir, estaría más cerca del concepto de 
aprendizaje supervisado dinámico. 
- Aprendizaje multi-tarea: engloba todos aquellos métodos de aprendizaje 
que usan conocimiento previamente aprendido por el sistema de cara a 
enfrentarse a problemas parecidos a los ya vistos. 
En este estudio nos centraremos en la parte de aprendizaje supervisado. Dentro 
de los algoritmos existentes se opta por elegir dos tipos de algoritmos: ANN y 
SVM habitualmente utilizados para predicción de consumo energético (6) (7) (8). 
 
Capítulo 4. Técnicas utilizadas. 
59 
4.3.1. ANN18	
 
Las redes neuronales artificiales (RNA) están, en general, inspiradas en las 
redes neuronales biológicas, aunque poseen otras funcionalidades y estructuras 
de conexión distintas a las vistas desde la perspectiva biológica.  
El proceso de relación entre neuronas es conocido y puede modelizarse por una 
función u(.). La neurona recoge las señales por su sinapsis sumando todas las 
influencias excitadoras e inhibidoras. Si las influencias excitadoras positivas 
dominan, entonces la neurona produce una señal positiva y manda este mensaje 
a otras neuronas por sus sinapsis de salida.  
 
Figura 4.6. Modelo de comunicación entre neuronas. Fuente: (9) 
 
Las características principales de las RNA son las siguientes:  
1. Auto-Organización y Adaptabilidad: utilizan algoritmos de aprendizaje 
adaptativo y auto-organización, por lo que ofrecen mejores posibilidades 
de procesado robusto y adaptativo.  
                                            
18 Resumen basado en el material didáctico del Dr. Juan Miguel Marín Diazaraque. Universidad 
Carlos III de Madrid. Departamento de estadística (9) 
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2. Procesado no Lineal: aumenta la capacidad de la red para aproximar 
funciones, clasificar patrones y aumenta su inmunidad frente al ruido.  
3. Procesado Paralelo: normalmente se usa un gran número de nodos de 
procesado, con alto nivel de interconectividad.  
El elemento básico de computación (modelo de neurona) se le llama 
habitualmente nodo o unidad. Recibe un input desde otras unidades o de una 
fuente externa de datos. Cada input tiene un peso asociado w, que se va 
modificando en el llamado proceso de aprendizaje . Cada unidad aplica una 
función dada f de la suma de los inputs ponderadas mediante los pesos: 
 
 
(5) 
El resultado puede servir como output de otras unidades.  
 
Figura 4.7. Representación conceptual de las entradas y salidas de una neurona. Fuente: (9) 
 
Hay dos fases en la modelización con redes neuronales:  
- Fase de entrenamiento: se usa un conjunto de datos o patrones de 
entrenamiento para determinar los pesos (parámetros) que definen el 
modelo de red neuronal. Se calculan de manera iterativa, de acuerdo con 
los valores de los valores de entrenamiento, con el objeto de minimizar el 
error cometido entre la salida obtenida por la red neuronal y la salida 
deseada.  
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- Fase de validación: en la fase anterior, el modelo puede que se ajuste 
demasiado a las particularidades presentes en los patrones de 
entrenamiento, perdiendo su habilidad de generalizar su aprendizaje a 
casos nuevos (sobreajuste).  
Para evitar el problema del sobreajuste, es aconsejable utilizar un segundo 
grupo de datos diferentes a los de entrenamiento, el grupo de validación, que 
permita controlar el proceso de aprendizaje.  
 
Dentro de la gran familia de ANN existente, se utilizará la conocida como 
perceptron multicapa, usando el algoritmo de backpropagation. Este tipo de ANN 
se usa habitualmente y es capaz de actuar como un aproximador universal de 
funciones. Este tipo de RNA se considera supervisada, es decir, se pueden ir 
cambiando los patrones de entrenamiento para ajustar la salida. Lo que significa 
que los pesos se van adaptando  los patrones de entreno. 
Rumelhart et al. (1986) formalizaron un método para que una red del tipo 
perceptron multicapa aprendiera la asociación que existe entre un conjunto de 
patrones de entrada y sus salidas correspondientes: método backpropagation 
error (propagación del error hacia atrás).  
Esta red tiene la capacidad de generalización: facilidad de dar salidas 
satisfactorias a entradas que el sistema no ha visto nunca en su fase de 
entrenamiento.  
Un perceptron multicapa está compuesto por una capa de entrada, una capa de 
salida y una o más capas ocultas; aunque se ha demostrado que para la 
mayoría de problemas bastará con una sola capa oculta. En la figura siguiente 
se puede observar un perceptron típico formado por una capa de entrada, una 
capa oculta y una de salida.  
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Figura 4.8. Arquitectura perceptron multicapa. Fuente: (9)  
 
El método backpropagation funciona de la siguiente forma: Una vez que se ha 
aplicado un patrón a la entrada de la red como estímulo, este se propaga desde 
la primera capa a través de las capas superiores de la red, hasta generar una 
salida. La señal de salida se compara con la salida deseada y se calcula una 
señal de error para cada una de las salidas. 
Las salidas de error se propagan hacia atrás, partiendo de la capa de salida, 
hacia todas las neuronas de la capa oculta que contribuyen directamente a la 
salida. Sin embargo las neuronas de la capa oculta solo reciben una fracción de 
la señal total del error, basándose aproximadamente en la contribución relativa 
que haya aportado cada neurona a la salida original. Este proceso se repite, 
capa por capa, hasta que todas las neuronas de la red hayan recibido una señal 
de error que describa su contribución relativa al error total. 
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La importancia de este proceso consiste en que, a medida que se entrena la red, 
las neuronas de las capas intermedias se organizan a sí mismas de tal modo 
que las distintas neuronas aprenden a reconocer distintas características del 
espacio total de entrada. Después del entrenamiento, cuando se les presente un 
patrón arbitrario de entrada que contenga ruido o que esté incompleto, las 
neuronas de la capa oculta de la red responderán con una salida activa si la 
nueva entrada contiene un patrón que se asemeje a aquella característica que 
las neuronas individuales hayan aprendido a reconocer durante su 
entrenamiento. 
Para generar les RNA se ha utilizado el package “RSNNS”, este package 
permite usar el SNNS (Stuttgart Neural Network Simulator)19. Para ajustar las 
RNA generaas se utilizaran el número de neuronas y de iteraciones para 
minimizar el error resultante.  
 
4.3.2. SVM20	
Las máquinas de vectores soporte (SVM, del inglés Support Vector Machines) 
tienen su origen en los trabajos sobre la teoría del aprendizaje estadístico y 
fueron introducidas en los años 90 por Vapnik y sus colaboradores [Boser et al., 
1992, Cortes & Vapnik, 1995]. Aunque originariamente las SVMs fueron 
pensadas para resolver problemas de clasificación binaria, actualmente se 
utilizan para resolver otros tipos de problemas (regresión, agrupamiento, mul- 
ticlasficación). También son diversos los campos en los que han sido utilizadas 
con éxito, entre otros, visión artificial, reconocimiento de caracteres, 
procesamiento de lenguaje natural, análisis de series temporales.  
                                            
19 http://www.ra.cs.uni-tuebingen.de/SNNS/ 
20 Resumen realizado a partir del material didáctico de Enrique J. Carmona Suárez, Universidad 
de educación a distancia (UNED), departamento de inteligencia artificial, ETS de ingeniería 
informática. (10) 
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Dentro de la tarea de clasificación, las SVMs pertenecen a la categoría de los 
clasificadores lineales, puesto que inducen separadores lineales o hiperplanos, 
ya sea en el espacio original de los ejemplos de entrada, si éstos son separables 
o cuasi-separables (ruido), o en un espacio transformado (espacio de 
características), si los ejemplos no son separables linealmente en el espacio 
original. La búsqueda del hiperplano de separación en estos espacios 
transformados, normalmente de muy alta dimensión, se hará de forma implícita 
utilizando las denominadas funciones kernel.  
Mientras la mayoría de los métodos de aprendizaje se centran en minimizar los 
errores cometidos por el modelo generado a partir de los ejemplos de 
entrenamiento (error empírico), el sesgo inductivo asociado a las SVMs radica 
en la minimización del denominado riesgo estructural. La idea es seleccionar un 
hiperplano de separación que equidista de los ejemplos más cercanos de cada 
clase para, de esta forma, conseguir lo que se denomina un margen máximo a 
cada lado del hiperplano. Además, a la hora de de unir el hiperplano, sólo se 
consideran los ejemplos de entrenamiento de cada clase que caen justo en la 
frontera de dichos márgenes. Estos ejemplos reciben el nombre de vectores 
soporte. Desde un punto de vista práctico, el hiperplano separador de margen 
máximo ha demostrado tener una buena capacidad de generalización, evitando 
en gran medida el problema del sobreajuste a los ejemplos de entrenamiento.  
 
 
Figura 4.9. (a) hiperplano no óptimo, (b) hiperplano óptimo. Fuente: (10) 
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En este estudio se ha utilizado la regresión mediante SVM, también conocida 
como SVR (Support vector Regression). Las máquinas de vectores soporte 
pueden también adaptarse para resolver problemas de regresión.  
Así, dado un conjunto de ejemplos de entrenamiento S = {(x1, y1) , . . . , (xn, 
yn)}, donde xi Rd e yi R, en el que se asume que los valores yi de todos los 
ejemplos de S se pueden ajustar (o cuasi-ajustar) mediante una función lineal, 
el objetivo de la tarea de regresión es encontrar los parámetros w = (w1,...,wd) 
que permitan de unir dicha función lineal:  
 
(6) 
Para permitir cierto ruido en los ejemplos de entrenamiento se puede relajar la 
condición de error entre el valor predicho por la función y el valor real. Para ello, 
se utiliza la denominada función de pérdida. Dado que en la práctica es muy 
difícil que los ejemplos de entrenamiento se ajusten al modelo lineal con un error 
de predicción igual a cero, se recurre al concepto de margen blando, ya utilizado 
anteriormente al resolver el problema de clasificación. Para ello, se definen dos 
variables de holgura tal y como se muestra en la figura siguiente. 
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Figura 4.10. SVR con margen blando. Fuente: (10) 
 
En el caso de que los ejemplos no puedan ajustarse por una función lineal. Los 
ejemplos pertenecientes al espacio original de entradas se transforman en un 
nuevo espacio, denominado también espacio de características, en el que sí es 
posible ajustar los ejemplos transformados mediante un regresor lineal. El tipo 
de transformación dependerá del kernel utilizado. El regresor asociado a la 
función lineal en el nuevo espacio es:  
 
(7) 
 
A modo de resumen, puede decirse que para resolver problemas de regresión 
mediante SVRs hay que seleccionar, además del kernel más adecuado (en el 
caso de regresión no lineal), también el C (Cost), la gamma y la épsilon. Los tres 
parámetros afectan a la complejidad del modelo. Aunque como podremos 
comprobar más adelante en este estudio el parámetro épsilon no afecta a los 
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resultados. Para calcular SVR se ha recurrido al package de R “e1071”, 
definiendo y el kernel como RBF (Radial Basis Function) (11): 
 
 
(8) 
 
4.3.3. Errores	utilizados	para	la	evaluación	de	modelos	
La bondad de ajuste de un modelo describe la bien que se ajusta un conjunto de 
observaciones con los valores calculados por el modelo. Para la evaluación de la 
bondad de ajuste de los modelos se utiliza principalmente el RMSE, tal y como 
se define en la metodología usada para la obtención de modelos. Para el análisis 
final se calculan otros parámetros que definen la bondad de ajuste de los 
mismos. A continuación se definen los parámetros utilizados, que son los 
utilizados habitualmente (9) (10) (11): 
- RMSE (Root Mean Square Error, en sus siglas en inglés), la raíz del error 
cuadrático medio que consiste en realizar la raíz cuadrada de la sumatoria 
de los errores cuadráticos medios (MSE, en sus siglas en inglés). El MSE 
mide el promedio de los errores elevados al cuadrado. Mide la diferencia 
entre el valor pronosticado (el que procede del modelo) y el valor 
observado: 
 (9) 
 Donde: 
o 9	 : valores pronosticados. 
o 9 : valores observados. 
Entonces el RSME es la raíz cuadrada de la fórmula anterior. 
 
Capítulo 4. Técnicas utilizadas. 
68 
- MAE (Mean Absolute Error, en sus siglas en inglés). En estadística, el 
error absoluto medio (MAE) es una cantidad que se usa para medir qué 
tan cerca los pronósticos o predicciones están en referencia a los 
resultados finales. El error absoluto medio está dado por:  
 
(10) 
 
Donde: 
o :/: valores pronosticados. 
o 9/ : valores observados. 
 
- R2: coeficiente de terminación, el coeficiente determina la calidad del 
modelo para replicar los resultados, y la proporción de variación de los 
resultados que puede explicarse por el modelo (12). El coeficiente de 
determinación se puede expresar como (nótese que en la fórmula  
aparece con una notación diferente ( ρ2 )  :	 
 
 
(11) 
 
Donde: 
o : varianza residual. 
o : varianza de la variable dependiente. 
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- %error (MPE Mean Percentage Error, en sus siglas en inglés), mide el 
porcentaje de error del valor pronosticado (f) en la fórmula propuesta, y el 
valor observado (a): 
 
(12) 
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Capítulo	5. Metodología	para	la	predicción	de	consumos	energéticos	en	base	a	datos	horarios.	
 
En este capítulo se explican los pasos seguidos para la modelización del 
comportamiento energético de los diferentes edificios disponibles para este 
estudio. En los siguientes apartados se explicará, primero de forma general y 
posteriormente de forma detallada cuales han sido los pasos seguidos para la 
obtención de la metodología propuesta en este capítulo. 
 5.1. Descripción	general	
El objetivo final es la obtención de modelos para la predicción de consumo 
horario. Para ello en necesario: 
1. Definir los datos de partida.  
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- La premisa es realizar el modelo a partir de datos básicos que se puedan 
obtener de forma fácil. El punto de partida es la disposición de equipos de 
monitorización energética para las diferentes acometidas energéticas que 
dispone un edificio. Los tipos de datos que se incluyen en el modelo son 
de dos tipos:  
- No calculados 
o datos energéticos: consumo horario procedentes de 
monitorización, se utiliza el consumo como salida (output). 
o datos meteorológicos: temperatura y radiación horaria procedentes 
de estaciones meteorológicas.  
o Calendarios: incluye cuatro tipos de datos, 
§ Indicador si el día es festivo o no festivo (0,1). 
§ Indicador si la hora del día es laborable o no laborable, 
indica si el centro está abierto o cerrado (0,1). 
§ Hora del día (1, 24). 
§ Día de la semana (lunes a domingo, (0, 6). 
- Calculados 
o datos energéticos: procedentes de monitorización, se utilizan los 
lags como entradas (inputs) procedentes del cálculo de la función 
de autocorrelación (ACF). 
o HDDfixedbase, CDDfixedbase: grados día con base fija, 15 para 
calefacción y 20 para refrigeración, y sus respectivos lags.  
o HDDbuildspecific, CDDbuildspecific: grados día con base obtenida del CPM 
calculado para cada edificio, y sus respectivos lags. 
2. Tratamiento de los datos: descartar series temporales si el % de datos 
que faltan superan un % del total, fillgaps y detección de outliers. 
3. Definir las variables a introducir en los modelos: datos de consumo 
energético y meteorológicos. (Ver también punto 1datos no calculados). 
4. Cálculo de variables: cálculo de la dependencia climático del consumo 
energético de los edificios mediante CPM. Cálculo de los lags de las 
diferentes variables con una correlación alta. (Ver también punto 1 datos 
calculados). 
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5. Selección y ajuste de los modelos a utilizar: cálculo de los modelos RNA y 
SVM, y obtención del modelo que mejor se ajusta mediante la variación 
de los valores de neuronas e iteraciones para RNA, y la variación de 
épsilon, gamma, y cost para SVM. 
 
De forma esquemática y resumida se describe el proceso definido anteriormente, 
en el siguiente apartado se profundizará en cada una de los pasos realizados: 
 
Figura 5.1. Descripción general del proceso para la obtención de un modelo.  
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5.2. Descripción	detallada	
Para la realización de proceso descrito se han realizado diferentes scripts en R. 
A continuación se muestra una tabla en donde se muestran el nombre del script, 
las funciones creadas dentro del script, los parámetros que afectan al script o las 
funciones creadas y los packages utilizados. La columna de los packages es 
acumulativa, es decir, para cada nueva fila sólo se muestran aquellos packages 
que no han sido utilizados en scripts anteriores. Los scripts están ordenados por 
orden de ejecución, siendo necesario ejecutarlos en este orden para poder 
obtener los modelos finales. 
 
NOMBRE	DEL	SCRIPT		
	USO	PRINCIPAL	
FUNCIONES	
CREADAS	
PARÁMETR
OS	
PACKAGES	
scripExtractData.R	/		
Extracción	de	datos	de	la	BdD	
-	 -	 RODBC	
scriptMeteo.R	
Procesado	de	series	temporales	meteorológicas	
fillgaps,	
report.outlier
s	
TOLERANCE
,	BEGUIN,	
END,	
OUTLIERS,	
ALPHA	
dplyr,	zoo,	
parallel,	
AnomalyDe
tection	
scriptDD.R	
Cálculo	de	grados	día	
DegreeDays	 BEGIN,	
END,	
tempbasisH
eating,	
tempbasisC
ooling	
-	
scriptMonitoringData.R	
Procesado	de	series	temporales	de	consumo	energético	
process.electr
icity,	
process.gas,	
process.gasoil	
TOLERANCE
,	BEGUIN,	
END,	
OUTLIERS,	
ALPHA	
ggplot2	
scriptACF.R	
Función	de	autocorrelación	para	cálculo	de	lags	
ACF.lag	 BEGIN,	
END,	
ACF.CUTOF
F,	LAGMAX	
-	
scriptMeteoDependenceMonitoringData.R	
Cálculo	de	la	dependencia	climática	según	modelo	CPM	
changepoint	 BEGIN,	
END,	
OUTLIERS,	
STATION,	
LINEAR	
segmented,	
forecast	
scriptShapeANNData.R	
Procesado	de	datos	para	su	uso	como	inputs	en	el	modelo	
-	 -	 dummies	
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NOMBRE	DEL	SCRIPT		
	USO	PRINCIPAL	
FUNCIONES	
CREADAS	
PARÁMETR
OS	
PACKAGES	
scriptSelectData.R	
Selección	de	edificios	e	inputs	para	hacer	el	cálculo	del	
modelo	
-	 -	 shiny	
scriptRunModels.R	
Cálculo	y	selección	del	modelo	resultante	
modelfun	 initdate.trai
n,	
enddate.tra
in,	
initdata.vali
d,	
enddate.val
id,	
gamma.ran
ge,	
epsilon.ran
ge,	
cost.range,	
neurons.ran
ge,	
iternum.ran
ge	
RSNNS,	
nnetpredint
,	e1071,	
hydroGOF,	
foreach,	
doSNOW,	
dygraphs,	
NeuralNetT
ools	
scriptMaster.R	
	
Script	desde	el	cual	se	definen	los	parámetros	de	cálculo	y	
se	ejecutan	el	resto	de	scripts.	
-	 -	 -	
Tabla 5.1. Scripts creados. Fuente: elaboración propia. 
 
Destacar que los parámetros que se mencionan en la tabla anterior son: 
− OUTLIERS<-TRUE # variable (TRUE/FALSE); define si se filtran o no los 
“outliers”. 
− BEGIN="AAAA-MM-DD" # fecha de inicio análisis datos aplicado a los 
diferentes scripts, exceptuando fechas de inicio y fin de entreno y 
validación de modelos.  
− END="AAAA-MM-DD"    # fecha de fin análisis datos aplicado a los 
diferentes scripts, exceptuando fechas de inicio y fin de entreno y 
validación de modelos.  
− ACF.CUTOFF = 0.8 # valor límite de correlación fijada partir del +cual se 
generan los lags de las variables, es decir, aquellos valores (con una 
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correlación superior al valor fijado podrán ser utilizados como lags en los 
inputs del los modelos. 
− CLIMATELAG = 24 # Valor máximo, utilizado para datos meteorológicos y 
grados día, para los lags. Por ejemplo 24 significa que se considerará 
como máximo 24 horas, es decir, un día hacia atrás en el tiempo. Este 
valor se combina con el ACF.CUTOFF para generar los inputs de los 
modelos para cada variable. 
− ENERGYLAG = 168 # ídem CLIMATELAG para datos energéticos. 
− STATION = "XV"  # Código de la estación meteorológica asociada. 
− ALPHA  = 1E-6  # Nivel de significancia estadística con el que se aceptan 
o rechazan anomalías (“ (2)”).  
− TOLERANCE = 0.16 # porcentaje en formato decimal por encima del cual 
no se ejecuta la función “fillgaps” y por tanto la serie de datos queda 
descartada. 
- LINEAR =  TRUE # variable (TRUE/FALSE); define si en el 
scriptDependenceMonitoringData.R al generar el CPM se utiliza el modelo 
de regresión lineal u otros modelos de regresión para series temporales. 
Los modelos estiman el CP de la relación entre la temperatura y el 
consumo energético horario. 
Los siguientes parámetros están relacionados con la creación y ajuste de los 
modelos: 
 
Para SVM 
- gamma.range = c(0.01,0.2) # Vector que define el máximo y mínimo valor 
de “gamma” a entrar en el modelo SVM.  
- epsilon.range = c(0.01,0.2) # Vector que define el máximo y mínimo valor 
de “epsilon” a entrar en el modelo SVM.  
- cost.range = c(1,100) # Vector que define el máximo y mínimo valor de 
“cost” a entrar en el modelo SVM.  
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Para RNA 
- neurons.range = c(5,30) # Rango de número de neuronas para la 
creación de la RNA.  
- iternum.range = c(50,350) # Rango de número de iteraciones para la 
creación de la RNA. 
Fechas comunes para la creación de modelos 
- initdate.train="AAAA-MM-DD" # Fecha inicial de entrenamiento para 
RNA/SVM. 
- enddate.train="AAAA-MM-DD"  # Fecha final de entrenamiento para  
RNA/SVM. 
- initdate.valid="AAAA-MM-DD" # Fecha inicial de validación para  
RNA/SVM. 
- enddate.valid="AAAA-MM-DD" # Fecha final de validación para 
ANN/SVM.  
En los siguientes apartados se detalla: 
- Uso, 
- funcionalidades de los scripts, 
- funciones creadas: nombre, entrada/s, salida/s. llamada de la función. 
 
5.2.1. Extracción	de	datos	(scriptExtractData.R)	
Este script se ha creado para llamar a los datos existentes en las diferentes BdD 
y guardarlos como un objeto de R para su posterior uso. La conexión a la BdD 
MySQL existente en el VPS se hace a través de drivers ODBC y SSH.  
5.2.2. Pre-procesado	de	datos	meteorológicos	(scriptMeteo.R)	
Utilizado para el procesado de los datos meteorológicos extraídos de la BdD. 
Las funcionalidades de este script son: 
− Detectar si las series temporales están completas. 
− Detectar valores anómalos (outliers). 
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− Rellenar huecos mediante interpolación. 
− Retornar series temporales completas indicando el número de valores 
estimados. 
Funciones creadas:  
Nombre: fillgaps 
Entrada/s: 
- data : dataframe de  las variables a tratar, debe contener “time stamp” y puede 
contener una variable para agrupar resultados. 
- timestamp : nombre de la variable “time stamp” string con el nombre del campo 
“time stamp” en los datos tratados. Por defecto: "time_stamp".  
- tolerance: parámetro definido al inicio del apartado 5.2. 
- begin: parámetro definido al inicio del apartado 5.2. 
- end: parámetro definido al inicio del apartado 5.2. 
- group : variable de agrupación. Los dato son tratados y agrupados según la 
variable seleccionada,  por ejemplo: stations (agrupa resultados por id de 
estación) 
- filename: string de caracteres, es el nombre del archivo de salida con los datos 
procesados. 
- timeint : intervalo mínimo posible entre ”time stamps”, en minutos. Permite ver 
si las series temporales de los datos procesados son coherentes. 
Salida/s: 
- Datos filtrados y rellenados guardados como objeto de R y también en formato 
csv. 
Llamada a la función: 
fillgaps(data=meteodata,timestamp="time_stamp",tolerance=TOL
ERANCE,begin=BEGIN,end=END,group="id_station", 
timeint=30,filename="filled_meteodata") 
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Nombre: report.outliers 
Entrada/s: 
- data: dataframe procedente de la función fillgaps.  
- filename: string de caracteres que da nombre para el fichero de salida.  
- sourc: string de caracteres predefinidos “Meteo”, “Electricity, “Gas”, “Gasoil”, 
usado para dar nombre a los ficheros de salida. 
- alpha: ALPHA parámetro definido al inicio del apartado 5.2. 
Salida/s: 
- Lista de los outliers detectados y eliminados. 
- Dataset de los time series con “filled gaps” y “outliers” detectados (y borrados) 
guardado com objeto de R y como archivo “.csv” 
- Gráficos de las series temporales con los outliers marcados. Donde en el eje X 
está representado el timestamp (serie  horaria), y en el eje Y los valores de la 
temperatura. En el título del gráfico aparecen los principales parámetros 
definidos para el cálculo de los outliers y el porcentaje de anomalíass detectadas 
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Figura 5.2. Gráfico outliers, ejemplo serie temporal de temperatura ambiente. 
 
Llamada a la función: 
report.outliers(data=filled.data,filename="noOutliers_meteod
ata",sourc="Meteo", alpha = ALPHA)  
   
 
Además se genera un archivo de salida para el script con todos los resultados 
obtenidos y el tiempo de ejecución: scriptMeteo_console.txt 
5.2.3. Cálculo	de	grados	día	(scriptDD.R)	
Creado para el cálculo de HDD y CDD con base fija. 
Las funcionalidades de este script son: 
− A partir de los dats tratados en el script anterior: calcular HDD y CDD con 
base fija (fixedbase) para cada hora, día, semana, mes y año entre dos 
fechas determinadas. 
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− Retornar valores de HDD y CDD indicando el % de datos estimados en la 
serie. 
Funciones creadas: 
Nombre: DegreeDays 
Entrada/s: 
- data : dataframe procedente las funciones fillgaps o report.outliers. 
- initdate: BEGIN parámetro definido al inicio del apartado 5.2. 
- finaldate: END parámetro definido al inicio del apartado 5.2. 
- tempbasisHeating: valor numérico para cálculo de la base de calefacción. 
- tempbasisCooling: valor numérico para el cálculo de la base de refrigeración. 
Salida/s: 
- Lista con HDD y CDD para cada hora, día, semana, mes y año, y el porcentaje 
de datos estimados. 
Llamada a la función: 
DegreeDays(data=inputDD,initdate=BEGIN,finaldate=END,tempbas
isHeating=15,tempBasisCooling=20) 
 
 
Además se genera un archivo de salida para el script con todos los resultados 
obtenidos y el tiempo de ejecución: scriptDD_console.txt 
 
5.2.4. Pre-procesado	de	datos	energéticos	(scriptMonitoringData.R)	
Creado para el procesado de los datos de consumo energético extraídos de la 
BdD.  
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Las funcionalidades de este script son: 
− Detectar si las series temporales están completas. 
− Detectar valores anómalos (outliers). 
− Rellenar huecos mediante interpolación. 
− Retornar series temporales completas indicando el número de valores 
estimados. 
Funciones creadas: dentro de las funciones creadas en este script se utilizan 
las funciones “fillgaps” y “report.outlier” definidas en el scriptMeteo.R 
 
Nombre: process.electricity 
Entrada/s: 
- data : datos de consumo de los edificios estudiados. 
- begin: parámetro definido al inicio del apartado 5.2. 
- end: parámetro definido al inicio del apartado 5.2. 
- tolerance: parámetro definido al inicio del apartado 5.2. 
- group : variable de agrupación. Los dato son tratados y agrupados según la 
variable seleccionada,  por ejemplo: stations (agrupa resultados por id de 
estación) 
- timeint : intervalo mínimo posible entre ”time stamps”, en minutos. Permite ver 
si las series temporales de los datos procesados son coherentes. 
- filename: string de caracteres, es el nombre del archivo de salida con los datos 
procesados. 
- outliers: valor lógico TRUE/FALSE define si se utiliza la función de 
report.outliers. 
- alpha: ALPHA parámetro definido al inicio del apartado 5.2. 
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Salida/s: 
- Datos filtrados y rellenados guardados como objeto de R y también en formato 
csv. 
Llamada a la función: 
process.electricity(data=elec.data,tolerance=TOLERANCE,begin
=BEGIN,end=END,timeint=10,outliers=OUTLIERS, 
alpha=ALPHA,filename="filled_elec_data") 
 
Nombre: process.gas 
Entrada/s: 
- data : datos de consumo de los edificios estudiados. 
- begin: parámetro definido al inicio del apartado 5.2. 
- end: parámetro definido al inicio del apartado 5.2. 
- tolerance: parámetro definido al inicio del apartado 5.2. 
- group : variable de agrupación. Los dato son tratados y agrupados según la 
variable seleccionada,  por ejemplo: stations (agrupa resultados por id de 
estación) 
- timeint : intervalo mínimo posible entre ”time stamps”, en minutos. Permite ver 
si las series temporales de los datos procesados son coherentes. 
- filename: string de caracteres, es el nombre del archivo de salida con los datos 
procesados. 
- outliers: valor lógico TRUE/FALSE define si se utiliza la función de 
report.outliers. 
- alpha: ALPHA parámetro definido al inicio del apartado 5.2. 
 
Salida/s: 
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- Datos filtrados y rellenados guardados como objeto de R y también en formato 
csv. 
Llamada a la función: 
process.gas(data=gas.data,tolerance=TOLERANCE,begin=BEGIN,en
d=END,timeint=10,outliers=OUTLIERS, 
alpha=ALPHA,filename="filled_gas_data") 
 
Nombre: process.gasoil 
Entrada/s: 
- data : datos de consumo de los edificios estudiados. 
- begin: parámetro definido al inicio del apartado 5.2. 
- end: parámetro definido al inicio del apartado 5.2. 
- tolerance: parámetro definido al inicio del apartado 5.2. 
- group : variable de agrupación. Los dato son tratados y agrupados según la 
variable seleccionada,  por ejemplo: stations (agrupa resultados por id de 
estación) 
- timeint : intervalo mínimo posible entre ”time stamps”, en minutos. Permite ver 
si las series temporales de los datos procesados son coherentes. 
- filename: string de caracteres, es el nombre del archivo de salida con los datos 
procesados. 
- outliers: valor lógico TRUE/FALSE define si se utiliza la función de 
report.outliers. 
- alpha: ALPHA parámetro definido al inicio del apartado 5.2. 
 
Salida/s: 
- Datos filtrados y rellenados guardados como objeto de R y también en formato 
csv. 
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Llamada a la función: 
process.gasoil(data=gasoil.data,tolerance=TOLERANCE,begin=BE
GIN,end=END,timeint=10,outliers=OUTLIERS, 
alpha=ALPHA,filename="filled_gasoil_data") 
 
 
Nombre: plot.heatmap 
Entrada/s: 
- data : datos de consumo de los edificios estudiados. 
- source: fuente energética que se está tratando. 
Salida/s: 
Gráfico “heatmap” en donde el eje de las X representa las 24 hrs del día y el eje 
de las Y los diferentes días del año. De esta forma se obtiene una matriz 
24x365 con los valores horarios de consumo energético. 
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Figura 5.3. Gráfico heatmap, ejemplo consumo energía eléctrica edificio 1. 
 
Llamada a la función: (ejemplo llamada a función para electricidad y datos sin 
outliers) 
plot.heatmap(data=filled.nooutliers.data, 
sourc="electricity") 
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Además se genera un archivo de salida para el script con todos los resultados 
obtenidos y el tiempo de ejecución: scriptMonitoringData_console.txt. 
 
5.2.5. Función	de	autocorrelación	(scriptACF.R)	
Creado para encontrar el valor del “lag” con una correlación superior a la 
deseada. 
Las funcionalidades de este script son: 
− Determinar los lags para las diferentes fuentes de consumo energético. 
− Determinar los lags para los datos meteorológicos y grados día con base 
fija. 
Funciones creadas: 
Nombre: ACF.lag 
Entrada/s: 
- input.data : datos sobre los que aplicar la función de autocorrelación. 
- begin: parámetro definido al inicio del apartado 5.2. 
- end: parámetro definido al inicio del apartado 5.2. 
- filename: string de caracteres, es el nombre del archivo de salida con los datos 
procesados. 
- acf.cutoff: valor de correlación a partir del cual se considera el lag válido para 
introducir en el modelo. 
- source: string con el nombre de los datos (se usa para etiquetar los outputs 
generados). 
- lagmax: CLIMATELAG / ENERGYLAG parámetro definido al inicio del apartado 
5.2. 
 
Salida/s: 
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- Lista con los “lags” detectados con una correlación por encima de la correlación 
definida. 
- Gráfico: donde el eje X representa los valores horarios de la serie temporal 
(“lags”), y el eje Y los valores de la correlación. En el título se indica el tipo de 
datos (electricidad, gas, HDD, T, Rad, etc.) y el grupo al que pertenece (código 
edificio, código estación meteo, etc.) 
 
Figura 5.4. Gráfico auto-correlación, ejemplo consumo energía eléctrica edificio 1 para un año de datos. 
 
 
 
 
 
Llamada a la función: (ejemplo llamada a función para electricidad y datos sin 
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outliers) 
ACF.lag(input.data=filled.nooutliers.data,begin=BEGIN,end=EN
D, 
acf.cutoff=ACF.CUTOFF,sourc="Electricity",filename="Electric
ity_lag_estimates", lagmax=ENERGYLAG) 
 
Además se genera un archivo de salida para el script con todos los resultados 
obtenidos y el tiempo de ejecución: scriptACF_console.txt. 
 
5.2.6. Cálculo	dependencia	climática	(scriptMeteoDependenceMonitoringData.R)	
Creado calcular la dependencia climática de las diferentes fuentes energéticas 
estudiadas. Se calcula el CPM para cada una de las series que se considera, 
previo análisis de los datos (ver capítulo de resultados/análisis previos). 
Las funcionalidades de este script son: 
− Ajustar los modelos CPM para la temperatura y energía de cada edificio y 
fuente energética. Determinar el valor del CPM. 
Funciones creadas: 
Nombre: changepoint 
Entrada/s: 
- consumption.data : datos de consumo energético de los edificios estudiados. 
- temperature.data : datos de temperatura de las estaciones meteorológicas. 
- begin: parámetro definido al inicio del apartado 5.2. 
- end: parámetro definido al inicio del apartado 5.2. 
- filename: string de caracteres, es el nombre del archivo de salida con los datos 
procesados. 
- station: parámetro definido al inicio del apartado 5.2. 
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- source: string con el nombre de los datos (se usa para etiquetar los outputs 
generados). 
- linear.model: parámetro definido al inicio del apartado 5.2. 
Salida/s: 
- CPM estimados para cada edificio y fuente energética como objeto de R.  
- Gráfico: eje X consumo energético horario en kWh, eje Y temperatura en 
grados Celsius (°C). 
 
Figura 5.5. Gráfico de dispersión para modelo 4PH , jemplo consumo energía eléctrica edificio 27. 
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Llamada a la función: (ejemplo llamada a función para electricidad y datos sin 
outliers) 
 
changepoint(consumption.data=filled.nooutliers.data,temperat
ure.data=inputDD,begin=BEGIN,end=END, 
              filename="changepoint_elec_estimates",sourc = 
"Electricity",station = station, linear.model = LINEAR) 
 
5.2.7. Alineación	 y	 tratamiento	 de	 datos	 de	 entrada	 al	 modelo	(scriptShapeANNData.R)	
Este script se ha creado para juntar los datos que se utilizaran como inputs, junto 
con el output, en una matriz con un time_stamp común. Es la información base 
para el script que calcula los modelos. Por tanto este script recoge las salidas de 
los scripts ejecutados previamente.  
Los datos relacionados con el calendario se leen de ficheros creados 
previamente. La estructura de los ficheros es: 
 
time_stamp	 weekday	 weedday_id	 ld-hd	 bh-nbh	 Activity_result	 Hour	
 
Donde: 
- Time_stamp: marcada de tiempo horario en formato “dd/mm/aaa 
hh:mm:ss”. 
- Weekday_id: (lunes=0, … Domingo=6). 
- Ld-hd: indica si es día laborable (1) o festivo (0) 
- Bh-nbh: indica si es hora laborable (1) o festivo (0) 
- Hour: hora del día (24hrs.) 
Los campos marcados explicados y marcados en gris son los que se utilizan 
como input. Existe un fichero para cada edificio con el calendario completado 
desde 29-01-2014 hasta 19-05-2015, este es el rango de fechas entre los cuales 
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se dispone de datos para todas las variables, no significa necesariamente que se 
utilicen todos los datos. 
Para introducir los datos en el modelo, las variables continuas se normalizan 
(entre 0 y 1), mientras que los valores discretos se introducen directamente. 
 
 
5.2.8. Selección	 de	 edificios,	 consumos	 energéticos	 y	 parámetros	de	entrada	al	modelo	(scriptSelectData.R)	
Este script se ha creado para seleccionar los edificios y datos a partir de los 
cuales se calcularán los modelos. Se ha realizado para poder seleccionar 
cómodamente y de forma visual todos los edificios y datos durante las pruebas 
iniciales para calcular los modelos. 
Para su realización se ha utilizado  el package shiny21, con el que se pueden 
generar de forma fácil páginas web con las que interaccionar con los gráficos.  
A continuación se muestra una imagen de la interface creada:  
 
                                            
21 http://shiny.rstudio.com 
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Figura 5.6. Interface Web para la selección de edificios y variables. 
 
 
5.2.9. Uso	de	los	scripts	generados	(scriptRunModels.R)	
Creado para calcular los modelos a partir de los algoritmos seleccionados: ANN 
y SVM. 
Las funcionalidades de este script son: 
− Entrenar y validar los modelos con ANN y SVM. 
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− Seleccionar el mejor modelo de todos los calculados (la explicación de la 
selección del mejor modelo se realizada en el apartado 6.1.2 Obtención 
de modelos). 
− Para ANN definir cuáles son los parámetros más influyentes en la 
creación del modelo. 
Funciones creadas: 
Nombre: modelfun 
Entrada/s: 
- data: datos normalizados por fuente energética. 
- model : selección del algoritmo ANN o SVM. 
- initdate.train: parámetro definido al inicio del apartado 5.2. 
- enddate.train: parámetro definido al inicio del apartado 5.2. 
- initdate.valid: parámetro definido al inicio del apartado 5.2. 
- enddate.valid: parámetro definido al inicio del apartado 5.2. 
- neurons.range: parámetro definido al inicio del apartado 5.2. 
- iternum.range: parámetro definido al inicio del apartado 5.2. 
- source: string con el nombre de los datos (se usa para etiquetar los outputs 
generados). 
- gamma.range: parámetro definido al inicio del apartado 5.2. 
- epsilon.range: parámetro definido al inicio del apartado 5.2. 
- cost.range: parámetro definido al inicio del apartado 5.2. 
 
Salida/s: 
- Listado de los resultados de los modelos calculados.  
- Gráfico de los valores de predicción vs los observados: el gráfico muestra los 
dos periodos definidos (entrenamiento y validación), se muestran los valores de 
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predicción frente a los valores observados. En el eje X se muestra el tiempo 
(serie horaria dentro del periodo seleccionado). El eje Y muestra el valor del 
consumo energético en kWh. 
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Figura 5.7. Gráfico interactivo de la predicción frente a los valores observados para el periodo de 
entrenamiento y validación (ejemplo ANN edificio 1 electricidad). 
 
- Gráfico del error (RMSE) obtenido para los diferentes parámetros de cálculo en 
función del algoritmo de cálculo seleccionado (ANN y SVM). Para el caso de 
ANN aparecen dos gráficos, el de la izquierda de la imagen son los resultados 
para el entrenamiento y la parte de la derecha los del periodo de validación. En 
el eje X se representa el número de neuronas. En el eje Y se representa el valor 
del error RMSE. Para representar el número de iteraciones se utiliza un código 
de colores que aparece en la leyenda de la derecha. 
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Figura 5.8. Gráfico del error en función de los parámetros definidos para el algoritmo de cálculo de modelos 
(ejemplo para ANN). 
 
- Para el caso de SVM aparecen dos gráficos, el de la izquierda de la imagen 
son los resultados para el entrenamiento y la parte de la derecha los del periodo 
de validación. En el eje X se representa la variable cost. En el eje Y se 
representa el valor del error RMSE. Para representar la variable gamma se 
utiliza un código de colores que aparece en la leyenda de la derecha. Finalmente 
se utilizan diferentes gráficos para representar los diferentes valores de la 
variable épsilon, el valor aparece en la parte derecha del gráfico. 
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Figura 5.9. Gráfico del error en función de los parámetros definidos para el algoritmo de cálculo de modelos 
(ejemplo para SVM). 
 
- Gráfico de la importancia de los inputs en función de los pesos de conexión 
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entre neuronas (16) (obtenido a partir del package “NeuralNetTools”): en el eje X 
se representa la importancia relativa de las variables que aparecen en el eje Y. 
 
Figura 5.10. Gráfico de la importancia relativa de los inputs. 
 
Llamada a la función: (ejemplo llamada a función para electricidad y datos sin 
outliers) 
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modelfun(data=new.data.list.elec[[i]], 
                                                                       
model="ANN", 
                                                                       
initdate.train=initdate.train, 
                                                                       
enddate.train=enddate.train, 
                                                                       
initdate.valid=initdate.valid, 
                                                                       
enddate.valid=enddate.valid, 
                                                                       
neurons.range= neurons.range, 
                                                                       
iternum.range= iternum.range, 
                                                                       
sourc = "Electricity", 
                                                                       
group = names(new.data.list.elec)[i]) 
 
 
 
Además se genera un archivo de salida para el script con todos los resultados 
obtenidos y el tiempo de ejecución: scriptrunModels_console.txt. 
 
5.2.10. Definición	de	variables	y	llamada	a	los	scripts		(scriptMaster.R)	
Este script se utiliza para definir y cambiar de forma fácil las diferentes variables 
explicadas en el principio del apartado 5.2 y ejecutar los scripts creados.  
A continuación se muestra el texto completo del script en donde primero se 
define un directorio de trabajo, se extraen los datos, se definen los inputs, los 
parámetros de los modelos, y por último se llama a los scripts creados. 
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Figura 5.11. imagen script master. 
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Capítulo	6. Resultados	
  
 6.1. Análisis	previos		
En este apartado se explican los diferentes cálculos previos realizados y que 
forman parte de los resultados del proyecto. 
6.1.1. Pre-procesado	de	datos	
A partir del pre-procesado de datos se definen los datos que se consideran para 
generar los modelos. Después realizar varias pruebas y de analizar los 
resultados y gráficos generados se han determinado los siguientes parámetros: 
- BEGIN: “2014-01-29” 
- END: “2015-04-18” 
- OUTLIERS: TRUE 
- STATION: “XV” 
- ALPHA: 1E-10 
- TOLERANCE: 0,10 
Como se puede observar, finalmente el periodo de datos seleccionado 
corresponde se inicia el 29-01-2014 y finaliza el 18-04-2015, por tanto se 
dispone de este intervalo para poder definir los periodos de entrenamiento y 
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validación, no necesariamente significa que se utilice la totalidad del intervalo. 
Se define la utilización de la función de detección de valores anómalos con una 
alpha de 1E-10, se ha realizado pruebas con valores mayores y menores hasta 
encontrar el punto satisfactorio. 
Con el parámetro TOLERANCE fijado al 10% se eliminan las siguientes series 
temporales: 
- Electricidad: building 18 y 21. 
- Gas: Building 18, 21 y 22. 
- Gasoil: no se elimina ninguna serie. 
Una vez definidos estos parámetros y ejecutados los scripts extractData, Meteo, 
DD y MonitoringData, se dispone de los datos disponibles para la introducción 
como input en el modelo o para el cálculo de variables que serán usadas como 
input.   
6.1.2. Selección	de	los	lags	(ACF)	
La función de auto-correlación mide la relación estadística de una serie temporal 
sobre ella misma. Es interesante utilizar esta función para encontrar patrones de 
comportamiento repetitivos que puedan ayudar al aprendizaje de estos patrones. 
Nos ayuda también a entender las posibles tendencias (largo plazo) y 
estacionalidades (comportamiento puntuales en un periodo de tiempo, por 
ejemplo verano). 
Se utiliza esta función para encontrar los valores que tienen una fuerte 
correlación con ellos mismos desplazados en el tiempo de hora en hora. Es lo 
que denominamos lag (provienen del inglés, en su acepción asociada con el 
tiempo se traduce como retraso o demora), lo definimos como el retraso 
respecto a la hora actual. Así pues, si estamos hablando de un lag del valor de 
consumo eléctrico lag1 nos referimos al consumo eléctrico de la hora anterior, si 
hablamos de un lag24 es el consumo de la misma hora del día anterior, si 
hablamos de un lag168 nos referimos al consumo de la misma hora y mismo día 
de la semana anterior. 
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A continuación se muestran los diferentes casos de auto-correlación que se han 
encontrado, en análisis se ha realizado con datos desde principios de 2014 2014 
a principios de 2015. Se muestran algunos ejemplos en función del tipo de datos 
de la serie temporal. 
Electricidad:  
 
Figura 6.1. Gráficos ACF, serie temporal consumo eléctrico. 
 
Capítulo 6. Resultados 
104 
Gas: 
 
Figura 6.2. Gráfico ACF, serie temporal consumo combustible gas. 
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Gasoil: 
 
 
Figura 6.3. Gráfico ACF, serie temporal consumo combustible gasoil. 
 
Es interesante analizar también el comportamiento de los datos climáticos que 
se utilizarán como inputs: 
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Figura 6.4. Gráfico ACF, serie temporal temperatura ambiente. 
 
 
 
Figura 6.5. Gráfico ACF, serie temporal radiación. 
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Figura 6.6. Gráfico ACF, serie temporal HDD. 
 
Figura 6.7. Gráfico ACF, serie temporal CDD. 
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Se define que se seleccionará un lag de una serie temporal cuando su 
correlación sea superior o igual a 0,8. Los resultados numéricos obtenidos son: 
 
ACF	electricidad	
Edificio	 lags	
Building	1		 1	 		 		 		 		
Building	2		 1	 2	 		 		 		
Building	3		 1	 		 		 		 		
Building	4		 		 		 		 		 		
Building	5		 1	 2	 		 		 		
Building	6		 1	 2	 		 		 		
Building	7		 1	 		 		 		 		
Building	8		 1	 168	 		 		 		
Building	9		 1	 		 		 		 		
Building	10		 1	 168	 		 		 		
Building	11		 1	 		 		 		 		
Building	12		 1	 		 		 		 		
Building	13		 1	 2	 168	 		 		
Building	14		 1	 2	 168	 		 		
Building	15		 1	 168	 		 		 		
Building	16		 1	 168	 		 		 		
Building	17		 1	 2	 168	 		 		
Building	19		 1	 2	 24	 168	 		
Building	20		 		 		 		 		 		
Building	22		 24	 		 		 		 		
Building	23		 1	 24	 168	 		 		
Building	24		 1	 		 		 		 		
Building	25		 1	 		 		 		 		
Building	26		 1	 2	 167	 168	 169	
Building	27		 1	 		 		 		 		
Building	28		 1	 		 		 		 		
Tabla 6.1. Tabla de resultados de lags encontrados para electricidad. 
En la siguiente tabla los puntos suspensivos indican que se ha saltado 
intencionadamente algunos resultados para no aumentar excesivamente la tabla. 
ACF	gas	
Edificio	 lags	
Building	1		 1	 		 		 		 		 		
Building	2		 1	 2	 		 		 		 		
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ACF	gas	
Edificio	 lags	
Building	5		 		 		 		 		 		 		
Building	8		 1	 24	 168	 		 		 		
Building	9		 1	 		 		 		 		 		
Building	10		 1	 		 		 		 		 		
Building	11		 1	 2	 		 		 		 		
Building	12		 		 		 		 		 		 		
Building	14		 1	 		 		 		 		 		
Building	15		 1	 2	 3	 		 		 		
Building	16		 1	 168	 		 		 		 		
Building	17		 1	 2	 		 		 		 		
Building	19		 1	 24	 		 		 		 		
Building	20		
1	 2	 3	 4	 5	 6	
…	
32	 33	 34	 35	 36	 37	
38	 39	 40	 41	 42	 43	
…	
70	 71	 72	 73	 74	 75	
76	 77	 78	 79	 80	 81	
…	
114	 115	 116	 117	 118	 119	
123	 124	 125	 126	 127	 128	
Building	23		 1	 		 		 		 		 		
Building	25		
1	 2	 3	 4	 5	 6	
…	
32	 33	 34	 35	 36	 37	
38	 39	 40	 41	 42	 43	
…	
73	 74	 75	 93	 94	 95	
96	 97	 98	 118	 119	 120	
…	
169	 191	 192	 193	 216	 240	
Building	28		
1	 2	 3	 4	 5	 6	
7	 8	 9	 10	 11	 12	
…	
29	 30	 31	 32	 35	 36	
37	 39	 42	 43	 44	 45	
46	 47	 48	 49	 50	 51	
Tabla 6.2. Tabla de resultados de lags encontrados para gas. 
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ACF	gasoil	
Edificio	 lags	
Building	13	 1	 168	
Building	7	 1	 		
Building	9	 		 		
Tabla 6.3. Tabla de resultados de lags encontrados para gasoil. 
ACF	radiación	
lags	
Rad	XV	 1	 24	
Tabla 6.4. Tabla de resultados de lags encontrados radiación. 
ACF	HDD	
lags	
HDD	
XV	 	1		2		3		4	21	22	23	24	25	26	27	46	47	48	49	50	71	72	73	96	
Tabla 6.5. Tabla de resultados de lags encontrados HDD. 
ACF	CDD	
lags	
CDD	XV	 1	 2	
Tabla 6.6. Tabla de resultados de lags encontrados CDD. 
ACF	Temperatura	
lags	
Temp	XV	
1			2			3			4			5		20		21		22		23		24		25		26		27		28		45		
	46		47		48		49		50		51		69		70		71		72		73		74		75		94	
95		96		97		98	118	119	120	121	122	142	143	144		
145	167	168	169	191	192	193	216	
Tabla 6.7. Tabla de resultados de lags encontrados temperatura. 
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Es interesante observar algunos patrones de comportamiento similar entre series 
de consumo energético de combustible, temperatura HDD y CDD. También 
algunos patrones de consumo eléctrico con la radiación. La coincidencia de los 
patrones de comportamiento entre consumo y otras variable, a priori, es 
interesante para ser introducido en el modelo. Se han analizado también el 
comportamiento a un mes vista, una semana vista y un día vista.  
A partir del análisis realizado y de los resultados mostrados se define un lag 
máximo para parámetros energéticos de 168 (datos de una semana (semana 
anterior)) y de 24 (datos de un día (día anterior)) para valores meteorológicos 
(temperatura, radiación y grados día). En relación con el lag de consumo el 
máximo que se ha encontrado, exceptuando algunos consumo de combustible, 
es a una semana vista. Las excepciones en los consumos de combustible se 
relacionan con un funcionamiento constante que puede deberse a consumos de 
ACS o a una mala regulación/funcionamiento del sistema. 
Respecto a los datos relacionados con la climatología se comprueba que hay 
una gran cantidad de lags para la temperatura a una semana vista 
aproximadamente. Mientras que para el resto de parámetros climatológicos los 
lags son a un día vista. La introducción de un gran número de valores de 
temperatura en el modelo no se considera favorable, además se considera que 
los valores climatológicos varían considerablemente a una semana vista sin 
necesidad de afectar al comportamiento energético.  
La introducción de estos parámetros tiene la intención por parte de los datos 
relacionados con la temperatura, grados día y radiación de poder introducir en el 
modelo las posibles inercias o comportamientos relacionados con la 
climatología. 
Por parte de los datos relacionados con el consumo poder introducir en el 
modelo el comportamiento energético del edificio, implica a priori que aquellos 
edificios con patrones de comportamiento más repetitivos tendrán un mejor 
ajuste. 
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La nomenclatura utilizada para denominar las variables de entrada al modelo a 
las cuales se aplican los lags es: 
Nomenclatura	 Valor			
Timestamp	 Valor	horario	de	la	serie	temporal	
Input_C_X	 C=	consumo	energético;	X=	lag	
Input_HourDay	 Hora	del	día	1-24	hrs.	
Input_weekday_Y	 weekday=	día	de	la	semana;	Y=	lunes,	…,	domingo	(0,	…,	5)	
Input_workinghour	 workinghour=	hora	laborable	(0	no	laborable,	1	laborable)	
Input_workingday	 workingday=día	laborable	(0	no	laborable;	1	laborable)	
Input_T_X	 T=	temperatura;	X=	lag	
Input_R_X	 R=	radiación;	X=	lag	
Input_HDD_X	 HDD	con	base	fijada	en	15;	X=	lag	
Input_CDD_X	 CDD	con	base	fijada	en	20;	X=	lag	
Input_HDD_BuildSpecific_
X	
HDD;	Buildespecific=	temperatura	obtendia	para	cada	
edificio	del	cálculo	del	CPMy	que	sirve	como	base	de	HDD;	
X=	lag	
Input_CDD_BuildSpecific_
X	
CDD;	Buildespecific=	temperatura	obtendia	para	cada	
edificio	del	cálculo	del	CPMy	que	sirve	como	base	de	HDD;	
X=	lag	
Tabla 6.8. Tabla resum de inputs en el modelo y parámetros con lags. 
 
6.1.1. Dependencia	climática	(CPM)	
En relación con el consumo energético de los edificios, el consumo debido a la 
climatización supone una parte importante del mismo. Es importante poder 
detectar los patrones de consumo relacionados con la climatología. Para poder 
determinar la dependencia climática del consumo energético se utiliza la técnica 
de change point model propuesta por ASHRAE. A raíz de la investigación 
relacionada con el cálculo de ahorros que derivó en la guía de referencia para el 
cálculo de ahorros “Ashrae Guideline 14 – 2002 Measure og energy and demand 
savings“, se inició un proyecto denominado RP-1050. Su objetivo era desarrollar 
una herramienta para calcular, entre otros, el CPM. El proyecto concluyó con la 
creación del Inverse Modelling Toolkit (IMT) (5). 
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La idea de calcular el CPM definido para cada edificio es poder determinar de 
forma personalizada la influencia de la temperatura sobre el consumo energético 
del edificio.  
Después de diversas pruebas para intentar ajustar modelos, se acaba definiendo 
el siguiente proceso para determinar la dependencia climática y el ajuste de los 
modelos CPM. A partir de los modelos propuestos en (5) , se analizan los 
gráficos de dispersión con los datos de consumo energético horario y 
temperatura horaria para detectar los patrones de consumo relacionados y no 
relacionados con la temperatura.  
A continuación se muestran varios gráficos en donde se pueden observar 
diferentes tendencias o patrones de consumo energético relacionados con la 
temperatura. Para fuentes de consumo eléctrico se puede observar en la 
siguiente figura como se han identificado hasta 3 posibles patrones de consumo. 
En rojo se ha marcado el consumo relacionado con la calefacción, en azul con la 
refrigeración y en verde un consumo base que no se relaciona con la 
temperatura: 
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Figura 6.8. Gráfico de dispersión (Y) kWh- (X) Temperatura. Consumo eléctrico para edificio sólo con 
consumo eléctrico. 
 
A continuación se muestra lo mismo para consumo de gas. En rojo aparece 
marcado el consumo que se relaciona con calefacción, y luego se observa un 
azul un consumo base estable que podría relacionarse con el consumo de ACS. 
Finalmente en verde aparece el consumo cero, relacionado con aquellos 
periodos en donde la caldera está apagada. 
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Figura 6.9. Gráfico de dispersión (Y) kWh- (X) Temperatura. Consumo gas. 
 
Después de este análisis se eliminan los datos no relacionados con la 
temperatura. A partir de los modelos propuestos, el uso recomendado (ver 
capítulo 4), se propone la utilización de 2 modelos diferentes: 4P (ya sea para 
calefacción 4PH o para refrigeración 4PC) y 5P. El criterio definido es que para 
edificios en donde sólo exista consumo eléctrico se intenta ajustar un modelo de 
5P. Para consumos de combustible modelos de 4P. Para edificios con consumo 
eléctrico y de combustible, el consumo eléctrico se intenta ajustar con modelos 
de 4P. Este criterio se puede modificar en función del análisis de los gráficos de 
dispersión en donde se han eliminado los patrones de consumo no relacionados 
con la temperatura. El siguiente paso es el cálculo del ajuste lineal del CPM, 
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inicialmente se optó por intentar hacer ajustes no basados en modelos lineales, 
estos se basaban en calcular correlaciones para series temporales basados en 
los métodos uméricos de optimización como BFGS22, SANN23 y Nelder-Mead, en 
este orden. Debido al tiempo de cálculo y la dificultad de ajuste para algunos 
edificios se optó por utilizar el ajuste lineal. La selección final del modelo 
dependerá de que la pendiente obtenida en los modelos sea significativa (una 
pendiente cercana a cero no implica dependencia del consumo energético vs la 
temperatura), y de las formas propuestas por (13) y que se muestran en la 
siguiente figura: 
                                            
22 Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm 
23 Simulated ANNealing (SANN) 
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Figura 6.10. Ajustes permitidos y no permitidos por (13) para 4P y 5P. 
 
Finalmente se obtienen los resultados.  La siguiente figura esquematiza el 
proceso descrito, donde con fondo azul se señalan los procesos de análisis 
realizados a partir de los gráficos obtenidos y con fondo blanco se señalan los 
procesos de cálculo realizados a través de scripts: 
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Figura 6.11. Proceso definido para el ajuste de CPM. 
 
En la tabla que se muestra a continuación, aquellos cuadros que aparecen en 
blanco significa que no tienen asociada fuente energética. Aquellos que 
aparecen con el símbolo (-) significa que después del pre-procesado de series 
temporales se han descartado por faltarles más de un 10% de los datos dentro 
del periodo seleccionado. Finalmente los marcados con una (x) son aquellos 
modelos que han descartado por no tener pendientes significativas o por no 
ajustarse a algunas de las formas propuestas. 
Los resultados obtenidos son: 
Linear	
Tipo	de	modelo	
electricidad	
Tipo	de	modelo	
gas	
Tipo	de	modelo	
gasoil	
Building	1	 5P	 4PH	
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Linear	
Tipo	de	modelo	
electricidad	
Tipo	de	modelo	
gas	
Tipo	de	modelo	
gasoil	
Building	2	 5P	 4PH	
	Building	3	 5P	
	  Building	4	 (x)	
	  Building	5	 4PC	 4PH	
	Building	6	 5P	
	  Building	7	 (x)	
	
4PH	
Building	8	 (x)	 4PH	
	Building	9	 (x)	 4PH	 (x)	
Building	10	 (x)	 4PH	
	Building	11	 (x)	 4PH	
	Building	12	 (x)	 4PH	
	Building	13	 (x)	
	
4PH	
Building	14	 (x)	 4PH	
	Building	15	 4PH	 4PH	
	Building	16	 (x)	 4PH	
	Building	17	 (x)	 4PH	
	Building	18	 (-)	 (-)	
	Building	19	 (x)	 4PH	
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Linear	
Tipo	de	modelo	
electricidad	
Tipo	de	modelo	
gas	
Tipo	de	modelo	
gasoil	
Building	20	 (x)	 4PH	
	Building	21	 (-)	 (-)	
	Building	22	 4PH	 (-)	
	Building	23	 (x)	 4PH	
	Building	24	 5P	
	  Building	25	 5P	 4PH	
	Building	26	 (x)	
	  Building	27	 4PH	
	  Building	28	 4PH	
	  Tabla 6.9. Tabla de resultados para CPM por edificio y fuente energética. 
 
Aquellos cuadros que aparecen en blanco significa que no tienen asociada 
fuente energética. Aquellos que aparecen con el símbolo (-) significa que 
después del pre-procesado de series temporales se han descartado por faltarles 
más de un 10% de los datos dentro del periodo seleccionado. Finalmente los 
marcados con una (x) son aquellos modelos que han descartado por no tener 
pendientes significativas o por no ajustarse a algunas de las formas propuestas. 
Se muestra a continuación algún ejemplo de modelo aceptado y no aceptado.  
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Figura 6.12. Ejemplo de CPM aceptado. 
 
Capítulo 6. Resultados 
122 
 
Figura 6.13. Ejemplo de CPM descartado. 
 
La tabla de resultados de ajuste de CPM anterior es usada por 
scriptMeteoDependneceMonitoring.R, para calcular los modelos. Los resultados 
de los puntos de cambio son utilizados como temperatura base para calcular lo 
HDD o CDD con base específica para cada edificio como input en el modelo. 
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6.1.2. Obtención	de	los	modelos		
Los algoritmos que se comparan en este estudio son el perceptron multilayer con  
backpropagation llamado como ANN y la máquina de vectores de soporte 
llamado SVM. Estos algoritmos tienen una serie de parámetros de entrada que 
definen los cálculos que se realizaran. Para ANN se han definido los siguientes 
parámetros: 
- Número de neuronas 
- Número de iteraciones  
Para SVM se definen: 
- Gamma 
- Épsilon 
- Cost 
Para todos estos valores se definen un valor máximo y un valor mínimo. En el 
caso de ANN se define como: 
neurons=seq(neurons.range[1],neurons.range[2], by=5)   
iternum=seq(iternum.range[1],iternum.range[2], by=100)  
 
“by” significa que se cogen los valores de 5 en 5 o 100 en 100 dentro del rango 
de valores definidos para número de neuronas y de iteraciones respectivamente. 
 
Para SVM: 
gamma=seq(gamma.range[1],gamma.range[2], length.out = 5)  
cost=seq(cost.range[1],cost.range[2], length.out = 4) 
epsilon=seq(epsilon.range[1],epsilon.range[2], length.out = 
3) 
 
“lenght.out” significa el número de valores que se escogerán dentro del intervalo 
definido (espaciados de forma igual). 
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Para la obtención de los valores que definen los rangos para los parámetros que 
afectan a ANN y SVM previamente se ha realizado un proceso iterativo de forma 
manual a través del cual se  han ajustado los diferentes valores de los rangos de 
entrada. Para ello se ha ulizado una muestra de edificios en donde se ha 
aumentado el valor de “by” y “lenght.out” mostrado arriba. Se ha utilizado un 
peridoo de 1 año como datos de entreno y 3 meses para validación (abarcando 
prácticamente todo el periodo posible entre las fechas disponibles). A partir de 
los gráficos los gráficos resultantes del scriptRunModels relacionados con el 
error se han definido los siguientes rangos para el cálculo final de modelos: 
- gamma.range = c(0.001,0.06)     
- epsilon.range = c(0.001,0.01) 
- cost.range =   c(1,300)       
- neurons.range = c(10,30)       
- iternum.range = c(50,350)     
Se ha comprobado que el parámetro épsilon no afecta prácticamente al 
resultado del error.  
También quedan definidos los valores de “by” y “lenght.out” tal y como aparecen 
más arriba. A partir de los parámetros definidos se calcula para un mismo 
edificio y fuente energética el número de combinaciones resultantes de combinar 
los diferentes parámetros. Por ejemplo para un modelo SVM con “lenght.out=5” 
para los parámetro épsilon, gamma y cost se obtienen un total de (5*5*5=125) 
modelos. De entre todos los modelos calculados se elige uno. El criterio definido 
es el siguiente: 
- Para ANN: el sumatorio mínimo para los valores RMSE obtenidos en el 
periodo de training y validation. En caso de empate se selecciona el 
modelo con menor número de neuronas, y en caso de empate de nuevo 
se selecciona aquel con mayor número de iteraciones. 
- Para SVM: el sumatorio mínimo para los valores RMSE obtenidos en el 
periodo de training y validation. En caso de empate se selecciona aquel 
que en primer lugar tenga mayor cost, en caso de empate se selecciona 
aquel que tiene menor épsilon, y en caso de empate aquel con mayor 
gamma. 
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Para aquellos modelos obtenidos se calculan los errores propuestos para poder 
valorar la bondad de ajuste de los mismos y comparar resultados entre los dos 
algoritmos propuestos. 
El modelo resultante se representa con niveles de confianza del 97,5%. 
La definición de los periodos de entrenamiento y validación se explican en el 
apartado 6.3 Resultados. 
 6.2. Metodología	resultante	
La metodología resultante se muestra en el esquema que hay a continuación. A 
lo largo de los diferentes capítulos se han explicado procesos que no aparecen 
en detalle en el siguiente esquema: 
 
Figura 6.14. Figura metodología resultante. 
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6.3. Resultados	
Recordemos que ell objetivo general del trabajo es plantear una metodología 
para el modelado de la predicción energética a corto plazo en edificios públicos, 
para ello hace falta plantear una serie de test de pruebas para valorar si la 
metodología planteada es válida. Para plantear estos test se tiene en cuenta que 
parte del objetivo se centra en poder dar valor y funcionalidades a las 
predicciones resultantes desde el punto de vista de la gestión y la eficiencia 
energética. Es decir sacar un producto con lógica de negocio. Para ello es 
necesario analizar de donde se van a poder obtener datos horarios reales, a un 
precio bajo y de fácil acceso. 
Básicamente los datos se pueden obtener: 
- a través de equipos de monitorización que instale la propiedad, empresa 
de servicios energéticos o mantenedora que gestione las instalaciones.  
Estos equipos pueden estar realizando lecturas de cualquier fuente que 
suministre energía al edificio (metering), o medir consumos parciales 
(submetering) que pueden tener un especial interés (por ejemplo línea 
eléctrica de equipo de climatización). La obtención de estos datos 
requiere de inversión en equipos, la inversión se considera media-alta, en 
función de los  que se quiera monitorizar y la disposición de las 
instalaciones. 
- A partir de los equipos de medición de la comercializadora. En este caso 
se se está realizando metering. Cabe diferenciar entre energía eléctrica y 
combustible. Dentro de combustibles los únicos que disponen de 
contadores de gas es el gas natural canalizado, pero para edificios no 
existen equipos de medición que instale la propia comercializadora. En el 
caso del gas sólo se monitorizan aquellos contratos de tipo 2.3 o superior, 
consumos considerados para empresas y procesos. La mayoría de los 
edificios están englobados en contratos 3.1, 3.2, 3.3 y 3.4, y estos no 
disponen de monitorización por parte de compañía. En cambio para 
electricidad sí que existen equipos de monitorización para ciertos tipos de 
contratos y potencias instalados por parte de las comercializadoras. Para 
aquellos contratos de 3.0 y una potencia mayor a 50 kW contratados la 
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mayor parte de los edificios dispone de equipo e monitorización. Además, 
en caso que no exista módem instalado por parte de compañía,  la 
instalación de un módem para conectar a un contador fiscal eléctrico con 
protocolo IEC (para descarga de datos) supone una inversión muy baja. 
Por último la implantación de los Smart meters y la facturación indexada 
hace que cada vez haya as contadores eléctricos tele-gestionados. Los 
datos de las curvas horarias de consumo pueden llegar a través de una 
plataforma de monitorización, como archivo, a una BdD o a través de 
factura. Exceptuando en el caso de recibir los datos a través de factura, 
cuya frecuencia es mensual, el resto se puede recibir diariamente (con 
diferentes frecuencias: 1 vez por día, 3 veces por día, etc.). Por último 
comentar que aquellos contadores con protocolo IEC disponen de 
memoria y permiten la descarga de hasta 6 meses de dato horarios. Estos 
6 meses teóricos varían en función de la marca y modelo de contador. 
Estos datos son consideras de bajo coste ya que la comercializadora o 
distribuidora puede facilitarlos, y la inversión para adquirir un modem para 
la lectura de contador es muy bajo. Existe también la posibilidad de 
contratar un servicio de tele-lectura de contadores a precios bajos. 
Teniendo en cuenta que el acceso a los datos de monitorización de bajo coste 
son mayoritariamente eléctricos y que además existe la posibilidad de acceder a 
datos históricos almacenados en el contador, el análisis se centrará en estos. 
Evidentemente el futuro servicio a ofrecer debería poder ofrecerse desde el 
primer momento, sin tener que esperar a disponer de datos para poder realizar 
el mismo. También se analizaran los datos de consumo de gas ya que se 
dispone de estos, representan una parte importante del consumo energético del 
edificio, y se considera que existen bastantes edificios con monitorizaciones de 
los mismos. Se descarta el análisis de los datos de gasóleo ya que estos son 
muy parecidos a los de gas, su uso es mucho menor en comparación al gas 
natural canalizado, y el coste de monitorización mucho más elevado. 
El tipo de servicio a ofrecer podría ser la de la supervisión automática de 
consumos, para más información ver apartado de conclusiones. 
Por tanto los test que se plantean son: 
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Nombre	 Periodo	entrenamiento	
Periodo	
validación	
Fuentes	
energéticas	
implicadas	
Modelos	 Edificios	implicados	 Comentarios	
T4	 4	meses	 2	meses	 Electricidad	 ANN,	SVM	 Todos	(*)	
Se	considera	que	se	pueden	aprovechar	los	datos	existentes	en	el	
contador	eléctrico	para	dar	servicio.	
T3	 2	meses	 1	mes	 Electricidad	y	gas	
ANN,	
SVM	
Muestra	
de	
edificios	
(**)	
Caso	extremo	en	donde	se	dispongan	de	pocos	datos,	se	considera	
de	interés	para	ver	el	ajuste	de	los	modelos	con	pocos	datos	para	el	
entreno	y	validación	
T2	 6	meses	 2	meses	 Electricidad	 ANN,	SVM	 Todos	(*)	
Se	considera	que	se	pueden	aprovechar	los	datos	existentes	y	se	
dispone	de	tiempo	para	poder	ir	analizando	el	edificio.	
T1		 12	meses	 4	meses	 Gas	 ANN,	SVM	
Muestra	
de	
edificios	
(**)	
Se	considera	para	edificios	en	donde	ya	se	dispone	de	datos.		
Tabla 6.10. Tabla Test propuestos. 
 
(*) a excepción de los eliminados por el parámetro TOLERANCE 
(**) se han seleccionado unos cuantos para optimizar tiempo de cálculo. 
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Antes de mostrar  los resultados de los test se muestran los resultados obtenidos  
del análisis realizado sobre la importancia de los parámetros de entrada en  el 
modelo. Los resultados se analizan por separado para gas y electricidad. Para 
hacer el análisis se han seleccionado los 10 parámetros con mayor importancia 
relativa positiva y los 10 con mayor importancia negativa para cada modelo 
obtenido de ANN. A partir de los parámetros obtenidos se ha generado una lista 
única de valores, eliminando los valores repetidos. Los resultados son los 
siguientes: 
Electricidad: se han obtenido 54 valores.   
Importancia	relativa	pesos	electricidad	
Input_C_1	 Input_CDD_BuildSpecific_0	
Input_C_168	 Input_T_1	
Input_HDD_BuildSpecific_2	 Input_HDD_2	
Input_R_24	 Input_HDD_22	
Input_weekday_5	 Input_HDD_0	
Input_workingday	 Input_T_5	
Input_HDD_1	 Input_T_4	
Input_HDD_BuildSpecific_1	 Input_CDD_BuildSpecific_2	
Input_HDD_4	 Input_T_22	
Input_R_0	 Input_T_2	
Input_weekday_4	 Input_CDD_0	
Input_weekday_3	 Input_T_0	
Input_weekday_1	 Input_T_3	
Input_T_24	 Input_HDD_23	
Input_HDD_BuildSpecific_3	 Input_CDD_1	
Input_weekday_2	 Input_CDD_2	
Input_weekday_0	 Input_HDD_21	
Input_R_1	 Input_HDD_BuildSpecific_23	
Input_T_20	 Input_CDD_BuildSpecific_4	
Input_HDD_BuildSpecific_0	 Input_CDD_BuildSpecific_24	
Input_R_23	 Input_CDD_BuildSpecific_3	
Input_HDD_24	 Input_CDD_BuildSpecific_23	
Input_C_2	 Input_HDD_3	
Input_T_21	 Input_HDD_BuildSpecific_22	
Input_workinghour	 Input_CDD_BuildSpecific_21	
Input_Hour_of_day	 Input_C_167	
Input_T_23	 Input_HDD_BuildSpecific_24	
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Tabla 6.11. Tabla importancia relativa de los pesos para electricidad. 
Gas: se han eliminado los datos procedentes del edificio 25 ya que este presenta 
una cantidad de lags importantes al ser un edificio con uso 24 hrs, este debería 
ser analizado por separado. Se han obtenido 59 valores. 
Importancia	relativa	pesos	gas	
Input_C_168	 Input_weekday_3	
Input_C_1	 Input_T_1	
Input_HDD_BuildSpecific_3	 Input_HDD_BuildSpecific_23	
Input_T_3	 Input_weekday_4	
Input_T_21	 Input_HDD_4	
Input_R_1	 Input_weekday_2	
Input_workinghour	 Input_CDD_BuildSpecific_2	
Input_workingday	 Input_weekday_0	
Input_HDD_BuildSpecific_2	 Input_CDD_BuildSpecific_23	
Input_CDD_BuildSpecific_3	 Input_HDD_24	
Input_HDD_2	 Input_T_23	
Input_R_0	 Input_T_0	
Input_Hour_of_day	 Input_CDD_2	
Input_CDD_BuildSpecific_4	 Input_T_20	
Input_CDD_BuildSpecific_21	 Input_HDD_3	
Input_CDD_BuildSpecific_0	 Input_HDD_BuildSpecific_1	
Input_CDD_BuildSpecific_24	 Input_HDD_1	
Input_HDD_21	 Input_HDD_22	
Input_T_5	 Input_T_24	
Input_CDD_BuildSpecific_20	 Input_CDD_0	
Input_C_2	 Input_HDD_23	
Input_R_24	 Input_HDD_BuildSpecific_0	
Input_HDD_0	 Input_T_4	
Input_T_2	 Input_weekday_1	
Input_weekday_5	 Input_CDD_BuildSpecific_1	
Input_R_23	 Input_HDD_BuildSpecific_22	
Input_CDD_1	 Input_C_167	
Input_CDD_BuildSpecific_22	 Input_T_22	
Input_HDD_BuildSpecific_24	 Input_HDD_BuildSpecific_4	
Input_CDD_BuildSpecific_5	 	
Tabla 6.12. Tabla importancia relativa de los pesos para gas. 
Remarcar que el parámetro con mayor peso para la predicción es el consumo 
con lag 1 y lag 168, con mucha diferencia sobre el resto de parámetros tanto 
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para electricidad como para gas. Más adelante se podrán ver los resultados, en 
términos de error, para aquellos en que tienen lag de consumo 1 y/o 168 y los 
que no. La tendencia de los datos relacionados con la climatología es aparecer 
con lags entre 0 y 5, y los que representan el mismo horario del día anterior (23, 
24). 
Los datos relacionados con el calendario y horarios aparecen todos, a excepción 
de los días de la semana que en algún caso no aparecen todos. 
Los resultados para los test planteados son: 
(a continuación se muestran gráficos en donde el eje de las Y representa el error 
estadístico correspondiente, y el eje de las X los edificios mostrados. En la parte 
de debajo del gráfico se muestra una tabla con los valores de les series con una 
descripción de la misma y los datos numéricos). 
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Test T4. Electricidad. MAE: 
 
 
Figura 6.15. T4. Electricidad: Comparativa MAE entre ANN y SVM para los periodos de Training y Validation. 
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Test T4. Electricidad. RMSE: 
 
Figura 6.16. T4. Electricidad: Comparativa RMSE entre ANN y SVM para los periodos de Training y Validation. 
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Test T4. Electricidad. R2: 
 
Figura 6.17. T4. Electricidad: Comparativa R2 entre ANN y SVM para los periodos de Training y Validation. 
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Test T4. Electricidad. %error: 
 
Figura 6.18. T4. Electricidad: Comparativa %error entre ANN y SVM para los periodos de Training y Validation. 
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Test T3. Electricidad. MAE: 
 
Figura 6.19. T3.Electricidad: Comparativa MAE entre ANN y SVM para los periodos de Training y Validation. 
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Test T3. Electricidad. RMSE: 
 
Figura 6.20. T3.Electricidad: Comparativa RMSE entre ANN y SVM para los periodos de Training y Validation. 
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Test T3. Electricidad. R2: 
 
Figura 6.21. T3.Electricidad: Comparativa R2 entre ANN y SVM para los periodos de Training y Validation. 
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Test T3. Electricidad. % error: 
 
Figura 6.22. T3.Electricidad: Comparativa %error entre ANN y SVM para los periodos de Training y Validation. 
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Test T3. Gas. MAE: 
 
Figura 6.23. T3.Gas: Comparativa MAE entre ANN y SVM para los periodos de Training y Validation. 
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Test T3. Gas. RMSE: 
 
Figura 6.24. T3.Gas: Comparativa RMSE entre ANN y SVM para los periodos de Training y Validation. 
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Test T3. Gas. R2: 
 
Figura 6.25. T3.Gas: Comparativa R2 entre ANN y SVM para los periodos de Training y Validation. 
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Test T3. Gas. % error: 
 
Figura 6.26. T3.Gas: Comparativa % error entre ANN y SVM para los periodos de Training y Validation. 
 
 
Capítulo 6. Resultados 
144 
Test T2. Electricidad. MAE: 
 
Figura 6.27. T2. Electricidad: Comparativa MAE entre ANN y SVM para los periodos de Training y Validation. 
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Test T2. Electricidad. RMSE: 
 
Figura 6.28. T2. Electricidad: Comparativa RMSE entre ANN y SVM para los periodos de Training y Validation. 
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Test T2. Electricidad. R2: 
 
Figura 6.29. T2. Electricidad: Comparativa R2 entre ANN y SVM para los periodos de Training y Validation. 
 
 
Capítulo 6. Resultados 
147 
Test T2. Electricidad. % error: 
 
Figura 6.30. T2. Electricidad: Comparativa %error entre ANN y SVM para los periodos de Training y Validation. 
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Test T1. Gas. MAE: 
 
Figura 6.31. T1. Gas: Comparativa MAE entre ANN y SVM para los periodos de Training y Validation. 
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Test T1. Gas. RMSE: 
 
Figura 6.32. T1. Gas: Comparativa RMSE entre ANN y SVM para los periodos de Training y Validation. 
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Test T1. Gas. R2: 
 
Figura 6.33. T1. Gas: Comparativa R2 entre ANN y SVM para los periodos de Training y Validation. 
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Test T1. Gas. % error: 
 
Figura 6.34. T1. Gas: Comparativa % error entre ANN y SVM para los periodos de Training y Validation. 
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Del análisis de los gráficos propuestos se puede observar algunas tendencias 
generales, no se pretende entrar en las particularidades de cada modelo por 
edificio y fuente energética.  
La primera que se puede constatar es que aquellos edificios en los que no se 
ha definido lag=1 sobre el valor de consumo tienen un peor ajuste que el resto.  
Aquellos edificios con una tipología de consumo menos rutinaria tienen un 
ajuste peor en sus modelos, probablemente porque falta algún input que pueda 
referenciarse a su consumo. En ejemplo muy claro que ilustra lo que se acaba 
de comentar es el caso de las escuelas frente a los teatros o alguna tipología 
de centro deportivo. En el caso de las escuelas su consumo es muy rutinario, 
siempre sigue los mismos patrones, en cambio un teatro o un centro deportivo 
con alquiler de pistas o usos no programados periódicamente no sigue siempre 
los mismos patrones. Probablemente en estos últimos casos los datos de los 
calendarios, sobre todo la parte de horas laborables y no laborables, 
introducidos no sea del todo correcto.  
Se detecta que los malos resultados de un modelo en un edificio de una 
tipología en la que se considera que debería haber consumos rutinarios es 
indicador de una mala gestión del consumo energético.  
En algunos casos se observa un buen resultado para el % error, siendo el 
ajuste del modelo muy malo, lo que señala la importancia de analizar la bondad 
de ajuste con varios parámetros. En estos casos el coeficiente de 
determinación es un buen complemento. 
Si se compara la bondad de ajuste entre algoritmos, se puede observar que 
SVM tiende a dar mejores resultados en aquellos modelos que presentan un 
buen ajuste. Más adelante se realizará un análisis de resultados para cada test 
de los propuestos en donde se comparan los resultados de los dos algoritmos. 
Tal y como era de esperar, los resultados para la bondad de ajuste son 
mejores cuantos más más datos se utilicen para el entreno y validación. Este 
hecho se constata tanto para gas como para electricidad. La selección de los 
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períodos de entrenamiento y validación afectan a los resultados obtenidos, 
especialmente aquellos periodos en los que en los que coincide con un período 
de vacaciones prolongado en los datos de validación y no de entreno. Los 
periodos seleccionados deberían responder no solo a cambios estacionales de 
climatología, sino también del calendario de uso del edificio. En este sentido es 
interesante analizar los resultados obtenidos para cada uno de los test 
planteados.  
Respecto al T4, donde sólo se analiza electricidad, el periodo de entreno está 
planteado para cuatro meses, concretamente los meses de febrero, marzo abril 
y mayo. Y el de validación para junio y julio. Estos períodos no recogen las 
variaciones climatológicas, y tampoco reflejan las variaciones en el uso de los 
edificios. Aun así se constata una bondad de ajuste buena en el período de 
entreno, mientras que para los datos de validación los resultados de la bondad 
de ajuste empeoran. Puede observarse un ligero mejor ajuste por parte de 
ANN en el periodo de entreno para los valores de % error y R2, mientras que 
SVM obtiene unos valores ligeramente mejores para el MAE, respecto a RMSE 
no se observa un mejor resultado entre algoritmos. En el periodo de validación 
no se observa una tendencia clara.  
El T3 dispone de resultados para gas y electricidad. El período de entreno es 
durante los meses de febrero y marzo, y la validación en abril. De la misma 
forma que se comentaba para T4 estos periodos no son representativos de la 
climatología y uso de los edificios. Respecto al gas sorprenden los buenos 
resultados en % error obtenidos en fase de entreno, el resto de parámetros no 
presentan buenos resultados en términos de MAE, RMSE y R2. Los resultados 
si comparamos algoritmos muestran como para el periodo de entreno se 
obtienen mejores resultados para ANN en R2 y RMSE, mientras que para MAE 
el resultados para SVM es mejor. Respecto  los resultados en periodo de 
validación son similares entre algoritmos, exceptuando algún edificio puntual en 
el que los errores se disparan. 
En referencia a la electricidad los resultados de la bondad de ajuste empeoran 
respecto al T4. Respecto al MAE se observan mejores resultados para SVM en 
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el periodo de entreno, sin embargo para el periodo de validación los resultados 
son mejores para ANN. Para el resto de parámetros los resultados no muestran 
un mejor comportamiento en referencia a los errores analizados.   
El T2 sólo considera el consumo eléctrico. El periodo de entreno está definido 
para los meses de febrero, marzo, abril, mayo, junio y julio. El de validación 
para los meses de setiembre y octubre. En este caso los meses de entreno y 
validación de son seguidos y no incluyen el mes de agosto, tradicionalmente 
mes de vacaciones.  Por tanto no se incluyen todos los usos posibles del 
edificio, exceptuando para la tipología de escuelas (a excepción de aquellas 
que acogen actividades extraescolares durante el verano), sin embargo sí que 
se considera que están representadas las diferentes estaciones climatológicas. 
Los resultados de bondad de ajuste mejoran respecto al T4. Para el periodo de 
entreno los resultados para SVM son mejores que para RNA, mientras que 
para el periodo de validación los resultados son ligeramente mejores para RNA. 
Se esperaba un mejor resultado para la tipología escuelas, para futuras 
pruebas deberá aumentarse el período de entreno y las entradas de 
calendarios.  
El último test planteado se realiza con datos de gas, el T1 define un periodo de 
entreno desde febrero 2014 a enero de 2015 (ambos incluidos), y un periodo 
de validación para los meses de febrero, marzo y mitad de abril de 2015. 
Respecto a T3 los parámetros de error mejorar sustancialmente, exceptuando 
el % error que como se ha comentado antes es muy bajo. La tendencia por 
algoritmos es a obtener resultados ligeramente mejores por parte de SVM en 
aquellos modelos que tienen un buen ajuste. 
En relación al CPM los modelos CP obtenidos para cada test se consideran 
satisfactorios en la mayoría de casos, es decir se define un CP razonable. 
A continuación se muestran algunos gráficos a modo de zoom de algunas de 
las tendencias comentadas hasta ahora: 
(se muestran datos de consumo energético de los valores observados y 
pronosticados por el modelo para los periodos de entreno y validación.  Con 
diferentes intervalos de tiempo en el eje X y el consumo energético en el eje Y).  
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Este primer gráfico muestra una tendencia marcada en los resultados 
analizados, los pronósticos para las puntas de consumo mayores no tienen un 
buen ajuste. Además el intervalo de confianza para los valores de consumo 
valle (consumo base del edificio) aumenta mucho.  
 
 
Figura 6.35. Gráfico detalle de resultados 1. 
 
En el siguiente gráfico se muestra otra tendencia marcada, la predicción para 
los valores de consumo base del edificio no tienen un buen ajuste en su 
pronóstico: 
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Figura 6.36. Gráfico detalle de resultados 2. 
 
Otros ejemplos de mala mala reacción a las fluctuaciones pequeñas en 
periodos vacacionales o períodos de consumo base, cuanto más pequeño es el 
valor peores la predicción: 
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Figura 6.37. Gráfico detalle de resultados 3. 
 
Cuando el consumo es cero, habitual en sistemas de calefacción, la predicción 
no es buena. Este punto se considera fácilmente solucionable parando la 
predicción en estos períodos: 
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Figura 6.38. Gráfico detalle de resultados 4. 
 
Cabe remarcar que también hay ajustes muy buenos por parte de los modelos: 
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Figura 6.39. Gráfico detalle de resultados 5. 
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Figura 6.40. Gráfico detalle de resultados 6. 
 
En los anexos en formato digital se pueden encontrar la totalidad de los 
gráficos obtenidos y los valores obtenidos mostrados en este capítulo. 
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Capítulo	7. Conclusiones	y	trabajo	futuro	
 7.1. Conclusiones	
 
A lo largo del trabajo se ha ido perfilando una metodología para el modelado de 
la predicción energética en edificios a corto plazo.  Los resultados parciales que 
se han ido obteniendo se consideran satisfactorios, y los primeros modelos 
obtenidos abren la puerta a plantear un servicio basado en el uso de la 
metodología y modelos obtenidos.  
La metodología tiene procesos de análisis que no son automáticos, este hecho 
por una parte se considera como una ventaja, el proceso aporta información ya 
que hay que hacer análisis de forma “manual” por parte de un experto. En 
contrapartida no es un método que pueda aplicar cualquier persona, se 
necesitan unos conocimientos expertos. Por tanto, los análisis planteados y sus 
resultados aportan una diagnosis de gran valor sobre el funcionamiento y la 
gestión de los edificios, pero que sólo puede ser realizada por parte de un 
experto. El resto de procesos dentro de la metodología se basan en algoritmos 
y se considera que funcionan satisfactoriamente, en este sentido aquellos 
aspectos de mejora que se han detectado se plantean como trabajos futuros. El 
resultado de la metodología es un modelo que puede ser explotado como 
“supervisor automático” de un edificio o parques de edificios. El supervisor 
automático podría funcionar como un sistema de alarmas automático. Es decir, 
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los datos reales procedentes de equipos de monitorización o contadores de 
compañía se compararían contra los datos de salida del modelo. Si la salida del 
modelo se considera fiable, la desviación del consumo real frente a la salida del 
modelo podría acotarse dentro de unos límites y hacer saltar una alarma en 
caso de estar fuera de los límites establecidos. Estos límites podrían marcarse 
de forma manual o en función de los límites de confianza de la salida del 
modelo. Por temas de fiabilidad y gestión, a pesar de disponer de una salida 
horaria del modelo,  se recomienda establecer alarmas por agrupaciones de al 
menos 12 horas, diarias, semanales o periodos superiores. Tal y como se 
comentaba por una parte está el criterio de fiabilidad, si aumentamos la 
agrupación muestras el error acumulado es menor que el error posible en una 
sola muestra, y por tanto más fiable24. En referencia al criterio de gestión, para 
los gestores de grandes edificios o parques de edificios la gestión de un gran 
número de alarmas puede generar el efecto contrario que se persigue. En caso 
que el suministro energético no sea crítico, es preferible recibir una sola alarma 
al día o a la semana en vez de recibir una cuantas al día que se acaban 
ignorando. 
Este supervisor ahorraría una gran cantidad de tiempo al gestor energético en 
la configuración y gestión de alarmas personalizadas para cada época del año 
en función de las necesidades de climatización y uso. 
Derivado de los resultados obtenidos, se descarta el poder aplicar esta 
metodología de forma directa sobre clientes que no disponen de acceso a 
datos históricos, más allá de los que guarda el contador eléctrico de compañía. 
Se recomienda un mínimo de 12 meses de datos con 9 de entreno y 4 de 
validación. Por tanto el producto podría basarse, no solo en la generación de 
modelos como supervisor automático, si no también en dar valor los resultados 
de los análisis realizados durante l aplicación de la metodología. El producto 
consistiría en ofrecer una auditoría basada en los datos de consumo, 
                                            
24 Se considera que de partida se suponen conocidos los valores de los parámetros de bondad 
de ajuste propuestos y la distribución de los errores de la muestra.  
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climatológicos, y una entrevista con el gestor para obtener los datos de uso de 
forma precisa. Para un mejor análisis se podrían recopilar datos del sistema de 
los posibles horarios de sistemas de programación existentes en el edificio.  
Se propone de forma esquemática el ciclo del producto:  
 
 
 
Figura 7.1. Propuesta de esquema del producto resultante. 
 
En referencia a los datos usados a lo largo de todo el proceso se han 
constatado las dificultades de trabajar series temporales horarias de datos 
reales procedentes de sistemas de monitorización, hecho que le da fiabilidad y 
valora este trabajo en contraposición a otros trabajos utilizan datos procedentes 
de simulación. También se ha constatado que el acceso a los datos utilizados 
es fácil, los que más dificultades han presentado han sido los de calendarios y 
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usos. En este caso de estudio se le atribuye a que son datos pasados que 
pueden presentar cierta dificultad de acceso. En el producto propuesto se pre-
supone que la fiabilidad y accesibilidad a los datos de uso y calendario está 
garantizada.  
El hecho de trabajar con ANN-MLP y SVM hace que se pierda el control o la 
trazabilidad de los cálculos, se considera un modelo “black box” con el que es 
más complicado interactuar. Se ha constatado que el input más importante 
para este tipo de modelos se basa en los lags del consumo, en concreto  
Input_C1 e Input_C168, para la obtención de resultados. 
Por último, en relación a la comparativa de algoritmos, tal y como se ha visto en 
el apartado de resultados, se observa un mejor ajuste por parte de SVM para 
los datos de entrenamiento. 
 
 7.2. Trabajo	futuro	
 
El trabajo futuro se separa en dos líneas, continuidad, modelos de negocio y 
nuevas propuestas. Relacionadas con la continuidad de los trabajos realizados 
se propone: 
- Seguir realizando test que puedan mejorar el ajuste de los modelos 
obtenidos variando los periodos de entreno y validación, de esa forma se 
podría acabar definiendo períodos mínimos de análisis por tipologías de 
uso. 
- Incorporar como parámetro de entrada la humedad relativa ambiente. 
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- Uso de técnicas de cross-validation25 u otras para la validación de los 
inputs seleccionados y periodos de entreno y validación. 
- Averiguar e implementar el uso de una metodología diferente a la usada 
para la definición de los parámetros: número de neuronas, número de 
iteraciones, épsilon, gamma y cost. 
- Investigar otras posibilidades para la selección del mejor modelo en 
sustitución del implementado en este trabajo. 
- Investigar la posibilidad de establecer un indicador para la evaluación de 
los periodo  de entreno y validación seleccionados basado en la relación 
entre los errores obtenidos para cada período. 
- Mejorar la selección del CPM de forma similar a (17). 
 
Respecto al modelo de negocio: definir y analizar en profundidad del modelo de 
negocio propuesto, no sólo desde el punto de vista de producto tecnológico. 
 
Por último, como nuevas líneas de trabajo se exponen las siguientes: 
- Se considera interesante el uso de modelos para el análisis de medidas 
de eficiencia energética aplicadas en los edificios. Cruzar datos de 
análisis de perfiles horarios con medidas de eficiencia realizadas para 
poder extraer información asociada al éxito de las medidas de eficiencia 
aplicadas a diferentes tipologías de edificios y consumos.  
- Investigar el uso de modelos como los obtenidos para el cálculo de 
ahorros según una línea base establecida por el propio algoritmo 
                                            
25 La validación cruzada o cross-validation es una técnica utilizada para evaluar los resultados 
de un análisis estadístico y garantizar que son independientes de la partición entre datos de 
entrenamiento y prueba. 
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siguiendo estándares de cálculo propuestos por ASHRAE Guideline 14 e 
IPMVP26.  
- Estudiar la posibilidad de pasar a predicción a futuro y uso de los 
modelos como parte de un sistema de DR. 
- Explorar la obtención de modelos a partir de técnicas en las que se 
pueda tener más control sobre el proceso, evitar modelos “black box” u 
otros algoritmos de ML que puedan tener mejores resultados que los 
utilizados hasta ahora. 
  
                                            
26 IPMVP: International Performance Measurement and Verification Protocol. www.evo-
world.org   
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 9.1. Estructura	y	contenidos	DVD	
 
En el DVD adjunto aparece en formato comprimido la siguiente estructura de 
carpetas con los documentos que aparecen reflejados en la siguiente figura: 
 
 
Figura 9.1. Esquema contenido DVD. 
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 9.2. Solicitud	aceptación	y	defensa	de	TFM	
	
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
  
 
Màster en Enginyeria de l’Energia 
 
Sol·licitud d’acceptació de presentació del Treball Final de Màster i 
sol·licitud de defensa pública. 
 
 
 Alumne: 
 DNI: 
 Títol: 
 
 Director: 
  
 
 
Acceptació de la presentació del Treball: 
 
  
 Confirmo l’acceptació de la presentació del Treball Final de Màster. 
 
 Per a que consti, 
 
 
 
 
 
 
 Cognoms, nom (director del Treball) 
 
 
Sol·licito: 
 
 La defensa pública del meu Treball Final de Màster. 
 
 Per a que consti, 
 
 
 
 
 
 
 
 
 Cognoms, nom (Alumne) 
 
 
Barcelona, ........ de .............. de ....... 
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 9.3. Acta	de	evaluación	
 
  
 
Màster Interuniversitari UB-UPC d’Enginyeria en Energia 
 
Acta d’Avaluació de Projecte 
Curs:    
Codi UPC:  33563   
 
Data defensa:   Qualificació: 
     
 
 
 Alumne: 
 DNI: 
 Títol: 
 
 Director: 
 Director: 
 Ponent: 
 
 
 
Tribunal 
 
 President: 
 Vocals: 
  
 Suplents: 
 
 
 
Observacions 
 
 
 
Signatura 
        
 
 
 
 
  
Convocatòria Ordinària,  
 
 
 
Cognoms, nom (President)  
 
 
 
 
Cognoms, nom (Vocal) 
 
 
 
 
 
Cognoms, nom (Vocal) 
 
 
 
  
Convocatòria Extraordinària, 
 
 
 
Cognoms, nom (President)  
 
 
 
 
Cognoms, nom (Vocal) 
 
 
 
 
 
Cognoms, nom (Vocal) 
 
