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RESEARCH OBJECTIVES
The overriding objective for this project is to develop an efficient and accurate method for capturing strong discontinuities and fine smooth flow structures of disparate length scales with unstructured grids, and demonstrate its potentials for problems relevant to DOE. More specifically, we plan to achieve the following objectives:
1. Extend the SV method to three dimensions, and develop a fourth-order accurate SV scheme for tetrahedral grids. Optimize the SV partition by minimizing a form of the Lebesgue constant. Verify the order of accuracy using the scalar conservation laws with an analytical solution;
2. Extend the SV method to Navier-Stokes equations for the simulation of viscous flow problems. Two promising approaches to compute the viscous fluxes will be tested and analyzed; 3. Parallelize the 3D viscous SV flow solver using domain decomposition and message passing.
Optimize the cache performance of the flow solver by designing data structures minimizing data access times; 4. Demonstrate the SV method with a wide range of flow problems including both discontinuities and complex smooth structures.
The objectives remain the same as those outlines in the original proposal. We anticipate no technical obstacles in meeting these objectives. 2 
MAJOR ACCOMPLISHMENTS
All the main objectives in this project have been achieved. More specifically, we accomplished the following:
1. Successfully extended the spectral volume method to three dimensions for simplex elements.
In addition, we found that the SV method and the SD method are identical in 1D. In order to boost efficiency, a quadrature-free version was developed, which allows the SV method to be implemented for 3D problems much more efficiently that the traditional approach. However, the SV method was still found to be more expensive than several recent method such as the SD method.
2. Successfully extended the SV method to the Navier-Stokes equations. Following ideas in the discontinuous Galerkin (DG) community, several robust techniques have been developed, and are shown to perform satisfactorily.
3. The SV solve has been implemented for parallel computers using domain-decomposition and MPI, and demonstrated excellent scalability because of the compact nature of the SV method.
4. Solution based mesh adaptation has been implemented to further boost the efficiency of the SV method in handling problems with both discontinuities and complex smooth features.
In this report, we elaborate on the solution-based mesh adaptation.
Review of the Quadrature-Free Spectral Volume Method
Consider the multidimensional conservation law and appropriate boundary conditions on ∂Ω. In (2.1), x,y, and z are the Cartesian coordinates and (x,y,z) Ω, t  [0,T] denotes time, Q is the vector of conserved variables, and f, g and h are the fluxes in the x, y and z directions, respectively. Domain Ω is discretized into I nonoverlapping triangular (2D), or tetrahedral (3D) cells. In the SV method, the simplex grid cells are called 3 SVs, denoted S i , which are further partitioned into CVs, denoted C i,j , which depend on the degree of the polynomial reconstruction. Examples of partitions supporting linear, quadratic and cubic reconstructions are shown in Figure 1 .
Volume-averaged conserved variables on the CVs are then used to reconstruct a high-order polynomial inside the SV. To represent the solution as a polynomial of degree m, we need N pieces of independent information, or degrees of freedom (DOFs). Where N is calculated as follows:
where d is the spatial dimension of the problem. The DOFs in the SV method are the volumeaveraged conserved variables at the N CVs. Define the CV-averaged conserved variable for
where V i,j is the volume of C i,j . Given the CV-averaged conserved variables for all CVs in S i , a polynomial p i (x,y,z)  P m (the space of polynomials of at most degree m) can be reconstructed such that it is a (m+1) th order accurate approximation to Q(x,y,z) inside S i .
where h is the maximum edge length of all the CVs. This reconstruction can be solved analytically by satisfying the following conditions:
This polynomial p i (x,y,z) is the (m+1) th order approximation we are looking for as long as the solution Q(x,y,z) is smooth in the region covered by S i . The reconstruction is expressed more conveniently as
where L j (x,y,z)  P m are the shape functions which satisfy
Integrating (2.1) in C i,j , we obtain
where F= (f,g,h), A r represents the r th face of C i,j , n is the outward unit normal vector of A r , and K is the number of faces in C i,j . More details of this, including representative plots of the shape functions can be found in Wang and Liu [29] .
A nodal set, such as those shown in Figure 2 , is selected from Hesthaven [16] and used to support a degree m+1 polynomial reconstruction for the flux vector. The flux vector F can be computed at any point (x, y, z) by the following 9) where N s is the number of nodes in the nodal set, calculated from (2.2), F i is the flux vector evaluated at node i , and M i (x,y,z) are the shape functions defined by the nodal set which satisfy
Some representative examples of the shape functions are shown in Harris et al [14] . The average of (2.9) over a particular face is given by
where i M are the face-averaged node-based shape functions for that face evaluated in the standard element. This can be done either analytically using Mathematica [33] or the like, or numerically using Gauss quadrature formulas.
The face integral in (2.8) is then given as 12) where n F is the dot product of (2.11) with n . This expression is exact for internal faces. For faces on SV boundaries, we use
where L n F , and R n F , denote the face-averaged normal component of the flux vector due to the SV to the left and right of the interface, respectively, and α c is taken as the maximum absolute eigenvalue as in the Rusanov flux [22] , or the dissipation matrix as in the Roe flux [21] , which is evaluated at the face center. R Q and L Q are the face-averaged conserved variables due to the SV to the right and left of the interface, respectively. 6 
Adaptive hp-refinement
Local adaptive grid refinement is used to focus computational effort near discontinuities and fine smooth features to reduce the overall computational effort in the entire domain. H-refinement involves modification of cell sizes while p-refinement involves modification of polynomial orders. We wish to utilize either or both on-the-fly as the flow develops. Both h-and prefinements are carried out using only local operations to maximize the efficiency and accuracy of the procedure.
H-refinement
In this study, since we are only dealing with triangular SVs, the h-refinement can be performed without introducing the so-called hanging nodes. Therefore, it is basically a matter of grid regeneration, with no required modification of the solver itself. An efficient hierarchical edgebased adaptation algorithm is employed, which allows the grid to be adapted any number of levels from the base (coarsest) grid at any time. Let ε i be an adaptation indicator for edge i, and let ε max be some norm of ε i accounting for all edges in the domain. If for any edge i, ε i >αε max , then edge i is split into two edges, otherwise edge i is maintained. Here α>0 is a user specified constant. The value α=1 provides sufficient adaptation in most cases, and is used in all cases considered here, unless otherwise noted. The adaptation procedure begins with edges in the base grid (root edges), and continues until the maximum number of adaptation levels is reached. The adaptation indicator ε i is always computed using the solution from the previously adapted (finest) grid. When the above procedure completes, new SVs are added to the grid as a result of the split edges. There are essentially four different situations that can occur when the grid is adapted, as shown in Figure 3 .
For each SV in the grid, the difference in adaptation level for that SV's edges is allowed to be no greater than one. This is done to prevent the creation of overly skewed cells, so that all grids are comparable in quality to the base grid. When the creation of new SVs is complete, new cellaverages are then computed using Q , from that SV. Otherwise, if node k exists at the junction between two or more SVs in the previously adapted grid, then Q i,k are obtained from an average of (2.6) among all SVs which have the physical location of node k in common. The above interpolation gives rise to an inherent loss of precision associated with coarsening of the solution, which is an unavoidable consequence of the hrefinement procedure. Two different methods for computing the adaptation indicator ε i are given below. The first, and simplest adaptation indicator is computed using
where Δψ i is the difference of ψ between the two endpoints of edge i, A i is the area of edge i, and u is a positive constant. Here ψ can be any flow variable (pressure, density, total velocity, etc.). The employment of the positive exponent u has the effect of pushing the grid toward more uniformity, and guarding against overadaptation near discontinuities. An alternative gradientbased adaptation indicator is computed using
is the difference of the gradient of ψ between the two endpoints of edge i projected in the direction tangent to edge i. In the tests we performed, we found that u=1/2 gave reasonable results for most cases. We use this value of u in all cases, unless otherwise noted.
Also, ε max is taken to be the L 2 norm of ε over all edges, given by
where Ne is the total number of edges in the grid. A comparison of results from the adaptation indicators given by (3.2-3.3) is given in section 4.
P-refinement
8 P-refinement, or order refinement, allows for a distribution of SVs where the degree of the polynomial reconstruction may vary from one SV to another. Unlike h-refinement, p-refinement does require significant modification of the solver itself. Among other things, the terms N and N s in (2.6) and (2.9) are no longer constant, but depend on the level of p-refinement of the current cell. In addition, computation of the face-averaged terms in (2.13) is not as straightforward as before. For example, consider the case where a linear SV is adjacent to a quadratic SV, as shown in Figure 4 . Here, the face-averaged shape functions for CV faces on SV boundaries must be computed in parts. For the corner CVs in the quadratic partition (right), the face-averaged shape functions are computed as usual, but the face-averaged shape function for the side CV must be computed in two parts to coincide with the intersection of that CV face with the face of the adjacent CV in the linear SV. With the face-averaged shape functions computed in this manner, the face-averaged terms in (2.13) can be readily computed.
Let the adaptation indicator ε i for edge i be the same as is defined in (3.2), and ε max is again taken to be the L 2 norm of ε over all edges. If for any edge i, ε i >βε max , then the degree of polynomial reconstruction for the cells adjacent to edge i, is increased by 1. Similarly if ε i <γε max , then the degree of polynomial reconstruction for the cells adjacent to edge i is decreased by 1, and if βε max ≤ε i ≤γε max the polynomial degree is left unchanged. Here β,γ>0 are user specified constants.
In the tests we performed, β=1 and γ=0.6 gave reasonable results. In the case considered here, only one level of p-refinement is used for which β is taken to be 1.
Hp-refinement
For simplicity, simultaneous h-and p-refinements are carried out in a decoupled manner. Hrefinement is first performed to generate a new grid, and p-refinement is then performed to increase or decrease the degree of the polynomial reconstruction for each SV in the new grid. As new SVs are created as a consequence of h-refinement, the polynomial degree is set to minimum
(1 in this case), and may not be increased as a result of p-refinement. This is a safeguard to ensure that the lowest possible degree polynomial is used near very high gradient regions. Such a measure should minimize oscillations due to extreme flow phenomena such as shock waves. This 9 methodology for hp-refinement should be able to tackle a wide range of problems, resolving both shock waves and fine smooth features simultaneously. This is in contrast to another recent approach by Remacle et al. [20] , where both h-and p-refinements are carried out in the same regions. While this approach may work well for some situations, it could lead to large oscillations for problems involving strong shock waves. This is due to the fact that there is no mechanism in place to prevent the use of a high-order polynomial near a shock wave, other than a limiting procedure.
Numerical Tests
In this section, the SV method with local adaptive hp-refinement is evaluated for the 2D Euler equations. Several well known inviscid flow test cases are utilized to demonstrate the effectiveness of local hp-refinement. In all cases involving shock waves, the TVD limiter presented in Harris et al. [14] is employed to maintain a stable numerical scheme. In all cases involving curved-wall boundaries, the approach of Krivodonova and Berger [18] is utilized to maintain low computational cost. This approach was successfully implemented for the SV method in Harris et al. [14] . All of the following cases employ the Rusanov [22] flux, and for time integration we use either the 2 nd or 3 rd order Strong Stability-Preserving [12] (SSP) RungeKutta scheme.
Subsonic and transonic flow over NACA 0012 airfoil
As a demonstration of the p-refinement technique, subsonic flow at Mach=0.4, and angle of attack of 5 o around a NACA 0012 airfoil is considered. The grid used for the NACA 0012 case is semi-structured, as shown in Figure 5 . The outer boundary is 20 chord lengths away from the center of the airfoil. For this case, the SVs near the farfield are orders-of-magnitude larger than the SVs near the airfoil surface. The adaptation indicator given in (3.2) is selected for this problem, with the exponent u taken to be zero. The choice of exponent for this case was made after many numerical experiments showed that a positive area weighting produced significant adaptation near the farfield boundary, which is not necessary. Also, ψ in (3.2) is taken to be the Mach number. 10 As a test of the p-refinement technique, a converged solution from a 2 nd order simulation is subjected to 1 level of p-refinement and run until convergence. This case will be subsequently denoted as the 2-3 case. Thus, the resulting solution will contain some 2 nd order SVs and some 3 rd order SVs. Mach contours for this simulation, as well as uniform 2 nd and 3 rd order simulations for comparison, are shown in Figure 6 . Figure 6d shows Mach contours for the 2-3 case and for a uniform 3 rd order case for comparison. It is evident that Mach contours for the 2-3 case agree reasonably well with the 3 rd order contours, and the large errors present near the airfoil in the 2 nd order case are eliminated in the 2-3 case. The convergence history for this case is shown in Figure 7a . It is apparent that the 2-3 case costs slightly more than the 2 nd order case in terms of required time steps, but it costs much less than the 3 rd order case. This is encouraging, as the 2-3 case agrees with the 3 rd order case extremely well at the airfoil surface (which is where a lift/drag calculation would take place), for significantly less computational cost than that required for a full 3 rd order simulation. Figure 7b clarifies which SVs are increased to 3 rd order for the 2-3 case.
It is clear that the majority of SVs in the domain are still 2 nd order, and 3 rd order SVs are only used in regions of largest change in Mach number.
As a demonstration of the h-refinement technique, transonic flow at Mach=0.9, and angle of attack of 1 o around a NACA 0012 airfoil is considered. The base grid used for this simulation is the same as that used for the above subsonic case. Here the adaptation indicator (3.2) is computed based on density and total energy, and again the exponent u is taken to be zero to avoid unnecessary refinement in the farfield. This case involves shock waves on both the upper and lower surface of the airfoil, so the aforementioned TVD limiter is utilized to maintain stability. For this case, the value α=2.5 gave reasonable results, while lower values of α tended to over-adapt in regions far away from the shock waves. A converged 2 nd order solution is again taken as the initial condition, and grid is then re-adapted 3 times and then frozen for the remainder of the simulation. Figures 8 and 10 show the computational grids and Mach contours, respectively, for 1-4 levels of adaptive h-refinement. It is evident that without refinement, the shock waves are smeared over several grid cells and the solution is of low quality. As the adaptation level is increased, the grid 11 density in the vicinity of both shock waves and expansions is increased markedly. This produces a much higher quality solution with more precisely captured and finely resolved shock waves.
Mach 3 wind tunnel with a step
This problem was studied extensively by Woodward and Colella [34] , and has been widely used to assess the performance of shock-capturing methods. The 2D wind tunnel is 3 units long and 1 unit wide, with a step of 0.2 units high located at 0.6 units from the tunnel inlet. The initial condition is a Mach 3 right-going uniform flow. Inviscid wall boundary conditions (reflective)
are used for tunnel wall boundaries, while inflow and outflow boundary conditions are used at the inlet and exit of the wind tunnel. It is well known that the corner of the step is a singularity, and often leads to a spurious Mach stem at the downstream bottom wall, and an erroneous entropy layer at the bottom wall. In Woodward and Colella [34] , various numerical treatments were used to remedy these artifacts. In the present study, no special treatments were used for the singularity to see how the singularity affects the numerical solutions.
Both 2 nd and 3 rd order simulations are carried out, using various levels of h-refinement. Figure 10 shows a comparison of results using the adaptation indicators (3.2-3.3) for a 3 rd order simulation with 1 level of refinement. It is apparent that the results are very similar, while (3.3) is more expensive to compute than (3.2). In addition, as the number of adaptation levels is further increased, (3.3) becomes extremely sensitive, and as a result, further adaptation becomes increasingly non-isotropic. For this reason, and because it is significantly less expensive to compute while producing desirable results, we use the adaptation indicator (3.2) which is computed based on density, and the area weighting exponent u=1/2. The value of α is taken to be 1. The Figures 11-12 show grids and density contours obtained for a 2 nd order simulation with 0-12 refinement, and when compared to global refinement, even only 1 level of h-refinement produces a much better solution with far fewer degrees of freedom than that on a grid that has been globally refined 1 level.
Rayleigh-Taylor instability problem
The Rayleigh-Taylor instability (RTI) problem involves a cold fluid overlying a warm fluid. Two inviscid fluids are initially taken to be in hydrostatic equilibrium in an isolated chamber, as shown in Figure 15a . The chamber is 1 unit high, and 0.25 units wide. The upper half of the chamber contains a fluid of density two, while the lower half of the chamber contains a fluid of unit density. The initial pressure field is chosen to ensure hydrostatic equilibrium, and an initial perturbation of the velocity field triggers the instability.
The flow is governed by the Euler equations with the addition of source terms in the ymomentum and energy equations which correspond to unit gravity in the downward direction.
The initial data is summarized in Table I, symmetric (until numerical round-off eventually leads to asymmetries), otherwise the solution is completely asymmetric. In all cases, the typical mushroom-cap behavior is observed, with increasingly complicated flow structure downstream as the number of adaptation levels is increased. Comparing Figures 17-19 , it is clear that local adaptive h-refinement is far more
effective than global refinement at resolving the flow features for this problem. In fact, a much more highly resolved solution is obtained using local h-refinement with far fewer degrees-offreedom than is necessary for a global refinement strategy to produce similar results. The base grid for this case, and results for 2 nd , 3 rd and 4 th order simulations with no adaptation are shown in Figure 21 . It is evident that the 3 rd order simulation has more effective resolution of the shock waves than the 2 nd order simulation, however, the 4 th order simulation is not more resolved than the 3 rd order simulation. This is likely because limiters bases on a local maximum principle are often over dissipative, and can effectively reduce a high-order simulation to loworder.
Figures 22-23 show 2 nd and 3 rd order results and grids for this simulation subjected to various levels of h-adaptation. In all plots, 30 even contours of density between 0.3 and 18.0 are presented. It is apparent that as the adaptation level is increased, the resolution of the shock waves increases markedly. This is true for the region where the shock reflects off of the cylinder, as well as for the region where the shocks intersect. From Figure 23 , it is clear that the 3 rd order simulation gives better resolution of the shocks, and more accuracy in smooth regions than the 2 nd order case. 14 
Conclusions
The high-order quadrature-free spectral volume method has been successfully extended for use with local adaptive hp-refinement. A hierarchical edge-based adaptation algorithm was employed for high efficiency. The p-refinement methodology was effectively utilized for the case of subsonic flow over a NACA 0012 airfoil, and the h-refinement technique was also employed with success for transonic flow over a NACA 0012 airfoil. In addition, the hrefinement technique was also demonstrated for supersonic flow in a wind tunnel with a forwardfacing step, reflection of a moving shock wave off of 2 offset circular cylinders, and the Rayleigh-Taylor instability problem. It was demonstrated that adaptive h-refinement is far more
effective than global refinement at resolving important flow features, and a much more highly resolved solution can often be obtained using adaptive h-refinement with far fewer degrees-offreedom than is necessary for a global refinement strategy to produce similar results. The extension of the adaptive quadrature-free SV method for use with implicit solvers for the Euler and Navier-Stokes equations will be the subject of future research. 
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