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iAbstract
The increasing number of cameras, their availability to the end user and the social me-
dia platforms gave rise to the massive repositories of today’s Big Data. The largest
portion of this data corresponds to unstructured image and video collections. This fact
motivates the development of algorithms that would help efficient management and
organization of the Big Data. This processing usually involves high level Computer Vi-
sion tasks such as object detection and recognition whose accuracy and complexity
are therefore crucial. Salient object detection, which can be defined as highlighting the
regions that visually stand out from the rest of the environment, can both reduce the
complexity and improve the accuracy of object detection and recognition. Thus, recent-
ly there has been a growing interest in this topic. This interest is also due to many other
applications of salient object detection such as media compression and summarization.
This thesis focuses on this crucial problem and presents novel approaches and meth-
ods for salient object detection in digital media, using the principles of Quantum Me-
chanics. The contributions of this thesis can be categorized chronologically into three
parts. First part is constituted of a direct application of ideas originally proposed for
describing the wave nature of particles in Quantum Mechanics and expressed through
Schrödinger’s Equation, to salient object detection in images. The significance of this
contribution is the fact that, to the best of our knowledge, this is the first study that pro-
poses a realizable quantum mechanical system for salient object proposals yielding an
instantaneous speed in a possible physical implementation in the quantum scale.
The second and main contribution of this thesis, is a spectral graph based salient ob-
ject detection method, namely Quantum-Cuts. Despite the success of spectral graph
based methods in many Computer Vision tasks, traditional approaches on applications
of spectral graph partitioning methods offer little for the salient object detection problem
which can be mapped as a foreground segmentation problem using graphs. Thus,
Quantum-Cuts adopts a novel approach to spectral graph partitioning by integrating
quantum mechanical concepts to Spectral Graph Theory. In particular, the probabilistic
interpretation of quantum mechanical wave-functions and the unary potential fields in
Quantum Mechanics when combined with the pairwise graph affinities that are widely
used in Spectral Graph Theory, results into a unique optimization problem that formu-
lates salient object detection. The optimal solution of a relaxed version of this problem
is obtained via Quantum-Cuts and is proven to efficiently represent salient object re-
gions in images.
The third part of the contributions cover improvements on Quantum-Cuts by analyzing
the main factors that affect its performance in salient object detection. Particularly, both
unsupervised and supervised approaches are adopted in improving the exploited graph
representation. The extensions on Quantum-Cuts led to computationally efficient algo-
rithms that perform superior to the state-of-the-art in salient object detection.
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11 Introduction
The wide spread usage of cameras, a vast variety of mobile technologies, numerous social net-
works, along with the emerging context-based services have exponentially increased today’s mas-
sive media collections and started the era of Big Data. Computer Vision constitutes an important
field of research due to its ability to efficiently address the challenges and problems that arise for
the organization and management of such massive media collections. One of the most important
research domain lies in salient object detection, which provides regions of utter interest from the
media. This process is important in terms of handling Big Data, as it both lowers the complexity
and improves the accuracy of the subsequent higher level and usually computationally heavier
tasks such as object recognition, by reducing the required search space to the regions that visually
stand out. The fact that a similar task is performed prior to higher level ones as a part of the atten-
tion mechanisms in the human brain, further motivates the research in salient object detection.
Besides assisting object detection and recognition, salient object detection also offers direct solu-
tions to various problems such as auto-focusing, advertisement assessment, image summarization
and compression, video surveillance, etc.
The computational complexity of salient object detection is required to be much less than that of
the object detection and recognition, considering that one purpose of using salient object detection
is to reduce the complexity of these subsequent tasks. Besides, its performance is crucial as it is
required to provide accurate regions. Therefore, salient object detection needs to be formulated in
such a way that will provide both computational efficiency and highly accurate regions of interest.
In this thesis, a graph-based formulation is adopted, motivated by the success of such methods in
many Computer Vision tasks. Especially, the success and efficiency of spectral graph based meth-
ods in similar tasks such as image segmentation, had led us to investigate the effectiveness of
these methods in salient object detection. However, the spectral graph based methods that are
widely used in Computer Vision, do not offer a direct solution to salient object detection, since they
are mostly devised for problems involving partitioning the media data into many clusters that are
equally important. However, salient object detection requires partitioning the media into two, where
the important partition, the foreground, is the region that contains salient object or objects. There-
2fore, a new spectral graph based method is needed in order to efficiently formulate and offer solu-
tions for this problem.
In this thesis, such a spectral graph based method is proposed as a result of investigating the link
between spectral graph theory and principles of Quantum Mechanics. First, a direct application of
Quantum Mechanics to salient object detection is utilized via solving the Schrödinger’s Equation
with supplying raw image data as input. The solutions have proven both experimentally and theo-
retically, to form a salient object proposal pool of high accuracy. Next, with this motivation, an in-
vestigation of the Schrödinger’s Equation is conducted in a spectral graph theory point of view.
This analysis revealed that the ground state solution of the Schrödinger’s Equation, exploiting a
quantum mechanical operator that is obtained by integrating concepts from spectral graph theory
and quantum mechanics, optimizes a problem that efficiently represents salient object detection.
The improvements and modifications of the method devised by following this approach, i.e. Quan-
tum-Cuts, led to state-of-the-art performances for salient object detection.
1.1 Objectives and Outline of the Thesis
In this thesis, the focus is on analyzing the exploitation of quantum mechanical principles in salient
object detection problem. Accordingly, the objectives of the thesis can be listed as follows:
- To investigate a direct application of Quantum Mechanics to Salient Object Detection and
to propose a realizable quantum mechanical system that would produce salient object pro-
posals at an instantaneous speed.
- To reveal links between Quantum Mechanics and Spectral Graph Theory that would lead to
an effective and efficient salient object detection method.
- To come up with salient object detection methods that perform superior to state-of-the-art,
by applying several extensions and modifications on the proposed method.
The outline of the thesis is as follows. In Chapter 2, an overview of the major fields that are sub-
jects of interest to this thesis is provided. This background section includes a brief overview of
Quantum Mechanics in Section 2.1, Spectral Graph Theory in Section 2.2, graph affinity learning in
Section 2.3 and salient object detection in Section 2.4. Next, the three contributions of this thesis
are discussed in Chapter 3. First, a novel approach for segment proposals in quantum scale is
described in Section 3.1. The major outcome of this thesis is the Quantum-Cuts technique, which
is presented in Section 3.2. The improvements and extensions on Quantum-Cuts, namely Learn-
ing-to-Rank Salient Segments by Multispectral Quantum-Cuts, Extended Quantum-Cuts and
Learning Graph Affinities for Quantum-Cuts, are described in the subsequent sections. Finally, in
Chapter 4, major findings of this thesis will be highlighted along with the conclusive remarks, and
some topics for future research will be discussed.
31.2 Publications and Author’s Contribution
In [P1], an automatic object extraction method in quantum scale was proposed. The major contri-
bution of the paper is the discovery that the solutions of time independent Schrödinger’s Equation
propose meaningful image segments, on a potential field formed by the gray-level image values.
Being a direct application of Quantum Mechanics, an experimental setup for this method is feasible
in quantum scale. The segment proposals obtained in this way are then ranked according to an
objectness measure and the highest ranked segments are considered as the most interesting ob-
ject(s) in the images. The candidate is the first author of this publication and is responsible for de-
veloping the whole method, performing all experiments and writing the manuscript.
In [P2], a spectral graph based foreground segmentation method, Quantum-Cuts (QCut), was pro-
posed based on a link between Quantum Mechanics and Spectral Graph Theory. The method was
developed by integrating the pairwise affinities that are widely used in spectral graph based Com-
puter Vision tasks to the Schrödinger’s Equation. The main discovery of the study is that the prob-
abilistic interpretation of the ground state wavefunctions obtained in this way corresponds to ap-
proximate solutions of a unique optimization problem that can effectively address the salient object
detection problem. The candidate is the first author of this publication and is responsible for devel-
oping the whole method, performing all experiments and writing the manuscript.
In [P3], a pool of salient object segments was formed by exploiting a multispectral version of QCut.
These segments were ranked according to a quality measure that is learnt by a random forest re-
gressor. Specifically, the regressor predicts scores of segments according to low and mid-level
features extracted from them. The top ranked segments in the pool are then merged to obtain a
final segmentation mask. This learning-to-rank approach provides improvement over the baseline
QCut and achieves the performance level of the state-of-the-art in salient object detection. The
candidate is the first author of this publication and is responsible for developing the whole method,
performing all experiments and writing the manuscript.
In [P4], an in depth analysis of QCut was conducted and its theoretical advantages over other
spectral graph based methods are explained. The main contribution of this study is proposal of
extensions of QCut, which include a superpixel abstraction, a multi-resolution approach, increased
graph connectivity and novel affinity assignments. These extensions result into a significant im-
provement over the baseline QCut and achieve a much superior performance than the state-of-the-
art methods in automatic salient object detection. The candidate is the first author of this publica-
tion and is responsible for developing most of the method, performing most of the experiments and
writing most of the manuscript.
In [P5], an affinity learning scheme for salient object detection was proposed based on learning a
linear combination of widely used affinity calculation functions. A gradient-descent based method
4was adopted for learning the linear combination coefficients via backpropagating the error of output
of Extended Quantum Cuts method. It has been shown that even such a simple linear combination
of affinity calculation functions leads to a decent improvement in salient object detection perfor-
mance of EQCut. The candidate is the first author of this publication and is responsible for devel-
oping most of the method, performing all experiments and writing the manuscript.
In [P6], an end-to-end learning scheme for salient object detection was proposed based on graph
affinity learning for Extended Quantum-Cuts (EQCut). A Convolutional Kernel Network (CKN) was
exploited for prediction of affinity matrix related to a graph that represents an image. The CKN was
concatenated by EQCut which takes the affinities as input and outputs a saliency map. This sys-
tem produces a differentiable error with respect to CKN parameters, hence one can backpropagate
the error for parameter learning. Such a supervised system can generalize well in test datasets for
the error measures that are used during training. The candidate is the first author of this publication
and is responsible for developing most of the method, performing all experiments and writing the
manuscript.
52 Background
In this chapter, preliminary material will be introduced, which constitute the theoretical background
of the contributions that are proposed in this thesis. Since the main focus of this thesis is analyzing
the advantages of quantum mechanical principles in salient object detection via an interpretation of
quantum mechanics from a spectral graph theory point of view, in this chapter the introduced top-
ics include Quantum Mechanics, Spectral Graph Theory and salient object detection. Moreover, a
graph affinity learning section is also included since this topic constitutes a background for the su-
pervised extension of the spectral graph based methods proposed in this thesis.
2.1 Quantum Mechanics
Quantum Mechanics is a fundamental branch of physics that investigates the behavior of matter in
very small scale, such as the behavior of electrons in an atom’s orbit. The impact of Quantum Me-
chanics has been huge in the scientific community as it defied the rules of classical physics which
was accepted as a complete description of the physical world until 20th century [1]. The unorthodox
postulates of Quantum Mechanics are going to be explained in Section 2.1.2, however for an easi-
er understanding of these postulates, a set of events that led to their discovery is first discussed in
the next section.
2.1.1 A Historical Review
The birth of Quantum Mechanics followed from a pursuit to explain a set of experiments. The ob-
servations from these experiments could not be expressed by the classical mechanics and there-
fore led to a new branch in physics where objective determinism was replaced by subjective prob-
ability [1].
2.1.1.1 Blackbody Radiation
A blackbody is an object having the properties of an ideal absorber and an ideal reflector. When
the body reaches the equilibrium temperature with the environment, it radiates light. At a particular
equilibrium temperature, if the distribution of the intensity (power) of this light with respect to its
wavelength is to be measured, one observes a Gaussian-like distribution with a peak at a certain
light wavelength. However, according to Rayleigh-Jeans formula in classical physics, the intensity
6should have decreased with increasing wavelength, which would have led to an ultraviolet catas-
trophe. Examples of intensity distributions for several temperatures and a classical prediction for
2000 K (Kelvin) are illustrated in Figure 1.
Figure 1 Intensity distributions of blackbodies at T=500K, 1000K, 1500K and 2000K and a predic-
tion of the distribution with the classical Rayleigh-Jeans formulation for T=2000K are illustrated in
red, green, blue, magenta and cyan colors, respectively.
The Gaussian-like distribution of the light intensity could only be explained by a theory proposed by
Planck in 1901 [2], which states that the light comes in packets of energy and this energy ܧ is ex-
pressed as multiples of the light’s frequency ߥ ,i.e.:
ܧ = ℎߥ, (2.1)
where ℎ, Planck’s constant is a constant of nature. Therefore, it is less probable to have light
packets with high frequency (low wavelength) since these packets have large energies according
to (2.1). Hence, the intensity at higher frequencies is low. On the other hand, it is more probable to
have light packets with low frequency, but due to their low energy, the intensity at this frequency is
also low. The peak intensity occurs at a frequency that is mostly compatible with the current tem-
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7perature of the object. This explanation of blackbody radiation was made possible by (2.1) and
each photon was called a quantum of radiation.
2.1.1.2 Photoelectric Effect
In 1905, Einstein constructed an experiment that measures the maximum energy of electrons emit-
ted from a copper plate when it is irradiated with light [3]. Einstein observed that at a certain fre-
quency of light, the maximum electron energy is independent of the intensity of the light. On the
other hand, as the frequency of light increases, the maximum electron energy is increased linearly.
This experiment also validates (2.1) in a different way. The maximum energy of an electron is giv-
en in (2.2) where ߥ௧௛ is the threshold frequency indicating the energy ܧ of the electrons which are
easiest to move from the copper plate.
ܧ = ℎߥ − ℎߥ௧௛ . (2.2)
In Figure 2, an illustration of the photoelectric effect is provided. The threshold frequency of copper
is ߥ௧௛ = 1.137	ܲܪݖ. The maximum energy of the electrons emitted from the copper plate when the
plate is irradiated with light of different frequencies is shown in Figure 2. Note that, no electrons are
emitted before the threshold frequency.
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Figure 2 The Photoelectric Effect. (a) Energies of some irradiating lights on a copper plate and the
maximum energy of the electrons emitted from the plate. (b) A plot of irradiating light frequency vs.
maximum emitted electron energy from the copper plate.
2.1.1.3 Bohr’s Model of Hydrogen Atom
In 1913, Bohr proposed a quantum theory of atoms [4]. This new theory was needed since a simi-
lar observation to photoelectric effect was made. In other words, when the atom was irradiated with
light, the atom was observed to emit electrons for only certain frequencies of the irradiating light.
8The main findings of Bohr’s theory can be summarized in two postulates: (1) Electrons in hydrogen
atom are in discrete energy levels. Accordingly, every discrete energy level is associated with a
discrete orbit radius. At these levels the atom does not radiate. The discrete states are called
bound states. (2) When an electron transition from one state ݊ to another ݉ occurs, the electron
emits light with frequency defined by:
ℎߥ = ܧ௡ − ܧ௠ . (2.3)
In Figure 3, a transition from the second electron orbit to the first one and the resulting emitted light
and corresponding energies according to (2.3) are illustrated.
Figure 3 Bohr’s Hydrogen Atom Model. A transition of an electron from second orbit to the first orbit
and the resulting emitted light according to Bohr’s model is illustrated. The real proportional sizes
of particles and orbits are distorted in order to fit them in this illustration.
2.1.1.4 Particle-Wave Duality
Although Bohr’s theory had a high impact, the reason of his first postulate was unknown. In order
to understand why electrons in hydrogen atoms enjoy a discrete energy spectrum, one needs to
review classical wave and particle properties. Traditionally, waves and particles were distinguished
by the ability of interference. Basically, when two propagating disturbances combine in the same
space, if they are particles, they add in intensities and if they are waves, they add in amplitudes.
Adding in amplitude gives rise to interference in waves, whereas in particles interference was be-
9lieved not to occur. In 1925, De Broglie proposed a counter theory to the common belief that parti-
cles also exhibit wave properties, hence they also interfere [5]. The wave nature of particles is de-
scribed by the relations in (2.4), where ݌ is the momentum, ߣ is the wavelength, ݇ is the wave
number and ℏ is the reduced Planck’s constant.
ߣ = ℎ
݌
		݋ݎ		݌ = ℏ݇. (2.4)
The relations in (2.4) when combined with Bohr’s first postulate, gives the following relation for an
electron at a bounded state ݊ and at the corresponding radius ݎ.
2ߨݎ = ݊ߣ. (2.5)
This is the classical formulation for a standing wave on a circle. Interestingly, this relation express-
es the fact that, if the electrons exhibit a wave-like behavior, the bounded states in an atom occur
only on radii that a standing wave can occur. This explains the first postulate of Bohr’s theory. Lat-
er in 1927, by Davisson-Germer experiment, it was verified that electrons indeed exhibit interfer-
ence supporting De Broglie relations and the wave nature of particles.
2.1.1.5 Heisenberg’s Uncertainty Principle
Following the wave-particle duality, in 1927, Heisenberg proposed the famous uncertainty principle
[6]. This theory is particularly interesting because it defies the deterministic philosophy of classical
mechanics which states that according to Newton’s rules, once the forces on a particle and its ini-
tial location and velocity are known, it is possible to exactly know the position and velocity of the
particle at any given instance of time. However, Heisenberg proposed that if the velocity (or mo-
mentum) of a particle is precisely known, the position of the particle is completely unknown. This
inference is deducted from the following uncertainty principle that relates the standard deviation
(uncertainty) of location ∆ݔ and of momentum	∆݌௫.
∆ݔ∆݌௫ ≥ ℏ. (2.6)
The relation (2.6) also relates to the wave nature of particles. For example, in an extreme case, if
the momentum of an electron is precisely known, one has no clue about its location; hence it acts
like a wave in this case. On the other hand, if its location is precisely known, it acts purely as a
particle. Uncertainty principle can explain important observations, such as the fact that for double-
slit experiment, if the electrons are observed throughout their trajectories, they will lose their wave-
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properties. This gives rise to philosophical inferences such as whether the observer has a role in
the nature of the observable.
The above works bring the need for a new theory –Quantum Mechanics- in physics, as their con-
clusions cannot be explained with classical mechanics. For example, if particles have wave-nature,
this wave behavior should be formalized in terms of wavefunctions. Another question to be an-
swered is how to find the discrete states, for example in Bohr’s hydrogen atom theory. Above, we
have mentioned the role of the observer in measurement and uncertainty in particles’ properties.
How can one formalize the role of the observer and calculate statistical characteristics, e.g. aver-
age of particle properties? All these questions can be answered with the following postulates,
which serve to formalize the rules of Quantum Mechanics.
2.1.2 Postulates of Quantum Mechanics
2.1.2.1 Postulate 1
An observable ܣ is defined as a self-consistent and well-defined variable corresponding to a prop-
erty of a particle, such as energy, momentum or location. The first postulate of Quantum Mechan-
ics states that: for any observable in physics, there exists an operator ܣመ, such that the eigenvalues
of the operator ܽ yield the measurement values of the observable [1]. This postulate can be formu-
lated with the following eigenvalue equation:
ܣመ࣒(࢞) = ࣒ܽ(࢞). (2.7)
The function ࣒(࢞) in (2.7) is called the eigenfunction of ܣመ corresponding to the eigenvalue ܽ.
For example, the operator corresponding to energy observable is the Hamiltonian ܪ෡ and for a par-
ticle of mass ݉ in a potential field ࢂ(࢞), it is given as follows. Note that ࢞ is the 3-dimensional
space coordinates. In the rest of the text, ࣒ and ܸ will be used instead of ࣒(࢞) and ࢂ(࢞), for sim-
plicity.
ܪ෡ = − ℏଶ2݉∇ଶ + ࢂ. (2.8)
The corresponding eigenvalue equation for the energy operator ܪ෡ is given as follows:
−
ℏଶ2݉∇ଶ࣒ + ࢂ࣒ = ܧ࣒. (2.9)
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Equation (2.9) is the time-independent Schrödinger’s Equation and it gives the possible energies of
a particle of mass ݉ in a potential field ࢂ. Following the discussion at the end of the previous sub-
section, the discrete energy levels of electrons in Hydrogen atom can be determined by (2.9)
where ݉ is the electron mass and ࢂ is the Coulomb potential caused by the Hydrogen nucleus. It
can be noticed that the resulting eigenvalues will form a discrete energy spectrum which corre-
sponds to energy levels of the electrons. The eigenfunction ࣒ in (2.9) is a wavefunction of the elec-
tron, defining its wave nature.
In 1927, Born interpreted the wavefunction ࣒	as a tool for calculating the probability distribution of
a particle’s whereabouts in space [7]. As ࣒∗ ∘ ࣒ is set to the intensity in waves, according to Born,
it is more appropriate to define ࣒∗ ∘ ࣒  as a probability distribution. Following the Hydrogen atom
example, for each energy level there is a corresponding wavefunction and the square of the modu-
lus of this wavefunction gives the probability distribution of an electron in space. This interpretation
particularly plays a crucial role in the algorithms that will be presented in Chapter 3 of the thesis.
2.1.2.2 Postulate 2
Postulate 1 together with Born’s interpretation covers some of the questions that have been raised
at the end of subsection 2.1.1. However, one of the questions that remains unanswered is the
measurement (role of the observer) in Quantum Mechanics. The second postulate is particularly
interested in the measurement of the observables and it states that a measurement on the observ-
able ܣ leaves the particle in a state ࣐௔ with value ܽ, hence any subsequent measurement will yield
exactly the same value [1]. This means that until measurement, the state of the particle is unde-
termined, however once a measurement is conducted, the state is determined and any other
measurement will find the particle in the same state. A philosophical explanation of this postulate is
that until the observer interferes with the particle, the particle can be in many states at the same
time and the observer actually plays a role in the latter state of the particle. This inference has
been a striking one in physics community and has been the subject of many thought experiments
such as the famous Schrödinger’s Cat.
2.1.2.3  Postulate 3
This postulate introduces the state of a system that can be represented by the associated continu-
ous and differentiable wavefunction. According to Postulate 3, all information about the system is
contained in the wavefunction [1]. Moreover, statistical properties of observables can be extracted
from the wavefunction. For example, the average value of an observable ܣ at a state represented
by 	࣒	can be obtained as follows.
〈ܣ〉 = න 	࣒∗ܣመ 	࣒݀࢞. (2.10)
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Note that a state can be either the eigenfunctions obtained by (2.7) or a linear combination of them
as they also satisfy (2.7). For pure states, i.e. states represented by eigenfunctions only, ܣመ	࣒ = ࣒ܽ
and ∫ 	࣒∗࣒ = 1 due to Born’s probability interpretation of wavefunction. Hence, (2.10) reduces to
〈ܣ〉 = ܽ. In general, the expected value or the average of the value of the observable ܣ has the
following meaning. Consider a very large number of identical particles in the same state and we
measure the value of an observable for each particle. If one averages over the values of all these
measurements, the result is the same as given by (2.10).
2.1.2.4 Postulate 4
Postulates 1-3 cover properties for states at a given time. However, a complete wavefunction
should also evolve in time. Postulate 4 describes how this evolution takes place [1]. Specifically, a
wavefunction evolves in time according to the time-dependent Schrödinger’s Equation i.e.:
݅ℏ
߲
߲ݐ
࣒(࢞, ݐ) = ܪ෡࣒(࢞, ݐ). (2.11)
With the time evolution defined, postulates of Quantum Mechanics described briefly in this section
constitute the basis of Quantum Mechanics.
The contributions mentioned in this thesis are inspired from the Quantum Mechanics postulates
explained above and especially Postulate 1, the time independent Schrödinger’s Equation and
Born’s probabilistic interpretation of the wavefunction will play the key role in these contributions.
Together with these quantum mechanical concepts, definitions and theorems related to Spectral
Graph Theory will give a complete background for the derivation of the proposed methods.
2.2 Spectral Graph Theory
Spectral Graph Theory is particularly interested in eigenproblems related to the characteristic ma-
trices in the graph theory [8]. In order to understand the spectral graph theoretical methods that will
be discussed in this section, graph theory preliminaries will be reviewed next.
2.2.1 Graph Theory Preliminaries
Graphs are structures that involve pairwise relations. A typical graph is formed by a set of nodes ࣰ
and edges forming an edge set ℰ, and expressing links between the nodes. If an edge is connect-
ing a node to itself, it is called a loop. Nodes generally represent objects/points in the related prob-
lem and edges represent the relationships between these points. For example, a circuit system can
be modelled as a graph where nodes correspond to points that are at either ends of the electrical
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components and the edges of the representative graph reflect the properties of the electrical com-
ponent. Another example is a model of cities and roads connecting them. In this case nodes corre-
spond to cities and edges might be weighted by the distance of the roads between cities. The
weight values and the objects represented by vertices are dependent on the problem at hand.
2.2.1.1 Graph Types
Graphs can be categorized according to their characteristics. For example, an undirected graph is
a graph where the edges connecting nodes have no orientation. A directed graph includes this
orientation information on the edges. A path in undirected graphs is defined as the set of edges
connecting two nodes in a graph. For an undirected graph, a connected graph is a graph where
each pair of nodes has a path connecting them. In directed graphs, a directed path is a set of di-
rected edges with the same directions, which connects two nodes. For a directed graph, a strongly
connected graph contains a directed path between each pair of nodes in the graph. A weakly con-
nected directed graph is a graph where there is a path connecting every pair of nodes, which might
include edges with different directions. Two nodes are neighbors if there is an edge connecting
them. A regular graph is a graph where each node has the same number of neighbors. In a
weighted graph, there is a number assigned to each edge, which represents a relation between the
nodes that the edge connects. For example, in a graph representation of a number of cities and the
roads that connects them, an edge values between two nodes may be assigned to the distances of
the roads between cities that the nodes represent. There are other graph types and categorizations,
however only the related ones to the problems addressed in this thesis are presented here.
2.2.1.2 Graph Matrices
It is possible to represent graphs by using matrices. For example, for an undirected graph, adja-
cency matrix ۯ represents the connections in a graph. The entry ܽ௜௝ is set to the number of edges
connecting nodes ݅ and ݆. Loops are counted twice and the adjacency matrix is symmetric as the
graph is undirected. A weighted adjacency matrix ܅ is designed for weighted graphs. For an undi-
rected graph, the entry ݓ௜௝ is set to the weight of the edge that connects nodes ݅ and ݆. The degree
matrix ۲ related to the weighted adjacency matrix is a diagonal matrix, entries of which are ob-
tained by row-wise summation of the adjacency matrix. The Laplacian matrix ۺ is obtained as ۺ =
۲−܅. An exemplary undirected and connected graph and the corresponding graph matrices are
illustrated in Figure 4.
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1
4
2
5
6
3
0.25
5
21
12
18
܅ =
⎣
⎢
⎢
⎢
⎢
⎡
0 5 21 0.25 0 05 0 0 0 0 021 0 0 0 18 120.25 0 0 0 0 00 0 18 0 0 00 0 12 0 0 0 ⎦⎥⎥
⎥
⎥
⎤
					۲ =
⎣
⎢
⎢
⎢
⎢
⎡
26.25 0 0 0 0 00 5 0 0 0 00 0 61 0 0 00 0 0 0.25 0 00 0 0 0 18 00 0 0 0 0 12⎦⎥⎥
⎥
⎥
⎤
ۺ =
⎣
⎢
⎢
⎢
⎢
⎡
26.25 −5 −21 −0.25 0 0
−5 5 0 0 0 0
−21 0 61 0 −18 −12
−0.25 0 0 0.25 0 00 0 −18 0 18 00 0 −12 0 0 12 ⎦⎥⎥
⎥
⎥
⎤
Figure 4 A graph and the corresponding weighted adjacency, degree and Laplacian matrices.
2.2.1.3 Graph Partitioning Measures
Consider a connected graph ࣡ is to be partitioned into two connected subgraphs, namely ܲ and തܲ.
The following definitions give important information about the partitioning.
Definition 2-1 The cut value related to the partitioning of a graph is defined as the sum of weights
of the edges to be cut in order to partition the graph as formulated in (2.12).
ܿݑݐ(ܲ, തܲ) = ෍ ݓ௜,௝
௜∈௉,௝∈௉ത . (2.12)
The cut value is extremely useful in many applications of graph theory, such as data clustering [10].
A common practice is to construct a graph with the data samples as graph nodes and assigning
the pairwise graph weights to a pairwise similarity (affinity) measure. Then, partitioning the graph
into two corresponds to clustering the data into two clusters. The cut value would give a clustering
cost, as one would require low affinities in clustering borders.
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Definition 2-2 The volume of a subgraph ܲ is defined as the sum of edge weights connecting the
subgraph ܲ to the graph ࣡, which is equal to the summation of the degree value of nodes con-
tained in ܲ, i.e.:
ݒ݋݈(ܲ) = ෍ ݓ௜,௝
௜∈௉,௝∈࣡ = ෍݀௜௜∈௉ . (2.13)
Definition 2-3 The association of a subgraph ܲ to another subgraph ܩ is defined as the summa-
tion of weights of edges connecting the subgraph ܲ to the subgraph ܩ, i.e.:
ܽݏݏ݋ܿ(ܲ,ܩ) = ෍ ݓ௜,௝
௜∈௉,௝∈ீ . (2.14)
Considering the data clustering example mentioned earlier, the association of a cluster to itself is
particularly important, as it gives a notion of the similarity of the cluster within itself.
Definition 2-4 The area of a subgraph ܲ is defined as the number of nodes contained in ܲ, i.e.:
ܽݎ݁ܽ(ܲ) = ෍ 1
௜∈௉
. (2.15)
A large number of graph-based methods in data clustering or Computer Vision related tasks, such
as image segmentation, are based on optimizing objective functions based on the above measures.
Most of these objective functions are intractable; however, approximations can be solved thanks to
Spectral Graph Theory.
2.2.2 Spectral Graph Theory
Spectral Graph Theory is particularly interested in the eigen-decomposition of graph matrices dis-
cussed in 2.2.1.2. An eigenvalue problem is defined as follows.
ۻ࣐ = ߛ࣐. (2.16)
Specifically ࣐ is called an eigenvector of ۻ with eigenvalue ߛ if it satisfies (2.16). Hence, ߛ is an
eigenvalue of matrix ۻ only if ߛ۷ −ۻ is singular. Therefore, the eigenvalues are the roots of the
characteristic polynomial of ۻ, which is given by (2.17).
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݀݁ݐ(ߛࡵ − ࡹ	). (2.17)
Since most of the proposed methods in this thesis involve undirected and connected graphs, Spec-
tral Graph Theory review in this chapter will focus on symmetric graph matrices only. Next, a set of
theorems and definitions that are crucial for real symmetric matrices are reviewed.
Theorem 2-1 If a matrix M is a real symmetric ݊ݔ݊ matrix, then there exist ݊ real eigenvalues and
݊ mutually orthogonal eigenvectors.
This theorem explains a very useful property of symmetric matrices. For an asymmetric matrix, the
existence of ݊ eigenvalues is not guaranteed; furthermore if there exist ݊ eigenvalues, the corre-
sponding eigenvectors are not necessarily mutually orthogonal.
Definition 2-5 The Rayleigh Quotient of a vector ݔ with respect to a matrix M is defined as follows.
ܴ(ࡹ,࢞) = ࢞ࢀࡹ࢞
࢞ࢀ࢞
. (2.18)
It can be noticed that if ࢞ is an eigenvector of ࡹ, then ܴ(ࡹ,࢞) is the corresponding eigenvalue of
ࡹ.
Theorem 2-2 If a matrix M is a real symmetric matrix, then the vector ࢞ maximizing/minimizing
ܴ(ࡹ,࢞) is an eigenvector of M and the corresponding eigenvalue is equal to the Rayleigh Quotient
and is the maximum/minimum eigenvalue of M.
Proof. Since ۻ is an nxn real and symmetric matrix, due to Theorem 2-1, its eigenvectors form an
orthonormal basis. Hence any vector ࢞ can be written as follows.
࢞ = ෍(࣐௜்࢞)
࢏
࣐௜ . (2.19)
Note that eigenvalues are sorted in an ascending order so that first eigenvalue is the minimum and
the ݊௧௛ is the maximum. Next, notice that the scaling of ࢞ is irrelevant while calculating the mini-
mum or maximum of ܴ(ࡹ,࢞). Hence, without the loss of generality ࢞ can be assumed to be a unit
vector, i.e. ࢞ࢀ࢞ = 1. Then ܴ(ࡹ,࢞) can be written as follows.
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ܴ(ࡹ,࢞) = ࢞ࢀࡹ࢞ = ൭෍(࣐௜்࢞)
࢏
࣐௜൱
்
ቌ෍൫࣐௝்࢞൯
࢐
ߛ௝࣐௝ቍ = ෍(࣐௜்࢞)൫࣐௝்࢞൯
࢏࢐
ߛ௝࣐௜்࣐௝
= ෍(࣐௜்࢞)ଶ
࢏
ߛ௜ ≤ ߛ௡෍(࣐௜்࢞)ଶ
࢏
= ߛ௡.
(2.20)
In (2.20), we used of the following facts: (1) ࣐௜்࣐௝ = 0 if ݅ ≠ ݆ as a result of Theorem 2-1 and (2)
previously assumed	࢞ࢀ࢞ = 1. According to (2.20), ߛ௡ is the upper bound for the Rayleigh Quotient
and it can be observed that it can only be achieved by setting ࢞ = ࣐௡. Remember that ࣐௡ is the
eigenvector corresponding to the largest eigenvalue ߛ௡ of ࡹ. Hence, the proof is completed.
Definition 2-6 The Generalized Rayleigh Quotient of a vector ࢞ with respect to matrices M and N
is defined as follows.
௚ܴ(ࡹ,ࡺ,࢞) = ࢞ࢀࡹ࢞࢞ࢀࡺ࢞ . (2.21)
Theorem 2-3 If the matrices M and N are real symmetric matrices, then the vector ࢞ maximiz-
ing/minimizing ௚ܴ(ࡹ,ࡺ,࢞) is a generalized eigenvector of M and N and the corresponding eigen-
value	is equal to the Rayleigh Quotient and is the maximum/minimum eigenvalue of M and N.
argmin
࢞
ቀ ௚ܴ(ࡹ,ࡺ,࢞)ቁ = ࣐ଵ,	
ࡹ࣐ଵ = ߛଵࡺ࣐ଵ. (2.22)
The proof can be made by following a similar procedure to the proof of Theorem 2-2. As mentioned
in Section 2.2.1.3, Spectral Graph Theory is particularly useful in approximating the intractable
optimization problems related to graph partitioning. Theorem 2-2 and Theorem 2-3 are in fact the
key theorems making these approximations possible. In the next section, some spectral graph par-
titioning methods will be discussed making use of these theorems.
2.2.2.1 Spectral Graph Partitioning Methods
Graph partitioning measures defined in Section 2.2.1.3, can be represented in terms of matrix al-
gebra. Consider a graph ࣡ is to be partitioned into two, ܲ and തܲ. For example, one can represent
this partitioning with a labeling vector ࢞ with the following property.
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ݔ௜ = ൜0	, ݅ ∈ ܲ1	, ݅ ∈ തܲ. (2.23)
Then, the cut measure can be formulated as follows.
ܿݑݐ(ܲ, തܲ) = ்࢞ࡸ࢞ = 12෍൫ݔ௜ − ݔ௝൯ଶ
௜௝
ݓ௜௝. (2.24)
(2.24) sums the graph weights that are between nodes that are labelled differently in ࢞. Since the
summation takes both ݓ௜௝ and ݓ௝௜ , it is multiplied by
ଵ
ଶ
. Note that, we assume a real symmetric
weighted adjacency matrix, hence ݓ௜௝ = ݓ௝௜.
Each spectral graph partitioning method has a unique objective function; therefore, the labeling
vector is specifically defined.
Ratio Cut
The Ratio Cut [9] measure related to partitioning a graph	࣡ into ܲ and തܲ is given as follows.
ܴܿݑݐ(ܲ, തܲ) = ܿݑݐ(ܲ, തܲ)
ܽݎ݁ܽ(ܲ)ܽݎ݁ܽ( തܲ). (2.25)
This measure is widely used for data clustering. Specifically, in a graph where the nodes corre-
spond to samples and the graph weights correspond to affinities between data pairs, the minimiza-
tion of Ratio Cut measure is assumed to give partitions that correspond to good clusters. A smaller
Ratio Cut results into clusters that are separated from the graph edges that have weaker affinities.
This is desirable since it means that the nodes corresponding to different clusters are highly differ-
ent from each other at cut edges. Furthermore, area normalization is useful if one expects clusters
of similar area. Ratio Cut can be formalized by matrix multiplication in a similar way as explained in
Section 2.2.2.1. However, one needs to define a labelling vector as follows:
ݔ௜ = ൜ ݌	, ݅ ∈ ܲ−ݍ	, ݅ ∈ തܲ	.	 (2.26)
In (2.26), ݌ = ௔௥௘௔(௉ത)
௡
 and ݍ = ௔௥௘௔(௉)
௡
, where ݊ = ܽݎ݁ܽ(ܸ). Hence according to this labeling vector
construction, the following relation between the cut measure and ்࢞ࡸ࢞ can be observed as follows.
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்࢞ࡸ࢞ = 12෍൫ݔ௜ − ݔ௝൯ଶ
௜௝
ݓ௜௝ = 12෍(݌ + ݍ)ଶ
௜ஷ௝
ݓ௜௝ = 12෍ݓ௜௝
௜ஷ௝
= ܿݑݐ(ܲ, തܲ). (2.27)
Finally, from (2.26) one can infer the following.
்࢞࢞ = ݍଶ݌݊ + ݌ଶݍ݊ = ݌ݍ(ݍ݊ + ݌݊) = ݌ݍ݊ = 1
ܽݎ݁ܽ(ܸ)ܽݎ݁ܽ(ܲ)ܽݎ݁ܽ( തܲ). (2.28)
By combining (2.27) and (2.28),	ܴܿݑݐ(ܲ, തܲ) can be written as follows.
ܴܿݑݐ(ܲ, തܲ) = ݊ ்࢞ࡸ࢞
்࢞࢞
. (2.29)
With the definition of labeling vector ࢞ in its current form (according to (2.26)) the minimization of
(2.29) is intractable. However, if the values of ࢞ are relaxed to take other values than ݌ and ݍ, the
solution can be obtained by Theorem 2-2 and ࢞ = ࣐ଵ , where ࣐ଵ  is the eigenvector of ࡸ corre-
sponding to the minimum eigenvalue. Notice that the constant ݊ does not have an effect on the
minimization. However, since ࡸ has the minimum eigenvalue of 0, ࣐ଵ is constant and meaningless.
Therefore, it is a common practice to take the eigenvector ࣐ଶ corresponding to the second mini-
mum eigenvalue as the approximation of the labeling vector as formulated in (2.30).
argmin
࢞
൫ܴܿݑݐ(ܲ, തܲ)൯ = ࣐ଶ,	
ࡸ߮ଶ = ߛଶ࣐ଶ. (2.30)
The partitioning can then be made by a simple thresholding on ࣐ଶ, as in (2.31). The threshold ߬
can either be selected as zero or as the median value of ࣐ଶ.
൜
݅ ∈ ܲ	,߮ଶ(݅) > ߬
݅ ∈ തܲ,߮ଶ(݅) ≤ ߬ 	. (2.31)
The spectral approximation for Ratio Cut minimization is useful in the sense that it gives fair clus-
tering results, though it should be noted that the assumption in (2.26) is a strong one and therefore
the approximation is actually quite coarse. However, one cannot measure how coarse it is since
the actual optimization is intractable.
20
Normalized Cut
As explained in the previous subsection, minimization of Ratio Cut objective function would ideally
result into similar sized subgraphs that are separated from a weak boundary. However, the as-
sumption of similar sized subgraphs is not necessarily a valid one and the objective function in
(2.25) does not include some intra characteristics of partitions such as their volume. Often, in ap-
plications such as data clustering, one might expect data in a particular cluster to be similar within.
Normalized Cut [10] takes this criterion into account, as well as the inter-cluster dissimilarity, by the
following objective function:
ܰܿݑݐ(ܲ, തܲ) = ܿݑݐ(ܲ, തܲ)
ݒ݋݈(ܲ)ݒ݋݈( തܲ). (2.32)
A minimization of the criterion in (2.32) would result in subgraphs that are separated from a bound-
ary involving weak graph weights, with high within-subgraph similarity. ܰܿݑݐ(ܲ, തܲ) can be formulat-
ed using Matrix Algebra using the following labeling vector.
ݔ௜ = ൜ ݌	, ݅ ∈ ܲ−ݍ	, ݅ ∈ തܲ.			 (2.33)
In (2.33), ݌ = ௩௢௟(௉ത)
௩
 and 		ݍ = ௩௢௟(௉)
௩
 , where ݒ = ݒ݋݈(࣡).  Then, the following relation can be written
between ்࢞ࡸ࢞ and ܿݑݐ(ܲ, തܲ):
்࢞ࡸ࢞ = 12෍൫ݔ௜ − ݔ௝൯ଶ
௜௝
ݓ௜௝ = 12෍(݌ + ݍ)ଶ
௜ஷ௝
ݓ௜௝ = 12෍ݓ௜௝
௜ஷ௝
= ܿݑݐ(ܲ, തܲ). (2.34)
Furthermore, using (2.33) one can infer the following:
்࢞ࡰ࢞ = ݍଶ݌ݒ + ݌ଶݍݒ = ݌ݍ(ݍݒ + ݌ݒ) = ݌ݍݒ = 1
ݒ݋݈(࣡) ݒ݋݈(ܲ)ݒ݋݈( തܲ). (2.35)
By combining (2.34) and (2.35), one can obtain:
Ncut(P, Pഥ) = ݒ ࢞୘ۺ࢞
࢞୘۲࢞
. (2.36)
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An approximation of minimization of Ncut(P, Pഥ) is possible by relaxing the values of the labeling
vector ܠ to take values other than the ones defined in (2.33). Then, according to Theorem 2-3, the
minimization is given by the generalized eigenvector of ۺ and ۲ corresponding to the minimum
generalized eigenvalue γଵ. Notice that the constant ݒ does not have an effect on the minimization.
However, since ۺ has the minimum eigenvalue of 0, ࣐ଵ is constant and meaningless. Therefore, it
is a common practice to take the generalized eigenvector ࣐ଶ corresponding to the second mini-
mum generalized eigenvalue γଶ	as the approximation of the labeling vector as formulated in (2.37).
argmin
ܠ
൫Ncut(P, Pഥ)൯ = ࣐ଶ,	
ۺ࣐ଶ = γଶ۲࣐ଶ. (2.37)
The partitioning can then be made by a simple thresholding on ࣐ଶ as in (2.38). The threshold ߬ can
either be selected as zero or as the median value of ࣐ଶ.
൜
݅ ∈ ܲ	,࣐ଶ(݅) > ߬
݅ ∈ തܲ,࣐ଶ(݅) ≤ ߬ 	. (2.38)
Average Association
Normalized Cuts and Ratio Cuts try to separate a graph into meaningful subgraphs while treating
each subgraph equally in the objective functions. In data clustering applications this might corre-
spond to two clusters that successfully represent two separate classes. However, in some applica-
tions, one might need a 1-class clustering, i.e. there is a cluster representing a class and the rest of
the data is basically noise. In such a case, it is meaningless to use Ratio Cut or Normalized Cut as
their objective functions are not designed to handle these particular problems of this nature.
Average association [11] method is designed to partition the data according to the 1-class cluster-
ing paradigm. The objective function is defined as follows.
ܣܽݏݏ݋ܿ(ܲ) = ܽݏݏ݋ܿ(ܲ,ܲ)
ܽݎ݁ܽ(ܲ) . (2.39)
Maximization of (2.39) would ideally partition the graph such that the subgraph ܲ representing the
class is a compact one with high within-subgraph similarity.
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As in the case of Ratio Cut and Normalized Cut, the maximization of ܣܽݏݏ݋ܿ(ܲ)  is intractable.
Hence, one needs a spectral approximation. For this purpose, one can start with defining a labeling
vector as follows.
ݔ௜ = ൜1	, ݅ ∈ ܲ0	, ݅ ∈ തܲ	.		 (2.40)
By this labeling vector definition, ܣܽݏݏ݋ܿ(ܲ,ܲ) can be represented as follows.
ܣܽݏݏ݋ܿ(ܲ,ܲ) = 12෍ݔ௜ݔ௝
௜௝
ݓ௜௝ = 12்࢞ࢃ࢞.		 (2.41)
Furthermore, following (2.40), ்࢞࢞ directly gives the area of region ܲ. Thus, one can formulate
ܣܽݏݏ݋ܿ(ܲ, തܲ) by using Matrix Algebra as follows.
ܣܽݏݏ݋ܿ(ܲ) = 12்࢞ࢃ்࢞࢞࢞ . (2.42)
The maximization of (2.42) can be approximated by relaxing the values of ࢞ to have real values.
Then, by Theorem 2-2, the solution is given by the eigenvector ࣐௠, corresponding to the largest
eigenvalue of ࢃ.
argmax
࢞
൫ܣܽݏݏ݋ܿ(ܲ)൯ = ࣐୫,	
ࢃ࣐୫ = γ୫࣐୫. (2.43)
In order to match the labeling vector given in (2.40), one can make use of non-negative or non-
positive eigenvectors keeping in mind that non-positive eigenvectors can be easily converted into
non-negative ones as changing the sign of the eigenvector does not change the fact that it is still
an eigenvector. However, eigenvectors having positive and negative values were not taken into
account in the original work. Once the eigenvector is converted into a non-negative one, then the
partitioning can be utilized simply by thresholding the eigenvector with a small value ߬ as follows.
൜
݅ ∈ ܲ	,߮௠(݅) > ߬
݅ ∈ തܲ,߮௠(݅) ≤ ߬ .	
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Each spectral graph partitioning method has its advantages in different types of problems. Below,
an exemplary graph, where the assumptions raised by Average Association method hold, is illus-
trated.
Figure 5 A graph and the partitions obtained by graph partitioning methods. (Blue: Ratio Cut and
Normalized Cut, Red: Average Association)
By observing Figure 5, one can see that there is a group of nodes that are strongly connected to
each other ({3,4,6,7}) and other nodes ({1,2,5,8}) are loosely connected to this group. Therefore,
one can infer a partitioning	ܲ = {3,4,6,7}, തܲ = {1,2,5,8}. Such partitioning is indeed achieved only
by Average Association method, since it is designed to find a strongly connected compact group,
while Ratio Cut and Normalized Cut methods are not.
In Figure 6, another example is provided. In this particular case, if the weakest edges are cut, the
graph can be divided into two subgraphs. This intuitive partitioning can only be achieved by Nor-
malized Cuts. Average Association method focuses on the subgraph ({1,2,3}) with highest average
association, whereas Ratio Cut partitions the graph from the middle. The cut value here is low, but
not as low as the cut achieved by Normalized Cuts. The reason for this is the fact that Ratio Cut
favors partitions with similar size.
Despite their differences, due to their strengths in representing specific cases, all of the above
graph-partitioning methods are widely exploited in many applications in Computer Vision and Pat-
tern Recognition tasks, such as image segmentation, data clustering, etc. The performances of the
methods discussed in this section depend on the graph representation of the corresponding prob-
lem. In fact, from the objective functions of all methods, it might be seen that the performance of
each method is only determined by the affinity matrix ܅.  Therefore, in some cases it might be
useful to adopt supervised techniques for construction of appropriate affinity matrices. In the next
section, these methods are briefly reviewed.
24
Figure 6 A graph and the partitions obtained by graph partitioning methods. (Red: Average Associ-
ation, Blue: Normalized Cut and Green: Ratio Cut)
2.3 Graph Affinity Learning
As previously mentioned, the graph representation of the problem at hand is a factor for the per-
formance of graph-based methods and contains three main steps.
a. Nodes: The graph nodes are designed in order to represent the variables/objects in the
problem. For example, in data clustering, nodes usually correspond to data samples and in
image segmentation to image pixels or regions.
b. Graph Connectivity: This step defines which pairs of the nodes are connected in the given
graph and which are not. The connectivity is usually rule-based. For example, if the data is
distributed in a regular grid, such as the case in images, the graph can be defined to be 4-
connected, i.e. each pixel is connected to neighboring up, down, right and left pixels. For ir-
regular mesh structures, one needs other connectivity rules. An example is the k-nearest
neighbor graphs, where each node is connected to the closest –in terms of a given distance
metric- k nodes.
c. Edge Weights:  Most of the graph based methods make use of weighted graphs. In fact,
edge weights contain the most crucial information in the graph representation of the prob-
lem at hand since they contain the pairwise relations of graph nodes. Each edge weight is
usually selected as a measure of similarity (affinity) between a data pair. The affinity is of-
ten calculated as a nonlinear function of distance of feature vectors representing graph
nodes.
A graph construction example for images is given in Figure 7. The graph is constructed in such a
way that the nodes will correspond to regions (superpixels extracted with [12]) from the image to
be represented. Superpixels are regions that provide an over-segmentation on the image while
preserving the object and region boundaries. As shown in Figure 7-b, a node is connected to an-
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other if the corresponding superpixels share a boundary. The features representing the nodes are
selected as mean colors in superpixels. These colors are illustrated in Figure 7-b. Moreover, su-
perpixel boundaries were indicated in red color and the connections of a particular superpixel to its
neighbors are illustrated by coding the edges in yellow color. The affinities were calculated accord-
ing to an exponentially decaying function as the feature distances increase. The resulting graph is
shown in Figure 7-c. The strong connections are represented by a darker edge color. It can be
observed from Figure 7-c that, such a graph representation assigns very weak edges around the
objects which is desired if the goal is to partition the graph such that the objects in the image
(bears) will be recovered.
Figure 7 (a) An image from BSD dataset, (b) superpixel boundaries indicated by red colors, super-
pixel regions illustrated by their average color within, the graph connectivity rule for a particular
superpixel (edges in yellow), (c) nodes and edges for the graph representation, weights of edges
are coded in color where darker color means stronger connection.
As in the above example, the node assignment step is somewhat straightforward for most of the
problems. In contrast, graph connectivity and affinity assignment are not as straightforward. The
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variety of graph connectivity and affinity assignment rules are immense and these rules can affect
the performance of the method greatly. For example, a more sophisticated affinity calculation might
result in even weaker edges around and stronger ones within the salient object in Figure 7. How-
ever, it might be very difficult to come up with such a function. Thus, instead of relying on some
hand crafted functions for this step, there have been efforts to learn them. A brief review of these
graph affinity learning methods is provided next.
In [13], a convolutional neural network (CNN) based approach for affinity learning is proposed for
3D biomedical image segmentation. The graph connectivity was fixed to a 6-neighbourhood rule,
i.e. every pixel is connected to immediate neighboring pixels in three dimensions. The affinities of
such a graph can be represented in three images, each corresponding to the affinities in three di-
mensions. Therefore, a convolutional network can be designed which takes a 3D image as input
and outputs three images representing affinities. Such a network can be trained if affinity ground
truths are present. Therefore, affinity ground truths in each dimension were extracted for each 3D
image manually. The image segmentation was performed by an algorithm which is independent
from the affinity learning process. This approach is suboptimal since there is no guarantee that the
learned affinities will work well with the image segmentation algorithm.
Another approach tackles this problem by proposing an end-to-end learning scheme for image
segmentation. For this task, one needs a continuous and differentiable error measure for image
segmentation so that one can make use of machine learning approaches exploiting gradient de-
scent like approaches. Convolutional neural networks are such type of machine learning ap-
proaches. In [14],a modification of the work in [13] was presented by concatenating an image pro-
cessing module to CNN model in [13]. The image segmentation module was designed by exploit-
ing a continuous and differentiable approximation of the Rand index which is a simple measure of
quality of the image segmentation. Rand index is based on a segmentation procedure by connect-
ed component labeling on a graph by cutting the graph edges that have affinities lower than a
threshold. Such a simple image segmentation technique does not make use of global inference
and relies heavily on the affinity assignment and therefore is incapable of solving many complex
image segmentation tasks.
Image segmentation algorithms that have a superior capability for solving complex tasks such as
Normalized-Cuts can be used to overcome the segmentation limitations of [14]. In [15] a system for
segmenting out foreground objects was proposed by backpropagating the error from Normalized-
Cuts output to the parameters of the affinity calculating function. However, the affinity calculating
function has a very low capacity of predicting the affinities that will work well with Normalized Cuts,
especially when compared to the high capacity CNN models of [14] and [15]. Moreover, although
Normalized Cuts algorithm has been proven to work well in over-segmentation, it offers little for
foreground segmentation.
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A more sophisticated model in [16] has combined both a high capacity affinity learning module and
a powerful segmentation algorithm for foreground segmentation task. The affinity learning module
is selected as a 5-layer CNN and the segmentation method that is exploited is a convex variational
relaxation of the minimum s-t graph cut algorithm in [17]. The connectivity rule on the graph repre-
sentation of the 2D images is defined as 4-connected neighborhood so that the CNN can be
trained to give three matrix outputs, affinities in two dimensions and a unary potential matrix which
are the inputs for graph cut algorithm. The limitation of this model is the fact that it is only capable
of learning graphs that are 4-connected. However, graphs with higher connectivity gives a much
better representation of many problems and can help the performance in complex cases.
Convolutional Kernel Networks, capable of calculating graph affinities related to higher order con-
nectivity have been recently proposed as a family of convolutional neural networks. In the following
section, a brief overview will be given.
2.3.1 Convolutional Kernel Networks
Convolutional Neural Networks (CNNs) have proven to be extremely effective in many computer
vision tasks such as object recognition [18]-[20], semantic segmentation [21], [22], etc. Usually, the
CNNs are exploited in order to predict attributes of a single input, e.g. the classes of the objects
that are present in an image. In order to make use of the powerful abilities of CNNs for learning
pairwise attributes, Convolutional Kernel Networks (CKNs) were proposed as a hierarchical kernel
producing Convolutional Neural Networks [23]. CKNs are designed to estimate the similarity of two
inputs ࣐ and ࣐ᇱ as formulated by a modification of the RBF kernel as follows:
ܭ(࣐,࣐ᇱ): = ෍ ෍‖࣐(ࢠ)‖ଶ‖࣐ᇱ(ࢠᇱ)‖ଶ݁ି ଵଶఉమฮࢠିࢠᇲฮమమ݁ି ଵଶఙమฮ࣐෥ (ࢠ)ି࣐෥ᇲ(ࢠᇲ)ฮమమ
ࢠᇲ∈ஐࢠ∈ஐ
. (2.44)
In (2.44), Ω represents image coordinates from which patches ࢠ and ࢠᇱ are sampled, and ࣐෥(ࢠ) is
the ݈ଶ normalized version of ࣐(ࢠ). The above kernel measures the similarity of two inputs ࣐ and ࣐ᇱ
of the same size, based on the spatial and feature similarity of sampled patches from them. These
similarity measures are encoded in Gaussian kernels with smoothing parameters ߚ and ߙ for spa-
tial and feature similarity, respectively.
The Gaussian kernel of two input vectors ࢞ and ࢞ᇱ of dimension ݉ can be expanded as follows.
ܩ(࢞,࢞ᇱ) = ݁ି ଵଶఙమฮ࢞ି࢞ᇲฮమమ = ൬ 2
ߨߪଶ
൰
௠
ଶ
න݁ି
ଵ
ఙమ
‖࢞ି࢝‖మ
మ
݁ି
ଵ
ఙమ
ฮ࢞ᇲି࢝ฮమ
మ
݀࢝. (2.45)
28
Instead of the exact expansion with infinite number of filters denoted by ࢝, one can approximate
the Gaussian kernel as a finite sum which corresponds to the following dot product.
ܩ(࢞,࢞ᇱ) ≅ 〈݂(࢞), ݂(࢞ᇱ)〉. (2.46)
The kernel mapping function in (2.46) is defined as ݂(࢞) = ൤√ܿ݁ି భ഑మ‖࢞ି࢝భ‖మమ …√ܿ݁ି భ഑మฮ࢞ି࢝೛ฮమమ 	൨ where
࢝௜ represents the ݅௧௛ filter and ܿ is the constant in front of the integral in (2.45). With the approxi-
mation with finite number of filters, one can represent both Gaussians in (2.44) and train an unsu-
pervised network by learning the filters for each Gaussian approximation.
For high dimensions, one can make a sparser, thus computationally more efficient approximation
of the Gaussian kernel by introducing filters weights ࣁ as follows.
ܩ(࢞, ࢞ᇱ) ≅෍ߟ௟݁ି ଵఙమ‖࢞ି࢝೗‖మమ݁ି ଵఙమฮ࢞ᇲି࢝೗ฮమమ௣
௟ୀଵ
= 〈݂(࢞), ݂(࢞ᇱ)〉, (2.47)
where ݂(࢞) = ൤ඥߟଵ݁ି భ഑మ‖࢞ି࢝భ‖మమ …ඥߟ௣݁ି భ഑మฮ࢞ି࢝೛ฮమమ	൨. Based on the above definitions, one can ap-
proximate the kernel in (2.44) as follows.
ܭ(࣐,࣐ᇱ) ≅ ෍ 〈࣍(ࢠ),࣍(ࢠᇱ)〉݁ି ଵଶఉమฮࢠିࢠᇲฮమమ
ࢠ,ࢠᇲ஫ஐ . (2.48)
where ૊(z) = ‖૎(z)‖ଶ ൤ඥηଵeି భಚమ‖૎෥(୸)ି࢝భ‖మమ …ඥη୮eି భಚమฮ૎෥(୸)ିܟ౦ฮమమ	൨ . The Spatial Gaussian kerneleି భమಊమฮܢିܢᇲฮమమ can be also approximated by uniform sampling on Ω and, finally, the following kernel
approximation can be expressed.
ܭ(࣐,࣐ᇱ) ≅ ෍〈ࣈ(ܝ), ࣈ′(ܝ)〉
࢛஫ஐ
, (2.49)
where ࣈ(ܝ) = ∑ ݁ି భഁమ‖࢛ିࢠ‖మమ߫(ࢠ)ࢠ஫ஐ .
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The kernel approximation given by (2.48) can be represented by a 1 layer convolutional neural
network where ࣍	can be calculated by convolutions followed by Gaussian nonlinearities and ࣈ can
be calculated by pooling on ࣍. This can be generalized to a higher number of layers to come up
with a reproducing kernel. More detail on reproducing kernels can be found in [23].
If the inputs are considered as features rather than images, CKNs provide a high capacity network
to calculate pairwise affinities of these features. This can be very useful for graph based models if
one appends a powerful method for the task at hand. As will be described in Section 3.5, the relat-
ed contribution of this thesis lies in the exploitation of such a machine for both unsupervised and
supervised affinity learning.
The graph affinity learning topic discussed in this section gives a complementary background to
the previously discussed concepts of Quantum Mechanics and Spectral Graph Theory in terms of
constituting a theoretical basis for the contributions of this thesis. Next, the application topic of the
thesis, i.e. salient object detection, will be reviewed.
2.4 Salient Object Detection
Salient objects in a scene can be defined as the objects that are more appealing to the eye when
compared to the rest of the scene. Salient object detection from images and videos has been a
very active research topic in the last decade. The reason for this interest is due to the wide applica-
tion areas of salient object detection as a pre-processing block for higher level tasks such as object
tracking [24], object detection [25], object region proposals [26], object recognition [26], image
cropping [27], image manipulation [28], etc.
Early works on saliency were mostly inspired by neuroscience [29], particularly the attention mech-
anisms of the brain [30]. Thus, these works were mostly concentrated on estimating the eye fixa-
tions of humans on scenes with the aim of mimicking the brain’s salient region selection function.
Such sparse eye fixations can be useful in applications such as video surveillance [31], compres-
sion [33] and coding [32]. However, for tasks including object recognition and tracking, one needs
a well-defined object region with closed boundaries. Thus, salient object detection emerged as a
research track to address these needs. The difference between the eye fixation prediction and sa-
lient object detection is basically on the ground truths of the images. Salient object detection da-
tasets include ground truths of object regions as opposed to sparse point clouds of eye fixations.
An example is illustrated in Figure 8.
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Figure 8 An image (left) from DUT-OMRON dataset showing the eye fixations (middle) and the
pixel-wise salient object ground truth (right).
2.4.1 State-of-the-art in Salient Object Detection
Most of the works on salient object detection are computational models based on saliency cues
either highlighted by earlier findings in neuroscience or by hand-crafted measures that represent
the saliency problem. These cues can be listed as follows:
a. Local Contrast Cue: This cue is based on the assumption that a salient object is expected
to be dissimilar from, hence in contrast with its immediate surrounding.
b. Global Contrast Cue: A salient object may also have characteristics that make it globally
distinct in the whole scene.
c. Center Prior:  Due to the humans’ inclination to take photos where the object of interest is in
the center, one might assume apriori information that the salient object will be close to the
center of the image.
d. Boundary Connectivity Cue: Center prior is a strong assumption. A related, yet a more
general assumption is that the salient object is less likely to be present on the boundaries of
the image.
Most of the successful salient object detection methods make use of at least one of the above sali-
ency cues above. In fact, the top performing methods in a recent salient object benchmark [45],
exploit a combination of above cues. Besides these cues, a number of supporting techniques are
also adopted by salient object detection methods. These techniques are listed as follows.
a. Image Abstraction: Working on pixel-level is computationally costly. Moreover, pixel-level
features such as colors can be noisy. Both of these problems can be overcome by repre-
senting the image with superpixels which are regions that contain pixels similar in color and
preserve the boundaries existing on the image.
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b. Multi Resolution: Image abstraction can be made in several resolutions which are meas-
ured by the average area of the superpixels, each level includes different scale information.
It is a common practice to run a saliency detection method in several resolutions and then
merge the results.
c. Smoothness Enforcement:  The smoothness of a saliency map is defined as the consisten-
cy in saliency labels of regions that are similar to each other in a feature space such as col-
or and spatial coordinate features. Enforcing smoothness either in saliency evaluation or as
a post-processing stage results in more consistent and connected regions.
Next, a brief description of the state-of-the-art methods in salient object detection according to the
survey in [44] and benchmark in [45] is given. It should be noted that, among these methods,
Quantum-Cuts [P2] is not discussed in this section, since it is a contribution of this thesis and will
be described in detail in Section 3.2. Besides the ones mentioned in [44], [45] a brief description of
two recent salient object detection methods that make use of deep learning is also provided.
2.4.1.1 Saliency Detection via Dense and Sparse Reconstruction
In this method [46], first a set of background templates are extracted from the boundaries of an
image. These templates are represented by a feature vector of color and coordinate values. Top
principal components of the background feature vectors are evaluated by performing singular value
decomposition on the covariance matrix of these features. Next, each region in the image is dense-
ly reconstructed from the top principal components and the reconstruction error is taken as a
measure of saliency. This makes sense in boundary connectivity cue perspective, since the sam-
ples taken from the image boundaries are not expected to represent the salient object. The dense
reconstruction is susceptible to noise; hence another reconstruction procedure is proposed that
enforces the sparsity of the representation achieved by the templates for each image region.
Sparse reconstruction is complementary to dense reconstructions, since it is less susceptible to
noise yet finds a smaller number of regions. Therefore, both measures were combined following a
Bayesian approach in order to find a good saliency measure.
2.4.1.2 Saliency Optimization from Robust Background Detection
The boundary connectivity cue is a valid assumption, however although most of the regions in the
image boundaries are background, still there might be a portion of salient objects touching image
boundaries. This problem was challenged in [47] in order to reduce misclassification of such re-
gions. The handcrafted measure in (2.50) was proposed in order to measure the boundary connec-
tivity of a segment.
ܤ݊݀ܥ݋݊(݌) = ܮ݁݊௕௡ௗ(݌)
ඥܣݎ݁ܽ(݌). (2.50)
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ܮ݁݊௕௡ௗ(݌) is the length of the segment ݌ across the image boundary and ܣݎ݁ܽ(݌) is the number of
elements contained in ݌.	ܤ݊݀ܥ݋݊(݌) is assumed to be low if the segment is touching the boundary.
Since segmentation itself is a challenging task, length and area of each segment was approximat-
ed by an approximate method based on the geodesic distance of the regions. Final saliency was
calculated by exploiting this measure together with local region contrast and smoothness enforce-
ment within regions.
2.4.1.3 Saliency Detection via Absorbing Markov Chain
A graph-based model was proposed in [48] where image regions are considered as nodes of a
graph in Markov chain model. The nodes corresponding to image regions on image boundaries are
considered as absorbing nodes in the chain. The saliency measure is calculated as the absorption
time of each node by the absorbing nodes. The more salient the region is, the later it will be ab-
sorbed due to its dissimilarity to the image boundary regions. The similarities between regions are
encoded in the related transition matrix ܲ = ܦିଵܹ of the Markov chain. If the transition matrix is
organized in such a way that it will be a block matrix as in (2.51) where ܳ and ܴ are transition
probabilities of transient nodes to each other and  to absorbing nodes, respectively.
ܲ → ቀܳ ܴ0 ܫ ቁ. (2.51)
Then, the fundamental matrix of ܲ can be defined as ܰ = (ܫ − ܳ)ିଵ and the saliency can be esti-
mated by the absorption time ܰݑ where ݑ is a seed vector of prior belief of saliency.
2.4.1.4 Saliency Tree
A salient object detection technique based on a tree model was proposed in [49]. First, the image
of interest is over-segmented into regions, then by a combination of global contrast, spatial sparsity
and objectness cues, initial estimations for saliency of regions are calculated. Next, a saliency tree
is generated by region merging. Finally, salient regions in this tree are selected according to a local
contrast based regional center-surround measure.
2.4.1.5 Discriminative Regional Feature Integration
A supervised salient object detection method was proposed in [50]. First, for each region in the
image of interest, a regional contrast descriptor which is calculated by taking the distance between
feature vectors of the region and its immediate surrounding is constructed. The feature vector cor-
responding to a region includes color properties in several color spaces and texture filter respons-
es. Besides the region contrast descriptor, a region property descriptor was also proposed which
includes appearance features related to the region. Finally, a backgroundness descriptor was pro-
posed which is obtained by taking the distance between the region property descriptor with the
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image boundary property descriptor. A random forest based regressor is trained, which maps the
mentioned descriptors to saliency scores. Finally, a multi-level fuser is trained in order to combine
saliency scores from multiple resolutions.
2.4.1.6 Visual Saliency Based on Multiscale Deep Features
A supervised salient object detection method based on deep learning was proposed in [51]. First, a
hierarchical image segmentation method is applied to the image. Each of the image segments at
multiple scales are then fed to a feature extraction module exploiting a pre-trained convolutional
neural network. Next, two fully connected layers are learned in order to classify the obtained fea-
tures as salient or not. In order to ensure spatial coherence, a post processing algorithm is applied
on saliency maps from each scale. The saliency maps obtained from each level in hierarchical
segmentation are then merged to obtain the final saliency map.
2.4.1.7 Saliency Detection by Multi-Context Deep Learning
A multi-context approach was adopted in [52] for salient object detection using deep learning. First,
a superpixel extraction method is applied on the input image. Then, two separate convolutional
neural networks that aim to extract local and global context were applied on the input images. Each
superpixel is treated as a new sample and the input image was centered according to a superpixel
for the global context network and another superpixel-centered, but close-up image was used for
the local context network. The high-level features extracted from each network are then combined
and fed to a fully-connected layer in order to predict the saliency score of the superpixel.
The above methods can be categorized according to the saliency cues and supporting techniques
that they use while calculating saliency maps and according to their approach to the salient object
detection problem. Such a categorization is made in Table 1. Note that center prior was not includ-
ed in the categories since none of the state-of-the-art methods mentioned in this section make use
of this cue. As can be observed from Table 1, all methods make use of the image abstraction tech-
nique, most methods exploit the boundary connectivity cue and almost half of the methods are
graph-based approaches. It should be noted here that the categorization of the deep learning
based methods [51], [52] are not as straightforward as the other methods. For example, it is obvi-
ous whether other methods make use of local and global contrast since their approaches are
handcrafted, however deep learning based methods make use of these cues implicitly, which is not
an easy task to directly show.
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Table 1 Categorization of Salient Object Detection Techniques
DSR[46] RBD[47] MC [48] ST [49] DRFI [50] MDF [51] MCD [52]
Local Contrast No Yes No Yes Yes Yes Yes
Global Contrast No No No Yes No Yes Yes
Boundary Connectivity Yes Yes Yes No Yes No No
Image Abstraction Yes Yes Yes Yes Yes Yes Yes
Multi Resolution No No No Yes Yes Yes No
Smoothness No Yes No Yes No Yes No
Graph Based No Yes Yes Yes No No No
Probabilistic Approach Yes No Yes No No No No
Supervised No No No No Yes Yes Yes
2.4.2 Salient Object Detection Datasets
Many salient object detection datasets were proposed during the last decade. In this section a brief
overview of the most popular datasets is given.
ASD [35] contains 1000 images from the MSRA [34] salient object dataset. The contribution of
ASD is manual pixel-wise labeling of the ground truth, whereas in MSRA, the ground truth was
shared as bounding boxes. ASD contains large salient objects with high local and global contrast.
There is usually one salient object which tends to occur at image center. The dataset is relatively
less challenging when compared to the rest of the datasets. MSRA10k [36] is also formed from the
images in MSRA and extends the bounding box ground truths to pixel-wise ones. MSRA10k pre-
sents a slightly more challenging salient object detection task compared to ASD. Although the im-
age characteristics and complexity of the salient objects are similar, it involves a higher number of
classes. PASCAL1500 [37] contains 1500 images selected from the PASCAL-VOC 2012 [38] chal-
lenge. The images contained in this dataset contain usually more than one salient object per image.
Moreover, the objects appear at a higher variety of size, shape and location. Hence, PASCAL1500
is more challenging compared to the MSRA datasets. SOD [39] is constructed from Berkeley seg-
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mentation dataset (BSD300) [40] and involves 300 images. In BSD300, the boundaries related to
the objects and other regions already exist. During the construction of SOD, 7 subjects were asked
to choose the enclosed boundaries that correspond to the boundaries of salient objects. Then,
closed filled regions were formed according to these boundaries, which form the salient object
ground truths. The images include many object classes. Most of the images include high texture
information and the salient object detection is not so straightforward as in some other datasets.
DUT-OMRON [41] is one of the most challenging datasets involving 5168 images. The dataset
involves images covering a high number of object classes, with cluttered background and usually
more than one object per image. The dataset was collected from a higher number of images col-
lected from the web and salient object ground truths were selected by contribution of 25 subjects in
pixel-wise labeling. JUDD-A [42] is the most challenging dataset containing 900 real life images
with much cluttered background and the highest spatial distribution and class variety of objects.
The pixel wise salient object ground truths for this dataset were obtained by annotating the eye
predictions obtained by [43]. The highest density in the eye predictions was assumed to fall on the
most salient object. 2 subjects were responsible for pixel-wise ground truth labeling on the most
salient object in the scene.
Exemplary images from each dataset are illustrated in Figure 9. For a more in-depth analysis of the
datasets, one can refer to [45].
Figure 9 Exemplary images from ASD, MSRA10k, PASCAL1500, SOD, DUT-OMRON and JUDD-
A datasets.
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2.4.3 Performance Measures
A large number of measures have been defined for evaluating the performance of salient object
detection methods. In this section, a brief overview of the popular metrics is given.
2.4.3.1 Precision-Recall (PR) Curve
In salient object detection, a sample image pixel is true positive if it is correctly classified as salient,
false positive if it is incorrectly classified as salient, true negative if it is correctly classified as back-
ground and false negative if it is falsely classified as background. The precision value of a segment
is the ratio of the number of true positives to the number of samples that are classified as positive.
The recall value of a segment is the ratio of the number of true positives to the number of positives.
Precision and recall are complementary evaluation metrics and are formalized as follows.
݌ݎ݁(߬) = |݃ ∩ ݏఛ||ݏఛ| , ݎ݁ܿ(߬) = |݃ ∩ ݏఛ||݃| . (2.52)
It should be noted that salient object detection methods usually output a gray-level saliency confi-
dence map ݏ instead of a binary salient object segment. Hence, the saliency map is converted to a
segment ݏఛ by thresholding it by ߬. Then, precision-recall values are extracted for several thresh-
olds by comparing ݏఛ with the ground truth ݃  and a performance curve is extracted.
2.4.3.2 Receiver Operating Characteristics (ROC) Curve
Another popular salient object detection evaluation metric is Receiver Operating Characteristics
(ROC) curve which investigates the true positive and false positive rates. True positive rate is yet
another name for recall. False positive rate on the other hand is the ratio of the number of false
positives to the total number of negatives and is formulated as follows.
݂݌ݎ(߬) = |݃̅ ∩ ݏఛ||݃̅ ∩ ݏఛ| + |݃̅ ∩ ݏఛഥ |. (2.53)
ROC curve is extracted similarly to precision-recall curves by finding the true positive and false
positive rates for different thresholds on the saliency maps.
2.4.3.3 ࡲࢼ measure and Area under the ROC curve (AUC)
PR and ROC curves give performance evaluations in terms of complementary performance met-
rics. However, it is possible to represent these curves with single measures as well. These
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measures, namely ܨఉ measure for precision recall curves and AUC for ROC curves are defined as
follows.
ܨఉ(߬) = (1 + ߚଶ) ݌ݎ݁(߬)ݎ݁ܿ(߬)ߚଶ݌ݎ݁(߬) + ݎ݁ܿ(߬) , ܣܷܥ = නݎ݁ܿ(߬)݂݀݌ݎᇱ(߬). (2.54)
ܨఉ measure gives a threshold dependent evaluation where ߚ is a parameter the choice of which
gives more weight to either precision or recall. The maximum or the mean ܨఉ measure throughout
the PR curve is often used for evaluation of salient object methods with a single value. On the oth-
er hand, ܣܷܥ gives a single threshold-free measure by integrating over the ROC curve.
2.4.3.4 Mean Squared Error (MSE)
Unlike PR and ROC curves, the Euclidean or Mean Squared Error (MSE) directly gives a measure
of the accuracy of saliency map without thresholding it and is formulated as follows.
ܯܵܧ = 1|ܫ|෍( ௜݃ − ݏ௜)ଶ
௜∈ூ
. (2.55)
For the MSE measure both the ground truth and saliency map vectors are linearly normalized be-
tween 0 and 1. It can be observed from (2.55) that any saliency value that is not exactly equal to
the ground truth is penalized. Thus, MSE differs from the thresholding based methods in this sense
and acts as a complementary measure to them.
2.4.3.5 Mean Absolute Error (MAE)
Similar to the MSE, the Mean Absolute Error (MAE) is also a threshold-free evaluation metric and
for min-max normalized ground truth and saliency map vectors, it is defined as follows.
ܯܣܧ = 1|ܫ|෍‖ ௜݃ − ݏ௜‖
௜∈ூ
. (2.56)
MAE differs from MSE in the sense that the penalization is linear. This might be favorable especial-
ly in the regions that the ground truth is closer to zero. The error in these regions can be ignorable
in terms of MSE due to the squaring, however for better precision they should not be.
38
2.4.3.6 Kullback-Leibler (KL) Divergence
The saliency map and the ground truth vectors can be treated as probability densities if they are ݈ଶ
normalized. Then, a measure of similarity between these vectors can be written as a measure of
probability density divergence given by the Kullback-Leibler divergence as follows.
ܦ௄௅(ࢍ||࢙) = ෍ ௜݃ log ൬ ௜݃ݏ௜൰௜ . (2.57)
All the evaluation metrics defined above evaluates the saliency in a different point of view. Hence,
for a complete comparison between salient object detection methods, a wide range of evaluation
metrics should be used.
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3 Contributions
In this chapter, the contributions related to this thesis will be briefly introduced. First, Schrödinger’s
Equation will be analyzed in detail and its direct applications to object segmentation problem will be
discussed in Section 3.1. Next, the relation between Quantum Mechanics and Spectral Graph
Theory will be explained by exploiting a graph-based analysis on Schrödinger’s Equation in Sec-
tion 3.2 and by exploiting this relation, a spectral foreground extraction method, Quantum-Cuts,
(QCut) will be introduced. The optimization problem that QCut solves will be shown to contain sali-
ency cues. Next, the improvements and extensions on QCut in this context will be explained briefly.
Specifically, in Section 3.3, a method for learning to rank salient segments obtained by multispec-
tral Quantum-Cuts will be introduced. In Section 3.4, several extensions on Quantum-Cuts related
to the exploited graph structure and affinity matrix construction will be explained. Finally, in Section
3.5, a supervised approach for affinity matrix learning will be presented.
3.1 Salient Segment Proposals in Quantum Scale
Schrödinger’s Equation given in (2.9) is formulated in the continuous domain. However, the prob-
lems of interest in Computer Vision are usually addressed in discrete domain due to the digital na-
ture of the visual data. In order to draw links between both fields, one can write Schrödinger’s
equation in a discrete grid by using a discrete approximation of the Laplacian operator with finite
difference method as follows.
∇ଶ࣒|୧ = ቌ෍߰୨	
୨∈୒౟
ቍ− |N୧| ∗ ߰୧. (3.1)
In (3.1), N୧ is the set of coordinates that are in an immediate neighborhood of the coordinate indi-
cated by ݅. In such discrete representation, ࣒ is a finite length vector representing discrete wave-
function and the potential field can be represented with a vector ࢜  that is of same dimension with
࣒.
As an example, in the above representation, an image would correspond to a graph with a regular
2D grid structure. Due to the locality principle in physics [53], the neighborhood rule needs to be
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defined as connectivity to immediate surrounding only. For images, 4-connected or 8-connected
graphs might be utilized. In such a graph, a matrix representation of (3.1) is identical with the nega-
tive graph Laplacian matrix for an unweighted graph. Therefore, the discrete version of Schröding-
er’s Equation in matrix algebra can be written as the following eigenvalue problem.
۶࣒ = E࣒. (3.2)
In (3.2),	۶ = (ۺ + ܄), ۺ is the graph Laplacian matrix of a weighted graph where all weights are
equal to ℏ
మ
ଶ௠
 and ܄ is a diagonal matrix which includes the values of the potential ࢜ on its diagonal.
Therefore, solutions of the discrete Schrödinger’s Equation can be simply obtained by applying
eigen-analysis on ۶.
From the discussion in Section 2.2, one can infer that the pure wavefunctions obtained by the ei-
genvalue problem in (3.2), correspond to critical points of the Rayleigh Quotient (ࡴ, ܢ) = ࢠ೅۶ࢠ
ࢠ೅ࢠ
 .
Considering the probabilistic interpretation of Born, the intensity of the wavefunction is accepted to
be a probability density function. Therefore, ࢠ்ࢠ = 1. Hence the Rayleigh Quotient reduces to
ܴ(ࡴ, ܢ) = ࢠ்۶ࢠ. According to the third postulate of Quantum Mechanics, this gives the expected
value of the observable that is represented by ۶, which is the energy of the particle. Hence, one
can conclude that pure wavefunctions occur at the critical points of expected particle energy. By
Theorem 2-2, the minimum and maximum eigenvalues of ۶ correspond to the minimum and max-
imum expected energies of a particle, and the other eigenvalues correspond to energies that are in
a local optimality. The meaning of these critical points can be observed by rewriting ܴ(ࡴ, ܢ) as fol-
lows.
ܴ(ࡴ, ܢ) = ࢠ்ࡸࢠ + ࢠ்ࢂࢠ = ෍෍ ℏଶ2݉൫ݖ௜ − ݖ௝൯ଶ
୨∈୒౟௜
+ ෍ݖ௜ଶݒ௜
௜
. (3.3)
The first term in (3.3) is a weighted measure of spatial smoothness in elements of ࢠ  and the sec-
ond term gives the average potential value in the region that is represented by the wavefunction.
The global minimum of ܴ(ࡴ, ܢ) is therefore expected to give a wavefunction ψଵ which has a low
rate of oscillation, which covers a region of low potential value. On the other hand, the global max-
imum of ܴ(ࡴ, ܢ) would give a wavefunction ψ௡ that is of highest oscillation rate and that is present
in a region of high potential value. Other local optima correspond to wavefunctions that span re-
gions corresponding to a structured potential. For example, based on the discussion in Section 2.1,
the bounded wavefunctions correspond to standing waves that are limited by the walls of a poten-
tial structure, such as the Coulomb potential of nucleus acting on electrons.
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The discussion above has motivated our work in [P1] which investigates the wavefunctions corre-
sponding to a potential that is defined on gray-level image intensities. Based on the above discus-
sion, the wavefunctions are expected to span gray-level intensities of a certain structure which may
correspond to an object or a region in an image. Thus, the thresholded probability densities corre-
sponding to wavefunctions were considered as segments. In order to handle segmentation errors
caused by the oscillations in wavefunctions, a closing operation was applied on the segments.
Moreover, the regularization factor ℏ
మ
ଶ௠
 between the spatial smoothness and average intensity terms
in (3.3) corresponds to a scaling measure. Thus, the above segment proposal procedure is utilized
for values selected from an empirical range of [0.2, 1.2] for this regularization factor. Smaller factors
correspond to smaller scales. Some of the segments obtained in this way are given in Figure 10.
Figure 10 (Left) Images from Corel1000 dataset, (Right) a segment corresponding to a wavefunc-
tion.
The segments illustrated in Figure 10 show a potential to extract a salient object from images.
However, how to select salient segments from the segment pool obtained by the above procedure
is of question. For this purpose, the segments in the pool were sorted according to an objectness
measure proposed in [P1] as follows.
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O(S) = c|S∩ 	E| − (1 − c)area(S). (3.4)
In (3.4), E is the output of an edge detection algorithm on the image,	|S ∩ 	E| is the number of edge
pixels covered by the segment S. The objectness measure O(S)  of a segment S is then defined as
a tradeoff between the edge encapsulation and the area of the segment, where the tradeoff is con-
trolled by the parameter c. Edge encapsulation measure follows from the assumption that an inter-
esting object is expected to have a strong boundary and the area is discouraged in order to pre-
vent bias to large segments including all boundaries in the image. The segments in the pool were
ranked according to the measure in (3.4) and the top ranked ones were selected as salient seg-
ments.
To the best of our knowledge, [P1] is the first study that investigates object/region segment pro-
posals in a realizable quantum mechanical setup. Such a realization in the quantum scale would
be computationally instantaneous as the wavefunctions of a particle in a given potential are imme-
diately formed upon a measurement. Thus, the computational complexity of such a physical sys-
tem is only limited by the measurement process.
Computer simulations of such system on the other hand are computationally very heavy due to the
eigenvector calculation on the Hamiltonian matrix which is of size ܯܭݔܯܭ, where the correspond-
ing image is ܯݔܭ. A full eigendecomposition on ܪ is infeasible, therefore only a limited number of
eigenvectors could be calculated. Therefore, the optimality of the selection from the segment pool
which relies on the primitive measure in (3.4), is limited by the segments in the pool that do not
cover the entire eigenspectrum. Even with the limited number of proposals, a non-optimized
MATLAB implementation of the algorithm takes around 2 minutes for a typical image of size
75x100 on a PC with a IntelCore i7-3632QM CPU @2.20 GHz with 8 GB RAM. Finally, the corre-
sponding graph representation based on Schrödinger’s Equation is only based on a restricted
neighborhood rule and completely omits the pairwise relations between image pixels, but relies on
a unary potential only. Such a graph results into segments that are noisy and cannot fully recover
object edges. In fact, it is pointed out in [P1] that due to the above limitations, the best segments in
the pool can only reach an average precision of 0.58 and recall of 0.75 on a dataset constructed
from images in PASCAL VOC-2012 [38].
Such disadvantages of [P1] can be overcome by combining the unique concepts of Quantum Me-
chanics, such as the potential and the probabilistic interpretation of the wavefunction and the con-
cepts in spectral graph partitioning methods.
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3.2 Quantum-Cuts
3.2.1 A Spectral Graph Based Analysis of Schrödinger’s Equation
There have been already some connections drawn to Spectral Graph Theory in Section 3.1 by
pointing out that the quantum wavefunctions are indeed critical points of the Rayleigh Quotient
ܴ(ࡴ, ܢ). However, the meaning of the wavefunctions obtained by Schrödinger’s Equation in a spec-
tral graph partitioning point of view remains unclear. To reveal this point, we turn to spectral graph
partitioning methods that use the Rayleigh Quotient and Theorem 2-2 to approximate solutions for
intractable graph partitioning problems. For such problems, one need a labeling vector as an indi-
cator for the labels of the subgraphs to be partitioned. Examples were given in (2.23), (2.26) and
(2.33). One can similarly define a labeling vector as follows.
ݔ௜ = ቐ 1|ܲ| 	 , ݅ ∈ ܲ0	, ݅ ∈ തܲ . (3.5)
This definition follows from the probabilistic interpretation of the wavefunction. If ࢞  would be
thought as a probability density function, it would correspond to a uniform distribution on the space
represented by the partition ܲ. Furthermore, one can define another vector ࢠ as follows.
ݖ௜ = ቐ ∓1ඥ|ܲ|	 , ݅ ∈ ܲ0	, ݅ ∈ തܲ .
(3.6)
In other words, ࢞ = ࢠ ∘ ࢠ where ∘ denotes the Hadamard product. In the above definitions, we have
defined vectors ࢠ and ࢞ analogous to ࣒ and ࣒∗ ∘ ࣒ respectively in a graph partitioning context.
Next, we can infer the meaning of the Rayleigh Quotient in terms of graph partitioning by investi-
gating it with the new vector definitions.
ܴ(ࡴ, ܢ) = ࢠ்۶ࢠ = ࢠ்ۺࢠ + ࢠ்܄ࢠ. (3.7)
The second term in (3.7), ࢠ்܄ࢠ, is the average potential value in the region ܲ represented by the
vector ࢠ. The meaning of the first term on the other hand is not so straightforward and can be writ-
ten as follows.
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ࢠ்ࡸࢠ = ෍ݓ௝,௜൫ݖ௝ଶ − ݖ௝ݖ௜൯ =
௝,௜ ෍ݓ௝,௜൫ݖ௝ଶ − |ܲ|ݖ௜ଶݖ௝ଶ൯௝,௜ + ෍ݓ௝,௜൫|ܲ|ݖ௜ଶݖ௝ଶ − ݖ௜ݖ௝൯௝,௜ .	 (3.8)	
Remember that the graph weight ݓ௜,௝ between the node ݅ and ݆ is
ℏమ
ଶ௠
 in a neighborhood rule de-
fined in Section 3.1. Then, the first term in (3.8) can be easily seen to correspond to the ௖௨௧(௉,௉ത)
௔௥௘௔(௉).
The second term is a weighted average of the oscillations within the foreground region ܲ. An oscil-
lation is defined as a sign change in the vector ࢠ. Therefore, this term was named as phase term in
[P2]. Based on the above discussion, one can write ܴ(ࡴ, ܢ) as follows.
ܴ(ࡴ, ܢ) = ܿݑݐ(ܲ, തܲ)
ܽݎ݁ܽ(ܲ) + ݌ℎܽݏ݁(ܲ) + ߤ௩ . (3.9)
In (3.9), ݌ℎܽݏ݁(ܲ) = ∑ ݓ௝,௜൫|ܲ|ݖ௜ଶݖ௝ଶ − ݖ௜ݖ௝൯௝,௜  and ߤ௩ = ࢠ்܄ࢠ. If the global minimum of the criterion
in (3.9) would be considered, one can easily omit the phase term, since this term can easily be set
to zero by changing the signs of ࢠ which does not affect the actual labeling vector ࢞ in any way
[P2]. Furthermore, one can think of an artificial sink node ܵ and formulate the unary potential val-
ues as weights of connections of each node to ܵ. In such a model, the minimization of (3.9) reduc-
es to the following.
min
ܢ
ܴ(ࡴ, ܢ) = min
ܢ
ܿݑݐ(ܲ, തܲ + ܵ)
ܽݎ݁ܽ(ܲ) . (3.10)
It should be noted that the cut in (3.10) corresponds to the cut in the new graph formed by the arti-
ficial sink node ܵ. Moreover, since all the weights in the graph related to Schrödinger’s Equation is
defined as equal, this cut value merely represents a weighted value of the perimeter of the region
that is cut from the graph.
Based on the discussion above, one can conclude from (3.10) that the minimization of ܴ(ࡴ, ܢ) cor-
responds to large circular regions in a low potential and a spectral approximation of segmentation
of such regions is given by the ground-state of Schrödinger’s Equation.
3.2.2 Quantum-Cuts
From an object segmentation point of view, the conclusion of Section 3.2.1 does not make much
sense, especially if the potential is selected to correspond to gray-level intensities as in [P1]. How-
ever, by combining this result with traditional graph construction approaches with different potential
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definition, one can obtain a unique optimization that results into a very effective salient object de-
tection method.
As discussed in Section 3.1, due to the structure of Schrödinger’s Equation, one disadvantage of
the method in [P1] is that it omits pairwise relations in the graph. To overcome this drawback, in
[P2], a weighted graph was considered, where the weights correspond to affinities between nodes
following the common approach in applications of spectral graph partitioning to Computer Vision
[10]. Furthermore, the sink node ܵ was thought as a representative node for the background. The
graph weights of the connections to this node, i.e. the potential then represent a prior knowledge
related to the background.
Then, the minimization of ܴ(ࡴ, ܢ) corresponds to regions which are in high local and global con-
trast with their surroundings, and have large area and low prior as background. Such regions are
highly compatible with the definition of a salient object. Considering the saliency cues that are in-
troduced in Section 2.4.1, high contrast cue is covered by the small cut value. Furthermore, if a
high background prior is assigned to the image boundaries, the boundary connectivity cue could
also be covered. Then, the approximation of the minimization of ܴ(ࡴ, ܢ) in such graph and poten-
tial definitions is expected to give good saliency maps.
The method explained above is called Quantum-Cuts [P2] and can be formulated as follows.
ࡴࢠ∗ = ܧ௠ࢠ∗,		
	࢟∗ = ࢠ∗ ∘ ࢠ∗. (3.11)
In (3.11), ࡴ = ࡸ + ࢂ where ࡸ is a graph Laplacian of a weighted graph constructed using image
pixels as nodes and pairwise color affinities as graph weights. ࢂ is a diagonal matrix formed by
high values on the image boundary pixels and zeros elsewhere. ࢠ∗ is the eigenvector correspond-
ing to the minimum eigenvalue ܧ௠ of ࡴ. The saliency map is then obtained by ࢟∗.
QCut method, originally presented in [P2], forms a graph out of image pixels with a 4-connected
neighborhood rule, then calculates the affinities according to the RGB color affinities between pix-
els. The potential is set very high on image boundaries and zero for the rest of the image. The sali-
ency maps were obtained by saliency calculation in (3.11) on this graph. The graph partitioning
was utilized by thresholding the saliency maps.
3.2.3 Quantum-Cuts vs. Spectral Graph Partitioning Methods
QCut method differentiates from the other spectral graph partitioning methods in the following
points:
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a. Unlike Ratio Cut and Normalized Cuts, QCut optimizes a measure related to the foreground
only. Therefore, it is more suitable for applications such as salient object extraction.
b. Average Association also optimizes a measure related to the foreground only, however the
optimization criterion is suboptimal in terms of salient object detection as it is inclined to find
very small regions with high uniformity. On the other hand, QCut favors large areas with
strong boundaries, which are much less likely to correspond to noise.
c. Unlike Ratio Cut and Normalized Cuts, QCut can assign prior on one of the partitions (the
background). This is due to the labeling vectors that are designed accordingly to the proba-
bilistic interpretation of wavefunctions.
d. Average Association method can also assign a prior on one of the partitions, however on
the foreground region. QCut is more favorable in this sense, because it is easier to define
background priors than foreground ones. For example, the boundary connectivity cue in sa-
lient object detection simply assumes background regions on the image boundary.
The above distinctions of QCut are mainly due to two key properties that are inspired from Quan-
tum Mechanics:
a. The selection of labeling vectors which are inspired by the probabilistic interpretation of the
wavefunctions in Quantum Mechanics.
b. The notion of potential field in Quantum Mechanics applied as a background prior.
In Figure 11, a visual comparison of the spectral graph partitioning algorithms and QCut is illustrat-
ed. The graph partitioning results in Figure 11 were obtained as follows. For every method, the
same graph construction was utilized. For average association and Quantum-Cuts, the labeling
vectors were thresholded by the Otsu method [54]. As for the Normalized Cuts and Ratio Cut, the
labeling vectors were thresholded with 0. As one can observe, the maximum average association
results into small noisy regions that have high association within. Normalized Cuts and Ratio Cut
both cut the image from strong boundaries; however, resulting segments are not meaningful in
terms of being a salient object. The partitioning obtained by QCut corresponds to salient objects
with high contrast, large area and dissimilar from the image boundaries as it is expected from the
optimization criterion in (3.10).
Computational Complexity and Performance
In [P2], it is pointed out that, for a typical image of size 200x150, a non-optimized simulation of the
algorithm in MATLAB-R2013a, in an 8-GB RAM, Intel i7-2,20 GHz computer with 64-bit OS, takes
about 1.5 seconds per image on average. The salient segment obtained by thresholding the QCut
saliency map at the threshold value that corresponds to the equal error rate point of the precision-
recall curve, yields an average performance of 0.8614 precision and 0.8642 recall on ASD dataset.
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Figure 11 Images from SOD dataset, graph partitioning obtained by Average Association (AAS-
SOC), Normalized Cut (NCUT), Ratio Cut (RCUT) and Quantum Cut (QCUT) and the related
ground truth (From left to right).,
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3.3   Multispectral Quantum-Cuts
In the previous section, we explained that the minimization of the objective function in (3.10) results
into segments that are meaningful in terms of corresponding to salient objects in the image. How-
ever, besides the global minimum obtained by (3.11), other local minima are also observed to cor-
respond to good segments. These local minima can be found by exploiting a larger spectrum of ܪ.
The segments are obtained in a similar fashion, i.e. each eigenvector is converted to a probability
density function by taking the power of it and segments can be obtained by an adaptive threshold-
ing method. In Figure 12, segments obtained by exploiting three eigenvectors corresponding to the
smallest three eigenvalues for some images are shared.
Figure 12 Images from SOD dataset, salient segments obtained by the first three eigenvectors of ܪ
matrix and the ground truth. (From left to right).
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For the examples in Figure 12, the segment obtained by the first eigenvector may sometimes cor-
respond to a portion of the salient object, or it can be a noisy segment. On the other hand, the ob-
jects or part of objects can be obtained by the segments related to the eigenvectors with higher
eigenvalues. A selection from or combination of these segments would result into a better repre-
sentation of the salient object. For example, in the first image the combination of first and third
segments and in the second image the combination of first and second segment can give a good
salient object segment. For the third image, one should discard the first and second segments and
select the third segment.
A procedure for such selection/combination method was proposed in [P3] within a learning to rank
segments strategy. For this purpose, first the saliency maps corresponding to the first 5 eigenvec-
tors of ܪ were taken. To obtain segments, the naïve thresholding methodology that is adopted in
[P2] is not a robust approach; hence in [P3] the saliency maps obtained by multispectral QCut
were used as prior seeds for an automatic foreground extraction method in [55]. Such a post-
processing stage does not only provide an adaptive thresholding, but also takes the global contrast
measure into account for foreground region extraction. The above segmentation procedure was
utilized for the first 5 eigenvectors and the connected components in the segmentation masks were
collected in a pool of segments.
From each segment in the pool a set of features related to low and mid-level appearance and
shape cues were extracted. Then, a random forest regressor was trained that learns to predict the
overlap value of each segment with the ground truth. The overlap value of a segment is defined as
follows.
݋ݒ݁ݎ݈ܽ݌(ݏ,݃) = |ݏ ∩ ݃||ݏ ∪ ݃|. (3.12)
For a test image, the segments in the pool were ranked according to their predicted overlap values
by the learnt random forest regressor. The segments having larger than 80% of the predicted over-
lap value of the highest rank segment were merged in order to obtain the final salient object seg-
mentation mask. Such a learning to rank procedure results into a significant increase in the salient
object detection performance.
In Figure 13, exemplary images from ECSD dataset, salient segments obtained by multispectral
QCut and the segment obtained by the method in [P3] are illustrated. The approach in [P3] can
successfully select and combine connected components that have the highest possibly to belong
to a salient object.
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Figure 13 Images from ECSD dataset, 5 salient segments obtained by multispectral QCut, the
segment obtained by [P3] and the Ground Truth (from left to right).
In [P3], experiments were conducted on the effect of the dataset that is used in the training stage.
It was found out that training in a more complex dataset such as DUT-OMRON results in a random
forest regressor that is more capable of handling various saliency cases. This is also evident from
the feature importance analysis that is conducted in [P3]. It is observed that training with the rela-
tively easier dataset MSRA10k focuses on simple features such as area and minor axis length,
whereas the model trained by DUT-OMRON results in a rather distributed importance among all
features.
During the computation of saliency maps, the method in [P3] does not directly utilize the QCut
method in [P2] but employs several improvements such as a superpixel abstraction and multi-
resolution approach. An extended version of QCut, including these along with several other im-
provements was proposed in [P4] and will be briefly covered in the Section 3.4.
Computational Complexity and Performance
The C implementation on a 64-bit PC with Intel i7-3740QM processor at 2.70 GHz yields an aver-
age running time of 0.42 seconds for the extraction of 5 saliency maps, on a typical image size of
400x300. The post-processing of each saliency map takes around 1.17 seconds and the feature
extraction per saliency map takes 7.74 seconds. In total the whole algorithm takes around 45 sec-
onds. On PASCAL1500 dataset, the saliency map with the smallest eigenvalue achieves a maxi-
mum 0.7514 F1 score, the binary segment obtained by post-processing on this saliency map
achieves a 0.7846 F1 score, finally the segment selected by the learning-to-rank scheme achieves
an F1 score of 0.8014. More extensive experimental results are given in [P4].
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3.4   Extended Quantum-Cuts
3.4.1 Superpixel Abstraction
The graph construction in [P2] was based on representing the image pixels by graph nodes. Such
a graph construction is computationally not efficient, especially considering the eigenvector calcu-
lation on the related ܪ matrix. For a ܯ-by-ܰ image, the corresponding ܪ matrix is ܯܰ-by-ܯܰ. Per-
forming eigenanalysis on such a matrix is computationally heavy even for images of average size.
Furthermore, pixel-based representation is very susceptible to noise. In order to overcome such
issues, a superpixel abstraction of the image was proposed in [P4]. By a simple linear iterative
clustering method, the image is over-segmented into superpixels which provides a close to regular
grid representation of the image while preserving the object and region boundaries. The graph rep-
resentation of the image with superpixel regions as nodes results into a significantly fewer number
of nodes when compared to the pixel-level graph. Furthermore, for each node, the representing
feature was selected as the average color values in the corresponding superpixel. This reduces the
pixel-level color noise hence provides more robust feature values per region.
3.4.2 A Multi-resolution Approach
The superpixel abstraction extension also makes a multi-resolution approach possible. The super-
pixel representation of the graph can be made at several granularities each of which corresponds
to the abstraction of the image in a different resolution. In [P4], three different superpixel resolu-
tions with average number of superpixels 300, 600 and 1200 were utilized and the resulting salien-
cy maps from each resolution were merged.
3.4.3 Increased Graph Neighborhood
The graph connectivity rule in [P2] was based on a 4-connectivity rule for pixels. This can easily be
extended to superpixels by defining a neighborhood rule that defines two superpixels that share a
boundary as connected in the representative graph. However, a cut value in a graph obtained in
this way would only represent the foreground segment in terms of its dissimilarity from its surround-
ings in the segment border. Therefore, in [P4], a higher order connectivity rule was introduced in
order to represent a more sophisticated local and global contrast value of the cut segment to the
rest of the image. Due to the varying spatial distance of the connected nodes, the connections
should contribute to the cut value accordingly. Hence, neighbors of a node were categorized into
sets. An illustration of the sets is given in Figure 14.
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Figure 14 An image from MSRA1000 dataset, boundaries of a superpixel, its 1st, 2nd,3rd,4th and 5th
neighbor sets shown in white, blue, yellow, cyan and magenta colors respectively. Other superpixel
boundaries are shown in dark red color.
As observed from Figure 14, the neighboring set definitions made in [P4] encodes geometrical
properties of superpixels whereas a spatial distance based categorization of neighborhoods would
not include such information.
3.4.4 A Novel Affinity Assignment
The neighboring set definitions made in the previous subsection indicates the degree of the con-
nections that are to be formed between nodes in the graph. For example, the 5th set of neighbors
of a node should be relatively loosely connected when compared to the ones in 1st set of neighbor-
hood of it. Such a connection procedure was utilized in [P4] by normalizing the color affinities be-
tween nodes with a measure related to the number of nodes in the set that defines the degree of
neighborhood between nodes.
The affinity assignment in [P4] is asymmetric; hence it allows controlling the cost of a cut link ac-
cording to the labeling regarding the nodes that are related with this link. In other words, a cut cost
is defined as ݓ௝௜  if the node ݆ is to be labeled as foreground and ݅ as background and it is defined
as ݓ௜௝ if the labeling is the other way around. This affinity assignment results into an asymmetric ܪ
matrix. The result of Theorem 2-2 is only valid for symmetric matrices; however it gives a good
solution in our special case. The analysis is made in the Appendix.
Besides the extensions that are briefly introduced here, [P4] also makes use of the post processing
and multispectral approaches proposed in [P3]. These extensions result in a significant perfor-
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mance improvement on top of QCut. Some visual illustrations of the improvement of EQCut on
QCut are provided in Figure 15. As can be observed, the saliency maps obtained by EQCut are
more accurate than the ones obtained by QCut in terms of both highlighting more regions from the
salient objects and reducing the false positives.
Figure 15 Images from SOD dataset, saliency maps obtained by QCut and EQCut and the related
ground truths.
Computational Complexity and Performance
The C implementation of EQcut on a 64-bit PC with Intel i7-3740QM processor at 2.70 GHz yields
an average running time of 0.852 seconds for the extraction of the EQCut saliency map.
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As an unsupervised method, EQCut has been found to outperform many other salient object detec-
tion methods [P4]. Moreover, among 42 salient object detection methods, EQCut was enlisted
within five best performing salient object detection methods in a comprehensive benchmark  con-
ducted recently [45]. As a representative example, EQCut achieves a maximum F1 measure of
0.683 on DUT-OMRON dataset whereas the closest competitor DRFI achieves a maximum F1
score of 0.665. More extensive experiments and comparisons are present in [P4] and [45].
3.5   Learning Graph Affinities for Quantum-Cuts
The main factor that provides the performance improvement achieved by EQCut over QCut is the
selection of the hand-crafted affinity matrix, which is expected to encode the salient object detec-
tion task better than the basic one in [P2]. An affinity matrix possesses all the information related to
the graph, i.e. the connection rules and the weighting strategy. As explained in Section 2.3, these
are the most crucial steps in designing a graph based algorithm. Hence, in cases where it is possi-
ble, it might be favorable to use a supervised approach while constructing the affinity matrix. More-
over, such an approach provides automatic setting of some algorithm parameters.  For this task,
we have employed two different approaches. Next, these approaches will be described briefly.
3.5.1 Linearly Combined Affinity Graphs
Due to the fact that the saliency error obtained by (3.11) is differentiable, one can use a backprop-
agation based learning scheme to learn the affinity matrix. For this purpose, first, in [P5], we have
proposed a system to learn to linearly combine several affinity calculation functions. In the original
EQCut work, the affinities were calculated from raw color features by a specific affinity calculation
function that is inversely proportional to the color distances. In [P5], we have instead exploited
several affinity calculation functions by linearly combining them. The linear coefficients related to
each affinity calculation function were learnt by a stochastic gradient descent based method via
backpropagating the salient object detection error of EQCut. In this work, we have chosen Mean
Average Error (MAE) as the loss function and maximum F1 measure as the objective function. As
a major finding, it has been observed that the learnt affinity functions lead to exponentially increas-
ing affinities for distances that are very small, to exponentially decreasing affinities for distances
that are very high and to a linear-like relation in between. This learnt function is observed to lead to
better saliency maps than using a steeply descending affinity function with increasing color dis-
tance as in [P4].
Computational Complexity and Performance
The learnt model was observed to improve the performance of baseline EQCut up to 3.1% on max-
imum F1 score. In particular, on JUDD dataset, the supervised method proposed in [P5] achieves
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a maximum F1 score of 0.522 whereas EQCut in [P4] can achieve 0.5061. The MATLAB imple-
mentation of the method in [P5] on a 64-bit PC with Intel i7-3740QM processor at 2.70 GHz yields
an average running time of 1.213 seconds for a typical image size of 400x300.
3.5.2 Feature Transformation
The study conducted in [P5] is limited to learning to convert color distances to affinities by linearly
combining some affinity calculating functions. In [P6], we take another approach to learning the
exploited affinity matrix via fixing the affinity calculating function to the one used in [P4] and learn-
ing the features to be used. To this end, we have made use of a modified version of Convolutional
Kernel Networks (CKNs) explained in Section 2.3.1 in order to learn a feature transformation. The
affinity matrix is then generated by applying the fixed affinity calculation function on these trans-
formed features. The CKN block was concatenated with the global inference layer, EQCut which
applies (3.11) on the affinity matrix obtained by the CKN block in order to predict saliency maps.
More specifically, the 1-layer CKN structure that is exploited in [P6] is designed to convert Lab col-
or vectors to a new color space; such that the pairwise affinities calculated in this color space will
encode salient object detection task better. This is ensured by updating the CKN parameters by
backpropagating the error obtained by the subsequent EQCut block. The error is measured in
terms of two loss functions: Mean Squared Error (MSE) and Kullback-Leibler Divergence (KLD)
measures both of which are explained in Section 2.4.2. A different CKN was trained for each loss
function.
The major findings of the work in [P6] can be listed as follows.
a. EQCut with the color space learnt with the unsupervised CKN (UCKN) performs better than
EQCut in Lab color space in both performance metrics.
b. EQCut with the color space learnt with the supervised CKN (SCKN) proposed in [P6] per-
forms better than UCKN for the learnt performance metric.
c. As the number of filters used in UCKN increases, the performance tends to increase.
d. The performance of SCKN is observed to be highest for a specific number of filters.
These findings can be explained as follows. The Gaussian kernel approximation performed in
UCKN converts Lab color space to a better one in terms producing affinities that work better with
EQCut in salient object detection task. As expected, an increase in the number of filters that are
used in UCKN leads to better approximation of the Gaussian kernel, hence a performance im-
provement in salient object detection. As expected, the supervised approach SCKN produces bet-
ter saliency maps than UCKN, as it is specifically trained to reduce the salient object detection er-
ror. Unlike in UCKN, a higher number of filters do not necessarily correspond to a better perfor-
mance for SCKN since this also results into a model that is more difficult to learn. Hence a specific
number of filters are observed to give the best performance.
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Figure 16 Images from DUTOMRON dataset, saliency maps obtained by EQCut, EQCut with un-
supervised CKN (UCKN), EQCut with supervised CKN trained with Kullback-Leibler divergence
loss (SCKN-KL) and Mean Squared Error (SCKN-MSE), and the related ground truths.
In Figure 16, the saliency maps obtained by EQCut, UCKN and SCKN for images from DUT-
OMRON dataset are illustrated. UCKN is observed to highlight more salient regions with more uni-
formity within when compared to EQCut. The saliency maps obtained by SCKN trained on both
loss functions are observed to result in both high recall and high uniformity within the salient object.
This is expected since both KLD and MSE highly penalize the saliency maps that are not uniform
within the salient object. SCKN trained with MSE is observed to result into regions that are slightly
noisier than the one trained with KLD. This is due to the nonlinear penalization obtained by the
MSE in the regions that have zero saliency which is explained in Section 2.4.3.5.
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Computational Complexity and Performance
The MATLAB implementation of SCKN/UCKN on a 64-bit PC with Intel i7-3740QM processor at
2.70 GHz yields an average running time of 1.213 seconds for a typical image size of 400x300.
The SCKN and UCKN approaches yields an average MSE error of 1.626x10ିସ and 1.662x10ିସ
whereas EQCut obtains an MSE error of 2.496x10ିସ. More detailed experiments and comparisons
are provided in [P6].
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4 Conclusions
The main contributions in this thesis, present a unique interdisciplinary research in the sense that
they link two major fields; Quantum Mechanics and Spectral Graph Theory. A deep investigation
and due analysis of this link resulted into such novel algorithms that achieved the state-of-the-art
performance in the salient object detection problem. In other words, the foundations of Quantum
Mechanics pave the way to an automatic, spectral graph based foreground segmentation method -
Quantum-Cuts (QCut) that can efficiently address the salient object detection problem.
The prior study of segment proposals in quantum scale in [P1] is not only inspired from Quantum
Mechanics, but it applies the Quantum Mechanics principles directly. The contribution of this study
is unique in the sense that such a system is physically realizable, i.e. image segment proposals
can be produced in a physical system at quantum scale. Besides, the computational complexity is
only limited by the measurement cost, since wavefunctions already naturally occur once the poten-
tial is defined, which motivates future studies for constructing such a system. However, due to the
limitations of a computer simulation of this system, a practical simulation of the method in [P1] in a
PC is computationally heavy. A typical image of size 75x100 takes around 2 minutes to process,
which is much higher compared to many salient object detection methods. Moreover, the perfor-
mance of this method is limited to the ability of Schrödinger’s Equation applied on raw gray-level
images, and is around 0.65 maximum F1 measure at best in PASCAL saliency dataset, which is
lower than many state-of-the-art salient object detection methods. Hence, although the method in
[P1] constitutes a basis for the important research problem of salient object detection in quantum
scale, its simulation in a PC brings computational and performance drawbacks.
These drawbacks are addressed in [P2]. First, a preliminary analysis of Schrödinger’s Equation
discovers some clues about why it would produce good image segments. However, an in-depth
graph theoretical analysis concludes that it is limited as it only uses unary potentials. The well-
studied concepts in Spectral Graph Theory when integrated into the Schrödinger’s Equation, com-
bine the strengths of both fields and result into the proposed method QCut, which approximates
the global optimal solution of a unique graph optimization problem that formulates foreground
segmentation from graphs. A striking discovery is that, this optimization problem inherently in-
cludes well-known saliency cues such as local contrast and boundary connectivity, hence QCut is
discovered to work successfully in salient object detection problem in the sense of performing su-
perior to many state-of-the-art salient object detection methods. In fact, on salient object datasets
where the saliency problem is clear such as ASD dataset, it can achieve a performance of around
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0.86 maximum F1 measure. Moreover, the average running time of QCut is around 1.5 seconds for
a typical image of size 200x150, which is much less than the work proposed in [P1].
Although the ground-state of the system defined as a modified Hamiltonian provides an approxima-
tion of the global minimum of the related optimization problem which produces salient object seg-
ments, it has been observed in [P3] that other local minima may also efficiently represent parts of
the salient object or another salient object. These local minima have been obtained by exploiting a
large spectrum of the eigen-problem used in QCut. The challenge of efficiently combining segment
proposals is efficiently addressed by the multispectral QCut, by adopting a learn-to-rank approach.
Specifically, a machine learning method has been exploited to predict the accuracy of the seg-
ments. The ranked segments according to this measure are then combined using a rule-based
approach to obtain the final salient object detection. The approach in [P3] provides a significant
performance improvement on QCut. For example, on ASD dataset, it improves the performance of
QCut from 0.86 to 0.92 maximum F1 measure. However, such improvement is brought at a high
cost of around 45 seconds for a typical image of size 400x300.
The proposed method in [P4], both addresses the computational complexity of the method in [P3]
and brings a high performance improvement on QCut. In particular, besides the exploitation of a
larger spectrum, it was founded that the graph structure representing images plays a crucial role in
the performance of QCut. In Extended Quantum-Cuts (EQCut) [P4], a better graph structure was
investigated for salient object detection. Accordingly, the abstraction of images by superpixels re-
duces the noise when compared to the pixel-level representation. Moreover, it reduces the compu-
tational complexity of QCut and makes a multi-resolution approach possible. A multi-resolution
approach is crucial as it covers a large variety of object sizes. Higher order connectivity within the
superpixel graph provides a better representation of the pairwise relations in the image as long as
the pairwise affinities are normalized according to the spatial relations. The novel affinity assign-
ment procedure in EQCut can cover these aspects. In a graph obtained in this way, the optimiza-
tion criterion that is solved takes more sophisticated local contrast and global contrast measures
into account. The effect of this in salient object detection performance was proven by the signifi-
cant performance improvement of EQCut over the QCut. For example, in SOD dataset, EQCut
achieves a maximum F1 score of 0.682, whereas QCut performance in same measure is only
0.606. On the other hand the proposed method in [P3] can also offer a decent performance on
0.672, however the computational complexity of EQCut is much lower than this method, as it takes
only around 0.85 seconds for a typical image of size 400x300.
The EQCut approach further reveals that the adopted affinity matrix defines the only determining
factor for the performance of the salient object detection. Hence, in addition to handcrafted graph
structures and affinity assignments strategies, the calculation of affinity matrix was further investi-
gated by following the supervised approaches in [P5] and [P6]. In [P5], it has been observed that
even learning a linear combination of well-known affinity calculation functions lead to a decent per-
formance improvement on EQCut which employs only one of these functions. For example, in
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JUDD dataset the learnt affinity calculation function leads to a performance improvement of 3%
over EQCut, whereas the computational burden is increased by 11%. The main finding of the ap-
proach in [P6] is that an end-to-end salient object detection network can be trained by concatenat-
ing a convolutional kernel network (CKN) and the EQCut block. This network is able to learn affini-
ties that work well with EQCut via learning a feature transform on color features by CKN. It was
observed that this system achieves a significant performance improvement over EQCut in terms of
the error metrics that are used during training. For example, in the challenging DUT-OMRON da-
taset, the average KLD error of EQCut is around 4.75, whereas the supervised approach in [P6]
can achieve a very low error of 1.88. Besides, the average running time of this method is only
around 5% higher than that of EQCut.
In conclusion, the contributions presented in this thesis offer fast and state-of-the-art solutions to
the salient object detection problem from images. These methods follow from the unique research
topic presented for the first time in this thesis: the link between Spectral Graph Theory and Quan-
tum Mechanics. Such special relation is expected to offer future benefits for other Computer Vision
tasks as well as salient object detection, via further exploitation of other quantum mechanical con-
cepts such as superposition principle and the time evolution of wavefunctions. In particular, the
superposition principle allows producing a segment pool of high quality which might act as object
proposals. The time evolution of wavefunctions on the other hand might provide more accurate
saliency maps as propagating waves might provide a better coverage of the entire salient object.
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Appendix
Theorem 2-2 gives a solution for the minimization of the Rayleigh Quotient ܴ(ۻ,࢞) = ࢞∗ࡹ࢞
࢞∗࢞
, for real
and symmetric matrices ࡹ. Particularly, the solution is obtained by performing an eigenanalysis on
matrix ࡹ and the minimizing vector is the eigenvector corresponding to the minimum eigenvalue.
However, for asymmetric matrices, this is not the case. Similar to a procedure adopted in Section
2.2.2, without loss of generality, let us reformulate minimization problem by setting	࢞ࢀ࢞ = 1, as
follows.
࢞∗ = min
࢞
࢞∗ۻ࢞	 , ݏ. ݐ. 	࢞∗࢞ = 1. (4.1)
With use of Lagrangian Multiplier, one can reformulate the above problem as follows.
࢞∗ = min
࢞
൫࢞∗ۻ࢞− γ(	࢞∗࢞ − 1)൯.	 (4.2)
The stationary points of this objective function are obtained by setting the partial derivative of
ܴ(ܯ, ݔ) with respect to ࢞, to zero. Then, for real ࢞, the stationary points satisfy the following.
(ۻ + ۻᇱ)࢞ = 2γ࢞	. (4.3)
In other words, the stationary points are eigenvectors of (ۻ + ۻᇱ)  and the minimizing vector ࢞∗ is
the eigenvector of (ۻ + ۻᇱ)	corresponding to the minimum eigenvalue.
On the other hand, if the ࢞∗ vector is generalized to have complex values, then the stationary
points satisfy the following relations [56].
ۻ࢞ = α࢞,				ۻᇱ࢞ = β࢞. (4.4)
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In other words, a complex stationary point ࢞ should be an eigenvector of both ۻ and ۻᇱ. However,
the existence of such an eigenvector is not guaranteed.
Next, we interpret these results in the special case of QCut optimization problem. It has been dis-
cussed in Section 3.2 that with the vector definition of ࢠ in (3.6), the phase term in (3.9) can be
neglected. However, one can only get an approximation of the optimization problem in (3.9) with
relaxing the values of ࢠ to real or even complex values. In this case, the phase term is not negligi-
ble and contributes to the approximation error. Let us formulate the above discussion as follows.
ܴ(۶, ࢠ) = ࢠ∗۶ࢠ
ࢠ∗ࢠ
≅
ܿݑݐ(ܲ, തܲ)
ܽݎ݁ܽ(ܲ) + ݌ℎܽݏ݁(ܲ) + ߤ࢜. (4.5)
In (4.5), ܲ is the foreground region represented by the vector with the definition of (3.6). In some
cases the error from phase can dominate the ௖௨௧(௉,௉ത)
௔௥௘௔(௉) term which is desired to be minimized. It can
be observed from (3.8) that ௖௨௧(௉,௉ത)
௔௥௘௔(௉) is guaranteed to be positive. However, no such guarantee ex-
ists for phase term. For ۶ that is not positive-definite, ܴ(۶, ࢠ) can take negative values, and these
negative values are an evidence that the phase term is dominating the cut term, which is not de-
sired. Hence, one should look for a minimization of ܴ(۶, ࢠ) with the constraint that it will take posi-
tive values.
The asymmetric	۶ matrix used in [P4] can be decomposed as ۶ = ۺ + ܄, where ۺ is a Laplacian
matrix and ܄ a diagonal real and positive definite matrix. Hence, the eigenvalue of ۶ with minimum
absolute value is guaranteed to be real and positive [57].
Thus, in [P4], we use the eigenvector of ۶ corresponding to the eigenvalue with minimum absolute
value. The result in (4.3) is avoided since it is not guaranteed to make ܴ(۶, ࢠ) positive. On the oth-
er hand, the stationary points offered by (4.4) are not guaranteed to exist, and even if they do, they
have to be eigenvectors of ۶. Hence, they would never offer a ܴ(۶, ࢠ)	that is smaller than the one
obtained by the eigenvector of ۶ corresponding to the eigenvalue with minimum absolute value.
Note that this eigenvector is not guaranteed to be a stationary point for ܴ(۶,ࢠ), however, in order
to minimize ௖௨௧(௉,௉ത)
௔௥௘௔(௉) only and suppress the phase term, we do not exactly need a local minimum for
ܴ(۶,ࢠ). Instead, we need a non-negative, small value so that ௖௨௧(௉,௉ത)
௔௥௘௔(௉) will be small and ܴ(۶, ࢠ) will
not be dominated by the phase term.
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