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Synthesis of Statistical Indicators to Evaluate 








Summary: This work remarks the need to carefully evaluate the real importance of 
each  variable  used  in  a  multivariate  analysis  context,  with  particular  regard  to 
cases when an overall performance ranking is the main final purpose. In particular, 
both a preliminary transformation of variables – aimed at reducing asymmetry and 
variability of their variation ranges – and the evaluation of their intrinsic explicative 
power  –  through  redundancy  analysis  and  weighting  methods  –  are  proposed. 
Theoretical and empirical considerations are developed in the frame of quality of 
life evaluation, carried out at the Italian provinces level on the basis of a yearly 
survey managed by the Italian economic newspaper “Il Sole24ore”. A particular 
emphasis  is  given  to  some  normalisation  criteria  and  the  case  when  original 
variables are grouped “a priori” into logical blocks. A final comparison between 
the actual ranking method and a series of alternatives is proposed as well. 
 
Keywords: multivariate analysis, principal components analysis, ranking, redundant 
variable, weighing system. 
 
 
1. The increasing need of performance evaluations 
 
The recourse to performance analyses founded on rankings which synthesise 
the content of a multivariate database has becoming – in the last years – a 
quite  common  standard  for  many  social  and  economic  fields  of  applied 
research. A speed up along this path is also due to an increasing demand for 
territorial comparisons and efficiency evaluations of many analysts, among 
which  research  agencies,  as  well  as  mass-media  and  specialised 
organisations. 
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m.russo@unifg.it). R. Gismondi, M.A. Russo  
  2 
Some late examples are given by: an application to the performance of 
investment funds (Corbellini et al., 1999); a theoretical review on problems 
and methodologies concerning quality of life evaluation (Giudici and Avrini, 
2002); a relevant framework aimed at proposing an overall methodology to 
identify the local tourist systems (Landi, 2003); the works by Gismondi and 
Russo  (2004a,  2004b  and  2006)  concerning  the  identification  of  tourist 
municipalities  and  the  evaluation  of  durum  wheat  quality;  the  yearly 
research carried out by Legambiente (2006) in order to test the ecological 
system  development.  In  particular,  the  Italian  economic  newspaper 
“Sole24ore” has carried out, since 1994, a yearly ranking of Italian provinces 
aimed at synthesising their average quality of life level. 
Starting from the database built up referred to 2004
3, in this context some 
main methodological aspects are faced more in depth, not just for judging 
the  actual  criterion  adopted  by  Sole24ore,  but  for  proposing  a  series  of 
alternatives  and  possible  improvements.  Even  though  avoiding  specific 
comments  on  the  technique  used  for  the  final  synthesis  and  the  intrinsic 
social and economic relevance of the 36 variables picked up, main fields of 
interest  will  be:  a)  the  statistical  treatment  of  variables  and  b)  their 
weighting, including a redundancy analysis. The basic idea is that the actual 
procedure could seriously overweight (underweight) some variables and, as 
a consequence, produce province rankings that could sound quite unrealistic.    
More generally, herein one wants to link the specific aspect concerned 
with quality of life evaluation with the not new problem due to the need of a 
more careful use of ordering criteria for multivariate data (Barnett, 1976; 
Perrin, 1998; Scippacercola, 1998; Leibowitz and Hyman, 1999; D’Esposito 
and Ragozini, 2004). 
After a more detailed description of the reference context and possible 
limits of the methodology actually used (paragraph 2), in paragraph 3 some 
criteria to transform original variables are proposed and compared through 
an  application  to  real  data;  in  particular,  a  new  class  of  not  linear 
transformations is introduced. Paragraph 4 contains further methodologies 
able to retain only the most significant variables and/or use proper weighting 
systems  – including a proposal  for  weighting according to eigenvalues – 
with an empirical attempt as well. A final overall application including the 
most  relevant  outcomes  of  the  previous  attempts  is  carried  and  widely 
commented in paragraph 5, while some perspective conclusions have been 
drawn in paragraph 6. 
                                                
3 Actually, rankings for 2005 and 2006 are available as well. However, when this 
analysis was planned and developed, 2006 outcomes were not yet published, while 
2004 was preferred to 2005 because it was helpful in order to stress more some 
possible inconsistencies. All the basic data at the province level can be drawn from 
the  website:  www2.iperbole.bologna.it/bologna/piancont/menustu_cit2.htm,  but  a 
time expensive additional transfer into a usable format is needed. Synthesis of Statistical Indicators to Evaluate Quality of Life in the Italian Provinces 
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2. Database, actual proposal and possible problems 
 
The  database  built  up  by  Sole24ore  at  the  province  level  includes  36 
variables grouped into 6 logical blocks, that are: A) Life standard; B) Job 
and business; C) Environment and health; D) Public order; E) Population; 
F) Free time (table 1). Groups have a descriptive meaning, beyond the final 
goal to generate a ranking: they drive choice of variables and facilitate a 
more clear evaluation of strengths and weaknesses of each province. 
 
Table 1. List of groups and variables description 
A) LIFE STANDARD  B) JOB AND BUSINESS  C) ENVIRONMENT/HEALTH 
1-Gross Domestic Product (a)  1-New/dead enterprises  1-Infrastructure index 
2-Bank deposits (a)  2-New economy firms (b)  2-“Legambiente” index 
3-Monthly pension   3-Persons in search of job (c)  3-Climate (thermal excursion) 
4-Life insurance premium (a)  4-% GDP due to exports  4-Hospitals quality index 
5-Consumption (a)  5-Amount of  defaultings (a)  5-% deaths due to cancer 
6-Monthly house rent  6-% Short time loans interest  6-Civil cases speed index 




F) FREE TIME 
  1-Robberies (d)  1-Residents per squared km  1-Clubs, associations (d) 
2-Thefts at home (d)  2-% residents aged 15-29  2-Books reading index 
3-Car thefts (d)  3-% graduates (e)  3-Cinemas (a) 
4-Pocket robberies (d)  4-Registrations/cancellations  4-Wine-gastronomic index 
5-Denounced murders (d)  5-Divorces, separations (a)  5-Restaurants (d) 
6-Denounced murders trend  6-Suicides (d)  6-Gyms (d) 
(a)  Average  per  resident.  (b)  On  1.000  residents.  (c)  On  labour  forces.  (d)  On 
100.000  residents.  (e)  On  1.000  residents  19-25  years  old.  In  Italic:  negative 
correlation with a positive performance. 
 
However, the choice of groups and – given the groups – of variables 
composing  each  of  them  is  more  a  logical  choice  than  a  statistical  one, 
because no particular  check  of the real  significance  of this a priori  self-
selection has been carried out. The same selection of six variables inside 
each  group  seems  to  be  due  more  to  descriptive  goals  and  a  sort  of 
“symmetry” criterion than to an in depth preliminary analysis of their real 
informative content. The simple calculation of the average level of the linear 
correlation coefficients among variables inside each group
4 seems to confirm 
the  risk  of  overweighting  some  groups:  a  strong  average  collinearity 
characterises group A (0,73), followed quite far from group F (0,46); groups 
                                                
4 It is the arithmetic mean of the 6x5=30 linear correlation coefficients – taken in 
absolute value – between each couple of different variables inside each group. R. Gismondi, M.A. Russo  
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B and C (0,42) and E (0,39) are on the average, while the lowest internal 
correlation – less than half respect to A – occurs inside group D (0,34). 
For what concerns treatment of variables, they are basically transformed 
dividing each modality by its respective maximum. However, the presence 
of 14 indicators that are negatively correlated with a positive performance 
led to the recourse to the overall not linear transformation resumed in the 
following formula. For each province, the modality xh assumed by the h-th 
variable (h=1,2,…,36) is transformed in this way: 
 
                                          yh=xh/Mh       or      yh=mh/xh                    (1) 
 
respectively if the h-th variable represents a dimension considered positive 
or negative for the construct under study. The main limit of this method is 
that the resulting score is not monotone, because for small values of some 
variable  h  it  could  decrease  as  xh  increases,  as  yet  underlined  by  other 
authors (Bernardi et al., 2004, 321-322; Marchello, 2005; Regione Sicilia, 
2006).  Moreover  –  according  to  considerations  of  paragraph  3.1  –  even 
transformation (1) can lead to a bias if minimum and maximum are quite 
different from one variable to another and mh≠0 for each h. 
After transformation (1), if wh (h=1,2,…, k) represents a series of given 
weights summing up to one, the final score for the i-th unit is got through a 
weighted arithmetic mean synthesizing values yhi: 
 







.                               (2) 
 
where in this case i=1,2,…,103,  k=36 and wh=1/36. It is worthwhile to note 
that  the  same  formula  (2)  could  be  applied  separately  inside  each  group 
(provided that  the  sum of  weights  equals  one)  in  order  to get six partial 
group scores, while the final score will be given by a weighted mean of 
group scores. 
In this context we will suppose to use the same formula (2) also when 
applied to other possible transformations of original x-data rather than (1), 
addressing  to  other  works  for  a  deeper  analysis  of  possible  alternatives 
(Giudici and Avrini, 2002; Gismondi and Russo, 2006). 
On the other hand, the use of a self-weighting system – that is the position 
wh=1/36 for each variable – does not seem justified without a preliminary 
analysis of the database internal correlation structure, especially when – as 
just seen – inside group correlations are quite different each other. Moreover, 
the role played by minimum and maximum in (1) could be quite asymmetric 
when  frequency  distributions  of  variables  are  characterised  by  different 
asymmetry levels: variables in groups B, D and E present, on the average, a 
negative  asymmetry  (table  2),  meaning  a  larger  representativeness  of Synthesis of Statistical Indicators to Evaluate Quality of Life in the Italian Provinces 
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maximum rather than minimum. That is confirmed by a larger ratio between 
variation range and mean as well, while concentration levels are not very 
different each other, with the exception of the low concentrated group C. 
In synthesis, the actual methodology does not consider at all correlations 
among variables and evaluates in a too draft way variability of each variable 
through its largest (or lowest) value only. For instance, variables A1 (Gross 
domestic  product  per  resident)  and  A2  (Bank  deposits  per  resident)  are 
strongly  correlated  (r=0,85);  variables  B1  (Ratio  between  new  and  dead 
enterprises)  and  B2  (Number  of  firms  working  in  the  “new  economy”) 
present almost the same maximum (respectively, 2,19 and 2,34), but have a 
quite  different  relative  variability  (the  coefficients  of  variation  are, 
respectively, 1,05 and 3,39), mostly due to the quite steady nature of B1. 
 
Table 2. Some main features of selected variables, resumed by main groups 
Average levels inside groups 
Parameter 
A  B  C  D  E  F 
% Share of first 10 units  16,0  23,2  11,0  21,5  19,4  20,4 
Asymmetry index  0,20  -5,23  -0,08  -2,22  -3,18  0,56 
(Variation range)/mean  1,89  5,69  1,82  4,35  3,16  2,70 
Coefficient of variation  0,34  0,79  0,36  0,72  0,48  0,50 
Average inside group correlation  0,73  0,42  0,42  0,34  0,39  0,46 
 
 
3 Preliminary data transformation 
 
3.1 Theoretical framework 
 
One  can  identify  other  data  transformation  techniques,  with  the  aim  to 
compare their properties with those of the standard transformation (1). 
If xi is the value that the variable  x ~ 5 assumes on unit i (i=1,2,…,n), one 
can  define  a  general  linear  transformation  of  original  data,  given  by: 
x b a y i i + = .  The  most  important  feature  of  a  linear  transformation  is 
proportionality (Aiello and Attanasio, 2004): it allows to keep the same ratio 
between  observations  with  a  different  origin  (if  a≠0)  and  scale  (b≠0).  In 
addition, transformed variables y maintain the same asymmetry level and the 
same linear correlation each other characterising the original x-variables; this 
property is not guaranteed using not linear transformations.  
                                                
5 When not necessary, label h identifying a generic variable will be omitted. R. Gismondi, M.A. Russo  
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Many  of  the  most  used  transformations  of  original  data  are  linear
6.  In 
particular – putting respectively as µx, mx and Mx the mean, the lowest and 
the highest x-value
7 – when a=0 and b=1/µx one gets indicisation: 
 
                                                         µ
1 − = x i i x y                      (3) 
 
while when a=-mx/(Mx-mx) and b=1/(Mx-mx) one gets normalisation: 
 
                                             ) ( ) (
1
m M m x y x x x i i − − =
− .       (4) 
 
Indicisation guarantees comparability among variables in terms of measure 
unit, but it can lead to a serious under-evaluation of variables characterised by 
small  variation  ranges,  mainly  when  mx  and  Mx  are  quite  different  among 
variables  (Delvecchio,  1995,  133-134;  Spada  and  Russo,  2006). 
Normalisation should fit better with the problem concerned,  assigning an 
implicit higher weight to those variables characterized by smaller variation 
ranges.  However,  also  normalisation  results  could  be  heavily  affected  by 
potential  outlier  values  for  minimum  and/or  maximum  (Aiello  and 
Attanasio,  2004).  Moreover,  effects  of  normalisation  is  less  immediately 
clear when original variables are characterised at the same time by different 
mean, minimum and maximum (Gismondi and Russo, 2006, 3). 
As a consequence, the use of a broader class of not linear transformations 
could be recommended. If x is a modality of whatever among k measured 
variables, one can define a transformation y=f(x) such that: 
  
                                         















                              (5) 
 
where  px  is  a  smoothing  coefficient  for  the  difference  between  x  and  its 
minimum, ranging from 0 to 1. The simple idea underlying (5) is that the 
highest is px, the lowest will be the relative weight assigned to (Mx-x). When 
px=0,5, after the transformation in the new y-scale, the ratio between the 
distance between the transformed y value and its minimum and the distance 
between its maximum and the transformed y value must be equal to the same 
ratio measured on the original variable x. Moreover, when My=1 and my=0, 
we get: 
 
                                   
) )( 1 ( ) (
) (
x M p m x p
m x p
y
x x x x
x x
− − + −
−
=                            (6) 
 
                                                
6  When  a  variable  is  negatively  correlated  with  a  positive  performance,  all  the 
following transformations can be preceded by a negative sign. 
7 They can be the observed ones, or derive from a theoretical reference distribution. Synthesis of Statistical Indicators to Evaluate Quality of Life in the Italian Provinces 
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that, if the new variable y must range within [0,1] – e.g. when px=0,5 – 
reduces to the common relation (4). 
Given x, Mx and mx, y will be as much higher as px will be high, meaning a 
larger weight assigned to the difference between x and its minimum rather 
than the difference between the maximum and x. That can be useful when 
the minimum is more representative of the whole x-distribution rather than 
the maximum, as it should happen when x-distribution is affected by a strong 
positive  asymmetry,  as  in  many  empirical  contexts.  The  evaluation  of 
distance  of  minimum  and  maximum  from  the  whole  distribution  is  a 
particular case of the wider problem concerned with distance of one point 
from a cluster of points (Leti, 1979, 68). 
Generally  speaking,  choice  of  px  depends  on  how  much  it  is  more 
important to stress distance from the lowest value instead of the gap respect 
to the highest one. In case of perfect symmetry, one should put px=0,5. Even 
though various criteria can be applied, herein we limit to 2 possible formulas 
on  the  basis  of  which  px  will  vary  in  the  interval  [0,1],  addressing  to 
Gismondi and Russo (2006) for further alternative choices. If q(0,50) is the 
median, we have:  
 














) 50 , 0 (
) 1 ( 1 5 , 0                    (7) 
 








= 1 .                 (8) 
 
If  a  distribution  is  symmetric  (for  instance,  in  presence  of  uniform  or 
normal distributions), all the previous formulas turn out to be equal to 0,5. 
Formula  (7)  is  strictly  connected  with  the  Pearson’s  second  asymmetry 
coefficient, given by 3(µx-qx(0,50))/σx, leading to a value px higher than 0,5 
(that is, an overweighting of differences between the maximum and x rather 
than x and the minimum) when mean is higher than median, as it happens in 
the case of positive asymmetry
8. In formulas (8), V is a variability index (in 
this context standard deviation has been used), while labels R and L indicate 
a right and a left tail of the x-distribution. If one supposes that all x-values 
have been ordered in a not decreasing rank, VL and VR are variability indexes 
calculated, respectively, on the first and the last (n/2) terms (if n is odd, on 
the  first  and  the  last  (n+1)/2).  In  practice,  a1  is  an  asymmetry  indicator 
ranging from -1 and +1 (Leti, 1979, 450-451): it will be zero in case of 
perfect symmetry, higher (lower) than zero in presence of positive (negative) 
asymmetry. As a consequence, px(2) will range in the interval [0,1]. A well 
                                                
8 The link between asymmetry and the distribution form is not new, having been 
formalised by Pearson according to the “criterion K” (Delvecchio, 1995, 256-257). R. Gismondi, M.A. Russo  
  8 
known limit of these asymmetry indicators is that they can be  zero even 
when asymmetry is not null. 
We can compare results achievable using (5) and a more classical logit 
transformation, that is frequently used with the purpose to symmetrise the 
empirical x-distribution object of interest:  
 


































1 .                        (9) 
 
Recourse to (6) is particularly useful when  x ~ is a proportion and has the 
main effects to enlarge distribution’s tails and reduce asymmetry. Finally, a 
further quite simpler and well known transformation of original variables 
can be derived from the fuzzy sets theory (Zani, 2000). If qx(0,80) is the 80
th 
percentile of x-distribution, then we can put: 
 






q x if y
q x if y
x i i
x i i
) 80 , 0 (
) 80 , 0 (
0
1
                           (10) 
 
and  a  synthetic  score  can  be  still  obtained  according  to  (2).  Given  the 
possible high loss of information implied by (10), this method – even though 
quite simple – will be used as a benchmark criterion only. 
 
3.2 Quality indicators and results 
 
The  above  mentioned  transformations  have  been  applied  to  all  the  36 
variables in the database, even though a more comprehensive comment will 
be  carried  out in  terms  of  average  results  by  group.  In  order  to  resume, 
compared  criteria  are:  I)  the  actual  “Sole24ore”  transformation  (1);  II) 
indicisation (3); III) normalisation (4); IV) normalisation (6) with smoothing 
parameter  (7);  V)  normalisation  (6)  with  smoothing  parameter  (8);  VI) 
logarithmic transformation (9); VII) “fuzzy sets” transformation (10). 
For what concerns quality indicators, their choice has been driven both 
from theoretical properties and particular constraints of the context under 
study. They can be summarized as such: 
1)  average  asymmetry  indicator:  mean  of  the  asymmetry  indicators  (in 
absolute value)  given by the ratio between the third moment and the 
cube of standard deviation, calculated for each of the 36 transformed 
variables.  
2)  Percentage of variables (among 36) for which the first 20 units in the 
final ranking have values lower than the mean. 
3)  Average of linear correlations (in absolute value) between each original 
variable and the final score. Synthesis of Statistical Indicators to Evaluate Quality of Life in the Italian Provinces 
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4)  Coefficient of variation of the previous indicator 3), meaning the average 
relative variability of correlations among the 36 variables. 
5)  Index of “independence” from single groups: it is the average of the 6 
linear correlations between the final score and the final score that would 
occur excluding form calculations each group at a time. 
6)  Average correlation of final score with others: it is the mean of the 6 
linear correlations between each final ranking and those obtained using 
the other transformations. 
7)  Number of units that are in the first 10 places in the final ranking only 
when that particular transformation is used.   
Of course, indexes 1), 2), 4) and 7) should be low; high values should 
occur for 3) (the final score is a good synthesis of original variables) and 5) 
(the final score is not too dependent on some particular subset of variables), 
while 7) should probably be high as well. 
While linear transformations II and III, by construction, do not change the 
original average asymmetry level – equal to 1,54 – the fuzzy criterion VII 
increases  it,  while  those  based  on  the  smoothed  normalisation  reduce  it 
significantly  (table  3):  in  particular,  transformation  V  gains  the  highest 
reduction (0,33), better than the more traditional logarithmic one (0,57). 
A further point in favour of methods based on normalisation (III, IV and 
V) is the higher average correlation between original variables and the final 
score; however, the percentage of variables under the mean among the first 
20 units in the final ranking reaches the minimum with transformation III 
(33,1%), but remains a bitter higher with IV (34,6%) and V (35,1%). 
Among normalised methods, V also guarantees that no province in the 
first  10  places  reached  this  performance  only  with  one  kind  of 
transformation,  as  happens  for  methods  I  and  VI  as  well,  while 
transformation  VII  turns  out to  be  quite  unsatisfactory  for  almost  all  the 
indicators taken into account.  
 
Table 3. Some quality indicators for transformations I-VII 
Transformation 
Quality indicator 
I  II  III  IV  V  VI  VII 
1) Average asymmetry index  1,28  1,54  1,54  0,77  0,33  0,57  1,48 
2) % of variables under mean (first 20 units)  36,8  33,9  33,1  34,6  35,1  35,4  46,8 
3) Avg. correlation of variables with final score  0,48  0,41  0,51  0,50  0,48  0,46  0,27 
4) Coefficient of variation of correlation (%)  29,2  20,8  25,6  25,1  24,9  24,5  41,2 
5) Index of independence from single groups  0,95  0,93  0,95  0,95  0,94  0,94  0,93 
6) Avg. co-graduation with other rankings  0,88  0,85  0,86  0,89  0,89  0,86  0,59 
7) Provinces in first 10 places only with method  0  2  1  2  0  0  3 
Note: in bold the best performance. For indicator 6) a best performance can not be 
defined. R. Gismondi, M.A. Russo  
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A  draft  index  assessing  the  average  implicit  weight  of  each  group  of 
variables  on  final  score  can  be  calculated:  if  s g   is  the  partial  score 
concerning group g given by the average of 103 province  scores sgi, this 
weight is calculated, for each group, dividing the absolute value of sg  by the 
sum of all the absolute values for g=1,2,…,6. The fundamental result is that 
transformations that  produce  the largest reductions  of  asymmetry (as just 
seen, IV, V and VI) are also those that guarantee the largest reduction of the 
weight concerning the first group A, characterised by the highest average 
internal correlation (table 4). This weight, equal to 20,2% using the original 
method I, reduces respectively to 15,8%, 14,4% and 11,9% (table 4), even 
though at this stage no redundancy analysis or weighting procedure has been 
yet taken into account. On the average, methods from II to V assign implicit 
weights to groups particularly different from 16,7% (1/6). 
A further result due to variables transformations (table 5) is that Milano 
and Bologna – two metropolitan areas placed at the first places in the partial 
ranking concerning group A and the first two places in the final ranking got 
using  the  original  transformation  I  –  leave  the  first  5  positions  when 
transformations from II to VI are used. In particular, in these cases the first 5 
positions are occupied by Forlì (5 times), Siena (4), Udine (4), Gorizia (3), 
Trento (3), Firenze (3), Parma (2) and Trieste (1), all provinces that do not 
present any metropolitan profile inside, with a partial exception for Firenze. 
  




I  II  III  IV  V  VI  VII 
A – LIFE STANDARD  20,2  19,2  22,0  15,8  14,4  11,9  16,7 
B – JOB AND BUSINESS  16,1  8,9  9,2  7,7  7,1  21,2  17,0 
C – ENVIRONMENT AND HEALTH  20,5  9,8  13,5  14,1  12,8  9,6  16,6 
D – PUBLIC ORDER  12,5  28,7  21,7  27,0  31,9  24,7  16,6 
E – POPULATION  16,1  4,7  5,9  5,6  3,5  10,3  16,7 
F – FREE TIME  14,7  28,7  27,7  29,7  30,2  22,3  16,6 
Total   100,0  100,0  100,0  100,0  100,0  100,0  100,0 
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Table 5. The first 5 provinces in the final ranking using transformations I-VII 
Transformation 
Rank 
I  II  III  IV  V  VI  VII 
1  Bologna  Forli  Firenze  Forli  Forli  Forli  Bologna 
2  Milano  Udine  Forli  Trento  Trento  Udine  Milano 
3  Trento  Siena  Siena  Udine  Udine  Trento  Firenze 
4  Forli  Gorizia  Parma  Firenze  Siena  Siena  Bolzano 
5  Firenze  Firenze  Trieste  Parma  Gorizia  Gorizia  Trento 
 
 
4 Determining importance of variables 
 
The choice to assign the same weight to each variable (in this context each 
original  weight  is  1/36=2,78%)  should  always  be  carefully  verified  and 
justified, because variability and correlation among variables could be quite 
heterogeneous.  A  better,  but  more  drastic  option,  is  the  exclusion  of 
redundant  variables.  These  two  strategies  could  be  combined  together  as 
well. 
 
4.1 Excluding redundant variables 
 
If  one  supposes  to  deal  with  standardised  variables,  the  cross-correlation 
structure  among  the  k  original  variables  is  synthesised  in  the  (kxk) 
correlation matrix R. The general idea is based on the search of a subset 
(labelled as P) including p of the original k variables such that the “average” 
correlation between this subset and that including all the original variables 
(labelled  as  K)  is  maximised:  redundant  variables  will  be  those  not 
belonging to P (Basilevsky, 1994, 232-234). Let’s note that in this search 
also the number p is unknown. 
A general solution derives from the index proposed by Escoufier (1986): 
if RKP is the (kxp) correlation matrix between the original variables and those 
included  in  P,  RPK  is  the  transposed  matrix,  RPP  is  the  (pxp)  correlation 
matrix among variables in P, X is the original (nxk) data matrix and XP is the 
(nxp)  subset,  the  optimal  choice  of  P  maximises  the  RV  (Redundant 
Variables) ratio: 
 
                                          RV(X,XP)= 










.               (11) 
 
This index ranges between 0 and 1: it will be near to one if “images” of 
units supplied by X and XP are quite the same. Maximisation of (11) leads to R. Gismondi, M.A. Russo  
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the choice of those p variables that guarantees the best compromise between 
a strong numerator and a weak denominator, that are variables having a high 
correlation with the original variables and that, at the same time, are less 
correlated each other. Since maximisation could not be easy, a simplified 
sub-optimal solution is based on a stepwise procedure (Orloci, 1973): at the 
first step, one puts p=1 and searches for the variable s maximising:  
 






2                                          (12) 
 
that derives from (11), taking into account that when p=1 the denominator 
becomes a  constant term. This variable is that having the highest overall 
squared correlation (r
2) with all the others. At the second step the variable s 
is excluded and  a new variable g will be selected according to the same 
function  (12)  evaluated  on  (k-1)  variables,  and  so  on.  However,  an 
undetermined aspect of the procedure still remains the choice of p. 
A  second  methodology  (Milioli,  1993,  20-21)  is  quite  similar,  but  is 
based on the multiple linear correlation coefficients Rh(v) between a variable 
h  and  a  vector  of  variables  v.  The  subset  including  the  (k-p)  redundant 
variables will maximise the redundancy function defined as follows: 
 








) ,..., 2 , 1 ( .                            (13) 
 
where  each  multiple  correlation  is  evaluated  respect  to  the  subset  of  not 
redundant  variables  P={1,2,…,p}.  Also  in  this  case  p  is  unknown  and  a 
simplified stepwise procedure can be used: the first redundant variable will 
be  that  having  the  highest  squared  multiple  linear  correlation  coefficient 
respect to the other (k-1) variables, the second respect to the remaining (k-2) 
and so on. 
A further group of methods is based on the relationship between the k 
variables and their k principal components, synthesised by the eigenvalues of 
the original correlation matrix (Basilevsky, 1994, 233). Given the previous 
definitions,  and  labelling  as  P   the  subset of the k original  variables not 
belonging to P, the correlation matrix can be partitioned into four blocks, 
that is: 
 









P P P P
P P PP                              (14) 
 
where the goal is the search of the subset P of variables to be retained. The 
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determinant, equal to the product of the k eigenvalues. We can also define as 
] ) ( [ P P PP
1
P P P P /P P P R R R R R
− − = the  conditional  dispersion  of  the  rejected 
subset  XP  given P Then, from the matrix algebra we get (Johnston, 1983, 
110): 
 
                                                   R R R /P P P PP =                             (15) 
 
and, as a consequence, the optimal solution will be got rejecting those (k-p) 
variables minimising  R /P P P , that is the product among the eigenvalues of 
the correspondent conditional dispersion matrix. Unfortunately, this search is 
time expensive, since we have C( ) p
k  choices for XP for each given p. 
Also in this case, a sub-optimal solution can be envisaged (Jolliffe, 2002, 
111-118). Given the k principal components, one considers the (k-p) smallest 
eigenvalues, characterising the principal components that explain the lowest 
share of the original variance. Starting from the lowest eigenvalue, one can 
find  the  (k-p)  variables  (that  are  the  redundant  ones)  having  the  highest 
correlation  respect  to  the  correspondent  principal  components  (PCA 
procedure). When the size of p is unknown, it can be put equal to the number 
of  principal  components  necessary  to  explain  a  given  share  of  the  total 
original variance. As suggested by Jolliffe (2002, 115), another option can 
limit p to the number of eigenvalues not lower than one but, since it can 
often lead to a too small number of not redundant variables, this threshold 
can be lowered to 0,7.  
The three methodologies  defined by (11), (13) and the last PCA have 
been applied to original data (table 6). Since in this  case the  goal is the 
exclusion of some  variables, thresholds needed for PCA were quite large 
(Fabbris, 1997, 179-183), that is 90% and 98% of explained variance: with 
these choices, respectively 20 and 10 variables should be rejected. These 
were the number of variables to be rejected using procedure RV (11) as well, 
in  order  to  better  compare  methods.  Threshold  for  the  squared  multiple 
linear  correlation  for  index  RE  (13)  were  fixed  to  0,5  and  0,6,  that  are 
reasonable levels leading to a number of rejected variables comparable with 
others. 
In the “Final” selection a variable is considered as “Out” (redundant) if 
results “Out” in 4 or more cases on 6. Even though this choice is relatively 
subjective, it derives from the fact that there is not any particular reason to 
trust more some particular method; moreover, only 5 variables present an 
uncertain behaviour, being judged “In” or “Out” in 3 cases on 6: A4, D3, 
D4, E5, F5.  
 R. Gismondi, M.A. Russo  
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Table 6. Redundant variables identification through various methods (*) 
Methodology 













A1  Out  Out  Out  Out  Out  Out  Out 
A2  Out  Out  Out  Out  Out  Out  Out 
A3  Out  Out  Out  Out  Out  In  Out 
A4  Out  In  In  In  Out  Out  In 
A5  Out  Out  Out  Out  Out  Out  Out 
A6  Out  In  In  In  In  In  In 
B1  In  In  In  In  In  In  In 
B2  In  In  In  In  Out  In  In 
B3  Out  Out  Out  Out  Out  Out  Out 
B4  In  In  In  In  In  In  In 
B5  In  In  In  In  In  In  In 
B6  Out  Out  Out  Out  In  Out  Out 
C1  Out  In  In  In  Out  In  In 
C2  Out  In  In  In  In  In  In 
C3  In  In  In  In  Out  In  In 
C4  In  In  In  In  In  In  In 
C5  Out  Out  Out  Out  Out  Out  Out 
C6  Out  In  Out  Out  Out  In  Out 
D1  In  In  Out  Out  In  In  In 
D2  In  In  In  In  Out  In  In 
D3  Out  In  In  In  Out  Out  In 
D4  Out  In  Out  In  Out  In  In 
D5  In  In  In  In  In  In  In 
D6  In  In  In  In  In  In  In 
E1  Out  In  In  In  In  In  In 
E2  Out  Out  Out  Out  Out  Out  Out 
E3  In  In  In  In  In  In  In 
E4  In  In  In  In  In  In  In 
E5  Out  In  Out  In  Out  In  In 
E6  In  In  In  In  Out  In  In 
F1  In  In  In  In  Out  In  In 
F2  Out  Out  Out  In  Out  Out  Out 
F3  Out  Out  Out  Out  Out  In  Out 
F4  In  In  In  In  In  In  In 
F5  Out  In  Out  Out  In  In  In 
F6  In  In  In  In  In  In  In 
Total In  16  26  21  24  16  26  25 
A  0  2  2  2  1  2  2 
B  4  4  4  4  4  4  4 
C  2  5  4  4  2  5  4 
D  4  6  4  5  3  5  6 
E  3  5  4  5  3  5  5 
F  3  4  3  4  3  5  4 
(*) “Out” = redundant variable. In the “Final” selection a variable is “Out” if results 
“Out” in 4 or more cases. The number of “In” variables for method based on 
index  RV  has  been  put  equal  to  that  got  using  PCA  (Principal  Components 
Analysis). For legend of variables see detailed list in table 1. 
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Among the 25 variables that should be retained, only 2 (Life insurance 
premium  and  Monthly  house  rent)  belong  to  group  A:  Life  standard 
(according to RV with threshold at 90% they would be all dropped out), that 
is the first main proof of its extreme internal redundancy. On the other hand, 
variables  in  group  D:  Public  order  should  be  all  retained  and  group  E: 
Population would loose one variable only. These results seem to fully agree 
with the evaluation of the average linear inside-group correlations seen in 
paragraph 2: the most penalised group A is characterised – as already seen – 
by the largest internal correlation (0,73), while groups D and E present the 
lowest average correlations (respectively, 0,34 and 0,39). 
 
4.2 Weighting variables 
 
Recourse to  PCA  could lead to  the  use  of  weights based on the squared 
coordinates  of  each  original  variable  respect  to  some  principal  axes  in 
analysis. If one considers all the original k variables and indicates as rhc the 
linear correlation between the h-th variable and the c-th principal component 
and as kα the number of variables explaining a share of variance equal to α, 
each weight is given by: 
 
















                                 (16) 
 
However, formula (16) should not be directly applied to the whole set of 
original variables, because it is not correct to conclude that the most relevant 
variables are those more correlated with the first principal components. If a 
group of variables presents a high level of internal correlation, it means that 
they can be represented by a very small number of principal components, 
that probably will be just those explaining the largest variances according to 
the basic PCA algorithm. The risk would be a not proper overweighting of 
variables inside this group. 
Moreover, the previous index does not consider that choice of original 
variables was deeply influenced by the preliminary identification of six main 
“blocks” of variables, that are groups of indicators expressing special distinct 
social  and  economic  profiles  on  which  basis  quality  of  life  should  be 
founded. That is an implicit constraint to the original variables selection, as 
well as the same selection of exactly six variables in each group. 
Generally speaking, one can still use (16), but after deletion of redundant 
variables as seen in paragraph 4.1. On the other hand, there could be the 
need to keep in analysis all variables: that is the case when groups have been 
imposed by descriptive needs (as in the Sole24ore case), or other constraints 
going  beyond  the  specific  purpose  of  synthesising  variables  into  a  final 
ranking. Then the purpose consists in determining a methodology to weight R. Gismondi, M.A. Russo  
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all  the  original  variables,  in  order  to:  a)  reducing  weights  of  potential 
redundant variables; b) taking into account the effects of this a priori block 
structure. In the follow we propose 3 methods to face the problem, stressing 
how aspects a) and b) are strongly linked each other. 
The  general  idea  is  that  each  weight  can  be  written  as  the  product 
between  the weight  that this  variable  has  inside the group  (wh/g) and  the 
weight of the group (wg), eventually normalised to sum up to one, that is:  
   
                                                     w w w g g h h ⋅ ∝ /                                          (17) 
 
Weights  wh/g  can  be  estimated  still  using  function  (16),  but  applied 
separately inside each group, for a given variance threshold. 
Weights  wg  can  be  determined  on  the  basis  of  the  level  of  internal 
correlation among variables inside each group. Generally speaking, given the 
number of variables k, an a priori breakdown into G sub-groups is supposed, 
where the g-th sub-group includes gh variables (in this context: gh=6 for each 
group, G=6). 
A first simple method is based on the calculation of the complement to 
one of the average squared correlation (or absolute correlation) between each 
of the kg(kg-1) couples of different variables inside each group, normalised 
through division by the sum of the previous complements from 1 to G. In 
symbols we have: 
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so that groups including some variables very correlated each other will be 
penalised. 
Two additional methods are based on PCA, that can supply the advantage 
– respect to (18) – due to a preliminary analysis of redundant information. 
The first one moves through the following steps: 
1)  inside each group g, one finds the first kg(α) variables that explain a given 
share of variance α. 
2)  One considers the new k(α)=k1(α)+k2(α)+…+kG(α) variables defined by the 
linear combination of the k original variables with weights given by the 
coordinates of each principal axis got from step 1). These new variables 
represent the intrinsic informative content of each group. 
3)  A further PCA is carried out on the variables defined in step 2) and one 
considers the first k
'
) (α principal components that explain a given share of 
variance α. 
4)  If h’ is the label of a whatever new variable defined at step 2) and c’ is 
the label of a whatever principal component identified at step 3), the Synthesis of Statistical Indicators to Evaluate Quality of Life in the Italian Provinces 
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relative weight of each new variable h’ will be simply defined according 
to same rule (16), that in this case can be written as: 
 























                 (19) 
 
5)  Finally, the relative weight of group g (for g=1,2,…,G) will be given by: 
                                                










' ) 2 (
α
                 (20) 
 
where the meaning of the sum is that it must include those new variables 
h’ derived at step 2) from the original kg variables belonging to group g. 
The  basic  rationale  is  that  rule  (16)  –  applied  directly  to  the  original 
variables  without  any  preliminary  redundancy  analysis  and  without 
considering any a priori block structure – is now translated into (19), that by 
construction is founded on this structure and retains necessary information 
only. Moreover, if a group includes variables highly correlated each other, 
probably at step 2) a very few number of new variables will be derived from 
it (possibly one only, because in such group the first principal component 
could  be  enough  to  explain  a  share  of  variance  not  lower  than  α).  As  a 
consequence, the informative content of the new k(α) variables – evaluated 
through the PCA at step 3) – should be poorly determined by that group.  
The second method based on PCA moves from the same step 1) of the 
previous method, but is founded on eigenvalues. On the basis of PCA inside 
each  group  g  one  identifies  the  kg  eigenvalues  λgh ,  for  h=1,2,…,kg  and 
g=1,2,…,G.  A  synthetic  index  expressing  the  average  level  of  internal 











1 λ γ .  (21) 
 
This index will reach its minimum min – equal to 0 – when all variables 
in group g are perfectly uncorrelated (that is, when  1 = λgh  for each h), while 
it will reach its maximum max – equal to 2(kg–1)/kg – when one eigenvalue 
is equal to kg and all the remaining (kg–1) are equal to 0. As a consequence, 
the draft index (1-γg), expressing the degree of linear independence between 
the couples of variables belonging to the g-th group, will vary between –(kg–
2)/kg and 1. A final relative index of linear independence for the g-th group, 
varying in the range [0,1], can be obtained through normalisation: 
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A final weight –  varying  in the range [0,1] and such that the sum of 
weights over g will be equal to one – for the g-th group will then given by: 
 





g g g w
1
* * ) 3 ( γ γ .  (23) 
 
It is easy to verify that weights (23) are based on a logic quite similar to 
that underlying weights (18), which avoids PCA. In particular, both (18) and 
(23) belong to the same family of weighting systems
9, given by: 
 





g g g g g p p w
1
                 (24) 
 
where ∆g is a generic intra-group index of linear independence and pg is an 
intrinsic  weight  assigned  to  each  group  g.  In  (18)  and  (24)  each  pg  is 
supposed  constant  and  so  disappears,  but  an  alternative  choice  could  be 
given, for instance, by the position pg=kg, whenever we take into account that 
– the other conditions remaining steady – a larger weight could be assigned 
to groups including a larger number kg of variables (the larger is the number 
of variables, the lower will be the probability to find low correlations among 
them). Finally, let’s note that another choice – more directly coherent with 













λ , still ranging from 
zero to one, but that could lead to weights extremely different each other.  
In the empirical attempt (table 7), method (20) is based on a threshold for 
explained variance equal to 70% (Jolliffe, 2002, 115), that is a compromise 
between the need to select not too few kg(α) variables from the first step of the 
procedure (explained variance should not be too low) and to limit them, in 
order to save the peculiar meaning of a factor analysis
10. The same threshold 
was used for methods based on (16): it was used twice, applied to all the 36 
original variables and to the final 25 retained on the basis of the average 
results derived from (17) using three options. In order to assign a weight to 
each group, beyond method (20) also options (18) and (23) were considered. 
                                                
9 The same method based on (19) and (20) could be referred to the general (24). 
10 According to this threshold, the number of significant variables selected at step 1) 
was k(70%)=13 (in each group, respectively: 1, 2, 2, 3, 3, 2, while the first eigenvalue 
in  each  group  explained,  respectively,  these  shares  of  variance:  73,4%,  45,0%, 
44,8%, 37,9%, 40,5%, 47,0%). Putting α=90% one would have got k(90%)=19. Synthesis of Statistical Indicators to Evaluate Quality of Life in the Italian Provinces 
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Table 7. Percent weights of variables according to some methods (*) 
Methodology 
Formula (17)  Var.  Formula 
(16) 




A1  3,57  1,65  1,50  1,78  1,64  - 
A2  3,43  1,57  1,43  1,70  1,57  - 
A3  2,97  1,28  1,17  1,38  1,27  - 
A4  2,94  1,42  1,29  1,53  1,41  4,31 
A5  3,07  1,46  1,34  1,58  1,46  - 
A6  2,37  0,97  0,88  1,04  0,96  3,72 
B1  1,86  2,72  2,95  2,72  2,80  3,51 
B2  2,97  2,59  2,81  2,59  2,66  4,49 
B3  3,56  3,84  4,17  3,84  3,95  - 
B4  2,53  2,89  3,14  2,89  2,97  3,95 
B5  1,51  2,10  2,28  2,10  2,16  4,54 
B6  3,32  3,88  4,21  3,88  3,99  - 
C1  2,47  2,78  2,21  2,72  2,57  3,60 
C2  2,22  2,59  2,06  2,53  2,39  3,85 
C3  2,68  3,12  2,48  3,05  2,88  3,97 
C4  2,58  2,81  2,23  2,75  2,60  4,12 
C5  2,98  3,44  2,73  3,36  3,18  - 
C6  3,02  3,02  2,40  2,95  2,79  - 
D1  3,11  3,78  3,36  3,75  3,63  4,69 
D2  2,66  4,02  3,57  3,99  3,86  3,96 
D3  3,25  3,89  3,46  3,86  3,74  4,63 
D4  3,07  3,32  2,95  3,29  3,18  4,42 
D5  2,79  3,55  3,16  3,52  3,41  4,20 
D6  2,07  1,81  1,61  1,79  1,73  3,52 
E1  2,93  3,85  5,30  3,85  4,33  4,32 
E2  3,23  3,51  4,83  3,51  3,95  - 
E3  2,82  2,28  3,14  2,28  2,57  3,65 
E4  2,27  3,15  4,32  3,14  3,54  3,81 
E5  2,60  2,82  3,88  2,82  3,17  3,71 
E6  2,63  3,31  4,55  3,31  3,72  3,53 
F1  2,62  2,63  2,32  2,61  2,52  3,84 
F2  3,15  3,26  2,87  3,24  3,12  - 
F3  3,24  3,39  2,98  3,37  3,25  - 
F4  2,31  2,28  2,01  2,27  2,19  3,72 
F5  3,02  2,77  2,44  2,75  2,66  4,41 
F6  2,18  2,26  1,99  2,25  2,17  3,53 
Total  100,00  100,00  100,00  100,00  100,00  100,00 
A  18,35  8,34  7,61  9,01  8,32  8,03 
B  15,76  18,01  19,55  18,01  18,52  16,49 
C  15,95  17,75  14,10  17,37  16,41  15,54 
D  16,95  20,37  18,11  20,21  19,56  25,41 
E  16,48  18,92  26,01  18,91  21,28  19,02 
F  16,52  16,60  14,61  16,48  15,90  15,51 
(*) “Out” = redundant variable. For legend of variables see detailed list in table 1. 
Methods given by formulas (16) and (20) are based on a threshold for explained 
variance  equal  to  70%.  The  method  labelled  as  “Average”  is  based  on  the 
arithmetic mean of options (18), (20) and (23). Formula (16) has been applied to 
all the original variables and to the 25 retained according to table 6. R. Gismondi, M.A. Russo  
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The application of (16) directly to all the original variables would even 
produce an increase of the weight of group A, since it would pass from the 
original 1/6=16,66% up to 18,35%, confirming the above mentioned risks 
concerned. On the other hand, a completely different result is obtained when 
the  same  method  is  applied  only  to  the  25  variables  retained  averaging 
options concerning formula (17): in this case the overall weight of group A 
is equal to 8,03% only, while the most significant groups are D (25,41%) 
and E (19,02%). The same variation range of final weights is not large, with 
the lowest weight for variable B1 (3,51%) and the highest for D1 (4,69%). 
In particular, option (20) would lead to the most extreme results, since 
group  A  would  be  heavily  penalised  (7,61%)  and  group  E  strongly 
emphasised  (26,01%).  That  could  partially  depend  on  a  crucial  aspect 
referred  to  step  3)  of  this  option,  which  results  could  be  very  sensitive 
respect to the choice of α, mainly when the number k(α) of retained variables 




5 An overall attempt 
 
The  main  results  obtained  through  variables  transformation,  redundancy 
analysis and weighting seen in paragraphs 3 and 4 have been finally applied 
simultaneously according to formula (2). In particular, we have considered 
the basic original transformation I adopted by Sole24ore, the normalisation 
criteria  III  (without  smoothing)  and  the  new  V  (with  smoothing  and  the 
strongest  asymmetry  reduction)  and  the  traditional  logit  VI.  Weighting 
systems  have  been  labelled  as  “a”  when  referred  to  the  case  of  self-
weighting  (wh=1/36),  as  “b”  when  weights  derive  from  formula  (17)  – 
column “Average” of the table 7 – and as “c” when weights derive from 
formula (16) applied to the 25 variables retained after a redundancy analysis 
– last column of the table 7. So, the target benchmark is the original method 
Ia and all methods labelled as “c” consider only the retained variables. 
As  it  could  have  been  guessed  (table  8),  methods  “c”  based  on  25 
variables only lead to rankings that have the largest average differences of 
positions  respect  to  method  Ia,  especially  when  variables  are  strongly 
symmetrised  (V  and VI);  generally  speaking, both  rejection of redundant 
variables and symmetrisation produce rankings far from the original one. As 
a  consequence  of  the  strongest  change  in  the  original  variables  shapes, 
methods “c” cause also - for what concerns the 20 first provinces in the final 
                                                
11 More generally, some approximations can characterise all methods based on a 
subset of principal components, whenever the first selected principal components 
explain a share of variance approaching from afar the desired threshold α. Synthesis of Statistical Indicators to Evaluate Quality of Life in the Italian Provinces 
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ranking - a largest share of cases for which there are variables
12 under their 
average level. 
Whatever  is  the  variables’  transformation  used,  methods  “c”  are  also 
those presenting the lowest average co-graduation level respect to the other 
rankings (table 9): in particular, the largest co-graduation respect to other 
methods is got by method IIIc (0,67) and VIc (0,68). Moreover, the largest 
“distance” respect to the target method Ia (that can be evaluated reading the 
first column of co-graduations in the table) characterises methods VIc (0,61), 
Vc (0,64) and IIIc (0,65), while method Ib keeps a quite large similarity 
(0,96). 
The overwhelming result is that the most relevant changes respect to the 
original  method  Ia  are  due  to  a  redundancy  analysis:  the  average  co-
graduation got  using methods “c” – calculated as the mean  of  the 4 co-
graduations  respect  to  Ia  concerning  Ic,  IIIc,  Vc  and  VIc  –  is  quite  low 
(0,67), followed by a not self-weighting scheme (average co-graduation of 
methods “b” (0,88) and, only finally, by variables’ transformations (average 
co-graduation of methods “a” (0,92). The average co-graduation respect to Ia 
strongly reduces when the variables’ transformations producing the highest 
symmetrisation are used (it passes from 0,87 using I to 0,78 using VI). 
 
Table 8. Some quality indicators for various methodologies 
Met.  Description 
Average  




method I a 
Average  








(first 20 units) 
 I a  Basic method, weights a  -  12,2  36,8 
 I b  Basic method, weights b  6,1  11,9  35,7 
 I c  Basic method, weights c  14,5  15,3  40,4 
 III a  Normalisation, weights a  8,4  13,8  33,1 
 III b  Normalisation, weights b  11,1  13,1  33,5 
 III c  Normalisation, weights c  17,8  16,1  35,4 
 V a  Normalisation+smoothing, weights a  7,4  10,4  35,1 
 V b  Normalisation+smoothing, weights b  10,6  10,6  35,8 
 V c  Normalisation+smoothing, weights c  18,2  14,6  39,3 
 VI a  Logarithm, weights a  9,4  10,8  35,4 
 VI b  Logarithm, weights b  11,7  11,0  36,1 




                                                
12 Meaning the original not transformed variables. R. Gismondi, M.A. Russo  
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Table 9. Co-graduation matrix among rankings derived from various methodologies 
Methodology 
I  III  V  VI 
Methodo-
logy 
a  b  c  a  b  c  a  b  c  a  b  C 
       I a  1,00                       
       I b  0,96  1,00                     
       I c  0,77  0,86  1,00                   
       III a  0,92  0,84  0,62  1,00                 
       III b  0,88  0,84  0,64  0,96  1,00               
       III c  0,65  0,66  0,71  0,74  0,83  1,00             
       V a  0,94  0,92  0,75  0,91  0,92  0,75  1,00           
       V b  0,86  0,89  0,77  0,81  0,88  0,77  0,97  1,00         
       V c  0,64  0,74  0,88  0,55  0,64  0,80  0,76  0,85  1,00       
       VI a  0,90  0,89  0,74  0,86  0,88  0,73  0,98  0,97  0,78  1,00     
       VI b  0,83  0,87  0,78  0,77  0,83  0,74  0,94  0,98  0,86  0,97  1,00   
       VI c  0,61  0,73  0,87  0,49  0,58  0,71  0,72  0,83  0,97  0,77  0,87  1,00 
Average  0,75  0,77  0,70  0,71  0,74  0,67  0,80  0,80  0,70  0,79  0,79  0,68 
 
Table 10. Place occupied by each province in the final ranking  – First 10 places 
Methodology 
I  III  V  VI  Province 
a  b  c  a  b  c  a  b  c  a  b  c 
Total  Range 
Ancona          6      8          2  2 
Aosta  8  6          8      7  7    5  2 
Arezzo          8  2    7  5      8  5  6 
Belluno    10  1            10    9  3  5  9 
Bergamo          10                1  - 
Bologna  1  7    8                  3  7 
Bolzano  9  3  10        7  5    8  5  10  9  7 
Chieti            5              1  - 
Firenze  5  8    1  2    9            5  8 
Forli  4  4    2  1  7  1  2  8  1  2  9  11  8 
Gorizia  10    3      4  5    2  5  10  2  8  8 
Grosseto      5            4        2  1 
L'Aquila      9            7      6  3  3 
Livorno            6              1  - 
Massa C.            8      9        2  1 
Milano  2      6                  2  4 
Modena        10                  1  - 
Parma        4  5  9  6  6    6  8    7  5 
Siena  7  2  4  3  3  1  4  3  3  4  4  5  12  6 
Sondrio    5  2          9    10  6  4  6  8 
Trento  3  1  6  7  4    2  1  6  3  1  7  11  6 
Treviso          9    10  10    9      4  1 
Trieste  6    8  5    10              4  5 
Udine    9  7  9  7  3  3  4  1  2  3  1  11  8 Synthesis of Statistical Indicators to Evaluate Quality of Life in the Italian Provinces 
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The 12 compared methodologies lead to final rankings presenting at the 
first  10  places  24  different  provinces  (table  10):  among  them,  Siena  is 
always present, Forlì, Trento and Udine are present 11 times, while Bolzano 
(9 times) and Gorizia (8) complete the subset of most frequent best ten. On 
the other hand, Bergamo, Chieti, Livorno and Modena are present only once. 
Variability  of  results  is  also  confirmed  by  a  quite  large  “range”  of 
positions (difference between the highest and the lowest position) for many 
of the best provinces: for instance, the 3 provinces present in 11 best ten 
rankings have a range equal to 8 – twice – and 6. 
If one considers that Bologna (first according to Ia) is among best ten only in 
2 other cases and Milano (second according to Ia) only in 1 case, a general 
conclusion is that it is dangerous to keep too many variables without any 
redundancy  and/or  weighting  preliminary  analysis,  mainly  if  the  ratio 




In many multivariate contexts there is a crucial trade/off between need of 
details  and  demand  for  a  shorter  profiling  effort.  Balancing  the  two 
necessities can be managed through a clear distinction between descriptive 
and  analytical  goals.  The  latter  should  always  be  based  on  redundancy 
analysis, ex post weighting and transformation of variables: the last step is 
particularly relevant when variables are of quite different nature (pro-capita 
amounts, proportions, trend indicators). 
The  particular  case  study  herein  considered  showed  that  choice  of 
variables plays a fundamental role, for two main reasons: 1) there could be a 
significant linear correlation between couples of them, especially when the 
overall number of variables is high and they are chosen according to some 
predetermined  logical  and  typological  “groups”;  2)  variability  of  some 
structural indicators - among units and along time - could be very poor (as in 
many economic and demographic indicators), so that the final ranking could 
be very sensitive to small changes of those variables that are more unsteady 
because of their intrinsic nature (for instance, rates of change). 
In a future research development, analyses could be replied adding new 
years data, in order to verify steadiness of rankings along time, especially for 
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