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Abstract
We propose a new variational family for Bayesian
neural networks. We decompose the variational
posterior into two components, where the radial
component captures the strength of each neuron
in terms of its magnitude; while the directional
component captures the statistical dependencies
among the weight parameters. The dependencies
learned via the directional density provide better
modeling performance compared to the widely-
used Gaussian mean-field-type variational fam-
ily. In addition, the strength of input and output
neurons learned via the radial density provides a
structured way to compress neural networks. In-
deed, experiments show that our variational fam-
ily improves predictive performance and yields
compressed networks simultaneously.
1. Introduction
Neural networks have recently become revolutionary tools
to solve numerous statistical problems in science and in-
dustry. However, the uncertainty of the network weight
estimates is often neglected, although there is a growing
necessity to model the uncertainty in many application do-
mains such as medical decision-making and climate predic-
tion (Slingo & Palmer, 2011).
Reasoning about uncertainties in the neural network models
was initiated by a few seminal papers (Neal, 2012; MacKay,
1995; Dayan & Hinton, 1996). These works aimed to de-
velop Bayesian methods for neural network models, sug-
gesting a new research direction, called Bayesian neural
networks (BNNs). Recent attempts to develop such tech-
niques include (Blundell et al., 2015; Herna´ndez-Lobato &
Adams, 2015; Gal & Ghahramani, 2016; Louizos & Welling,
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2016) among many. These, however, rely on prior and poste-
rior pairs that are often chosen for convenience in inference,
namely, computational tractability. The so-called mean-
field variational family in these works assumes the posterior
distributions to be all factorizing, and hence neglects the
possibility of modelling statistical dependencies (i.e., corre-
lations) among weight parameters (Graves, 2011; Blundell
et al., 2015; Kingma et al., 2015; Neklyudov et al., 2017;
Ullrich et al., 2017; Molchanov et al., 2017).
Capturing dependencies between the weight parameters and
their uncertainties is likely to yield better models in terms of
predictability. For instance, Louizos & Welling (2016); Sun
et al. (2017a) propose Gaussian posteriors with covariance
matrices of certain structures such that each covariance
can capture the dependencies among the input and output
dimensions of each layer. Rather than proposing a new
variational family, Lakshminarayanan et al. (2017) use an
ensemble of neural network models and Ritter et al. (2018)
make use of the Laplace approximation to a trained network
to obtain uncertainty estimates. In this work, we follow this
train of thought and along with these papers empirically
show that the methods that model weight dependencies
improve prediction performance in terms of test likelihoods.
An important application of the learned uncertainty esti-
mates is model selection via model pruning. The concept of
pruning, sparsifying, or compressing a network makes sense
for deep neural network models as neural network models
are often over-parameterized. The task of compressing a
network has received much attention due to the immense
demand on the efficient deployment of deep models on mo-
bile devices. For instance, Louizos et al. (2017) consider
group Horseshoe priors and log-Normal posteriors for prun-
ing out neurons, and Ghosh et al. (2018) improve the result
of (Louizos et al., 2017) by adopting regularized Horse-
shoe priors and more structured posteriors. Neklyudov et al.
(2017) take a slightly different approach which is pruning
units via truncated log-Normal priors over unit scales. All
of these methods provide significantly condensed networks
after pruning out the neurons that are less contributing than
the rest.
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Our contributions
In this paper, we propose a new variational family with the
aim of not only tackling the modelling side of BNNs in terms
of capturing correlations among weight parameters but also
addressing the issue of sparsification of over-parameterized
neural network models. Our variational family has two com-
ponents, where each component is built for taking care of
each of these aspects. Since we can decompose a given
weight vector into its magnitude (radius) and angle (direc-
tion), we decompose the variational posterior distribution
into radial and directional densities. This combination of
prior and posterior pairs have the following benefits.
Directional density. We use the von Mises-Fisher (vMF)
distribution to capture correlations between the weight pa-
rameters. While the vMF distribution is a typical choice
for directional data modelling (Banerjee et al., 2005), ap-
plying it in variational inference poses a practical challenge
due to difficulty in computing ratios of Bessel functions
(not supported yet in most deep learning frameworks). We
propose an approximation to the polynomials of ratios of
modified Bessel functions for numerically stable gradient
estimation, which is scalable to high dimensions such as
several hundreds and a few thousands. This approximation
can be applied to general variational inference problems
using vMF distributions in high dimensional spheres.
Radial density. We use the Half-Cauchy prior and the
log-Normal posterior to provide a structured compression
method for neural network parameters. The Half-Cauchy
prior is chosen to provide a bias toward zero in the norm of
weights. The log-Normal posterior is chosen to provide a
closed-form KL divergence between prior and posterior in
the computation of evidence lower bound.
Equipped with these two components, our ultimate goal is
to find a good model for a dataset, via finding the depen-
dencies between the weights and reducing the number of
parameters. So the goodness of a model will be measured
by test likelihoods and the size of the resulting model (e.g.,
in terms of number of remaining parameters and FLOPs.
See Sec. 5 for details).
The rest of the paper is organized as follows. We start by de-
scribing essential quantities in variational Bayesian learning
for neural network models in Sec. 2. In Sec. 3, we introduce
our new variational family and address how we made the
training under the new model numerically stable with high
dimensional vMF. In Sec. 4, we contrast our method with
other existing work. Finally in Sec. 5 we empirically show
that our method improves predictive ability over existing
methods together with structured pruning.
2. Variational Bayesian learning for neural
networks
Consider a neural network consisting of fully-
connected1 layers with a collection of parameters
W = {W(l)}l=1,··· ,L, where the l-th layer’s weight matrix
is denoted by W(l) ∈ Rnl×nl−1 . Here, nl is the number of
output neurons and nl−1 is the number of input neurons.
In variational Bayesian neural networks, in an attempt to
capture distributional behaviors of the weights, we often
assume a tractable parametric family for the prior distribu-
tion pθ(W) and the approximate posterior qφ(W), where
the parameters for each distribution are denoted by θ and
φ, respectively. Given a dataset D, we maximize the varia-
tional (evidence) lower bound (ELBO) to the marginal data
likelihood, given by,
L(D;φ,θ) = Eqφ(W)[log p(D|W)]
−DKL(qφ(W)||pθ(W)) (1)
in order to choose the parameters of prior and posterior
distributions. The first term in eq. 1 is the expected log-
likelihood with respect to the variational posterior. The
second term in eq. 1 is the KL divergence between the
variational posterior and the prior distribution.
We would like to point out two important conditions for the
lower-bound optimization to be successful in practice. First,
under neural network models, the expected log-likelihod
term in eq. 1 does not have a close form and is typically
estimated via Monte Carlo (MC) sampling (Hoffman et al.,
2013; Kingma & Welling, 2013). The MC estimator, how-
ever, exhibits high variance in the gradients of expected log-
likelihood. To alleviate this issue, many solutions have been
proposed (Kingma & Welling, 2013; Maddison et al., 2016;
Jang et al., 2016; Figurnov et al., 2018; Tucker et al., 2017).
The most known solution among them is reparametrization
trick, which detaches the parameter part of qφ(W) from
the random source of qφ(W) so that the MC-estimate of
the gradient of the expected log-likelihood can be computed
independently of the randomness of the distribution. For
instance, for W ∼ qφ(W), we reparameterize the distri-
bution q(W) as a deterministic function z(,φ) where 
is a parameter-free random sampler  ∼ s() (independent
of φ), and hence the resulting gradient is independent of
the random source. Using this reparametrization, we can
effectively reduce the variance of the MC-estimate of the
gradient of log-likelihood.
Secondly, for arbitrary priors p(W) and posteriors q(W),
similar MC-estimates using the reparametrization trick can
be found (Blundell et al., 2015). However, in practice, many
1For notational simplicity, we stick to a network with fully-
connected layers. See Sec. 3.3 for details on the implementations
for networks with convolutional layers.
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models propose closed-form KL-divergence to further re-
duce the variance of the gradient estimates (e.g., (Louizos
et al., 2017)). In summary, being able to use the reparame-
terization trick and having a closed-form KL divergence are
important conditions for variational learning to be effective
in BNNs. We will revisit this point in Sec. 3.
From a modelling perspective, specifying the functional
forms of the prior and posterior distributions is an essential
step to perform variational BNNs. One of the most com-
monly used variational family is fully factorized distribution
referred to as the mean-field variational family (Graves,
2011; Blundell et al., 2015; Kingma et al., 2015; Neklyudov
et al., 2017; Ullrich et al., 2017; Molchanov et al., 2017)
q(W) =
∏L
l=1
∏
w∈W(l) q(w), where the posterior distri-
bution is described by a product of distributions of each
individual entry in W. This choice is due to computational
tractability. Consider the Gaussian mean-field variational
family, q(w(l)i,j |φi,j) = N (µi,j , σ2i,j), where the variational
parameters are φi,j = {µi,j , σ2i,j}. This formulation allows
separate gradient updates for each of the variational param-
eters as there is no dependencies between them. However,
this variational family ignores any statistical correlations be-
tween the weight parameters, which is the issue we address
in this paper.
Next we describe our new variational family which we de-
veloped with all these computational aspects taken under
consideration, namely, the reparameterizability of expected
log-likelihood term, a closed-form KL divergence term, and
separate gradient updates for each of the variational param-
eters.
3. Method
3.1. Radial and Directional Posterior
We propose a new variational family, which is an instance
of structured mean-field approximation where each row
(and/or column) of W(l) is factorized,
q(W) =
L∏
l=1
nl∏
r=1
q(l)r (w
(l)
r ), (2)
where w(l)r ∈ Rnl−1 is the r-th row of the weight matrix at
l-th layer. For the sake of simplicity, we consider row-wise
factorization here. But we discuss both row and column-
wise factorizations later in Sec. 3.3.
We decompose each factor q(l)r into a density on the L2-
norm of w(l)r and another density on the direction of the
normalized vector w(l)r /‖w(l)r ‖2, given as
q(l)r (w
(l)
r ) = q
(l)
r,rad(‖w(l)r ‖2) · q(l)r,dir
(
w
(l)
r
‖w(l)r ‖2
)
(3)
Figure 1. Von Mises (Fisher) distribution on S1 (i.e., a probabil-
ity distribution on the directional component of a 2-dimensional
vector) for various concentration parameters κ with a fixed loca-
tion parameter µ = (1, 0). With a low level of concentration
(blue trace), the probability mass is widely spread from the cen-
ter location. As we increase the level of concentration from 2 to
100 (from blue to brown traces), the probability density is getting
highly concentrated around the center location.
where q(l)r,rad is the radial density and q
(l)
r,dir is the directional
density. We now introduce each of these densities in detail.
Directional density We take the prior p(l)r,dir and the pos-
terior q(l)r,dir distributions to be the von Mises-Fisher (vMF)
distribution (Mardia & Jupp, 2009), which is a probability
density on a unit (hyper)sphere, and its density is given by
q
(l)
r,dir
(
w
(l)
r
‖w(l)r ‖2
)
= vMF
(
w
(l)
r
‖w(l)r ‖2
∣∣∣µ(l)r , κ(l)r
)
, (4)
where the probability density function of a vMF distributed
d-dimensional unit vector x is given by vMF (x|µ, κ) =
Cd(κ) exp (κµ
Tx), where Cd(κ) =
κd/2−1(κ)
(2pi)d/2Id/2−1(κ) . The
location parameter µ is also a d-dimensional unit vector, κ
is the concentration parameter, and Id/2−1 is the modified
Bessel function of the first kind at order d/2 − 1. The
vMF distribution is intuitively understood as multivariate
Gaussian distribution with a diagonal covariance matrix
on unit (hyper)sphere. To help the readers gain intuition
how the vMF distribution behaves, we illustrate a 2D vMF
density with different values of concentration in Fig. 1.
In our prior and posterior distributions, we assume that the
concentration parameter is shared across all the rows in
each layer, by assigning a single concentration parameter,
κ
(l)
r = κ(l) for all r = {1, · · · , nl}, while the mean vector
parameters are separately assigned for each row. This way
we can reduce the number of variational and prior param-
eters significantly. The resulting prior p(l)r,dir and posterior
q
(l)
r,dir distributions have the following forms:
p
(l)
r,dir
(
w
(l)
r
‖w(l)r ‖2
)
= vMF
(
µ(l)p,r, κ
(l)
p
)
, (5)
q
(l)
r,dir
(
w
(l)
r
‖w(l)r ‖2
)
= vMF
(
µ(l)q,r, κ
(l)
q
)
, (6)
where the prior mean parameters and the concentration pa-
rameter are denoted byµ(l)p,r and κ
(l)
p , respectively, and those
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in the posterior distribution are denoted by µ(l)q,r, and κ
(l)
q .
Explicitly modelling the directional component using vMF
allows us to capture the correlation within the weight pa-
rameters of each row. Interestingly, having the same con-
centration parameter across all the rows within each layer
induces a particular way of correlations in the weight pa-
rameters within the same layer. For instance, if the mean
parameters of each row’s weights are somewhat close to
each other, having the same concentration level, possibly a
high concentration level (which we expect if the posterior
confidence is high) makes the row-wise directional densi-
ties more correlated with each other. On the other hand, if
the mean parameters of each row’s weights are all far from
each other, having the same high concentration level makes
the row-wise directional densities less correlated with each
other. Surely, there are other ways to model correlations
across rows. However, from our experience, this particular
way of parameterizing the variational parameters allows us
to capture the correlation across rows effecively (as shown
in Sec. 5) without assigning concentration parameters to
each of the rows and layers.
Radial density While we could adopt any probability dis-
tribution with a non-negative support for the radial density,
we focus on distributions that can promote sparsity in the
resulting posterior. Specifically, inspired by the group horse-
shoe prior proposed by Louizos et al. (2017), we take a
product of two Half-Cauchy distributions to be our prior in
order to induce sparsity in the norms of the weights. First,
we write down the norm of each row given a layer as a
product of two independent half-Cauchy random variables,
‖w(l)r ‖2 = s(l)z¯(l)r ;
s(l) ∼ C+(γ) z¯(l)r ∼ C+(1), (7)
and the prior is given by
p
(l)
r,rad(‖w(l)r ‖2) = C+(s(l)|γ) · C+(z¯(l)r |1), (8)
where the probability density function for a half-Cauchy
distributed random variable x is given by C+(x|γ) =
2
piγ(1+(x/γ)2) , with a scale parameter γ > 0. As illustrated
in Fig. 2, the smaller the scale parameter gets, the larger the
probability mass concentrates around zero. At this point, it
might not be immediately clear why we chose to use two
Half-Cauchy distributions as a prior rather than one. Our
explanation is as follows.
What we ultimately hope to control is the level of sparsity
in the weights drawn from the resulting posterior distribu-
tion. We allow the posterior to have two different levels
of sparsity, namely, local (row-wise) sparsity and global
(layer-wise) sparsity. The reason we write the norm as a
product of two terms ‖w(l)r ‖2 = s(l)z¯(l)r is that each of
Figure 2. The probability density function of Half-Cauchy distribu-
tion C+(·|γ) for a different value of scale parameter γ (inset). The
smaller γ gets, the larger the probability mass near 0 gets, yielding
sparsity.
these terms affects the local sparsity via z¯(l)r and global spar-
sity via s(l) in the posterior distribution, respectively. Even
when all radii are small, the largest one among them has
significant influence in model performance. Thus, we can
use the relative strength of radius densities to prune out.
Before describing our radial posterior density, we need to
elaborate on the fact that each of half-Cauchy distributions
can be further factorized. As used in Louizos et al. (2017),
the half-Cauchy distribution can be written as a product of an
inverse-Gamma density and a Gamma density due to the fact
that the square of half-Cauchy C+ is equal in distribution
to a product of Gamma and inverse-Gamma (Neville et al.,
2014). As a result, we can rewrite the two factors z¯(l)r and
s(l) for describing ‖w(l)r ‖2 in the prior distribution as√
z¯
(l)
r = α
(l)
r β
(l)
r ,where α
(l)
r ∼ G( 12 , 1), β(l)r ∼ IG( 12 , 1),√
s(l) = s(l)a s
(l)
b ,where s
(l)
a ∼ G( 12 , γ2), s(l)b ∼ IG( 12 , 1),
where we denote the Gamma distribution by G and the
inverse-Gamma distribution by IG. In addition, Gamma
(and inverse-Gamma) random variables have another nice
property, that is, one can obtain a closed-form expression
of KL divergence between a Gamma (and inverse-Gamma)
distribution and a log-normal distribution. Using this fact,
we take the log-normal distribution to be our posterior such
that each of these terms can control the local sparsity and
global sparsity, given as
q
(l)
r,rad(‖w(l)r ‖)
= LN (α(l)r |µ(l)r , σ2 (l)r )LN (β(l)r |µ̂(l)r , σ̂2 (l)r )
LN (s(l)a |µ(l), σ2 (l))LN (s(l)b |µ̂(l), σ̂2 (l)), (9)
where µ(l)r , σ
2 (l)
r and µ̂
(l)
r , σ̂
2 (l)
r are the variational parame-
ters approximating Gamma density and inverse-Gamma den-
sity of C+(z¯(l)r |1), respectively. Similarly, µ(l), σ2 (l) and
µ¯(l), σ̂2 (l) are variational parameters for the prior C+(s(l)|γ)
the same way.
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radius direction
Figure 3. Graphical representation of our generative model. The
black rectangle describes row parameters and red rectangle layer
parameters. The radius part is controlled by two half-Cauchy ran-
dom variables s(l) and z(l)r , while the directional part is controlled
by a vMF distribution governed by the prior mean vector and a
concentration parameter, µ(l)r and κ
(l)
p , respectively. The two parts
taken together govern the data probability (bottom).
Radial and directional posterior (RDP) In summary,
our variational family q(W) is given as
q(W) =
L∏
l=1
LN (s(l)a |µ(l), σ2 (l))LN (s(l)b |µ̂(l), σ̂2 (l))
nl∏
r
LN (α(l)r |µ(l)r , σ2 (l)r )LN (β(l)r |µ̂(l)r , σ̂2 (l)r )
· vMF
(
w
(l)
r
‖w(l)r ‖2
;µ(l)q,r, κ
(l)
q
)
. (10)
We refer to this collection of densities as the radial and
directional posterior (RDP). Our prior distribution p(W)
is also factored into radius and direction as in the proposed
variational family, given as
p(W) =
L∏
l=1
C+(s(l); γ)
nl∏
r
C+
(
z¯(l)r ; 1
)
· vMF
(
w
(l)
r
‖w(l)r ‖2
;µ(l)p,r, κ
(l)
p
)
. (11)
We denote the prior parameters collectively
by θ = {γ,µ(l)p,r, κ(l)p } for all layers l =
{1, · · · , L}, and the variational parameters by φ =
{µ(l), σ2 (l), µ̂(l), σ̂2 (l), µ(l)r , σ2 (l)r , µ̂(l)r , σ̂2 (l)r ,µ(l)q,r, κ(l)q }
for all layers l = {1, · · · , L} and all rows r = {1, · · · , nl}.
A graphical representation of our model is given in Fig. 3
for the generative process and in Fig. 4 for the inference
process.
radius direction
Figure 4. Variational inference with radial and directional posterior
(RDP). Given a dataset D (bottom), by maximizing the variational
lower bound, we estimate the variational parameters (middle),
which, together with the prior terms, determine the posterior distri-
bution over the radial and directional components (top).
3.2. Optimizing evidence lower bound for RDP
Recall that as far as our objective function eq. 1 is con-
cerned, two conditions need to be met for the gradients of
this objective function to well behave. The first condition
(about MC estimates of the expected log-likelihood term) is
whether our posterior is reparameterizable. In fact, we can
represent our choice of posterior by a differentiable function
h(,φ), where the variational parameters φ are separated
from the random source,  ∼ s(). See Appendix Sec. 1 for
details.
The second condition is whether the KL term is closed-form,
which is the case as we choose the prior and posterior pair
considering this condition. The KL term is given by
DKL(qφ(W)‖pθ(W)) =∑
l
nl∑
r
DKL(vMF (µ
(l)
q,r, κ
(l)
q,r)‖vMF (µ(l)p,r, κ(l)p ))
+DKL(q
(l)
r,rad(‖w(l)r ‖2)‖p(l)r,rad(‖w(l)r ‖2)), (12)
and the closed-form expressions of each of the terms are
given in Appendix. Although the KL term between the vMF
prior and posterior is elegantly written in closed-form,
DKL(vMF (µq, κq)‖vMF (µp, κp)) =
(κq − κpµTp µq)
Id/2(κq)
Id/2−1(κq)
+ log(Cd(κq))− log(Cd(κp))
the gradient expressions (see Appendix Sec. 6) with respect
to the variational parameters require computing the ratio
Id/2(κq)
Id/2−1(κq)
(Davidson et al., 2018), which is numerically
unstable. This is due to the fact that the modified Bessel
function of the first kind (Bessel function) decays rapidly, so
the computation of ratios of Bessel functions causes numer-
ical errors when it tries to compute 00 (See Appendix Sec. 2
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Figure 5. Tightness of bounds in Thoerem 1. For large dimensions
ν, the bounds become very tight, resulting in almost no gap be-
tween the lower and upper bounds. Note that the largest difference
between two bounds is approximately e−10.
for detailed explanations). This gets worse with higher di-
mensions, and occurs even for moderate dimensions such as
50 to 100. Subsequently, we show how to address this issue
of numerical instability.
Overcoming numerical issues when using vMF distri-
butions Rather than numerically computing the ratio of
Bessel functions, we resort to the following Theorem,
Theorem 1 (Theorem 5 in (Ruiz-Antolı´n & Segura, 2016)).
B2(ν, z) <
Iν(z)
Iν−1(z)
< B0(ν, z), when ν ≥ 1/2
(13)
where
Bα(ν, z) =
z
δα(ν, z) +
√
δα(ν, z)2 + z2
δα(ν, z) = (ν − 1/2) + λ
2
√
λ2 + z2
, λ = ν + (α− 1)/2
where ν denotes the dimension and z denotes the concentra-
tion parameter.
Our observation is that the gap between the upper and lower
bounds of the ratio becomes tighter as the dimension grows
as shown in Fig.3.2. Even in low dimensions, the gap is
less than e−10 for various concentration parameter values
(z). Using this fact, we simply approximate the ratio by
the average over the lower and upper bounds, Iν(z)Iν−1(z) ≈
(B2(ν, z) +B0(ν, z))/2.
Empirically we find that this simple approximation allows
us to obtain numerically stable gradients on dimensions of
several thousands. Furthermore, this approximation saves us
from directly computing modified Bessel function. Since the
modified Bessel function of the first kind of high order is not
supported yet in most deep learning frameworks, using this
approximation, variational inference with high dimensional
vMF distributions can enjoy GPU acceleration without extra
efforts on CUDA implementations of Bessel functions.
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Figure 6. Column grouping in red to prune out input neurons, de-
pending on L2-norm of each column vector. Row grouping in grey
to prune out output neurons. Double grouping in red and grey to
prune out both input and output neurons.
3.3. Structured compression using the radial density
Subsequently to presenting the RDP family and overcoming
the optimization issues, we show the utility of the radius
component in search for a more optimal model in form of
model compression. Thus, using the radial density given
in eq. 10, we can prune out output neurons on each layer
depending on the contribution of each neuron measured by
the learned posterior distribution. We call this scheme row-
grouping as depicted in Fig. 6. One can employ different
types of grouping. For instance, if pruning out input neurons
is of interest, the radial and directional posteriors can be
formulated in terms of column-grouping, given by
q(W) =
L∏
l=1
nl−1∏
c=1
q(l)c (w
(l)
c ), (14)
q(l)c (w
(l)
c ) = q
(c)
c,rad(‖w(l)c ‖2) · q(l)c,dir
(
w
(l)
c
‖w(l)c ‖2
)
. (15)
One can also prune out both input and output neurons simul-
taneously, in which case the radial and directional posteriors
can be formulated in terms of double-grouping, given by
q(W) =
L∏
l=1
nl∏
r=1
nl−1∏
c=1
q(l)r (w
(l)
r )q
(l)
c (w
(l)
c ), (16)
q(r)r (w
(l)
r ) = q
(r)
c,rad(‖w(l)r ‖2) · q(l)r,dir
(
w
(l)
r
‖w(l)r ‖2
)
, (17)
q(c)r (w
(l)
c ) = q
(c)
c,rad(‖w(l)c ‖2) · q(l)c,dir
(
w
(l)
c
‖w(l)c ‖2
)
. (18)
The prior distribution also needs to be modified according
to which grouping the posterior distribution takes. Different
grouping schemes are illustrated in Fig. 6.
Note that for a neural network with convolutional layers,
W(l) is a convolutional filters of 4D tensor of nl × nl−1 ×
kw × kh where nl−1 is the number of input channels, nl
is the number of output channels and kw and kh are kernel
width and height. Then row-wise grouping of the filter W(l)
is row-wise grouping of 2D flattened matrix of dimension
nl× (nl−1 ·kw ·kh) which is grouped by an output channel.
Column-wise grouping is to group by input channels, group-
ing of the flattened matrix of dimension (nl ·kw ·kh)×nl−1.
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Following (Louizos et al., 2017), we use the (log of) pos-
terior mode (which is the mean parameter minus the vari-
ance parameter of the log-normal posterior distribution) as
a cut-off threshold to determine which output neuron needs
to remain or be pruned out from the model. Recall that
there are four log-normal distributions to approximate the
posterior over the radius in eq. 9. Since a product of two
log-normals is a log-normal with summed-up parameters
from the two, we use the mode of this combined log-normal
for pruning. Note that for pruning rows (or columns or both)
only the two ’local’ log-normal distributions in eq. 9 matter
as the remainders are ’global’ ones (i.e., the global ones
scale up and down the local ones in the exact same way
across rows/columns).
4. Related Work
As mentioned in Sec. 1 and Sec. 2, many existing papers
on variational BNNs assume the mean-field posterior dis-
tribution on the network weights. Recently, Louizos &
Welling (2016); Sun et al. (2017b); Zhang et al. (2017); Sun
et al. (2018) proposed to take dependency between weights
into account, e.g., Louizos & Welling (2016) uses a matrix
normal posterior with diagonal covariance matrices. How-
ever, unlike (Louizos & Welling, 2016; Sun et al., 2017b;
Zhang et al., 2017; Sun et al., 2018), we capture depen-
dency between weights through a directional component by
restricting it to be on a unit sphere, which impose depen-
dencies on weights (within a row and/or a column) directly.
In addition, by coupling the concentration parameters per
layer, we capture correlations among weights across rows,
columns, and/or both.
The reparametrization trick is an essential tool in variational
learning of BNNs. When it comes to von Mises-Fisher dis-
tribution, only the vMF reparametrization trick proposed
by Davidson et al. (2018) that implements rejection sam-
pling (Naesseth et al., 2016) is practically applicable, due to
the complexity of the sampling procedure for vMF. In our
case, using the vMF posterior introduces a new challenge
as scalability to high dimension is required. We improve
the above approaches with a simple approximation method
which makes the vMF reparametrization trick scalable up
to several thousands of dimensions. Besides, the approx-
imation yields MC gradient estimates that are corrected
to be unbiased for more efficient and stable training (see
Appendix Sec. 1 for details).
Research on neural network compression started with non-
Bayesian approaches (e.g, (Hassibi & Stork, 1993)) and
mostly focused on non-structured pruning (e.g., (Han et al.,
2015)). Recently, hardware-oriented considerations have
turned the research towards structured pruning for more
practical speed-ups (e.g., (Srinivas & Babu, 2015; Li et al.,
2016; Wen et al., 2016; Lebedev & Lempitsky, 2016; Zhou
et al., 2016)). Subsequently by taking into account the
VI PBP Dropout VMG RDP
-2.90±.07 -2.57±.09 -2.46±.25 -2.46±.09 -2.60±.03
-3.33±.02 -3.16±.02 -3.04±.09 -3.01±.03 -2.61±.02
-2.39±.03 -2.04±.02 -1.99±.09 -1.06±.03 -1.18±.03
0.90±.01 0.90±.01 0.95±.03 1.10±.01 2.17±.00
3.37±.12 3.73±.01 3.80±.05 2.46±.00 3.05±.01
-2.89±.01 -2.84±.01 -2.80±.15 -2.82±.01 -0.14±.01
-2.99±.01 -2.97±.00 -2.89±.01 -2.84±.00 1.38±.01
-0.98±.01 -0.97±.01 -0.93±.06 -0.95±.01 -0.45±.00
-3.43±.16 -1.63±.02 -1.55±.12 -1.30±.02 -2.36±.04
Table 1. Average test log-likelihood on UCI regression tasks. Our
method (RDP) achieves the better test likelihoods (five out of nine
datasets) than other methods. The results in each row respectively
come from tests on: Boston, Concrete, Energy, Kin8nm, Naval,
Power plant, Protein, Wine, Yacht.
network weights’ uncertainties, Bayesian methods have
achieved an impressive compression rate. For example,
Molchanov et al. (2017) proposed the mean-field Gaussian
posterior along with sparsity inducing prior on scale param-
eters; Ullrich et al. (2017) proposed a Gaussian mixture
prior; and Louizos et al. (2017) proposed structurely group-
ing weights through a group Horseshoe prior. In contrast,
our RDP utilizes the probability density over the magni-
tudes of weights and prune out neurons based on captured
uncertainties over the magnitudes.
5. Experiments
Here, we provide empirical evidences supporting Radial
and Directional Posteriors(RDP)’s strengths. In the predic-
tion task on UCI datasets, we compare RDP with mean-
field based BNNs (Graves, 2011; Blundell et al., 2015;
Herna´ndez-Lobato & Adams, 2015) and a BNN designed
to capture dependency (Louizos & Welling, 2016) in order
to show RDP’s capability to explain dependency between
weights. In the compression task on MNIST dataset with
LeNet arcthitecture, in order to check whether effective
RDP’s structure accommodates compression tasks, we com-
pare RDP with various compression methods in terms of
the amount of pruning and FLOPs. In all experiment, we
use Adam optimizer (Kingma & Ba, 2014) with Pytorch
default setting. In both tasks, double grouping was used.
The code is available at https://github.com/ChangYong-
Oh/RadiusDirectionPosteriors.git
5.1. Regression using UCI data
We compare the predictive performance on regression
tasks UCI dataset tested in (Gal & Ghahramani, 2016;
Louizos & Welling, 2016) following the experimental set-
ting from (Herna´ndez-Lobato & Adams, 2015). We split
the datasets so that 90% is training data and 10% is test
data.2 On the prior on prediction noise, we use the same
method as others detailed as follows. We use a Gamma
2We followed the splitting rule given in
https://github.com/yaringal/DropoutUncertaintyExps
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prior for prediction precision τ , p(τ) = G(a0 = 6, b0 = 6)
and posterior q(τ) = G(a1, b1) for the precision of the
Gaussian likelihood. We optimze a1, b1 along with all the
other variational parameters. The architecture we used is
ninput − 50− 1, so in this case for the second layer whose
output dimension is one, we used fully factorized Gaussian
and RDP with double grouping is only applied to the first
layer. Only with the change in the first hidden layer, we
can see improvement over mean-field based BNNs, such
as, Variational Inference (VI) (Graves, 2011), Probabilis-
tic BackPropagation(PBP) (Herna´ndez-Lobato & Adams,
2015), Dropout (Gal & Ghahramani, 2016). Compared to
another dependency awaring posterior, Variational Matrix
Gaussian (VMG) (Louizos & Welling, 2016), 5 out of 9
dataset, RDP shows better test log-likelihood(LL).
For more extensive comparison on this task with multi-layer
neural network and deep Gaussian processes (Damianou &
Lawrence, 2013), please refer to (Bui et al., 2016), in which
you can observe the model with different RMSE and LL
behaviors.
5.2. Compression on MNIST Classification
We further extend the applicability of the proposed vari-
ational family to the task of structured compression of
convolutional neural network architecture. On MNIST
dataset, we compress the architecture of LeNet53, which
consists of 2 convolutional layers and 2 fully-connected
layers. We choose the model which has the best trainin-
ing cross-entropy during last 10 epochs. After training,
we plot a statistics (log of mode) of radius posteriors and
prune it since it forms clearly separated clusters as shown
in Fig. 5.2. In terms of various criteria for compressed ar-
chitecture, compression using RDP shows well-balanced
scores such as the number of parameters, FLOPs, and loss
in accuracy. We compute FLOPs for convolutional layers by
(KwKhCin+1)(Ih+Ph−Kh+1)(Iw+Pw−Kw+1)Cout
where Ih, Iw are input height and width, Kh,Kw are ker-
nel height and width, Pw, Ph are padding height and width,
and Cin, Cout are the number of input and output chan-
nels. For fully-connected layers, we compute FLOPs by
(Iin + 1)Iout, where Iin and Iout are the number of input
and output neurons, respectively.
The approach achieves competitive results with the state-of-
the-art methods. As given in Table 2, the RDP architecture
shows better compression for convolutional layers, which
makes it score good at FLOPs. The proposed pruning with
a third of parameters of FLOPs as a Direct Optimization
Objective(100K) (FDOO) is only slightly more computation-
ally heavy. Similarly, RDP comes only second to BC-GHS
in terms of parameter number but running with two-thirds of
parameters of Bayesian Compression-Group Normal Jeffrey
3https://github.com/BVLC/caffe/tree/master/examples/mnist
Method
Pruned
architecture FLOPs Params Error
RDP 4-7-110-66 125K 20K 1.0%
BC-GNJ 8-13-88-13 307K 22K 1.0%
BC-GHS 5-10-76-16 169K 15K 1.0%
FDOO(100K) 2-7-112-478 119K 66K 1.1%
FDOO(200K) 3-8-128-499 163K 81K 1.0%
GL 3-12-192-500 236K 134K 1.0%
GD 7-13-208-16 298K 49K 1.1%
SBP 3-18-284-283 295K 164K 0.9%
Table 2. The structured pruning of LeNet-5-Caffe with the orig-
inal architecture 20-50-800-500. We benchmark our method
against BC-GNJ, Bayesian Compression-Group HorseShoe(BC-
GHS) (Louizos et al., 2017), FDOO (Tang et al., 2018),
Generalized Dropout(GD) (Srinivas & Babu, 2015), Group
Lasso(GL) (Wen et al., 2016), Structured Bayesian Prun-
ing(SBP) (Neklyudov et al., 2017).
Figure 7. The results of RDP compression. The horizontal axis
is the log of mode and vertical axis is the number of rows (top)
or columns (bottom) with that mode. The red dotted line is the
pruning threshold. The numbers describe the ratio of unpruned
weights/filters.
(BC-GNJ).
6. Conclusion
We proposed a new variational family to capture depen-
dencies between weight parameters in a structured way for
Bayesian Neural Networks. RDP’s capability to capture the
dependency between weights is empirically supported by its
performance on regression tasks. Also, RDP has a natural
structure for compression and it scores better than other
methods in multiple compression performance measures.
For practical implementations of variational inference with
RDP, we proposed a simple approximation to the ratio of
Bessel functions and a reparametrization trick for von-Mises
Fisher(vMF) distribution. We expect our proposal to be im-
pactful as there is a wide range of applications where vari-
ational inference with high dimensional vMF distributions
could be useful. We currently use only the radius density for
pruning. In future work, it would be intriguing to explore
the directional component for further compression.
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1. Gradient of ELBO with von-Mises Fisher(vMF) distribution
In variational inference, standard routine is to minimize negative evidence lower bound (ELBO)
−Eq(W)[p(D|W)]︸ ︷︷ ︸
Reconstruction error
+DKL(q(W)‖p(W))︸ ︷︷ ︸
Regularizer
(19)
whereW is a latent variable, D is data, q(W) is a variational distribution onW, p(W) is a prior onW and p(D|W) is data likelihood
given latent variableW.
Let’s consider a von-Mises Fisher(vMF) distribution q(W) = vMF (W|µ, κ) on Sm−1, which is reparametrizable (Davidson et al.,
2018) through rejection sampling (Naesseth et al., 2016).
With reparametrization through rejection sampling, the gradient of reconstruction error in Eq.eq. 19 has the correction term (Naesseth
et al., 2016; Davidson et al., 2018)
gcor = −p(D|W) ·
[
− Im/2(κ)
Im/2−1(κ)
+∇κ
(
ωκ+
1
2
log(1− ω2) + log(
∣∣∣ −2b
(1− (1− ))2
∣∣∣))] (20)
where Iν(·) is modified Bessel function of the first kind with order ν,
b =
−2κ+√4κ2 + (m− 1)2
m− 1 ω = h(, θ) =
1− (1 + b)
1− (1− b) (21)
W is a vMF sample using reparametrization through rejection sampling,  is a sample from the proposal distribution to reparametrizeW
through rejection sampling. For more details, please refer to (Davidson et al., 2018).
2. Instability of the calculation of the ratio of Bessel function Iν(z)
Evaluating Iν(z) is an expensive and unstable operation. Moreover, evaluating the ratio Iν(z)/Iν−1(z) is numerically more unstable for
large ν.
Let’s first consider quantitatively how Iν(z) behaves for large ν. Thereby, we introduce necessary inequalities to bound Iν(z) above.
Proposition 1 ((Luke, 1972)).
1 < Γ(ν + 1)
(2
z
)ν
Iν(z) < cosh(z) when z > 0, ν > 1/2 (22)
Proposition 2 ((Batir, 2008)). √
2e
(ν + 1/2
e
)ν+1/2
< Γ(ν + 1) <
√
2pi
(ν + 1/2
e
)ν+1/2
(23)
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From Proposition 1 and Proposition 2, we have following upper bound of Iν(z)
Iν(z) <
1
Γ(ν + 1)
(z
2
)ν
cosh(z) <
(z
2
)ν 1√
2e
( e
ν + 1/2
)ν+1/2 ez + e−z
2
(24)
For example, if
z <
ν + 1/2
e
(25)
then
Iν(z) <
(z
2
)ν 1√
2e
( e
ν + 1/2
)ν+1/2 ez + e−z
2
<
( e
ν + 1/2
)1/2
exp
(0.5
e
)
exp
(
ν(
1
e
− log(2))
)
=
( e
ν + 1/2
)1/2
exp
(0.5
e
)
exp(−%ν) (26)
where % = −(1/e− log(2)) = 0.32526773938850295 > 0.
Thus, for any finite C > 0 and any δ > 0, we can find ν such that
Iν(z) < δ ∀z ∈ [0, C) (27)
Intuitively, a larger ν makes Iν(z) arbitrarily small on longer intervals.
When it comes to the calculation of the ratio of Bessel functions with consecutive order, we often divide infinitesimally small number with
infinitesimally small number where numerical instability is inevitable.
Even though exponentially scaled Bessel function Iν(z)× e−z is recommneded when there is numerical issue with Bessel function Iν(z),
in the case of the ratio of Bessel functions, Iν(z)× e−z only exacerbates this numerical issue (division between two infinitesimally small
numbers) since e−z < 1 for z > 0.
3. Bound on the ratio of modified Bessel function of the first kind Iν(z)
Directly evaluating Bessel functions and calculating their ratio is expensive and unstable operation for large ν. However, their ratio
between consecutive order enjoys very tight and algebraic bound
Theorem 2 (Theorem 4 in (Ruiz-Antolı´n & Segura, 2016)).
z
ν − 1/2 +√(ν + 1/2)2 + z2 < Iν(z)Iν−1(z) < zν − 1 +√(ν + 1)2 + z2 when ν ≥ 0 (28)
Theorem 3 (Theorem 5 in (Ruiz-Antolı´n & Segura, 2016)).
B2(ν, z) <
Iν(z)
Iν−1(z)
< B0(ν, z) when ν ≥ 1/2 (29)
where
Bα(ν, z) =
z
δα(ν, z) +
√
δα(ν, z)2 + z2
δα(ν, z) = (ν − 1/2) + λ
2
√
λ2 + z2
λ = ν + (α− 1)/2
In Fig 8, the quality of approximations using Thm. 2 and Thm. 3 is compared with the ratio using scipy.special.ive.
There is also an algebraic bound with Amos-Type inequality for the ratio with smaller order in numerator as following form
z
Iν(z)
Iν+1(z)
(30)
Radial and Directional Posteriors for Bayesian Neural Networks
0.0
0.2
0.4
0.6
0.8
1.0
Ratio( =10)
Scipy
Thm.1 lower
Thm.1 upper
Thm.2 lower
Thm.2 upper
0.0
0.2
0.4
0.6
0.8
1.0
Ratio( =50)
0.0
0.2
0.4
0.6
0.8
Ratio( =100)
0 250 500 750 1000
0.0
0.1
0.2
0.3
0.4
0.5
0.6
Ratio( =500)
0 250 500 750 1000
0.0
0.1
0.2
0.3
0.4
Ratio( =1000)
0 250 500 750 1000
0.00
0.02
0.04
0.06
0.08
0.10
Ratio( =5000)
Figure 8. Calculation of Iν(z)
Iν−1(z) with different methods (Thm. 2, Thm. 3, scipy.special.ive). With Thm. 2 and Thm. 3, the gap between
lower bound and upper bound is negligible uniformly on z and ν. For ν ≥ 500, scipy.special.ive cannot even generate a non-nan finite
number. When ν = 100, it exhibits numerical instability for z < 100.
in (Amos, 1974; Yang & Zheng, 2017).
However, we can use the relation
z
I ′ν(z)
Iν(z)
= z
Iν−1(z)
Iν(z)
− ν = z Iν+1(z)
Iν(z)
+ ν (31)
derived from the recurrence relations (Watson, 1995)
zI ′ν(z) + νIν(z) = zIν−1(z)
zI ′ν(z)− νIν(z) = zIν+1(z)
and take advantage of tight bound of Thm.2 or Thm.3 to bound Eq.30.
4. Estimation of gradient of ELBO with vMF using Bound on the ratio of Bessel function Iν(z)
There are several issues with calculating gradients of ELBO with vMF.
As previously mentioned, the calculation of the ratio of modified Bessel function of the first kind Iν(z) is extremely unstable for large ν,
which is suspected as one of reasons for degrading performance of Hyperspherical VAE (Davidson et al., 2018) in high dimensions in
addition to unintuitive behavior the area of hypersphere in high dimensions.
Also, in the most recent version of TensorFlow (Abadi et al., 2016) and PyTorch (Paszke et al., 2017) (TensorFlow r1.10 and PyTorch
0.4.1), modified Bessel function of the first kind Iν(z) is not supported and CUDA implementation is not available yet. Thus for efficient
GPU computation, it may requires writing efficient CUDA code for modified Bessel function of the first kind.
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Thanks to the tight and algebraic (rational function form) bound provided in Supp 3, we can avoid calculation of Iν(z) and have stable
gradient estimation.
For the gradient correction for reconstruction error in Eq.eq. 20, we approximate the ratio of Bessel functions as an average of lower
bound and upper bound using Thm.2 or Thm.3
Im/2(κ)
Im/2−1(κ)
≈ 1
2
( z
ν − 1/2 +√(ν + 1/2)2 + z2 + zν − 1 +√(ν + 1)2 + z2
)
(32)
Im/2(κ)
Im/2−1(κ)
≈ B2(ν, z) +B0(ν, z)
2
(33)
For KL-divergence of location-agnostic prior for directional components, we use Thm.2 or Thm.3
∇κqDKL(vMF (µ, κq)‖vMF (µ, κp)) =
∂
∂κq
(κq − κp) Im/2(κ)
Im/2−1(κ)
+
∂
∂κq
log(Cd(κq))
= 0.5(κq − κp)−0.5(κq − κp) Im/2(κ)
Im/2−1(κ)
(Im/2+1(κ)
Im/2(κ)
+
Im/2−2(κ)
Im/2−1(κ)
+
Im/2(κ)
Im/2−1(κ)
)
(34)
Let ρLν and ρUν be lower bound and upper bound of the ratio Iν(z)/Iν−1(z), respectively.
ρLν (z) <
Iν(z)
Iν−1(z)
< ρUν (z) (35)
Then gradient KL-divergence is bounded as below
ρLKL < ∇κDKL(q(W)‖p(W)) < ρUKL
ρLKL = 0.5(κq − κp)− 0.5(κq − κp)
[
ρLm/2(ρ
L
m/2+1 +
1
ρUm/2−1
+ ρLm/2)
]
(36)
ρUKL = 0.5(κq − κp)− 0.5(κq − κp)
[
ρUm/2(ρ
U
m/2+1 +
1
ρLm/2−1
+ ρUm/2)
]
5. Approximate logarithm of modified Bessel function of the first kind log(Iν(z))
We propose two approximations to the logarithm of modified Bessel function of the first kind log(Iν(z)).
5.1. Asymptotic bound
We begin with tighter lower bound to log(Iν(z)).
Proposition 3 (Theorem 2.1 in (Ifantis & Siafarikas, 1991)).
cosh(z)
1
2(ν+1) < Γ(ν + 1)
(2
z
)ν
Iν(z) < cosh(z) when z > 0, ν > 1/2 (37)
which provides tighter lower bound than Proposition 1.
Simple algebra using Proposition 3 gives us
ν log
(z
2
)
− log(Γ(ν + 1)) + 1
2(ν + 1)
log(cosh(z)) < log(Iν(z)) < ν log
(z
2
)
− log(Γ(ν + 1)) + cosh(z) (38)
By using
z − log(2) < log(cosh(z)) < log(ez + 1)− log(2) when z > 0 (39)
and
0 < log(ez + 1)− z < log(2) when z > 0 (40)
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Figure 9. Calculation of log(Iν(z)) with different methods (Thm. 3, scipy.special.ive). Approximation using Thm. 3 gives stable result
uniformly on z and ν. For ν ≥ 500, scipy.special.ive cannot even generate a non-nan finite number when z < 100.
we can simplify bound in eq. eq. 38 in more by approximating log(Cosh(z)) with z − log(2).
We approximate logarithm of Bessel function with the average of the bounds
log(Iν(z)) ≈ ν log(z) + ηz − (η + ν) log(2)− log(Γ(ν + 1)) (41)
where η = ν+1/2
2(ν+1)
. This approximation works well for small z, especially z < ν.
For large z ≥ ν, we use approximate log(Iν(z)) with its asymptotic behavior.
Theorem 4 (Theorem 2.13 in (Kreh, 2012)).
Iν(z) ∼
√
1
2piz
ez (42)
We have an approximate for large z ≥ ν
log(Iν(z)) ≈ z − 0.5 log(z)− 0.5 log(2pi) (43)
Logarithm of modified Bessel function of the first kind log(Iν(z)) is approximated by
log(Iν(z)) ≈
{
ν log(z) + ηz − (η + ν) log(2)− log(Γ(ν + 1)) z < ν
z − 0.5 log(z)− 0.5 log(2pi) z ≥ ν (44)
where η = ν+1/2
2(ν+1)
.
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5.2. Log Ratio Series
We can make full use of tight bound on the ratio in Supp. 3 by using below relation
log(Iν(z)) = log(Iν−bνc(z)) +
bν−1c∑
n=0
log
( Iν−n(z)
Iν−1−n(z)
)
(45)
Since the bounds on the ratio is tight and stable and for small ν, Iν(z) can be calculated stably. For large ν, this approximation is still
stable but slow.
The quality of this approximation using Thm. 3 is given in Fig 9. As observed in Fig. 9, the method approximates tightly but at certain
computational cost (taking twice than the method using scipy.special.ive).
This approximation can be used in forward pass of KL-divergence with vMF in eq. 19. Since, in our implementation of vMF KL-
divergence, backward pass is calculated without using outputs of forward pass, even using arbitrary value for forward pass of vMF
KL-divergence does not influence learning. However, this approximation which is much cheaper than Bessel function can be used as an
estimate of ELBO to monitor training progress.
6. Kullback-Leibler Divergence
6.1. von-Mises Fisher q ∼ vMF (µq, κq) and p ∼ vMF (µp, κp)
DKL(vMF (µq, κq)‖vMF (µp, κp)) = (κq − κpµTp µq)
Im/2(κq)
Im/2−1(κq)
+ log(Cm(κq))− log(Cm(κp)) (46)
The gradient with respect to µq and κq is given as follows
∇κqDKL(vMF (µq, κq)‖vMF (µp, κp))
=
1
2
(κq − κpµTp µq)
[ Im/2+1(κq)
Im/2−1(κq)
− Im/2(κq)
Im/2−1(κq)
(Im/2−2(κq)
Im/2−1(κq)
+
Im/2(κq)
Im/2−1(κq)
)
+ 1
]
=
1
2
(κq − κpµTp µq)
[ Im/2(κq)
Im/2−1(κq)
(Im/2+1(κq)
Im/2(κq)
− 2 Im/2(κq)
Im/2−1(κq)
− m− 2
κq
)
+ 1
]
(47)
using∇κq log(Cm(κq)) = − Im/2(κq)Im/2−1(κq)
∇µqDKL(vMF (µq, κq)‖vMF (µp, κp)) = −κpµp
Im/2(κq)
Im/2−1(κq)
(48)
6.2. q ∼ Γ(αq, βq) and p ∼ Γ(αp, βp) (Bauckhage, 2014)
(αq − αp)Ψ(αq)− log(Γ (αq)) + log(Γ (αp)) + αp(log(βq)− log(βp)) + αq βp − βq
βq
(49)
where Γ is gamma function and Ψ is digamma function.
6.3. q ∼ W(λq, kq) and p ∼ W(λp, kp) (Bauckhage, 2013)
(log(kq)− kq log(λq))− (log(kp)− kp log(λp)) + (kq − kp)
(
log(λq − γ
kq
)
)
+
(λq
λp
)kp
Γ
(kq
kp
+ 1
)
− 1 (50)
where γ = 0.5772 is Euler-Mascheroni constant and Γ is gamma function.
6.4. q ∼ LN (µ, σ2) and p ∼ Γ(α, β) (Louizos et al., 2017)
α log(β) + log(Γ (α))− αµ+ 1
β
exp(−µ+ σ2/2)− (log(2σ2) + 1)/2 (51)
where Γ is gamma function.
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6.5. q ∼ LN (µ, σ2) and p ∼ ιΓ(α, β) (Louizos et al., 2017)
−α log(β) + log(Γ (α)) + αµ+ 1
β
exp(µ+ σ2/2)− (log(2σ2) + 1)/2 (52)
where Γ is gamma function.
