Let q be a prime power and n, r integers such that r | q n −1. An element of F q n of multiplicative order (q n − 1)/r is called r-primitive. For any odd prime power q, we show that there exists a 2-primitive element of F q n with arbitrarily prescribed F q trace when n ≥ 3. Also we explicitly describe the values that the trace of such elements may have when n = 2.
Introduction
Let q be a power of the prime p and n ≥ 2 an integer. We denote by F q the finite field of q elements, by F p its prime subfield and by F q n its extension of degree n. It is well-known that the multiplicative group F * q n is cyclic: a generator is called a primitive element. The theoretical importance of primitive elements is complemented by their numerous applications in practical areas such as cryptography.
Elements of F * q n of high order, without necessarily being primitive, are important as in several applications one may use instead of primitive elements. Hence many authors have considered their effective construction [6, 11, 12] . We call r-primitive an element of order (q n −1)/r, where r | q n −1. In this sense, primitive elements are exactly the 1-primitive elements. Recently, the existence of 2-primitive elements that also possess other desirable properties was considered [9] , while clearly such elements exist only in finite fields of odd characteristic.
We denote by Tr the trace function F q n → F q , that is
One property that has been extensively studied is that of the prescribed trace, while there are numerous results in the literature about elements combining the above with other desirable properties like prescribed norm, primitivity, normality, etc. In particular, the possible traces of primitive elements has been explicitly described [1] .
Theorem 1.1. Let q be a prime power, n an integer and β ∈ F q . Unless (n, β) = (2, 0) or (n, q) = (3, 4) , there exists a primitive ξ ∈ F q n with Tr(ξ) = β.
On the contrary, not so much is known about the possible traces of r-primitive elements. In this direction, as a direct consequence of [2, Theorem 1.1], one gets the following: Theorem 1.2. Let q be a prime power and β ∈ F q . If n and r are such that n > 4 · (1 + log q (9.8 · r 3/4 )) and r | q n − 1, then there exists some r-primitive ξ ∈ F q n such that Tr(ξ) = β.
It is worth mentioning that the above is a consequence of a more general result, where a number of rational expressions of an r-primitive element have prescribed traces. In this work, we study the trace of 2-primitive elements and prove the following analogue to Theorem 1.1: Theorem 1.3. Let q be an odd prime power.
(1) Let β ∈ F q . There exists some 2-primitive element ξ of F q n such that Tr(ξ) = β, for any n ≥ 3. (2) Let β ∈ F * q . There exists some 2-primitive element ξ of F q 2 such that Tr(ξ) = β, unless q = 3, 5, 7, 9, 11, 13 or 31. The possible choices of β for those prime powers are listed in Table 6 .
Notice that the exclusion of even prime powers q in Theorem 1.3 is essential for the existence of 2-primitive elements, so from now on we assume that q is odd.
In order to prove Theorem 1.3, first we distinguish between odd and even pairs (q, n) according as q n −1 2 is odd or even, respectively. In particular, (q, n) is odd if q ≡ 3 (mod 4) and n is odd, whereas (q, n) is even if either q ≡ 1 (mod 4) or n is even.
In Section 2, we reduce the problem of prescribing the trace of 2-primitive elements to prescribing the trace of primitive elements when (q, n) is odd. In Section 3, we provide some background material, which is used in Section 4 in order to prove conditions for the existence of 2-primitive elements with prescribed trace when (q, n) is even. Finally, in Section 5, we use the theory developed in the preceding section, in order to complete the proof of Theorem 1.3.
Odd pairs
Lemma 2.1. Suppose (q, n) is odd. Then ξ ∈ F q n is 2-primitive if and only if −ξ is primitive.
Proof. We have that q n −1 2 is odd, so ξ is 2-primitive if and only if ξ is both q n −1 2 -free and a square in F q n . Now (−1) (q n −1)/2 = −1, thus −1 is a nonsquare in F q n . Hence ξ ∈ F q n is a non-square if and only if −ξ is a square. Moreover, ξ is q n −1 2 -free if and only if −ξ is q n −1 2 -free. The result follows. It follows from Lemma 2.1 that when (q, n) is odd, the number of 2primitive elements in F q n is the same as the number of primitive elements (namely φ(q n − 1)). In the situation of Lemma 2.1 we can deduce the existence theorem for 2-primitive elements from Theorem 1.1.
Theorem 2.2. Suppose (q, n) is odd. Then, given arbitrary β ∈ F q , there exists a 2-primitive element of F q n with trace β.
Proof. From Theorem 1.1, there exists a primitive element ξ of F q n with trace −β. By Lemma 2.1, −ξ is 2-primitive and Tr(−ξ) = − Tr(ξ) = β.
Remark. Since Theorem 1.1 was established in [4] , without recourse to direct verification for any pair (q, n), then the same can be said for Theorem 2.2.
From now on we assume (as we may) that (q, n) is even, in which case (−1) (q n −1)/2 = 1 and so −1 is a square in F q n . Thus ξ ∈ F q n is 2-primitive if and only if −ξ is 2-primitive. In this situation, a 2-primitive element can be viewed simply as the square ξ 2 of a primitive element ξ. Hence, our problem is to confirm that there exists a primitive element ξ ∈ F q n for which Tr(ξ 2 ) = β. Observe that, if ξ is primitive, then both (±ξ) 2 yield the same 2-primitive element ξ 2 . In particular, it is clear that the the total number of 2-primitive elements in F q n is φ(q n −1) 2 .
Character sums
We begin by introducing the notion of freeness. Let m | q n − 1. An element ξ ∈ F * q n is m-free if ξ = ζ d for some d | m and ζ ∈ F * q n implies d = 1. It is clear that primitive elements are exactly those that are q 0 -free, where q 0 is the square-free part of q n − 1. It is also evident that there is some relation between m-freeness and multiplicative order. Throughout this work, a multiplicative character is a multiplicative character of F * q n , while we denote by χ 1 the trivial multiplicative character and by η the quadratic character, i.e., for ξ ∈ F * q n ,
Vinogradov's formula yields an expression of the characteristic function of m-free elements in terms of multiplicative characters, namely:
where µ stands for the Möbius function, φ for the Euler function, θ(m) := φ(m)/m and the inner sum suns through multiplicative characters of order d. Furthermore, a direct consequence of the orthogonality relations is that the characteristic function for the elements of F q n that are k-th powers, where k | q n − 1, can be written as
Also, we will encounter additive characters of both F q n and F q . Let ψ be the canonical additive character of F q , that is ψ(g) = exp(2πi Tr 0 (g)/p), where Tr 0 stands for the absolute trace of g ∈ F q , i.e., its trace over F p , the prime subfield of F q . Then an arbitrary additive character of F q has the action which takes g ∈ F q onto ψ(ug) and thereby, as u varies, we obtain all the q additive characters of F q , whose set we will denote by F q . For the trivial character, take u = 0. With the help of the orthogonality relations, it is straightforward to check that the characteristic function for elements of F q n , with trace β, can be expressed as
where,ψ stands for the inverse of ψ andψ stands for the lift of ψ to an additive character of F q n , i.e., for every ξ ∈ F q n , we have thatψ(ξ) = ψ(Tr(ξ)). In particular,ψ is the canonical character of F q n . We conclude this section by presenting the character sum estimates we will use. The first one is the following: (1) If d = 1 and u = 0, then A = q n − 1.
(2) If d = 1 and u = 0, then |A| ≤ (r 0 −1)q n/2 +1, where r 0 = (r, q n −1). When specifically, r = 2 and n is even, then Next, similarly, the first part of the second item is derived from [13, Theorem 2E ]. When r = 2 and n is even then every u ∈ F * q is a square in F q 2 . Consequently, A + 1 has the same value equal to the quadratic Gauss sum over F q 2 ([7], Section 7.5, Theorem 5.5).
The third item is a consequence of the orthogonality relations and the last item is implied by [13, Theorem 2G ].
The following is an improvement of the main result of [10] , in the case n = 2, see [3, Lemma 3.3] . (1) If ord(χ) ∤ q + 1, then |B| = √ q.
(2) If ord(χ) | q + 1, then B = −1.
Conditions for even pairs
In this section we provide able conditions for the existence of 2-primitive elements with prescribed trace, when the pair (q, n) is even.
Let W (t) be the number of the square-free divisors of t. The following provides a bound for this number. Let t, a be positive integers and let p 1 , . . . , p j be the distinct prime divisors of t such that p i ≤ 2 a . Then W (t) ≤ c t,a t 1/a , where c t,a = 2 j (p 1 · · · p j ) 1/a .
In particular, d t := c t,8 < 4514.7 for every t.
Proof. The statement is an immediate generalization of [5, Lemma 3.3] and can be proved using multiplicativity. The bound for d t can be easily computed.
Remark. Given t, the number d t is easily computed and in most cases (especially if t is not too large) the actual value of d t is remarkably smaller than the generic bound.
Recall that 2-primitive elements are exactly the squares of primitive elements. In other words, we are looking for a primitive element the trace of whose square is fixed to some β ∈ F q . With that in mind, following the analysis of Section 3, we define the following
where m | q n − 1. In particular, our aim is to prove that N β (q 0 ) = 0 (where we recall that q 0 stands for the square-free part of q n − 1) and note that, in fact, since (q, n) is even, N β (q 0 ) counts twice the number of 2-primitive elements with trace β. Next, we compute:
From Proposition 3.2, X 0 (χ 1 ) = q n − 1 and X 0 (χ d ) = 0 for all d = 1. Again, from Proposition 3.2, when u = 0 and n is even, then X u (χ 1 ) = q n/2 − 1 if q ≡ 3 (mod 4) and X u (χ 1 ) = −q n/2 − 1, otherwise. On the other hand, when n is odd then the nonsquare (non-zero) members u of F q remain as non-squares in F q 2 , whence
Moreover, given a fixed non-square c ∈ F q , the elements of F * q can be written as a disjoint union
where each member of F * q appears twice. Thus, from (4.1),
where ε is defined as
1, if n ≡ 2 (mod 4) and q ≡ 3 (mod 4), −1, if 4 | n, or n is even and q ≡ 1 (mod 4), 0, if n is odd. Now, notice that as ξ runs through F q n in (4.2), so does ξ/u, hence
To proceed we distinguish between the cases β = 0 and β = 0.
4.1.
The case β = 0 and n ≥ 2. In this situation (4.5) can be rewritten as follows.
Next, we present a lower bound for N β (m), leading to a condition for it to be positive. Throughout we suppose ε is defined by (4.4). Theorem 4.3. Assume (q, n) is even, where q is an odd prime power and n ≥ 2. Let β ∈ F * q and m be an even divisor of q n −1 with m Q be the product of those primes in m which divide Q = q n −1 q−1 . Then
Proof. From Proposition 3.2, for any b ∈ F * q and multiplicative character χ, 
. and the result follows.
Remark. When n = 2 the first ε-term in (4.7) equals the main term q n−1 2 or its negative. In particular, when n = 2 and ε = −1 then Theorem 4.3 is ineffective. So on applications of Theorem 4.3 when n = 2 we focus on the situation when ε = +1 (i.e., q ≡ 3 (mod 4)).
4.2.
The case β = 0 and n ≥ 3. Next we suppose that n ≥ 3 and β = 0. Note that, for q > 3 and n = 2, any 2-primitive element cannot be zerotraced, i.e., it is essential to assume that n ≥ 3 in this case. Now (4.5) does not have a Gauss sum factor. We show that, to ensure that N 0 (q n − 1) is positive it suffices to show that N 0 (Q) is positive.
Proof. It is possible that q − 1 and Q have a common prime factor (or factors), namely prime factors of n. Express q − 1 as a product LM, where L and M are coprime, such that ξ is QL-free and ξ is an m-th power in F q n for each prime m dividing M (so m ∤ QL). Hence, if γ is a primitive element of F q n , then ξ = γ M 0 t , where t and Q are coprime and M 0 is such that its square-free part is identical with the square-free part of M. Define g = γ Q , a primitive element of F q , and set c = g L = γ QL . Thus cξ = γ QLt+M 0 t is QLM = q n − 1-free.
If actually Tr(ξ 2 ) = 0, then Tr((cξ) 2 ) = Tr(c 2 ξ 2 ) = 0 since c 2 ∈ F q .
Lemma 4.5. Assume (q, n) is even with n ≥ 3 and that m | Q.
Proof. The above is an immediate consequence of (4.5), after considering the fact that χ d is trivial on F q for every d | Q.
Theorem 4.6. Assume (q, n) is even with n ≥ 3. Suppose that m | Q. Then
Consequently, if
Proof. Lemma 4.5, combined with Proposition 3.2, yields (4.9). Now, assume that (4.10) holds. By (4.9), there exists some Q-free ζ ∈ F q n with Tr(ζ 2 ) = 0 and from Lemma 4.4 this implies the existence of a primitive ξ ∈ F q n such that Tr(ξ 2 ) = 0.
4.3. The sieve. Our next aim is to relax the conditions of the preceding subsections. Towards this end, we employ the Cohen-Huczynska [5] sieving technique. For any divisor m of q n − 1 in expressions such as N β (m) we freely interchange between using m or its radical.
Proposition 4.7 (Sieving inequality). Let m | q 0 (the square-free part of q n − 1) and β ∈ F q . In addition, let {r 1 , . . . , r s } be a set of divisors of m such that gcd(r i , r j ) = r 0 for every i = j and lcm(r 1 , . . . , r s ) = m. Then
Proof. For any l | q 0 , let S l be the set of l-free elements the trace of whose square is equal to β, that is
We will use induction on s. The result is trivial for s = 1. For s = 2 notice that S r 1 ∪ S r 2 ⊆ S r 0 and that S r 1 ∩ S r 2 = S m . The result follows after considering the cardinalities of those sets.
Next, assume that our hypothesis holds for some s ≥ 2. We shall prove our result for s + 1. Set r := lcm(r 1 , . . . , r s ) and apply the s = 2 case on {r, r s+1 }. The result follows from the induction hypothesis.
First suppose β = 0. Let the radical of q n − 1 be expressed as kp 1 . . . p s , where p 1 , . . . , p s are distinct primes and s ≥ 0 and define
Define δ, δ Q as above and assume that δ is positive. Then
Proof. Proposition 4.7 implies that, for any β ∈ F q ,
In (4.12) use (4.7) with m = k as a lower bound. For the absolute value of the difference expressions we distinguish between values two cases according
using also the fact that W (k Q p i ) − W (k Q ) = W (k Q ). By combining (4.7), (4.12), (4.13) and (4.14) we deduce that (4.11) holds.
Finally, suppose β = 0 and n ≥ 3. We use the sieve version of the criterion (4.10) to obtain a result that depends on writing Q (rather than q n − 1) as Q = kp 1 . . . p s .
Hence, if
then N 0 (q n − 1) > 0.
Proof. The proof follows the same pattern as the proof of Theorem 4.8, this time with the difference being that (4.9) substitutes for (4.7).
For a multiplicative character χ of F q n denote by G n (χ) the Gauss sum G n (χ) = ξ∈F q n χ(ξ)ψ(ξ), where ψ is the canonical additive character. (Note that, by comparison, in this notation the Gauss sum appearing in Lemma 4.6 would be G 1 (χ)). The following extends to arbitrary finite fields a known property of prime finite fields, see [7, Section 7.5, Theorem 5.4] .
Lemma 4.10. Let ψ be the canonical character and η = χ 2 be the quadratic character on F q n . Then for every b ∈ F * q n , we have that
Proof. For every ξ ∈ F q n there are exactly 1 + η(ξ) elements of F q n whose square is ξ. It follows that that
In the case in which q is prime and n = 1, the following lemma is established in [14, Lemma 4] . Here, we prove it more generally.
Lemma 4.11. Assume (q, n) is even. Let χ be any non-trivial multiplicative character of F q n and η = χ 2 be the quadratic character on F q n . Then, for any b ∈ F q n ,
where C(χ) := ξ∈F q n χ(ξ)η(ξ 2 − 1). Thus |C(χ)| ≤ 2q n 2 .
Proof. Let ψ be the canonical additive character of F q n . We have that
The result now follows from Lemma 4.10.
However, G n (η) is known exactly. When (q, n) is even, we have G n (η) = ±q n 2 . We proceed with the implications of Lemma 4.11 when n is odd; in particular it applies in the key case when n = 3. In this situation, since (q, n) is even, necessarily q ≡ 1 (mod 4).
Lemma 4.12. Assume q ≡ 1 (mod 4) and n is odd. Let χ be a non-trivial multiplicative character of F q n and c a non-square in F q . Then
Proof. Since in this context Q is odd then c remains a non-square in F q n . Thus η(c) = −1 = −η(1). Hence, from (4.15),
Additionally, in a similar manner as in the proof of Lemma 4.11, we have that
Now Lemma 4.10 yields that
From the fact that G n (η) = ±q n/2 and that the (absolute value of the) inner sum is bounded by 2q n/2 , it follows that
and the result follows once we insert the above in (4.16).
By applying Lemma 4.12 to (4.8) (instead of the bound |X b (χ)| ≤ 2q 3 2 ) and extending this to the sieve result we obtain the following improvements to Theorems 4.8 and 4.9. (Recalll that ε = 0 when n is odd.) Theorem 4.13. Assume q ≡ 1 (mod 4) and n is odd. With the notation of Theorem 4.8, assume β = 0 and δ > 0. Suppose
Then N β (q n − 1) > 0.
Theorem 4.14. Assume q ≡ 1 (mod 4) and n is odd. In the situation of and with the notation of Theorem 4.9, assume β = 0 and δ > 0. Suppose that
Then N 0 (q n − 1) > 0.
Existence results for even pairs
In this section we use the theory of the previous section in order to complete the proof of Theorem 1.3. All the computations mentioned in this section were realized with SageMath and we notice that a mid-range modern computer can perform them within a few seconds. We distinguish the cases, n > 4, n = 4, n = 3 and n = 2.
5.1. The case n > 4. We assume that n > 4 and β ∈ F q . We begin by employing the simplest condition for N β (q 0 ) = 0 to check, that is
which is a consequence of Theorem 4.3, Theorem 4.6 and Lemma 4.1. We verify that the above holds for n ≥ 27 and q ≥ 3, which means that the case n ≥ 27 is settled. Then, we check the validity of (5.1) for 5 ≤ n ≤ 26 and compile Table 1 . Table 1 . Pairs (q, n) that satisfy (5.1).
One can check that there are exactly 4222 pairs (n, q), where q is an odd prime power and (q, n) is even, not covered by Table 1 . For those pairs, we check the condition q 3n 8 −1 > 4d q n −1 , where we compute d q n −1 for each pair explicitly. A computation reveals that all but the 12 pairs (q, n) =(5, 5), (9, 5), (13, 5) , (25, 5), (37, 5), (3, 6) , (5, 6) , (7, 6) , (9, 6) , (11, 6) , (13, 6) and (3, 8) satisfy the latter.
Then, we focus on the case β = 0 and notice that all the above 12 pairs satisfy the condition of Theorem 4.3, when all the mentioned quantities are explicitly computed.
Finally, we focus on the β = 0 case and verify that all 12 pairs, except (q, n) = (3, 6) and (5, 6) , satisfy the condition of Theorem 4.6, with W (Q) replaced by its exact value. In addition, we verify that sieving, as described in Theorem 4.9, cannot be successfully applied for neither pair. To sum up, we have proved the following.
Proposition 5.1. Let q be an odd prime power and n > 4, such that (q, n) is even. For any β ∈ F q , there exists some x ∈ F q n with multiplicative order (q n − 1)/2 and Tr(x) = β, unless (q, n) = (3, 6) or (5, 6) and β = 0.
5.2.
The case n = 4. Now, assume that n = 4 and β ∈ F q . We note that the strategy of the previous subsection can be applied here, but the required computer resources (time and memory) prevented us from following this path. Instead, we favoured a more computationally efficient strategy, where all the mentioned computations were performed within a few seconds. Theorems 4.3 and 4.6, combined with Lemma 4.1 imply that a sufficient condition for our purposes is q ≥ q 1 := (4 · 4514.7) 2 ≃ 3.262 · 10 8 , so the case q ≥ q 1 is settled.
Let t(q, n) denote the number of prime divisors of q n − 1. It is straightforward to check that W (q n − 1) = 2 t(q,n) . A quick computation reveals that a product of at least 24 distinct primes is larger than q 4 1 − 1. Thus the case t(q, 4) ≥ 24 is settled.
Let p(i) denote the i-th prime, for instance p(2) = 3. Our next step is to focus on dealing with smaller values of t(q, 4). We fix n = 4 and we employ the following algorithm, that accepts t 1 ≤ t 2 as input and performs the following steps:
Step 1: Find the largest s ≤ t 1 such that δ :
Step 3: Find the largest c such that p(1) · · · p(c) ≤ q n 1 − 1.
Step 4: If c ≤ t 1 return SUCCESS, otherwise return FAIL.
If the algorithm returns SUCCESS, then the case t 1 ≤ t(q, 4) ≤ t 2 is settled.
Let us now explain the validity of the above algorithm that is based on Theorems 4.8 and 4.9. Take some q such that t 1 ≤ t(q, 4) ≤ t 2 and write q 4 − 1 = p s 1 1 · · · p s t(q, 4) t(q,4) , where the p i 's are the distinct prime divisors of q 4 − 1 in ascending order. In particular, notice that p(i) ≤ p i .
• In Step 1, we determine the number s of primes that we are going to sieve. In particular, we will use {p t 1 −s , . . . , p t 1 } and compute a lower bound for δ. Notice that, since the smaller the δ the weaker the conditions of Theorems 4.8 and 4.9 become, it suffices to consider this value. • The quantity q 1 in Step 2 is, according to Theorems 4.8 and 4.9, such that if q ≥ q 1 , then the desired result follows. • In Step 3, c stands for the maximum number of prime divisors that a number smaller than q n 1 − 1 can admit. • If the check in Step 4 is successful, then c ≤ t 1 ≤ t(q, 4), that is q 4 − 1 has more prime divisors than any number smaller than q n 1 − 1 can have and the answer follows.
We successfully applied the above algorithm tor the pairs (t 1 , t 2 ) = (18, 23), (15, 17), (13, 14) , and (12, 12) . Hence the case t(q, 4) ≥ 12 is settled.
Next, we focus on the remaining case t(q, 4) ≤ 11, i.e., odd prime powers q ≤ 4 · 2 11 . In this region there are exactly 114 odd prime powers q, all lying in the region, 3 ≤ q ≤ 4217, that do not satisfy q n 2 −1 ≥ 4W (q n − 1), with all quantities explicitly computed.
In order to deal with these prime powers, first we focus on the β = 0 case. It turns out that the condition of Theorem 4.3 is satisfied for all the above prime powers (and n = 4), once all the mentioned numbers are replaced by their exact value, with the exceptions of q = 3, 5, 7, 11 and 13. Moreover, for these values, even sieving (in the shape of Theorem 4.8) is unsuccessful.
Finally, for β = 0, we utilize Theorem 4.6. It turns out that all the above prime powers satisfy its condition, except 3, 5, 7, 9, 11, 13, 17, 23, 27, 29, 47 and 83. However, we successfully apply sieving, see Theorem 4.9, as presented in detail in Table 2 , for the 4 largest prime powers among them. All in all, we have proved the following.
Proposition 5.2. Let q be an odd prime power. For any β ∈ F q , there exists some x ∈ F q 4 with multiplicative order (q n − 1)/2 and Tr(x) = β, unless q = 3, 5, 7, 11 or 13 and β ∈ F q or q = 17 or 23 and β = 0.
5.3.
The case n = 3. Here we assume that n = 3 and β ∈ F q . Thanks to Theorem 2.2, we may further assume that q ≡ 1 (mod 4). This case is naturally even more computationally demanding, so we enhance the strategy of the previous subsection, where we can also employ the stronger that is the case q ≥ q 2 is settled and, since any product of any 54 distinct primes is larger than q 3 2 − 1, as a quick computation reveals, the case in which t(q, 3) ≥ 54 is settled.
Then we apply the algorithm presented in the previous subsection, only this time for n = 3 and with Theorems 4.13 and 4.14 in mind. This turns out to be successful for the pairs (t 1 , t 2 ) = (35, 53), (29, 34), (24, 28), (21, 23), (19, 20), (18, 18) and (17, 17), hence the case t(q, 3) ≥ 17 is also settled.
We continue with the cases 8 ≤ t(q, 3) ≤ 16. For those values of t(q, 3) the algorithm of the previous subsection fails, but we apply it nonetheless in order to compute the quantity q 1 that appears on the second step. However, this time we choose the number of sieving primes to be one smaller than the maximum possible, as this seems to yield stronger results. Now, if q > q 1 and t 1 ≤ t(q, 3) ≤ t 2 , then we obtain the desired result. We apply the algorithm for the pairs (t, t), with 8 ≤ t ≤ 16. First, we notice that we get a positive answer for t = 16 in this occasion, i.e., the case t(q, 3) = 16 is also settled, but also conclude that, for t ≤ 15, q 1 ≤ 511,095. Hence the case q > 511,095 and 8 ≤ t(q, 3) ≤ 15 is settled.
Additionally, for t(q, 3) ≤ 7, Theorems 4.13 and 4.14 imply that the case q ≥ (2 √ 2 · 2 7 ) 2 = 131,072 is settled. Thus, in short, for our purposes it suffices to check the cases 3 ≤ q ≤ 511,095. In this interval, there are exactly 4459 odd prime powers q, such that q ≡ 1 (mod 4), that do not satisfy q 1/2 > 2 √ 2W (q 0 ), with q = 511,033 being the largest among them. We begin with the case β = 0. A quick computation verifies that all the 4459 mentioned prime powers satisfy the condition of Theorem 4.13, given that all mentioned quantities are replaced by their exact values, without resorting to sieving, with the exception of q = 5, 9, 13, 25, 29, 61 and 121. However, we successfully apply sieving for q = 29, 61 and 121, with {67, 13, 7}, {97, 13, 5} and {37, 19, 7} as our set of sieving primes respectively. This concludes the case β = 0.
Finally, assume β = 0. A quick computation verifies that most of the 4459 mentioned prime powers satisfy the condition of Theorem 4.13, given that all mentioned quantities are replaced by their exact values, without resorting to sieving. The 15 exceptional prime powers are q = 5, 9, 13, 25, 29, 37, 49, 61, 81, 109, 121, 277, 289, 373 and 1369. However, 8 of them successfully admit sieving, as presented in Table 3 . Table 3 . Prime powers q that satisfy Theorem 4.14 for n = 3 and their respective sieving primes.
Summing up, we have proved the following.
Proposition 5.3. Let q be a prime power such that q ≡ 1 (mod 4). For any β ∈ F q , there exists some x ∈ F q 3 with multiplicative order (q n − 1)/2 and Tr(x) = β, unless q = 5, 9, 13 or 25 and β ∈ F q or q = 37, 49 or 121 and β = 0.
5.4. The case n = 2. For n = 2 it is straightforward to check that a 2-primitive element cannot be zero-traced for q ≥ 5, i.e., we assume that β = 0. Here we observe that the theory of Section 4 is not useful unless q ≡ 3 (mod 4). However, an adoption of a strategy found in [1] yields stronger results and works without this restriction, so we favor this path.
Lemma 5.4. For every β ∈ F * q , there exist θ 1 , θ 2 ∈ F q 2 , such that {θ 1 , θ 2 } is an F q -basis of F q 2 , Tr(θ 1 ) = β and Tr(θ 2 ) = 0.
Proof. The trace function is onto, hence there exists some θ 1 ∈ F q 2 such that Tr(θ 1 ) = β. Next, extend {θ 1 } to an F q -basis of F q 2 , say {θ 1 , θ ′ 2 } and set
Tr(θ 1 ) ·θ 1 . It is clear that {θ 1 , θ 2 } satisfies the desired conditions. Corollary 5.5. Let β, θ 1 , θ 2 be as in Lemma 5.4. For every α ∈ F q , we have that Tr(θ 1 + αθ 2 ) = β.
Fix β ∈ F * q and let θ 1 , θ 2 be as in Lemma 5.4. Since {θ 1 , θ 2 } are F qlinearly independent, we have that θ 1 /θ 2 ∈ F q , that is F q 2 = F q (θ 1 /θ 2 ). In addition, Corollary 5.5 implies that for every α ∈ F q , Tr(θ 1 + αθ 2 ) = β.
Write q 2 − 1 = 2 ℓ q 2 , where q 2 is odd, and notice that, since q is odd, 4 | q 2 − 1, that is ℓ ≥ 2, while the fact that gcd(q − 1, q + 1) = 2 implies that q 2 = r 2 s 2 where r 2 and s 2 are the 2-free parts of q + 1 and q − 1 respectively and they are co-prime. Also, set q ′ 2 , r ′ 2 and s ′ 2 as the square-free parts of q 2 , r 2 and s 2 respectively.
Next, take r | q ′ 2 and set Q r to be the number of r-free elements of the form θ 1 + αθ 2 for some α ∈ F q , that are squares but not 4th powers. Following the analysis of Section 3, we get that (5.2) given that, by definition, for all ξ ∈ F * q 2 , w 2 (ξ)w 4 (ξ) = w 4 (ξ). In addition, notice that, for all ξ ∈ F * q 2 , we have that
where,
Furthermore, Lemma 3.1 implies that an element is q ′ 2 -free if and only if it is 2 i -primitive for some 0 ≤ i ≤ ℓ. It follows that 2-primitive elements of F q 2 are the q ′ 2 -free elements that are squares, but not 4th powers. In other words, it suffices to show that Q q ′ 2 = 0, while it is clear that Q q ′ 2 = 0 ⇒ N β (q 2 − 1) = 0. In (5.2), we replace ω r by its expression and w 2 − w 4 by its expression in (5.3) and we get that (5.4)
where ψ d,δ := (χ d χ δ ) is the product of the corresponding characters, η is the quadratic character and η 1 , η 2 are the two multiplicative characters of order exactly 4. Furthermore, since d is odd and δ | 4, it is clear that ψ d,δ is trivial if and only if d = δ = 1.
Recall that F q 2 = F q (θ 1 /θ 1 ). First, assume q ≡ 1 (mod 4). Then 4 ∤ q +1, hence Lemma 3.3 implies that
If we assume that q ≡ 3 (mod 4), then 4 | q + 1 and Lemma 3.3 implies that
We insert the above in (5.2) and get the following.
Proposition 5.6. Let q, and r be as above and let r 1 be the product of the prime divisors of r that divide q + 1.
(1) If q ≡ 1 (mod 4), then
Our next aim is to relax the above conditions and, towards this end, we once more employ the Cohen-Huczynska [5] sieving technique.
Proposition 5.7 (Sieving inequality). Let r | q ′ 2 and {r 1 , . . . , r s } a set of divisors of r such that gcd(r i , r j ) = r 0 for every i = j and lcm(r 1 , . . . , r s ) = r. Then
Proof. This proof and the proof of Proposition 4.7 share the same pattern.
Write q ′ 2 = kp 1 · · · p s , where p 1 ,. . . ,p s are distinct primes and ε := 1 − s i=1 1/p i , with ε = 1 when s = 0. Further, suppose that p i | q + 1 for i = 1, . . . , r and p i ∤ q + 1 for i = r + 1, . . . , s. Finally, set ε ′ := 1 − r i=1 1/p i and let k 1 be the part of k, that divides q + 1.
Theorem 5.8. Let q and q ′ 2 be as above. Additionally, let ε and ε ′ be as above and assume that ε > 0.
(1) If q ≡ 1 (mod 4) and
Proof. Proposition 5.7 implies that
Notice that θ(kp i ) = θ(k)(1 − 1/p i ). It follows from (5.4) that
µ(dp i ) φ(dp i ) ord(χ dp i )=dp i Z(χ dp i ).
First assume that q ≡ 1 (mod 4). We repeat the arguments that led us to (5.5) for (5.7). If i = 1, . . . , r, i.e., p i | q + 1, then
since W (kp i ) = 2W (k) and W (k 1 p i ) = 2W (k 1 ). Similarly, if i = r + 1, . . . , s, i.e., p i ∤ q + 1, then
The combination of (5.5), (5.4), (5.7) and the above bounds yields the desired result. The q ≡ 3 (mod 4) case follows similarly, but with (5.6) in mind.
We are now ready to proceed with our existence results. We start with the simplest condition to check, which follows from Proposition 5.6 and the fact that W (k) = W (q 2 − 1)/2, namely √ q ≥ 2W (q 2 − 1).
The above, with the help of Lemma 4.1, implies that the case q ≥ q 0 = (2 · 4514.7) 4 ≃ 6.65 · 10 15 is settled. Next, a quick computation reveals that, if q 2 − 1 includes 14 or more prime numbers in its factorization, then q ≥ q 0 . In other words, if t(q) stands for the number of prime factors of q 2 − 1, the case t(q) ≥ 14 is settled. Let p(i) stand for the i-th prime (for example p(2) = 3). Based on Theorem 5.8, we employ the following algorithm that takes t 1 ≤ t 2 as input and goes through the following steps:
Step 1: Find the largest s ≤ t 1 such that
Step 3: Find the largest c such that p(1) · · · p(c) ≤ q 2 1 − 1.
If the above returns SUCCESS, then the case t 1 ≤ t(q) ≤ t 2 is settled.
Let us now explain the validity of the above algorithm. Assume that the returned value is SUCCESS for some t 1 ≤ t 2 . Take some q, such that t 1 ≤ t(q) ≤ t 2 and write q 2 −1 = p s 1 1 · · · p s t(q) t(q) , where the p i 's are the (distinct) prime factors of q 2 − 1 in ascending order. It is clear that W (q 2 − 1) = 2 t(q) , thus a condition, for our purposes, that is implied by Proposition 5.7 is
Now, notice that, p i ≤ p(i), which means that ε 1 ≤ ε = 1 − s−1 i=0 1/p t 1 −i , and that t(q) ≤ t 2 , that is, the quantity q 1 computed in Step 2 is in fact larger than the RHS of (5.8), hence if q ≥ q 1 , then (5.8) holds. The number c in Step 3 stands for the maximum number of prime divisors a number not larger than q 2 1 − 1 can admit. This means that if c ≤ t 1 ≤ t(q), then, (5.8) holds, and this is exactly the test that is performed in Step 4.
We successfully apply the algorithm for the pairs (t 1 , t 2 ) = (11, 13) and (10, 10) , which means that the case t(q) ≥ 10 is settled. Thus, we may now assume that t(q) ≤ 9 and we may now focus on the case q ≤ (2 · 2 9 ) 2 = 1,048,576.
In the interval 3 ≤ q ≤ 1,048,576, there are exactly 82,247 odd prime powers and we first attempt to use Proposition 5.6. A quick computation reveals that, in the interval in question, there are exactly 2,425 odd prime powers, where (5.5) or (5.6), accordingly, do not hold, with all the mentioned quantities explicitly computed, with q = 1,044,889 being the largest among them.
Then, we move on to the sieving part, i.e., Theorem 5.8. Namely, we attempt to satisfy the conditions of Theorem 5.8 as follows. Until we run out of prime divisors of k, or until ε ≤ 0, we always add to the set of sieving primes, that is, the primes p 1 , . . . , p s in Theorem 5.8, the largest prime divisor not already in the set. If, for one such set of sieving primes, the condition of Theorem 5.8 is valid, then the desired result holds for the prime power in question.
This procedure was successful, for all the 2,425 prime powers mentioned earlier, with the 101 exceptions of Table 4 So, to sum up, we have proved q # 3, 5, 7, 9, 11, 13, 17, 19, 23, 25, 27, 29, 31, 37, 41, 43, 47, 49, 53, 59, 61, 67, 71, 73, 79, 81, 83, 89, 97, 101, 103, 109, 113, 121, 125, 127, 131, 137, 139, 149, 151, 157, 169, 173, 181, 191, 197, 199, 211, 229 Table 4 . Odd prime powers that do not satisfy the conditions of Theorem 5.8. the following.
Theorem 5.9. For every odd prime power q not listed on Table 4 and β ∈ F * q , there exists some ξ ∈ F q 2 such that Tr(ξ) = β.
5.5.
Completion of the proof of Theorem 1.3. Then we move on to an explicit verification for the remaining possible exceptions, that is the pairs of Table 5 . For this purpose, for all the corresponding pairs (q, n), we check whether the set of the traces of the 2-primitive elements of F q n coincides with F * q , when n = 2, and with F q , when n ≥ 3. This test required about 5 minutes of computer time in a modern mid-range laptop.
The computations validated all the existence claims in Theorem 1.3 for all the pairs (q, n) of Table 5 with the exception, when n = 2, of q = 3, 5, 7, 9, 11, 13 and 31, these being genuine exceptions. In particular, they were successful for all pairs (q, n) with n ≥ 3. Finally, for the exceptions we n q # 2 3, 5, 7, 9, 11, 13, 17, 19, 23, 25, 27, 29, 31, 37, 41, 43, 47, 49, 53, 59, 61, 67, 71, 73, 79, 81, 83, 89, 97, 101, 103, 109, 113, 121, 125, 127, 131, 137, 139, 149, 151, 157, 169, 173, 181, 191, 197, 199 Table 5 . Pairs (q, n) for which the existence of 2-primitive elements with prescribed trace was not dealt with theoretically.
present the possible traces of 2-primitive elements in Table 6 . This completes the proof of Theorem 1.3.
q Traces # 3 0 1 5 2, 3 2 7 1, 2, 5, 6 4 9 * 1, 2, 2a 3 + 2a 2 + 2, a 3 + a 2 + 1 4 11 1, 2, 3, 4, 7, 8, 9, 10 8 13 1, 3, 4, 5, 6, 7, 8, 9, 10, 12 10 31 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 14, 15, 16, 17, 18, 19, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30 28 * For q = 9, a is a root of X 4 + 2X 3 + 2 ∈ F 3 [X] Table 6 . Traces of 2-primitive elements of F q 2 for q = 3, 5, 7, 9, 11, 13 and 31.
