The low-rank matrix optimization with affine set (rank-MOA) is to minimize a continuously differentiable function over a low-rank set intersecting with an affine set. Under some suitable assumptions, the intersection rule of the Fréchet normal cone to the feasible set of the rank-MOA is established. This allows us to propose the first-order optimality conditions for the rank-MOA in terms of the so-called F-stationary point and the α-stationary point. Furthermore, the second-order optimality analysis, including the necessary condition and the sufficient one, is proposed as well. All these results will enrich the theory of low-rank matrix optimization and give potential clues to designing efficient numerical algorithms for seeking low-rank solutions. Meanwhile, we illustrate our proposed optimality analysis for several specific applications of the rank-MOA including the Hankel matrix approximation problem in system identification and the low-rank representation on linear manifold in signal processing.
Introduction
In this paper, we consider the following low-rank matrix optimization problem:
min X∈R m×n f (X) s.t. A i , X = b i , i = 1, . . . , l rank(X) ≤ r,
where f : R m×n → R is a continuously differentiable or twice continuously differentiable function, A i ∈ R m×n and b i ∈ R for each i = 1, . . . , l are the given data. The inner product is X, Y := ij X ij Y ij , and rank(X) denotes the rank of X ∈ R m×n . r is a positive integer smaller than n. For convenience, we denote the low-rank affine set of the rank-MOA as L ∩ R(r) with L := {X ∈ R m×n : A i , X = b i , i = 1, . . . , l}, R(r) := {X ∈ R m×n : rank(X) ≤ r}.
The problems with embedded low-rank structures arise in diverse areas such as system identification [11, 26] , control [20] , signal processing [39, 41] , collaborative filtering [15] , statistics [35, 37] , finance [30, 32] , machine learning [21, 40] , among others. Due to the low-rank constraint, however, low-rank matrix optimizations of the form rank-MOA are highly nonconvex and computationally NP-hard in general [9] . In order to deal with the rank constraint and to find a low-rank solution, this problem has attracted a lot of research attention over the last few years. are made in Section 5.
Our notation is standard. Let R m×n be the Euclidean space of the real m × n matrices equipped with the inner product X, Y = ij X ij Y ij and the induced Frobenius norm X F . For any X ∈ R m×n , X 2 denotes the spectral norm, i.e., the largest singular value of X. We denote by X ij the (i, j)-th entry of X. We use x j to represent the jth column of X, j = 1, . . . , n. Let J ⊆ {1, . . . , n} be an index set. |J| is the cardinality of J. We use X J to denote the sub-matrix of X that contains all columns indexed by J. O p is the set of all p × p orthogonal matrices, i.e., O p = {A ∈ R p×p | A ⊤ A = I p }, where I p denotes the p order identity matrix. Let R n be the Euclidean space. For a vector x ∈ R n , let Diag(x) be an n × n diagonal matrix with diagonal entries x i . Denote x J = (x i ) J ∈ R |J| as the subvector of x corresponding to the indices in J.
· 0 is the l 0 norm counting the number of nonzero entries of x. For a nonempty and closed set Ω ⊂ R m×n , the projection of a matrix X ∈ R m×n onto Ω is defined as Π Ω (X) := argmin Z∈Ω Z − X F .
Normal Cone Intersection Rule
Normal cones to feasible sets play an important role in the optimality analysis of constrained optimization. As the feasible set of the rank-MOA is an intersection of the affine set L and the low-rank matrix set R(r), we will discuss the intersection rule of the normal cone to such an intersection set in this section. Before proceeding, several related concepts and properties related to normal cones are reviewed, mainly followed from the classical monograph [33] .
Recall that a set K is called a cone, if γK ⊆ K holds for all γ ≥ 0. The polar of the cone K is, denoted as K • , is defined by K • = {Y | Y, X ≤ 0, ∀X ∈ K}. If K 1 and K 2 are nonempty cones in R m×n , we have
Furthermore, if K 1 and K 2 are closed convex cones, then
For any given nonempty, closed set Ω ⊆ R m×n , and any X ∈ Ω, the Bouligand tangent cone and its polar (also called the Fréchet normal cone) to Ω at X, termed as T B Ω (X) and N F Ω (X), are defined by
Additionally, the Mordukhovich normal cone to Ω at X, termed as N M Ω (X), is defined by
Definition 2.1 (See [33, Definition 6.4 ]) The set Ω being locally closed at X ∈ Ω and satisfying N F Ω (X) = N M Ω (X) is called regular at X in the sense of Clarke.
Particularly, if Ω is a closed convex set or a smooth submanifold, then Ω is regular. In this case, for any given X ∈ Ω, we simply write T Ω (X) := T B Ω (X), and N Ω (X) := N F Ω (X) = N M Ω (X).
Next we concern with the calculations of tangent cones and normal cones to the union and intersection of finitely many nonempty closed sets Ω 1 , . . . ,
Under the basic qualification condition N M
If in addition Ω 1 and Ω 2 are regular at X, then Ω 1 ∩ Ω 2 is regular at X and
Recall that for any matrix X ∈ R m×n (without loss of generality, assume m ≥ n) of rank s := rank(X), its singular value decomposition (SVD) can be expressed as
where U ∈ O m and V ∈ O n , Γ ⊆ {1, . . . , n} is the index set for nonzero singular values with |Γ| = s, Σ ΓΓ (X) ∈ R s×s is the submatrix of the diagonal matrix Σ(X) indexed by Γ, Γ ⊥ m = {1, . . . , m} \ Γ, and Γ ⊥ n = {1, . . . , n} \ Γ. Denote R m×n by R s := {X ∈ R m×n : rank(X) = s}. It is well known that R s is a smooth submanifold (see, [18] ), and hence R s is regular. The corresponding tangent and normal cones (spaces) to R s at X have the following explicit formulae,
With the aid of the above expressions of tangent and normal cones to the fixed-rank matrix set R s , the explicit formulae for the Bouligand tangent cone, the Fréchet normal cone, and the Mordukhovich normal cone to the low-rank matrix set R(r), have been characterized in [34, Theorem 3.2] and [27, Proposition 3.6] , respectively, as the following lemma stated. Lemma 2.1 For any given X ∈ R(r) of rank s, we have
We are now in a position to study the intersection rule of Fréchet normal cone to the feasible set of the rank-MOA. For X ∈ L ∩ R(r) with its SVD as in (2.7), we denote J := {J ⊆ {1, . . . , n} : |J| = r, Γ ⊆ J} and introduce the following subset of the low-rank set with respect to X together with the matrices U and V in (2.7):
is a subspace associated with (X, U, V ). For simplicity, we use R X (r) and R X (J) to briefly denote R (X,U,V ) (r) and R (X,U,V ) (J), respectively. In particular, if rank(X) = r, we have
Lemma 2.2 Let X ∈ R(r) be a rank s matrix with its SVD as in (2.7), and R X (J) and R X (r) be defined as in (2.9) and (2.8). The following statements hold.
(2.11)
Proof The first part follows readily from the definition of the subspace R X (J). Note that
Specifically, if s = r, then J = {Γ}, and hence N R
If s ≤ r − 2. Consider any given W ∈ N R X (r) (X). For any i, j ∈ {1, 2, . . . , n}, there exists an
Let X ∈ R m×n with its SVD as in (2.7). For any given matrices A 1 , . . ., A l ∈ R m×n . We denote
for i = 1, . . . , l. Introduce the following two assumptions.
Here, Assumption 2.1 is called the primal nondegeneracy condition in [2, Definition 5] in the context of semidefinite programming, and Assumption 2.2 is a stronger variant of Assumption 2.1. Let X be a feasible point of the problem rank-MOA with rank(X) = s. By the discussion of [4, Section 5, Page 480], we have that Assumption 2.1 can happen only if l ≤ mn−(m−s)(n−s). Similarly, a necessary condition for Assumption 2.2 holding is l ≤ s 2 . Based on these two assumptions, we have the following intersection rule of normal cone. Proposition 2.1 For any given X ∈ L ∩ R(r) with its SVD as in (2.7), and any index set J satisfying Γ ⊆ J, we have
Proof (i) By virtue of Theorem 6 in [2] , Assumption 1 holds at X if and only if N Rs (X) ∩ N L (X) = {0}. The desired assertion in (i) then follows from the fact N M R(r) (X) ⊆ N Rs (X). (ii) Assume on the contrary that there exists a nonzero matrix
This completes the proof. Lemma 2.3 Let X ∈ L ∩ R(r) with its SVD as in (2.7). If Assumption 2.2 holds at X, then
Proof Note that L and R X (J) are regular at X. Since Assumption 2.2 holds at X, from Proposition 2.1 (ii) and (2.6), we obtain that
This together with (2.3) yields
This completes the proof.
Based on the above result, we investigate the intersection rule of the Fréchet normal cone to L ∩ R(r).
(i) If s = r and Assumption 2.1 holds at X, then
(ii) If s < r and Assumption 2.2 holds at X, then
If, in addition, N F R X (r) (X) ⊆ T L (X)(this is true in the case of s ≤ r − 2 and m = n), then
Thus, in this case, R(r) is regular at X. Together with the regularity of the convex set L at X, we obtain that L ∩ R(r) is also regular at X, i.e., N F L∩R(r) (X) = N M L∩R(r) (X). By utilizing (i) of
Combining with the second inclusion in (2.4), the desired assertion is obtained.
(ii) The first inclusion in (2.17) follows readily from (2.8) . For the remaining equality, by virtue of the second inclusion in (2.4), it suffices to show
From Lemma 2.3, (2.1) and (2.2), we obtain that
(2.20)
Note that for each J ∈ J , it holds that U ⊤ Γ W (J)V Γ = 0. Pre-and post-multiplying both sides of the equation (2.20) by U ⊤ Γ and V Γ , respectively, we obtain
For any distinct index set J 0 ∈ J , we can also get that
Invoking the linear independence in Assumption 2.2, we have
This implies that
. This yields the assertions in (2.17) .
To show the remaining part, it is sufficient to show N F L∩R(r) (X) ⊆ N L (X) due to the second inclusion in (2.4) and the fact N F R(r) (X) = {0} for s < r. Consider any given W ∈ N F L∩R(r) (X). As one can see from (2.17) 
It then suffices to show W 2 = 0. This is trivial for the case of m = n with s ≤ r − 2 since in this case N F R X (r) (X) = {0} as stated in (2.11) in Lemma 2.2. Now we consider the case m > n in two cases. (a) If s = r − 1, we assume on the contrary that W 2 = 0. By invoking the characterization in (2.11) 
(a1) If D = 0, then let i 0 , j 0 be any two distinct indices such that
, and D ij = 0 otherwise. It is easy to verify that
with t k > 0 and lim k→∞ t k = 0. Note that for each k, rank(X k ) = s + 1 = r and A i , X k = b i for all i = 1, . . . , l. Thus, X k ∈ L ∩ R(r) for all k, which shows that W 2 ∈ T B L∩R(r) (X). By some direct calculation,
. This contradicts to W ∈ N F L∩R(r) (X). Thus, D = 0. (a2) Similarly, if H = 0, then choose any two indices i 0 ∈ {1, . . . , m − n} and j 0 ∈ {1, . . . , n} satisfying H i 0 j 0 = 0. By setting W 2 = U [m−n] HV ⊤ with H ij = H ij if (i, j) = (i 0 , j 0 ), and H ij = 0 otherwise, we can also verify that W 2 ∈ N F R X (r) (X) ⊆ T L (X). By the same proof as above, we can conclude that H = 0. Thus, W 2 = 0. (b) If s ≤ r − 2, the proof is the same with the one for showing H = 0 in (a2). This completes the proof.
The condition N F R X (r) (X) ⊆ T L (X) in the above theorem seems strong, but it can be naturally satisfied in some special cases. We see the following example and two corollaries. 
Choose U = I 5 , V = I 4 to get the SVD of X 0 . Then Γ = {1, 2}, and Assumption 2.2 holds
Moreover, as known from Lemma 2.2,
which is obviously a proper subset of T L (X 0 ).
Let S n be the real n × n symmetric matrix space. It can be verified that the intersection rule as stated in Theorem 2.1 is also valid in the setting of S n equipped with the eigenvalue decomposition, by transferring all the involved notation to the corresponding symmetric variants. Particularly, we have the following special instance where the intersection rule is obtained automatically. 
(2.22)
Note that T L ∆ (X) = {H ∈ S n : tr(H) = 0}.
Together with fact tr(U Γ ⊥ n DU ⊤ Γ ⊥ n ) = tr(D), we have N F S (X,U ) (r) (X) ⊆ T L ∆ (X), if s < r. Thus, from the symmetric version of Theorem 2.1, we can get the desired assertion.
It is apparent that the sparsity of a vector x ∈ R n coincides with the rank of the diagonal matrix Diag(x). The intersection rule in Theorem 2.1 is also valid in the setting of the Euclidean space of real n × n diagonal matrices; denoted by Diag(R n ) (see, [23] ), where the SVD is reduce to Diag(x) = Diag(e)Diag(x)Diag(e) for all x ∈ R n . Here e is the all-one vector in R n . The vector version of the intersection rule is exactly [29, Corollary 2.10] . We propose its matrix version in Diag(R n ) to illustrate that Theorem 2.1 can be regard as a matrix generalization of [29, Corollary 2.10] , where N F R X (r) (X) ⊆ T L (X) (rank(X) < s) in Diag(R n ) automatically holds. 
Optimality Conditions
The optimality analysis, including the first-order and the second-order optimality conditions for the rank-MOA, is proposed in this section, which will provide necessary theoretical fundamentals for handling such a nonconvex discontinuous matrix programming problem. We begin by the introduction of two types of stationary points for the rank-MOA.
For any X ∈ R(r) and any y ∈ R l , define the Lagrangian function associated with the rank-MOA by
(3.1)
We introduce the following two types of stationary points based on the Lagrangian function. (i) X is called an F -stationary point of the rank-MOA if there exists a vector y ∈ R l such that A(X) = b, −∇ X L(X, y) ∈ N F R(r) (X).
(3.2)
(ii) X is called an α-stationary point of the rank-MOA if there exists a vector y ∈ R l such that
The relationship between these two types of stationary points for the rank-MOA is discussed in the following proposition. Proposition 3.1 For any given X ∈ L ∩ R(r), y ∈ R l , and α > 0, denote
Then, for any α ∈ (0, β), X is an α-stationary point of the rank-MOA if and only if X is an F -stationary point of the rank-MOA.
Proof By mimicking the proof of Theorem 2 in [24] , we can obtain that X is an α-stationary point of the rank-MOA if and only if
where D ∈ R (m−r)×(n−r) and s = rank(X). Together with the expressions of N F R(r) (X) as presented in Lemma 2.1, we can obtain all the desired assertions.
The first-order optimality conditions in terms of the F -stationary point are stated as follows. (i) Suppose that X is a local minimizer of the rank-MOA. If s = r and Assumption 2.1 holds at X, or s < r and Assumption 2.2 holds at X with N R X (r) (X) ⊆ T L (X), then X is an F -stationary point of the rank-MOA.
(ii) Suppose that f is a convex function and X is an F -stationary point of the rank-MOA. If s = r, then X is a global minimizer of the rank-MOA restricted on R X (Γ); If s < r, then X is a global minimizer of the rank-MOA. y i A i : y i ∈ R, i = 1, . . . , l , (3.5) indicates that there exists y ∈ R l , such that −∇ X L(X, y) ∈ N F R(r) (X). This yields the necessary optimality conditions for the rank-MOA as stated in (i).
(ii) If s < r, it follows from (3.2) that there exists y ∈ R l such that ∇ X L(X, y) = 0 and L(X, y) = f (X). For any feasible solution Y of the rank-MOA, it yields that
where the inequality follows from the convexity of the function L(·, y) due to the convexity of f . Thus we conclude that X is a global solution of the rank-MOA. If s = r, then (3.2) implies that there exist y ∈ R l and D ∈ R (m−r)×(n−r) such that
where the inequality follows from the convexity of L(·, y), and the second equality is from (3.6) and Y − X = U Γ (A − Σ(X))V ⊤ Γ . This completes the proof. By virtue of the relationship between the α-stationary point and the F -stationary point as established in Proposition 3.1, we have the following theorem by employing Theorem 3.1. (i) Suppose that X is a local minimizer of the rank-MOA. If s = r and Assumption 2.1 holds at X, or s < r and Assumption 2.2 holds at X with N R X (r) (X) ⊆ T L (X), then there exists y ∈ R l such that, for any 0 < α < β, X is an α-stationary point of the rank-MOA.
(ii) Suppose that f is convex and X is an α-stationary point of the rank-MOA. If s = r, then X is a global minimizer of the rank-MOA restricted on R X (r); If s < r, then X is a global minimizer of the rank-MOA.
Proof By applying the equivalence as stated in Proposition 3.1, we can obtain the desired assertions readily from Theorem 3.1.
To close this section, we study the second-order optimality conditions for the rank-MOA. .7) is a local minimizer of the rank-MOA and Assumption 2.2 holds at X, then
where ∇ 2 f (X) is the Hessian of f at X.
Proof It is known from Lemma 2.3 that T L (X) ∩ T B R X (r) (X) = T B L(X)∩R X (r) (X) under Assumption 2.2. Thus, for any Ξ ∈ T L (X) ∩ T B R X (r) (X), there exist X k ⊆ L ∩ R X (r) and t k ↓ 0 such that lim k→∞ X k −X t k = Ξ. Now we claim that there exists some y ∈ R l such that ∇ X L(X, y), X k − X = 0, ∀k. Case I: If s = r, then Theorem 3.1 (i) implies that X is an F-stationary point of the rank-MOA and hence there exists y ∈ R l such that ∇ X L(X, y) ∈ N F R(r) (X) = N Rs (X). Meanwhile, note that X k ∈ R X (r) = R X (Γ). Thus, (3.8) follows readily by direct calculation. Case II: If s < r, the local optimality of X indicates that
where the inclusion is obtained from (2.17). Thus, there exists y ∈ R l such that
where the inclusion is from the observation N F R X (r) (X) ⊆ N F R X (J) (X), ∀J ∈ J . Note that for any given k, X k ∈ R X (r). We can find some J k ∈ J such that X k − X ∈ R X (J k ). Combining with (3.10), we can also get (3.8) . For any k, it then yields that
Since X is a local minimizer and X k → X, we have
This completes the proof. If
11)
holds, we have the following statements.
(i) If s = r, then X is the strictly local optimal solution of the rank-MOA restricted on R X (r);
(ii) If s < r, then X is the strictly local optimal solution of the rank-MOA.
Proof (i) Consider the case s = r. We assume on the contrary that there exists a sequence X k ⊆ L∩R X (r) such that lim k→∞ X k = X, X k = X, and f (X k ) ≤ f (X) for all k = 1, 2, . . .. De-
. The boundedness of the sequence Ξ k admits a convergent subsequence.
Without loss of generality, we assume that Ξ k → Ξ. Thus, Ξ ∈ T B L∩R X (r) (X) and Ξ F = 1. Since s = r, then R X (r) = R X (Γ) and N F R(r) (X) = N Rs (X). (3.12) The first equality in (3.12) indicates that X k − X ∈ R X (Γ). Since X is an F -stationary point of the rank-MOA, combining with the second equality in (3.12), we can find some y ∈ R l such that −∇ X L(X, y) ∈ N Rs (X). It follows readily that ∇ X L(X, y), X k − X = 0, ∀k. (3.13) Direct calculations then yield
where the first inequality is from the assumption of f (X k ) ≤ f (X), the first equality is from the feasibility of X k and X, and the second equality is from (3.13) . Thus,
. This arrives at a contradiction to (3.11) . Thus, X is a strictly local optimal solution of the rank-MOA restricted on R X (r).
(ii) If r < s, the F -stationary point X allows us to find some y ∈ R l such that ∇ X L(X, y) = 0. Thus (3.13) holds automatically. By mimicking the proof as above in (i), we can also obtain the desired strictly local optimality at X for the rank-MOA. The proof is completed.
Applications
Recently there has been a surge of interest in low-rank matrix optimization subject to some problem-specific constraints often characterized as an affine set. In this section, we illustrate how the results presented in Section 3 can be applied to the real world problems.
Hankel matrix approximation [16, 31] . Low-rank approximation has appeared in data analysis, system identification, control and so on(see, e.g. [3, 9, 11] ). For example, in the automatic control, the rank of a Hankel matrix determines the order of a linear dynamical system, and finding a low-rank Hankel matrix approximation can be formulated as min X∈R m×n
where
Here E kj denotes a matrix in which the (k, j)-th element is 1, and the remaining elements are 0. The Lagrangian function associated with the (4.1) takes the form of
where A i = E kj − E k−1,j+1 ∈ R m×n and y i ∈ R is the Lagrangian multiplier corresponding to the equality constraint for i = 1, . . . , (m − 1)(n − 1). It is easy to show the gradient of L(X, y) with respect to X is
for a j = n−2 i=0 y i(n−1)+j e i+2 ∈ R m and b j = n−2 i=0 y i(n−1)+j e i+1 ∈ R m . We take m = 3 and n = 3 and H = e 2 e 1 e 3 as an example. Then (4.1) can be reformulated as
where A 1 = e 2 −e 1 0 , A 2 = 0 e 2 −e 1 , A 3 = e 3 −e 2 0 , A 4 = 0 e 3 −e 2 .
Clearly, the objective function is convex, and
Consider the matrix X = e 2 e 1 0 with Γ = {1, 2}, U = [e 1 e 2 e 3 ] and V = [e 2 e 1 e 3 ]. Then, by (2.13), we have T 1 X = −e 1 e 2 0 , T 2 X = e 2 0 −e 1 , T 3 X = −e 2 e 3 0 , T 4 X = e 3 0 −e 2 , which implies that Assumption 2.1 holds. From Lemma 2.1, we obtain There exist y i = 0 for i = 1, 2, 3, 4 such that −∇ X L(X, y) = e 3 e ⊤ 3 ∈ N F R(2) (X). Then, X is an F -stationary point of (4.2). Thus, from Theorem 3.1 (ii), we obtain that the X is a global minimizer of (4.2) restricted on R X (Γ).
Low-Rank representation over the manifold [13, 38, 42] . Low-rank representation (LRR) has attracted great interest in computer vision, pattern recognition and signal processing (see, e.g., [8, 39, 41] ). However, in many computer vision applications, data often originate from a manifold, which is equipped with some Riemannian geometry. To address this problem, an LRR over manifold is proposed, and it can be formulated as where r > 1 and B i ∈ R N ×N , w i is the i-th row of matrix W ∈ R N ×N . The Lagrangian function of (4.3) is given by
where y = (y 1 , . . . , y N ) is the Lagrangian multiplier corresponding to the equality constraint, and E i ∈ R N ×N denote the matrix with all components 1 in the i-th row, and 0 otherwise. It is easy to show the gradient of L(W, y) with respect to W is
where e ∈ R N denotes the vector with all components one. We take B i = I N for i = 1, . . . , N as an example. Clearly, the objective function is convex, and the gradient ∇ W L(W, y) = W + ye T .
Consider the matrix W = 1 N E, where E ∈ R N ×N denotes matrix with all components one.
Direct calculation gives ∇ W L(W , y) = 1 N E − ye T . There exist y i = − 1 N for i = 1, . . . , N such that ∇ W L(W , y) = 0. Then, W with rank(W ) = 1 < r is an F -stationary point of (4.3). Thus, from Theorem 3.1 (ii), we obtain that W is a global minimizer of (4.3).
Conclusions
This paper is concerned with the low-rank matrix optimization problem whose feasible set is the intersection of the rank constraint set and an affine set. We have explored the intersection rule of Fréchet normal cone to the feasible set of the rank-MOA relying on the linear independence assumption. With the help of this result, we have derived the first-order necessary, and the firstorder sufficient optimality conditions for the rank-MOA. Moreover, the second-order necessary, and the second-order sufficient optimality conditions are also presented based on the Bouligand tangent cone. To illustrate the effectiveness of these optimality conditions, two specific applications of the rank-MOA are discussed. To the best of our knowledge, this paper is the first one to touch the optimality conditions for the original low-rank optimization problem rank-MOA. These proposed results not only enrich the optimality theory of matrix optimization, but also facilitate the algorithm design for the rank-MOA. In particular, the characterization of an αstationary point presents a much easier way to design numerical algorithms to search. There remain some issues worth pursuing further research: The optimality conditions to nonlinear equality and inequality constraints need to be derived and discussed, and effective algorithms for solving the rank-MOA need to be developed.
