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Motivation: Diskretisierung durch Projektionsverfahren
A ∈ L(X,Y ), X, Y reelle Hilberträume, R(A) nicht abgeschl. in Y
z.B. A ∈ K(X,Y ) nicht degeneriert
inverses Problem: Af = g mit g ∈ D(A+) = R(A)⊕R(A)⊥
Pl ∈ L(X) und Ql ∈ L(Y ) Orthogonalprojekt. auf endlichdim. Unterräume
projiziertes Problem: Alfl = Qlg mit Al = QlAPl und fl ∈ R(Pl)
Schwierigkeiten:
Unterräume nicht problemangepaßt
Korrekte Berechnung von Qlg verlangt komplette Kenntnis von g
Aber: g meist aus Messungen nur diskret bekannt
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Modellierung mit Meßprozeß
Baue Meßprozeß in das mathematische Modell ein!
Ψn : Y → R
n Beobachtungsoperator (linear, stetig)
Bsp.: ψi ∈ Y Sensitivitätsprofil des i-ten Detektors
Ψng :=
(
〈g, ψ1〉Y , . . . , 〈g, ψn〉Y
)t
semi-diskretes Problem (SDP): Anfn = gn (Keine Diskretisierung!)
mit An = ΨnA ∈ L(X,Rn), gn = Ψng, fn ∈ X
SDP ist unterbestimmt, f+n = A+n gn ∈ N (An)⊥, A+n ist stetig!
JEDOCH: A+n schlecht konditioniert
Instabilität von A+ vererbt sich
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Stabilisierung durch Mittelung
Rekonstruiere Momente von f+n :
〈f+n , ei〉X , i = 1, . . . , d
mit geeigneten ei ∈ X








‖Edw − w‖X = 0 für jedes w ∈ X
Wie erhalten wir 〈f+n , ei〉X?
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Rekonstruktionskerne und Approximative Inverse









Lemma: Falls g ∈ R(A) oder υni ∈ N (A∗n)⊥, dann 〈f+n , ei〉X = 〈gn, υni 〉Rn




〈w, υni 〉Rn bi
Es gilt: A˜n,dgn = Edf+n
d→∞
−−−−→ f+n
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Verallgemeinerung der AI: Motivation
Auflösen der Normalgleichung für υni sollte vermieden werden:
AnA
∗
n dicht besetzt, schlecht konditioniert, hohe Dimension
Änderung von n oder d =⇒ komplette Neuberechnung von υni
Invarianzen von A und A∗ übertragen sich nicht auf An und A∗n
An : D(An) ⊂ X → Y unbeschränkt und A∗n existiert nicht, d.h.
AI nicht definiert
Das letzte Szenario tritt ein, wenn
Ψn nicht beschränkt auf Y definiert werden kann
Bsp.: Radon-Transformation R : L2(Ω) → L2(Z), Z = [−1, 1]× [0, pi]
R : Hα0 (Ω) → H
α+1/2(Z), α ≥ 0, Ψn : H
κ(Z) → Rn, κ > 1, Punktauswert.
Rn = ΨnR : D(Rn) ⊂ L2(Ω) → Rn, D(Rn) = Hα0 (Ω), α > 1/2, unbeschränkt
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Verallgemeinerung der AI: Konstruktion
Voraus.: X ↪→ X und Y ↪→ Y stetig, injektiv und dicht
A ∈ L(X,Y ) und A ∈ L(X ,Y)
Neu-Definition von Ψn : Y → Rn durch Funktionale {ψn,k}1≤k≤n ⊂ Y ′:
(Ψnu)k := 〈ψn,k, u〉Y′×Y , k = 1, . . . , n
An = ΨnA : D(An) ⊂ X → Y , D(An) = X , beschränkt oder unbeschränkt
Wie erhalten wir Rekonstruktionskerne?
R(A∗) = N (A)⊥ =⇒ ∀δi > 0 ∃υi ∈ Y:
‖PN (A)⊥ei −A
∗υi‖X ≤ δi, i = 1, . . . , d
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Neu-Definition der AI








Es gebe NF {ρn}n∈N mit
‖u− Πnu‖Y ≤ ρn ‖u‖Y für alle u ∈ Y und n→∞
Außerdem
‖Πn‖Y→Y ≤ CΠ für n→∞





mit Gn Gramsche Matrix bzgl. {ϕk}1≤k≤n.
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Konvergenz der AI
Satz: Voraus. an A, Ed, Ψn und Πn wie oben. Zusätzlich:
{bi}1≤i≤d ⊂ X und {ϕk}1≤k≤n ⊂ Y Riesz-Systeme
Falls gn = Ψng für g ∈ R(A) und f+ = A+g ∈ X , dann
‖A˜n,dgn − f
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Regularisierungseigenschaft der AI
Meßrauschen wird durch eine Störung des Beobachtungsoperators
modelliert:
(Ψεnw)i = (Ψnw)i + εi ‖w‖Y , |εi| ≤ ε, i = 1, . . . , n
Satz: Voraus. wie im Satz zuvor und Konvergenz für ε = 0 liege vor.






∣∣w = ΨεnεAf, Ψεnε wie oben} = 0
für alle f ∈ X ∩N (A)⊥.
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Ausnutzen von Invarianzen
Lemma: Seien A ∈ L(X,Y ), T ∈ L(X) und S ∈ L(Y ) verknüpft durch
TA∗ = A∗S.






∗Sυ‖X ≤ ‖T‖ δ.
Im Detail ausgeführt: 2D-Tomographie und 3D-Vektortomographie
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