Introduction

Unintentional Temporal Context--Based Prediction in Vision
The extraction of sequential regularities embedded in the temporal context or temporal structure of sensory events and the formation of predictions about upcoming events on the basis of predictive models encoding such extracted sequential regularities are essential tasks of the brain, since 1) at the behavioral level, they allow us to optimize the accuracy and speed of perceptual, cognitive, and motor processes in response to upcoming events (Huettel et al. 2002; Doherty et al. 2005) and 2) at the neuronal and computational levels, they enable us to minimize processing resources and computational demands for redundant predictable events and to maximize them for novel unpredictable events (Friston 2003 (Friston , 2005 .
With regard to such a temporal context--based prediction in vision, a wide range of behavioral (Howard et al. 1992; Kelly et al. 2003) , electrophysiological (Eimer et al. 1996; Ru¨sseler and Ro¨sler 2000; Bubic et al. 2010) , and brain imaging studies (Schubotz and von Cramon 2002a, 2002b; Wolfensteller et al. 2007 ; Bubic et al. 2009 ) have shown that these processes require the observer's intention to use the sequential regularities to predict upcoming events. However, it has also been suggested that such an explicit intention may not always be required and predictions about upcoming events can be formed in an automatic and obligatory manner, especially when the sequential regularities are relatively simple. For instance, behavioral studies on infant's anticipatory eye movements (Haith and McCarty 1990; Canfield and Haith 1991) , representational momentum (Freyd and Finke 1984; Kelly and Freyd 1987; Hayes and Freyd 2002) , implicit perceptual sequence learning (Mayr 1996; Ramillard 2003) , and, possibly, a flash-lag effect (MacKay 1958; Nijhawan 1994 ; but see also Whitney and Murakami 1998; Eagleman and Sejnowski 2000) have demonstrated the existence of some prediction mechanisms that allow the extraction of sequential regularities and formation of predictions, without any intention.
Visual Mismatch Negativity
Further evidence for the existence of unintentional temporal context--based prediction in vision comes from a series of electrophysiological studies on visual mismatch negativity (MMN), an event-related brain potential (ERP) component (for reviews, see Czigler 2007; Kimura et al. 2011) . Visual MMN is a negative-going ERP component with a posterior scalp distribution that usually peaks at around 200--400 ms after the onset of visual stimuli. Visual MMN has been observed in response to visual stimuli that violate regular patterns embedded in successive visual stimulations, such as those that violate a simple repeating pattern in the so-called ''oddball'' sequences (OOOOX; Czigler et al. 2002; Kimura, Schro¨ger, Czigler, and Ohira 2010) , those that violate an alternating pattern (OOXXOOXXX; Czigler et al. 2006) , and those that violate a more complex and abstract pattern (OO-XX-XX-OO-OX; Stefanics et al. 2011 ). In addition, although visual MMN has been repeatedly observed in response to stimuli that violate regularity in oddball sequences (OOOOXOOOOOXOOOX), it can be eliminated when the order of 2 stimuli is patterned (OOOOXOOOOXOOOOX; Kimura, Widmann, and Schro¨ger 2010a; see also Kimura, Widmann, and Schro¨ger 2010b) . Based on these findings, visual MMN is thought to be an electrophysiological correlate of prediction error responses that are generated when a current event is incongruent with events predicted on the basis of sequential regularities . Importantly, all of these findings were obtained when low-level visual features in which the violations of sequential patterns occurred (e.g., color in Czigler et al. 2006 , orientation in , and luminance in Kimura, Widmann, and Schro¨ger 2010a) were unrelated to the participant's task, and there was no need and no task-related benefit to intentionally make predictions about upcoming events. Therefore, these visual MMN findings can be regarded as ample evidence for the existence of unintentional temporal context--based prediction in vision .
Visual MMN and Emotional Faces
Based on these visual MMN findings as well as the aforementioned behavioral findings, the concept of unintentional temporal context--based prediction in vision itself seems to be considerably well established. However, it is not clear whether or not this unintentional temporal context--based prediction operates on a similar principle for biologically relevant visual stimuli since almost all of the evidence for unintentional temporal context--based prediction have been obtained with the use of nonbiological visual stimuli, such as simple geometric figures. This question is not trivial since it is related to the important issue of whether or not the concept of unintentional temporal context--based prediction can be generalized to a wide range of biological visual stimuli (e.g., familiar objects, human, and other species). Regarding this question, ERP studies using an oddball sequence consisting of human face stimuli have provided some tentative evidence (Susac et al. 2004; Zhao and Li 2006; Astikainen and Hietanen 2009; Chang et al. 2010 ). For example, Susac et al. (2004) used an oddball sequence consisting of frequent happy (H) and infrequent neutral faces (N) and observed a visual MMN--like negativity in response to the infrequent faces (HHHHN; called expression-related mismatch negativity [EMMN] ) under a situation where the emotional faces themselves were unrelated to the participant's task (i.e., detection of faces with glasses). The elicitation of EMMN was replicated for infrequent fearful and infrequent happy faces inserted in repetitive neutral faces (Astikainen and Hietanen 2009 ) and for infrequent sad and infrequent happy faces inserted in repetitive neutral faces (Zhao and Li 2006; Chang et al. 2010) . Importantly, EMMN is considered to be associated with regularity violations not only in low-level visual features that comprise the face (e.g., local shapes of the eyes and mouth) but also in holistic face dimensions, which is supported by face-inversion (Thompson 1980; Searcy and Bartlett 1996) and negative-bias effects (Hansen and Hansen 1988) in EMMN (Susac et al. 2004; Chang et al. 2010) . Taken together, these EMMN findings are consistent with the idea that there exists unintentional temporal context--based prediction of biological visual stimuli and it may operate on a principle similar to that of nonbiological visual stimuli.
Present Study
However, this idea should be tested more directly for at least 2 reasons. First, due to the exclusive use of an oddball sequence in those studies, the elicitation of EMMN is not straightforward evidence for the existence of unintentional temporal context--based prediction of emotional faces. As has often been pointed out in the MMN literature, the elicitation of MMN in an oddball sequence can be explained in terms not only of prediction errors but also of memory mismatches (Czigler 2007; Kimura et al. 2011) . Thus, although the EMMN might reflect prediction error responses caused by the violation of sequence regularities embedded in the repetitive presentation of emotional faces, it is also possible that EMMN simply reflects mismatches between an infrequently presented emotional face and the memory of a frequently presented emotional face.
To provide more direct evidence for the existence of unintentional temporal context--based prediction of emotional faces, in the present study, we used upright and inverted stimulus sequences (Fig. 1) , where 2 emotional faces (fearful and happy faces) were regularly alternated (regular fearful and regular happy faces), and these faces were suddenly repeated (irregular fearful and irregular happy faces) under a situation where the emotional faces themselves were unrelated to the participant's task (detection of faces with glasses, cf. Susac et al. 2004 ). We expected that 1) if upcoming emotional faces were unintentionally predicted, then prediction error responses should be evoked in response to irregular compared with regular faces, 2) if the EMMN observed in previous oddball studies reflected prediction errors rather than memory mismatches, then prediction error responses would emerge as EMMN (i.e., a posterior negativity that peaks at around 200--400 ms), and 3) if the EMMN, at least partly, reflected prediction errors at the level of holistic face dimensions, then the onset latencies of the EMMN would be delayed and/or the amplitudes of the EMMN would be reduced for inverted compared with upright sequences (face-inversion effect) and for happy compared with fearful faces (negative-bias effect; cf. Susac et al. 2004; Chang et al. 2010 ).
Second, although EMMN has been shown to have morphologies similar to those of traditional visual MMN, further investigations are necessary to determine whether or not unintentional temporal context--based prediction operates on a similar principle for biological and nonbiological visual stimuli since no previous studies have directly tested their similarity in neural substrates. To address this issue, in the present study, we examined neural generators of the EMMN by using standardized low-resolution brain electromagnetic tomography (sLORETA; Pascual-Marqui 2002) . With regard to neural substrates of the unintentional temporal context--based prediction of nonbiological visual stimuli, previous studies have provided converging evidence that suggests engagement of the visual and prefrontal areas. For instance, previous studies on neural generators of prediction error responses reflected by visual MMN with ERP (Pazo-Alvarez et al. 2004; , magnetoencephalography (Urakawa et al. 2010) , and functional resonance imaging (fMRI; Yucel et al. 2007 ) have shown that visual MMN is mainly generated from the visual (typically, the visual extrastriate areas responsible for attributes in which regularity violations occurred) and prefrontal areas. Also, an fMRI study on neural substrates of perceptual sequence learning (Huettel et al. 2002) showed that prediction error responses obligatorily evoked by violations of regular alternations of 2 geometric visual stimuli (OXOXOO), as well as violations of regular repetitions (OOOOX), were generated from the prefrontal areas. (In this study, no data were recorded from brain areas other than the frontal areas.) Further, an fMRI study on neural substrates of representational momentum (Rao et al. 2004) showed that the presentation of successive regular displacements of a bar's orientation, which was followed by the occurrence of representational momentum, evoked activations in the prefrontal areas. Based on these findings, we expected that if the unintentional temporal context--based prediction of emotional faces operates on a principle similar to that of nonbiological visual stimuli, then neural generators of the EMMN would include the face-responsible visual areas (e.g., the occipitotemporal visual extrastriate areas including the fusiform gyrus; for a review, see Haxby et al. 2000) and the prefrontal areas.
However, a partly different expectation would also be possible. Recent brain imaging studies on social cognition have shown that, unlike the case for observation of nonbiological visual stimuli, observation of biological visual stimuli such as the facial expression of others can lead to activations in the motor-related areas in a relatively automatic manner (Carr et al. 2003; Leslie et al. 2004 ; see also Dimberg et al. 2000 Dimberg et al. , 2002 . For example, Leslie et al. (2004) showed that not only active imitation but also passive observation of others' facial expression led to activations in the motor-related areas such as the ventral premotor areas. In the light of mirror neuron system Rizzolatti et al. 1996) , such motor-related activations have been associated with the concept of simulation (i.e., mapping of the observed others' actions onto our own motor system) and regarded as neural underpinnings of social communications such as imitation, empathy, and understanding of others' intention (for reviews, see Blakemore and Decety 2001; Miall 2003; Gallese et al. 2004; Blakemore and Frith 2005; Wilson and Knoblich 2005; Frith and Frith 2006) . According to this view, it is assumed that the unintentional temporal context--based prediction of emotional faces may operate on a principle partly different from that of nonbiological visual stimuli. That is, it may operate on the basis of sequential regularities not only at the perceptual level but also at the motoric level (for similar concepts, see Nattkemper and Prinz 1997; Schubotz 2007) . Based on this assumption, we also expected that neural substrates of the unintentional temporal context--based prediction of emotional faces might be engaged not only in the visual and prefrontal areas but also in the motorrelated areas, and therefore, neural generators of prediction error responses reflected by the EMMN would include not only the face-responsible visual and prefrontal areas but also the motor-related areas.
Finally, to explore neural mechanisms of the unintentional temporal context--based prediction of emotional faces, in the present study, we further examined time courses of the neural generators by conducting sLORETA for successive time windows of the EMMN. Because no previous studies have investigated this issue, it was difficult to form clear expectations. However, one possible expectation is that activations in prefrontal (and possibly, motor-related) areas might be preceded by those in face-responsible visual areas. This expectation was primarily based on a recent computational framework (Friston 2003 (Friston , 2005 that proposed that perceptual predictions are interactive processes between 1) top--down prediction signals that are conveyed via feedback connections from higher cortical areas (where the prediction signals are generated) to lower sensory areas (where a current sensory event and predicted events are compared), and 2) bottom--up prediction error signals that are conveyed via feedforward connections from the lower cortical areas (where prediction error signals are initially generated) to the higher cortical areas (where predictive models are updated accordingly and new prediction signals are generated). Our expectation was also based on a wide range of reports in the literature on sensory predictions that have suggested that 1) the prefrontal and/or motor-related areas play a central role in the formation of sensory predictions and the updating of predictive models (Blakemore et al. 2000; Huettel et al. 2002; Rao et al. 2004; Bar et al. 2006; Schubotz 2007; Summerfield and Koechlin 2008) , while 2) the sensory areas are regions where the sensory predictions are imposed and a current sensory event and predicted sensory events are compared (Brunia 1999; Blakemore et al. 2000; Gomez et al. 2004; Schubotz 2007) . Thus, if the activations in the faceresponsible visual areas are related to the initial generation of prediction error signals as a result of such comparisons and those in the prefrontal (and the motor-related) areas are associated with the updating of predictive models based on error signals, then prefrontal (and motor-related) activations would be preceded by (or, at earliest, occur simultaneously compared with) face-responsible visual activations.
Materials and Methods
Participants
Twelve students (10 women, 2 men; age range = 20--29 years, M = 22.1 years) participated in this experiment. Eleven participants were righthanded, and one was left-handed. All participants had normal or corrected-to-normal vision and were free of neurological or psychiatric disorders. Written informed consent was obtained from each participant after the nature of the study had been explained.
Stimuli and Procedure
Thirty-two black-and-white oval pictures of faces at a central location against a black background (visual angle of 3.4°[width] 3 5.7°[height] from a viewing distance of 100 cm) that were defined by 4 models (2 females and 2 males), 2 facial expressions (fearful, happy), 2 orientations (upright, inverted), and 2 glasses (with, without) were used. These pictures were made by modifying original pictures of fearful and happy faces of 4 different models that were selected from the Pictures of facial affect (Ekman and Friesen 1976) . The duration of stimuli was 250 ms, and the stimulus onset asynchrony was 500 ms in all conditions. Figure 1 shows schematic illustrations of the upright and inverted sequences. In the upright sequence, 4 upright faces of 1 model were used (fearful face without glasses, happy face without glasses, fearful face with glasses, and happy face with glasses). The fearful and happy faces without glasses were regularly alternated (regular fearful nontarget and regular happy nontarget stimuli), and these stimuli were suddenly repeated (irregular fearful nontarget and irregular happy nontarget stimuli). Also, these 4 stimuli without glasses were occasionally replaced by those with glasses (regular fearful target, regular happy target, irregular fearful target, and irregular happy target stimuli). Each experimental block consisted of 256 trials, where the number of each stimulus was 105 (regular fearful nontarget), 105 (regular happy nontarget), 15 (irregular fearful nontarget), 15 (irregular happy nontarget), 7 (regular fearful target), 7 (regular happy target), 1 (irregular fearful target), and 1 (irregular happy target). The inverted sequence was completely the same as the upright sequence except for the orientation of the face stimuli.
The experiment consisted of 16 experimental blocks (8 blocks for the upright sequence [2 blocks for each model] and 8 blocks for the inverted sequence [2 blocks for each model]). The order of blocks was randomized across participants. In all blocks, the participant was seated in a reclining chair in a sound-attenuated and electrically shielded room and instructed to ignore attributes (facial expressions and identities) of the face stimuli and to press a button with the right thumb as quickly and accurately as possible when face stimuli with glasses (target stimuli) were presented. They were also asked to focus on the center of the display and to minimize any eye movement during each block.
Recordings
The electroencephalogram (EEG) was recorded from 25 silver--silver chloride cup electrodes attached to an electrocap (Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, PO7, PO3, POz, PO4, PO8, O1, Oz, and O2 according to the extended International 10-20 System). All electrodes were referenced to the nose tip. Blinks and eye movements were monitored with electrodes above and below the right eye (vertical electrooculogram [EOG] ) and at the right and left outer canthi of the eyes (horizontal EOG). The impedance of all electrodes was kept below 5 kX. EEG and EOG signals were digitized at a sampling rate of 500 Hz. Offline, the EEG and EOG signals were digitally bandpass-filtered at 1--30 Hz with a finite impulse response (FIR) filter (909-point Kaiser-windowed sinc FIR filter; Kaiser beta = 5.653, maximum passband deviation = 0.001, transition band width = 2 Hz). The EEG and EOG signals were then averaged for 8 categories defined by 4 nontarget stimuli (regular fearful, regular happy, irregular fearful, and irregular happy stimuli) and 2 orientations (upright and inverted sequences). Averaging epochs were 600 ms featuring a 100-ms prestimulus baseline. In the averaging procedure, 1) the first 4 epochs in each block, 2) epochs during which the participants made a button press, 3) 2 epochs preceded by target stimuli, 4) 2 epochs preceded by irregular stimuli, and 5) epochs in which the signal changes exceeded ±50 lV on any of the electrodes were omitted. As a result, the averaging number for each nontarget stimulus was, on average, 359 (upright regular fearful), 361 (upright regular happy), 86 (upright irregular fearful), 87 (upright irregular happy), 367 (inverted regular fearful), 369 (inverted regular happy), 87 (inverted irregular fearful), and 87 (inverted irregular happy).
Data Analysis
Behavioral Performance
Behavioral performance was measured in terms of reaction time (ms), hit rate (%), and false alarm rate (%) for 4 conditions (upright fearful, upright happy, inverted fearful, and inverted happy conditions). Since the number of irregular target trials was quite low, the irregular and regular trials were collapsed. Responses were scored as a hit if the button was pressed within 100--800 ms after target onset. Responses outside this period were classified as false alarms. These measures were subjected to repeated-measures ANOVAs with 2 factors: 2 orientations (Upright, Inverted) and 2 facial expressions (Fearful, Happy). The effect sizes are shown as partial eta squared (g 2 ).
ERPs and Difference Waves
To estimate the regularity violation effects, grand-average irregularminus-regular difference waves were calculated for the upright fearful, upright happy, inverted fearful, and inverted happy conditions. In the difference waves for the fearful conditions, a right parieto-occipital (PO8) maximum negativity (EMMN) that peaked at around 276--286 ms (upright) and 340--350 ms (inverted) was observed. In the difference waves for the happy conditions, a midline parieto-occipital (POz) maximum negativity (EMMN) that peaked at around 348--358 ms (upright) and 368--378 ms (inverted) was observed.
Mean Amplitudes of EMMN
To test the significance of the elicitation of EMMN, mean amplitudes of the difference waves within the corresponding 10-ms time windows at the corresponding electrode were subjected to one-tailed paired ttests. The effect sizes are presented as d values. Further, to compare the mean amplitudes of EMMN among the 4 conditions, the amplitudes were subjected to repeated-measures ANOVAs with 2 factors: 2 orientations (Upright, Inverted) and 2 facial expressions (Fearful, Happy). The effect sizes are shown as partial g 2 .
Onset Latencies of EMMN
To estimate the onset latencies of EMMN, a jackknife method combined with the relative criterion technique (Miller et al. 1998; Ulrich and Miller 2001; Kiesel et al. 2008 ) was used. With regard to 12 sub--grandaverage irregular-minus-regular difference waves for each of 4 conditions (at the PO8 electrode for the fearful upright and inverted conditions and at the POz electrode for the happy upright and inverted conditions), the onset latency was evaluated as the time at which the difference waves reached 50% of the peak amplitude of EMMN, starting at 200 ms after stimulus onset. Next, to compare the onset latencies of EMMN among the 4 conditions, the evaluated values were subjected to conventional repeated-measures ANOVAs with 2 factors: 2 orientations (Upright, Inverted) and 2 facial expressions (Fearful, Happy). The F values were adjusted according to Ulrich and Miller (2001) . The effect sizes are shown as partial g 2 .
Neural Generators of EMMN sLORETA was used to estimate the neural generators of EMMN. Briefly, sLORETA computes the cortical 3D distribution of current source density of scalp-recorded EEG and provides a single solution to the inverse problem of the location of cerebral sources. This method is based on a standardized current source density as well as a 3-shell spherical model registered in the digitized atlas provided by the Brain Imaging Centre, Montreal Neurological Institute (MNI; Talairach and Tournoux 1988) , calculates the standardized current source density at each of voxels in the gray matter and the hippocampus of the MNI reference brain (6239 voxels at a spatial resolution of 5 mm), and estimates the current sources under the assumption that neighboring voxels should have a maximally similar electrical activity. This method is confirmed to achieve zero localization error in noise-free stimulations (Pascual-Marqui 2002) .
sLORETA was conducted for successive time windows of EMMN to estimate the neural generators and their time courses. For the EMMN in the upright fearful conditions, sLORETA images for difference waves within the 250-to 290-, 290-to 330-, and 330-to 370-ms time windows were calculated. For the EMMN in the upright happy conditions, sLORETA images for difference waves within the 300-to 340-and 340-to 380-ms time windows were calculated. These sLORETA images were then compared with zero with voxel-by-voxel t-tests. Statistical significance was assessed using a randomization test (number of randomizations: 5000) based on statistical nonparametric mapping (Nichols and Holmes 2002) , which corrects for multiple comparisons. Voxels with significant differences (P < 0.01) were projected in specific brain regions. Table 1 shows the behavioral performance in the 4 conditions. With regard to the reaction times (ms), two-way ANOVAs (2 orientations 3 2 facial expressions) revealed a significant main effect of orientation (F 1,11 = 19.00, P < 0.01, partial g 2 = 0.63), which indicates that the reaction time was longer for the inverted conditions than for the upright conditions. With regard to the hit and false alarm rates, two-way ANOVAs revealed no significant effects. Figure 2A shows the grand-average ERPs elicited by irregular and regular stimuli and the grand-average irregular-minusregular difference waves in the fearful (left 2 columns) and happy conditions (right 2 columns). In the fearful conditions, a posterior negativity (EMMN) that peaked at around 276--286 ms (upright) and 340--350 ms (inverted) was observed in the difference waves, while in the happy conditions, a posterior negativity (EMMN) that peaked at around 348--358 ms (upright) and 368--378 ms (inverted) was observed in the difference waves. Figure 2B shows topographical maps of the difference waves within the corresponding 10-ms time windows. The EMMN in the fearful conditions had a scalp distribution that peaked at a right parieto-occipital electrode (PO8), while the EMMN in the happy conditions had a scalp distribution that peaked at a midline parieto-occipital electrode (POz). Figure 3A shows the grand-average mean amplitudes of EMMN (276--286 ms at PO8 for the upright fearful, 340--350 ms at PO8 for the inverted fearful, 348--358 ms at POz for the upright happy, and 368--378 ms at POz for the inverted happy conditions). The mean amplitude was -1.54 lV (standard error [SE] = 0.44) in the upright fearful, -0.93 lV (0.38) in the inverted fearful, -1.04 lV (0.45) in the upright happy, and -0.47 lV (0.24) in the inverted happy conditions. One-tailed paired t-tests showed that EMMN was significantly elicited in the upright fearful (t 11 = -3.51, P < 0.01, d = 1.01), inverted fearful (t 11 = -2.47, P < 0.05, d = 0.71), upright happy (t 11 = -2.31, P < 0.05, d = 0.67), and inverted happy conditions (t 11 = -1.97, P < 0.05, d = 0.57). However, two-way ANOVAs (2 orientations 3 2 facial expressions) revealed no significant effects. Figure 3B shows the grand-average onset latencies of EMMN (PO8 for the fearful and POz for the happy conditions). The onset latency was 250.8 ms (SE = 0.3) in the upright fearful, 303.3 ms (0.9) in the inverted fearful, 311.3 ms (0.9) in the upright happy, and 362.3 ms (0.5) in the inverted happy conditions. Two-way ANOVAs (2 orientations 3 2 facial expressions) revealed a significant main effect of orientation (Fcorrected 1,11 = 33.11, P < 0.01, partial g 2 = 0.75) and facial expression (Fcorrected 1,11 = 96.76, P < 0.01, partial g 2 = 0.90), which was due to longer onset latencies of EMMN in the inverted conditions than in the upright conditions and those of EMMN in the happy conditions than in the fearful conditions. Figure 4A and Table 2 show the current sources of EMMN in response to upright irregular fearful faces. In the early phase of EMMN (250--290 ms), the current sources were located in the 1) temporal (the fusiform, inferior temporal, and middle temporal gyri; right hemisphere only), 2) frontal (the medial frontal, orbital, rectal, superior frontal, middle frontal, and inferior frontal gyri; both hemispheres but lateralized to the right hemisphere), and 3) limbic lobes (the anterior cingulate; both hemispheres but lateralized to the right hemisphere). In the middle phase (290--330 ms), the current sources were located in the 1) frontal and 2) limbic lobes. In the late phase (330--370 ms), the current sources were located in the 1) frontal, 2) limbic, and 3) occipital lobes (the inferior occipital and middle occipital gyri; left hemisphere only). Figure 4B and Table 3 show the current sources of EMMN in response to upright irregular happy faces. In the early phase of EMMN (300--340 ms), the current sources were located in the 1) temporal (the fusiform, inferior temporal, and superior temporal gyri; right hemisphere only), 2) frontal (the medial frontal, orbital, rectal, superior frontal, middle frontal, and inferior frontal gyri; both hemispheres but lateralized to the right hemisphere), and 3) limbic lobes (the anterior cingulate; both hemispheres but lateralized to the right hemisphere). In the late phase (340--380 ms), the current sources were located in the 1) frontal and 2) occipital lobes (the cuneus; both hemispheres but lateralized to the left hemisphere).
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Discussion
The present study demonstrated that 1) irregular emotional faces that violated sequential regularities elicited EMMN under a situation where the emotional faces themselves were unrelated to the participant's task, 2) the onset latencies of EMMN were significantly prolonged in the inverted conditions compared with the upright conditions (face-inversion effect) and in the happy conditions compared with the fearful conditions (negative-bias effect), 3) for both irregular fearful and happy faces, EMMN was associated with activations in the temporal, frontal, limbic, and occipital lobes, while it was not associated with activations in any motor-related areas, and 4) for both irregular fearful and happy faces, temporal activations were observed only in the early phase of EMMN and occipital activations were observed only in the late phase of EMMN, while frontal and limbic activations were observed in almost all phases of EMMN.
Evidence for the Unintentional Temporal Context--Based Prediction of Emotional Faces
When compared with the regular emotional faces, irregular emotional faces evoked robust prediction error responses under a situation where the emotional faces themselves were unrelated to the participant's task. In addition, the prediction error responses emerged as a posterior negativity with morphologies similar to EMMN (Susac et al. 2004; Zhao and Li 2006; Astikainen and Hietanen 2009; Chang et al. 2010 ) and traditional visual MMN (Czigler 2007; Kimura et al. 2011 ). These results indicate that upcoming emotional faces were unintentionally predicted on the basis of sequential regularities and that EMMN observed in previous oddball studies reflected prediction errors rather than memory mismatches. Therefore, these results provide direct evidence for the existence of the unintentional temporal context--based prediction of emotional faces.
One may argue that the present EMMN might still be explained in terms of memory mismatches rather than prediction errors, as the EMMN that has been obtained under the use of oddball sequences. That is, since the present stimulus sequences also included a repetitive presentation of a particular stimulus pattern (e.g., fearful to happy faces; FH), the present EMMN might be interpreted to reflect mismatches between the irregular emotional faces and the visual memory of a repetitively presented stimulus pattern (FH). Traditionally, an automatically formed visual memory has been understood in terms of visual sensory store that is involved in representing only temporally unintegrated (static) information (Neisser 1967; Atkinson and Shiffrin 1968) . According to this view, it is unlikely that the visual memory of the stimulus pattern (FH) was automatically formed. However, it will be still arguable that the present successive presentation of face stimuli might induce apparent facial motion and the visual memory of the stimulus pattern (FH) might be automatically formed in the format of facial motion. However, it seems unlikely that apparent facial motion was induced in the present study. First, previous studies on apparent facial motion have typically used a continuous presentation of static face stimuli to induce the robust apparent facial motion (e.g., Puce et al. 2000; Miyoshi et al. 2004) , while the present study presented static face stimuli with a relatively long interstimulus interval (250 ms). Second, previous ERP studies on apparent facial motion have shown that the amplitude and/or latency of visual evoked potentials (in particular, N170, a face-sensitive ERP component; Bentin et al. 1996) are robustly modulated as a function of the types of apparent facial motion (e.g., mouth-opening changes vs. mouth-closing changes, Puce et al. 2000 ; facial expression changes vs. individual changes, Miyoshi et al. 2004) , while in the present study such a difference in visual evoked potentials was not observed between the irregular and regular emotional faces (i.e., facial expression no changes vs. facial expression changes; see Fig. 2 ). These facts suggest that apparent facial motion was not induced in the present study and oppose the idea of the visual memory of the stimulus pattern (FH) in the format of facial motion. Thus, although the existence of an automatically formed visual memory that can represent temporally integrated information could not be completely ruled out, we consider that the present EMMN would be more reliably explained in terms of prediction errors rather than memory mismatches. Furthermore, the face-inversion and negative-bias effects on the onset latencies of EMMN suggest that unintentional predictions were present not only for low-level visual features that comprised a face but also for holistic face dimensions. Although it is difficult to provide a conclusive explanation why robust face-inversion and negative-bias effects were observed only for the onset latencies but not for the mean amplitudes of EMMN, the present results are highly consistent with previous behavioral studies on the face-inversion effect that suggested that upright and inverted face processing do not differ qualitatively and even inverted faces are eventually processed holistically (Sekuler et al. 2004; Richler et al. 2011 ; but see also Murray et al. 2000; Rossion 2008 ) and those on the negativebias effect that demonstrated that negative faces are processed faster than positive faces (Hansen and Hansen 1988; Ö hman et al. 2001) .
One may argue that the present modulations of EMMN might be explained in terms of differences in task difficulty between the upright and inverted conditions. In fact, the present glassdetection task was slightly more difficult in the inverted conditions than in the upright conditions. However, this taskdifficulty account is not consistent with the finding in a previous visual MMN study that amplitudes of visual MMN were enhanced when the task difficulty increased (Kimura et al. 2008 ). In addition, although this account might explain the face-inversion effect on EMMN, it does not explain the negative-bias effect on EMMN. One may also argue that the present modulations of EMMN might be explained in terms of the effects of visual fields of stimulation on visual MMN (i.e., a higher sensitivity of visual MMN for stimulation of the lower visual field than for stimulation of the upper visual field; Czigler et al. 2004 ). In the present study, one of the prominent differences in the low-level visual features between fearful and happy faces was the shape of the mouth. The mouth was located in the lower visual field in the upright conditions and in the upper visual field in the inverted conditions, which might have caused a more prominent EMMN in the upright conditions than in the inverted conditions. Although this possibility cannot be completely ruled out based on the present results, this visual-field account also cannot explain the negative-bias effect on EMMN. Taken together, the present face-inversion and negative-bias effects on EMMN suggest that Note: Brain areas that showed statistically significant differences (P \ 0.01) are shown. The critical t value for P \ 0.01 was 6.50 (250--290 ms), 5.67 (290--330 ms), and 6.07 (330--370 ms), respectively. Three-dimensional x-, y-, and z-coordinates are given for the Talairach space (Talairach and Tournoux 1988) . The x-, y-, and z-coordinates and t values show the maximum value for each location. BA, Brodmann's area; R, right hemisphere; L, left hemisphere. Note: Brain areas that showed statistically significant differences (P \ 0.01) are shown. The critical t value for P \ 0.01 was 5.60 (300--340 ms) and 5.89 (340--380 ms), respectively. Threedimensional x-, y-, and z-coordinates are given for the Talairach space (Talairach and Tournouxunintentional prediction occurred, at least partly, for holistic face dimensions. In summary, the present results on EMMN provide direct evidence for the existence of the unintentional temporal context--based prediction of emotional faces and support the idea that the concept of unintentional temporal context--based prediction can be generalized for a wide range of biologically relevant stimuli.
Neural Substrates of the Unintentional Prediction of Emotional Faces
For both irregular fearful and happy faces, the neural generators of EMMN were located in the temporal, frontal, limbic, and occipital lobes. The temporal activations were located mainly in the inferior lateral temporal areas (the fusiform and inferior temporal gyri), which are known as the face-responsible occipitotemporal visual extrastriate areas (Haxby et al. 2000) . In addition, the temporal activations were located only in the right hemisphere, which is highly consistent with a large body of brain imaging studies on face processing (Sergent et al. 1992; Haxby et al. 1994; Clark et al. 1996; Kanwisher et al. 1997; McCarthy et al. 1997) . Further, the activations of face-responsible areas fit nicely with previous observations that prediction error responses reflected by visual MMN were engaged in the visual extrastriate areas responsible for dimensions where the regularity violations occurred (e.g., MT/V5 activations for visual MMN in response to regularity violations in the direction of motion; Pazo-Alvarez et al. 2004) .
The frontal activations were located over the medial prefrontal (the medial frontal, orbital, and rectal gyri) and lateral prefrontal areas (the superior frontal, middle frontal, and inferior frontal gyri). These results are consistent with previous studies on neural generators of visual MMN that have reported activations in the medial prefrontal (the orbital gyrus; Kimura, Ohira, and Schro¨ger 2010) and lateral prefrontal areas (the inferior frontal gyrus, Urakawa et al. 2010 ; the dorsolateral prefrontal cortex, Yucel et al. 2007 ). Further, the present results are also consistent with a previous study on perceptual sequence learning that has reported activations in the lateral prefrontal areas (the middle frontal gyrus, inferior frontal sulcus, and inferior frontal gyrus; Huettel et al. 2002 ) and a study on representational momentum that has reported activations in the medial prefrontal (the frontopolar cortex and medial frontal gyrus) and lateral prefrontal areas (the superior frontal and inferior frontal gyri; Rao et al. 2004 ). In addition, the present frontal activations showed right-hemisphere dominance, which is highly consistent with all of these studies.
The other activations were located in the limbic (the anterior cingulate, right lateralized) and occipital lobes (the occipital visual extrastriate areas including the inferior occipital gyrus, left lateralized). Activation of the anterior cingulate has not been consistently observed in the previous studies mentioned above. However, Huettel et al. (2002) reported similar right-lateralized anterior cingulate activation. The activation of occipital visual extrastriate areas has been reported in almost all studies on neural generators of visual MMN (Yucel et al. 2007; Urakawa et al. 2010 ) and in a study on representational momentum (Rao et al. 2004 ). In addition, the occipital visual extrastriate areas including the inferior occipital gyrus have also been associated with face processing (in particular, early analyses of low-level facial features; Haxby et al. 2000) . Taken together, the present activations in the temporal, frontal, limbic, and occipital lobes are highly consistent with our primary expectation that neural generators of the EMMN would include the face-responsible visual and prefrontal areas.
Importantly, the neural generators of EMMN were not associated with activations in any motor-related areas. This indicates that in the present study the mapping of the emotional faces onto the participant's motor system did not occur and the unintentional temporal context--based prediction of emotional faces on the basis of motoric sequential regularities was not formed. If we consider the previous findings that suggested that passive observation of others' facial expression can lead to motor-related activations in a relatively automatic manner (Carr et al. 2003; Leslie et al. 2004 ), the present result might seem to be strange. One possible explanation for this discrepancy is that it may be associated with the participant's top--down strategy. Indeed, although some studies have shown that even passive observation of others' actions can lead to the motor-related activations (Fadiga et al. 1995; Iacoboni et al. 1999; Buccino et al. 2001; Carr et al. 2003; Leslie et al. 2004 ), it has also been shown that passive observation of others' actions is not necessarily sufficient for the robust motor-related activations and they are dependent on the observer's top--down strategy (e.g., observing the others' actions with intention to imitate; Decety et al. 1997; Gre`zes et al. 1998) . In the present study, the participant was required to ignore facial expressions and the emotional faces themselves were completely unrelated to the participant's task. Such a task instruction may fade away the motoric involvement in the unintentional prediction of emotional faces.
In summary, the present results on neural generators of EMMN suggest that the unintentional temporal context--based prediction of emotional faces can operate on a principle similar to that for nonbiological visual stimuli and provide further empirical support for the major engagement of the visual and prefrontal areas in unintentional temporal context--based prediction in vision.
Neural Mechanisms of the Unintentional Prediction of Emotional Faces
For both irregular fearful and happy faces, activations in facesensitive occipitotemporal visual extrastriate areas were observed only in the early phase of EMMN, while those in prefrontal areas were observed in almost all phases of EMMN. Thus, a clear precedence of occipitotemporal visual extrastriate activations compared with prefrontal activations was not observed. However, this temporal pattern is not inconsistent with our expectation. Thus, the present result is not inconsistent with the notion that occipitotemporal visual extrastriate activation might be related to the initial generation of prediction error signals, while prefrontal activation might be related to the updating of predictive models.
An interesting observation is that occipital extrastriate visual areas were activated only in the late phase of EMMN. Although it is difficult to provide a definitive interpretation, at least 2 possible explanations can be proposed. First, occipital activation may reflect the top--down imposition of new predictions based on updated predictive models. This account seems to be plausible since in the successive presentation of emotional faces as in the present study, it would be beneficial Unintentional Temporal Context--Based Prediction of Emotional Faces d Kimura et al. to form new predictions when prediction errors occurred and to impose them on the visual areas that are responsible for early analyses of low-level facial features (Haxby et al. 2000) before the presentation of the next emotional face. Such formation of new predictions is theoretically possible since in the present study irregular emotional faces were always followed by an emotional face of another valence (i.e., irregular fearful faces were always followed by happy faces and vice versa). This account may further explain why occipital activation was more prominent for irregular happy faces (see Fig. 4 ). Thus, it may reflect stronger predictions for the upcoming fearful compared with happy faces (i.e., a kind of negative-bias effect). Second, occipital activation may simply reflect the bottom--up initial prediction error responses with respect to the low-level visual features that comprise the face. In the present study, EMMN showed faceinversion and negative-bias effects. However, the presence of these effects does not mean that the prediction error responses were exclusively related to holistic face dimensions. Therefore, it is also possible that occipital activation reflected bottom--up error responses. This account seems to be consistent with an observation that the occipital activation in response to irregular fearful and happy stimuli emerged within approximately the same time windows (330--370 and 340--380 ms, respectively). Importantly, however, if we consider that no previous studies have investigated the time courses of the neural generators of EMMN as well as visual MMN, both the validity of these 2 hypotheses and the replicability of the temporal patterns of neural generators have to be extensively tested in future studies.
In summary, the present findings on the time courses of EMMN generators provide preliminary support for the idea that prediction error responses reflected by EMMN (and, presumably, visual MMN) might be composed of both bottom--up and top--down predictive processes.
Conclusions
The present study demonstrated that, without any intention on the part of the participant, upcoming emotional faces were predicted on the basis of sequential regularities, which was mainly implemented by the face-responsible visual extrastriate areas and prefrontal areas. The present results support the idea that the concept of unintentional temporal context--based prediction that has been established with the use of nonbiological visual stimuli can be generalized for a wide range of biological visual stimuli and provide further empirical evidence for the major engagement of the visual and prefrontal areas in unintentional temporal context--based prediction in vision.
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