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Foreword to the XXth TELEMAC-MASCARET User Conference 
 
Dear participants, 
 
BAW is proud to present the proceedings of the XXth TELEMAC-MASCARET User Conference. As the 
service provider for Germany’s federal waterways, numerical modelling is one of the main tools for 
engineering tasks in BAW. 
 
Beginning to apply and develop TELEMAC in the last century, it is now a standard for 2D modelling of 
waterways at BAW. Today sediment transport modelling, high resolution grids, increasing sizes of 
modelling areas, long-term prognoses and massively parallel computing define our challenges here. 
Collaboration in the TELEMAC-MASCARET Consortium and many productive co-operations with 
universities guarantee continuous progress and new developments to face the diverse and complex tasks. 
 
20 years of user conferences stand for 20 years of fruitful interaction between developers and users and 
active networking among the users themselves. They also represent tradition, which is one significant 
component of the TELEMAC-MASCARET programming family. Evolution is another element, apparent 
at the annual conference when the latest developments are presented. A wonderful example for this is the 
yearly presentation of an even better advection scheme by Jean-Michel Hervouet. As always I am looking 
forward to that presentation and the enhancement of the calculation due to the new, amazing scheme. 
 
On behalf of BAW and of the TELEMAC-MASCARET Consortium, I would like to thank all authors 
and participants for the exciting contributions to the TELEMAC-MASCARET User Conference. The 
numerous articles clearly demonstrate that the TELEMAC-MASCARET software is an excellent tool for 
research and application.  
 
 
 
 
 
 
Rebekka Kopmann 
Chair of Local Organising Committee 
Bundesanstalt für Wasserbau 
Kußmaulstr. 17 
76187 Karlsruhe  
Germany 
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The weak form of the method of 
characteristics, an amazing advection scheme 
 
J.-M. Hervouet 
Laboratoire National d’Hydraulique et Environnement (LNHE) 
Electricité de France 
6 Quai Watier, 78400 Chatou  FRANCE 
j-m.hervouet@edf.fr 
 
 
Abstract— The weak form of the method of characteristics is 
described. The principle is given and the technical problems 
exposed. Results on the rotating cone test show the amazing 
quality of this scheme, but the method suffers from a number 
of implementation problems. It can however advantageously 
be used in some specific situations. 
 
I. INTRODUCTION 
The weak form of the method of characteristics is used 
for solving advection, or even advection-diffusion equations 
with source terms. It couples the classical method of 
characteristics, as already used in TELEMAC, and a finite 
element formulation. Though invented at LNHE in the 
eighties (see [1]), this technique was not developed in 
Europe but is now widely known in the US as ELLAM 
(Eulerian Lagrangian Localized Adjoint Method, see [2]). 
Though still relying on linear elements this method 
surprisingly yields extraordinary results in terms of phase 
error and amplification, but suffers from a number of 
implementation problems. It can however advantageously be 
used in some specific situations. The principle of the method 
is briefly recalled hereafter, and the application to 
TELEMAC is tried. 
II. PRINCIPLE 
The method is explained here in the context of Navier-
Stokes equations, with a pure advection in the conservative 
form: 
 
0)div( =+∂
∂ uf
t
f 
  (1) 
Where f is the advected function and u  the advection field. 
With the classical method of characteristics (now called 
"strong" characteristics), a solution would consist of tracing 
back the characteristics (backwards trajectories but with 
fixed advection field), and interpolate the value of f  at time 
nt for every point i  in the mesh (the result is denoted if
~
), 
and to eventually write: i
n
i ff
~1 =+ . However the strong 
characteristics solve the non-conservative equation, their 
advantage is that they are monotonous, as the interpolation 
(if linear, this would not be the case with higher orders) 
cannot give under- or overshoots, and a drawback is that 
they are not mass conservative. They are unconditionally 
stable. The basic idea of the weak form of characteristics is 
to apply a variational Galerkin formulation of the equation, 
not only in space: 
 
0)div( =ΩΨ

 +∂
∂∫Ω duftf i  (2) 
but also in time! 
 
0)div(
1
=

 ΩΨ

 +∂
∂∫∫ Ω
+
dtduf
t
f
i
t
t
n
n

 (3) 
iΨ is a linear test function, defined for all degrees of 
freedom in the mesh, with property 1
1
=Ψ∑
=
np
i
i , np being 
the total number of nodes in the mesh. We then apply two 
integrations by part, on one hand: 
 
[ ] dtdf
t
df
dtd
t
f
it
tti
i
t
t
n
n
nt
n
n
n


 Ω∂
Ψ∂−ΩΨ
=

 ΩΨ∂
∂
∫∫∫
∫∫
ΩΩ
Ω
++
+
11
1
 (4) 
and on the other hand the divergence term with the Stokes 
theorem. Commuting the integrals in space and time is 
possible if Ω is independent from time, it finally gives: 
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( )
0)(.
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1
1
11
=

 Ω

 Ψ+∂
Ψ∂−
ΓΨ
+ΩΨ−ΩΨ
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∫∫
∫∫
Ω
Γ
Ω
++
Ω
+
+
dtdgradu
t
f
dtdnuf
dfdf
i
it
t
i
t
t
n
i
nn
i
n
n
n
n
n


     (5) 
The iΨ have been indexed with time when necessary, for 
reasons that will now appear clearly. It seems that things are 
more complicated with this new equation, but the 
tremendous idea in the method is to remark that we have in 
the second line the term )(. it gradui Ψ+∂Ψ∂  , which looks 
like a non conservative advection equation of the test 
functions. This term would be 0 if the test functions were 
advected, and it is what will be done! Note that we started 
from a conservative advection equation on f and arrive at a 
non conservative equation of the test functions. On the 
contrary a non conservative advection equation of f would 
lead to a conservative equation of the test functions. 
So now we admit that the test functions are advected in a 
non conservative form, so that 0)(. =Ψ+∂Ψ∂ it gradui  , 
and we are left with: 
dtdnufdfdf i
t
t
n
i
nn
i
n
n
n ΓΨ−ΩΨ=ΩΨ ∫∫∫∫ ΓΩ++Ω
+ .
1
11
  (6) 
If we sum on all points in the mesh, we have: 
  
( )dtdnufdfdf nnttnn Γ−Ω=Ω ∫∫∫∫ ΓΩ+Ω + .11  (7) 
which is a mass conservation proof stating that the increase 
of mass in the domain is only due to the flux at the 
boundaries between nt and 1+nt , n  being a vector pointing 
outward the domain. Can we solve (6)? The left-hand side is
ΩΨΨ∫ ++Ω+
=
∑ df ninjnjnp
j
111
1
. If we choose a backward 
advection of test functions, 1+Ψ ni  will be the classical test 
functions of our mesh and  ΩΨΨ∫ ++Ω dninj 11   will be the 
classical mass matrix M. We shall eventually have to solve a 
linear system: RHSFM n =+1 , where:  
( )dtdnufdfRHS ittnin nn ΓΨ∫∫−ΩΨ∫= ΓΩ + .1  (8) 
In this right-hand side niΨ will be the same test function 
advected backward, thus at time nt  and this is a new 
concept. We can imagine for example a set of test functions 
based on the feet of all characteristics, the feet being the 
nodes of an advected mesh (with the assumption that 
triangles remain correctly oriented triangles during 
advection, which is not guaranted). The property 
1
1
=Ψ∑
=
np
i
n
i  must be preserved if we want to keep our proof 
of mass conservation. Actually the term ΩΨ∫Ω df nin only 
requires the knowledge of niΨ , not the full trajectory. As 
function nif  is known on the real mesh (not the backward 
advected one), we have to write: ∑
=
+Ψ=
np
j
n
i
n
j
n ff
1
1 , and 
term  ΩΨ∫Ω df nin   is thus: 
ΩΨΨ=ΩΨ∫ +Ω=Ω ∫∑ dfdf ninjnj
np
j
n
i
n 1
1  (9) 
This is where we find the main technical difficulty: the 
test functions 1+Ψ nj and niΨ  are based on meshes that are 
different. To have a unique polynomial definition of both we 
must decompose the domain into a number of areas, every 
area belonging to a unique triangle of the original mesh and a 
unique triangle of the advected mesh. Such areas may be 
triangles, quadrilaterals, pentagons, or even hexagons. A 
general solution of this problem, based on the theory of 
distributions, has been proposed in 1986 (see [3]). However 
it could be sensitive to truncation errors, the final exact 
formula using the Heavyside function (denoted H). As a 
matter of fact terms like H(ax+by+c) may give randomly 0 
or 1, depending on truncation errors, if ax+by+c is close to 
0. Research in this direction would include finding a formula 
insensitive to truncation errors and a fast way to decompose 
the mesh into areas with unique polynomial definition of 
1+Ψ nj and niΨ . 
Actually, for a practical use, the integral of (9) is 
computed with Gauss points. The Gauss points (a given 
constant number for every triangle, namely 1, 3, 4 or 6 were 
tested) are defined on the original mesh and advected 
backwards. The idea has been published in [4]. However, 
whatever the number of Gauss points (see [5] for numerical 
values and positions of Gauss points of various elements), 
this is an approximation because it will be used to integrate a 
function that is only piece-wise polynomial. Though it 
eventually gives a very simple procedure, the use of Gauss 
points is here conceptually complex and needs explanations. 
The first idea is to decompose the term ΩΨ∫Ω df nin  into 
the integral over all the triangles surrounding point i in the 
backward advected mesh. On such triangles niΨ has a unique 
polynomial (in fact linear) definition, but nf is only piece-
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wise linear, because it is defined on the original mesh. Then 
on a triangle T we can write: 
 
)(
1
gfwdTf ni
n
gg
ngauss
g
n
i
n
T
Ψ=Ψ ∑∫
=  (10) 
Where: ngauss is the number of Gauss points, gw is the 
weight of Gauss points, and ngf  is the value of 
nf at the 
position of the Gauss point. )(gniΨ  is the value of the test 
function at the position of the Gauss point. g
ngauss
g
w∑
=1
 is the 
area of the triangle. The Gauss weights, because they are 
proportional to the area of the triangle, are liable to change 
with time. However, the definition of a divergence free 
velocity field ensures that the areas of triangles will not 
change (unless we have errors in the discretisation). For this 
reason, but only in a context where 0)( =udiv  , the Gauss 
weights are taken in the mesh at time 1+nt . Note that if the 
velocity field is not divergence free, e.g. if the local space is 
expanding, ΩΨ∫Ω di would grow with time, then f
would be locally reduced to keep mass conservation 
according to its conservative equation. To sum up, in the 
sum )(
1
gfw ni
n
gg
ngauss
g
Ψ∑
=
  the weights gw  can be taken in 
the mesh at time 1+nt , it is also the case of )(gniΨ  because 
iΨ  is advected in a non conservative form, which keeps its 
height unchanged. Now what is ngf ? This is where we use 
the strong form of the method of characteristics: the 
backward characteristics will be built for all the Gauss 
points, and ngf  will be the value of
nf at the foot the Gauss 
point characteristic. Now what will happen if a backward 
characteristic goes out of the domain? It can only do this 
through a liquid boundary which is an entrance of the 
domain, hence were we have the boundary conditions of f
and we can take it for the value of ngf . In other terms the 
Gauss points exiting the domain will provide the term
( )dtdnufitt nn ΓΨ∫∫ Γ+ .1 . Using the technique of Gauss 
points, the whole method will result in solving the system: 
 
( ) )(
1
1 gfwFM ni
n
gg
ng
g
i
n Ψ= ∑
=
+
 (11) 
where ng represents all Gauss points involved in the 
computation of the terms: 
 ( )dtdnufdf ittnin nn ΓΨ∫∫+ΩΨ∫ ΓΩ + .1   (12) 
The procedure thus consists of choosing a number of 
Gauss points per triangle (the larger the better because it will 
never be an exact integration), of computing their 
characteristic and interpolating the advected function at their 
foot. With this the right-hand side of the linear system is 
easily built, and this system is easily inverted (with an 
iterative solver), because its matrix is a mass matrix. The 
procedure is mass conservative (in a divergence-free velocity 
field context), but we can check it only if we are able to find 
out what is ( )dtdnufitt nn ΓΨ∫∫ Γ+ .1  in the right-hand side, 
which is not obvious as the Gauss points procedure 
computes simultaneously both terms of (12). 
III. A FIRST TEST CASE 
This first test case is done in the context of a divergence 
free rotating velocity field. It was also used in [6] (where a 
figure showing the velocities is given). It consists of the 
advection of a tracer in a solid rotation velocity field. 
Namely the computational domain is a square between 
abscissae 0 and 20.1 m and between ordinates 0 and 20.1 m. 
The mesh is composed of squares of side 0.3 m split into two 
triangles. The velocity field has the two components 
u(x,y)=10.05-y  and v(x,y)=x-10.05, and the initial tracer 
value is between 0 and 1, of the form: [ ] 2/)05.10()15( 22),( −+−−= yxeyxT . 
 
Figure 1.  The rotating cone test with various advection schemes 
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The principle of the test is to simulate one rotation of the 
tracer around the center of the square. With an ideal solver, 
there should be no variation of the tracer after one rotation. 
We do here one rotation in 32 iterations, with a time step of 
0.196349541 s (actually the conditions chosen in Reference 
3, which show that the method is insensitive to the Courant 
number). 
The original maximum height of the cone is 1. After one 
rotation the tracer maximum is given in Table I and the 
shape of the cone is shown on Figure 1. 
TABLE I.  ROTATING CONE TEST 
Advection scheme Height of cone after 1 
rotation 
explicit PSI scheme 0.1875 
“strong” characteristics 0.6778 
“weak” characteristics 0.996929 (6 Gauss points) 
 
In this case the Courant number is at most 7 if we 
consider sides of triangles as the mesh size. The cone after 1 
rotation is virtually unchanged. Now you understand why 
this method is worth looking at, even if it has technical 
drawbacks! Note that with a more physically recommended 
Courant number of 1 the cone height after one rotation is 
0.9545, which shows that the method is less diffusive for 
large Courant numbers (even one rotation in 1 step would 
work!). The reason for the excellent quality of the method is 
certainly the inversion of the mass matrix, which prevents 
artificial diffusion. If we lump the matrix, so that it becomes 
a diagonal with positive terms, monotonicity is thus ensured, 
but the height after one rotation becomes 0.5013, which is 
less than the strong form (but compared to the strong form of 
characteristics it would be however a way to improve mass 
conservation, with a result better than the distributive 
schemes). 
Increasing the number of Gauss points is rapidly useless, 
as shown in Table II, though the six-point case eventually 
shows that the overshoot is due to the quadrature. 
TABLE II.  INFLUENCE OF THE NUMBER OF GAUSS POINTS 
Number of Gauss 
points 
Maximum of cone Minimum of cone 
1 0.840168 -2.77 10-6 
3 1.004790 -3.28 10-5 
4 1.003720 -5.31 10-5 
6 0.996929 -1.39 10-5 
 
IV. NOW THE DRAWBACKS 
A test case with a tracer, e.g. a tracer added in the bridge 
piers test case, shows the drawbacks of the loss of 
monotonicity. In this case a tracer at value 1 is entered on 3 
points in the entrance, whereas on other points it is set to 0. 
We compare the results after 80 s of simulation. The strong 
form of characteristics is monotonous, but the highest value 
of the tracer at the exit is only 0.398. The weak form has 
values at the exit greater than 0.9, but strong undershoots and 
overshoots (range of values from -0.31 to 1.22). Lumping the 
mass matrix saves monotonicity, but in this case numerical 
diffusion is worse than the strong form. A partial lumping 
can give intermediate results. 
 
Figure 2.  von Karman eddies with strong or weak characteristics used for 
advection of velocities 
If we use the weak form in a context where monotonicity 
is not so important, e.g. for the velocities, we find a dramatic 
improvement, like on Figure 2, showing the von Karman 
eddies behind the bridge piers. 
The advantages and drawbacks of the method are thus: 
Advantages: 
• very little phase error 
• very little damping 
Drawbacks: 
• an approximation with Gauss points for computing 
an integral (mass conservation only approximated) 
• a mass matrix to invert, with subsequent undershoots 
and overshoots in the solution (no monotonicity) 
Except the loss of monotonicity, the inversion of the 
mass matrix is not really a problem, because in reality it is 
not done. Actually the following fractional step after 
advection, which is diffusion, requires 1+nFM , not  1+nF . 
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V. WEAK FORM IN THE CONTEXT OF SHALLOW WATER 
EQUATIONS 
In a depth-integrated context, the correct conservative 
equation reads: 0)div()( =+∂
∂ uhf
t
hf 
, which can be 
interpreted as (1) with the variable hf . If we do this, the 
derivation leads to the equation: 
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Strictly speaking, the left-hand side term is: 
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which is 11)( ++ nn FhM , where )( 1+nhM is a kind of 
mass matrix with an extra term 1+nh . A Gauss points 
approach would lead to solve the system: 
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Where ngh are the depths interpolated at the feet of 
characteristics. The problem is that the velocity field is no 
longer divergence free, so the Gauss weights evolve along 
the pathlines. The case f constant shows in fact that we 
must have: 
 
)(
1
11 ghwdh ni
n
gg
ng
g
n
i
n Ψ=ΩΨ ∑∫
=
++
Ω   (16) 
which gives us, assuming gw taken at time 
1+nt , a correction 
factor leading to the equation: 
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with a simplified lumped form: 
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where a division by 0 would only occur if the numerator is 
also 0. 
This depth-integrated form of weak advection has also 
been tested on the bridge piers case, but it brings very little 
difference, which is normal because the variations of depth 
in this case are small. 
 
Figure 3.  Bridge piers case with a tracer, showing undershoots of weak 
form of characteristics 
VI. WEAK FORM IN 3D 
3D is a priori simpler than 2D, and the theory can be 
readily applied. In the context of the sigma-mesh 
transformation of TELEMAC-3D, the computation of the 
characteristics pathlines can be done in the transformed 
mesh, thus taking into account the relocalization. Then when 
the feet of characteristics are known, we can apply the weak 
form in the real mesh. With prisms and for second order in 
the computation of the integral, 6 points per element are 
necessary. Figure 3 shows the results obtained on the bridge 
piers test case in 3D. The depth-averaged tracer is plotted. 
The initial value of the tracer is 0 and the value of 1 is given 
at 3 points of the entrance, without specified unit. Again we 
see undershoots, but less than in 2D. The difference with 2D 
is not explained, though it may be due to the depth-averaging 
process that filters oscillations. For a final “mass” (actually 
5
XXth TELEMAC-MASCARET User Conference Karlsruhe, October 16–18, 2013 
 
 
integral over the whole domain) of tracer of about 109, the 
loss with the strong form is 48.38 or 44%, the loss with the 
weak form is 0.308 or 0.28%, a big improvement, the 
remaining error of 0.28% being due to the aforementioned 
Gauss quadrature. The computer time is 6'54" with the 
strong form, 9'34" with the weak form (i.e. an extra cost of 
39%, but this is so far without any optimization of the weak 
form). 
VII. FORWARD CHARACTERISTICS 
A proposed alternative to the choice of backward 
characteristics is to do forward characteristics. The 
interpolation at the foot of the characteristic is then replaced 
by a projection. Basically the Gauss points take a mass at 
time nt   and carry it further, on arrival in an element the 
mass is shared between the points in the element with respect 
to the isoparametric coordinates, and this yields the right-
hand side. The integral is computed exactly, but even with a 
full lumping of the mass matrix the monotonicity is not 
ensured, because the divergence free character of the 
velocity may be altered by the approximated computation of 
the characteristics, namely if the characteristics carry too 
many or too few Gauss points to an element. We can use this 
technique in the context of settling velocity in 3D. The 
forward characteristics are well adapted: while an infinite 
time step would lead backward characteristics to the free 
surface where concentrations are virtually 0, forward 
characteristics would go to the bottom and the Gauss points 
would release all the mass on the bottom. The loss of 
monotonicity may not be a problem, as high concentrations 
will trigger a deposition. Actually the problem is in reality 1-
dimensional. The procedure is very simple: 
1) take the mass at Gauss points, or even mesh points 
(with proper weights). 
2) move the masses downward, locating the new position 
in a vertical segment. 
3) projecting the mass on the two points of the segment, 
i.e. sharing the mass between the two points of the vertical 
segment. This is new, due to forward characteristics. 
4) final division by the volumes around points (integral 
of test functions) to get concentrations. Here inverting a 
mass-matrix can also be envisaged, but with loss of 
monotonicity. 
VIII. CONCLUSION 
The weak form of the method of characteristics shows 
amazingly good results but is plagued a remaining technical 
problem of quadrature, which spoils mass conservation, and 
by the lack of monotonicity. It can however already be used 
for the advection of velocities because in this case mass 
conservation and monotonicity are of a lesser importance 
while artificial diffusion may be hindering, e.g. to get von 
Karman eddies. In a forward mode, the treatment of settling 
velocity for suspended sediment is possible without any 
drawback. The amazing performances on the rotating cone 
test indicate that, for other advection schemes, there is still a 
large room for improvement. 
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Abstract—The multi-fold increase in the available 
computational resources has led to frequent application of 
three-dimensional models in the field of environmental 
hydraulics. These models are routinely based on the numerical 
solution of three-dimensional Reynolds Average Navier–Stokes 
equations with or without hydrostatic pressure assumption 
and usually incorporating Boussinesq approximation. 
Examples of such commonly available three-dimensional 
models are, e.g. Princeton Ocean Model (POM), Delft3D, 
Finite Volume Coastal Ocean Model (FVCOM), 
Environmental Fluid Dynamics Code (EFDC), MIKE3D and 
TELEMAC-3D. Although based on the same governing 
equations, the aforementioned models differ in the numerical 
technique employed for the solution of the non-linear 
governing equations. As the number of three-dimensional 
models increases, there has been an enhanced emphasis on the 
verification and validation of three-dimensional models (see 
e.g. Wang et al. (2009)). In this research work systematic 
application and validation of TELEMAC-3D is carried out for 
the famous benchmark case of Delft U-shaped channel flow 
(Figure 1). Measured velocity data along the flow direction, at 
a number of sections, is freely available at 
http://www.ncche.olemiss.edu/publishing/. We conducted a 
comparison between measured and modelled data, including a 
grid-sensitivity test. Finally, differences between using the 
hydrostatic and non-hydrostatic version of TELEMAC-3D are 
compared and discussed. 
 
I. INTRODUCTION 
Significant increase in the computing capacity of desktop 
as well as cluster computers has made the application of 
numerical models more and more common. In the field of 
environmental hydraulics, one dimensional (1D) models 
based on either integral or differential form of St. Venant’s 
equations are used frequently. HEC-RAS developed by US 
Army Corp of Engineers, Brunner (2010), is an example of 
one of the most popular models for conducting 
hydrodynamic simulation of rivers.  
Although the popularity and usefulness of 1D models 
cannot be ignored, it is a well-known fact that they are based 
on simplifying assumptions and consequently suffers from 
some inherent limitation. 1D models are only able to provide 
information in a section-averaged manner without giving any 
information about the variation of flow characteristics in 
transverse and vertical direction. The next level of accuracy 
in the area of physics based numerical models for flow 
simulation is obtained by using two dimensional (2D) 
models. 2D models are based on depth-averaged form of the 
three dimensional Navier-Stokes equations. 2D models 
based on different methodologies utilize finite-difference, 
finite-volume or finite-element technique for the numerical 
solution of the 2D St. Venant’s equations.  Some examples 
are Alcrudo (2004), Kramer & Stelling (2008) and Hervouet 
(2007) among numerous others.  
Although 2D models have been successfully applied to 
numerous river engineering problems, it is important to 
reiterate that depth-averaged models do not provide any 
insights in the vertical direction. For example in the case of 
curved channels in natural rivers and streams there are 
distinctive characteristics that are completely three 
dimensional (3D) in nature and cannot be simulated with a 
depth-averaged model. In the case of curved channels 
surface superelevations are observed and flow near the free 
surface is towards the concave banks and near the bed in the 
opposite direction. This flow pattern sets up a secondary 
current which is again usually not captured by the depth-
averaged model. Secondary currents cause a unique 
morphological evolution of the channel cross-section and 
have a significant bearing on the bank migration of the 
meandering rivers. There has been increased interest in 
recent years in numerical simulation of flow through curved 
channels. In order to capture the physics of flow in a curved 
channel 3D models are needed. These models are based on 
the numerical solution of the Navier-Stokes equations again 
via finite difference, finite volume or finite element 
methodology. 3D numerical models usually are based on 
assumption of hydrostatic pressure in the vertical direction. 
In this research a finite element based 3D model 
TELEMAC-3D is used for flow simulation in the curved 
channel. Both a hydrostatic and non-hydrostatic version of 
TELEMAC-3D is used for the aforementioned simulation. 
 This research paper is organized as follows; section II 
describes the experimental setup and model used. In section 
III simulation results from both the hydrostatic and non-
hydrostatic version of the model are presented along with the 
result from a mesh sensitivity test. Finally the summary and 
conclusion are provided in section IV.  
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II. EXPERIMENTAL SETUP & MODEL USED 
 
Figure 1.  Delft U-shaped flume 
A. U-shaped Flume 
The configuration of the physical model simulated as a 
part of this research is shown in Fig.1. This test case is based 
on the laboratory experiment of De Vriend (1979). The 
conditions for the simulated flow are presented in Table I. 
The circular portion of the channel starts at y = 6 m from the 
origin, which is located at the left hand bottom corner of the 
channel.  An inflow discharge of 0.189 m3/s is prescribed at 
the entrance (Fig. 1) and a constant water elevation of 0.18 m 
is maintained at the other end. 
TABLE I.  BOUNDARY CONDITIONS FOR FLOW IN U-SHAPED 
CHANNEL 
Bed 
slope 
So 
Dis. 
Q(m3/s) 
Depth 
(m) 
Width 
(m) 
Len. 
(m) 
Inner 
rad. 
(m) 
Outer 
rad. 
(m) 
0.00 0.189 0.18 1.7 25.35 3.4 5.1 
B. Model used 
In order to examine the evolving flow structure and 
changing water surface elevation in the U-shaped channel, 
TELEMAC-3D was used for conducting a series of 
numerical simulations. TELEMAC-3D solves the 3D 
Navier-Stokes (NS) equations via a fractional step algorithm, 
Hervouet (2007). When using TELEMAC-3D, the user is 
free to choose the hydrostatic or non-hydrostatic version of 
the code. One of the major advantages of the fractional step 
algorithm implemented in TELEMAC-3D, is that the most 
suitable numerical operator can be used for different terms of 
the NS equations.  For example the advective term in the NS 
equations is resolved using the method of characteristics. 
The advected velocity field along with diffusion and various 
source terms in the momentum equations is then used for 
obtaining further intermediate velocity fields. The third and 
the final step consists of resolving water depth from the 
vertical integration of continuity equation, using the 
intermediate velocity field obtained in the previous step, and 
including only the pressure term of the momentum equations 
(TELEMAC-Modelling System 2007). The simulation 
results presented in this research effort are based on both the 
hydrostatic and non-hydrostatic version of TELEMAC-3D 
model. Furthermore a grid sensitivity exercise for both 
versions of the model is conducted. 
III. SIMULATION RESULTS & MODEL PARAMETERS 
 
Figure 2.  Sections for extracting modelled velocity magnitude 
As mentioned in Section II the U-shaped channel 
simulated here is based on the laboratory experiment of De 
Vriend. The comparison between measured and modelled 
velocity magnitude is presented at seven cross-sections, S1 
to S7, as shown in Fig. 2. Additionally the variation of water 
surface elevation along the inner bank, middle of the channel 
and the outer bank for the aforementioned cross-sections is 
compared with the measured data once the numerical 
simulation is converged.  The horizontal and vertical 
position where the water surface elevation and velocity 
magnitude is compared with the measured data is shown in 
Fig. 3 
 
Figure 3.  Vertical and horizontal points where modelled data is observed 
The simulated water surface elevation at the inner bank is 
compared with the measured value at point “a” shown in Fig. 
3 which lies 0.1 m from the inner bank, at point “b” which is 
in the middle of the channel and point “c” which is again 0.1 
m from the outer bank. Additionally, along points a, b and c 
(Fig. 3) velocity magnitude is extracted at 9 distinct vertical 
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points. The bottom most point (Δz1) is at 0.025 m from the 
bottom of the channel and succeeding points are evenly 
placed at a height of 0.020 m from each other.   
The computational mesh for the aforementioned 
simulation was constructed with the help of the gridding 
software Bluekenue (Bluekenue (2012)). Three different 
mesh resolutions were used to examine the impact of 
different grid resolutions on simulation results. Mesh 
construction started with fifteen nodal points on horizontal 
inlet and outlet edges, the number of nodal points on inner 
and outer channel boundary was fifty. Mesh refinement was 
accomplished by changing the edge length of the triangular 
elements in the unstructured mesh. The number of nodes and 
elements in three different meshes used for the simulation is 
presented in Table II. 
TABLE II.  MESH RESOLUTION USED FOR THE SIMULATION 
 
Mesh 
Edge 
Length 
No. of 
Nodes 
No. of 
Elemts 
I 0.10 1292 2280 
II 0.15 2267 4141 
III 0.20 4695 9326 
 
In the simulation presented here, the method of 
characteristics was used for advection. Turbulence closure in 
vertical and horizontal was accomplished by using the k-ε 
model. The number of horizontal level used was 21. For the 
law of bottom friction, option 5 Nikuradse law with friction 
coefficient value set at 0.0008 was used. The time step used 
for all the simulations presented here was 0.1 seconds. 
A. Comparison between measured and modeled data with 
TELEMAC-3D hydrostatic version 
As mentioned above, the comparison between measured 
and modelled velocity is carried out at three distinct 
positions along the transverse direction, (point a, b and c - 
Fig. 3) and at nine different vertical points. The usage of 
three dimensional models also provides an insight into the 
flow structure in the simulated domain.  
 
Figure 4.  Velocity vectors in sections at the bend of the channel 
To that end, the velocity vectors are plotted at sections 
halfway along the channel, as well as at a distance of 2.1 m 
more towards the inflow boundary and 2.1 m more towards 
the outflow boundary of the domain. As shown in Fig. 4 the 
velocity vectors in the section towards the inflow side are 
oriented from the inner to the outer bank. As the flow 
traverses further, the velocity vectors in the section halfway 
along the channel exhibit a circulatory pattern, flow at the 
surface is pushed towards the outer bank, whereas at the 
bottom flow direction is towards the inner bank. Beyond the 
centre of the channel the flow vectors in the section, shown 
in Fig. 4, change direction again and are now oriented from 
outer to inner bank. As regards to free surface elevation the 
modelled and measured data are compared at the inner bank, 
centre and the outer bank of the seven sections (Fig. 2). 
It can be clearly seen from Fig. 5 and Fig. 6 that 
successive refinement of the computational mesh brings the 
simulated surface elevation closer to the observed free 
surface elevation. The agreement between modelled and 
measured free surface elevation is better for the centre of the 
channel and it improves further for the outer bank as shown 
in Fig. 7. Also worth noting is that the comparison between 
measured and simulated data is better for the latter sections 
away from the inflow. This might be attributed to the 
boundary effect which might be contaminating the solution. 
As regards to the velocity the for the sake of brevity the 
comparisons are only presented for sections 2, 3 and 4 and in 
the centre of the channel. 
Although the match between the measured and simulated 
velocity magnitude is not exact, the model is able to 
reproduce the trends in the variation of velocity magnitude. 
The velocity magnitude is less near the bed and increases in 
logarithmic fashion as the distance from the bed increases 
(Fig. 8, 9 and 10). It should be mentioned that the velocity 
magnitude for the purpose of comparison at designated 
points from the bottom was extracted and interpolated from 
Tecplot with the help of a post-processing subroutine. This 
interpolation procedure might contaminate the numerical 
solution to some extent. The mesh refinement improved the 
results in all the sections (2, 3 and 4) examined and 
presented here. 
9
XXth TELEMAC-MASCARET User Conference Karlsruhe, October 16–18, 2013 
 
 
 
Figure 5.  Comparison between simulated and measured free surface 
elevation at the inner bank (IB) for various mesh resolutions 
 
Figure 6.  Comparison between simulated and measured free surface 
elevation at the centre (CT) of the channel for various mesh resolutions 
 
Figure 7.  Comparison between simulated and measured free surface 
elevation at the outer bank (OB) of the channel for various mesh 
resolutions 
 
Figure 8.  Comparison between simulated and measured velocity 
magnitude at the centre (CT) of the channel at section 2 
 
Figure 9.  Comparison between simulated and measured velocity 
magnitude at the centre (CT) of the channel at section 3 
 
Figure 10.  Comparison between simulated and measured velocity 
magnitude at the centre (CT) of the channel at section 4 
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B. Comparison between measured and modeled data with 
TELEMAC-3D nonhydrostatic version 
As mentioned in section II, the simulation for the same 
configuration (U-shaped channel) was also conducted with 
the non-hydrostatic version of TELEMAC-3D. The free 
surface elevation and velocity magnitude were extracted at 
the same points for the purpose of comparison. 
 
Figure 11.  Simulation with non-hydrostatic version of TELEMAC-3D, 
velocity vectors are coloured with magnitude, also depicted is  
iso-surface at 0.2 m from the bottom 
The simulation conducted with the non-hydrostatic version 
also reproduces the same flow physics. As shown in Fig. 11, 
the higher velocity is towards the inner bank of the channel, 
whereas the higher elevation, also known as super elevation 
is observed towards the outer bank. The contour plot of free 
surface, plotted at 0.2 m from the bottom of the bed is shown 
in Fig. 11. As expected when the flow enters the U-turn the 
contour of 0.2 m free surface is concentrated towards the 
outer bend, also commonly known as superelevation. As 
regards to the comparison of free surface elevation between 
the modelled and measured data, once again the model was 
able to reproduce the trends in the variation of free surface 
elevation. The comparative plot between simulated and 
measured free surface elevation at the inner bank (IB), centre 
(CT) and outer bank (OB) for the seven sections examined 
here (Fig. 2) is presented in Figs. 12, 13 and 14. It is 
important to point out that in comparison to the hydrostatic 
version (Figs. 5, 6 and 7) results don’t improve significantly. 
The match between the modelled and measured data is best 
for the outer bank as shown in Fig. 14. The simulated results 
almost always improved with mesh refinement and once 
again the match between modelled and measured surface 
elevation is better for the latter sections away from the 
inflow. The same trend was also noticed in simulation 
conducted with the hydrostatic version of TELEMAC-3D. 
As regards to the velocity comparison, the measured and 
modelled data were compared at the centre of the channel 
for section 2, 3 and 4. The comparative plots are presented 
in Figs. 15, 16 and 17; once again the mesh refinement 
improves the results. Both the hydrostatic and non-
hydrostatic version of the model were not able to capture 
the decrease in the velocity magnitude at the free surface as 
observed in the measured data. As in the case of the 
hydrostatic version of the model the velocity magnitude 
increased in logarithmic fashion away from the channel bed 
with minimum velocity near the bed and maximum near the 
free surface. All the simulations presented in this research 
were conducted with the parallel version of TELEMAC and 
used 60 processors. The simulation time for the finest mesh 
was as low as 3 minutes and even lesser for the coarser 
mesh. 
 
 
Figure 12.  Comparison between simulated and measured free surface 
elevation at the inner bank (IB) for various mesh resolutions with  
non-hydrostatic TELEMAC-3D 
 
Figure 13.  Comparison between simulated and measured free surface 
elevation at the centre (CT) for various mesh resolutions with  
non-hydrostatic TELEMAC-3D 
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Figure 14.  Comparison between simulated and measured free surface 
elevation at the outer bank (OB) for various mesh resolutions with  
non-hydrostatic TELEMAC-3D 
 
Figure 15.  Comparison between simulated and measured velocity 
magnitude at the centre (CT) of the channel at section 2 with  
non-hydrostatic TELEMAC-3D 
 
Figure 16.  Comparison between simulated and measured velocity 
magnitude at the centre (CT) of the channel at section 3 with  
non-hydrostatic TELEMAC-3D 
 
Figure 17.  Comparison between simulated and measured velocity 
magnitude at the centre (CT) of the channel at section 4 with  
non-hydrostatic TELEMAC-3D 
IV. SUMMARY & CONCLUSION 
Three dimensional hydrostatic and non-hydrostatic 
simulations of the flow in a U-shaped channel were 
conducted using TELEMAC-3D. Both the free surface 
elevation and velocity magnitude were compared against the 
measured data. The finest mesh with 4695 nodes and 9326 
elements showed the best match with the measured data for 
both the hydrostatic and non-hydrostatic version of 
TELEMAC-3D. Although the model is able to capture the 
qualitative trend of the hydrodynamics simulated, some key 
features like reduced velocity at the free surface and the free 
surface elevation at the inner bank could be improved further. 
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Abstract—Assessing the influence of small geometry changes in 
trained rivers is becoming a more and more common task at 
the Federal Waterways Engineering and Research Institute 
(BAW). In order to validate the impact on water levels and 
velocity distribution of such modifications, a flume and a 
detailed measuring program in 2D and 3D was set up. The 
resulting dataset was applied to validate the numerical models 
in use at BAW. In this paper, the results from TELEMAC-3D 
6.1 are presented. The study shows that horizontal flow in a 
emerged groyne field in a numerical model is mostly 
influenced by the advection scheme properties, whereas good 
representation of the vertical eddy behind submerged groynes 
essentially needs an appropriate turbulence model. 
 
I. INTRODUCTION 
German waterways are maintained according to river 
training concepts. Within these inter-regional concepts, 
presently rather minor modifications in training structures 
(e.g. re-emptying of silted groyne fields) become more and 
more frequent. These changes aim at either improvement of 
navigational and/or ecological conditions. In order to get a 
reliable assessment of quality and quantity of the impact of 
such small changes, a flume test was set up and a detailed 
measuring campaign covered relevant aspects [1]. This 
flume dataset was then applied to assess the quality of 
prediction of the numerical models in 2D and 3D, which are 
in use at BAW as standard modelling tools. A 
comprehensive data set resulted from this study. In this paper 
we will focus on certain aspects of numerical modelling of 
emerged and submerged training structures and on the results 
from 3D-modelling with TELEMAC-3D 6.1. 
II. THE REFERENCE DATA SET 
The flume has an experimental length of 62 m and is 2.5 
m wide. The slope is realized by inserting a non-movable 
gravel bed at a targeted grade. The following measuring 
techniques were used: magnetic inductive discharge 
measuring device to guarantee a reproducible discharge 
(MID), ultrasonic measuring devices for perpetual recording 
of water levels during experiment, 3D-photogrammetric 
camera-systems [2], 3D-particle tracking (PTV) for 
extensive measurements of surface flow velocities and water 
levels, correlation measurements: extensive measurements of 
bottom and training structure topography; magnetic 
inductive sensor for point measurements (P-EMS [3]) of 
flow velocities in two spatial directions (bottom near to 
surface near) and acoustic Doppler velocimeter (ADV) for 
point measurements of flow velocities in three spatial 
directions. 
The following variants are investigated so far:  
• V00: Flume with graded gravel bed, no training 
structures inserted.  
• V01: Flume trained at full length with 40 
schematized groynes (0.08 m height, 1.20 m long, 
placed at 1.50 m distance to each other).  
• V02: Partial variation of trained flume within the 
groyne assembly: embankment of 12 m length.  
Discharges (water depths respectively) which result in 
emerged, slightly submerged and fully submerged groynes 
(Tab I) are taken into this investigation. 
 LIST OF MEASURED DISCHARGES AND WATER-DEPTH TABLE I. 
 Discharge [l/s]  
Water depth H [m] V00  V01   
0.07 42 21 Emerged 
0.12 100 56 Slightly submerged 
0.16 157.8 92 Fully emerged 
III. THE NUMERICAL MODEL BASED ON TELEMAC-3D 6.1 
Tab. II summarizes the key data for the numerical model. 
The two-dimensional base grid of TELEMAC-3D was set up 
as unstructured triangular grid. In vertical sigma-layering 
with a logarithmic distribution was applied. 
 MODEL DESCRIPTION TABLE II. 
Parameter  
Number of nodes approx. 54000 
Number of elements approx. 106000 
Min. / Max. length of edges 0.05/ 0.1 m 
Min. /Max. height of vertical planes 0.002/ 0.005 m 
Time step 0.1 s 
Number of time steps / Duration 120000 / 33,3 h  
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Figure 2.  Measured (3D-PTV) and computed surface flow velocities in 
the main channel and groyne field for different types of advection schemes 
and turbulence models. a) Laboratory measurements, b) MURD-scheme 
and k-ϵ-model, c) characteristics and PML and  
d) characteristics and k-ϵ-model 
IV. HORIZONTAL FLOW IN EMERGED GROYNE FIELDS  –  
A PROCESS MOSTLY INFLUENCED BY THE  
ADVECTION SCHEME 
Knowing the influence of groynes on the water level is 
the key importance to river engineering. However, when it 
comes to estimating sediment transport into and out from a 
groyne field it is also important to get a correct distribution 
of flow velocities between main channel and groyne field as 
well as in the groyne field itself. For this purpose surface 
velocities were measured in the flume for the case of 
emerged groynes (H=0.07 m). Fig. 2 shows the measured 
data set as well as results from various numerical simulations 
in the main channel and the groyne field. The flow is 
predominantly horizontal. A well expressed groyne field 
eddy rotating on the outer edge at approximately 1/3 of the 
speed of the main channel is clearly visible (Fig. 2). A closer 
look at groyne field flow can be taken in Fig. 3. The 
apparently large differences in surface velocities in the main 
channel (Fig. 2c and Fig. 2b and d) result from differences in 
the computed vertical velocity profiles, as already mentioned 
in chapter III A. The k-ϵ-model leads to lower velocities near 
the bottom and thus, higher velocities near the surface 
compared to the measured vertical distribution. 
The advection scheme based on the concept of 
characteristics seems to suppress the transport of momentum 
into the groyne field (Fig. 2c) and Fig. 3d). The MURD-
scheme gives better agreement with the measured flow field 
(Fig. 3c) and supplies a good basis for the k-ϵ-turbulence 
model (Fig. 3b) to further improve the results. 
     
Figure 3.  Surface velocities in a groyne field in detail. a): Laboratory 
measurements, b) MURD-scheme and k-ϵ-model, c) MURD-scheme and 
PML and d) characteristics and PML 
 
a) b) 
c) d) 
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Figure 4.  Flow over a groyne presented in a vertical section. a): Laboratory measurements (side looking vectrino), others: TELEMAC-3D 6.1 
b) MURD-scheme and  k-ϵ-model, c) MURD-scheme and PML, d) Characteristics and k-ϵ-model and e) Characteristics and PML 
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V. FLOW OVER SUBMERGED GROYNES – A PROCESS 
MOSTLY INFLUENCED BY THE TURBULENCE MODEL  
Even more challenging than groyne field flow is 
modelling the flow field behind submerged groynes. When 
the groyne is submerged, a vertical eddy develops right 
downstream the groyne. A longitudinal transect of vertical 
velocity profiles, crossing a groyne were measured 
(H=0.16 m). It shows a vertical recirculation zone lee side of 
the groyne, which extends almost to the mid of the groyne 
field (Fig. 4). Above the groyne the dataset shows higher 
velocities closer to the crest than to the surface and the 
highest velocities were measured directly downstream the 
groyne ridge near the surface. First of all, non-hydrostatic 
computations are necessary in order to not only get the right 
change in water-levels but also in order to allow the vertical 
recirculation as a low pressure field has to develop right 
behind the groyne as trigger to it. 
The computations using the k-ϵ-model (both 
characteristics and MURD scheme) show the recirculation 
zone at a shorter extension into the groyne field and flow 
velocities are slightly too low. Besides, no inversion of 
velocity distribution over the groyne ridge can be found. 
Using the characteristics scheme, the velocity distribution 
above and lee side of the groyne does not fit the measured 
pattern very well: highest velocities are found above the 
groyne and not directly downstream. With the MURD 
scheme the results are more satisfying. Apparently, the 
highest velocities were computed right downstream the 
groyne. The velocity distribution above the groyne crest 
observed in the experiments can also be found. On the other 
hand, the MURD scheme underestimates the velocities at the 
upstream foot of the groyne probably leading to too low 
velocities on top of the groyne.  
VI. CONCLUSIONS 
The advection scheme has a dominant influence on the 
horizontal flow pattern developing in emerged groyne fields. 
A two-equation turbulence model like a k-ϵ-model can 
improve the representation of the shear zone and turbulent 
energy transport. In the submerged case, the numerical 
simulation of the vertical recirculation zone is mainly 
governed by the turbulence model. Again k-ϵ-model can be 
an adequate tool for modelling this situation. The advection 
scheme can lead to further improved reproduction of the 
overall measured flow field. The combination of MURD-
scheme and k-ϵ-model gave agreeable results for both 
submerged and emerged groynes. It seems to be an adequate 
choice for 3D-modelling of groyne field flows with 
TELEMAC-3D 6.1. 
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Abstract—Variational assimilation of in-situ data for the 
description of the salinity field in the Berre lagoon is explored. 
The Berre lagoon is a receptacle of 1000 Mm3 where salty 
water from the Mediterranean Sea meets fresh water 
discharged by the hydroelectric plant at Saint-Chamas and by 
natural tributaries. Its dynamics are represented by a 3D 
hydraulic model that simulates the mean tracer and current 
fields. This simulation should be further improved to allow for 
the optimization of the operation of the hydroelectric 
production while preserving the lagoon ecosystem. A 3D-Var 
FGAT data assimilation algorithm is used to correct the initial 
salinity state over a 1-hour time window assimilating 
observations at three fixed buoys each equipped with 5 XBT 
sensors in the vertical every 15 minutes. The minimization is 
performed in a space spanned by vectors of the size of the 
observation vector in order to reduce both memory usage and 
computational cost. The background error covariance matrix 
for salinity is modelled using a diffusion operator. The 
sequential correction of the salinity state improves the 
representation of the strongly stratified salinity field over the 
assimilation window as well as in the short-term forecast. The 
sensitivity of the assimilation to the background error 
horizontal and vertical length scale was investigated in single 
observation experiments as well as in a real case study. 
 
I. INTRODUCTION 
The Berre lagoon is a receptacle of 1000 Mm3 where 
salty water from the Mediterranean Sea, through the Canal 
de Caronte, meets fresh water discharged by the 
hydroelectric plant at Saint-Chamas and by natural 
tributaries (Arc and Touloubre rivers). The Laboratoire 
National d'Hydraulique et d'Environnement (LNHE) aims at 
optimizing the operation of the hydroelectric production 
while preserving the lagoon ecosystem. To achieve this 
objective, improving the quality of the simulation and more 
specifically the description of the salinity state is essential. 
The hydrodynamics of the lagoon is modelled with a 3D 
resolution of the shallow water equations using the 
TELEMAC-3D (T3D) software developed by Electricité De 
France (EDF R&D) coupled with the water quality model 
DELWAQ developed by DELTARES. The proper 
representation of the stratified salinity and temperature fields 
as well as the 3D currents was identified as a valuable 
research objective with direct applications for both electricity 
production and ecological matters. These fields drive the 
time of residency for the water masses in the lagoon and thus 
the phytoplantonic bloom. Indeed, the haline stratification is 
intensified by the inflow of the salty waters from the 
Mediterranean Sea and of the fresh waters from the 
hydroelectric power plant. The deep waters are thus anoxied 
and the nutriments are trapped in the deep waters of the 
lagoon. When the wind blows, mixing occurs, the entire 
water column is oxygenized and the nutriments are 
consumed by the phytoplancton. Three fixed buoys in the 
lagoon and one in the Canal de Caronte are equipped with 
five XBT (eXpendable BathyThermograph) sensors along 
the vertical that measure the temperature and salinity every 
15 minutes. These data are gathered by the GIPREB 
(Groupement d'Intérêt Public pour la Réhabilitation de 
l'étang de Berre) and allow, since 2005, the European 
Comission to ensure that France is applying the decree 
issued in 1987 to protect the Mediterranean waters against 
pollution. 
Preliminary studies on the calibrated 11 vertical plan 
T3D model [1] were carried out to quantify the difference 
between a reference simulation and the observations on a test 
period. Most uncertainty comes from the maritime, fluvial 
and meteorological boundary conditions. More specifically 
the fresh water input from the Touloubre and the Arc 
influents is under-estimated, some fresh water inputs from 
minor influents are neglected and the evapotranspiration is 
over-estimated. The temporal variability of these errors in 
fresh water inputs was partly corrected by adding an artificial 
input at Caronte ranging from 3.5 to 15 m3s-1. With this 
correction, the lagoon mean salinity drift was reduced by 
30% over September-December 2006. Still, the temporal 
intra- and inter-annual variability of this artificial correction 
is difficult to estimate and the hydraulics state simulated by 
the model remains imperfect: the currents tend to be under-
estimated and the difference between the simulated salinity 
and the observations can reach up to several g/l. These 
uncertainties could be corrected with a data assimilation 
(DA) algorithm.  
Significant advances have been made in recent years in 
hydraulic DA for water level and discharge prediction [2], as 
well as for parameter estimation [3], using in-situ as well as 
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Figure 5: Salinity increment (in psu) for the first assimilation cycle a-
Lh=600m and Lv=0.25m, b- analysis salinity field (in psu) for Lh=600m and 
Lv=0.25m. 
CONCLUSION 
A 3D-Var FGAT algorithm was implemented in the dual 
space in order to improve the salinity field description 
assimilating in-situ salinity observations with a T3D model 
for the Berre lagoon. The analysis is achieved over a 1-hour 
window and is applied sequentially every hour. It was shown 
that the corrected field is closer to the observations over the 
assimilation and 1-hour forecast periods at the assimilation 
points. The horizontal and vertical spread of the correction 
around the observation point depends on the correlation 
length-scales prescribed in the background error covariance 
matrix modelled using an implicit 3D diffusion operator. The 
impact of the vertical length scale was studied and it was 
shown that in order to avoid spurious correction between the 
vertical assimilation locations, the correlation length scale 
should be depth-dependent.  This could be achieved using an 
ensemble-based estimate of the correlation length-scales, 
eventually with a temporal variability. In further work, the 
evolution of the salinity increment over time should also be 
investigated in order to verify that the balance between the 
other state variables (temperature, currents) is preserved.  
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A. A wide field of new applications 
This new method opens a door to a new range of 
hydraulic models. Typically applications are the impact 
quantification for any point of a TELEMAC-2D -3D or 
SISYPHE model.  
 Any point I (and its connected parameters velocity V, 
water level W.L., manning's n ...)  
• influences the flow conditions at a power plant intake 
and the maximum energy level which results in more or 
less electrical energy.   
• influences robustness and sensitivity of hydraulic 
relevant structures and hydraulic driven processes of all 
kinds (like dams, bridges, flood protection measures, 
morphological aspects, a.o.)  [3]. 
In combination with gradient based optimization methods 
the adjoint technology can be used for 
• automatic calibration of thousands of roughness values at 
the same time, e.g. to fit water levels to measured values  
(until today an unsolved every day problem). 
• semiautomatic modification of single point coordinates 
to modify flow conditions according to a target function. 
Airfoils and drag coefficients of cars have already been 
optimized with AD in mechanical engineering (shape 
optimization). 
B. Using the classic forward calculation 
The influence of boundary & initial conditions like W.L. 
and V(i), i=1...N, on a target parameter like Q for questions 
as in Fig. 1 (middle) is described with the gradient (left part 
of formula 1): 
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Until today the differential analysis is the common way 
to analyze and optimize the flow field or morphology (right 
part of formula 1). Every element of the gradient 
approximation has to be computed separately with slightly 
different input parameters. For millions of points millions of 
calculations are necessary or the points have to be grouped, 
what will bias the results. 
Since the early days of physical flow models the real 
target is to minimize the difference between a real and a 
desired flow field (maximum erosion, water levels, velocity 
field etc.).  The main question in many cases is that one few 
parameter (the difference) depends on many.  
This can be any mathematically relevant variable, but 
especially for open channel flow it is the spatial distribution 
of parameters in big FE meshes. But an analysis for millions 
of points (each one is a bathymetric feature) is too expensive 
normally.  
C. Backward interpretation with adjoint models 
The adjoint model of TELEMAC-AD computes the 
entire gradient from formula 1 in only 1 forward run and its 
following backward interpretation. 
In the adjoint mode, TELEMAC-AD records every 
relevant instruction during a forward evaluation in the so 
called “tape”. At the end of the forward run all target values 
and the process flow is stored in the tape. The backward 
interpretation propagates the adjoints (derivatives) from the 
target parameters (at the end of the tape) to the input 
parameters (at the beginning of the tape). During this process 
every single instruction is interpreted by its adjoint version. 
The adjoints obtained for the input parameters can now be 
used as dependency information, for robustness or sensitivity 
analyses or in a next step for gradient based optimization 
methods. 
II. EXAMPLES 
Two examples with TELEMAC and SISYPHE illustrate 
the potential of the AD technology. Both are based on the 
open source version of TELEMAC v6p2. 
• A morphodynamic 2D SISYPHE flume model with 
92 roughness zones is automatically calibrated. 
• A hydraulic 2D TELEMAC river model is 
examined to quantify the influence of 95000 
spatially distributed parameters on the shear stress 
in 1 specific point. 
Further example cases can be found at [3] and 
www.uwe-merkel.com/TELEMAC-ad. 
 
Figure 2.  Setup of the flume: LxWxH: 16m x 1,1m x 0,6m; dune height: 
0,1m; runtime: 14400 s 
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The target function J is reduced in each iteration step, 
which means that for each step a full SISYPHE-AD run is 
executed and its resulting gradient is used in a wrapping 
minimization program.  This mantle program calls CG, 
BFGS or SLSQP algorithms, which are part of the 
MINPACK optimization library [10]. The optimization 
terminates if the cost function goes below a threshold or 
doesn't converge. The master thesis of Monika Schäfer 
focuses on the performance of these algorithms [4]. 
Fig. 4 shows the progress of the optimization, Fig. 5 the 
development of bathymetry and roughness during the 
optimization process. The observation bathymetry 
(transparent gray) is converging very fast, while the 
roughness (grain size roughness) is developing slower. But 
after 158 full calculations of SISYPHE-AD the cost function 
J is below the terminating threshold 10-14.  
B. Dependency of shear stress in a groyne head scour 
221_Donau is a public validation example for 
TELEMAC-2D and it is available at 
OPENTELEMAC.ORG. It is used here to analyze how the 
surrounding bathymetry and the neighborhoods roughness 
distribution influence flow conditions in a certain point of a 
real river. The shear stress τ  (taken from 12 points in the 
middle of the groyne head scour, see marker in Fig. 6 is the 
target of this analysis.  
 
Figure 6.  Perspective view of the 221_Donau model, with a dominant 
groyne and its head scour. Right: Geometry defined with approx. 47500 
mesh points. Left: Scalar velocities. 
In difference to the first example this real world example 
has highly complex multidimensional flow conditions with 
islands, groynes, tidal flats, and many other flow interacting 
features. The spatial interaction is broken down to local 
values for every point with TELEMAC-2D-AD, here with 
focus on the roughness and elevation values of the 47500 
points in the 2D mesh. The dependency is individually 
quantified in total for 95000 parameters. This example is 
chosen to proof the usability for practical purposes.  
1) Classic solution with finite differences (FD): 
Solving per point independent dependency analysis 
requires a base calculation and 95000 full TELEMAC-2D 
calculations with a slight modification of one input 
parameter. Only this will proof spatial independent input-
output dependencies.  
See formula 4 and 5:  
z(i)h)+(z(i)
τ(z(i))h)+τ(z(i)
δz(i)
δτ
−
−≈   (4) 
ks(i)h)+(ks(i)
τ(ks(i))h)+τ(ks(i)
δks(i)
δτ
−
−≈   (5) 
One calculation runs 5min on a up to date desktop 
computer, this means 330 days for all calculations or a very 
expensive outsourcing on a bigger cluster. 
And the result is only valid for:  
• one parameter set (discharge, bathymetry, 
roughness, turbulence setting ...) 
• the simulated time span 
• very limited extrapolation, due to the nonlinearity 
in many sub models (see Fig. 8!).  
Practical projects usually observe many variants, 
optimization projects even more, which leads to very 
expensive computational costs, making this technology 
economically unusable for most small and medium size 
projects. 
2) Adjoint solution (AD): 
TELEMAC-AD calculates the full forward run and 
backward interpretation in 678 min on the same desktop 
computer, and returns all 95000 adjoints for the shear stress 
τ. The gain of computational speed equals the usage of an 
approx. 1000-core cluster when using the classic FD method. 
Some results are displayed in Fig. 7. At the time of writing 
TELEMAC-2D-AD is still not parallelized, and not 
optimized for speed, which means that a further speedup is 
expected after completion of these ongoing developments. 
3) Interpretation of the resulting adjoints: 
Adjoints computed by TELEMAC-2D-AD describe the 
change of the output τ  as a linear relation of its specific 
input. Therefore extrapolations for other input parameter sets 
can only be done with great care.  
The dependency of the bathymetry on τ  at the simulated 
flow conditions is dominated by the obvious separation of 
the 2 arms around the upstream island. If the southern arm, 
which has low flow, is lifted, then more water is pushed to 
the main channel (1). The same happens if the surrounding 
of the groyne and the opposite site (2) of the cross section 
are elevated. A kind of funnel effect increases the shear 
stress. Decreasing the scour itself increases the shear stress 
as well (3).  
The perspective view from downstream (4) reveals that 
some other groynes have a high impact, as they influence 
with their back draft the water level in the examined area. 
The lower groynes, which are smaller and shaded by the 
bigger ones therefore don't influence the examination zone 
anymore. Again the reader shall be warned that only a 
change of few decimeters in any topographic feature might 
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change the result totally. The general noise in the adjoints 
origins from bumps and holes in the bathymetry. Following 
the direction of the adjoints will smoothen the main channel 
and therefore accelerate flow and increase the shear stress.  
On the contrary for bed roughness a clear tendency is 
visible: the smoother the bed along the main channel, the 
higher the shear stress at the groyne head scour. If the 
roughness gets higher on the opposite shore (5), more water 
is pressed to the scour. Classic methods (numerical and 
physical) would have given a rough idea about this 
dependency, but for the first time a hydraulic model can 
exactly define the spatial limits of the relevant area. The 
scour itself has a different tendency (6): Increasing the 
roughness in the target point obviously increases the local 
shear stress. 
III. ALGORITHMIC DIFFERENTIATION 
Algorithmic differentiation (AD) is a mathematical 
method that extends existing computer programs in a way 
that for a priori chosen results their dependency to a priori 
chosen input variables is additionally calculated. AD tools 
work on the original source code, and not as a new 
implementation of the mathematic model. Differentiated 
models obtained by AD compute derivatives in machine 
precision for a given input parameter set. 
Since some time aerospace, mechanical engineering and 
meteorology are working successfully with adjoint models. 
They use AD for uncertainty quantification, data 
assimilation, optimization strategies and inverse problems. 
Inverse problems in hydraulic engineering are for example 
the quantification of boundary and initial conditions for 
given results. 
The principles of AD are based on the fact, that every 
calculation is finally a combination of basic operations (+, -, 
*, /, exp, sin,...) with well known differentiation rules. All 
more complex formulas are a sequence of these; derivatives 
of basic operations are combined by the chain rule to 
derivatives of sequences. 
Two basic techniques are used for first order derivatives:  
• Tangent linear models (forward models) work the 
same direction as finite difference (FD) 
approximations of derivatives, but at machine 
precision. Fig. 8 shows this advantage against FD, 
which has to use 2 calculation results for each 
derivative. 
• Adjoint models (inverse interpretation of the 
forward model) propagate the adjoint (derivative) 
from the final results back to initial and boundary 
conditions. For the backward interpretation the full 
path of the forward calculation has to be recorded. 
If the forward model has just a single target 
parameter value, the vector of derivatives (the 
gradient) can be calculated in only one backward 
interpretation. 
 
 
 
Figure 7.  Result of a single TELEMAC-2D-AD calculation. Top: Dependency of the shear stress in the scour (marked) to neighbouring geometry information. 
Bottom: Influence of the roughness on the shear stress [values per m²]. Values are only valid for the current flow conditions and setup! 
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Second or higher order derivatives can be calculated by 
combining the basic techniques. Higher order derivatives 
might speed up optimization processes significantly. For 
further information see [5]. 
The AD-enabled NAG Fortran Compiler [7], developed 
at the Institute”Software and Tools for Computational 
Engineering” (STCE, University RWTH Aachen) is a 
commercial extension of the NAG FORTRAN compiler 
(Numerical Algorithm Group, Oxford, UK). It uses a hybrid 
technique of source code transformation and an efficient 
overloading based run time library. [6] discusses this 
methods in detail. The hybrid approach allows an efficient 
differentiation of large projects like the TELEMAC-SUITE. 
For practical usage the recording of all iterations and all 
operations within these iterations is a memory consumption 
problem. For the 221_Donau example 10TB of RAM would 
be necessary. Therefore TELEMAC had to be extended by a 
so called checkpointing technology. What means that every 
calculation can be saved to RAM and restarted from RAM 
with binary identically results at any point in time, with only 
a minimum recording of variables.  
For the backward propagation of the adjoints (backward 
time step wise) the necessary detail information about 
subprogram internal operations is recalculated from the 
checkpoints in reverse order. This increases calculation 
effort by 200%, but reduces the RAM usage, as the 
minimum checkpointing system only needs 300MB for 1000 
time steps in the 221_Donau example, plus 10GB for the 
current time step. 
 
Figure 8.  Water level as a function of the roughness ks. Normally the 
dependency is not linear. Dependency is described as first derivation, this 
means the ascent of the tangent is defined in only one point for algorithmic 
(~analytic) differentiation and in two for finite differences. 
IV. CONCLUSIONS 
The methods of reverse interpretation and algorithmic 
differentiation enable a very fast quantification of 
dependency gradients with millions of influence parameters! 
The dependency of any numerical result (energy, evolution, 
transport rates, risk ...) on any numerical input value (spatial 
or global) can be quantified independently within only one 
run of the adjoint model. For hydraulic modelling especially 
the ability to dissolve spatial interactions opens a gate to a 
new generation of models, which solve until now unsolved 
problems. Spatial independent sensitivity and robustness 
information helps to understand complex flow situations and 
can be used for gradient based optimization processes [3]. 
This method is currently unique for open channel flow 
software, and the growing number of new examples will be 
continuously updated on www.uwe-
merkel.com/TELEMAC-ad. 
This first project was funded by the BAW with 
participation of the EDF. Their aim is to have a tool that 
dissolves the interaction between morphology, flow and 
constructions. 
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Abstract—In this study, the module TELEMAC-3D is used to 
analyse the flow behaviour in the presence of alternate and 
transverse bars. This particular bar organization has been 
poorly studied in the literature and presents great interest for 
the planing of dredging operations in rivers like the Loire in 
France. Three-dimensional numerical results showed that the 
main flow structure is defined by the channel planform and 
bars configurations. The roughness-length distance strongly 
influences the velocity near the bed and the increasing of the 
mesh resolution impacts the bed resistance mechanisms and, in 
consequence, the distribution of the velocity profiles. 
 
I. INTRODUCTION 
Bars are ubiquitous morphological macroforms that 
interact with the flow and sediment transport processes in 
rivers with important bedload transport rates [2]. Alternate 
bars, whose structure is characterized by a sequence of steep 
consecutive diagonal fronts and deep pools at the 
downstream face, have been extensively investigated both 
theoretically and through flume studies, e.g. [1, 2, 3, 4]. 
More complicated macroform patterns, such as transverse, 
central or multiple configurations can be found in wider 
reaches, e.g. [5, 6]. 
Bars can be classified as forced or free. Forced bars arise 
from a forcing effect that can have an anthropic or natural 
origin, such as channel curvature, width variations or the 
presence of confluence/diffluence zones in the channel. Free 
bars, on the other hand, can arise from an inherent instability 
of the erodible bottom subject to a turbulent flow [5]. Further 
details can be found in the companion paper presented in this 
conference [7]. 
Depending on the forcing mechanism, bar patterns show 
different configurations. Forced bars that are associated with 
a flow in a variable-width channel appear as mid-channel 
bars or transverse bar, or as two symmetrical lateral bars [8]. 
The formation of central or transverse bars could be 
associated to an antisymmetric forcing such as a channel 
curvature, while alternate bars can appear as a response to 
instability in the channel bed or by the presence of a 
repetitive sequence of width variations.  
Furthermore, Wu et al. [8] pointed out that the presence 
of free bars in a “forced bar” configuration could give rise to 
a “mixed” organization (free + forced), arranged in alternate 
or transversal configurations. Coexisting free and forced bars 
have been extensively studied in meandering channels. In 
contrast, the presence of mixed bars in widening/narrowing 
channels has received little attention [9]. 
As highlighted by Claude et al. [10], the site of 
Bréhémont in the middle reach of the Loire river in France 
presents forcing effects caused by channel width variations 
that induce the presence of alternate and transverse bars over 
short periods of time, even in a slow hydrodynamic context. 
To the best of our knowledge, this particular bar organization 
has been poorly studied in the literature.  
In this work, the three-dimensional (3D) hydrodynamic 
models TELEMAC-3D is calibrated for the site of 
Bréhémont on the Loire River from a large dataset of high-
quality field surveys based on Acoustic Doppler Current 
Profiler (ADCP) measurements. The validated model is then 
used to analyze the flow behaviour in the presence of 
alternate and transverse bars. The plan form and variable bed 
topography (obtained from multibeam echosoundings) 
present a complex hydrodynamic behavior in which a 
number of physical processes are investigated, such as the 
impact of roughness-length treatment due to “sub-grid” or 
non-resolved effects of bed roughness [11].  
II. SITE AND FIELD MEASUREMENTS 
The Loire River, the largest river in France, is 1,020 km 
long and drains a catchment area of 117,000 km². The study 
site is located at the village of Bréhémont (47°17’43.31’’N, 
0°20’33.80’’E) in the middle reaches of the Loire River. At 
the study site, the Loire system presents a multiple-channel 
pattern. Bed materials are constituted by sands and gravels. 
The main channel is composed of an expansion zone 
followed by a contraction area occupied by migrating bars 
(Fig. 1). These macroforms can adopt successively an 
alternate or a transverse configuration (Fig. 1) [9]. The 
channel width varies between 175 and 300 m.  
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and, like for the hydraulic reversal theory (velocity shear 
stress), could affect the formation of pools and riffles [13].  
Furthermore, for a water discharge and a bar 
configuration, the vertical velocity profiles obtained from the 
models are in relative agreement with the field 
measurements according to their location (thalweg or bar) 
(Fig. 3a, 3c and 5). These results may indicate a spatial 
variability of the bed roughness. Thus, the bars and the 
thalweg could be associated to different roughness-lengths in 
order to improve the hydrodynamic calibration. This 
observation is supported by the results of a study on the 
dunes dynamic on the site [9] which show that the 
mesoforms adopt different sizes on the thalweg and on the 
bars. Using several bed roughness on the domain is probably 
more pertinent. 
No relationship seems to link the bed roughness 
coefficients obtained after the calibration and the water 
discharge (Table I). This illustrates the complexity of the 
interactions between hydrodynamic and bed roughness 
(characterized during floods by complex hysteresis [14]), 
which depends strongly to the dunes dynamic (in sand-bed 
rivers as the Loire). The present study highlights this point 
by showing the influence of the small dunes on the bed 
roughness and the flows. Indeed, only the dunes longer than 
10 m have been integrated in the spatial discretization. It is 
admitted that the influence of the bedforms smaller than the 
elements of the meshes is parameterized through the 
roughness length coefficient [11]. Sensitivity analysis have 
shown that for a constant ks, the use of refined meshes and 
re-interpolated on a more detailed bed topography, gives 
values of velocities similar to those predicted by calculations 
with the basic meshes (Fig. 5b). Normally, the bed roughness 
of the refined meshes should be increased (roughness of the 
small dunes +  ks of the models) and the velocities 
decreased. As it is rarely the case, the results of the sensitive 
tests indicate that the small dunes seems to not contribute 
significantly to the bed roughness. Nevertheless, in general, 
the integration of the small bedforms in the meshes improves 
the representation of the flow structure. Thus, with the 
refined and re-interpolated meshes, the distribution of the 
velocities follow vertical and crosswise variations close to 
those observed in the field data (Fig. 2e). The integration of 
the small dunes also improves significantly the calculation of 
the vertical velocities (Fig. 2f). This indicates that the small 
bedforms strongly influence the vertical velocities; the latter 
being linked to the turbulences generated by these small 
dunes. Thus, if the turbulence affects significantly the 
sediment dynamics (especially for the suspended sediment 
and therefore, the von Karman constant), and by extension 
the morphology of the bed, it seems necessary to integrate 
the small bedforms into the morphodynamic models. 
However, it should be noticed that in some cases, the 
refinement of the mesh modified the bed topography so 
much that the results of the simulation can be locally 
degraded. 
Calibration and sensitivity tests have showed a 
systematic overestimation of the velocities predicted for a 
discharge of 2000 m³/s applied on alternate bars 
configuration (Fig. 3b and 3d). This can be explained by the 
not-representation of a secondary channel in the models on 
the left bank close to the profile P90. Indeed, this secondary 
channel is totally connected above 1700 m3/s [9]. Thus at 
2000 m³/s, the connection of the secondary channel should 
decrease the water discharge in the main channel (from P90). 
As the reducing of the water discharge in the models is no 
considered, the predicted velocities are overestimated 
compared to the field data. A deeper investigation of the 
influence of the connection/disconnection of the secondary 
channel on the main channel’s hydrodynamic should 
improve our understanding of bifurcations. 
The results of the models show that the general flow is 
defined by the channel planform. However, the bars modify 
the hydrodynamic. Indeed, the macroforms deflect the 
streamlines and concentrate the flows in the thalweg. Thus, 
the large flow velocities (Fig. 6) are constrained on the edge 
of the bars which follow the thalweg. It also seems that the 
macroforms constitute a physical limit which gives the 
currents a different structure on either side of the bars. The 
bars control the location of the divergence and convergence 
zones, respectively caused by the channel widening and 
narrowing (Fig. 7). Thus, the separation and the mixing of 
the currents always take place, respectively, on the crest and 
downstream of the macroforms. The bars’ configurations 
(i.e. alternate or transverse) in the channel partly determine 
the location of the large flow velocities and those of the 
divergence and convergence zones. 
This study allowed the validation of TELEMAC-3D to 
reproduce the hydrodynamics in a complex morphological 
environment in the presence of transverse and alternate bars. 
Future work include the coupling to the morphodynamic 
model (SISYPHE) in order to simulate the sedimentary 
processes around the bars, for a better understanding of their 
formation and evolution in natural systems [7]. 
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Abstract—The eddy patterns in the harbour of Zeebrugge are 
studied using TELEMAC-3D and compared to available 
measurement data. It was found that during flood a clockwise 
eddy exists, generated by a strong jet near the eastern side of 
the harbour entrance. This eddy generates a second counter-
clockwise eddy, which persists in the harbour during the ebb 
phase, whereas the primary eddy disappears. A sensitivity 
study was performed to investigate the influence of the 
turbulence model, the bed roughness and the advection 
scheme. It appeared that the modelled eddy patterns are quite 
sensitive to the settings that are used for all these three 
parameters. 
 
I. INTRODUCTION 
The harbour of Zeebrugge is one of the most important 
Belgian seaports. The area surrounding Zeebrugge is 
characterised by strong tidal flows, with a tidal amplitude up 
to 5m during spring tide. In the harbour, complex eddy flow 
patterns are found, varying throughout the tidal cycle. 
Understanding these patterns is important for navigation 
purposes and for increasing our understanding of the siltation 
of the harbour, especially with respect to the redistribution of 
suspended sediment through the harbour.  
In order to understand this process, the eddy pattern in 
the harbour is studied using TELEMAC-3D. The results of 
the TELEMAC model are compared with measurements, 
and a sensitivity test is performed with respect to the eddy 
formation by varying the bed roughness, the advection 
scheme and the horizontal turbulence model. 
II. PHENOMENOLOGY OF THE EDDY CURRENTS IN THE 
HARBOUR OF ZEEBRUGGE 
In order to study the phenomenology, an existing data set 
of ADCP (Acoustic Doppler Current Profiler) measurements 
was used [1]. These measurements were taken on different 
locations in the harbour and the navigation channel on 
various days between November 2009 and March 2010. 
Because the data were taken on different occasions, we put 
together the data from various measurement days, sorting 
them with respect to the time after high water (from now on 
abbreviated as HW) and according to the spring-neap tidal 
cycle. In this paper, we will only study the data from spring 
tide conditions. In the analysis, we focus on what happens in 
the period around the occurrence of high water, when the 
strongest eddies are formed. 
The ADCP data show the following pattern (Fig. 1; note 
that additional arrows have been added to aid interpretation 
of the data): 
• 2 h before HW: There is a net flux of water into the 
harbour in the form of a jet at the eastern harbour 
dam. The jet increases in length and strength with 
time. This jet generates an eddy in clockwise 
direction, which we will call the primary eddy. 
• 1 h before HW: A smaller secondary eddy with a 
counter clockwise rotation is also generated by the 
jet. 
• Around HW: From this moment, there is no net 
inflow of water in the harbour. Hence the eddy is 
decoupled from the flow at sea and it follows its own 
dynamics. It appears that the primary eddy starts 
decreasing in size and magnitude.  
• 1 h after HW: Only the counter clockwise secondary 
eddy remains present in the harbour. It moves slowly 
towards the harbour entrance and gradually becomes 
weaker. 
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Figure 1.  Overview of the eddy development in the harbour of Zeebrugge 
from ADCP measurements. 
Comparable eddy patterns are found in the measurements 
during average tide, whereas the formation of this pattern is 
much less pronounced during neap tide. 
One must take care when interpreting the measured data, 
because the presented data was collected during different 
measurement days. There is always some error associated 
with the matching procedure, because the tidal amplitude 
and period are not completely the same for the different 
measurement days. Nevertheless, the discussed pattern 
seems to be representative for the conditions occurring in the 
harbour, since earlier data [2] show similar results for the 
observed eddy patterns. 
III. MODEL SETUP 
The model was set up in a circular domain centred 
around the harbour of Zeebrugge, starting from Dunkirque 
(France) in the West to Goeree-Overflakkee (the 
Netherlands) in the East (Fig. 2). The Eastern and Western 
Scheldt estuaries are included in the model, although the 
most upstream part of the Western Scheldt was schematized 
using straight prismatic channels. The resolution varied from 
30 m inside the harbour to 5000 m close to the open 
boundary (Fig. 3). Vertically, ten non-equidistant sigma 
layers were used to represent the water column. 
Boundary conditions for velocity and water level were 
obtained from the Zuno [3] model, which has a resolution 
comparable to our model at the location of these boundaries. 
These boundary condition were applied as a time series (with 
a time interval of 10 min) at each location on the open 
boundary. Additional discharge boundary conditions were 
applied to schematise fresh water influxes into the model. 
Note that one of the sources of fresh water was located inside 
the harbour. 
The model was run in TELEMAC-3D for a period of 
15 days using a time step of 20 seconds using the 
Smagorinsky scheme for the horizontal eddy viscosity and a 
mixing length model using the mixing length 
parameterization of Nezu and Nakagawa [4] for the vertical 
eddy viscosity. 
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Figure 2.  Mesh and bathymetry of the model 
 
Figure 3.  Detail of the mesh close to the harbour 
The model was calibrated using water level and velocity 
data at sea. This leads to a Manning roughness coefficient of 
0.02 s/m1/3. Close to the harbour entrance, the friction 
coefficient was increased, in order to represent the effect of 
the friction due to the large concrete elements of the 
breakwater (Fig. 3). 
 
Figure 4.  Manning roughness coefficient close to the harbour 
A comparison of measurement data and model results for 
the water level time series showed typical bias of 0.1 m, and 
a root mean squared error (rms) of 0.15 m. The depth 
averaged velocities have a bias of -0.04 m/s and a rms error 
of less than 0.13 m/s. A comparison of high water and low 
water levels shows typical rms errors of 0.13 m, while a 
comparison of the high and low water levels resulted in a 
typical rms error of 10 min. These errors compare well with 
those of the Zuno model that was used for the open 
boundaries [3] and they were considered sufficiently 
accurate for our purposes. 
IV. RESULTS 
The results of the model are shown in Fig. 5. The model 
reproduces the strong jet found in the measurements, 
although it occurs somewhat later in the tide (Fig. 5a). In the 
model, the jet seems to be even more pronounced than in the 
measurements. However, the jet is located somewhat more to 
the east in the model than in the measurements. The model 
also shows a strong primary eddy. Further, the jet also 
generates a secondary circulation which is weaker than the 
primary eddy (Fig. 5b).  
Approximately one hour after high water both the 
primary and secondary eddy are present in the model results 
(Fig. 5c). With the course of time, the primary eddy 
elongates and decreases strongly in strength, while the 
decrease of the secondary eddy is less. As a result of this 
process, the primary eddy disappears completely, just as seen 
in the measurements (Fig. 5d). However, in the model a very 
weak tertiary eddy developed north of the primary eddy, 
with the same direction of rotation as the secondary eddy. 
This eddy could not be observed in the measurements. The 
reason for this is probably that it is to weak and small to be 
observed with the relatively limited spatial resolution 
provided by the ADCP measurements. 
 
.
 a. 
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d. 
Figure 5.  Development of the modelled eddy pattern (base run) 
V. SENSITIVITY ANALYSIS 
A. Bed roughness 
In order to assess the sensitivity towards the bed 
roughness on the formation of the eddy patterns, we 
eliminated the increased bed roughness at the harbour 
entrance. Thus the simulation was done using a constant 
Manning roughness coefficient of 0.02 s/m1/3. The modelled 
eddy pattern changes dramatically in comparison with the 
base run (Fig. 6). At first, we see the same jet developing 
(Fig. 6a). However, it has a slightly different location. This 
gives the primary eddy a slightly stronger circulation and the 
secondary circulation that develops is slightly weaker than in 
the base run (Fig. 6b). Consequently, the primary eddy does 
not disappear with time (Fig. 6c). Thus we end up with two 
eddies in the harbour during the ebb phase, rather than one 
(Fig. 6d), which does not correspond to the measurements. 
 
 
a. 
 
b. 
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c. 
 
d. 
Figure 6.  Modelled eddy patterns, without increased bottom friction at the 
break waters. 
B. Advection scheme 
The previous simulations were done using the 
characteristic method as advection scheme for the advection 
of velocity. In order to test the sensitivity toward the used 
advection scheme, computational runs were performed using 
the two schemes that were especially suited to use in 
combination with the use of tidal flats: the “Leo Postma 
scheme” and the “N-scheme”. 
Once again, the resulting eddy patterns change 
dramatically compared to the base run (Fig. 7) Note that for 
brevity, only two time steps for the N-scheme are shown. 
The Leo Postma scheme gave qualitatively similar results). 
In fact, the eddy pattern that develops is rather similar to the 
simulation without bottom friction at the breakwaters 
(section V.A). We see both a primary eddy and a secondary 
eddy, with the primary eddy being slightly stronger than the 
secondary eddy. 
 
a. 
 
b. 
Figure 7.  Modelled eddy patterns using the "N-scheme" 
C. Turbulence modeling/eddy viscosity 
In order to test the sensitivity toward the used horizontal 
turbulence model a model with a constant horizontal eddy 
viscosity of 1.0 m2/s was used. This value is somewhat 
higher than those calculated using the Smagorinsky scheme 
used in the other runs, which were in this area in the order of 
10-2 m2/s.  
The use of a high eddy viscosity coefficient weakens the 
jet at the harbour entrance (Fig. 8a). The secondary eddy 
develops but is weaker than the primary eddy (Fig. 8b). 
Therefore, in this situation only the primary eddy remains in 
the harbour during the start of the ebb phase (Fig. 8c), and it 
is stronger than the secondary eddy. Nevertheless, the 
primary eddy disappears eventually, leading to a flow 
direction that corresponds to the measurements (Fig. 8d). 
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d. 
Figure 8.  Model results with a constant eddy viscosity of 1.0 m2/s 
 
Note that simulations with a constant eddy viscosity of 
0.01 m2/s (thus comparable with those calculated using the 
Smagorinsky model) gave similar results for the eddies as 
the base run.  
VI. SUMMARY AND CONLUSIONS 
A TELEMAC-3D model was developed in order to study 
the eddy patterns occurring in the harbour of Zeebrugge. It 
appears that a strong jet is formed some time before high 
water during the moment of strongest inflow. The jet 
generates a clockwise and a counter clockwise eddy, from 
which only the counter clockwise eddy remains visible 
during the ebb phase. A comparison between ADCP 
measurements and the model showed that this behaviour 
could be simulated using TELEMAC. A sensitivity analysis 
showed that the results are very sensitive to the bed friction 
close to the edges of the harbour. The used advection scheme 
and the calculation method for the horizontal eddy viscosity, 
and the variation of these parameters could lead to a different 
number of eddies present in the harbour. 
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Tropical cyclones are characterised by a strong, circular 
wind field that can be represented approximately in a 1D 
model as the wind and pressure vary mostly in the radial 
direction. The atmospheric pressure is a minimum at the 
centre of the storm. 
The available information on a cyclonic storm is likely to 
include that given above (track, central pressure, maximum 
wind speed and sometimes radius to maximum wind speed) 
although the radius to maximum wind is not always known. 
Under these circumstances it is usual to create a schematic 
wind and pressure model and compare it as far as is possible 
with any wind and pressure data that are available. Another 
possibility could be to use a detailed atmospheric model to 
simulate the wind and pressure fields, but that was not the 
method chosen in this case. 
Flow model simulations carried out included the 
following: 
- Using a wind field from Holland (1980) or Jelesnianski 
and Taylor (1973) 
At each location in each wind field, the wind speed was 
determined based on the parameters of the cyclone at the 
time and the distance of the point from the centre of cyclone. 
Both Jelesnianski and Taylor (1973) and Holland (1980) 
formulations were implemented in the model. 
The relation used from Jelesnianski and Taylor (1973) is: 
 max2
max
2
max2 U
Rr
rRU i +=  (1) 
where Ui (m/s) is the speed at location i, r is the distance of i 
(km) from the centre of the cyclone, Umax is the maximum 
wind speed (m/s) and Rmax is the radius of the maximum 
wind speed (km).  
 
The wind velocity given in Holland (1980) is: 
 β
β
β
β
r
R
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RUU i maxmax
2
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2 1exp 


 −=  (2) 
The β coefficient is calculated from the central pressure 
drop Pdrop (Pa) and the maximum wind velocity Umax (m/s) 
as: 
 dropPeU ρβ 2max=  (3) 
with ρ is density of air and e the base of natural logarithms. 
The representation of the wind was best achieved using 
the Holland (1980) wind formulation (see Fig. 2). This is 
partly because the Holland beta coefficient allows for 
reproducing different profile shapes of the radial wind speed 
distribution.  
 
Figure 2.  Comparison of modelled and observed wind speed time 
histories. 
- Including/excluding the forward tracking speed in 
computing the wind field  
The forward tracking speed of the cyclone is added into 
the cyclone wind field based upon a formulation of 
McConochie et al (2004). This method allows the 
contribution of the forward tracking speed to decrease with 
increasing distance from the centre of the storm. By adding 
in the forward tracking speed the wind speed on one side of 
the cyclone is increased and that on the other side decreased 
so the cyclone is no longer circularly symmetric.   
- Including/excluding the inward angle of the wind  
It is expected that the wind close to the ground will have 
a component of flow towards the centre of the cyclone 
driven by the low pressure there. 
The winds circulate clockwise around a southern 
hemisphere cyclone. The direction of the wind is assumed to 
be close to a circular wind field but with an inflow angle 
dependent on the distance from the centre. The wind inflow 
angle, β, follows the relation: 
0 ≤ r < Rmax     β = r/Rmax × 10° 
Rmax ≤ r ≤ 1.2 Rmax  β = 10° + 5(r/Rmax – 1) × 15° 
r > 1.2 Rmax           β = 25°  
 (4) 
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- Including/excluding the effect of the tide 
The TELEMAC-2D simulation shows a large surge 
spread along the coast (Fig. 3). The surge was strong due to 
the particularly high speed cyclone winds and the broad 
continental shelf. At Cardwell which lies close to where the 
wind was strongest the surge was also enhanced by 
constriction of the surge within the bay. 
In the case of cyclone Yasi the best schematic wind 
representation was using the Holland (1980) model with time 
varying beta value. The best simulation of the peak surge 
levels (Fig. 4) at the tide gauge locations included: 
• adding the forward tracking speed of the storm (so 
the wind field is not symmetrical) 
• an inward angle of the wind near the ground.  
• The flow modelling included the tide (but it did not 
make a great difference if the tide was not modelled) 
• an enhanced friction at the location of the Great 
Barrier Reef (location shown in Fig. 1).  
In this best simulation the mean value over 7 tide gauges 
of the absolute error in the predicted peak storm surge was 
0.33m. 
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Figure 3.  TELEMAC-2D simulation of water level due to Cyclone Yasi 
at the time of maximum surge at Cardwell. The arrows show wind vectors. 
 
 
Figure 4.  Comparison of modelled and observed storm surge water levels. 
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Abstract—The simulation of dam-break flows are an important 
component of dam safety programs and used to establish the 
dam’s hazard classification and develop emergency response 
plans. Within North America, 1D models such as DAMBRK 
and HEC-RAS, have been the models of choice for conducting 
these dam break studies. Although 2D models are widely 
available and the barriers to their application have been 
mostly eliminated due to improved computer performance and 
availability of detailed topographic data, their use in dam 
break studies is still not as widespread as 1D models. This 
study is a comparison of HEC-RAS (1D) and TELEMAC-2D 
(2D), for the simulation of dam-break flows along two different 
river systems. The first river system is located within a well 
defined river valley in an urban environment and the second is 
located within a flat-bottomed valley in a rural environment. 
The results of the 1D and 2D models are compared along with 
an examination of practical considerations of interest to 
practitioners. 
 
I. INTRODUCTION 
Hydrotechnical studies involving dam breach and 
floodwave routing are an important part of periodic dam 
safety reviews performed in North America [1][2]. Within a 
dam safety framework, hydrotechnical studies are used to 
determine the hazard classification of the dam through 
analysis of life-safety, socio-economic, environmental and 
cultural losses. The hazard classification is used to identify 
the Inflow Design Flood (IDF) and the Design Earthquake as 
well as to establish monitoring and inspection requirements 
for the dam. The results of hydrotechnical studies are also 
used to prepare emergency response plans and distributed to 
emergency response stakeholders. Both of these activities 
require accurate predictions of the floodwave travel times, 
the extent of the inundation as well as the depths and 
velocities of the flows.  
Simulation of dam break flows is a complex problem and 
there are a number of challenges that engineers and their 
models must address. Firstly, dam break models require 
specialized numerical techniques to handle the highly 
unsteady, rapidly varied flows including discontinuities such 
as bores and hydraulic jumps [3]. Improper selection of the 
numerical techniques can lead to solutions that are too 
diffusive or unstable due to numerical oscillations. Another 
challenge in simulating dam break flows is that the 
magnitude of the breach hydrographs are typically an order 
of magnitude greater than typical flood events and often 
result in complex flows (e.g. flow splitting, flow through 
urban environments) and flows that are temporarily 
unconfined and 2D. Finally, there is often limited data 
available to conduct a proper calibration of the model for the 
magnitude of the flows being simulated.  
Current 2D hydraulic models offer many advantages over 
1D models for modeling dam break flows. Many 2D models 
offer advanced numerical techniques specifically developed 
for handling rapidly varied flows. 2D models also more 
accurately reproduce the flood wave dynamics that occur 
during high flows over complex terrains [4] and they reduce 
the need for model empirically-based parameterization to 
account of 2D flows.    
Within North America, 1D models such as DAMBRK 
and HEC-RAS are still commonly used for the simulation of 
dam breach floodwave propagation. 2D models are only 
requested in special cases where it is obvious that a 1D 
model is not appropriate. Despite the advantages of 2D 
models as well as advances in computing power and the 
wide availability of high-resolution elevation data collected 
from LiDAR and photogrammetry there still is a bias 
towards the use of 1D models.  
This paper compares the results of two of previous dam 
break studies modelled in 1D using HEC-RAS with the 
result from using the TELEMAC-2D 2D model. For both 
these river systems, the assumption of 1D flow during the 
dam breach is reasonable and therefore the purpose is to 
quantify the differences between the model results and 
examine the advantages and disadvantages of each approach 
from a practical perspective. 
II. STUDY AREAS 
Two study areas were used in this investigation. For both 
study areas, the dams were modelled in 1D using HEC-RAS 
by the authors as part of hazard classification and inundation 
mapping projects. The dams are located in two different 
locations in Canada.  
A. Study Area 1 - Confined Parkland/Urban River 
The dam for Study Area 1 (SA1) is an earthen 
embankment dam used for flood control with a height of 
16.5 m and reservoir storage of 5,000,000 m3. The sunny-
day failure scenario of the dam was assumed to be due to 
piping/seepage with a time-to-failure of 1 hour. 
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predicted maximum depth with TELEMAC-2D predicting 
much deeper inundation depths particularly at stations 
2.58 km and 3.86 km, after which the elevation difference 
decreases. This difference in the depths may be partially 
attributed to differences in the approaches used in the 
modelling of the bridges as can be seen in Fig. 8. Further 
refinement of the 2D mesh at the road crossings and/or the 
use of the bridge/culvert elements available in 
TELEMAC-2D should be performed to see if the difference 
in the water surface elevations is minimized.  
TABLE I.  FLOODWAVE STATISTICS FOR STUDY AREA 1. 
Station Parameter HEC-RAS 
TELEMAC
2D Diff 
2.58 
km 
Flood Arrival Time 
[hh:mm] 0:20 0:24 -0:04 
Time-to-peak  [hh:mm] 0:50 0:52 -0:02 
Maximum depth [m] 12.96 14.94 -1.98 
3.86 
km 
Flood Arrival Time 
[hh:mm] 0:25 0:32 -0:07 
Time-to-peak  [hh:mm] 0:55 1:00 -0:05 
Maximum depth [m] 9.42 11.07 -1.65 
7.15 
km 
Flood Arrival Time 
[hh:mm] 0:45 1:03 -0:18 
Time-to-peak  [hh:mm] 1:20 1:25 -0:05 
Maximum depth [m] 10.47 9.96 0.51 
9.06 
km 
Flood Arrival Time 
[hh:mm] 0:55 1:17 -0:22 
Time-to-peak  [hh:mm] 1:35 1:48 -0:13 
Maximum depth [m] 6.58 6.91 -0.33 
 
For SA2, the differences in the floodwave travel times 
predicted by the two models are much greater than in SA1. 
The flood arrival times predicted by HEC-RAS are much 
shorter than predicted by TELEMAC-2D; however 
TELEMAC-2D generally predicts a shorter time-to-peak. It 
was hypothesized that the dry-bed initial conditions used in 
the 2D model would have resulted in a faster arrival time 
compared to the wet bed conditions used in the 1D model, 
consistent with the analytical solution for dam break flows 
over rigid beds by [11]. The coarse mesh used along the 
channel could be partly responsible for the slower travel 
times. The faster time-to-peak predicted by TELEMAC-2D 
indicates that the wave front of the floodwave is travelling 
slower than the wave predicted by HEC-RAS but the 
hydrograph is steeper. This could be the result of excessive 
numerical diffusion within HEC-RAS and further study is 
warranted. Interestingly, the two models both predict very 
similar maximum water depths with TELEMAC-2D 
generally predicting slightly greater depths as was found in 
SA1. 
TABLE II.  FLOODWAVE STATISTICS FOR STUDY AREA 2. 
Station Parameter HEC-RAS TELEMAC Diff 
2.1 km 
Flood Arrival Time 
[hh:mm] 0:10 0:20 -0:10 
Time-to-peak  [hh:mm] 1:15 1:35 -0:20 
Maximum depth [m] 5.63 6.01 -0.38 
13 km 
Flood Arrival Time 
[hh:mm] 1:40 2:55 -1:15 
Time-to-peak  [hh:mm] 4:30 3:50 +0:40 
Maximum depth [m] 4.31 4.71 -0.40 
22.4 
km 
Flood Arrival Time 
[hh:mm] 3:05 5:45 -2:40 
Time-to-peak  [hh:mm] 9:09 7:25 +1:44 
Maximum depth [m] 4.55 4.34 +0.21 
29.2 
km 
Flood Arrival Time 
[hh:mm] 5:00 8:30 -3:30 
Time-to-peak  [hh:mm] 15:00 10:10 +4:50 
Maximum depth [m] 2.94 3.34 -0.40 
36.8 
km 
Flood Arrival Time 
[hh:mm] 6:05 10:55 -4:50 
Time-to-peak  [hh:mm] 17:55 14:05 +3:50 
Maximum depth [m] 3.56 3.81 -0.25 
 
 
Figure 8.  Comparison of the maximum water surfaces for Study Area 1.  
 
Figure 9.  Comparison of the maximum water surfaces for Study Area 2. 
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Abstract—CNR is the first producer of exclusively renewable 
energy in France, operating and managing 18 hydroelectric 
power plants on the Rhône River. When turbines shut down 
because of electric incidents, the stop is very sudden and 
generates a wave that raises the upper channel water level. 
This step is called trigger or disjunction.  
To improve the knowledge of these wave phenomena is 
essential for CNR in order to implement suitable actions both 
at the barrage and power plant with respect to each specific 
development constraint (warning of sudden water release in 
the downstream reach, automatic backup, intrinsic security).  
Previous modelling studies with 1D and 2D models of the 
actual trigger test carried out with a 500 m3/s discharge at 
Chautagne scheme in April 2010 showed some limitations 
including excessive dampening of reflected waves and 
underestimation of secondary waves amplitude. The aim of 
this study is to carry out the modelling of this test with the 
TELEMAC-3D software in order to get better results. Tasks 
consist of 3D model meshing, model calibration for trigger 
conditions, comparison of results with real test measurements, 
discussion on methods, analysis of the main parameters and 
extrapolation to a trigger test with a 700 m3/s discharge. 
 
I. INTRODUCTION 
The of hydro-electric development scheme of the Rhone 
River is based on a regulation barrage and a power plant 
equipped with turbines. Electrical incidents (mechanical 
failure in the turbine or in the electrical network, etc…), or 
unfavourable hydraulic conditions can lead to a quick 
stopping of one or more turbines and thus stop the plant and 
its production. This phenomenon is also called trigger or 
disjunction. To avoid destruction of the machines due to 
overspeed, the flow that supplies hydraulic turbines is 
automatically cut off by valves. The discharge is then 
suddenly reduced to zero, creating a positive wave 
propagating in the upstream channel and a negative one in 
the downstream channel of the plant. The wave is called 
wave disjunction or swelling. As a consequence, the 
positive wave will temporarily increase the standard water 
level of the upper channel (i.e. the usual operating water 
level) and consequently affects security issues (e.g. flooding 
of banks equipments and structures, spillage over levees). 
The numerical study of this phenomenon is crucial for CNR 
in order to improve the understanding of the wave 
propagation and to prevent occurrence of any incidents. 
The paper is divided in four parts. First, the Chautagne 
development scheme features are explained. Second, the 
experimental trigger is described. Third, the TELEMAC 
modelling is presented. Finally, 2D and 3D results are 
analysed, limits of optimization are listed and improvements 
are proposed. 
II. OBJECTIVES 
The simulation of disjunction waves using TELEMAC-
2D model (shallow water or Boussinesq equations) gives a 
good representation of the first passage of the primary wave 
amplitude and frequency. This model also has its 
limitations: 
• The dampening of reflected waves is too strong; 
• The amplitude of the wave from the second pass at 
the plant is underestimated compared to the expected 
results. 
In addition, the secondary waves are not modelled by 
the Saint Venant equations, because these assume a 
hydrostatic pressure distribution. That’s why 3D modelling 
seems necessary to reproduce this phenomenon. 
Study objectives are: 
• to realize a 3D exploratory approach from the 
existing 2D model and evaluate it by comparing with 
the experimental test data recorded on 29 April 2010 
(500 m3/s); 
• To extrapolate the trigger test to the maximum 
discharge of the power plant. 
III. CHAUTAGNE SCHEME 
Chautagne hydropower plant is located in the Rhône 
River valley (in the eastern part of France), between Geneva 
(Switzerland) and Lyon. It was built in 1980. Chautagne 
follows the typical CNR development scheme. Indeed, it is 
composed of the following structures: 
• A hydropower plant (Usine d’Anglefort: US) with a 
total installed capacity of around 90 MW. It 
comprises two bulb-upstream units with a maximum 
power station discharge of 700 m3/s.  
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VI. SCHEME MODELLING 
1. Mesh 
The domain is 15 km long and is meshed with node 
located every 15 m (∆x). This resolution was calculated 
according to the wave speed (C) and the time for stopping 
the hydropower plant. The secondary waves are very quick 
and have a runtime of 15 s (T). It was assumed that between 
5 and 10 observations (n) during plant stopping were enough 
to measure waves. Consequently the mesh resolution was 
calculated with: 
 ∆𝑥 =  𝐶.𝑇𝑛 𝑛=10���� ∆𝑥 = 15.6 𝑚 (1) 
The 2D grid comprises about 26 000 nodes and 50 000 
elements. This mesh has been generated by Matisse. With 
regard to the 3D model, 6 horizontal levels are generally 
used in this study. Consequently, the 3D grid comprises 
about 150 000 nodes and 750 000 elements. 4 liquid 
boundary segments (SY, FI, BGE, and CE) are applied. 
A. Calibration 
The model calibration is very important because it 
determines numerical model reliability. At first, the 
calibration is done with the 2D model. Then 2D calibration 
coefficients are reused in the 3D model after a validation 
step (dependent to the water depth discretization, i.e. 
horizontal level number). For the calibration process five 
steady state discharges ranging from 436 m3/s to 1300 m3/s 
and two flood events with peak flows of 2400 m3/s and 2070 
m3/s were selected. Water levels were imposed at the 
downstream hydropower plant (CE) and at the other three 
liquid boundaries (SY, FI and BGE).  
The modelling of the turbulence was realised with a 
constant viscosity of 5.10-3m2/s. Calibration was focused on 
the bottom coefficient, which was computed following 
Strickler’s law. The model was divided into different 
Strickler zones as specified in Fig. 3.  
 
Figure 3.  Strickler coefficients 
The comparison of computed and measured water levels 
shows a maximal error of 15 cm for the steady state 
conditions, however for the lowest discharge the error is less 
than 5 cm. For the flood events the upstream power plant 
water level during the peak flow is overrated with 15 cm,. 
Nevertheless the results match the measurements fairly well 
allowing to validate the numerical model. For the next step 
of the study, an average error between 5 and 15 cm has to be 
taken into account.  
The Strickler coefficients from the 2D calibration were 
used in the 3D model, and the calibration procedure was 
applied again in order to check the model behaviour in 3D. A 
similar calibration quality could be reached.  
 
Figure 4.  Calibration of steady state in 3D model 
VII. DISJUNCTION TEST MODELLING 
The disjunction is studied in this part. Water levels 
throughout the model were calculated to improve the 
knowledge about these phenomena. During the disjunction, 
the model was controlled by flow boundary condition.  Thus, 
2 different kinds of boundary condition setups were used. On 
the one hand, the initialization (normal boundary 
conditions), on the other hand the disjunction (only flows).   
A. Initialization 
A hydraulic model in subcritical flow is controlled by a 
downstream water level, consequently a water level was 
imposed on the power plant. For the initialization the 
unsteady state before the disjunction took place was taken 
from measurements. The model simulated a whole day prior 
to the disjunction until 9:30 a.m. The simulation of these 30 
hours took only 8 minutes on 32 computational cores.  
At first the initialization was run with TELEMAC-2D. 
The difference between the models will be explained later. 
The comparison of computed and measured water levels 
(∆Z) for the initialization run is presented in Table II for 
different locations of the model (Fig. 1).  
At 9:30 a.m the water level. is close to the reality 
(average ∆Z about 3 cm). Moreover, the headrace channel 
discharge calculated at 9:30 am is about 500 m3/s, similar to 
the ADCP measurements. Therefore the last time step of this 
initialization was used as the first of the trigger modelling.  
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TABLE II.  INITIALIZATION SUMMARY 
 
Z [m NGFO] Init 5 [m NGFO] 
Measurement 
Point/Station 08:30 09:30 08:30 ∆Z 09:30 ∆Z 
P1 Seyssel 
Bridge 252.33 252.53 252.47 0.14 252.56 0.02 
P2 leisure 
center 251.96 252.06 252.13 0.17 252.09 0.03 
P5 BGE  
upstream  251.96 252.03 252.09 0.13 252.04 0.01 
P7 CA entrance 251.94 252.02 252.04 0.10 252.01 0.00 
P8 mi- CA 251.84 251.94 251.82 -0.02 251.87 -0.06 
P9 lock  
upstream  251.57 251.73 251.64 0.07 251.78 0.05 
P13 100m CE 
upstream  251.54 251.70 251.59 0.05 251.76 0.06 
P14 CE 
upstream 251.59 251.74 251.67 0.08 251.74 0.00 
 
B. Disjunction 
To start disjunction modelling, simulation was run with 
TELEMAC-2D to get an idea of the results. Then a simple 
3D model was run with default setup parameters in 
TELEMAC-3D. The optimization of this case has been 
studied in a second phase. Again only flow boundary 
conditions were used (Fig. 5). Default setup parameters were 
chosen for TELEMAC-2D run.  
• Strickler’s friction law with different zones as shown 
in Fig. 3.  
• Constant turbulence model with a constant viscosity 
of 5.10-3 m2/s.  
• The solver was chosen by default with “solving 
normal equation”.  
• Shallow water equations were used in this model. A 
quick sensitivity test between Saint Venant and 
Boussinesq did not show any significant difference. 
 
Figure 5.  Boundary conditions during trigger test 
For the TELEMAC-3D run, parameters were chosen 
similarly. Additional key-words like 2D continuation, 6 
horizontal levels and no friction on lateral boundaries were 
added to the 3D model.  
The time step (∆t) has been calculated according to 
Courant number Cr. This number must be less than 1 for 
rapidly changing flows.  
 𝐶𝑟 = 𝐶 . ∆𝑡∆𝑥 < 1 ∆𝑥=15𝑚������∆𝑡 < 1.4 𝑠 (2) 
Consequently, ∆t = 1s.  
Both simulations (2D and 3D) were run with 
continuation on 2D or 3D initialization. Results were 
extracted at different locations; the study mainly focused on 
the upstream US sensor (6) and on the inlet of CA sensor (7). 
 
Figure 6.  Comparison 2D vs. 3D models at upstream powerplant. 
The 2D model shows attenuation of the reflected waves 
and underestimated amplitude. The first wave peak is 
perfectly reached by the 2D model; the 3D model is also 
close even if there is a ∆z of 5 cm. Generally the 3D model 
reproduces the waves better than 2D model. Amplitude and 
frequency of the model results are almost in line with the 
measured signal. The amplitude of the reflected wave is 
quite acceptable even if the model results show a small 
attenuation; this could be improved with an optimization 
program.  
 
Figure 7.  Comparison 2D vs. 3D models at inlet of headrace channel. 
The 2D model shows instabilities on the secondary 
waves (see the zoomed detail in Fig. 7). Some oscillations 
appear overlaying the general curve, but they might be 
linked to numerical instability. The primary wave is well 
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simulated by the 3D model. Afterwards a specific study is 
performed on the representation of secondary waves. 
VIII. OPTIMISATION PROGRAM (1)  
A. Key-words effect 
A large optimization program is set up to improve the 
representation of the disjunction wave and to mitigate the 
difference between simulation and measurements. This 
program is based on different key words available with 
TELEMAC-3D: 
• Number of horizontal levels: 6 to 10;  
• Horizontal levels position: equidistant or close to 
free surface; 
• Modelling continuation: 2D or 3D; 
• Non-hydrostatic or hydrostatic version; 
• Horizontal and vertical turbulence model: constant 
viscosity, mixing length, Smagorinsky, K-Epsilon, 
K-Omega; 
• Solvers. 
Most of the tests are displayed on Fig. 8 and Fig. 9. Not 
all the tests performed with the different solvers are shown, 
because the results are almost the same. 
 
Figure 8.  CE upstream models comparison 
 
Figure 9.  Inlet of headrace channel models comparison. 
From the analysis shown in Fig. 8 some configurations 
could be dismissed: 
• Particular level distribution is not appropriate to this 
test; 
• Friction on lateral boundaries has no influence on 
the free surface level. 
Further investigations: 
• 3D continuation with restart file (equations solved at 
last time step);  
• Non-hydrostatic version (starting hypothesis); 
• Horizontal turbulence model: constant viscosity 
(5.10-3 m2/s); 
• Vertical turbulence model: mixing length; 
• Steering word “Velocity profiles” at the discharge 
boundaries were calculated considering the water 
height. 
At the inlet of the headrace channel, only the primary 
waves could be calculated by TELEMAC-3D: it should be 
necessary to find an alternative set of parameters to 
investigate this phenomenon. 
B. Key-words coupling 
These selected key words are gathered in one simulation. 
A quick test showed that considering only 6 horizontal levels 
was enough for this trigger test. Besides boundary conditions 
were modified and shifted to +10 minutes, because records 
gave average on last 10 minutes. The values of coefficient 
diffusion for velocity and depth were fixed to 1 in 
accordance with the calibration done on v5p9 version. 
Moreover, free surface gradient compatibility was reduced to 
0.9 to avoid instabilities. 
A new simulation was run with TELEMAC-3D 
considering the mentioned key-words concerning coupling 
and boundary conditions. The 2D model was also modified 
with the same key-words matching on TELEMAC-2D. 
Results were matching very well with the measurements as 
shown on Fig. 10 and Fig. 11. 
 
Figure 10.  Comparison 2D vs. 3D optimized models at upstream of  
power plant 
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Abstract—Wave and hydrodynamics modelling in coastal areas 
is nowadays an indispensable tool for both research and 
engineering/environmental design. The selection among the 
various available models is equally essential and should be 
done cautiously, taking into consideration both the models’ 
capabilities and the actual modelling needs. In the above 
context, results of ongoing research on the comparison 
between TELEMAC and MIKE21 are presented in this work. 
The test study area is located near the Port of Brindisi in South 
Italy. TELEMAC simulations were performed using 
TOMAWAC for wave propagation and TELEMAC-2D for the 
hydrodynamics; MIKE21 simulations were performed using 
the MIKE21-SW and MIKE21-HD modules respectively. 
Model output is compared on the basis of wave/current fields 
and wave propagation along linear trajectories from the 
offshore to the shoreline; analysis shows an overall satisfactory 
agreement between the two models. 
 
I. INTRODUCTION 
Accurate predictions of wave climate, current patterns 
and sea level variations are essential for a wide range of 
research and operational applications, as they govern 
sediment and pollutant transport, coastal morphology 
evolution and interactions with structures in the coastal field. 
Accordingly, numerical models that can serve the above 
purposes have become the main tool for researchers, 
engineers and policy planners around the world. The range 
of available models is wide; the selection of the most 
suitable for each application should be based on models’ 
evaluation with regard to the case-specific modelling needs. 
In the present work, the open-source TELEMAC suite is 
compared with the well-known MIKE21 commercial 
software (developed by DHI Group) in a fundamental wave 
and hydrodynamics modelling application. The study area is 
located near the Port of Brindisi in South Italy; the models 
used are briefly described, as are the steps of their setup for 
the final applications. Results are compared on the basis of 
wave/current fields and wave propagation along linear 
trajectories from the offshore to the shoreline. Analysis 
shows an overall satisfactory agreement between the two 
models and is deemed to provide a useful insight on their 
comparative evaluation, setting the basis for future work in 
this direction. 
II. MATERIALS AND METHODS 
A. Grid Generation 
Blue Kenue is a data preparation, analysis, and 
visualization tool for hydraulic modellers developed by the 
Canadian Hydraulics Centre (National Research Council). In 
the present work it was used to create the variable-density 
triangular mesh of the study area. The respective work for 
MIKE21 was done using MIKE Zero, the DHI tool for 
managing MIKE projects.  
The bathymetric and shoreline data of the wider study 
area resulted from the digitization of nautical charts acquired 
from the Italian National Hydrographic Military Service 
(“Istituto Idrografico della Marina Militare”). 
B. Wave Propagation 
Wave propagation with TELEMAC was modelled using 
TOMAWAC. By means of a finite-element type method, 
TOMAWAC solves a simplified equation for the spectro-
angular density of wave action. The physical processes 
modelled comprise [1]: (a) energy source/dissipation 
processes (wind driven interactions with atmosphere, 
dissipation through wave breaking / whitecapping / wave-
blocking due to strong opposing currents, bottom friction-
induced dissipation), (b) non-linear energy transfer 
conservative processes (resonant quadruplet interactions, 
triad interactions), and (c) wave propagation-related 
processes (wave propagation due to the wave group / current 
velocity, depth-/current-induced refraction, shoaling, 
interactions with unsteady currents). 
Wave propagation with MIKE21 was modelled using 
MIKE21-SW. MIKE 21-SW is a third generation spectral 
wind-wave model that simulates the growth, decay and 
transformation of wind-generated waves and swells. The 
discretisation of the governing equation in geographical and 
spectral space is performed using a cell-centred finite 
volume method, while in the geographical domain is 
discretized by unstructured triangular meshes [2]. MIKE-SW 
models the same physical processes as TOMAWAC, 
offering however less options for their parametrization. 
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C. Hydrodynamics 
Hydrodynamics with TELEMAC were modelled using 
TELEMAC-2D. TELEMAC-2D solves the Saint-Venant 
equations using the finite-element or finite-volume method, 
and is able to perform simulations for both transient and 
permanent conditions [3]. Due to its capabilities, the model 
is widely used in free-surface maritime and river hydraulics; 
in the present work, the objective was to test the simulation 
of wave-current interactions through its direct coupling with 
TOMAWAC. 
Hydrodynamics with MIKE21 were modelled using 
MIKE21-HD. MIKE21-HD simulates unsteady flow taking 
into account density variations, bathymetry and external 
forcings; it is based on the numerical solution of the two-
dimensional incompressible Reynolds averaged Navier-
Stokes equations, subject to the assumptions of Boussinesq 
and of hydrostatic pressure. The spatial discretisation of the 
primitive equations is performed using a cell-centred finite 
volume method [4]. As mentioned in the previous section for 
TOMAWAC and MIKE21-SW, MIKE21-HD also offers 
less parametrization options than TELEMAC-2D. 
III. MODEL SETUP 
A. Study area 
The study area is located northwest of the city and port of 
Brindisi (Puglia region, South Italy). The selected 
rectangular outline of the test field for the model 
applications, also shown in Fig. 1, measures about 21km in 
the longshore and 8km in the cross-shore direction.  
B. Grid Generation 
The triangular mesh in Blue Kenue was created defining 
two density zones: the one below 10m of depth where the 
“default edge length” was set to 20m, and the rest of the field 
where the respective value was set to 250m. The “edge 
growth ratio” parameter that governs the transition between 
the two in the meshing algorithm was set to 1.2. The resulted 
mesh, presented in Figure 2a, consists of 55,521 nodes 
forming 109,490 elements. The same approach was followed 
using MIKE Zero as well, with the two density zones 
divided by the 10m depth isoline. However, due to the fact 
that in MIKE Zero the generation of mesh elements is based 
on element area rather than “edge length” (as in Blue 
Kenue), repetitive testing resulted to a mesh of 61,861 nodes 
forming 122,110 elements (see Fig. 2b) which for this case 
was considered satisfactory. The effect of the mesh 
differences on the results will be the subject of future 
evaluation.  
C. Coupled Wave and Hydrodynamics Simulations  
Both TELEMAC and MIKE21 were set-up to run 
coupled wave and hydrodynamics simulations through the 
direct coupling of TOMAWAC – TELEMAC-2D and 
MIKE21-SW – MIKE21-HD respectively. Based on 
previous analysis of the wave regime for the wider area 
(wave data from the buoy of Monopoli, part of the Italian 
wave metric network “RON” [5, 6]), the test simulation in
 
Figure 1. Wider study area and outline of the test field for the model 
applications (base images from Google Earth; privately processed). 
 
 
Figure 2. Triangular mesh and bathymetry for the test field as resulted 
from: (a) Blue Kenue and (b) MIKE Zero. 
this work was selected to run for an extreme NE wave of 
significant wave height Hs=4m and peak period Tp=8sec 
imposed to the upper field boundary (see Fig. 2). 
For the TOMAWAC – TELEMAC-2D simulation, the 
keywords that were modified in the steering files of the 
models are presented in Tables I and II respectively. For the 
MIKE21-SW – MIKE21-HD simulation, basic model 
parameters are presented in Table III. 
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TABLE I.  MODIFIED KEYWORDS IN TOMAWAC 
Keyword Value 
TIME STEP 6 
NUMBER OF TIME STEPS 450 
TYPE OF BOUNDARY DIRECTIONAL SPECTRUM 6 
BOUNDARY SIGNIFICANT WAVE HEIGHT 4 
BOUNDARY PEAK FREQUENCY 0.125 
MINIMAL FREQUENCY 0.067 
NUMBER OF FREQUENCIES 16 
BOUNDARY MAIN DIRECTION 225 
BOUNDARY DIRECTIONAL SPREAD 5 
NUMBER OF DIRECTIONS 16 
CONSIDERATION OF SOURCE TERMS TRUE 
DEPTH-INDUCED BREAKING DISSIPATION 1 
TABLE II.  MODIFIED KEYWORDS IN TELEMAC-2D 
Keyword Value 
TIME STEP 3 
NUMBER OF TIME STEPS 900 
COUPLING WITH TOMAWAC 
COUPLING PERIOD FOR TOMAWAC 2 
SOLVER 1 (conjugate gradient) 
TREATMENT OF THE LINEAR SYSTEM 2 (wave equation) 
WAVE DRIVEN CURRENTS TRUE 
TABLE III.  MODEL PARAMETERS IN MIKE21-SW AND MIKE21-HD 
Keyword Value 
Duration time [s] 2700 
Wave 
Mode 2 
EQUATION / Formulation 2 
EQUATION / Time Formulation 2 
SPECTRAL / Type of frequency discretization 2 
SPECTRAL / Number of frequencies 15a 
SPECTRAL / Minimum frequency 0.067 
SPECTRAL / Frequency factor 1.1 
SPECTRAL / Type of directional discretization 1 
SPECTRAL / Number of directions 16 
BOUNDARY CONDITIONS / Type 4 
BOUNDARY CONDITIONS / Wave Height 4 
BOUNDARY CONDITIONS / Peak period 8 
BOUNDARY CONDITIONS / Wave direction 45 
Keyword Value 
BOUNDARY CONDITIONS / Directional 
spread 5 
WAVE BREAKING / Type 1 
WAVE BREAKING / Type of gamma 1 
WAVE BREAKING / Alpha 1 
Hydrodynamics 
EQUATION / Formulation 2 
EQUATION / Time Formulation 2 
RADIATION STRESSES / Type 2 
SOLUTION / Scheme of time integration 1 
SOLUTION / Scheme of space discretization 1 
SOLUTION / Type of entropy fix 1 
SOLUTION / CFL critical HD 0.8 
SOLUTION / CFL critical AD 0.8 
a. The difference form the respective value in Table I is explained by the different definition of 
frequency distribution in TOMAWAC and MIKE-SW [1, 2]. 
IV. RESULTS AND DISCUSSION 
Fig. 3a shows the wave height distribution and wave 
direction vectors over the entire field, as resulted from the 
coupled TOMAWAC – TELEMAC-2D run; Fig. 3b shows a 
detail of these results for a particular area of interest. The 
respective results of the coupled MIKE21-SW – MIKE21-
HD run are presented in Figs. 4a and 4b. Model estimates are 
quite close for both wave height magnitude and distribution, 
focusing especially in the surf zone. The difference depicted 
in MIKE21 results (Fig. 4) for the onshore propagating 
waves is in fact not significant; all the values exceeding 4m 
in this area are below 4.1m, while the respective ones for 
TOMAWAC (Fig. 3) are only slightly smaller than 4m. 
Local peaks of wave height close to the breaker line reach 
~4.2m in both models’ results. 
Fig. 6a shows the current speed distribution and current 
direction vectors over the entire field, as resulted from the 
coupled TOMAWAC – TELEMAC-2D run; Fig. 6b shows a 
detail of these results for the particular area of interest (same 
as in Figs. 3b and 4b). The respective results of the coupled 
MIKE21-SW – MIKE21-HD run are presented in Figs. 5a 
and 5b. In Figs. 5 and 6 insignificant current direction 
vectors (for speeds lower than 0.1 m/s) were omitted to 
enhance figures’ clarity. Current circulation patterns and 
magnitude agree satisfactorily between model runs, with the 
prevailing longshore current (E-SE to W-NW direction) 
affected by shoreline morphology and local bathymetry. 
Current speed peaks appear in the same areas in both Figs. 5 
and 6, approaching 2.5m/sec for the TOMAWAC – 
TELEMAC-2D run and reaching 2.8m/sec for the MIKE21-
SW – MIKE21-HD run.  
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Figure 3. Wave height distribution and wave direction vectors as resulted 
from the coupled TOMAWAC – TELEMAC-2D run: (a) over the entire 
field and (b) for a particular area of interest. Wave height evolution along 
the line trajectories depicted in the upper figure, is presented in Fig. 7. 
Figs. 7a and 7b show wave height evolution results of 
both the coupled TOMAWAC – TELEMAC-2D and 
MIKE21-SW – MIKE21-HD runs, along two linear 
trajectories from the offshore field boundary to the shoreline. 
Wave height profiles for Trajectory 2 (Fig. 7b) practically 
overlap inside the surf zone, with minor differences for the 
onshore-propagating wave behind the breaker line (located at 
~5800m along the trajectory). On the other hand, results for 
Trajectory 1 (Fig. 7a) show differences regarding wave 
breaking and height evolution inside the surf zone. As the 
underlying theory is similar in both models, these can be 
attributed to differences in the triangular meshes (see Section 
III.B) and local anomalies in nearshore water depth 
interpolation (also affected by mesh properties). The 
aforementioned issues are undoubtedly among the ones to be 
further investigated in future research. 
 
Figure 4. Wave height distribution and wave direction vectors as resulted 
from the coupled MIKE21-SW – MIKE21-HD run: (a) over the entire field 
and (b) for a particular area of interest. 
 
 
Figure 5. Current speed distribution and current direction vectors as 
resulted from the coupled MIKE21-SW – MIKE21-HD run: (a) over the 
entire field and (b) for a particular area of interest. 
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Figure 6. Current speed distribution and current direction vectors as 
resulted from the coupled TOMAWAC – TELEMAC-2D run: (a) over the 
entire field and (b) for a particular area of interest. 
V. CONCLUSIONS 
The present work was the first authors’ step towards a 
comprehensive comparison of TELEMAC and MIKE21 on 
wave and hydrodynamics modelling. The results of the 
fundamental applications presented above show a 
satisfactory agreement between the two models. Having 
overcome some of the main obstacles in model setup, 
ongoing research comprises the investigation of the effect of 
all the wave- and current- related processes – modelled by 
TELEMAC and MIKE21 – on wave-current interaction. In 
future work, focus will be also given to identifying and 
implementing methods of analytical comparison of the 
models’ results.  
 
Figure 7. Wave height evolution along two linear trajectories from the 
offshore field boundary to the shoreline (see Fig. 3, (a) = Trajectory 1 and 
(b) = Trajectory 2), as resulted from both the coupled TOMAWAC – 
TELEMAC-2D and MIKE21-SW – MIKE21-HD runs. 
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Abstract—This paper describes the development and 
calibration of a two-dimensional hydrodynamic model of the 
port of Terneuzen. The model is calibrated using a cost 
function against a combination of water level, discharge and 
ADCP data. The calibrated model is used to calculate flow 
fields for the ship manoeuvring simulator of Flanders 
Hydraulics Research (FHR). The use of an unstructured grid 
allows for local grid refinement in the study area. 
 
I. INTRODUCTION 
The lock complex at the port of Terneuzen provides 
access from the Western Scheldt to the port of Ghent located 
in Belgium (via the canal of Ghent – Terneuzen). Each year, 
about 10.000 seagoing vessels, 50.000 inland vessels, and 
about 3.000 pleasure crafts pass the locks.  
The ship manoeuvring simulator of FHR consists of a 
mathematical model that calculates the effect of different 
forces on a sailing vessel, and a navigation bridge from 
where the pilot can see how the vessel behaves and can steer 
it. It is possible to simulate different types of vessels, tugboat 
assistance, movement of other ships, etc. The ship 
manoeuvring simulator is used for training purposes for river 
pilots and for research on the feasibility of an extension of 
the lock complex. The numerical model is used to calculate 
accurate velocity maps with a high spatial resolution, which 
are provided as flow fields for the simulator.  
Before setting up the TELEMAC model presented here, 
the best hydrodynamic model for the port of Terneuzen was 
the NEVLA model [1], [2], which includes the entire Scheldt 
estuary in a curvilinear grid. The grid resolution of the 
NEVLA model is 130 x 50 m near Terneuzen, which is too 
coarse for a meaningful application of the model results in 
the ship simulator. The use of an unstructured grid allows for 
local grid refinement in the study area, which is necessary to 
take the complex geometry of the study area into account 
(e.g. accurate representation of the quay walls). 
II. THE NUMERICAL MODEL 
A.  Model grid 
A 2D model for this project is developed in the 
TELEMAC software, which is based on the finite element 
method. The model domain is discretised into an 
unstructured grid of triangular elements and it is locally 
refined in the study area.  
Google Earth and Blue Kenue [3] were used to define the 
outline of the model. Afterwards, the triangular 
computational mesh was generated in the Blue Kenue 
software. The model domain is shown in Fig. 1. The 
downstream boundary of the TELEMAC model is located at 
Vlissingen; the upstream boundary is located at 
Liefkenshoek. 
The final grid has a resolution of 100 m at the model 
boundaries, 50 m in the area around the port of Terneuzen and 
10 m at Terneuzen (Fig. 2). The total number of nodes in the 
grid is 95.105 and the total number of the elements is 186.877. 
 
Figure 1.  Numerical model domain 
 
Figure 2.  A detail of the mesh for the port of Terneuzen 
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B. Bathymetry 
The bathymetry of the Western Scheldt and Lower Sea 
Scheldt is defined based on the samples from 2011 provided 
by Rijkswaterstaat and Flemish Hydrography respectively. 
Bathymetry for the port of Terneuzen and its surroundings is 
taken from the Scheldt ECS server (data for 2010 – 2012). 
TAW (Tweede Algemene Waterpassing, the standard 
vertical reference in Belgium) is used as a vertical reference. 
The bathymetric samples are not available for a number 
of relatively small areas located far from the area of interest 
(e.g., port of Hansweert and Vlissingen). The bathymetry for 
these areas was defined based on the maps of Flemish 
Hydrography (2011). 
C. Boundary conditions 
The boundary conditions for the TELEMAC model in 
this study are generated by nesting the model in the NEVLA 
model. A 10 minute time series of total discharge at 
Vlissingen is imposed at the downstream boundary and a 10 
minute time series of water level at Liefkenshoek is 
imposed at the upstream boundary. 
D. Simulation period 
Based on the tidal conditions during which ADCP and 
discharge measurements are available (see further), the 
model is run from 28/07/2009 00:00 to 28/08/2009 00:00. 
III. AVAILABLE MEASUREMENT DATA 
Measured water levels are available in 9 different stations 
(location in Fig. 3). 10 minute time series of water level were 
retrieved from the Hydro Meteo Centrum Zeeland database 
(HMCZ) for the stations on the Dutch territory and from 
Hydrologisch Informatie Centrum (HIC) for station 
Liefkenshoek in Belgium. 
Six different ADCP measurement campaigns are 
available (Table I and Fig. 3). During such a measurement 
campaign, a ship-mounted ADCP measures continuously 
during one tidal cycle, while the ship follows a fixed transect 
across the river. The resulting dataset consists of velocity 
vectors distributed over the transect and over the water 
depth, during one tidal cycle. Four of these datasets are used 
for the model calibration, two are used for the model 
validation.  
TABLE I.  ADCP MEASUREMENTS USED FOR THE MODEL CALIBRATION 
Measurement Date Tidal Conditions Used for 
R7 Everingen 04/06/2008 spring tide calibration 
Terneuzen port 21/03/2007 spring tide calibration 
Waarde 23/03/2006 neap tide calibration 
Waarde 28/09/2006 average tide calibration 
R7 Everingen 05/07/2011 spring tide validation 
R7 Terneuzen 06/07/2011 average tide validation 
 
Discharge data are obtained by integration of ADCP data 
over the cross section, and are available for 15 cross sections 
in the Western Scheldt. Discharge data are used during the 
model calibration. 
 
Figure 3.  Available measurement data 
IV. MODEL CALIBRATION 
A. Methodology 
The main objective of the model calibration is to 
optimize the representation of the flow velocity in the port of 
Terneuzen. Bed roughness and velocity diffusivity are used 
as calibration parameters. The results of model simulations 
are compared with measured water levels, velocities and 
discharges.  
Comparison between modelled and measured water 
levels is done by comparing the time series, the individual 
high and low waters, and the harmonic components obtained 
from a harmonic analysis.  
For ADCP measurements and discharge data, 
comparison with the model results is done for a selected 
modelled tide that is comparable to the tidal conditions 
during the measurements (Table I). Working with 
comparable tides means that differences between the 
calculated and measured velocities and fluxes are expected 
when the agreement between the measured and modelled 
tides is not sufficient. Differences between the model 
bathymetry and the actual bathymetry during the 
measurements can be another reason for the differences in 
discharges. 
B. Cost function 
In order to select the best calibration run, a cost function 
(1) is calculated for each simulation. The cost function is 
intended to get one value that represents model performance. 
The factors in the cost function are defined in such a way 
that a lower value represents better model performance. The 
cost function is made dimensionless in relation to a reference 
run, so a value lower than 1 indicates an improvement over 
that reference run [2]. The model run with the best accuracy 
has the lowest score. 
 𝐶𝑜𝑠𝑡 = ∑ 𝐹𝑎𝑐𝑡𝑜𝑟𝑖𝐹𝑎𝑐𝑡𝑜𝑟𝑖,𝑟𝑒𝑓 ∗ 𝑊𝑒𝑖𝑔ℎ𝑡𝑖 (1) 
Several parameters are selected as factors for the 
calculation of the cost function (Table II). 
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VI. MODEL VALIDATION 
For verification purposes, an independent set of ADCP 
measurements that were not used for the model calibration 
is used. The measurement campaigns are listed in Table I.  
The model performance during the validation period is 
comparable with the performance during the calibration. 
The absolute value of bias of the velocity magnitude at 
Everingen is smaller than 10 cm/s for most transects. The 
total RMSE of velocity magnitude is 14 cm/s. The RMSE of 
velocity direction is smaller than 20 degrees for most 
transects. It increases around slack. The total RMSE for all 
transects is 24 degrees. 
The flow velocities at R7 Terneuzen are underestimated 
in the model during ebb (the bias varies between -1 and -16 
cm/s). The model accuracy is better during flood. The total 
RMSE for all transects is 18 cm/s. The RMSE of velocity 
direction is 35 degrees. The maximum differences are 
observed around slack. 
VII. APPLICATION OF THE FLOW FIELDS IN THE SHIP 
SIMULATOR 
A. Export of the modelled velocity maps 
The calibrated model was used to calculate the velocity 
maps for the ship simulator of FHR. The model maps were 
calculated every 10 min from 25/08/2009 16:00 to 
26/08/2009 8:00 (spring tide). 
Since a 2D model was used for this study, no depth 
averaging was implemented. The modeled velocities were 
exported only for the points with a water depth larger than 1 
m. For the points with a smaller depth, velocities were set to 
NaN (not a number). 
B. Research in the simulator 
The modelled velocity fields are used in the ship 
manoeuvring simulator of FHR for the training of canal 
pilots and for testing specific proposals for the design of 
new infrastructure (e.g. new sea lock in Terneuzen). This 
lock will improve the access for seagoing vessels to the 
ports of Ghent and Terneuzen and will ensure a smooth 
transit of inland vessels between the Netherlands, Belgium 
and France [4]. 
Qualified pilots can assess whether a new design does 
not hinder navigation so that the limits for safe traffic can be 
defined (e.g. the maximum dimensions of the vessels calling 
at a port, the maximum allowed wind or current on entry, 
what action to take by poor visibility etc.) [5].  
It is also possible to examine if new nautical procedures 
and auxiliary resources improve safety (e.g. use of tugboats, 
moving of buoys etc.) [5]. 
It is possible to simulate sailing into and out of the lock, 
assistance of tug boats, different weather conditions, 
interaction with other vessels etc. The evaluation of 
simulations is based on the recorded trajectory, the values of 
important parameters during the simulation and the 
reactions of the pilots after the simulations [6]. 
The following documents are used for the evaluation of 
simulation results: 
• Sailing course plots that describe the trajectory of 
the simulated ship (including an indication of the 
positions where a contact occurred between the 
ship and a hard structure). 
• Summary graphs with information about the ship 
parameters and the use of tugboats etc.) [6]. 
The view of the port of Terneuzen in the ship 
manoeuvring simulator is shown in Fig. 9. An example of 
the sailing course plot is presented in Fig. 10. It shows 
positions of the simulated ship and tug boats every 60 
seconds. 
The simulator can be used for the training of river pilots. 
They can sail into locks and carry out anchoring 
manoeuvres; approach various jetties and moor to these; 
learn to work with tugboats; etc. The position, velocity 
components and forces acting upon the vessel during 
simulation runs can be saved and can thereafter be used for 
further analysis [5]. 
VIII. CONCLUSIONS 
A TELEMAC model was developed for the port of 
Terneuzen. After calibration and validation it was used to 
calculate velocity fields for the ship simulator of FHR. The 
TELEMAC model was successfully integrated into the 
existing software of FHR for the statistical analysis during 
calibration and validation. This model was calibrated based 
on the available water levels, velocity and discharge 
measurements. 
The model accuracy for high and low waters and 
harmonic components of the tidal wave was improved 
during the calibration process. Discharges are well 
represented in the model at most locations. For the model 
calibration the calculated velocities were compared with the 
ADCP measurements at R7 Everingen, port of Terneuzen 
and Waarde. 
 
Figure 9.  View of the port of Terneuzen in the ship manoeuvring 
simulator 
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Figure 10.  Sailing course plot: vessel entering the port of Terneuzen 
The model accuracy is good at all three locations. The 
RMSE varies between 11 cm/s at the port of Terneuzen and 
16 cm/s at Everingen. 
The ADCP measurements from 2011 at R7 Everingen 
and R7 Terneuzen were used for the model validation. The 
RMSE of velocity magnitude is 14 cm/s at Everingen and 
18 cm/s at R7 Terneuzen. 
The modeled velocity fields will be applied in the ship 
manoeuvring simulator of FHR for the training of river 
pilots and for testing specific proposals for the design of 
new infrastructure. 
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Abstract—Application of marine currents for electricity 
generation could offer a distinct advantage over other 
renewable energy sources due to the regular and predictable 
nature of the resource. This paper details the design of a 
turbines farm containing ten helicoidal turbines. With three 
grids a study computing one year of simulation with the 
TELEMAC-3D model coupled with the energy conversion 
module was carried out. It was possible to indicate an interest 
area for trial tests of modelling a turbine farm. The conversion 
pattern is highly dominated by the wind-driven circulation and 
for the passage of frontal systems. The configuration settled for 
this study predicted an annual power output of 59,39 GWh 
which is equivalent to 0.22% of the whole energetic 
consumption of the Rio Grande do Sul State in 2010. 
 
I. INTRODUCTION 
The continuous growth of the world population increases 
the demand and competition for energy, requiring an 
immense effort for making non-renewable energy sources 
availability. Therefore, in addition to promoting the 
development of new technologies, global policies for the 
generation of renewable and clean energy are being 
strengthened. Several methods of energy conversion have
been developed over the years, especially the turbine-based 
current energy converter, which demonstrated high energy 
generation capacity and is already in operation.  
The technique used can be described as an underwater 
wind turbine, having approximately the same principles of 
function. In Brazil, there is no mapping of the coastal zones 
regarding the energetic potential viable for conversion using 
hydrokinetic turbines, however, recent studies have showed 
two spots of high power availability off the shores of the Rio 
Grande do Sul state, that can generate 3.5 MW/year of power 
[1]. [2] studied the influence of hydrodynamic and 
morphodynamic processes of the installation of six 
hydrokinetic turbines reaching 5 GW/year annual power.  
The Southern Brazilian Shelf (SBS), located between 
28ºS and 35ºS (Fig. 1), continentally bounded with the Rio 
Grande do Sul State, has a slightly rugged shoreline, which 
is oriented Northeast - Southwest. The bathymetry of this 
region is quite soft, with the higher slope and shelf break 
located near the 180 m isobath [3]. Located near the Brazil-
Malvinas Confluence zone, this region is known for the high 
spatial and temporal variability and also for the meeting of 
several water masses [4]. In addition, the Southwest Atlantic
 
Figure 1.  A) Southern Brazilian Shelf, with maximum depth around 3.500 m. B) Grid used on the site simulation. The red square represents the spot 
of the hydrokinetic turbines farm. Also, the finite elements mesh highlighting the liquid and surface boundaries conditions for the  
TELEMAC-3D model.
TUC 2013, 16-18/10/2013, Karlsruhe - Kopmann, Goll (eds.) - © 2013 Bundesanstalt für Wasserbau ISBN 978-3-939230-07-6
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Figure 3.  Region of the turbines on the study area. (A) Numerical grid with high degree of refine on the interest region. (B) Converters farm with 10 helicoidal 
turbines represented with 2 arrays parallel to the coast. (C) Scheme showing the interactions between the energy conversion module and the turbines.  
(D) Conversion structures represented in a three dimensional shape. The depth of this site is around 18m.
C. Scenario Study 
To investigate the potential for energy conversion and the 
influence of the installation of energy converters in the 
natural hydrodynamic processes of the SBS, three 
simulations were carried out over 365 days, applying the 
physical parameters established in the upcoming section. The 
simulated period covers from January 1st to December 31st of 
a climatologic year.  
One simulation was conducted using only the 
hydrodynamic processes. After indicating the interesting 
areas, another mesh was created with ten turbines (Fig. 3.a).  
The farm grid direction (Fig.3.b) was idealized to be 
parallel to the coast, with 200 m of distance between each 
turbine on x and y directions. Due to computational 
limitations the best shape for a turbine was with 4 nodes 
(Fig. 3.c), with 10 m distance between each node.  
The conversion model interacts with the turbine, 
acquiring the velocity at the node (red bullet at Fig. 3.c), this 
velocity is converted into power and the loss of kinetic 
energy is released on the turbine node, represented for the 
yellow bullets.  
In order to improve this scenario, the energy sink for 
conversion was implemented for two simulations with the 
farm grid (according to the interactions above). One 
simulation was without the conversion structures and another 
simulation contained the three-dimensional physical 
structure of the turbines (Fig. 3.d), where the turbine nodes 
depth was changed in the FORTRAN source code.  
D. Initial and Boundary Conditions 
In order to study the tendency of power generation and 
the understanding of the processes occurring within a farm 
of turbines, for this study we used climatology data to 
impose the initial and boundary conditions. This data was 
created from long scale data base from the Brazilian 
National Water Agency (ANA), the Ocean Circulation and 
Climate Advanced Modeling Project (OCCAM) and also 
from Reanalysis (National Oceanic Atmospheric 
Administration - NOAA). 
The climatological changes were performed through a 
monthly mean of temporal data series of discharge since 
January of 1940 until December 2006. The OCCAM data 
were treated from 1990 to 2004 for the velocity components, 
temperature, salinity and sea surface height. The wind and 
air temperature fields from Reanalysis were gathered from 
1948 to 2012 [15]. 
The oceanic boundary was forced by the astronomical 
tides, water levels, current velocity, salinity and temperature 
fields (Fig. 1.b.). Along the surface boundary, the temporal 
and spatial variability of the winds and air temperature were 
prescribed. The air temperature data along the ocean's 
surface have also been used in order to consider the process 
of heat exchange with the atmosphere in the model 
calculations.  
The numerical model was initialized from the rest and 
with an initial elevation of 0.50 m, the approximate average 
tide in the region [16]. Along the oceanic border the 
amplitude and phase data were also prescribed, through the 
calculation by the Grenoble Model FES95.2 (Finite Element 
Solution v. 95.6). 
TABLE I.  TURBINE TECHNICAL PARAMETERS 
Start-in Speed 0.2 m.s-1 
Cut-in Speed 1.5 m.s-1 
Nominal Power 170 kW 
Turbine Height  14 m 
Turbine Ray  10 m 
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E. Calibration and Validation 
 
Figure 4.  A) Average current velocity (m/s) during the whole period of 
simulation. In detail, the southern region in the red-dashed area, and the 
northern region in the black-dashed area. 
Reference [17] presented results for calibration and 
validation of the two-dimensional model in the Patos Lagoon 
estuary. Subsequently, one can find in references [2,8] that a 
set of simulations for the calibration and validation of the 
three-dimensional numerical model along the area covered 
by the Patos Lagoon and the adjacent coastal region has been 
done. The results of these calibration and validation tests 
indicated that the TELEMAC-3D model can be used for 
studies on the SBS with an acceptable degree of accuracy. 
As a result of these studies of calibration and validation, 
values of a number of physical parameters (such as wind 
influence coefficient, friction coefficient and turbulence 
models) were used to conduct this study. 
III. RESULTS 
The hydrodynamic conditions of this region are 
characterized by the clash of different water masses. In these 
regions the average velocity of the current (Fig 4) was 
analyzed, and mean values reaching extremes of 0.4 m.s-1 in 
these two highlighted regions were observed.  
This mean value is associated with some variability, and 
thereby the standard deviation of the current velocity is 
distributed by the same regions of high mean values (Fig 4). 
This result suggests that: while these regions are appropriate 
for the location of energy converters, they can also go 
through periods of low power generation, since the velocity 
deviation has a closer value to the average.  
Reference [1], in previous study, concluded that the 
southern region has less viability for installation of marine 
turbine currents in the SBS, while the northern region has 
emerged as a significant potential power producer reaching 
mean values of 10 kWday-1. Therefore, only the northern 
region is investigated.  
 
(A) 
 
(B) 
Figure 5.  Residual velocities and the mean power (kW) generated for the 
turbines as isolines. (A) Site without the barriers. 
 (B) Site with the presence of the barriers. 
A. Current Pattern and Energy Conversion  
In order to define which scenario delivers the most 
efficiency for a farm of turbines (with or without the 
presence of the structures), the spatial variability analysis 
was performed considering the temporal variation of the 
simulation. This analysis relies on the quantification of each 
turbine on its own capacity of converting the current energy 
into power according to the hydrodynamic pattern. 
The average behaviour of the power generation on both 
sites was analyzed considering the residual velocity field 
associated with the mean field power converted (showed in 
isolines of power in Fig. 5). 
The average power converted reaches values higher than 
1.4 kW (Fig. 5.a and Fig. 5.b) in some turbines. The 
simulation without the structure presence (Fig. 5.a) shows 
the higher mean power on the turbines 1, 2, 3 and 6 
(counting from the North-West turbine as first and the 
South-East as tenth). Despite this, the simulation with the 
presence of the structures (Fig. 5.b) shows enhanced power 
generation at the turbines 7, 8 and 10, in addition those cited 
before. 
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Figure 6.  Integrated current velocity  and electric power time series  
(A) used for the cross-wavelet analysis, as well as, the local (B) and the 
global (C) wavelet power spectrum of the time series using Morlet  
wavelet. Thick contour lines enclose regions of greater than 95% 
confidence for a red-noise process with a lag-1 coefficient of 0.95.  
Cross-hatched regions indicate the cone of influence where  
edge effects become important. 
The same South-West circulation pattern can be observed 
on both simulations, which can be explained by the North 
quadrant winds dominance during the analyzed period. 
Besides, there is a slightly intensification at the residual 
velocity on the simulation that consider the structure effects 
(Fig. 5.b), with enhanced vectors between the turbine arrays 
and around them. 
Behind the turbines we can observe a “shadow zone” in 
the circulation pattern, which can be related with the wake 
generated by the adjacent turbines. On the simulation 
without the barrier presence, this wake effect is purely 
hydrodynamic, where variations on the velocity fields occurs 
due to the conversion of the energy which inputs changes on 
the local vorticity pattern. On the other hand, on the 
simulation with the structure effect, this process shows as a 
contribution of the alterations into the hydrodynamic 
processes and the effect of the turbine body shape. 
B. Temporal Variability Analysis  
In order to analyse the temporality of the energy 
conversion regarding the entire turbines farm, time series 
(Fig. 6.a.) of electric power accounting for the ten converters 
were taken to perform the wavelet method described by [18] 
and [19]. The wavelet method is able to demonstrate the 
occurrence of events of energy conversion regarding time 
scales through local and global wavelet power spectrum.  
At the analysis of the local power spectrum (Fig. 6.b) 
positive correlations (red-colored contours) are enhanced for 
the occurrence of velocities higher than 0.5 m.s-1, increasing 
the energy conversion. It also shows that the physical 
processes maintaining the behaviour of the turbines farm are 
controlled by two main groups of temporal scales. The first 
group with occurrence around 6 days dominate the period, 
forced by the cyclic changes of the wind pattern direction. 
Otherwise, the second group of temporal scales consists 
of correlations covering periods above 16 days, suggesting 
that the physical processes shorter than 20 days were the 
main mechanisms controlling the electric energy conversion 
along the inner continental shelf. The global spectrum of 
energy (Fig. 6.c) corroborate this hypothesis, indicating with
 
Figure 7.  (A) Cross-spectral analysis between power (kW) and current 
velocity (m/s), for events with scale period higher than 1 day and lower 
than 30 days. Thick contour lines enclose turbines of greater than 95% 
confidence for a red-noise process with a lag-1 coefficient of 0.27.  
(B) Mean variance of the studied period, where values beneath the 
tendency line represents 95% of confidence. (C) Temporal series  
of the spacial mean variance of each turbine. 
95% of confidence, the occurrence of processes with time 
scales above 16 days and may be extended in some 
moments, throughout the study period.  
This pattern is similar to the obtained by [2] with respect 
to the occurrence of the processes and cycles of occurrence. 
Thus are strongly influenced by the passage of frontal 
meteorological systems generating further changes in wind 
direction and intensity of currents. 
C. Spatial Variability Analysis  
In order to define the importance of each turbine in the 
farm structure, the correlation between the incident current 
velocity and the power was performed along the turbine 
arrays. With this analysis, the efficiency of each turbine was 
studied in different time scales behalf the usage of bi-
dimensional cross-spectral wavelet analysis, considering that 
the dominant processes occurring on the turbines site have 
temporal scale higher than 1 day and lower than 30 days. 
The importance of each turbine and its variance in time is 
defined by the high correlation (red colored contours) in the 
Morlet Wavelet. Values on the right of the tendency line 
indicate with 95% of confidence the best placed turbines. 
For the simulation considering the presence of the 
structures, through the cross-spectral (Fig. 7a.) it can be 
observed intensification on the power conversion in several 
turbines during the main conversion events. The temporal 
series of mean variance (Fig. 7b.), indicated with 95% of 
confidence that the four events of great power conversion 
sustain high power and are also intensified in this scenario. 
Variance values above 35 kW (Fig. 7b.) can be observed 
during the October extreme event, enhancing the greatest 
power capacity of this scenario. The mean variance of each 
turbine (Fig. 6 c.) indicates that the higher correlation 
between the variables maintain average power around 7 kW. 
Moreover, it suggests that the turbines 1, 2, 3, 6 and 7 are the 
most efficient of the farm, considering only the energy 
conversion. 
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This discrepancy between the turbines efficiency relies 
on their positions on the farm and the influence of the 
incident current into the wake patterns. 
IV. CONCLUSIONS 
The Southern Brazilian Shelf is highly dynamic and 
constantly influenced by cycling winds (North-East/South-
West) and the wind-driven coastal currents. This condition 
makes the usage of marine current turbines viable, although 
the recommended helicoidal turbine is to be applied. From 
this work we can conclude that: 
The comparison between the simulations with and 
without the presence of the physical converting structure 
demonstrated that, regarding the numerical aspect of these 
simulations, the effect of the structure does not input changes 
on the temporal pattern of the energy conversion. The 
structures presence acted in a positive way in order to 
promote the intensification of the velocity field surrounding 
the turbines farm, also increasing the energy conversion. 
The presence of the energy converters, on the other way, 
removed some part of the kinetic energy from the coastal 
currents, generating divergence and convergence zones in 
accordance with the dominant direction of the currents. The 
changes into the hydrostatic balance generated instability on 
the fluid motion, - part due to the converting energy, and part 
due to the presence of the structure – generating the wake 
effect behind the turbines. This effect decrease the energy 
conversion on the subsequent turbine, although, it also 
creates an intensification on the surrounding velocity fields. 
The turbines farm shows great capacity for converting 
the currents energy, principally during the four main 
energetic events observed. Regarding the annually energy 
capacity, this turbine farm can reach 59,39 GWh (16,5 MW) 
with ten turbines, which is equivalent to 0.22% of the whole 
energetic consumption of the Rio Grande do Sul State in 
2010. 
Further studies shall improve the geometry of the farm 
and also promote trial test to implement a diffuser structure 
nearby the turbines to intensity the incident current fields. 
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Abstract—Within THESEUS European project, on the one 
hand, an overflowing model of Gironde Estuary, based on 
TELEMAC software, has been used to create a database of 
water lines along the estuary depending on a large range of 
hydrometeorological situations. In this study, no breaching 
and no modification in the elevation of the dikes were 
considered in TELEMAC model. This database was then used 
to validate the construction of a 1D numerical model whose 
aim is to provide in less than one minute both water heights 
and propagation of tide along the Estuary.  
The model based on TELEMAC-2D was fed by several data 
sources, a tide signal at Le Verdon and a large range of 
discharges of the Garonne (at La Réole), the Dordogne (at 
Pessac), the Dronne (at Coutras) and the Isle (at Libourne). 
Simulations were led without considering any wind in the 
Estuary. The tide signal imposed at the mouth of the Estuary, 
near Le Verdon, was divided into two parts: a sinusoidal signal 
characterized by its amplitude added to a hydrometeorological 
surge level. Both amplitudes and surge levels belonged to a 
large physical range of values. Water levels along the axis of 
Gironde Estuary were then analyzed with a FFT 
decomposition to extract the tide amplitude and phase at each 
point along the axis and also to obtain the value of mean water 
levels. 
On the second hand, a permanent 1D shallow water numerical 
model and a 1D numerical model of tide propagation were 
obtained developing shallow water equations with the 
assumption of Gironde Estuary having an exponential 
increasing width. Its results are mean water depths and tide 
amplitude along Gironde Estuary from Le Verdon to Ambes. 
Overflows are supposed to have an influence only on tide 
amplitudes. 
Results were compared with TELEMAC database both for 
mean water levels along Gironde Estuary and tide amplitude. 
Results for mean water levels along Gironde Estuary show the 
necessity to complete the equations taken into account. For 
several hydrometeorological scenarios, the simplified tide 
amplitude model well represent tide amplitudes along the 
estuary as overflows occur.  
I. INTRODUCTION 
Within THESEUS European project [1], on the one hand, 
an overflowing model of Gironde Estuary, based on 
TELEMAC software, has been used to create a database of 
water levels along the estuary depending on a large range of 
hydrometeorological situations.  
This database was then used to validate the construction 
of a 1D numerical model whose aim is to provide in less than 
one minute both water heights and propagation of tide along 
the Estuary to evaluate the efficience of mitigation options 
towards climate change.  
II. STUDY SITE AND DESCRIPTION OF THE TELEMAC 
NUMERICAL MODEL 
A.  The study site 
Gironde Estuary is the study site. To establish a database 
giving mean water levels and the first harmonic tide at 
specific locations along the Estuary, a bidimensional 
numerical model of Gironde Estuary based on shallow water 
equations has been used [2]. This model is currently 
integrated in the inundations repository of Gironde. It 
permits to test the impact of new buildings in the estuary and 
is based on TELEMAC-2D. 
B. TELEMAC numerical model of Gironde Estuary 
The model covers the entire estuary from La Réole on 
the Garonne River and Pessac on the Dordogne River [3]. Its 
maritime boundary is located at Le Verdon. Upstream, the 
model takes into account the flow rates of the river Isle at 
Libourne (at its confluence with the Dordogne River) and 
extents on the Isle River downstream of its confluence with 
the river Dronne.  
The particularity of this bidimensional model is to take 
into account overflows from the minor bed of the rivers 
Dordogne, Garonne, Isle and Dronne into the floodplain. The 
model has 21304 finite elements and is composed of 13621 
nodes. Its mesh is represented on Fig. 1 just below. It is 
about 115 km long from east to west. 
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Figure 2.  Water level profiles along the estuary (from Le Verdon to Ambès) for 465 hydraulic scenarios computed with TELEMAC-2D – scenario 95 
constitute identification marks 
Figure 3.  Tide harmonic amplitudes along the estuary (from Le Verdon to Ambès) for 465 hydraulic scenarios obtained with T2D 
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• the bottom of the estuary follows a 1/x law :  
   (2) 
• where z(x) is the bottom elevation at the curvilinear 
abscissa x, z0 and d are constant and L is the distance 
between Ambès and Le Verdon, 
A 1D permanent numerical model based on 1D shallow 
water equations and the 1D momentum equation of has then 
been developed in Gironde Estuary. 
B. Mean Sea level 
Mean water levels along the estuary are obtained with the 
following equation: 
   (3) 
where h(x) is the water depth (m), g the gravity, γ the bottom 
slope (-), K the Strickler coefficient and q the averaged linear 
discharge (m²/s). 
From Ambès to Bordeaux, the same assumptions and 
equations have been used, except for the bottom supposed, in 
this part of the estuary, to be a linear function of the 
curvilinear abscissa. 
C. Amplitude of the first tide harmonic and overflows 
To calculate tide amplitudes along the estuary, a first 
attempt of Fourier decomposition of water levels' and flow 
rates' signal has aborted. 
Hence, as Fig. 3 above shows that curves representing 
tide amplitudes nearly remain parallel, tide amplitudes in 
Gironde Estuary have been calculated using an interpolation 
function. 
In this study, it has been considered that overflows over 
dikes only affect tide amplitude at the curvilinear abscissa 
considered. If ĥ 1(x) is the tide amplitude at x and ĥ 2(x)
the tide amplitude after overflows, it can be shown that: 
(4) 
where ω is the pulsation of Gironde Estuary, Voverflow the 
overflowing volume and û(x) is the periodic velocity, T1 is 
the time at which the initial periodic signal equals Zc, the 
dike crest level; T'1 and T'2 have the same definition for the 
signal obtained after overflows. 
Considering the following assumptions: 
 (5) 
where h is the time-averaged water depth, h�  is the tide first 
harmonic 
 (6) 
where q is the time-averaged flow rate, q�  is the flow rate first 
harmonic. 
If q = u ∙ h, where u is the velocity, using the momentum 
equation: 
  (7) 
leads to: 
(8) 
 
Neglecting bottom friction and convection gives: 
  (9) 
Injecting (9) in (8) gives: 
  (10) 
 
  (11) 
 
 
  
and 
 
 
with 
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Finally,  
  (12) 
 
can be obtained by solving the following linear set of 
equations: 
 
 
 
 (13) 
 
with:  
 (14) 
 
Overflows are calculated using the usual weir expression: 
 (15) 
 
where qoverflowing(x) is the overflowing flow rate above dikes 
at x and μ is a flow rate coefficient. 
V. VALIDATION OF THE 1D NUMERICAL MODEL OF 
GIRONDE ESTUARY  
A. Mean sea levels 
Absolute errors on mean water levels between the results 
obtained with the simplified model and the TELEMAC-2D 
database are represented on Fig. 4.  
Even after the calibration of the model, the maximum  
absolute error is still about 30 cm at Ambès, with a mean 
absolute error which equals 15 cm. Nevertheless, the 
distribution of scenarios gives a predominant weight to 
hydraulic situations where the flow rate of the Garonne 
River equals 634.5 m3/s. However, it appears that for this 
range the calibration of a part of scenarios has negative 
impacts on the results obtained with other scenarios.  
Moreover, in the maritime part of the Estuary, the 
influence of tide on mean sea levels should be considered ; 
this is not the case here, where water level have been divided 
into a mean water level and a periodic signal.  
Fig. 5 below represents absolute errors between the 
simplified model and the database from Bordeaux to Ambès, 
using the exact mean water level at Ambès.  
The maximum absolute error is less than 0.15 m at 
Bordeaux, which would be quite acceptable. Ttherefore it is 
necessary to improve results in the maritime part of the 
estuary. Indeed, the propagation of the error calculated by 
the model from Le Verdon to Ambès leads to errors between 
-0.30 m and 0.30 m at Bordeaux, even after a global 
calibration. 
 
 
 
 
Figure 4.  Absolute mean error on time-averaged water levels between  
the simplified model and TELEMAC-2D results from Le Verdon to Ambès 
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Figure 5.  Absolute mean error on time-averaged water levels between  
the simplified model and TELEMAC-2D results  
from Bordeaux (x=44000 m) to Ambès (x=68000 m) 
B. Tide amplitude and overflows 
The flow rate coefficient has been calibrated and tide 
amplitude has been calculated for scenario 95 described in § 
III.C. 
Fig. 6 represents both tide amplitudes along Gironde 
Estuary obtained with the simplified model in which 
overflows have been implemented and obtained with 
TELEMAC-2D for scenario95. 
In this case, differences are less than 0.10 m. 
 
Figure 6.  Tide amplitude obtained with the simplified model of Gironde Estuary (in red)  
and with TELEMAC-2D (black points) for scenario 95 
82
XXth TELEMAC-MASCARET User Conference Karlsruhe, October 16–18, 2013 
 
VI. CONCLUSIONS AND PERSPECTIVES 
A simplified numerical model to calculate the 
propagation of water levels and tide amplitudes along 
Gironde Estuary has been developed and compared with a 
database provided by a 2D numerical model based on 
TELEMAC2D.  
Concerning mean water levels along Gironde Estuary, 
differences are between 0 and -0.30 m at Ambès with a mean 
absolute error of 0.15 m. Therefore, results have to be 
improved not to propagate such a high error to Bordeaux. At 
Bordeaux, considering the TELEMAC-2D value at Ambès, 
differences between the simplified model and the database 
are less than 15 cm, which is quite acceptable, in light of the 
many assumptions that were made.  
For several hydrometeorological scenarios, the simplified 
tide amplitude model well represent tide amplitudes along 
the estuary as overflows occur. The results and the 
methodology have to be applied to all scenarios. 
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Abstract—For planning and optimization of hydraulic 
structures as well as maintenance measures physical and 
numerical models are basic tools. This applies to reproduce 
complex physical processes in the context of hydraulic and 
morphological problems as accurate as possible. Curved 
channel sections represent a particular challenge, since both 
the hydraulics and the morphodynamics are partly 
significantly affected by so-called secondary flow effects. Due 
to the complex flow situation and the improved computing 
power in recent years, three-dimensional numerical models 
with high-resolution are used increasingly. In the context of the 
presented comparative considerations based on two laboratory 
experiments with curved channels the numerical models 
TELEMAC-3D/SISYPHE and SSIIM were applied. Although 
there are differences in solving the flow equations and in the 
turbulence models used, that the results of the hydraulic 
conditions  as e.g. the velocity distribution, the water level or 
the secondary flow were in close agreement. As to the 
morphological results mainly a good agreement between the 
results of TELEMAC-3D/SISYPHE and SSIIM can be 
observed. In spite of local differences both models reproduced 
the measured bed evolution quite well. 
 
I. INTRODUCTION 
Within a scientific cooperation of the German Federal 
Waterways Engineering and Research Institute (BAW) and 
the Institute of Water and River Basin Management (IWG) 
of the Karlsruhe Institute of Technology (KIT) the analysis 
and further development of the existing numerical sediment 
transport models used as forecast instruments on inland 
waterways is considered. One focus of the investigations is 
the analysis of hydraulic and morphological processes in 
curved sections of waterways. The flow pattern as well as 
the direction of the sediment transport are affected by 
secondary flow effects due to the interaction of the 
centrifugal force, the lateral pressure gradient and the 
roughness of the bed. Thus, a suitable reproduction of the 
secondary flow in the numerical model is a basic 
requirement for a reliable sediment transport modeling in 
curved channels. 
Against this background, hydraulic and morphological 
simulations of two laboratory experiments of Yen & Lee 
[23] and Wormleaton et al. [21] with different curved 
channel geometries were performed. Moreover, two different 
three-dimensional numerical programs were used. In 
addition to TELEMAC-3D/SISYPHE developed by EDF 
(“Electricité de France”) the program SSIIM of the 
University of Trondheim (Olsen [17]) was considered. Both 
programs are available for free, whereas TELEMAC-
3D/SISYPHE is an open-source and SSIIM a freeware 
program. With the help of comparative considerations the 
influence of the differences in solving the flow equations as 
well as the usage of different turbulence models on the 
hydraulic and morphological results should be analysed. 
II. NUMERICAL METHODS 
In TELEMAC-3D two different methods for solving the 
flow equations are implemented. While SSIIM solves the 
Navier-Stokes equations in all three spatial directions, the 
standard version of TELEMAC-3D is based on with the 
hydrostatic pressure assumption in the vertical direction. 
However, by using the approach of Jankowski [13] it is also 
possible to use a non-hydrostatic version of TELEMAC-3D, 
which was applied in these studies.  
The horizontal mesh of the TELEMAC-3D model 
consists of triangles with variable lengths of the edges in 
horizontal direction. By defining breaklines and local grid 
refinements it allows an accurate capture of the channel 
geometry. The horizontal mesh of the SSIIM model is based 
on structured non-orthogonal rectangular cells. For the 
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Figure 5.  Evaluation of the determined secondary flow in cross section J 
 
A direct comparison of the intensity and the frequency 
distribution of secondary flow computed at cross sections G, 
H, I and J shows good agreement among the models (Fig. 6). 
The range and the location of peak value of the secondary 
flow velocities within the sections secondary flow velocity 
match very well. The deviations of the maximum secondary 
flow velocities are lower than about 7 percent.  
 
Figure 6.  Analysis of the secondary flow dimensions and their frequency 
distribution based on cross-section 
 
V. MORPHODYNAMIC MODELLING 
For the morphodynamic modeling fractional sediment 
transport approaches have been used. The results of the best 
morphological parameter configuration (e.g. transport 
formula or hiding and exposure effects) are described below. 
A. 180 Degree Cuved Channel 
For the morphological comparison of the 180 degree 
bend experiment an already completed and calibrated SSIIM 
model of the University of Trondheim (Fischer-Antze et al. 
[11]) could be used. In this case, the fractional transport 
formula from Wu et al. [22] with a specific hiding and 
exposure approach was adopted. Whereas, the simulations 
with TELEMAC-3D/SISYPHE provided the best results 
with the sediment transport formula of van Rijn [20] and the 
hiding and exposure approach of Egiazaroff [6].  
 
Figure 7.  Contour plots of predicted bed evolution and  
experiment (lines) 
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Figure 8.  Comparison of calculated and measured bed evolution at 
different cross sections 
The contour plots of the calculated bed evolution at the 
end of the hydrograph show a good qualitative agreement 
(Fig. 7). Both models reproduce the typical erosion outside 
and deposition inside of the channel bend. However, in the 
TELEMAC model increased erosion at the outer bank 
compared to SSIIM occurs. The cross sectional plots of bed 
evolution at 45, 90, 135 and 180 degrees of Fig. 8 confirm 
this observation. Compared to the experiments, the results of 
SSIIM generally show better agreement. Especially at the 
cross section of 45 degrees SSIIM reproduces the measured 
bed evolution superiorly. 
B. Meandering Channel 
For the test case of Wormleaton et al. [21] the sediment 
transport formula of Engelund & Hansen [9] was applied in 
the SSIIM model. For the consideration of hiding and 
exposure effects the approach of Egiazaroff [6] was used. In 
the TELEMAC-3D/SISYPHE model a fractional sediment 
transport version of the Meyer-Peter & Müller [16] formula 
was used in combination with the approach of Egiazaroff [6].  
Fig. 9 shows contour plots of the predicted bed evolution. 
Again, both models predict the erosion and deposition along 
the bend well. The maximum values are in a comparable 
range but there are some deviations concerning the position 
of the erosion and deposition zones.  
 
Figure 9.  Comparison of predicted bed evolution 
 
Figure 10.  Comparison of the TELEMAC-3D/SISYPHE and SSIIM results 
with measured cross section data 
The comparison of the results at cross sections G, H, I 
and J (Fig. 10) confirm these facts. In cross section G, the 
SSIIM results are slightly better compared to the measured 
bed levels, while in cross section H the bed evolution of the 
TELEMAC-3D/SISYPHE model are closer to the 
experiments. At the apex of the curve both models show 
obvious deviations from the measured bed levels, especially 
at the outer bank. This is probably due to the technical 
design of the flume, where vertical walls separate the main 
channel from the overbank parts. The experiments show 
erosion right up to these walls and so the local drop of 
resistance may have influenced the morphological processes. 
At the cross section J both models reproduce the measured 
bed levels in good agreement. However, the differences in 
maximum erosion between the prediction and the 
measurement are smaller in the TELEMAC-3D/SISYPHE 
model. 
VI. CONCLUSION 
With respect to the hydraulic results of the two different 
CFD codes TELEMAC-3D and SSIIM it could be shown 
that the water levels and velocity distributions are nearly 
similar for both model applications. In particular, the 
secondary flow, which has a significant influence on the 
sediment transport in curved channel sections, has been 
captured well of both codes. The secondary flow pattern as 
well as its intensity are comparably reproduced and show a 
good continuous agreement.  
As one crucial result of the comparison between 
TELEMAC-3D/SISYPHE and SSIIM it can be stated that 
both models provide nearly similar hydraulic results in its 
applications on two laboratory experiments, despite the fact 
that different strategies were chosen for discretisation, flow 
solver and turbulence model. 
In the Yen & Lee [23] experiment, some differences 
between the measured data and the results of the 
TELEMAC-3D/SISYPHE model, especially at the 
beginning of the bend, can be observed. The results of the 
SSIIM model generally show a slightly better agreement 
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with the measured data. Therefore, further investigations 
with TELEMAC-3D/SISYPHE, with the sediment transport 
formula of Wu et al. [22] are recommended.  
The morphological features of the TELEMAC-
3D/SISYPHE and the SSIIM model generally show good 
agreement with the flume experiment of Wormleaton et al. 
[21]. Although both models reproduce the measured data 
well, local deviations can be detected. 
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Abstract—The design of access channels aims to achieve a 
balance between the requirements for navigation and the need 
for both capital and maintenance dredging; these are 
essentially the key factors on which decisions are based, whilst 
considering the constraints posed by the site-specific 
environmental settings and legislation. Within the constraints 
of navigation requirements, channel and trench design can be 
optimized to minimize capital dredge volumes and the 
expected sedimentation and related costs of maintenance 
dredging. However, the infill of channels and trenches is highly 
stochastic, due to the large number of uncertainties in flow and 
wave forcing, sediment characteristics and the well-known 
limitations in sediment transport models. This paper describes 
an approach taking these uncertainties into account.   
 
I. INTRODUCTION 
The infill of channels and trenches in practice is difficult 
to estimate. There is considerable uncertainty in the 
calculation of sediment transport and infill rates that are 
difficult to capture. As the costs of dredging in general are 
high, it is important to get the best infill predictions possible, 
taking these uncertainties into account. This is impossible 
using a single model. An ensemble of model simulations, 
however, does allow engineers to quantify the uncertainties 
and determine the most likely infill rates. 
Bakker et al. [1] proposed a stochastic approach based on 
a highly simplified model for sediment transport. Such a 
simplified approach does account for all parameter 
uncertainties. However, by missing the fundamental physical 
processes of sediment transport, it also introduces additional 
uncertainties. To make the stochastic approach more 
accurate, it needs to be combined with a proper model to 
calculate sediment transport and morphological change. 
Here, the stochastic approach with ensemble simulations 
is extended using a more advanced numerical model for 
channel and trench infill based on the TELEMAC modeling 
system [2], [3]. This model has achieved good agreement 
with observed channel infill over time in flume experiments.  
To avoid large computation times, this model is used as a 
numerical flume simulating relatively small sections of a 
trench or channel.  Further reduction in the computation time 
is achieved using a morphological speed-up factor. The 
model is then run with a large number of different settings 
for e.g. grain sizes, roughness, slope effects for a range of 
forcing conditions, using Monte Carlo techniques.  
The structure of the paper is the following: Section II 
summarises the specific settings of the sediment transport 
model. Previous results are given in section III, showing the 
best model prediction and a sensitivity analysis into the 
effect of the grain size on the trench development. Section 
IV describes the parameter variations in the ensemble 
simulations. And section V then gives the results of this 
ensemble. Conclusions are drawn and discussed in section 
VI. 
II. THE MODEL 
TELEMAC is run in depth averaged mode, fully coupled 
to SISYPHE for sediment transport and uses wave results 
from TOMAWAC for wave stirring. The depth averaged 
sediment concentration is derived from the Soulsby-van Rijn 
formula [4]: 
 ,)( 1−= hUqC sS  (1) 
where qs is the suspended load transport rate, h the water 
depth and U the depth average velocity. The erosion-
deposition term is based on Miles [4]: 
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with Ws the settling velocity of the sediment and Cs the 
saturated concentration just above the bed and C0 the actual 
concentration above the bed. Finally, τ is a non-dimensional 
time.  
The model has shown to accurately reproduce suspended 
sediment transport in the Thames, and the morphodynamic 
development trenches in flume experiments [2]. 
III. PREVIOUS RESULTS 
A. Best fit model 
Previous work showed that the coupled TELEMAC-
SISYPHE model using default settings reproduces the infill 
measured during flume experiments by van Rijn [6] very 
well (Fig. 1).  
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Figure 10.  The histogram of the 100 resulting depth estimates at the end of 
the run shows that the most likely value does not coincide with the result of 
the default setting (red bar).  
The distribution of the width over which a 0.75 m depth 
is achieved is given in Fig. 10. It shows a bimodal 
distribution, with peaks as 10 m and 12 m. Both the median 
and the mean are approximately 10m, which is also the peak 
of the distribution. All these values are 3 m less than the 
13 m predicted by the model with the default settings. 
 
Figure 11.  The histogram of the 100 resulting channel widths (defined as 
the width of the part that is deeper than 0.75 m). Again, this figure shows 
that the most likely value does not coincide with the result of the model 
with the default setting (red bar). 
VI. CONCLUSIONS 
A Monte Carlo approach is applied to quantify the 
uncertainties of infill in channels and trenches. The result is a 
statistical distribution that allows decision makers to take all 
natural uncertainties into account. The results using the most 
likely setting, which is using the default parameters for 
TELEMAC-SISYPHE, do neither match the mean expected 
change nor the most likely outcome. This is caused by the 
non-linearity of the distribution for the parameters and the 
nonlinearity of the equations. Therefore, the information 
regarding the uncertainties is likely to change the decisions 
regarding the dredging strategies.  
In most practical applications there is less precise 
information on the sediment and bottom characteristics. In 
such a situation, the best settings will not necessarily 
produce the most likely result. Therefore, ensemble 
simulations will be necessary. 
In this study, the focus has been on the impact of 
uncertainty in the sediment composition and bed structure. 
The uncertainty in flow, water levels and wave conditions 
has been ignored. However, in many cases these are the main 
uncertainties in the channel or trench infill. In the next phase 
of this research, the ensemble will be extended to include 
these factors. 
Increasing the modelling time step to safe computation 
time, caused the channel to migrate further downstream, 
whereas the flow and initial sediment transport do not show 
any significant change with the larger time step.  
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Abstract—The feasibility of the implementation of an erosion 
law in TELEMAC-2D has been investigated to represent a 
dike failure by overtopping. This work is part of the french 
research project LEVEES.   
Results from this implementation were compared with results 
from the internal coupling between SISYPHE and 
TELEMAC-2D.  
The first stage of the breach formation process is correctly 
represented with both methodologies. But it is not the case for 
the widening.  
After listing the various phenomena responsible for the 
widening, we discuss the experiences and the opportunities to 
implement them in TELEMAC-2D. 
 
I. INTRODUCTION 
One goal of the LEVEES research project is to prove that 
fluvial dike failures by overflow can be correctly 
represented. This would mean that it is possible to predict the 
final width and depth of the breach, if a breach occurs. 
To model the soil erosion process of earth-fill and 
homogeneous embankment dikes, we opted for the bi-
dimensional model TELEMAC-2D (V6P1 version) coupled 
with an erosion law. 
First, we present the methodology applied to implement 
the erosion law in TELEMAC-2D. Then we detail the case 
study and we compare our results with results obtained with 
SISYPHE. Finally, we discuss further developments and 
some limits of our implementation. 
II. METHODOLOGY 
A.  Principle 
TELEMAC-2D, a widely used open-source program in 
engineering, is used to simulate free-surface flows in two 
dimensions of a horizontal space. TELEMAC-2D solves the 
Saint-Venant equations using in our case the finite-element 
method and a computation mesh of triangular elements. At 
each point of the mesh, the program calculates the depth of 
water and the two velocity components. 
An erosion law was implemented in TELEMAC-2D to 
estimate the new bottom elevation between two consecutive 
time steps.  
We decided to use the erosion law defined by 
Partheniades [1], which gives the erosion rate as a function 
of effective shear stress ( cττ − ) and a detachment rate 
coefficient ( dk ). 
 )( cdk ττε −×=   (1) 
- dk is the detachment rate coefficient of the material 
(erodibility factor) (m3/N.s) 
- cτ is the shear threshold (Pa) 
This law gives information on the erosion of a cohesive 
material but not on deposits downstream.  
The shear stress τ  is calculated using the following 
formula: 
 Ihg ∗∗∗= ρτ  (2) 
The slope I of the water surface is approximated using 
the Manning-Strickler formula: 
 2132 IRKV hs ∗∗=  (3) 
The Hydraulic radius hR  is considered to be equal to the 
water level (h) and the norm of the velocity (V) can be found 
easily using u and v.  
Finally, the erosion law uses the characteristics of the 
flow given by TELEMAC, the Strickler coefficient ( sK ) 
and the material's characteristics cτ  and dk . 
At each time step t, TELEMAC 2D determines h, u and v 
at every point of the mesh, using the bottom elevation. These 
data enable us to determine at every point of the mesh, if 
there is any erosion and, if it occurs, the value of the erosion 
( dt×ε ). 
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Using this value, we can determine the new bottom 
elevation of each point of the mesh, which is used by 
TELEMAC 2D to calculate h, u and v at the consecutive 
time step t+dt. 
Furthermore only the wet points of the mesh (h > 0) are 
erodible. This implies that: 
• On one hand, with this method we can represent 
simultaneously the breach and the scour hole which 
grows at the rear of the breach.  
• On the other hand in this way, it is impossible to 
represent the widening of the breach. Indeed, 
assuming a constant flow, the erosion concentrates 
the overflow on one part of the dike and the lateral 
sides of the breach cannot be eroded because the 
effective shear stress is null.  
B. Implementation 
We focus on earth-fill and homogeneous embankment 
dikes, so the characteristics of the overbank and 
embankment materials are considered to be the same.  
The characteristics of the embankment material depend 
on the humidity and compaction of the material [2], but in 
our implementation they are kept constant.  
In this paper, the widening of the breach is not studied, 
because first tests are not conclusive. With our method, only 
the vertical erosion (of the breach and the overbank) is 
represented, so the concentration of the overflow on one part 
of the dike could create a very deep erosion channel. To limit 
this phenomenon, the minimum altitude of the points of the 
mesh was fixed at 2.5 meters, which is the altitude of the 
bottom of the riverbed close to the dike. 
To reduce computational time the domain on which the 
erosion law is applied is smaller than the total mesh. 
In this configuration, the results from our implementation 
could easily be compared with the results from SISYPHE. 
This comparison will be done at the end of this paper.  
III. DESCRIPTION OF THE CASE STUDY 
A. Geometric and hydraulic description  
We considered a channel with a 0.1 % slope, a 
trapezoidal section 20 m wide at the bottom and 26 m at the 
surface. 
The dike is 6 m wide at the crest and 14 m at the base. It 
is placed on the left bank, 4 m back (Fig.1). 
The overbank has the same slope as the channel. It is 
2 km long and 1 km wide. 
 
 
Figure 1.  Profil of the dike and channel  
To fix the position of the breach, we cut a notch, in the 
middle of the dike crest, 20 cm deep 18 m wide (Fig. 2).  
The size of the mesh is 3 meters in the breach. Then, the 
size of the mesh increases gradually to reach 50 meters.  
 
Figure 2.  Mesh in the area close to the notch  
The model of turbulence used is the one with a constant 
viscosity of 0.005 m/s². 
The Strickler friction coefficient is fixed at 20 m1/3s-1. 
The flood lasted, approximately, 78 hours. On this 
hydrograph, the overflow starts at t = 5400 s when the flow 
reaches 205 m3/s (Fig. 3). 
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Figure 3.  hydrograph upstream of the breach 
B. Choice of the physical characteristics of the dike and the 
overbank material. 
We tested three materials, an easily erodible one (Set 1), 
a moderately erodible one (Set 2) and a resistant one (Set 3): 
• Set 1 : )./(10 35 sNmKd −= and Pac 1.0=τ  
• Set 2 : )./(10 37 sNmKd −= and Pac 10=τ  
• Set 3 : )./(10 38 sNmKd −= and Pac 50=τ  
The erodibility of the materials is considered from Fig. 4. 
 
Figure 4.  Erodibility of the materials based on dk  and cτ  parameters 
according to [3] 
To represent the scour hole downstream of the breach, 
only the dike and the area of the overbank less than 750m 
away from the breach were included in the erodible domain. 
A 40m wide strip (centered on the breach) of the land 
between the river and the dike is considered erodible as well. 
IV. RESULTS  
A. Results with our implementation 
The dike made out of the more erodible material is 
completely breached one hour after the start of the overflow 
(Fig. 5) whereas the dike made out of the moderately 
erodible material resisted several dozen hours (Fig.6).  
The dike made out of the more resistant material is not 
breached despite an overflow for several dozen hours.  
The resistance to breaching of the materials proposed by 
the model with our method is in accordance with the 
erodibility of the materials proposed in [3] and presented in 
Fig. 4. 
For all sets, the development of the scour hole is 
consistent with the development of the breach.  
The moderately erodible material (Set 2, Fig. 6) verifies 
the fact that the erosion begins at the same time at the base of 
the downstream face and at the downstream crest of the dike. 
Then it appears at the upstream crest. The average vertical 
erosion rate of the upstream crest is 0.5 cm/h whereas it is 
1.5 cm/h for the downstream crest. 
The erosion is much more rapid for set 1 since the 
average erosion rate is 1.9 m/h. 
 
Figure 5.  time evolution of the erosion (set 1) 
 
Figure 6.  time evolution of the erosion (set 2) 
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About 50 minutes after the beginning of 
the overflow 
 
 
 
 
 
 
 
 
The velocity field in red is represented 
with constant magnitude  
  
About 1 hour and 15 minutes after the 
beginning of the overflow 
  
About 1 hour and 45 minutes after the 
beginning of the overflow 
  
About 11 hours after the beginning of the 
overflow 
Our implementation SISYPHE  
Figure 7.  Comparison between our implementation and SISYPHE – easily erodible material (set 1) 
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B. Influence of the mesh size 
We used the model with a much finer mesh around the 
breach and the scour hole (1m); the erosion was very similar 
to the one previously obtained but the erosion rates were 
significantly higher: 3.3 m/s compared to 1.9 m/s (for set 1). 
For the moderately erodible dike (set 2), the rates were 
almost doubled. Consequently half of the dike’s height was 
therefore eroded.  
The discharge through the breach (m3/s) is mainly 
unaffected by the change of the mesh.  
This test shows that our results depend on the mesh size. 
C. Comparison with SISYPHE 
In another test, we used the internal coupling between 
SISYPHE and TELEMAC-2D, the coupling period is equal 
to 1 and without slope effect. SISYPHE is used with a not 
erodible bed in the entire channel, the overbank upstream the 
dike isn’t erodible and the dike neither, excepted close to the 
notch. Only the set 1 was used to compare results between 
SISYPHE and our method. This comparison shows that: 
• The final breach width is about 15 meters with 
SISYPHE and 17.5 meters with our method. The 
difference concerns only one element length.  
• In Fig. 8, the discharges through the breach are 
similar. The maximum discharge estimated by 
SISYPHE is about 120 m3/s, with our method it is 
about 110 m3/s (Fig. 8).  
With our method, the dike is more rapidly eroded, as 
Fig. 7 shows.  
 
Figure 8.  Comparison of discharges through the breach 
V. DISCUSSION 
Different methodologies could represent the first stage of 
the breaching process by overtopping, like our 
implementation and SISYPHE. They give similar results. In 
its current version, it appears that SISYPHE cannot represent 
the second stage, the widening of the breach. And we hope it 
will be possible to use our implementation to represent this 
widening.  
This means, that we would be able to represent 
phenomena such as: 
• The undercutting and the collapse of the breach sides 
(mass failure), which can be considered as 
continuous erosion process (undercutting) combined 
with discrete erosion process (mass failure). 
• The sliding of the breach sides, which is a discrete 
erosion process.  
• The headcut erosion, which can be observed on the 
outward face of the dike for cohesive material.  
During the widening, more than one of these phenomena 
must be considered, as in [4] and [5]. We suppose that, in 
order to represent correctly the widening, the most important 
phenomena are the undercutting and the collapse of the 
breach sides. We didn’t find any reference in the literature 
about the implementation of these phenomena in 
TELEMAC-2D. We just find some references about the 
implementation of the sliding of river banks [6] in 
TELEMAC-2D and in SISYPHE (subroutine maxslope). 
Thus, we will develop our own methodology to represent the 
undercutting and the collapse of the breach sides. 
However, some questions remain:  
• What is the mesh size to use to predict accurately the 
erosion rate of the dike?  
• What is the influence of the turbulence model and 
which one must be used?  
• Is the finite elements scheme relevant in this case? 
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Abstract—Two methods to predict the bed friction coefficient 
from information related to the bed texture, either 
bathymetric data or granulometric samples are tested and 
compared to in situ measurements in coastal environment. For 
the studied configuration, located near the Somme bay in the 
eastern English Channel, the method based on granulometry 
appears as the most efficient in term of accuracy and set up 
easiness.  
 
I. INTRODUCTION 
The Somme estuary, located in France in the eastern 
English Channel (Fig. 1), endures a severe sedimentation 
with an increase of the mean bed level about 1.3 cm/year [1]. 
The sedimentation may result from the asymmetry of the 
tidal current and the associated residual sediment flux 
between the flood and the ebb. This phenomenon is probably 
increased by different hydraulic structures built during the 
last centuries to domesticate the tide or river dynamics and to 
gain farmland. More recently, new hydraulic works have 
been planned to limit the sedimentation, such as flush 
operation from the Somme channel or an experimental 
realignment project [2]. 
 
Figure 1.  Location of the Somme Bay and extension of the numerical 
model 
To predict the bed morphology evolution and the 
influence of these hydraulic works, it is necessary to estimate 
the sedimentation rate feeding the bay from offshore. Field 
surveys (Mosag07 and Mosag08 on Thalia vessel, Fig. 1), 
conducted offshore, about 30 km away from the mouth in 
South West direction [3] (Ferret et al., 2010), lighten the 
presence of marine sandbanks and dunes ranging from 
100 m to 1800 m in wavelength. The presence of bedform, 
such as dunes, strongly influences the hydrodynamic 
characteristics and the sediment transport rates. Their 
influence thus needs to be included into the methodology. 
The field surveys included high resolution bathymetric data, 
measurements of tidal currents, wave characteristics and bed 
material composition.  
A 2D numerical model of the Somme estuary is 
developed. This model comprises a large coastal area (up to 
60 km offshore and along shore, Fig. 1) in order to predict 
the sediment feeding from the sea. In coastal area, the grid 
can often reach a resolution about 500 to 1000 m. The 
bedforms are thus not physically represented. Using finer 
grid may allow to physically represent dunes but it will also 
require a 3D computation to deal with the 3D flow behaviour 
induced by dunes. In 2D numerical models, the dune 
influence is thus generally reckoned through empirical 
formulae. This kind of formula is generally built from 
datasets collected on river in equilibrium conditions. Their 
application to estuarine [4] or coastal environments is still 
challenging because of: the unsteady behavior of the flow 
induced by the tide and the waves, and the lack of in situ 
data to validate the predicted value of the roughness. 
 In the present contribution, different methodologies are 
tested to predict the bed friction coefficient induced by the 
dunes from information related to bed texture such as either 
bathymetric or granulometric data. Numerical results are 
compared to in situ measurements of tidal levels and flow 
velocities. Attention is currently paid on the area covered by 
the Mosag07&08 surveys (Fig. 1). 
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II. AVAILABLE DATA ON THE STUDIED AREA 
A.  Studied area 
The Somme estuary covers an area about 70 km2. Flow 
rate of the Somme River is about 30 m3/s (yearly average) 
and is controlled through a lock at Saint Valery sur Somme. 
The tide is semidiurnal, dominated by M2 component and its 
amplitude can reach more than 8 m during spring tide. The 
bay is covered by a high percentage of tidal flats and salt 
marshes.    
B. Hydrodynamic Data 
No tidal gauge is available in the Bay of Somme. The 
nearest gauge is located at Dieppe (Fig. 1) and data are made 
available by the "Service Hydrographique et 
Océanographique de la Marine" (SHOM).  Field surveys 
occurred about 30 km South-West from the bay mouth 
(Fig. 1) in 2007 and 2008. During these surveys [3,5], tide 
levels, flow velocities, wave height and period were 
measured for a neap spring cycle (~15days). ADCP 
(Acoustic Doppler Current Profiler) measurements occurred 
at locations C1 - C2 in 2007 (Fig. 1 or zones SW and C 
respectively on Fig .2) and at C3 in 2008 (Fig. 1 or inside 
zone E Fig. 2). For each campaign, a neap and a spring event 
characterized by low wave activities have been selected to 
compare with the numerical results.  
C. Bathymetry Data and Bedform Information 
High resolution bathymetric data (1 sampling point/3m) 
were collected offshore during surveys MOSAG07& 
MOSAG08 (Fig. 1). In the intertidal part of the Bay of 
Somme, Light Detection and Ranging (LiDAR) data (1 
sampling point/1m) have been acquired in February 2013 by 
the CLAREC operational team (M2C Lab, University of 
Caen). Elsewhere bathymetric data collected by the SHOM 
are used. The bathymetric data have been analysed to extract 
information about the bed form height and wavelength using 
ParamDunes software developed by the SHOM [5]. From 
the analysis of Moasag07&08 data, 4 different zones of 
bedforms are defined (North West NW, South West SW, 
Center C, and East E; [5]). Similarly, 2 additional zones are 
defined [6] from the LiDAR data (Small Dunes SD and 
Medium Dunes MD).  
 
 
Figure 2.  Bed form zones 
For each zones, the averaged values of the bed form 
height and wavelength are summarized in Table I. Bed form 
height can reach up to 9 m in the NW zone and the values 
decrease down to 0.25 m in the tidal flat area at the mouth 
(SD). 
TABLE I.  BED FORM GEOMETRY [5,6] 
Zones Dune height 
H (m) 
Dune 
wavelength L 
(m) 
Equivalent 
bed 
roughness 
ks (m) 
NW 9.00 900 1.53 
SW 6.50 530 1.32 
C 4.25 375 0.80 
E 6.00 425 1.37 
SD 0.25 2.8 0.17 
MD 0.6 7.5 0.40 
D. Granulometric data 
About 700 bed material samples are available in the area 
covered by the numerical model (Fig. 3).  M2C Rouen 
collected 290 in the studied area (MOSAG07&08, Fig. 1) 
between 2005 - 2008 and 240 samples near the bay mouth 
between 2009 and 2013. Other samples come from the 
SHOM database. 
 
 
Figure 3.  Location of the bed material samples 
Moving from South West (SW, Fig. 2) to East (E, 
Fig. 2), the bed material becomes progressively finer: d50 
about 1 mm around C1 (zone SW, Fig. 2), within 0.6 ~ 
0.7 mm around C2 (zone C, Fig 2) and within 0.2 ~ 0.3 mm 
around C3 (zone E, Fig. 2). 
III. MODEL SET UP 
The unstructured grid is formed of 36349 nodes. 
Distance between nodes is ranging from 5 km (offshore) to 
3 m in some channels inside the bay. The numerical domain 
is extending along the seaside from Etretat to Le Touquet 
and contains two bays: the Somme and the Authie estuaries 
(Figs 1&3). 
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The current release V6P2 of TELEMAC-2D is used to 
solve shallow water equations. Nikuradse formulation is 
chosen to impose the bed friction coefficient. Constant flow 
rates are imposed for the Somme and Authie rivers. The 
treatment of the offshore boundary condition is discussed in 
the next section. 
IV. SENSITIVITY TO THE TIDAL MODEL  
In estuarine configuration, it is necessary to provide the 
tide level and velocities on offshore boundary.  The imposed 
values are calculated from harmonic constants provided by 
global or regional tidal model.  Influence of the harmonic 
constants on the accuracy of computed water levels has been 
pointed out by Huybrechts et al. [4] on the Gironde estuary 
in France. Simulations based on harmonic constants from 
Janin and Blanchard [7], SHOM and NEA atlases (North 
East Atlantic solution, [8]) have been compared. For the 
Gironde estuary, best results were obtained using NEA 
atlases. Similar comparison has also been performed by 
Pham and Lyard [9] on the Paimpol and Bréhal site (Brittany 
France). In their study, they have compared simulations 
based on  harmonic constants from Janin and Blanchard [7], 
NEA atlases and regional tidal solution form Oregon State 
University (European Shelf database "ES"). NEA atlases 
allow to integrate 46 harmonic components whereas ES 
atlases give 11 harmonic constants (M2, S2, N2, K2, K1, O1, 
P1, Q1, M4, MS4, and MN4). For the Paimpol and Bréhal 
site, NEA and ES atlases provide similar accuracy for the 
water levels whereas less difference is observed between 
measured velocity and computed velocities based on the ES 
solution [9]. The comparison between the NEA and ES 
solutions is continued here and is currently based on a 
quantitative criterion: the Relative Mean Absolute Error 
“RMAE” [10]. The RMAE is given by (1):  
  
c
cc
X
XY
RMAE
−=
 
(1) 
 
where Xc (x1, …., xN) is a set of observations and Yc the 
model predictions. The mean value noted <> is defined by 
(2). 
∑ == Ni ixNX 11  (2) 
  
The quality criteria associated with RMAE criteria is 
reminded in Table II [10]. The spring event of 2007 is 
selected to perform the comparison and two different values 
of the bed roughness are imposed ks= 0.5 and 1 m.  Scores of 
the different simulations are summed up in Table III.  
 
 
 
TABLE II.  QUALITY CRITERION 
 RMAE 
Excellent <0.2 
Good 0.2-0.4 
Reasonable 0.4-0.7 
Poor 0.7-1.0 
Bad >1.0 
 
TABLE III.  RMAE SCORES FOR ES AND NEA SOLUTIONS 
 Velocity 
C1 
Velocity 
C2 
Water 
level 
C2 
 
Average 
ES ks=0.5 m 0.16 0.22 0.07 0.15 
ES ks=1 m 0.16 0.24 0.07 0.16 
NEA ks=0.5 m 0.16 0.17 0.21 0.18 
NEA ks=1m 0.12 0.15 0.23 0.17 
 
ES solution appears as the most accurate for the water 
level whereas NEA solutions provide better predictions for 
velocities. Results obtained with ES ks=0.5 m and NEA 
ks=1 m are illustrated on Figs 4 and 5. 
 
 
Figure 4.  Sensitivity to the tidal model and bed friction coefficient. 
Influence on the water levels (T=0 correspond to July 20th at 0h TU) 
In term of tidal amplitude (Fig. 4), both solutions are in 
good agreement with the measured data. NEA solution 
presents a slight delay in phase (10-15 min) compared to the 
measurements. NEA solution better captures the time 
evolutions of the velocity during the flood, low and high 
tides. However, peaks of ebb velocities (at C1 and C2, 
Fig. 5) are not in phase compared to the ADCP 
measurements and ES solution. A time lag is now observed 
-4
-2
0
2
4
6
12.5000 13.5000 14.5000
W
at
er
 le
ve
l (
m
 IG
N
)
Time (days)
data c2 ES 0.5 m NEA 1m
111
XXth TELEMAC-MASCARET User Conference Karlsruhe, October 16–18, 2013 
 
 
for the computed velocities based on ES solutions especially 
during low or high tides. 
 
5A 
 
5B 
Figure 5.  Sensitivity to the tidal model and the bed friction coefficient. 
Influence on the velocity levels at C1 (5A) and C2 (5B) (T=0 corresponds 
to July 20th at 0h TU) 
In average (Table III), ES solution reaches the lowest 
value of the RMAE and it is thus further kept in this 
contribution.  
V. BED FRICTION PREDICTION USING BATYHMETRIC 
DATA  
van Rijn formula [11] is used to predict the equivalent 
bed roughness ks which is decomposed into grain roughness 
k's and roughness induced by bedforms k''s (3).  
'''
sss kkk +=  (3) 
In this section, it is assumed that the dunes are dominant 
and the roughness induced by bedforms k''s is only evaluated 
from information related to the dune geometry (2, [11]).   


 −= − LHds eHk 25'' 11.1 γ  (4) 
where H is the dune height, L the bedform wavelength 
and γd = 0.7 for field dune (= 1 for dune observed in flume).  
For each zones of Fig. 2, a bed roughness can be 
computed from (2) (Table I). High resolution bathymetric 
data are available for some parts of the numerical domain. 
Data available for the whole domain have a lower space 
resolution and information on the bedform geometry cannot 
be extracted. An averaged bed roughness height (ks = 1 m) is 
thus provided in the zones not covered by high resolution 
bathymetric data.  
 
 
 
6A 
 
6B 
Figure 6.  Bed roughness predicted from bathymetrric data (BATHY) and 
granulometric samples (GRAIN). Comparison of velocity levels at C1 (6A) 
and C2 (6B) for the spring event of 2007 (T=0 corresponds to July 20th at 
0h TU). 
A map of bed roughness is generated for TELEMAC-2D. 
The bed friction coefficient is steady but variable in space. 
Fig. 6 A-B shows the time evolutions of the computed 
velocities (BATHY curves) for C1-C2 stations. For C2, the 
velocity signal has been too much damped by the friction 
coefficient whereas better agreement is observed for C1. 
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VI. BED FRICTION PREDICTION USING GRANULOMETRIC 
DATA  
More recently, van Rijn [12] proposed a new version of 
its equation for the total equivalent bed roughness (3). The 
bedform roughness k''s is decomposed into roughness due to 
the ripples kr, megaripples kmr and dunes kd (5) 
 
222''
dmrrs kkkk ++=  
(5) 
 
 
The value of the roughness for each bedform component 
depends on the flow characteristics (depth h and flow 
velocity U) and the median diameter d50 (6). 
 
( )hdUfctks ,, 50=   (6) 
 
From the granulometric data (Fig. 3), a map of the 
median diameter can be generated and a value of the d50 can 
be associated to each node. The map of the median diameter 
is entered as formatted data file into SISYPHE. TELEMAC 
is calling SISYPHE at each time step and SISYPHE is 
returning to TELEMAC the value of the bed roughness 
(neither bed load, suspension load or bed evolution are 
calculated by SISYPHE). The bed friction coefficient is now 
unsteady (tide variation) and variable in space. Computed 
ttime evolutions of the velocities for C1 and C2 (GRAIN 
curves) are plotted on Figs. 6 for the spring event of 2007. 
Velocity amplitudes are correctly reproduced for C2 whereas 
more differences are noticed during ebb peaks for C1. 
VII.  SYNTHESIS ON THE DIFFERENT METHODOLOGIES 
Two methodologies to supply the values of the bed 
friction coefficient have been tested in this contribution: 
predicted space variable bed friction from bathymetric data 
(BATHY) and predicted time and space variable bed from 
granulometry data (GRAIN). The different values of the 
predicted roughness at the locations of C1 and C2 are 
summed up in Table IV. 
TABLE IV.  VALUES OF THE BED ROUGHNESS AT C1 AND C2 
Bed roughness 
(m) 
C1 C2 
Constant value 0.5 0.5 
BATHY 1.32 0.80 
GRAIN 0.4 0.32 
 
In Table IV, time averaged values are given for GRAIN 
method. Fig. 8 illustrates how the bed roughness is evolving 
according to the tide variation. Values are higher during the 
flood than the ebb and they are minima during low or high 
tides. 
 
 
Figure 7.  Time evolution of the bed roughness during tidal cycle (T=0 
correspond to July 20th at 0h TU). 
Between the different methodologies, the value of the 
roughness varies within 0.4 to 1.32 m at C1 and within 0.32 
to 0.8 m at C2 whereas the median diameter varies 
respectively between 1 mm to 0.6 mm from C1 to C2. 
RMAE scores are given in Table V. 
TABLE V.  RMAE SCORES FOR BATHY AND GRAIN APPROACHES 
RMAE Velocity 
C1 
Velocity 
C2 
Water 
level 
C2 
 
Average 
BATHY 0.16 0.25 0.07 0.16 
GRAIN 0.17 0.21 0.07 0.15 
 
The accuracies of both approaches according to RMAE 
criteria are relatively similar. In practice, both these 
predicted values can serve as first set of friction value if a 
finer calibration is desired. However, both methods need to 
specify information relative to the bed texture (bed form 
geometry or sediment composition). The method based on 
high resolution bathymetric survey is more time- and money- 
consuming. It requires expensive sensors as well as a long 
treatment and analysis of the data (through ParamDune) 
especially for wide domain. The method based on 
granulometry is cheaper and easier to set up. When high 
resolution bathymetric data are missing, the BATHY 
becomes more difficult to apply whereas GRAIN can be 
applied even with a low resolution of bed material samples. 
In regards of the comparison with the measured data (Figs. 6 
and Table V), GRAIN appears slightly more efficient 
(combination of accuracy and set-up easiness) and this 
method is thus currently recommended.  
The efficiency of GRAIN approach can be further 
illustrated on the time series of the flow velocities at location 
C3 during neap and spring tides in 2008.  
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8A 
 
8B 
Figure 8.  Verification of the MT2 efficiency on the neap (9A) and spring 
tides (9C) in 2008. Comparison between measured data and computation 
"GRAIN" (T=0 correspond to July 21st 0h TU). 
VIII. PERSPECTIVES 
In this contribution, it has been implicitly assumed that 
the data relative to the bed texture are not evolving according 
to the tidal cycles. In a near future, it would be interesting to 
couple this methodology with graded sediment transport to 
analyse how the model can predict the sediment mixing 
during the tidal cycle and how this mixing can influence the 
bed roughness value. During the Mosag07&08 field surveys, 
higher wave activities have been noticed during a couple of 
days (waves up to 3 m high). A coupling with TOMAWAC 
to analyse the influence of the wave is forecast. New field 
surveys are also currently occurring near the bay mouth on 
tidal flat covered on small dunes (zones AD, SD, Fig 2). The 
present methodology will be also further tested on this new 
dataset. 
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Abstract—This paper will present the model construction of 
Mont Saint-Michel by ARTELIA consultant and operating 
tests performed by CETMEF in the recent months. It is part of 
the project running since 1996 that aims to restore the 
maritime character of Mont Saint-Michel and to recover 
around it a natural environment regularly flooded by tides. A 
serie of tests has been operated by CETMEF and are presented 
in this paper. These tests concern the calculation of the volume 
of flushing, the study of the influence of the ground level of the 
Eastt channel and the hydro-sedimentory modeling from a 
recent bathymetry. 
 
I. INTRODUCTION 
The Bay of Mont-Saint-Michel suffered an estimated 1 
million m3/year sedimentation which induces the gradual 
disappearance of sea landscape bay. The restoration of the 
maritime character of Mont Saint-Michel gave rise to a 
series of hydro-sedimentary studies conducted between 1997 
and 1999 by ARTELIA consultant. The goal was to restore 
and maintain around Mont Saint-Michel an environment 
bathed by the sea and naturally maintained by the rivers. In 
this context, the Syndicat Mixte “Baie du Mont-Saint-
Michel” wishes to have new tools to understand the 
consequences and to issue a technical opinion on the project 
which includes the construction of a new dam on the 
Couesnon river and the restructuring of the dike-road which 
provides access to the Mont Saint-Michel. It is through this 
project that the hydro-sedimentary numerical model was 
developed by ARTELIA consultant from 2008 to 2010. The 
model consists of around 30,000 nodes of calculation, 
includes large and small bay of the Mont Saint-Michel, the 
Couesnon river and dam, and is composed of sandy-mud 
mixture that lies around the Mont Saint-Michel. Since 2011 
CETMEF uses and implements the model to answer 
questions of the Syndicat Mixte and the committee of 
experts that advises the owner of the works. 
II. CONSTRUCTION OF THE MODEL BY ARTELIA 
The project to restore the maritime character of Mont 
Saint-Michel aims to recover around it a natural environment 
regularly flooded by tides. 
Several hydro-sedimentary studies were conducted 
between 1996 and 2001 to develop the project which is now 
in its final phase of construction. Since the beginning of the 
project, CETMEF provides technical assistance on hydro-
sedimentary issues to the Mission of Mont Saint-Michel of 
the “Direction Départementale de l’Equipement de la 
Manche”. 
In 2006, a protocol specified the terms of the partnership 
between the French government and Syndicat Mixte “Baie 
du Mont-Saint-Michel” on the basis of support to the 
Syndicat Mixte, owner of the project. In this context, 
CETMEF is responsible for leading a Scientific Committee. 
During its first sessions, the Scientific Committee 
advised the Syndicat Mixte to develop a numerical model to 
optimize its choices in terms of hydro-sedimentary point of 
view. 
ARTELIA consultant was selected for the development 
of the numerical model. This is based on the hydro-
sedimentary chain calculations with TELEMAC coupled to 
the specific module of sediment transport and evolution 
SISYPHE. This hydro-sedimentary model was developed 
between 2008 and 2010. 
The model was then transferred to the Syndicat Mixte, 
which now relies on CETMEF to implement the model at the 
request of the Scientific Committee for monitoring operating 
tests. 
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The project of restoration of the maritime character of 
Mont Saint-Michel consists of: 
• The construction of a dam on the Couesnon with 8 
gates that are operated with the aim of making 
flushing flow, 
• Digging both channels to regulate the flow of the 
Couesnon: East and West channels of the Mont 
Saint-Michel, 
• Construction of a sharing weir between these two 
channels to ensure that the flow is well shared. to 
the Mount, 
• The removal of the dike-road that allows today the 
arrival at the foot of the Mont, and its replacement 
by a gateway on piles, 
• The creation of an embankment at the foot of Mont 
Saint-Michel for the arrival of the gateway. 
The hydro-sedimentary model that was built reproduces 
all these elements of the project.  
The choice was made to model a relatively wide area; 
with a maritim border away from the edge of the small bay, 
which connects Cancale to Granville. Thus the relatively 
mobile seabed is far away from the place where the 
boundary conditions are applied.  
The boundary conditions are: 
• Maritime boundary: water levels and velocities 
deduced from a larger model of the Channel sea; 
• Rivers Sée, Sélune and Couesnon: respective rivers 
flows; 
• Couesnon dam: implementation of a law for 
conveyance, function of upstream and downstream 
water levels. 
Fig. 1 shows the extent of the model with the location of 
the different boundary conditions. 
 
Figure 1.  Extent of hydro-sedimentary model of Mont Saint-Michel 
Bathymetric and topographic data are derived from 
different sources and dates. However, the strategy was to 
retain only two different bathymetric models, one from 1997 
and the other from 2007, which only differ in area of the 
small bay. 
Fig. 2 shows the different bathymetric data used to build 
the model. 
This section presents the construction phase of the model 
produced by ARTELIA: topographic and hydrodynamic 
data, the choices that have underpinned the construction of 
the model and the results in terms of bathymetry and mesh. 
 
 
Figure 2.  Topographic and bathymetric data available  
A single mesh was applied to the bathymetry in 1997 and 
2007, the latter providing the best possible results of 
hydrodynamic and morphodynamic timing of these two 
states. 
 
 
Figure 3.  Overview of the mesh of Mont Saint-Michel model 
Thereafter, a mesh less fitting to the existing bathymetry 
was done for the operational testing model.  
The model mesh for operational testing has about 30,000 
nodes.  
Fig. 3 presents an overview of the mesh for the operating 
tests.  
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Abstract—Focus of this paper is on dispersion of suspended 
sediment resulting from maintenance dredging operations in 
the St. Clair River, located between the Province of Ontario 
(Canada) and the State of Michigan (United States). A portion 
of the dredging efforts are required near the river's outlet at 
Lake St. Clair, where combined effects of upstream river flows 
and lake circulation govern the sediment transport processes. 
Generally, as the distance of the navigation channel into the 
lake increases, the sediments become finer from the sudden 
drop of river velocity. Reduced river velocities and wind 
driven circulation and waves developing in Lake St. Clair are 
responsible for creating deposits of fine materials within the 
downstream navigation channels. Removal of these sediments 
is required through dredging operations. Coupling of 
TELEMAC-2D and TOMAWAC numerical models is used to 
capture hydrodynamics of both marine and riverine influences 
of the study area. The CDFATE model is used to quantify 
near-field mixing and dispersion, while the PSED particle 
tracking model is used to assess far-field suspended sediment 
concentration and its eventual deposition. 
 
I. INTRODUCTION AND BACKGROUND 
The outlet of the St. Clair River, located between the 
borders of Canada and Unites States, serves as a key part of 
the shipping route for vessels sailing between the upper and 
lower Great Lakes. A portion of the eroded sediment carried 
by the St. Clair River is deposited within limits of the 
navigation channels near the outlet at Lake St. Clair. Dredge 
areas near the outlet and within the limits of the South 
Channel are the focus of this study (see Fig. 1). Sediment 
accumulating in these areas poses navigation hazards for 
commercial vessels that require grade depths of 8.6 m below 
chart datum for safe passage. Regular dredging operations 
are thus required to maintain navigation depths. 
The dredge areas within the limits of the South Channel 
are referred to as Upstream Shoal area, and the Cut-off 
Channel. The Upstream Shoal area (located between Basset 
and Harsen islands) generally accumulates sediment from 
reduced currents as the flow in the South Channel separates 
in two directions causing fine and medium sand fractions to 
fall out of suspension. The Cut-off Channel is a man-made 
navigation channel 8.5 km long and 200 m wide that runs 
between Seaway and Basset islands and is entirely within 
Canadian waters. The target dredging area within the Cut-off 
Channel is the lower third reach where deposition of 
sediment and proportion of fines generally increase with 
channel distance towards the lake. Deposition within the 
Cut-off Channel results from reduced river velocities that 
make the sediments settle (or drop out of suspension). 
During wind events, lake circulation and wave effects can 
move lake sediments and deposit it within the limits of the 
navigation channel thus increasing sediment deposition. 
 
Figure 1.  Study area 
The focus of this paper relates to potential water quality 
impacts associated with dredging operations. Dredging 
operations have the potential to release sediments into the 
water column that could cause adverse water quality impacts 
on aquatic life within the waterway. Specifically, the main 
focus of this paper is to formulate a methodology that can 
quantify impacts from different dredging equipment and thus 
assess impacts in terms of total particulate matter or total 
suspended solids concentrations. Secondary objective is to 
assess the fate of the particulate matter released into the 
water column (i.e., where will be resuspended sediment 
eventually deposit). For water quality impacts, the Canadian 
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Water Quality Guideline for the Protection of Aquatic Life 
[1] for total particulate matter suggests that a maximum 
increase of 25 mg/L above background levels should not be 
exceeded for any short-term exposure. Similar guidelines are 
used elsewhere in the world.  
Current government regulations require near- and far-
field analyses associated with discharges of sediment laden 
waters to watercourses. Near-field mixing is defined as a 
region of the receiving water body where initial momentum, 
buoyancy and outfall geometry influence the process of 
mixing. The mixing in this zone occurs in the immediate 
vicinity of the discharge and is dependent solely on the 
characteristics of the effluent and its discharge mechanism 
(outfall pipe, overflow weir, etc.). The area where the 
momentum, buoyancy and the outfall geometry govern the 
shape and size of the plume is defined as the near-field. After 
the plume rises or falls (depending on its characteristics), the 
initial momentum and buoyancy effects are dissipated, and 
effects of the receiving water velocity, density and 
temperature become more pronounced. The plume may then 
bend and disperse due the hydrodynamic characteristics of 
the ambient waters. The region where the plume is 
dominated by receiving water characteristics is defined as 
the far-field zone.  
Numerical modeling is used in this study to evaluate 
impact of dredging activities on water quality within a 
waterway. A hydrodynamic model is used to quantify 
velocity magnitudes and directions, which are then used as 
inputs to water quality and sediment transport modules. This 
paper will present a methodology that was applied to study 
water quality impacts of dredging operations within the 
lower reaches of St. Clair River. 
The rest of this paper is organized as follows: Section II 
presents results of a literature review on previous numerical 
modeling efforts within St. Clair River and Lake St. Clair. 
The methodology developed to assess water quality impacts 
associated with dredging operations is presented in Section 
III, and provides a brief description of the models used. 
Application of the numerical modeling related to dispersion 
of suspended sediment is given in Section IV. Results are 
presented in a qualitative manner in Section V (since the 
project is currently ongoing). Concluding remarks are 
offered in Section VI along with recommendations for future 
work. 
II. LITERATURE REVIEW 
Hydraulics of the St. Clair River and hydrodynamics of 
Lake St. Clair have been extensively studied by Canadian 
and American researchers. In a study by Environment 
Canada [2], an RMA-2 hydrodynamic model was used to 
study encroachment effects on upstream water levels. 
Reference [3] also used RMA-2 to develop and calibrate a 
hydrodynamic model of St. Clair River, Lake St. Clair and 
Detroit Rivers as part of a source water assessment program 
for public water intakes in the State of Michigan. References 
[4] and [5] describe application of the FVCOM model to 
develop a real time Huron to Erie Connecting Waterways 
Forecasting System (HECWFS). The forecasting system 
provides real-time information on current and water levels 
for the entire St. Clair River, Lake St. Clair and Detroit River 
waterway.  
Multiple independent studies were recently completed 
that focused on erosion, conveyance, and the ability of the 
St. Clair River to regulate water levels of the upper Great 
Lakes. Numerical models were developed and calibrated for 
use in assessments of water level impacts. As part of that 
study Canadian Hydraulics Centre [6] has developed a 
TELEMAC-2D model of the St. Clair River and Lake St. 
Clair.  Since the study objectives were related to water levels 
of the upper reaches of the St. Clair River near Lake Huron, 
marine influences of Lake St. Clair were not necessary and 
therefore not included in their modelling work.   
Hydrodynamics of Lake St. Clair are presented in 
reference [5], where mixing and relationship between 
hydraulic and wind-driven currents was studied. Their 
observations and simulations show that there exist distinct 
regions in the lake that are forced by either hydraulic flow 
from the river, or wind stress over the lake. During wind 
storms these regions can shift, and significantly influence 
currents. Measurements of sediment resuspension in Lake St. 
Clair have been studied in [7], which shows wave action as 
the major cause of sediment resuspension.  Reference [8] 
investigates wave-current interaction in Lake St. Clair and 
show effects of wave propagation against strong current 
gradients. 
III. METHODOLOGY 
In order to study the impact of sediment released into the 
water column from dredging operations a number of 
different models were used and linked. Each of the models is 
briefly described below. 
The TELEMAC numerical modelling system is used in 
this work to estimate hydrodynamic forcing of the study 
area. Specifically, the TELEMAC-2D model is used to 
capture hydraulic and wind-driven currents, while the 
TOMAWAC model is used to represent wave generation and 
propagation from open lake to the dredge areas. TELEMAC-
2D solves numerically the non-linear Saint-Venant equations 
using the method of finite elements. TOMAWAC is a third 
generation phase-averaged wave model which captures the 
evolution of the two dimensional wave energy spectrum 
from winds, currents and bathymetry also using the finite 
element method. In this study, TELEMAC-2D and 
TOMAWAC were coupled such that each model influences, 
and is influenced by, the other. The coupling allows the 
process of wave-current interaction to be captured. 
Near-field mixing calculations have been completed 
using the CDFATE mixing model, developed by the U.S. 
Army Corps of Engineers, Waterways Experiment Station, 
Vicksburg, Mississippi [9]. CDFATE was developed for the 
purpose assessing impact on receiving waters from 
continuous discharge of dredged material into the water 
column. The CDFATE model is based on the CORMIX 
model, which is used for evaluating near-field effects of 
municipal outfalls discharged into receiving waters.  
Far-field TSS concentrations are simulated by using the 
PSED particle tracking model [10]. PSED model was 
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that are lowered to the bottom of the dredged area to loosen 
the bottom materials. The sediments along with water are 
suction lifted and placed onto onboard hoppers. The heavier 
sediment particles inside the hoppers settle out and remain 
on the bottom of the hoppers, while the finer fractions 
remain in suspension within the water column in the hopper. 
Once the capacity of the on board hoppers is reached water, 
along with finer material fractions, is discharged back into 
the watercourse. Decant water discharge is assumed to occur 
at a rate of 1 m3/s (3600 m3/hr), with assumed concentrations 
of 200, 400 and 1000 mg/L of total suspended solids.  
Near-field dispersion and mixing analysis was evaluated 
for the dredge areas at Upstream Shoal and the Cut-off 
Channel. Velocities were extracted from the coupled 
TELEMAC-2D TOMAWAC simulations and used in the 
near-field calculations. Geometry of a typical THSD was 
used assuming that the overflow discharge takes place via 
single outlet pipe submerged 1 m below the water surface. 
In order to assess far-field impact of the proposed THSD 
overflow discharges, the hydrodynamics generated by 
TELEMAC-2D and TOMAWAC models was used as input 
into the PSED particle tracking model. Characteristics of the 
native sediments within the dredge areas are obtained via 
grain size curves collected during the 2012 sampling 
program and are used to define properties of both bed and 
source sediments within the study area. (Source sediments 
are referred as those that are released into the water column 
during dredging operations). The PSED model is used to 
simulate the fate of sediments introduced into the water 
column, specifically focusing on total suspended solids 
concentrations away from dredging activities. PSED was 
also used to identify locations where the source sediment 
falls out of suspension (or settles on the bottom). 
Discharges associated with the THSD overflow 
operations were simulated in PSED using the same 
parameters as in the near-field calculations. Far-field 
simulations were carried for Upstream Shoal and Cut-off 
Channel dredge area. A range of simulation scenarios were 
used to assess impact (no wind, light breeze, and storm 
conditions). Discrete particles were released for a typical 
12 hrs dredging operation, while the simulations were 
carried out for a total of 36 hrs. Longer simulations were 
required to identify fate of the suspended sediments. For 
each scenario, averaged path of the plume were extracted, 
and concentrations at 100, 500, 1000, and 1500 m away from 
the dredge areas were computed. Depth-averaged total 
suspended solid concentrations were computed on a 25 m by 
25 m grid by counting the number of particles in each cell 
and dividing it by the cell volume. (Mass of each particle in 
the simulations was set at 1 kg.) Total suspended solids 
concentrations at 100 m downstream predicted by the PSED 
far-field model have been compared with the CDFATE near-
field model for consistency. 
V. RESULTS 
Since the project is currently in the stages of 
environmental approvals, only qualitative results shall be 
presented. Velocities and streamtraces established by 
carrying out the coupled TELEMAC-2D TOMAWAC 
simulations are shown in Fig. 3  and Fig. 4 for the cases of 
calm winds and light breeze conditions, respectively. It is 
evident that wind-induced circulation plays significant roles 
in establishing velocity for the dredge areas adjacent to the 
Cut-off Channel. A plot showing significant wave heights 
generated using light breeze southwest winds is shown in 
Fig. 5, where it is evident that wave propagation is heavily 
influenced by strong currents within the limits of the 
navigation channel.  
Currents at the Upstream Shoal dredge area are not 
affected by wind-driven circulation and wave effects (as they 
are more than 8 km upstream from the lake), but can be 
affected by backwater influence. Backwater influence is 
particularly important during periods of strong winds when 
seiche effects generate standing waves in the lake. The 
dredge areas of the lower third of the Cut-off channel are 
however affected by lake influences, as evidenced by a gyre 
that is present just south of Seaway Island during southwest 
conditions. Capturing hydrodynamics of upstream river and 
downstream lake influences is absolutely necessary for water 
quality assessments. 
Near-field simulations carried out using CDFATE were 
able to demonstrate that the Upstream Shoal dredge area has 
a significantly more dilution capacity then downstream 
dredge areas. Generally high rates of dilution at the 
Upstream Shoal area results from high river velocities and 
limited lake influence. The dredge areas in the Cut-off 
Channel, having lower flow velocities and being under 
marine influences of the lake have shown lower dilution 
rates of the released sediment. 
Far-field calculations using the PSED particle tracking 
model were able to validate the near-field results when 
comparing concentrations of total suspended sediment at a 
distance 100 m away from the discharge. Having two 
completely different methods produce nearly identical results 
only adds to the confidence in the selected methodology. 
Simulations show that the Upstream Shoal dredge area has a 
high far-field dilution potential (and relatively low total 
suspended solids concentrations downstream) since it is 
located in a zone of relatively high river velocity.  The 
downstream dredge areas are characterized by much lower 
channel velocities and finer sediment fractions. The 
interaction between lake circulation, wind generated waves 
and upstream river flows all play a role in determining 
suspended sediment concentrations before eventually settling 
out in the lake. Simulations have shown smaller far-field 
dilution potential and generally higher total suspended solids 
concentrations. Higher concentrations were encountered 
when the plume travels from initially deep waters within the 
navigation channel to shallower portions of the lake. 
VI. CONCLUSIONS 
The open source TELEMAC-2D hydrodynamic and 
TOMAWAC wave modules were applied in a study 
investigating water quality impacts associated with dredging 
operations in the lower St. Clair River. The TELEMAC 
system and its modules were able to seamlessly capture the 
interaction of both riverine (upstream flows) and marine 
(wind induced currents, wave generation and propagation) 
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Abstract—Sediment transport and deposition in reservoirs are 
natural processes. In the French valleys, the filling of 
reservoirs depends on the production of sediment from the 
watersheds; it can be large and may be composed of gravel 
and/or silts. Hydroelectricity operators account for the 
influence of sediment transport when operating dams, as they 
need to evaluate the consequences of dam operations on the 
reservoir morphology.  
The Saint Egrève dam is located downstream of the city of 
Grenoble, on the Isere river in France. Over time, the 
reservoir has silted up. Frequent flushing operations allow the 
maintenance of a channel in the reservoir, but siltation bank 
formation on either side of the channel is irreversible. Due to 
the urban location of the reservoir, maintaining the freeboard 
of the upstream dike of the reservoir during the design flood is 
a major issue. Nowadays, the evolution of the filling is such 
that the channel erosion during the flood must be taken into 
account to estimate a realistic freeboard.  
During a first part of the study, 1D morphodynamics 
simulations were performed by using the 
MASCARET/COURLIS module. The model was calibrated 
and validated with measured sediment fluxes corresponding to 
two flood scenarii and then applied to a project design 
situation. A second part of the study consisted on performing 
2D and 3D numerical simulations using TELEMAC-2D and 
TELEMAC-3D coupled to SISYPHE, respectively, and 
comparing results with the 1D model.  
 
I. INTRODUCTION 
Sediment transport and deposition in reservoirs are 
natural processes. Recently, it has been estimated that the 
worldwide sedimentation in reservoirs corresponds to about 
one per cent of the whole capacity per year [5]. In specific 
areas, sedimentation rates can be significantly higher; it may 
reach more than 70% of reservoir initial capacity [1]. The 
filling of reservoirs depends on the production of sediment 
from the watersheds, the hydrology of the watershed, 
geometry and hydraulics of the reservoir and management of 
reservoir capacity [4]. The reservoir sedimentation impacts 
the river reach upstream the dam as much as the downstream 
reach: storage loss, delta deposition, blocking or clogging of 
intakes or bottom gates, downstream erosion, ecology, etc. 
Consequently, one has to take into account sediments when 
operating dams; therefore we need means to predict the 
consequences of dam operations on sediment transport and 
reservoir morphology. 
Flushing operations aim at eroding sediments from 
reservoirs to maintain or to increase their storage capacity 
and/or prevent flooding upstream the dam. In such 
operations, the release of sediments to the downstream reach 
may be significant and should be controlled [2]. There are 
different ways of predicting the downstream impacts of such 
operations, often relying on the experience. Nevertheless, 
numerical modelling can be used as a tool for planification 
and operation activities. In this work, the flushing of Saint 
Egrève reservoir is simulated with different modules of the 
TELEMAC-MASCARET System and comparisons with 
experimental data are presented and discussed. 
II. SITE DESCRIPTION  
The St-Egrève reservoir (France) is located in the 
Grenoble urban area, as shown on Fig. 1, downstream the 
confluence of the Isère and Drac rivers (9270 km² catchment 
area). The St-Egrève dam is a run-of-river power station, 
with a maximum turbine discharge of 540 m3/s. The dam 
comprises 5 identical openings with overflow flaps, and a 
25-meter wide tainted gate with 6 meters of lifting height 
and a weir at elevation 196.50 m NGF. The normal reservoir 
level (FSL) during operation is 205.50 m NGF. The capacity 
of the reservoir in 1992 was 3.86 hm3. For safety reasons, a 
security distance of 1 meter with respect to the crest of the 
reservoir embankment must be guaranteed for a flood of 
3000 m3/s.  
 
 
Figure 1.  Location of the St-Egrève reservoir 
TUC 2013, 16-18/10/2013, Karlsruhe - Kopmann, Goll (eds.) - © 2013 Bundesanstalt für Wasserbau ISBN 978-3-939230-07-6
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The Isère River is highly loaded with fine sediment, and 
in the St-Egrève reservoir this sediment is deposited. The 
St-Egrève reservoir shows a sediment accumulation on the 
left bank that continues to silt up (see Fig. 2). In 2010 its 
elevation was 204.5 m NGF on average, i.e. one meter below 
the FSL. If this bar continues to silt up, bank volume will 
reach 1.45 hm3. The remaining channel has a variable 
topography in its cross sections: its minimum area in the 
absence of flushing can be estimated at 250 m², i.e. a volume 
of about 0.6 hm3 along 2500 meters. The channel is 
deepened during floods, and the maximum volume that it can 
reach is estimated at 2.41 hm3, as shown on Fig. 3. 
 
 
Figure 2. St Egrève reservoir during a flushing event. 
 
 
Figure 3. Evolution of the reservoir capacity 
III. 1D MORPHODYNAMICS SIMULATIONS 
A.  Aim of the study 
The COURLIS software (internally coupled to the 1D 
hydrodynamics model MASCARET) was used to determine 
the bottom evolution kinetics during floods. COURLIS 
computes the bottom evolutions in a channel section as a 
function of the bed shear distribution in the cross-wise 
direction of the flow [3]. The objective was to verify that 
when starting with a high degree of siltation, the erosion at 
the start of flushing is sufficient to guarantee the preservation 
of the 1-meter freeboard with respect to the crests of the 
dikes. In this work, only the calibration and validation of the 
model are presented. 
B. Available measurements 
Two events were used to calibrate and validate the 
numerical model: flushing operations performed in May 
2008 and May-June 2010. Bathymetries of the reservoir 
were surveyed before and after each of these events. 
Turbidity meters placed upstream and downstream of the 
reservoir enable monitoring of the sediment concentration 
evolution during a flood and determination of the silt 
volumes having passed through between the bathymetric 
measurements and the flushing operations. In addition, 
sediment samples were taken from the reservoir in 
September 2010. 
C. Model calibration  
The calibration data corresponds to the May 2008 
flushing operation. This flushing operation was preceded and 
followed by two bathymetric measurements, one in April 
and one in August 2008. The grid was based on cross-section 
profiles 100 meters apart derived from the bathymetric data. 
These profiles were pre-processed to achieve a calculation 
profile every 50 meters. The chosen Strickler coefficient is 
taken equal to 45 m1/3 s-1. 
Model calibration revealed the necessity to model three 
distinct sediment layers, as shown in Fig. 4. The top layer 
represents the slightly consolidated sediment (easily 
remobilised), the second layer the recently deposited 
sediment (few years), and the third sediment layer the most 
consolidated. Sediment layers were constructed from the 
bathymetric data: (i) In 2008, the previous flushing operation 
dated from April 2006. The layer of old sediment was 
comprised between the non-erodable bottom measured in the 
topographic surveys prior to the impounding of the dam and 
the bathymetry of July 2006; (ii) The layer of recent 
sediment was represented by the sediment deposited between 
the bathymetries of July 2006 and April 2008; and (iii) The 
layer of slightly consolidated sediment was considered equal 
to the estimated volume of sediment deposited between the 
date of the bathymetry and the flushing episode, i.e. 
150,000 tons. Assuming a dry matter concentration of 
1000 g/l, this layer represents a deposit of roughly 70 cm at 
the bottom of the channel with respect to the April 2008 
profile. Besides, the slope stability angle is considered 
constant and equal to 15°. 
 
 
Sediment layers C (kg/m3) τce (Pa) M (kg/s/m
2) 
(a) Slightly consolidated 1000 1 0.005 
(b) Recent 1100 6 0.06 
(c) Old 1100 8 0.02 
Figure 4. Sedimentary layer creation 
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The flushing parameters and the results are summarized 
on Fig. 5.  
 
Figure 5. Simulation results of the calibration. 
The following phases can be observed:  
• During the lowering of the water level (phase 1), we 
observe an erosion peak due to the slightly 
consolidated silt, 
• The main erosion peak  corresponds to the end of 
the phase 1, when the water level has reached its 
minimum level. It is well represented by the 1D 
model although the maximum peak value is slightly 
underestimated, The increased erosion  is due to 
the passage of the flood peak (phase 3). This third 
peak is also underestimated.  
The calculated mass of eroded sediment (1.13 Mt) is in 
good agreement with the measured mass (1.14 Mt. The 
evolution of the eroded mass over time can also be well 
adapted. At the time of the flood peak on May 30 at 1 pm, 
over a million tons of sediment had already been eroded. A 
comparison of the profiles measured during August 2008 
with the computed profiles yields to satisfactory results, 
Fig. 6. However, the COURLIS simulation results in the 
channel are deeper than those measured in bathymetry. This 
can be attributed to a considerable accumulation of sediment 
in the reservoir during the period between the end of flushing 
(end of COURLIS simulation) and the bathymetry date. 
Indeed, the high flow episode of June 2008 lasted after the 
flushing, causing solid matter inflows and significant settling 
in the reservoir of an order of magnitude of 300,000 tons 
(i.e. 1 meter of sediment deposited on average in the channel 
over three months). 
 
Figure 6. Evolution of the cross-section profiles 
D. Model validation  
The model was validated with data from the flushing 
operation of May-June 2010. Two bathymetric surveys 
preceded and followed this flushing, in April and August 
2010, respectively. 
The layer construction is based on the calibration values 
and results, Fig. 7:  
• (c) An old sediment layer is comprised between the 
non-erodable bottom and the result of the 2008 
COURLIS calculation.  
• (b) A recent sediment layer is comprised between 
the bottoms produced by the 2008 COURLIS 
calculation and the bathymetric profiles of April 
2010 translated by -30 cm.  
• (a) A layer of slightly consolidated material is 
constructed from the bathymetric profiles of April 
2010 and the same one translated by -30 cm in the 
channel. 
 
Figure 7. Sediment layer characteristics (see Fig. 4 for values) 
The flushing parameters and the results are summarized 
in Fig. 8. The following points should be highlighted:  
• During the phase of the lowering of the water level, 
we clearly see the erosion peak due to the slightly 
consolidated sediment. 
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• The main erosion peak, corresponding here to the 
passage of the flood peak during the lowering phase, 
is well represented.  
• The flux at the end of the episode is underestimated 
in comparison with measurements.  
 
Figure 8. Validation calculation results 
The correlation between the calculated mass of eroded 
sediment (0.48 Mt) and the measured one (0.52 Mt) is 
satisfactory. The evolution of the eroded mass over time is 
also well represented (the scale used on this graph during the 
calibration was maintained). The Analysis of cross-section 
profiles yields results similar to those presented for the 
calibration, Fig. 9. The deeper erosion depth obtained by 
COURLIS can be attributed to a considerable accumulation 
of sediment in the reservoir during the period between the 
end of flushing and the bathymetry date (non-simulated 
period). Indeed, the high flow episode of June 2010 lasted 
after the flushing, causing solid matter inflows and 
significant settling in the reservoir of an order of magnitude 
of 400,000 tons (i.e. 1 to 1.5 meter of sediment deposited on 
average in the channel over three months). 
 
Figure 9. Evolution of the cross-section profiles 
E. Influence of parameters: number of layers 
The erosion stress, the surface erosion rate and the 
number of layers are the main parameters of the erosion 
module and have a strong influence on the results. An 
illustration of the influence of the number of layers is given 
in Fig. 10 and Fig. 11. Assuming only one single layer it is 
impossible to determine correctly the evolution of the 
erosion for the considered floods. The use of a single stress 
of 9 Pa, given acceptable results for the flood 2008, leads to 
an excessively low value for the 2010 flood. 
 
 
Figure 10. Calibration with a single constant layer of sediment 
 
Figure 11. Results for the validation case 
IV. 2D/3D MORPHODYNAMICS SIMULATIONS 
In complement to 1D simulations, 2D and 3D numerical 
computations were also performed using (i) the 2D 
hydrodynamic module TELEMAC-2D, internally coupled to 
the two-dimensional sediment transport module SISYPHE, 
and (ii) the 3D hydrodynamics module TELEMAC-3D, 
internally coupled to SISYPHE. 
198
199
200
201
202
203
204
205
206
0
200
400
600
800
1000
1200
1400
Discharge (m3/s)
Reservoir level
Reservoir level  (mNGF)Discharge (m3)
0
2
4
6
8
10
12
14
16
Inf low
Outf low
Suspended sediment load f lux(T/s)
0
2
4
6
8
10
12
Data
Courlis
Erosion sediment f lux (T/s)
0
200 000
400 000
600 000
800 000
1 000 000
1 200 000
1 400 000
Data
Coulis
Cumulated erosion (T)
190
192
194
196
198
200
202
204
206
0 50 100 150 200 250 300
Elevation (m)
Width (m)
2008_06 2008_08 Courlis result
2010_04 2010_08
2010_08.courlis result Unerodable bottom
0
200 000
400 000
600 000
800 000
1 000 000
1 200 000
1 400 000 Data Courlis tau=1;  M=0.0011
tau=3;  M=0.0045 tau=5;  M=0.0095 tau=7;  M=0.018
tau=8;  M=0.03 tau=9;  M=0.1 tau=10;  M=0.2
Cumulated 
erosion (T)
0
2
4
6
8
10
12
Data Courlis
tau=1;  M=0.0011 tau=3;  M=0.0045
tau=5;  M=0.0095 tau=7;  M=0.018
tau=8;  M=0.03 tau=9;  M=0.1
tau=10;  M=0.2
Erosion sediment f lux (T/s)
0
200 000
400 000
600 000
800 000
1 000 000
1 200 000
1 400 000
Data
Coulis
tau=9;  M=0.1
Cumulated erosion (T)
0
2
4
6
8
10
12
Data
Courlis
tau=9;  M=0.1
Erosion sediment f lux (T/s)
Distance from reservoir : - 1000 m 
130

XXth TELEMAC-MASCARET User Conference Karlsruhe, October 16–18, 2013 
 
 
 
Figure 15. (a) Measurements – ∆z 06/2010 – 08-2010; (b) 2D results; (c) 
3D results 
V. COMPARISON OF 1D, 2D AND 3D MODEL RESULTS 
A. Discussion  
After proper calibration to define the bed structure 
(number of bed layers and sediment characteristics), model 
results for the 2008 event as well as for the 2010 flushing 
event, show that all three modules (1D, 2D and 3D) were 
able to predict accurately the amount of sediment which is 
flushed out during a typical flushing event. All the modules 
may be used conveniently as operational tools to monitor the 
efficiency of flushing events. 
This simple geometrical configuration does not 
necessitate the use of a complex 2D or 3D models, and the 
1D model assumption is perfectly adapted to represent this 
type of event. In addition the 2D and 3D model give more 
insight in the flow structure and access to a detailed plan 
view of the model results (bed evolution, bed shear stress 
distribution…). On the other hand, the 1D tool can be 
viewed as a handier tool for the initialization of the bed 
layers based on historical bathymetry.  
B. Comparison of CPU time 
To compare CPU time, the number of processors, as well 
as compiler type, need to be specified. All 1D, 2D and 3D 
simulations have been run on Linux station Z600 (compiler 
intel 64b). Both 2D and 3D models were run in parallel using 
8 processors. The use of parallel computing allows 
performing 2D simulations for a computational time 
comparable with the time required to run the 1D model, 
whereas the 3D model (5 vertical planes) showed to be more 
expensive.  
TABLE II.  COMPARISON OF CPU TIME 
 1D (1 Proc) 2D (8 Proc) 3D (8 Proc) 
Number of mesh 
Dx 
Dt 
300 
Variable 
2-10 m 
10s 
5 layers 
0.5 s 
2008 Flushing 
6 days 9 h  10 mn 12 mn 3 h 44 mn 
2010 flushing 
4 days 6 h  6 mn 7 mn 1.5 h 
VI. CONCLUSION 
Three hydrodynamic and sediment transport models of 
the TELEMAC-MASCARET System, namely COURLIS/ 
MASCARET (1D) and SISYPHE coupled to TELEMAC-
2D and -3D, have been applied to simulate the effect of a 
flushing event. After proper calibration of the various 
sediment parameters and bed structure, all models could 
successfully reproduce the amount of sediment eroded and 
therefore could be used as operational tools to predict the 
efficiency of flushing event. 
The computational domain presented an elongated, 
unidirectional geometrical configuration, which is 
particularly well adapted for a 1D application and, therefore, 
allowed a fair comparison with the 2D and 3D models. We 
emphasize that the choice of the spatial dimension to which 
apply the different models depends mainly on the scale of 
the problem (time and space) and the degree of detail of 
application. For more complex configurations than the one 
presented here, 1D models can be used to simulate the entire 
reach, providing then the boundary conditions for more 
detailed 2D or 3D analysis in important subreaches.  
Future work will include the implementation, verification 
and validation of the fully 3D cohesive sediment transport 
processes within TELEMAC-3D. 
REFERENCES 
[1] Bouchard, J.-P. & Bertier, C. Morphological change in reservoirs in 
relation to hydraulic conditions. River Flow, 2008.  
[2] Brandt, S. Classification of geomorphological effects downstream of 
dams. Catena, 2000, 40, 375-401.  
[3] Marot D., Bouchard J.-P. and Alexis A. Reservoir bank deformation 
modeling: application to Grangent reservoir. J. Hydr. Eng., 2005, 
Vol. 131, (7). 
[4] Morris, G. L. & Fan, J. Reservoir sedimentation handbook. McGraw-
Hill, 1997.  
[5] Mahmood, K. Reservoir sedimentation: impact, extent, and 
mitigation. Technical paper. International Bank for Reconstruction 
and Development, Washington DC, USA, 1987. 
(a) (b) (c) 
132
1D sediment transport modeling for a sustainable 
sediment management: 
Two Case Studies of Reservoir Flushing 
 
P. Durand, M. Jodeau, A.-L. Besnier, E. Delahaye 
EDF R&D – LNHE (National Laboratory for Hydraulics and Environment), Chatou, France 
{pauline.durand; magali.jodeau; anne-laure.besnier; eve.delahaye}@edf.fr 
 
 
Abstract—COURLIS [1] is a one dimensional sediment 
transport numerical code developed by EDF-R&D-LNHE in 
association with CETMEF. COURLIS is based on a coupling 
between the hydraulic open-source software MASCARET [2] 
(part of TELEMAC-MASCARET system) and a sediment 
module which handles sediment processes for sand and silt. 
This numerical tool is used to predict the effects of dam 
operations as emptying or flushing. In this work, the capability 
of the code is illustrated with two examples of reservoir 
flushing, which concern the Saint-Martin-La-Porte Reservoir 
in the Alps and the Plan d’Arem Reservoir in the Pyrenees. 
 
I. COURLIS NUMERICAL CODE 
Among the different options for modeling flow and 
sediment transport in reservoir, one dimensional modeling is 
well adapted if one is not trying to explain and reproduce 
patterns in deep areas, or around confluences and 
bifurcations. One dimensional modeling is well suited if long 
term simulations are expected, and if cross section average 
values are looked for. Besides, in longitudinal 
configurations, one dimensional modeling performs as well 
as 2D modeling as shown by the example of St-Egrève 
Reservoir modeling [3]. 
COURLIS numerical code allows the calculation of the 
sediment transport of mud and sand in open channels under 
unsteady flow conditions. The outputs of the model are the 
sediment concentrations throughout the waterway and the 
changes in the river bed bathymetry due to sediment 
transport, erosion and deposition. 
COURLIS numerical code has already been used to 
define efficient sediment management for various French 
reservoirs: the Genissiat Reservoir [1], the Grangent 
Reservoir [4], the flushing of Saint-Egreve Reservoir in the 
Alps [5], and the empying of Tolla Reservoir in Corsica [6]. 
When data were available [4] and [5], the comparison 
between calculations and measurement showed very good 
agreement. 
A. Cross section view 
Despite a one dimensional computation for the flow, the 
sediment bed is described by a bi-dimensional approach, that 
is to say sediment layers are defined transversally to the flow 
axis and bed elevation is computed in 2D, see Fig. 1. 
Each sediment layer is characterized by its thickness, its 
concentration (Clayer), its percentages of sand and silt, sand 
grain size and cohesive sediment characteristics. 
 
Figure 1.  Sedimentary layers for modeling 
B. Equations 
COURLIS is based on an internal-coupling between the 
component MASCARET [2], part of the TELEMAC-
MASCARET system, which solves the 1D shallow water 
equations and the sediment module which handles sediment 
processes. Both hydraulic and sediment components could 
be coupled at each time step, i.e. the hydraulic variables are 
calculated for a fixed bed, then the sediment transport and 
the bed evolution are calculated. 
For both type of sediments, sand and silt, an advection-
dispersion is solved: 
 
where A is the cross sectional flow area, C the suspended 
concentration, Q the flow rate, k the dispersion coefficient, E 
and D are respectively the Erosion and Deposition linear 
rates. 
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Erosion and deposition for sand and cohesive sediment 
are dealt separately: 
• For cohesive sediments, Partheniades [7] and Krone 
[8] empirical formulae are used: 
 
where M is the erosion rate coefficient, ws is the settling velocity, τCD and τCE are respectively the deposition and the 
erosion critical shear stresses. 
The local shear stress is written: 
 
where g is the gravity, h the local water depth (variable in the 
section), u the mean velocity, Ks the Strickler coefficient, Rh 
the hydraulic radius, and ρ the fluid density. 
• For sand, the transport capacity is calculated with the 
Engelund and Hansen [9] formula: 
 
where Kp is the grain friction coefficient, ρ the fluid density 
and ρs the sediment density, d the particle median diameter, 
and δ = 𝜌𝑠−𝜌𝜌  . 
The equilibrium concentration, Ceq, is written: 
 
The erosion and deposition rates are calculated depending 
on: 
 
 
For both cohesive sediments and sand, the bed evolution is 
then expressed depending on the erosion and deposition 
rates: 
 
 
The bank failure is taken into account using a simple 
model, the bank slope is compared to a stability slope 
(submerged or emerged). If the critical slope is exceeded, 
sediment deposit is supposed to collapse immediately and is 
spread along the section. A more complex model based on 
soil mechanics is also implemented [4]. 
II. ST-MARTIN-LA-PORTE 
A. Introduction 
The Saint-Martin-la-Porte Reservoir, on the Arc River, 
with a storage capacity of 68 000 m3, is one of the many 
reservoirs on the river. Besides, it limits the suspended 
particles entering the downstream Longefan, Flumet and 
Cheylas Reservoirs, all managed by EDF. 
A long term study for a more sustainable management of 
the reservoir is on-going to optimize the flushing scenarios 
and frequency and to assess the optimal geometry of the 
reservoir for an adequate decantation rate. 
A 1D model of the Saint-Martin-la Porte Reservoir was 
built to optimize the sediment management. 
B. Modeling reservoir flushing 
The structure of the 1D model is described by three 
sedimentary layers, which are depicted in Fig. 2. 
The model was calibrated on the last flushing event of 
June 2012, with a lot of site measurements: bathymetries 
(before and after flushing event), sediment concentration 
(inflow and outflow) measured during the event, and a large 
scale scanner surveying of the water level during the event.  
 
 
Figure 2.  Sedimentary layers for modeling Saint-Martin-la-Porte 
Reservoir  
Despite the few direct measurements of the sediment 
characteristics, and the torrential flow observed during the 
flushing event (high speed flow leading to high constraint on 
sand layer, which in turn results on fast changes of the 
bathymetry), the comparison of the model results with the 
measurements shows that the model reproduces well the 
erosive behaviours of the reservoir during flushing events. 
Indeed the suspended sediment concentrations calculated by 
the model downstream of the dam are closed to the measured 
concentrations, see Fig. 3. 
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(a) 
 
(b) 
Figure 3.  (a) concentrations, (b) cumulated mass transferred  
Further work will include testing different flushing 
scenarii (intensity and duration) and studying the decantation 
processes. 
III. PLAN D’AREM 
A. Introduction 
The Plan d’Arem Reservoir was completed in 1970 with 
a total storage capacity of 500 000 m3. It is the first upstream 
dam located past the Spanish/French border on the Garonne 
River and managed by EDF. The Plan d’Arem Reservoir has 
high sedimentation rates which lead to continued capacity 
reduction. 
A dredging project is planned for 2014. It would be 
followed by annual hydraulic flushing events to maintain the 
reservoir at the best operating capacity. Flushing operations 
have to be controlled to limit environmental impact, i.e. the 
release of sediments to the downstream reach. 
The Plan d’Arem 1D model shows how numerical 
modeling can be used to assess the sediment release and to 
define an optimal flushing scenario. 
B. Modeling reservoir flushing 
The Plan d’Arem Reservoir is characterized by a 
sedimentation of both sand and mud. In the 1D model, based 
on field data, two sedimentary layers are therefore 
distinguished: one layer of sand in the upstream area, and 
one layer of silt in the downstream area, see Fig. 4. 
 
Figure 4.  Sedimentary layers for modeling 
C. Flushing  scenario 
Hydraulic flushing events have two goals: to maintain the 
dredged state, and to limit environmental impact.  
Downstream impact is mainly about water quality 
degradation, and in our specific area, the impact on troutlet 
mortality, starting to be observed when the sediment 
concentration reaches 10 g/l, after 24 hours of exposure. 
A reference scenario was defined by the dam operator 
during the establishment of the dredging project. We 
compare it to another scenario with a level lowering rate in 
the reservoir two times slower. The downstream maximum 
reached sediment concentration is then reduced from 6.6 g/l 
to 2.8 g/l, see Fig. 5. 
 
Figure 5.  Output concentrations: (a) reference scenario, 
(b) with halving speed of level lowering. 
Cv: silt concentration, Cs: sand concentration, Ct: total concentration 
Future work will imply an inter-comparison between the 
1D and 2D models of Plan d’Arem and the development of 
the bank erosion module to consolidate the results. 
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IV. CONCLUSION 
Both cases show how COURLIS is a useful tool for 
reservoir management, as it reproduces well the erosive 
processes observed during a flushing event and is able to 
assess the sediment release to the downstream reach. 
COURLIS can therefore be used to define an optimal 
flushing scenario and to predict scenarios (by means of 
calibration) as illustrated in the second case. 
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Abstract—The macrozoöbenthos model of Cozzoli et al. [1] 
uses maximum flow velocity, inundation time, daily averaged 
salinity and daily salinity range to assess habitat suitability. A 
2Dh hydrodynamic TELEMAC model of the Scheldt Estuary 
with a bathymetry of 1955 was built and calibrated for water 
levels. The hydrodynamic parameters and the tracer values for 
salinity are used as input for the macrozoöbenthos model to 
assess the ecological situation of the estuary in 1955. This 
paper discusses mainly the difficulties of retrieving the right 
boundary conditions and parameter settings for this model. 
The mesh resolution influences model parameters like tracer 
diffusivity and velocity diffusivity so they can’t be taken from a 
different calibrated model. 
 
I. INTRODUCTION 
Estuaries worldwide form the transition zone between 
sea/ocean and the inland rivers; between fresh and salt water. 
This transition zone knows a unique ecological richness 
typical for estuaries [2]. Due to human pressure: expanding 
economical activities, cities and ports, this unique ecological 
niche has to be protected. Most parts of the Scheldt Estuary 
in the Netherlands and Belgium are protected as Natura 2000 
area. Structural changes to these areas can only be done if 
the ecology is not harmed or is even benefitting. It is 
however very difficult to assess the impact of future changes 
on the ecology. Ecotope maps and habitat maps are made for 
the ecological evaluation of the system. The creation of such 
maps is a time consuming task, since a lot of parameters are 
necessary to create them: depth maps, soil composition, 
wave action, current velocity, geomorphology, salt and 
possibly nutrients. For some of these data field samples have 
to be taken. This method of evaluation has proven its value, 
but is not useful for scenario analysis, where quick results 
are needed for the assessment of different possible future 
scenarios. 
Cozzoli et al. [1] developed a model to predict the habitat 
suitability for macrozoöbenthos. This model uses only four 
parameters: maximum flow velocity, inundation time, daily 
averaged salinity and daily salinity range. These parameters 
are easily available from a hydrodynamic model. This 
benthos model is an ideal tool for the assessment of 
ecological changes caused by morphological changes. The 
macrozoöbenthos fauna is the trophic level between basic 
nutrients, algae and higher trophic levels like birds and fish. 
Different morphological scenarios can be simulated using 
only a 2Dh hydrodynamic model to generate the four 
parameters necessary for the benthos model. For every point 
in a models mesh the habitat suitability for macrozoöbenthos 
species can be predicted and this for different scenarios. In 
this way maps can be created which can be compared with a 
reference map. With the help of some guidelines from an 
ecologist, for example that the total biomass needs to 
increase in a certain area or a specific species is needed more 
in another area; a modeler can apply and assess the changes 
in benthos habitat suitability within minutes. 
In the same way that we can assess the changes in 
benthic habitat suitability for future scenarios, we can assess 
the changes for a model with the bathymetry and boundary 
conditions of some past period. Comparing it with the 
current situation will give new insight in the ecological 
development of the estuary. In this paper we discuss the 
building of a model of the Scheldt Estuary with the 
bathymetry of 1955 and the problems encountered doing 
this: model boundary conditions and the value for the tracer 
diffusivity (no measurements available). Model simulation 
results will be used as input for the macrozoöbenthos model. 
II. 2DH TELEMAC MODEL OF SCHELDT ESTUARY  
IN 1955 
A.  Scheldt Estuary 
The Scheldt Estuary extends from Vlissingen, The 
Netherlands (km 0) to Ghent, Belgium (km 160). At 
Merelbeke and Gentbrugge (Ghent area) weirs prevent the 
tide from penetrating more upstream. The tidal influence 
reaches to major tributaries (they are included in the model, 
Fig. 1). Discharges of the Scheldt and tributaries are 
negligible compared to the tidal volume. The estuary is well 
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mixed, which means that vertical salinity gradients are small 
or negligible [3]. Tide gauge measurement stations are 
numerous but only the ones used for calibration of water 
level data are given in Fig. 1: Cadzand, Westkapelle, 
Vlissingen, Terneuzen, Hansweert, Antwerpen, Hemiksem, 
Temse, Sint-Amands, Dendermonde, Boom, Walem, Duffel. 
In 1955 the average tidal range at the mouth was 3.82 m 
NAP (Normaal Amsterdams Peil ~ mean sea level) and at 
Antwerpen it was 4.86 m NAP. 
 
Figure 1.  Area and bathymetry of Scheldt Estuary model in 1955. Red 
dots indicate tide gauge measurement stations used for calibration of the 
model. 
B. Mesh 
A new mesh was built for this model using Blue Kenue. 
The outline was taken from another TELEMAC model of the 
Scheldt Estuary. It was adapted to use for the 1955 model 
based on the bathymetry data sets that were available. 
Upstream Hemiksem (Fig. 1) the mesh of the 2009 model 
was reused. This area is of less interest for the research and 
was created with the channel mesher, as the flow direction is 
pseudo 1D and to save on calculation nodes. Downstream 
Hemiksem a mesh resolution of 40m was used to have a very 
high resolution for the benthos model. In the mouth area a 
mesh resolution of 300m was used quickly decreasing (Edge 
growth ratio 1.08) towards the 40m resolution just 
downstream from Vlissingen (Fig. 1). 
 
Figure 2.  Indication of which bathymetry data of which year is used in 
what part of the model. 
C. Bathymetry 
Fig. 2 shows a map of the model with different colours. 
Each colour represents a different year of which the 
bathymetry data was used for the model. The mouth area 
consists of bathymetry of 1960. The main part of the 
Western Scheldt (Fig. 2, blue colour) consists of 
bathymetrical data from 1955; it is the area of interest for our 
research. For the larger marsh areas (Fig. 2, red colour) data 
from 1963 were used. The Sea Scheldt, downstream 
Hemiksem, (Fig. 2, yellow colour) consists of a bathymetry 
from 1950. The Sea Scheldt, upstream Hemiksem, (Fig. 2, 
brown colour) consists of a bathymetry from 1960. The 
bathymetry data of the tributaries (Fig. 2, grey colour) was 
kept the same as in the 2009 model. The resolution of the 
grid in this part of the model is too large for an accurate 
bathymetrical representation. Water movement in this 
upstream part of the model was adjusted using the bottom 
friction coefficient. 
D. Boundary conditions 
The downstream boundary condition is a free surface 
boundary with the water level time series that was recreated 
for this model. The upstream boundaries are discharges. 
There are six upstream discharge boundaries. 
1) Water level at estuary mouth 
No continuous water level measurements of 1955 are 
available. For the model we need a time series of water 
levels for 1955 or close to this date with a ten minute interval 
for Cadzand to implement as boundary on the model. A three 
hour interval time series of water levels for Vlissingen for 
1954 was available together with all low and high water 
levels. With this information a boundary condition time 
series with a 10 minute interval could be made following the 
next steps: 
a) Harmonic analysis of the three hour interval time series 
of Vlissingen for 1954 was executed in Matlab using 
t_tide [4]. Only the tidal constituents that had a sound to 
noise ratio higher than 5 were used in the following steps. 
An offset of -0.056m compared to the 0m NAP level was 
found in the harmonic analysis. 
b) With the found harmonic components a new complete, 
ten minute interval, time series of the water level of 
Vlissingen was created using t_predict in Matlab [4], i.e. 
an astronomical time series. 
c) A correction for the offset was made to the astronomical 
time series by adding +0.056m.  
d) For the whole of 1954 the difference between high water 
level measured and the high water level calculated, i.e. 
the astronomical tide, was taken. The same was done for 
the low water levels. These differences were averaged 
over a 14 day period, i.e. a neap spring tidal cycle, with 
calculation of the RMSE. We want to find a 14 day 
period in 1954 were the difference between measured 
and reconstructed tide is the smallest. The calculation 
time window was moved with an interval of one week. 
For one year 49 average differences were calculated. The 
period from 26th of October till the 8th of November 
(week 42) showed the smallest average difference 
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The total diffusion in the model is always the sum of the 
natural diffusion, i.e. the tracer diffusivity value given by the 
user, and the artificial or numerical diffusion in the model. 
This artificial diffusion is influenced by model parameters 
like the mesh size and the time step. By changing the mesh 
resolution, one changes the total diffusion in the model. 
Since the mesh resolution in the model of 1955 is much finer 
(40m) than that of the model of 2009 (150m), the diffusion 
and the salinity results in the model of 2009 (Fig. 6) will not 
be comparable with the diffusion and results of the 1955 
model (Fig. 7). In fact the finer mesh resolution of the 1955 
model increased the total diffusion in the simulation, giving 
a wrong salinity distribution in the estuary. With no 
calibration data and a different mesh than the 2009 model it 
was impossible to get the salinity value right in this model. 
The solution for the salinity calibration problem was to 
apply the 1955 models bathymetry on the mesh of the 2009 
model, for which the salinity influencing model parameter 
values were calibrated and known. Using also the 1954 
boundary conditions gave salinity results that were in the line 
of expectations (Fig. 8). Salinity results of this simulation 
were mapped on to the finer mesh of the 1954 model using 
Blue Kenue in order to have salinity values for every node of 
the 1954 model mesh.  
This method of using another calibrated and validated 
model of the same area to simulate tracer values for a period 
for which no data were available, can also be turned around: 
the bathymetry and boundary conditions data of 2009 could 
be used on the 1954 model mesh and then the salinity could 
be calibrated for this mesh and time step. This way demands 
a new round of calibrating the salinity data, which is time 
consuming, and therefore it was chosen to do it the other 
way. It might still be a good solution if it was absolutely 
necessary to have the salinity diffusivity parameter value for 
the 1954 model mesh. 
B. Tracer sensitivity 
1) Mesh size 
Every physical term in the TELEMAC model will have a 
different reaction to mesh size because of the numerical or 
artificial diffusion.  The fact that mesh resolution plays an 
important role in the artificial diffusion of advection schemes 
is shown in the following example: the artificial diffusion of 
a simple 1D upwind scheme in finite differences is given by 
(U*dx)/2, where U is the velocity and dx the mesh size. The 
artificial diffusion may completely mask the values given by 
turbulence models, especially in free surface flows where the 
mesh size may be several kilometres [5]. 
To have an idea of the influence of the mesh size on the 
salinity distribution in both the 2009 and the 1954 model, all 
parameters were kept the same in two simulations where 
only the mesh resolution was altered. The initial tracer value 
was set to zero. The result for a certain point (the same 
location in both meshes) is given in Fig. 9. The higher mesh 
resolution clearly speeds up the diffusion of the tracer. This 
example shows that an increasing mesh resolution increases 
the artificial diffusion in the model. 
 
Figure 9.  Influence of mesh resolution on tracer (salinity) values while all 
other parameters were kept constant. 
Since all physical parameters are affected by artificial 
diffusion the result seen in Fig. 9 is thus not only the result 
of a changed tracer diffusion. It is a result of the influence of 
a changing mesh resolution on artificial diffusion and thus 
on all physical parameters in the model. This must explain 
why the salinity diffusion in the 1955 model, although the 
mesh resolution had decreased and thus decreasing the 
numerical diffusion, is higher than in the 2009 model with its 
coarser mesh. 
2) Time step 
To meet the Courant criterion the time step will be 
reduced with reducing mesh size. With a different time step 
the advection schemes may behave differently. For example 
the method of characteristics is less diffusive in one step than 
in two half steps. [5]. 
The salinity diffusion in the 2009 model was tested for 
two different time steps, i.e. 6 and 60 seconds. A smaller 
time step will result in larger salinity diffusion. The effect of 
the time step on the salinity diffusion in our model was 
small, i.e. less than half a PSU unit. 
 
Figure 10.  Effect of the tracer diffusivity value on tracer diffusion, while 
all other parameters were kept constant. 
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3) Tracer diffusivity 
Finally, the effect of different values for the tracer 
diffusivity parameter was tested to compare their impact on 
tracer diffusion with the effect of especially mesh resolution. 
All other parameters were kept constant while the tracer 
diffusivity parameter values altered from 0.8 to 3 to 5m²/s. 
The results are shown in Fig. 10. In increase in tracer 
diffusivity from 0.8 to 5m²/s shows the same effect on the 
salinity distribution as a mesh resolution increase from 40m 
to 150m. 
V. APPLICATION OF BENTHOS MODEL 
For every node in the mesh of the model the maximum 
flow velocity, the inundation time, the average salinity and 
the salinity range are calculated over a single spring tide. 
These are the input parameters for the macrozoöbenthos 
model of Cozzoli et al. [1,6]. Without going further into 
detail about this model, an example is shown in Fig. 11, 
where two maps of the Western Scheldt are shown, i.e. the 
situation in 1955 and the one in 2010, giving the bivalve, 
Macoma baltica, expressed in g/m². The figure also shows 
the difference in total tons of ash-free dry weight (AFDW) of 
M. baltica for the entire estuary between 1955 and 2010. 
Regarding the numbers given in the figure it is important to 
realize that the output of the benthos model is expressed in 
potential of biomass (0.95 percentile) because this gives a 
better estimation of the habitat suitability [7, 8]. More 
information about the difference in Macrozoöbenthos 
between 1955 and 2010 and the difference between Eastern 
and Western Scheldt can be found in [6]. 
 
 
Figure 11.  Maps of the Western Scheldt showing the bivalve, M. baltica, 
expressed in g per m² in 1955 and 2010. The total ash-free dry weight 
difference for the estuary between 1955 and 2010 is given in the bar chart. 
VI. CONCLUSIONS 
With the knowledge and help of a Scheldt Estuary model 
of 2009 a new model was calibrated for 1955. A seaward 
water level boundary time series was re-created using 
harmonic analysis. Calibration was done with measured high 
and low water values. Salinity was modeled as a passive 
tracer on the mesh of the 2009 model using boundary 
conditions and bathymetry of the 1955 model, because the 
2009 model was calibrated for salinity. The tracer diffusivity 
is the sum of the parameter value and the numerical 
diffusivity. The mesh size, time step, velocity diffusivity and 
tracer diffusivity value determine the total diffusion of the 
salinity in the model. 
A reliable calibrated 2Dh hydrodynamic model of 1955 
with a complete salinity gradient provides all the information 
(maximum flow velocities, inundation time, average salinity 
and salinity range) for the application of a macrozoöbenthos 
model to compare the present (2009) and past (1955) 
ecological state of the Scheldt Estuary. 
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Abstract—A static, file based coupling between TELEMAC 
and DELWAQ was first established in 2004, and has since 
been improved by various developers. DELWAQ is the 
computational water quality engine of the D-Water Quality 
and D-Ecology programmes of the Delft3D suite. DELWAQ 
was only available by a paid license, but since March 2013 the 
code of DELWAQ is available under a GPL license, and thus 
has become more generally available. In this paper Deltares 
and EDF introduce a Fortran-function based coupling of 
TELEMAC and DELWAQ that makes it possible to run 
TELEMAC and DELWAQ interactively per calculation time 
step. The interactive coupling facilitates the possibility to 
introduce feedback mechanisms from DELWAQ to 
TELEMAC, or influence substances modelled in DELWAQ 
from TELEMAC. The interactive coupling can be used, for 
example, to model the effect of sediments or water plants on 
the hydraulic flow in TELEMAC, or real time control of 
structures based on water quality. 
 
I. INTRODUCTION 
At the beginning of this century National Hydraulics and 
Environment Laboratory (LNHE; now part of EDF R&D) 
became interested in coupling their hydraulic models 
TELEMAC2D and TELEMAC3D (from here on referred to 
as TELEMAC) [1] from the TELEMAC-MASCARAT 
modelling suite to the water quality engine DELWAQ [2] 
from WL|Delft Hydraulics (currently merged into Deltares). 
Before the coupling could be established it was necessary to 
define a procedure that allows the consistent and mass 
conserving coupling of the finite element TELEMAC model 
for two- and three-dimensional flow with the finite volume 
Delft3D-WAQ model for water quality.  A first version of 
the static, file based coupling of TELEMAC with DELWAQ 
was established in 2004 and published in 2007 [3], and has 
since been improved by various developers. This work has 
been carried out as part of a joint development by LNHE and 
WL|Delft Hydraulics to explore the mutual interaction of 
their software, and is still continued by EDF and Deltares. 
Recently the wish emerged to establish a time step based 
interactive coupling between TELEMAC and DELWAQ. 
This would facilitate the introduction of feedback 
mechanisms from DELWAQ to TELEMAC, or influence 
substances modelled in DELWAQ from TELEMAC at run 
time. The interactive coupling can be used, for example, to 
model the effect of sediments or water plants on the 
hydraulic flow in TELEMAC, or real time control of 
structures based on water quality. 
The interactive coupling was implemented by making 
DELWAQ available as a dynamic library to TELEMAC. 
Fortran-functions in the dynamic library of DELWAQ allow 
TELEMAC to initialise a DELWAQ calculation, control the 
progress of the calculation in DELWAQ time step by time 
step and to make it possible to send the data currently send to 
DELWAQ through files directly into DELWAQ memory, 
and tell DELWAQ to finalise its calculation. The 
functionality could be extended to creating TELEMAC 
output files containing DELWAQ results, have DELWAQ 
results directly influence the hydraulic calculations or 
directly interfere in the DELWAQ calculation from 
TELEMAC.  
When running TELEMAC and DELWAQ interactively, 
both models still use their own input and output files. 
TELEMAC only needs to know from its input that it has to 
run interactively, and DELWAQ must know it doesn’t need 
to read the static coupling files any more, although they can 
still be produced by TELEMAC. Since both TELEMAC 
(July 2010) and recently DELWAQ (March 2013) are 
available in open source, these developments are generally 
available. At the time of writing, the coupling is only tested 
on Microsoft Windows using Microsoft Visual Studio 2010 
with Intel Visual Fortran Composer XE2011. 
II. WATER QUALITY MODELLING WITH DELWAQ  
DELWAQ is the computational engine of the D-Water 
Quality and D-Ecology programmes of the Delft3D suite. It 
is based on a rich library from which users and developers 
can pick relevant substances and processes to quickly put 
water and sediment quality models together. 
A.  Extensive library & state of the art solvers 
The processes library covers many aspects of water 
quality and ecology, from basic tracers, dissolved oxygen, 
nutrients, organic matter, inorganic suspended matter, heavy 
metals, bacteria and organic micro-pollutants, to complex 
algae and macrophyte dynamics (see an overview in Fig. 1). 
It is also possible to program your own processes using the 
Open Processes Library Configuration Tool (OpenPLCT). 
TUC 2013, 16-18/10/2013, Karlsruhe - Kopmann, Goll (eds.) - © 2013 Bundesanstalt für Wasserbau ISBN 978-3-939230-07-6
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Figure 1.  General overview of the processes available in DELWAQ 
Since DELWAQ is open-source, it is also possible to 
modify the existing processes directly (at your own 
responsibility). High performance solvers, for example with 
local adaption by switching between explicit and implicit 
schemes [4], enable the simulation of long periods, often 
required to capture the full cycles of the processes being 
modelled. DELWAQ incorporates over 30 years of 
experiences in water quality and ecology modelling and is 
constantly updated and extended. 
B. Easy coupling to hydraulic models 
The finite volume approach underlying DELWAQ 
allows it to be coupled to the 1D flow of SOBEK, the 
structured grid hydrodynamics of Delft3D-FLOW and the 
upcoming D-Flow Flexible Mesh engine (1D-2D-3D) of the 
Delft3D suite [5] or other models such as TELEMAC. Any 
description of the motion of water would be suitable if 
available in the right format. Advanced features allow for 
increased flexibility in model configuration: hydrodynamics 
can be aggregated in space and time, water and sediment 
layers may have a different resolution and coarser sub-grids 
can be used to improve performance or facilitate input 
specification. 
C. DELWAQ available as open source 
After gaining experience with the open source release of 
Delft3D-FLOW in January 2011 the source code of 
DELWAQ was added to the open source repository of 
Delft3D in March 2013 under a GPL license. It has been 
presented in two webinars that are still viewable on the 
Deltares website [6]. By putting DELWAQ in open source 
Deltares invites all experts to collaborate in further 
development and research in the field of water quality, 
ecology and morphology using DELWAQ.  
III. IMPLEMENTATION OF THE INTERACTIVE COUPLING 
To implement the interactive coupling both TELEMAC 
and DELWAQ were modified. The dynamic library of 
DELWAQ has been improved, and calls to DELWAQ 
functions have been added to TELEMAC. Both models still 
read their own input files. TELEMAC only needs to know 
that it has to start the interactive coupling with DELWAQ, 
and the DELWAQ input needs to be modified a little so it 
doesn’t read the files from the file based coupling anymore. 
A. TELEMAC 
The file based coupling of TELEMAC with DELWAQ is 
mainly implemented in the TEL4DEL subroutine. It can 
handle both 2D and 3D results, and is thus available to both 
TELEMAC2D and TELEMAC3D. The interactive coupling 
doesn’t make the file based coupling obsolete because it has 
its own advantages when interaction between TELEMAC 
and DELWAQ is not relevant. Reading the results from files 
when only the DELWAQ input has changed is more efficient 
than running TELMAC again. With hydraulic simulations of 
a repetitive nature, it is also possible for DELWAQ to extent 
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the calculation period of a TELEMAC run by repeating a 
specific period from the files multiple times. This is useful to 
model longer tide cycles from a short TELEMAC run, a 
feature currently not possible with the interactive coupling.  
Because the calls to functions in DELWAQ require the 
DELWAQ dynamic libraries to be available at all time, pre-
processor statements were added to allow ease compilation 
of a standard TELEMAC version that doesn’t require the 
DELWAQ libraries. After a call has been made to 
DELWAQ, the TEL4DEL routine always checks whether 
the operation was successful. 
B. DELWAQ 
On the DELWAQ side a lot of work had already been done 
in other projects. It was already possible to run DELWAQ 
in separate steps. A run could be initialised, run time step by 
time step, and then finalised. There was however still room 
for improvement in the sending and receiving of data. Also 
the pre-processing step from the program DELWAQ1, that 
previously had to be run as a separate executable, has been 
made available as a dynamic library. To run the interactive 
coupling some modification is necessary to the input files. 
Normally DELWAQ will read the hydraulic data from files, 
but it is possible to suppress this by setting up the input with 
constant values. Via calls to the dynamic library functions 
of DELWAQ the hydrodynamic data from TELEMAC can 
then be put in. 
C. Steps in calculation 
The most direct coupling is to perform a DELWAQ time 
step after every TELEMAC time step. In most applications 
however, water quality modelling allows for larger time 
steps than hydraulic modelling. Therefore the file based 
coupling already facilitated aggregation of TELEMAC 
results in time, and this can also be used with the interactive 
coupling. The following steps can be seen in Fig. 2: 
1. An initialisation call tells DELWAQ to read the 
name of the DELWAQ project file from a file 
named “runid.waq”, and read other options from 
“delwaq.options”. TELEMAC doesn’t need to 
know the name of this project. The time frame and 
time step in DELWAQ are retrieved, and checked 
for the current limitations to timings of the 
calculation. Then the initial volumes are sent to 
DELWAQ to calculate the initial masses in the 
system. 
2. One or more TELEMAC time steps are performed, 
depending on the aggregation period. 
3. At the end of an aggregation period the hydraulic 
data is sent to DELWAQ. The volumes at the end 
of the (aggregated) TELEMAC time step, and the 
average areas and flow over the (aggregated) time 
step. Optionally average salinity, temperature, 
vertical dispersion and/or velocity is sent, when 
available. 
4. A DELWAQ time step is performed. 
5. Return to TELEMAC for a next time step, and 
repetition of steps 2-5. 
6. Let DELWAQ finalise its calculation, close its files 
and finish all of its processes. 
 
D. Variations in the time steps and calculation periods 
There are limitations to the time steps that can be chosen 
in DELWAQ. The current implementation allows the 
DELWAQ calculation to start at any point in the simulation 
after the start of the TELEMAC calculation (to allow for a 
spin-up period in TELEMAC). It is also possible to have 
DELWAQ perform multiple time steps within a (aggregated) 
TELEMAC time step, and to let DELWAQ stop its 
calculation before the TELEMAC calculation stops. These 
timings have to be chosen with some care, because the 
communication moments need to be aligned. The 
determining factor in this is the (aggregated) TELEMAC 
time step. The start and stop time of DELWAQ need to be a 
multiple of the (aggregated) TELEMAC time step, and the 
DELWAQ time step needs to be a divisor of the (aggregated) 
TELEMAC time step. 
In the situation that DELWAQ performs multiple time 
steps per (aggregated) TELEMAC time step, multiple calls 
to DELWAQ are necessary (Fig.3). All of the data provided 
by TELEMAC stays constant over the (aggregation) 
TELEMAC time step, except for the volume data. Because 
for the interactive coupling the input file of DELWAQ was 
modified in such a way that DELWAQ assumes the volumes 
to be constant, it does not interpolate volumes by itself any 
more. Therefore interpolated volume data at the end of the 
DELWAQ time step is calculated by TELEMAC, and sent to 
DELWAQ (step 3a). After each DELWAQ time step 
performed (step 4a), the next interpolated volume data is sent 
(step 3b) for the next DELWAQ time step (4b), and this is 
repeated until the end of the (aggregated) TELEMAC time 
step is reached. 
IV. APPLICATION OF THE INTERACTIVE COUPLING 
For the interactive coupling some manipulation of the 
DELWAQ input file is necessary. The interactive coupling is 
shown to work in a set of test cases. 
A. Setting up the coupling 
A good way to set up an interactive calculation between 
TELEMAC and DELWAQ is to start with a file based run 
first. Using the DELWAQ GUI you can set up a model 
easily when importing the steering file from TELEMAC 
(T2DD11, which has to be renamed to T2DD11.hyd), and a 
substance file created by the OpenPLCT. Using the GUI you 
can also define horizontal dispersion, the use of vertical 
dispersion as calculated by TELEMAC , the timeframe, 
initial conditions, boundary conditions, process parameters 
(including linking salinity, temperature and velocity as 
modelled by TELEMAC), set the numerical options, add 
discharges, add observation points and set the output options. 
It is of course also possible to work directly from a 
DELWAQ input file. It is handy to use identical reference 
times in both models. 
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Figure 2.  Calculation steps with equal TELEMAC, aggregation and 
DELWAQ time step (top) or with aggregation to a bigger DELWAQ time 
step. Each block represents a calcualtion time step in model. 
 
Figure 3.  An example of possible variations with different start and stop 
time, TELEMAC aggregation time step and multiple DELWAQ time steps. 
The interactive coupling is not yet supported directly by 
the DELWAQ GUI, so after making the initial setup, you 
have to modify the DELWAQ input file yourself using a text 
editor, and then you cannot use the GUI any more. You can 
still use the GUI to generate new parts of the input file, and 
merge them into your edited input file. The references in the 
input file to the files that contain the time series information 
(T2DDL1 (volume), T2DDL2 (area) and T2DDL3 (flow), 
and optionally T2DDL4 (salinity), T2DDL8 (temperature), 
T2DDL9 (velocity) and T2DD10 (vertical dispersion) have 
to be replaced by dummy static information (an overview of 
the file based coupling can be found in Table I). These 
values will be replaced by the interactive coupling. 
B. Test cases and results 
We tested the coupling in two 2D and two 3D test runs 
with different time step settings and compared the results of 
the interactive coupling with the file based coupling. We also 
tested an extended interactive coupling that manipulates the 
concentrations in DELWAQ directly as an example of the 
potential of the interactive coupling. The test cases are based 
on the “RIVIERE AVEC DEUX PILES DE PONT” case. 
We only show results for case 2D B that runs TELEMAC for 
400 time steps of 2 seconds and ends after 13 minutes and 20 
seconds. The hydrodynamics are aggregated to steps of 20 
seconds. The DELWAQ calculation starts after 1 minute and 
20 seconds with a time step of 5 seconds, and stops after 12 
minutes. The location of the monitoring point used in the 
time series can be seen in Fig. 8. 
In DELWAQ we model three substances. The substance 
“Continuity” to check the water balance, and two tracers 
named cTR1 and cTR2. Continuity has an initial 
concentration of 1.0, 1.0 on all boundary conditions, and 
should result in concentrations of 1.0 during the whole run. 
cTR1 is initially set to 25 mg/L, with an inflow boundary 
concentration of 100 mg/L this will gradually turn into 100 
mg/L. cTR2 is initially set to 75 mg/L, with an inflow 
boundary concentration of 0.0 mg/L this will gradually turn 
into 0.0 mg/L. In the test cases the sum of cTR1 and cTR2 
should always be 100 mg/L. A screenshot showing mixed up 
screen messages during the run can be seen in Fig. 4. The 
results for file based coupling and interactive coupling turn 
out to be identical, show 1.0 for continuity (Fig. 5), and the 
concentrations of cTR1 and cTR2 add up to 100 mg/L (Fig. 
6). 
With the interactive coupling it is possible to influence 
the DELWAQ calculation from TELEMAC. To illustrate 
this we let TELEMAC place a ‘watermark’ at 100 seconds 
after the DELWAQ calculation start time. The 
concentrations of the tracers in the examples are changed in 
a selection of cells. The concentrations of cTR1 are set to 
100 mg/L, and the concentrations of cTR2 are set to 0.0 
mg/L, thus the sum of cTR1 and cTR2 still remains 100 
mg/L. The result of the ‘watermark’ can be seen in Fig. 7 
and Fig. 8. 
V. CONCLUSION AND DISCUSSION 
It is shown that it is possible to run DELWAQ from 
TELEMAC interactively on a time step by time step basis 
providing hydraulic data through memory to DELWAQ 
using function calls to the DELWAQ dynamic library. This 
produces exactly the same results as using the file based 
coupling. It is also shown that it is possible to manipulate the 
substances in DELWAQ from TELEMAC. The file based 
coupling is not obsolete, because if interaction between 
TELEMAC and DELWAQ is not necessary, it is often more 
efficient. 
At the time of writing the interactive coupling has been 
developed and tested on Windows using Microsoft Visual 
Studio 2010 with Intel Visual Fortran Composer XE2011. 
We have not yet managed to get the interactive coupling 
working on Linux, but we hope to fix this as soon as 
possible. Further developments would include applying the 
interactive coupling to more complex TELEMAC-
DELWAQ models and introduce more interaction between 
TELEMAC and DELWAQ. It is also considered to add the 
possibility of spatial aggregation to the interactive coupling. 
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TABLE I.  OVERVIEW OF FILES CREATED IN THE FILE BASED 
COUPLING BETWEEN TELEMAC AND DELWAQ 
Standard 
fil©ename 
Logical 
unit 
T/
Sa Unit Content 
N
b 
D3D 
ext.c 
T2DDL1 NSOU T m3 Volume S vol 
T2DDL2 NMAB T m2 Area E are 
T2DDL3 NCOU T m3/s Flow E flo 
T2DDL4 NSAL T g/m3 Salinity S sal 
T2DDL5 NINI S m2 Hor. surface N srf 
T2DDL6 NVEB S - Exchanges E poi 
T2DDL7 NMAF S m Node dist. E len 
T2DDL8 NTEM T oC Temperature S tem 
T2DDL9 NVEL T m/s Velocity N vel 
T2DD10 NVIS T m2/s Vert. disp. S vdf 
T2DD11 NCOB S - Steering file  - hyd 
a. The file contains T: time series information or  S: static information  
b. The file contains information per S: segment, E: exchange or N: node  
c. The common extension used in Delft3D 
 
 
 
Figure 4.  Screenshot showing interactive run of TELEMAC and 
DELWAQ, with messages from TELEMAC in French  
and DELWAQ in English 
 
Figure 5.  Continuity file based (blue O) and interactive coupling  
(black line) 
 
Figure 6.  cTR1 (blue O), cTR2 (red O) in file based coupling and cTR1 
(black solid line), cTR2 (black dashed line) in interactive coupling (mg/L). 
 
Figure 7.  Same as Fig.6 but with interactive ‘watermark’ event at 3:00. 
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Figure 8.  Example of TELEMAC influencing DELWAQ the concentration of  tracer 1 (cTR1; mg/L). On the left three time steps from the file based coupling 
and the interactive coupling of case 2D B. On the right the interactive coupling leaving a ‘watermark’ at 0:03:00. The O indicates the monitoring point. 
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Abstract—This work presents the results of simulation of an oil 
spill occurred in 26th January 2012 on Tramandaí beach, 
located at Northern portion of the Southern Brazilian Shelf 
(SBS). This work was carried out through the coupling 
between two numerical models: the hydrodynamic three-
dimensional model TELEMAC-3D which is part of the 
TELEMAC-MASCARET suite and the ECOS (Easy Coupling 
Oil System) which is being developed at Universidade Federal 
do Rio Grande (FURG). Both models are forced by synoptic 
winds data and daily ocean data. This work presents the 
hydrodynamic pattern modelled for the region, the superficial 
drift of oil slick, the oil weathering and a “risk map”. 
Hydrodynamic results show a classical wind driven pattern 
due the action of the winds and the oil drift results indicate 
that the spilled oil reaches the coastline after 10 hours over a 
sand dune field (region with high oil sensibility). The oil 
weathering indicates an evaporation of approximately 18% 
and an emulsification of 70%. Therefore, these effects increase 
the oil density in 4.6% intensifying its vertical dispersion. 
 
I. INTRODUCTION 
As fossil fuel based society, oil spills have been inherent 
to the oceans. There are daily reports of spills due to harbour, 
platforms (FSPOs) and ship operations. In addition, oil 
compositions consist of several long chain and/or polycyclic 
aromatic hydro carbonates which once in contact with the 
environment become toxic compounds, causing a series of 
processes ranging different timescales and also causing 
chronic and irreversible effects [1]. 
The Southern Brazilian Shelf (SBS) is an environment 
with specific characteristics. It is characterized by a large 
continental shelf, located between 28°S and 35°S and is 
influenced by the presence of two western boundary 
currents, the Brazil and Malvinas currents, respectively. In 
fact, the region marks the transition between tropical, 
subtropical and sub-polar waters with the presence of several 
different water masses. The influence of the two major 
freshwater sources, the Patos Lagoon and the La Plata River, 
is also important for the region dynamics due to the 
buoyancy driven circulation caused by their freshwater 
plumes. Finally, near-shore there are the influence of 
modulated tides, winds and waves interacting with manmade 
structures and the biggest Southern Brazilian harbour, the 
Rio Grande harbour complex. This area is ideal for 
application of numerical models since a number of processes 
can be evaluated providing good contributions to the 
knowledge of the dynamics of the region. Moreover, due to 
the harbour activity, the region is prone to have accidents 
with oil and other chemical spills. Oil spills in marine 
ecosystems could generate a series of effects in different 
temporal and spatial scales and some of them could be 
irreversible. Numerical modelling of these processes is a 
powerful tool with low computational cost to investigate the 
path and behaviour of spilled oil. 
The Southern Brazilian Littoral (Fig. 1 A and Fig. 1 B) is 
a continuous sand line with Southwest-Northwest (SW-NW) 
orientation, which could be geographically divided in tree 
major sections: (1) the South Littoral, (2) the Middle Littoral 
and (3) the North Littoral [2]. Tramandaí beach is located at 
the North Littoral portion, where the major biodiversity of 
whole littoral is found due to the more complex local 
geomorphologic factors [3]. 
The North Littoral has susceptibility to oil spills due to 
the presence of oil capture buoys. These buoys are located in 
the coastal area capturing the oil from tanker ships and 
transmitting to the Osório oil plant. There are two buoys in 
this region; however, this work is focused on the nearest 
buoy from the coastline, located at 30◦01’36” S 
50◦05’12”W. This buoy is located at the 25 m isobath and is 
connected with the Osório plant by a 6 km oil-duct and 
further to the Alberto Pasqualini refinery (REFAP), in Porto 
Alegre, by a 90 km long oil-duct. Fig. 1 C shows the location 
of the buoy with the "+" signal. 
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and the spilled oil volume was 13.42 m³. The information 
regarding the spill was cordially given by the Brazilian 
Environmental protection Agencies and the Brazilian Navy. 
IV. RESULTS AND DISCUSSION 
A. Hydrodynamic 
Because the major influences on the oil path in this 
region are the winds and currents [12], the hydrodynamic 
results of this work are focused on the behaviour of the 
costal wind-driven currents and the sea surface height (SSH). 
 
 
 Temporal variability of: A) Sea surface height; B) Wind speed Figure 4. 
and direction; C) Surface currents speed and direction. 
Fig. 4 shows temporal series of SSH, winds and surface 
currents.  These time series were obtained at the buoy region 
shown in Fig. 1 C and indicated by the “+” marker. The SSH 
is in the expected theoretical range for this region with 
values around 1.0 m. Throughout the simulation a 
bidirectional behaviour of coastal currents is observed. This 
pattern relies on the interchange of wind direction due to the 
passage of frontal meteorological system in this region. This 
pattern of the wind circulation was identified before for the 
SBS [5, 6, and 13] and the bidirectional behaviour of the 
coastal currents was presented at Tramandaí coast by [14, 
15]. 
Fig. 5 to 10 show the variability of the coastal currents 
and SSH in intervals of ten days. Colour gradients and 
vectors indicate the intensity and direction of the currents 
whereas white contours indicate values for SSH.  
 
 Spatial variably of surface currents and SSH for 1st of January. Figure 5. 
 
 Spatial variably of surface currents and SSH for 10th of January. Figure 6. 
 
 Spatial variably of surface currents and SSH for 20th of January. Figure 7. 
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 Risk (or probability) map for the oil spill event reaching the Figure 11. 
coastline. 
V. FINAL CONSIDERATIONS 
The conclusions of this work are: 
• The hydrodynamic behaviour is regulated by the 
winds and bottom topography showing a 
bidirectional pattern throughout the simulation; 
• The major features of the coastal circulation were 
well represented by TELEMAC-3D, such as the 
alternation of the current directions due to the wind 
field, the coastal meanders and the bottom induced 
topography.  
• The oil slick reaches the coast line after 10 hours 
induced by the averaged currents and wind field; 
• The oil weathering is responsible to an increase of 
4% in oil density leading the vertical circulation 
processes of the oil spilled; 
• The main endangered area is a sand dune field near 
Cidreira city. 
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