Abstract-Normal industrial PD control of robot has two drawbacks, it needs joint velocity sensors; it cannot guarantee zero steady state error. In this paper we make two modifications to overcome these problems. High-gain observer is applied to estimate the joint velocities, and a RBF neural network is used to compensate gravity and friction. We give a new proof for high-gain observer, which explains a direct relation between observer gain and observer error. Based on Lyapunov-like analysis, we also prove the stability of the closed-loop system if the weights of RBF neural networks have certain learning rules and the observer is fast enough.
I. INTRODUCTION
t is well known that most of industrial manipulators are equipped with the simplest proportional and derivative (PD) controller. Various modified PD control schemes and their successful experimental tests have been published [1] [2] . But there exist two main weaknesses in the PD control: (a) The PD controller requires measurements of both joint position and velocity. It is necessary to implement position and velocity sensors at each joint. The joint position measurement can be obtained by means of encoder, which gives very accurate measurement. The joint velocity is usually measured by velocity tachometer, which is expensive and often contaminated by noise [3] ; (b) Due to the existence of friction and gravity forces, the PD control cannot guarantee that the steady state error becomes zero [4] .
It is very important to realize the PD control scheme with only joint position measurement. One of the possible methods is to use a velocity observer. Although the velocity is obtained from differentiation of the position in industrial robot, many papers devoted to the theory and practice implementation of velocity observers of manipulators have been published. Two kinds of observers can be used, the model-based observer and the model-free observer. Modelbased observers assume that the dynamics of the robot are completely known or partially known. For example, the variable structure observer [5] needed the information of the inertia matrix in order to get the sliding mode gain. The adaptive observer [6] assumed the structure of the robot was known, only the parameters were unknown. The passivitybased observer [7] was derived from the robotic model. Model-free observers do note require exact knowledge of robots. Most popular model-free observers are high-gain observers, they can estimate the derivative of the output [8] . Recently, neural network observer was presented by [3] , the nonlinearity of manipulator were estimated by static neural networks.
Since the friction and gravity of robot influence the steady and dynamics properties of the PD control. Global asymptotic stability PD control was realized by pulsing gravity compensation in [9] . If the friction and gravity are unknown, neural networks can be applied. In [10] the authors used neural networks to approximate the whole nonlinearity of robot dynamic. With a neuro feedforward compensator and a PD control, they can guarantee good track performance. The approximation errors of neural identification for the gravitational force and friction can be eliminated by a discontinuous switching control law [11] . When the parameters in gravitational torque vector are unknown, adaptive PD control with gravity compensation was introduced by [12] . SP-ID controller can be used in set-point control without any knowledge of the gravitational force [13] . In addition, the gravitational force is well structured (though uncertain) and hence adaptive SP-D controller can also be used to deal with the uncertainties [14] . But they cannot use the same model for the friction uncertainty. PID control does not require any component of robot dynamics in its control law, but it lacks global asymptotic stability [15] . By adding integral actions or computed feedforward, global asymptotic stability PD control are proposed in [4] and [16] .
In this paper, we propose a new modified algorithm which may overcome the two drawbacks of PD control at same time. First, high-gain observer is joined with normal PD control which can achieve stability. Unlike other works which used singular perturbation method [8] , we give a new proof by means of Lyapunov analysis. This proof explains a relation between the observer error and the observer gain. RBF neural network is used to estimated friction and gravity, the motivation of using neural network is to compensate the gravity and friction. The learning rules is obtained from the tracking error analysis. No off-line learning phase is required. Finally, we show that the closed-loop system with high-gain observer and neuro compensator is stable if the weights have certain learning rules and the observer is fast enough. Some experimental tests are carried out in order to validate the modified PD controller.
II. PRELIMINARIES
The main concern of this section is to understand some concepts of robot dynamic, RBF neural networks and inputto-state stability.
The dynamics of a serial n−link rigid robot manipulator can be written as [1] M (q)
where q ∈ < n denotes the links positions, · q ∈ < n denotes the links velocity, M (x 1 ) ∈ < n×n is the inertia matrix, C(q, · q) ∈ < n×n is the centripetal and Coriolis matrix, G(q) ∈ < n is the gravity vector, F ∈ R n is a positive definite diagonal matrix of frictional terms (Coulomb friction), and τ ∈ < n is the input control vector. This robot model (1) has the following structural properties which will be used in the design of velocity observer and nonlinearity compensation [1] . Property 1. The inertia matrix is symmetric and positive definite , i.e.
where m 1 , m 2 are known positive scalar constant, and k•k denotes the euclidean vector norm. Property 2. The centripetal and Coriolis matrix is skewsymmetric, i.e., satisfies the following relationship:
Normal PD control is
where K p and K d are positive definite, symmetric and constant matrices, which correspond to proportional and derivative coefficients, q d ∈ < n is the desired joint position,
n is the desired joint velocity. In the paper, we discuss regulation problem, so
Radial Basis Function (RBF) neural networks have recently gained considerable attention. The advantages of the RBF approach, such as the linearity in the parameters and the availability of the fast and efficient training methods, have been noted in several publications [17] . RBF neural networks has one hidden layer and a linear output layer. The output of neural networks may be presented as
where N is hidden nodes number, w i,j is the weight connecting hidden layer and output layer. x is input vector x ∈ < m (m is input node number), V ∈ < N×m is the weight matrix in hidden layer, b is the threshold. The significance of the threshold is that the output values have nonzero mean. It can be combined with the first term as
radial basis function which we select it as Gaussian function
where c j and σ 2 j represent the center and spread of the basis function.
Consider a class of nonlinear systems described by
where x t ∈ < n is the state, u t ∈ < m is the input vector, y t ∈ < m is the output vector. f : < n × < m → < n is locally Lipschitz. Following to [18] , let us now recall some passivity properties as well as some stability properties of passive systems.
Definition 1: A system (4) is said to be passive if there exists a C r nonnegative function S (x t ) : < n → <, called storage function, such that, for all u t , all initial conditions x 0 and all t ≥ 0 the following inequality holds
where ε, δ and ρ are nonnegative constants, ψ (x t ) is positive semidefinite function of x t such that ψ (0) = 0. ρψ (x t ) is called state dissipation rate. Furthermore, the system is said to be strictly passive if there exists a positive definite function V (x t ) :
If the storage function S(x t ) is differentiable and the dynamic system is passive, storage function S(x t )
Definition 2: A system (4) is said to be globally input-tostate stability if there exists a K-function γ(s) (continuous and strictly increasing γ(0) = 0) and KL -function β (s, t) (K-function and for each fixed
If a system is input-to-state stability, the behavior of the system should remain bounded when its inputs are bounded.
III. JOINT VELOCITY OBSERVER AND NEURO COMPENSATOR
Robot dynamic (1) can be rewritten in state space form
where
T , u = τ is control input. The output is position measurement,
If the joint velocity x 2 are not measurable and the dynamics of manipulator are unknown, high-gain observer can be used to estimate
where b x 1 ∈ < n , b x 2 ∈ < n denote the estimated values of x 1 , x 2 respectively; ε is chosen as a small positive parameter, K 1 and K 2 are positive definite matrices chosen such that the matrix
s stable. Let us define the observer error as
From (5) and (7) the observer error equation can be formed as
or in the matrix form:
The structure of the velocity observer is the same as [8] , but we will propose a new theorem on it in order to combine the observer and the neuro compensator together. Theorem 3: If the high gain observer (7) is used to estimate the velocity of the robot dynamic (5), the observer error e
x will converge to the following residual set
of Lyapunov equation:
Due to the fact that the spectra of K 1 and K 2 are in the left half plane, (11) has a positive defined solution P . Consider the following candidate Lyapunov function:
The derivation along the solutions of (9) is:
Because the control u can make (5) have solution for any t ∈ [0, T ] , kH 1 k is bounded for any finite time T. We may conclude that kBH 1 k kP k is bounded.
. So the total time during which ke z(t)k > K (ε) is finite. Let T k denotes the time interval during which ke z(t)k > K (ε)
• If only finite times that e z(t) stay outside the ball of radius K (ε) (and then reenter), e z(t) will eventually stay inside of this ball.
• If e z(t) leave the ball infinite times, since the total time e z(t) leave the ball is finite
So e z(t) is bounded via an invariant set argument. From
· e z(t) is also bounded. If we define ke z k (t)k Q as the largest tracking error during T k , (14) and bounded
ke z k (t)k will convergence to K (ε)
bounded, we can select ε arbitrary small to make K (ε) small enough. So the observer error e x can be arbitrary small by ε → 0. But the large observer gain ¡ 1 ε ¢ will enlarge observer noise, so ε should be selected as large as possible if the observer accuracy K (ε) is within the tolerant.
So the PD control with high-gain observer is
x 2 is joint velocity approximation by high-gain observer.
RBF neural networks compensation does not require structure information of the uncertainties [17] . According to the Stone-Weierstrass theorem [19] , friction and gravity in (1) can be written as neural networks (3) form
weights, η is the approximated error, whose magnitude also depends on the values of W * and V * . η g is assumed to be quadratic bounded as
where η g is a positive constant. Friction and gravity van be estimated as
where c W t and b V t are time-varying weights of the neural networks. It is clear that all Gaussian function, commonly used in neural networks, satisfy Lipschitz condition
where η σ is a positive constant. We have following relation
Let us define the tracking error as:
The following theorem give a stable learning algorithm for PD control with neuro compensation.
Theorem 5: If the updating laws for the weights of neural networks (18) are
where K w , K v and Λ 3 are positive defined matrices, and K d is selected such that
where Λ −1 g and Λ −1 σ are given matrix in (17) and (20) , then PD control with neuro compensation (22) can make tracking error stable. The average tracking error x 2 converges to lim sup
The proposed Lyapunov function is
where K w and K v are any positive definite constant matrices. Using (1), (22) and (16), the closed-loop system is
The derivative of (26) is
Using (27) and and (21)
In view of the matrix inequality,
which is valid for any X, Y ∈ < n×k and for any positive defined matrix 0 < Λ = Λ T ∈ < n×n [22] , −x
For regulation case,
(31) can be represented as
Using Theorem 1 of [20] , by the boundness of η g and ν σ , the tracking error kx 2 k is stable.
Integrating (31) from 0 up to T yields (25) is established. From the definition of the Lyapunov function (26), we may see that the learning rules (23) will minimize the tacking error x. This structure is different from normal neural networks which are used for approximation of nonlinear function [22] . The terms −K w σ(V t x)x
are correspond to backpropagation scheme, only in backpropagation W * is changed to W t .
IV. PD CONTROL WITH VELOCITY ESTIMATION AND NEURO COMPENSATOR
If neither the velocity x 2 nor the friction and gravity are known, the normal PD control should be combined with velocities estimation and neuro compensations
The structure of the new PD controller is shown in Figure 1 .
From Theorem 2 we know the high gain observer (7) can make (b x 2 − x 2 ) converge to a residual set, we can write
where δ is bounded as
Let us define the tracking error as (x d 2 = 0):
Theorem 8: If the updating laws for the weights of neural networks (18) are
where K w , K v and Λ 3 are positive defined matrices, and
then PD control with neural compensation (32) can make tracking error stable. The average tracking error x 2 converges to lim sup
where K w and K v are any positive definite constant matrices. Using (1), (32) and (16), the closed-loop system is
The derivative of (37) is
Using (38) and and (21) In view of the matrix inequality (30), e x T 2 δ can be concluded as
(40) can be represented as
is an ISS-Lyapunov function. Using Theorem 1 of [20] , by the boundness of η g , ν σ and η δ , the tracking error ke x 2 k is stable. Integrating (40) from 0 up to T yields
V. SIMULATION
To develop the simulation, a two-link planar robot manipulator is considered. The manipulator is in vertical position, with gravity and friction. A scheme of the two-link robot manipulator is shown in Figure 1 . For the case of two links, the elements can be represented as
The robot parameters are:
Normal PD control (with gravity and friction) We first use a normal PD control to regulate the angles of the two-links robot. The desired angles are square waves. The controller is
where When the joint velocity is not available, we use high-gain observer to obtain
The observer based PD control is
The observer based PD control is shown in Figure 4 , the observer result is shown in Figure 5 We can see that when gravity and friction is not exist, high-gain observer based PD control is effective. Rapid convergence of the observer values is essential for the PDlike controller, because they form part of the feedback. When gravity and friction is presented, we have to use compensation approach to eliminate steady state error.
PD control with neuro compensation (with gravity and friction) Friction and gravity can be uniformly approximated by a radial basis function as in (18) with N = 10. The Gaussian function is
where the spread σ l was set to √ 50 and the center c i is a random number between 0 and 1. The control law is
starting with W * = 0.7 and V * = 0.7 as initial values. Even though some initial weights are needed for the controller to work, no special values are required nor a previous investigation on the robot dynamics for the implementation of this control. Figure 6 gave the compensation result.
PD control with high gain observer and neuro compensation
In the worst case, friction and gravity exist and joint velocity is not available. We use PD structure to control the robot. We first only use observer to estimate the joint velocity
The result is shown in Figure 7 .
Then observer based neuro PD control is
The result is shown in Figure 8 .
We can see that the combination of high-gain observer and neuro compensator is a good way to improve the performance of the popular PD control. Now we compare our results with normal PID control, the PID control law is )dt can eliminate the steady state error caused by friction and gravity. In this paper we use neural networks to approximate them. For these example, it is not easy to find suitable k p , k i and k d such that the closed-loop is stable and the steady state error is small. We find that k p = 15, k i = 50, k d = 20 can give best performance. The control results are shown in Figure 9 .
Compared to the results propose in this paper (see Figure  8 ), PID control is faster but the transient performance is worse. Also the steady state error is bigger than the intelligent control proposed in this paper. If we increase k i , the closed-loop becomes unstable.
VI. CONCLUSIONS
In this paper, the disadvantages of the popular PD control are overcome in following two ways: (I) a high-gain Fig. 9 . PID control observer is proposed for the estimation of the velocities of the joints; (II) a RBF neural network is used to compensate the gravity and friction. By Lyapunov-like analysis, we give new proofs of high-gain observer and stability of the closedloop system with the velocity estimation and RBF neuro compensator.
