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The quest to develop quantum technology of practical value requires accessing to correlated quantum many-
body states. However, how to dynamically trigger suitable quantum effects for applications is still challenging.
Here, we propose two new schemes of correlated quantum transport to generate pair and multi-pair boson
correlations in neutral matter-wave circuits. Our system is made of a triple-well arranged in a ring-shape con-
figuration, and with a large symmetrical offset among the wells. With the first scheme, working with repulsive
static interactions, we demonstrate how a single nonlocal boson pair coherent transfer can be achieved. In the
second scheme, we combine strong offsets and a periodic drive of the interaction. In this case, depending on
the system parameters, we obtain either multi-pair boson transfer and generalized NOON states of the W type
or coherent destruction of tunneling. Our results provide key insights for the preparation and manipulation of
many-body quantum correlations in atomtronics devices made of interacting Bose-Einstein condensates.
Introduction and summary of results. Entanglement and in-
terference are key notions that quantum technology aims to
harness to both answer fundamental questions in basic science
and to fabricate quantum devices with enhanced performances
superseding the existing ones [1]. To this end, ultra-cold atom
systems plays an important role as they have excellent coher-
ence properties and can be controlled with high precision and
flexibility of the operating conditions [2]. Nowadays, cold
atoms can be locally addressed on micrometer spatial scales,
employing a variety of approaches like painting techniques
[3], light sculpting by means of spatial light-modulators or
digital micro-mirror devices [4]. In addition, thanks to the lat-
est achievements in the field it is possible to control the spa-
tial features of the atomic confinement on time scales much
shorter than atom’s dynamics time scales [3, 5–11]. Atom-
tronics takes up such progress to realize circuits of cold-atoms
guided with laser light beams or magnetic means. Such plat-
form allows both to carry out basic research in many-body
physics and to achieve new concepts of devices of practical
value [12, 13]. In particular, mesoscopic physics can be stud-
ied with a new twist. Different problems have been considered
so far. Persistent currents in ring-shaped condensates and the
atomic counterpart of SQUID devices have been studied both
in the classical and quantum regimes [14–21]. New features of
quantum transport in simple circuital elements have been evi-
denced in coherent bosonic systems [22–27]. Several schemes
have been proposed to study coherence transfer in hybrid solid
state quantum devices - cold atom systems [28–34].
In this work, we address correlated transport in atomtronic
circuits as a mean to widen the class of states that can be pre-
pared and manipulated in quantum networks. To this end, we
study the dynamics of N neutral bosons trapped in a strongly
tilted triple-well ring potential at zero temperature (Fig.1). A
charged matter-wave counterpart of such a system has been
studied in mesoscopic physics, where coupled superconduc-
tors have been demonstrated to sustain nontrivial generaliza-
tion of the Josephson effect involving a coherent dc-transport
of multi-Cooper pairs [35–39]. Such systems are interesting
also as quantum simulators in that they can provide a realiza-
tion of tunable topological materials [40].
We show here that charged matter-wave and our neutral
matter-wave-based system involve rather different phenom-
ena. In particular, we demonstrate that the interplay between
interaction and the strong offset is the source of two- and
higher order bosonic correlations. In addition, the atomtronic
platform grants us the access to physical regimes that are hard,
if not impossible, to be accessed with the standard quantum
electronic implementations. In particular, one can rely on Fes-
hbach resonances to tune the atom-atom interaction in a wide
range of values as well as a function of time. Our physical sys-
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FIG. 1. Scheme of the model. A Bose-Einstein condensate is trapped
in a triple-well ring configuration. J is the tunnelling rate, µ, µ2 and
−µ are respectively the local chemical potential bias in sites 1, 2 and
3. The red arrows illustrate the correlated transport process where
pairs of bosons move coherently from site 2 towards 1 and 3, and the
blue arrows represent pair motion triggered by the periodic drive.
tem is made of three bosonic dots arranged in a ring geometry
(Fig. 1). The well minima are offset ±µ on two of three wells,
thus realizing the cold-atoms counterpart of the potential bias
of three-terminal Josephson junctions [35]. We focus on the
transport of correlated pairs of atoms. Specifically, we con-
sider two processes: i) a nonlocal process in which two atoms
initially placed in one of the wells, say 2 of Fig. 1, move co-
ar
X
iv
:1
91
2.
01
09
2v
2 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 21
 D
ec
 20
19
2herently to the other two wells (1 and 3) simultaneously; ii)
a sequential process in which the two bosons move through 1
to 2 or 3; such process eventually yield a coherent transfer of
many boson pairs to all the three wells.
The two above processes are exploited respectively in the
two following schemes. We first consider static repulsive on-
site interactions. Here, the strong offset among the wells
makes the single-particle and the correlated nonlocal pair
transfers well separated in the dynamics. By suitably choosing
the well offset µ2 we generate nearly perfect superpositions of
two states that differ by one nonlocal boson pair hopping as in
Eq. 2 with NT = 2 (Fig. 2). Remarkably, we find that it can
occur only for non-zero interparticle interactions, contrarily
to the case of quantum electronics in which the correlated pair
transport can be achieved also in the non-interacting regime.
In the second scheme, we set µ2 = 0 and modulate the
on-site interaction periodically in time around zero [41–45].
We especially focus on a resonance between the drive and
the Josephson atom pair oscillations due to the offset, i.e.
ω = 2µ/~. We find that such a resonant regime triggers
higher-order correlated transport: the drive promotes sequen-
tial coherent transfers of boson pairs between wells, while the
offset, enhancing or suppressing the particle multi-occupancy,
establishes non-trivial correlations in the transport. The ex-
act dynamics is complemented by a high-frequency Floquet
analysis, yielding an excellent agreement.
In both schemes we observe that the regimes of interest are
dominated by extremely long time scales, featuring a near de-
generacy in the static or dynamical energy spectrum [41, 43]
[46]. For suitable choices of the interaction strength, Coherent
Destruction of Tunnelling (CDT) [41, 43, 47, 48] can occur.
Alternatively, interesting entangled states can be dynamically
generated. Two-mode NOON [49] and W-type states, i. e.
entangled superpositions of states |N, 0, 0〉 , |0,N, 0〉 , |0, 0,N〉
with even N (see Fig.3) can emerge for a wide range of param-
eters of the system. Finally, we discuss how to detect exper-
imentally the correlated transport in cold atoms settings. We
show that second-order momentum correlations, as obtained
after a time-of-flight expansion, can distinguish between co-
herent and localized states achieved in the transfer (Fig.4).
The model. For a deep ring lattice, we describe the sys-
tem by means of the three-mode Bose-Hubbard Hamiltonian
subjected to a periodic modulation of the interaction strength:
H(t) = −J
3∑
i=1
(
aia
†
i+1 + H.c.
)
+
+
(U0
2
+
U1
2
sin(ωt)
) 3∑
i=1
nˆi(nˆi − 1) −
3∑
i=1
µinˆi , (1)
where a†i create a boson in site i and nˆi = a
†
i ai is the num-
ber operator. The parameters J and U0 quantify respectively
the hopping strength and the static part of the on-site inter-
action, U1 is the amplitude of the periodic modulation of the
inter-particle interaction and µi describes the local chemical
potential, ie the well offset of the site i. Our aim is to inves-
tigate on how a correlated pair transport of ultra-cold bosonic
atoms can be triggered by a suitable choice of µi, U1 and ω.
Coherent transfer of nonlocal boson pairs. We first con-
sider static repulsive interactions, ie U1 = 0 in Eq. (1). We are
interested in a two-atom transition from one site, say 2, to the
two others 1 and 3, and choose for this purpose µ1 = −µ3 = µ.
Specifically, starting from the initial state |ψi〉 = |n1i, n2i, n3i〉,
the correlated transport of m pairs brings the system coher-
ently through the states
∣∣∣ψ f 〉 = |n1i + m, n2i − 2m, n3i + m〉. NT
being the total number of pairs, an entangled target state is a
superposition of such states:
|ψT 〉 =
NT∑
m=1
cm |n1i + m, n2i − 2m, n3i + m〉 . (2)
The Hilbert space described by the states |n1, n2, n3〉, can be
split into subspaces with fixed difference n1 − n3, that con-
tain the target state (2). Correlated processes are favoured
by enforcing energy separation of these subspaces, i.e. we
set µ  J,U0, µ2. We use both exact diagonalization and
second-order perturbation theory in J/µ to analyze how a pair
of bosons is transferred with high fidelity within one subspace.
Two-atom and higher-order virtual processes allow to iden-
tify an effective model for single pair transfer:
Heff,hop = Jeff
[(
a†2
)2
a1a3 + H.c.
]
, (3)
where the effective hopping strength JIIeff can be obtained via
quasi-degenerate perturbation theory [50]:
JIIeff = −
J2U0
µ2
F (U0, µ, µ2) (4)
(see Ref. 46 for the full effective model and the exact form
of the function F ). Eq. (4) clearly shows that pair correlated
transport requires a non-zero value of the inter-particle inter-
action U0. Otherwise, the boson pair transport is suppressed
by destructive interference of virtual paths [46] such as:
|0,N, 0〉 → |1,N − 1, 0〉 → |1,N − 2, 1〉
|0,N, 0〉 → |0,N − 1, 1〉 → |1,N − 2, 1〉 (5)
This makes the correlated transport in bosonic systems strik-
ingly different from the process taking place in quantum elec-
tronics where a quartet mode (made of pairs of Cooper pairs)
exists due to the electron exchange interaction [35–39]. We
note that in the aforementioned regime in which correlated
transport can take place, the interaction U0 must to be large
compared to the transfer rates Eq. (4). As a result, coher-
ent combinations involving a large number of states in Eq.(2)
cannot be achieved with the present static protocol. Single
pair correlated transfer, though, is obtained with high fidelity
by fine tuning the potential µ2 to compensate the total inter-
action energy. It connects states |ψ0〉 = |n1, n2, n3〉 , |ψ1〉 =
|n1 + 1, n2 − 2, n3 + 1〉, well-separated from the rest of the
spectrum. High fidelity transfer can hold for any number of
atoms N = 2NT for large enough µ, leading to a nearly perfect
3FIG. 2. (Top) Rabi-type oscillations of F|1,8,1〉 =
|〈1, 8, 1|e−iHt |0, 10, 0〉|2 and F|0,10,0〉 = |〈0, 10, 0|e−iHt |0, 10, 0〉|2.
Anticrossing makes a very long time scale emerge on top of fast
single particle processes. Parameters are µ = 48 , U0 = 0.9,
µ2 = 7.635 (in J units). (Bottom) Dotted lines indicate the offset
µ(N) required to achieve through tuning µ2 a given fidelity transfer
from |0,N, 0〉 to |1,N − 2, 1〉.
resonance (Fig. 2). Readout of the resulting superposition can
be achieved by time-of-flight (see below, Fig. 4b and Ref. 46).
Correlated transport with periodic driving. To go be-
yond single-pair transfer we drive the interaction strength as
U(t) = U1 sin(ωt), choosing U0 = 0 in Eq. (1) and ω  J
(see [51, 52]). A relevant parameter for the dynamics is
K0 = U1/ω. Given the values of the relative offsets be-
tween the bosonic islands (1, 2, 3), one encounters two dif-
ferent Josephson frequencies in a ring geometry: ωJ = µ for
single boson transitions between 1 (or 3) and 2, and ωJ = 2µ
for single boson transitions between 1 and 3, also coincid-
ing with the energy for boson pairs hopping between 1 (or 3)
and 2. Therefore coherent pair correlations are expected to be
formed for resonant driving frequencies ω = 2µ.
We construct an effective time-averaged Hamiltonian fol-
lowing the method proposed by Dalibard and Goldman [53,
54] (see also Ref. 55). The derivation involves elimination of
the second and third terms in Eq. (1) by a canonical transfor-
mation. The dressed 1 ↔ 3 transitions can be directly aver-
aged on time while the 1↔ 2 and 3↔ 2 transitions require a
Floquet expansion of order 1/ω (see Ref. 46 for the detailed
derivation), yielding:
He f f = −J
[
J1[K0(nˆ1 − nˆ3 − 1)] a†1 a3 + H.c.
]
+
J2
µ
[
L(K0, nˆ1, nˆ2) (a†1a2)2 +L(K0, nˆ2, nˆ3) (a†2 a3)2
+M(K0, nˆ1, nˆ2, nˆ3) a†1 a†3 (a2)2 +N(K0, nˆ1, nˆ2, nˆ3) a†1 a3 + H.c.
]
+
J2
µ
[
nˆ2(nˆ1 + 1)P(K0, nˆ1, nˆ2) − nˆ1(nˆ2 + 1)P(K0, nˆ2, nˆ1) + nˆ2(nˆ3 + 1)P(K0, nˆ2, nˆ3) − nˆ3(nˆ2 + 1)P(K0, nˆ3, nˆ2)
]
(6)
L,M,N ,P being infinite series of Bessel functions [46].
Eq. (6) shows that atom pair transfers 2 ↔ 1 and 2 ↔ 3
as well as 2 ↔ (1, 3) are dynamically generated. Fig. 3
shows the time dynamics of the transfer fidelity between states
|0,N, 0〉 , |N, 0, 0〉 as a function of the interaction and its max-
imum on a large time interval. The agreement between the
exact dynamics obtained from Eq. (1) and the one resulting
from the effective Hamiltonian Eq. (6) is remarkable.
For specific values of K0, the fidelity FN,0,0 displays marked
peaks. Optimal transfer requires a fine tuning of the inter-
action parameter, especially for large (even) N. The system
achieves a coherent transfer of N bosons from island 2 either
to island 1 or to island 3, at the same K0 value but at differ-
ent times. Moreover, for K0  1, the asymptotic expansion
of the Bessel functions gives L ∼ sin(2K0)2K0 [46]. Therefore the
transfer of pairs from the islands 2 to 1 or 3 is suppressed for
K0 = npi/2, n ∈ N. The tomography of the wavefunction
shows that in this case the system is trapped in the initial state
|0,N, 0〉, by a mechanism similar to CDT [47]. This is corrob-
orated by the fidelity map of Fig. 3.
More remarkably, we find that the coherent superposition of
the states |N, 0, 0〉 , |0,N, 0〉 , |0, 0,N〉 can be dynamically cre-
ated for a wider range of system’s parameters. To illustrate
the above statement, we represent the state of the system as
|ΨS (t)〉 = |ΨW (t)〉 + |ΨW⊥(t)〉 (7)
|ΨW (t)〉 = a1(t) |N, 0, 0〉 + a2(t) |0,N, 0〉 + a3(t) |0, 0,N〉
with |ΨW⊥(t)〉 an orthogonal vector to |ΨW (t)〉, and compute
the fidelity on |ΨS (t)〉
FS (t) = |a1(t)|2 + |a2(t)|2 + |a3(t)|2 (8)
For all the explored values of N (between 2 and 10), we find
that FS (t) displays nearly periodic maxima that are close to 1
(see Fig. 3 and Ref. 46). In particular, in specific intervals
of K0 a three-component superposition W-like state ΨW with
comparable amplitudes |a1| ' |a2| ' |a3| is generated with high
fidelity. We observed that two-component NOON states can
also be obtained, with |a1| ' |a2|  |a3|. Comparing to Ref. 43
with no offset and a non-resonant drive, here the strong offset
and the resonant drive promote very efficient pair correlations
and full coherent transfer of N/2 pairs.
Readout. The diagnostic of the system relies on the time-
of-flight technique: in our dynamical scheme, the condensate
4FIG. 3. (Top) Comparison of the fidelity (maximized over t ∼
2000J−1) for transfer from |0, 4, 0〉 to |4, 0, 0〉, calculated from the
exact dynamics (blue) and from the Floquet expansion (red). (Mid-
dle) Interaction-time map of the fidelity F4,0,0. (Bottom) Time
evolution of the fidelities FS (for the W-state) and for states
|N, 0, 0〉 , |0,N, 0〉 , |0, 0,N〉, with N = 8 and K0 = 2.59, µ = 17 (in J
units).
is prepared, driven and then released at the time t = t¯. The
long time density in real space can be accessed by the Fourier
transform at the releasing time t¯ [56, 57]
nˆ(k) =
∑
i, j
eik·(Ri−Rj)a†i a j, n(k, t¯) = 〈Ψ(t¯)| nˆ(k) |Ψ(t¯)〉 (9)
Despite the seemingly featureless n(k) (Fig. 4a), pair and
many-boson pair transfers can be probed through the corre-
lations in nˆ(k):
σ(k,k′, t¯) = 〈ΨS (t¯)| nˆ(k) nˆ(k′) |ΨS (t¯)〉 − n(k, t¯) n(k′, t¯) (10)
A perfect |0N0〉 state (Fig. 4c) is characterized by a pattern in
σ(k,k′) with k = −k′, due to coherent virtual single-atom
transitions towards one of the unoccupied sites [46]. Ro-
tated but similar patterns are obtained for states |N, 0, 0〉 and
|0, 0,N〉. The combination of thereof gives rise to the pattern
corresponding to the optimal W state: 1√
3
(|0,N, 0〉+ |N, 0, 0〉+
|0, 0,N〉) [46]. The pattern for a dynamically achieved W-type
state (see Fig. 4d) is very similar to that of an optimal one
[46]. Remarkably, the patterns taken instead at k = k′ are
structureless for ideal W- states and they allow to probe other
states contributing to FS < 1 (Eq. 7 and Figure 4e-f) [46].
Conclusions– We have considered the minimal system to
study the correlated dynamics in bosonic networks: three cou-
FIG. 4. Read-out maps (a) n(k) for a W-state; (b) σ(k, k) for the
resonant pair state of Fig.2 (t.J = 213), (c) σ(k,−k) for |0,N, 0〉, (d)
σ(k,−k) for the W-type state; σ(k, k) for a W-type state, either perfect
(e) or with a component |ΨW⊥(t)〉 (Eq. 7) (f). N = 8(a, c, d, e, f ),
N = 10(b).
pled mesoscopic dots of interacting particles. The correlated
transfer results from non-trivial interference effects arising
from the combination between suitable offset potentials and
driving of local potential. The dynamics of such a strongly
driven nonlinear system is dictated by the specific energy level
configuration that enhances or suppresses the particle transfer
between the dots: nearly time-periodic recurrences between
localized and highly entangled states of NOON or W type is
clearly observed. The diagnostic of the system states is carried
out through the analysis of the momentum distribution that, in
a cold atoms setting, corresponds to time of flight images.
Our study provides a new route to engineer complex corre-
lations in quantum networks. The physical system we stud-
ied is within the current experimental capabilities in the atom-
tronic field. It would be interesting to study systems of more
coupled dots to engineer multipartite entangled states whose
the class of generalized W states provides an example.
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UNDRIVEN CASE : DERIVATION OF THE EFFECTIVE MODEL FOR CORRELATED PAIR TRANSPORT
To better understand how a correlated pair hopping can be triggered, we consider the transfer of a single pair from the state
|ψi〉 = |n1, n2, n3〉 to the state
∣∣∣ψ f 〉 = |n1 + 1, n2 − 2, n3 + 1〉. For a strong offset and no driving (µ  J,U0, U1 = 0), Eq. 1 of the
article can be written as H = H0 + V , where
H0 =
U0
2
3∑
j=1
n j(n j − 1) −
3∑
j=1
µ jn j , (11)
V = −J
3∑
j=1
(
a ja
†
j+1 + H.c.
)
. (12)
Following a second order effective hopping process, the intermediate virtual states are respectively
∣∣∣ψl1〉 = |n1 + 1, n2 − 1, n3〉
and
∣∣∣ψl2〉 = |n1, n2 − 1, n3 + 1〉. By mean of a quasi-degenerate perturbation theory approach, the amplitude probability of the
process is given by the sum over the contributions of all intermediate paths. Using Eq. (12) we find that the effective hopping in
Eq. 4 of the main paper is given by
JIIeff =
J2
2
∑
l
(
1
∆Eil
+
1
∆E f l
)
= − J
2U0
µ2
F (U0, µ, µ2)
= −
J2U0
(
µ2 + µ22 + 2U
2
0 + 3µ2U0
)
(−µ + µ2 + U0) (−µ + µ2 + 2U0) (µ + µ2 + U0) (µ + µ2 + 2U0) , (13)
where we define ∆Eab ≡ Ea − Eb = 〈ψa|H0|ψa〉 − 〈ψb|H0|ψb〉 and |i〉 = |n1, n2, n3〉, | f 〉 = |n1 + 1, n2 − 2, n3 + 1〉, |l〉 ∈
{|n1 + 1, n2 − 1, n3〉 , |n1, n2 − 1, n3 + 1〉}. From Eq. (13) for µ2 = 0 and small interaction, we find that JIIeff ' −J2U0/µ2. Thus,
the second order hopping probability is zero for non-interacting particles U0 = 0, due to a destructive interference between the
virtual paths in Eq. (13) (Fig. 5).
One can calculate in the same way the local energy terms up to the second order
〈ψi|Heff|ψi〉 ≡ EIIeff,i
〈ψ f |Heff|ψ f 〉 ≡ EIIeff,f (14)
Next order tems are also relevant, defining
|l〉 ,
∣∣∣l′〉 ∈ {|n1 + 1, n2 − 1, n3〉 , |n1, n2 − 1, n3 + 1〉 ,
|n1 + 2, n2 − 2, n3〉 , |n1, n2 − 2, n3 + 2〉} , (15)
we evaluate the third order hopping term as, for µ2 = 0 and small U0,
JIIIeff = −
J3
2
∑
l,l′
(
1
∆Eil∆Eil′
+
1
∆E f l∆E f l′
)
' − J
3
µ3
[
(n1 − n3) U0 + µ] . (16)
Optimization of the resonance between two states differing by one nonlocal atom pair happens when two levels of the spectrum
encounter an anticrossing (Fig. 6). In the vicinity of the anticrossing, these states are little different from states |0,N, 0〉 and
|1,N − 2, 1〉. This generates a Rabi oscillation with nearly perfect fidelity on extremely long time scales.
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FIG. 5. High order hoppings processes between three coupled bosonic islands. Fock states |n1, n2, n3〉 (black dots) are grouped accordingly to
the energy µ(n1 − n3) (horizontal lines). The diagram shows how Fock states can be connected via second order (red) and third order paths
(blue and orange).
3.6 3.8 4.0 4.2 4.4 μ2
-30
-20
-10
0
10
20
En
3.95 4.00 4.05 4.10 μ2
-11.0
-10.8
-10.6
-10.4
-10.2
En
����-���
����-���
0 50 100 150 200 250
0.0
0.2
0.4
0.6
0.8
1.0
�/�
���
����
�
FIG. 6. (Top) Anticrossing in the center of the energy spectrum, as a function of the offset parameter µ2; (Bottom) Rabi-like oscillations of the
fidelity at the anticrossing, with µ = 20, U = 0.9, µ2 = 4.003. Here N = 6
FLOQUET EXPANSION AND THE FULL EFFECTIVE MODEL.
We consider a near-resonant three-mode model (ω = 2µ) with a strong offset between site 1 and 3.
H = −J
3∑
i=1
(
aia
†
i+1 + H.c.
)
+
+
U1
2
sin(ωt)
3∑
i=1
nˆi(nˆi − 1) −
3∑
i=1
µinˆi , (17)
We apply the analysis carried out by Goldman et al.[1] (see also Ref. 2) to obtain an effective model in the strongly driven
regime. Since U1 = K0ω where K0 ∼ 1 and µ = 2ω, two terms in the limits of ω → ∞ diverges. They can be eliminated away
8by a unitary transformation in the system. We first rewrite the Hamiltonian in a reference frame rotating with the driving term,
as
H˜ = R†(t)H(t)R(t) − iR†(t)∂tR(t) (18)
with
R(t) = − exp
(
i
∫ t
0
O(τ)dτ
)
(19)
O(t) = µ(nˆ1 − nˆ3) + U12 sin (ωt)
∑
j
nˆ j(nˆ j − 1) (20)
The Hamiltonian takes the form :
H˜(t) = −J
(
a†2 exp
[
iK0 (nˆ2 − nˆ1) sinωt − iω2 t
]
a1
+ a†2 exp
[
iK0 (nˆ2 − nˆ3) sinωt + iω2 t
]
a3
+ a†1 exp
[
iK0 (nˆ1 − nˆ3) sinωt + iωt]a3) + H.c. .
= H˜(21)(t) + H˜(23)(t) + H˜(13)(t) (21)
Following the high-frequency development, the effective Hamiltonian at order zero is given by :
H(0)e f f =
1
T
∫ T
0
H˜(t)dt (22)
The term H˜(13)(t) obviously has a nonzero time average on a period T = 2pi
ω
, yielding the following term corresponding to
transitions between sites 1 and 3:
H(13)e f f = −J a†1J1[K0(nˆ1 − nˆ3)] a3 + H.c. (23)
On the other hand, due to the half-frequency factor in the transitions from site 2 to sites 1 and 3, the corresponding terms have
a zero average on the period 2T , which is the actual period of the transformed Hamiltonian H˜. Then one needs to perform a
Floquet expansion to first order in 1
ω
, yielding terms of order J
2
µ
:
H(21)e f f + H
(23)
e f f =
∑
p>0
1
pµ
[
H˜ p12 + H˜ p23 , H˜−p12 + H˜−p23
]
(24)
where H˜pi j denotes the p-th harmonic of H˜i j.
The calculation of the harmonics and of the commutators is straightforward and yields:
He f f = −J
[
J1[K0(nˆ1 − nˆ3 − 1)] a†1 a3 + H.c.
]
+
J2
µ
[
L(K0, nˆ1, nˆ2) (a†1a2)2 +L(K0, nˆ2, nˆ3) (a†2 a3)2
+M(K0, nˆ1, nˆ2, nˆ3) a†1 a†3 (a2)2 +N(K0, nˆ1, nˆ2, nˆ3) a†1 a3 + H.c.
]
+
J2
µ
[
nˆ2(nˆ1 + 1)P(K0, nˆ1, nˆ2) − nˆ1(nˆ2 + 1)P(K0, nˆ2, nˆ1) + nˆ2(nˆ3 + 1)P(K0, nˆ2, nˆ3) − nˆ3(nˆ2 + 1)P(K0, nˆ3, nˆ2)
]
(25)
with the definitions:
9L(K0, nˆ, nˆ′) =
∑
m≥0
1
(2m + 1)(
Jm+1[K0(nˆ − nˆ′ − 1)]J−m[K0(nˆ − nˆ′ − 3)] − J−m[K0(nˆ − nˆ′ − 1)]Jm+1[K0(nˆ − nˆ′ − 3)]
)
M(K0, nˆi=1,2,3) =
∑
m≥0
1
(2m + 1)(
Jm[K0(nˆ2 − nˆ1 − 1)]J−m[K0(nˆ2 − nˆ3 − 2)] − Jm[K0(nˆ2 − nˆ1 − 2)]J−m[K0(nˆ2 − nˆ3 − 1)]
+ Jm+1[K0(nˆ1 − nˆ2 − 1)]J−(m+1)[K0(nˆ3 − nˆ2 − 2)] − Jm+1[K0(nˆ1 − nˆ2 − 2)]J−(m+1)[K0(nˆ3 − nˆ2 − 2)]
)
N(K0, nˆi=1,2,3) =
∑
m≥0
1
(2m + 1)[(
Jm+1[K0(nˆ1 − nˆ2 − 1)]J−m[K0(nˆ2 − nˆ3)] − J−m[K0(nˆ1 − nˆ2)]Jm+1[K0(nˆ2 − nˆ3 + 1)]
)
(nˆ2 + 1)
+ J−m[K0(nˆ1 − nˆ2 + 1)]Jm+1[K0(nˆ2 − nˆ3)] − Jm+1[K0(nˆ1 − nˆ2)]J−m[K0(nˆ2 − nˆ3 − 1)] nˆ2
)]
P(K0, nˆ, nˆ′) =
∑
m≥0
1
(2m + 1)
(
Jm[K0(nˆ − nˆ′ − 1)]2 − Jm+1[K0(nˆ − nˆ′ − 1)]2}
)
(26)
This effective Hamiltonian can be further simplified in the limit of large interaction K0  1, where the asymptotic expansion
holds:
Jn(x) ∼
√
2
pix
cos (x − npi
2
− pi
4
) (27)
yielding after a few steps:
HAsympte f f = −J
√
2
piK0(nˆ1 − nˆ3) − 1) sin (K0(nˆ1 − nˆ3 − 1) −
pi
4
) a†1 a3 (28)
+
J2
µ
sinc(2K0)
[
1√
(nˆ1 − nˆ2 − 1)(nˆ1 − nˆ2 − 3)
(a†1 a2)
2 +
1√
(nˆ2 − nˆ3 − 1)(nˆ2 − nˆ3 − 3)
(a†2 a3)
2
]
(29)
+
J2
2K0µ
[
cos (K0(nˆ1 − nˆ3 − 1))√
(nˆ1 − nˆ2 − 1)(nˆ3 − nˆ2 − 2)
− cos (K0(nˆ1 − nˆ3 + 1))√
(nˆ1 − nˆ2 − 2)(nˆ3 − nˆ2 − 1)
]
(a†2)
2 a1 a3 (30)
+
J2
2µ
[sinc(2K0(nˆ2 − nˆ1 − 1)) nˆ1 (nˆ2 + 1) − sinc(2K0(nˆ2 − nˆ1 + 1)) nˆ2 (nˆ1 + 1)
+ sinc(2K0(nˆ3 − nˆ2 − 1)) nˆ2 (nˆ3 + 1) − sinc(2K0(nˆ3 − nˆ2 + 1)) nˆ3 (nˆ2 + 1)] + H.c. (31)
where sinc(x) = sin xx . Inspection of the successive terms helps to understand several features of the exact numerical solu-
tion. First, the term (30) vanishes when the wells 1, 3 have the same occupation. Second, terms (29) vanish when K0 = npi2 ,
therefore Coherent Destruction of Tunneling (CDT) is obtained starting from state |0,N, 0〉 around those K0 values. Despite the
approximation contained in the asymptotic expansion (28-31), this explains well the map found in the main article (Figure 3b).
ADDITIONAL DATA IN THE DRIVEN CASE
We present here some wavefunction trajectories for higher (and even) atom numbers. For N = 6, 8, 10 one finds the same
trends as those presented in the main article: tuning the interaction K0 allows to periodically achieve a high-fidelity superposition
of states |0N0〉, |N00〉, |00N〉, in particular W-type states (Figure 7). Notice the nearly periodical appearance of such states, with
a very long period (several 100J−1) related to anticrossings in the Floquet pseudo-energy spectrum.
The larger N, the finer the tuning of K0 necessary to obtain high fidelities. This can be ascribed to the increasing size of the
Hilbert space and to the search for anticrossings in the Floquet pseudo-energy spectrum.
READOUT MAPS: DETAILS AND EXPLOITATION.
The two states |ΨW〉 and |Ψpair〉 that we have shown to be generated in our system are superpositions of states that are
connected by at least one pair transfer. Therefore, the usual Time-Of-Flight observable n(k) = 〈nˆ(k)〉 is flat for both states and
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FIG. 7. Trajectories and readout maps for (from top to bottom) N = 4,K0 = 2.4, µ = 15; N = 6,K0 = 2.7, µ = 19; and N = 10,K0 = 1.16, µ =
11.7, starting at t = 0 from state |0N0〉: (left panels) Fidelities for states |0N0〉, |N00〉, |00N〉 and their sum FS ; (right panels) two-atom
correlation σ(k,−k) for a W-type state realized at times indicated by a vertical dotted line on the left panels.
one has to analyze higher-order correlations to probe the presence of these states. We are interested in the following quantity :
σΨ(k, k′) = 〈nˆ(k)nˆ(k′)〉 − 〈nˆ(k)〉〈nˆ(k′)〉, with
nˆ(k) =
|w(k)|2
N
∑
i, j
ei~k.(~ri−~r j)b†i b j , w(k) = e
− x2 |k|24 (32)
x defining a phenomenological broadening. The vectors ~ri defines the position of the sites representing the three wells. These
sites are represented as the three summits of an equilateral triangle of length a = 1 (Fig. 8). We choose the origin of the
coordinates as the center of this triangle.
ex
ey
⃗x 1 ⃗x 3
⃗x 2
⃗x 23
⃗x 13
⃗x 12
FIG. 8. Geometrical representation of the three-well BEC system.
Static case
Let us now consider |Ψpair〉 = α|0,N, 0〉 + β|1,N − 2, 1〉. The two states are connected by operators like b†1b2b†3b2 or b†2b1b†2b3
so that in the case k = +k, the phase acquired is ei~k.(~x21+~x23) = ei
√
3ky . Finally:
σΨpair (k,+k) = |w(k)|4
[ 2
N
+
4
√
N(N − 1)
N2
|α||β| cos (√3ky + φα − φβ)
]
(33)
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where φα, φβ are the phases of coefficients α, β.
We can see that the resulting pattern is made of stripes modulated along ky with a periodicity 2pi√3 (see Fig. 4b of the paper).
Moreover, as |0,N, 0〉 and |1,N − 2, 1〉 are connected by only one pair transfer, σΨpair (k,+k) also depends on the phase difference
between the coefficient α and β. Therefore one can directly probe the coherence of this state by measuring σΨpair (k,+k).
Ideal cases
In the three-mode Bose-Hubbard with a strong offset between the sites 1 and 3, we have shown that the modulation of the
inter-particle interaction can dynamically trigger W-type superposition states of the form:
|ΨW〉 = α|N00〉 + β|0N0〉 + γ|00N〉 (34)
One easily checks that the usual Time-Of-Flight observable n(k) = 〈nˆ(k)〉 is flat. The same holds for different components of
|ΨW〉 individually and for |ΨW〉 itself. For a ’perfect’ state |ΨW〉, there is only one contribution to σΨW (k, k′) which leads to a
k-dependence. This contribution is due to virtual processes where a boson hops from a site i to a site j and comes back so that
the phase acquired is (~k − ~k′).~xi j. Looking at the case ~k′ = −~k we find :
FIG. 9. Readout maps for ideal cases: fully localized (top panels), ideal W- and W-type state, and NOON state (bottom panels).
Re
(
σΨW (k,−k)
)
=
|w(k)|4
N
[
(|α|2 + |β|2). cos (kx + √3ky) + (|α|2 + |γ|2). cos (2kx) + (|β|2 + |γ|2). cos (kx − √3ky)] (35)
As the states |N00〉 , |0N0〉 and |00N〉 are not connected by second order hopping, we can write :
σΨS (k, k
′) = σ|N00〉(k, k′) + σ|0N0〉(k, k′) + σ|00N〉(k, k′) (36)
with :
Re
[
σ|0N0〉(k,−k)
]
=
|w(k)|4
N
|β|2
(
cos
(
kx +
√
3ky) + cos
(
kx −
√
3ky
))
(37)
Re
[
σ|N00〉(k,−k)
]
=
|w(k)|4
N
|α|2
(
cos
(
kx +
√
3ky) + cos
(
2kx
))
(38)
Re
[
σ|00N〉(k,−k)
]
=
|w(k)|4
N
|γ|2
(
cos
(
kx −
√
3ky) + cos
(
2kx
))
(39)
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Therefore the probabilities in state W can be recovered using the following relations :
|α|2 = − N
2|w( pi2 ,−
√
2pi
2 )|4
Re
[
σ(k,−k))
]
k=( pi2 ,−
√
2pi
2 )
(40)
|β|2 = − N
2|w(pi, 0)|4Re
[
σ
(
k,−k)
]
k=(pi,0)
(41)
|γ|2 = − N
2|w( pi2 ,+
√
2pi
2 )|4
Re
[
σ(k,−k)
]
k=( pi2 ,
√
2pi
2 )
(42)
1 = −N
2
Re
[
σ(k,−k)
]
k=(0,0)
(43)
As we can see in Fig. 9, for a symmetric setup the three Fock states that compose the superposition state give the same
pattern but with a different orientation. The perfect W state with α = β = γ yields a pattern with an hexagonal symmetry and an
asymmetric amplitude with respect to zero. A NOON state (for instance α = β, γ = 0) and an asymmetric superposition give a
pattern similar to that of the perfect W state but distorted in different directions, depending on the coefficients α, β and γ. These
characteristics allow to probe the presence of a superposition of the three states |N, 0, 0〉, |0,N, 0〉 and |0, 0,N〉.
Other generated states
Here we show some results for N=8 and for superposition states that are generated dynamically : Starting from the state
|0N0〉, we let it evolve and stop T = 198 t.J, when the system is in a good superposition state. At this time, the fidelity for such
a state is 0.9. This means that the wavefunction has also sizeable components over a few other states. As σΨW (k, k) is flat for a
perfect superposition state, this observable can indicate the contributions of the other parasitic states. To see this effect, one can
delete all the states |p〉 in the wavefunction for which the coefficient |Cp|2 < κ and plot the quantities σΨW (k,−k) and σΨW (k, k)
for different values of κ (Fig. 10). For κ = 0.0, all the states are present, for κ = 0.1 there is a small fraction of the parasitic
states and for κ = 0.2 there are only the three states |N00〉 , |0N0〉 and |00N〉.
The parasitic states can also alter the values of σΨW (k,−k) so that it is more difficult to recover the composition of |ΨW〉 with the
help of the analytical formula for the perfect state.
In the case κ = 0.1, there are only two parasitic states : |N − 2, 0, 2〉 and |2, 0,N − 2〉. The only contributions to σΨW (k, k) are the
terms which transfers 2 particules between 1 and 3, in the same direction. So that the result is an oscillation in the direction kx
(the period is pi, as we can see in Fig. 10). The two quantities σΨW (k, k) and σΨW (k,−k) are useful : to probe the superposition
and to see how far we are from this superposition.
Let us consider that |Ψ〉 = |ΨW〉 + (|N − 2, 0, 2〉 + |2, 0,N − 2〉) like in the case κ = 0.1. At order , the only contribution is
obtained when the operator b†i b jb
†
l bm connects |N − 2, 0, 2〉 + |2, 0,N − 2〉 with |ΨW〉.
There are only two terms so that the result is : σΨ(k, k′) = σΨW (k, k′) + 2
√
2N(N−1)
N2
(
ei(~k+~k
′).~x13 + ei(k+k
′).~x31). So in the case ~k = ~k′,
we can characterize the parasitic states.
σΨ(k,+k) = σΨW (k,+k) + 4|w(~k)|4
√
2N(N − 1)
N2
cos (2kx) + O(2)
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FIG. 10. Readout maps for a dynamically generated state, as a function of the filtering parameter κ (see text). (Left) σ(k,−k) is slightly
modified by the parasitic states; (Right) σ(k, k) is a direct fingerprint of the parasitic states.
