Abstract All the higher order ANNs (HONNs) including functional link ANN (FLANN) are sensitive to random initialization of weight and rely on the learning algorithms adopted. Although a selection of efficient learning algorithms for HONNs helps to improve the performance, on the other hand, initialization of weights with optimized weights rather than random weights also play important roles on its efficiency. In this paper, the problem solving approach of the teaching learning based optimization (TLBO) along with learning ability of the gradient descent learning (GDL) is used to obtain the optimal set of weight of FLANN learning model. TLBO does not require any specific parameters rather it requires only some of the common independent parameters like number of populations, number of iterations and stopping criteria, thereby eliminating the intricacy in selection of algorithmic parameters for adjusting the set of weights of FLANN model. The proposed TLBO-FLANN is implemented in MATLAB and compared with GA-FLANN, PSO-FLANN and HS-FLANN. The TLBO-FLANN is tested on various 5-fold cross validated benchmark data sets from UCI machine learning repository and analyzed under the null-hypothesis by using Friedman test, Holm's procedure and post hoc ANOVA statistical analysis (Tukey test & Dunnett test). 
Introduction
Classification and forecasting tasks are typical process of learning and knowledge discovery from data in the field of data mining. Many applications of classification tasks have been reported in recent years from emerging areas of science and engineering (Yang et al., 2013; Hajmohammadi et al., 2014; He et al., 2014; Uysal and Gunal, 2014; Tolambiya et al., 2010; Mei et al., 2014; Kianmehr et al., 2010; Gillies et al., 2013; Lai and Garibaldi, 2013) , which has given motivation and direction to the application of the classification task in data mining. Although a good number of traditional classification methods are proposed by many researchers (Quinlan, 1993; Yung and Shaw, 1995; Hamamoto et al., 1997; Yager, 2006) , for the first time, Zhang (2000) realized that artificial neural network (ANN) models are alternatives to various conventional classification methods which are based on statistics. ANNs are capable of generating complex mapping between input and the output space and thus they can form arbitrarily complex nonlinear decision boundaries. Along the way, there are already several artificial neural networks, each utilizing a different form of learning or hybridization. As compared to higher order neural network, classical neural networks (Example: MLP) are suffering from slow convergence and unable to automatically decide the optimal model of prediction for classification. In the last few years, to overcome the limitations of conventional ANNs, some researchers have focused on higher order neural network (HONN) models (Redding et al., 1993; Goel et al., 2006) for better performance.
In this paper, it is an attempt to design HONN model with competitive learning based on a new meta-heuristic optimization algorithm for classification of benchmark data sets considered from well known machine learning data repository. The encouraging results and absence of the typical algorithm dependent parameters of the recently developed TLBO algorithm (Rao et al., 2011) inspired us to develop the model: TLBO-FLANN: a hybrid TLBO based gradient descent learning-functional link higher order ANN (FLANN) model for learning from non-linear data.
Literature survey
A good number of research papers is reported on various FLANN models and its application in classification, prediction and forecasting in recent years. Also excellent efforts are made to improve the performance of these FLANN models by using various optimization techniques. This section presents various previous works reported on FLANN models in classification, prediction and forecasting in data mining. A classification method by using FLANN with least complex architecture as compared to multilayer perceptron is anticipated by Mishra and Dehuri (2007) and the proposed method is found to be efficient in terms of ability of handling linearly non-separable classes by increasing the dimension of input space. In most cases, the performance and processing time of FLANN model is found to be better than the other models. 
