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Abstract: The goal of this paper is to provide a fair empirical comparison of two alternative explana-
tions of the relationship between aggregate price and output. We compare the empirical performance of the
sticky price and the Mankiw and Reis (2002) sticky information models. We put both models in a similar
analytical form and use the same data set on unit labor cost and aggregate prices in the U.S. after WWII
to evaluate the models. We use the Bayesian full information likelihood approach for parameter estimation,
uncertainty evaluation, and model comparison. Statistical comparison of the two non-nested models and
estimates of the empirical encompassing model lead to the same result - the sticky information model is
dominated by the sticky price model.
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The goal of this paper is to provide a fair empirical comparison of two alternative explanations
of the relationship between aggregate price and output. We compare the empirical performance
of the sticky price model and the Mankiw and Reis (2002) sticky information model. Statistical
comparison of the two non-nested models and estimates of the empirical encompassing model lead
to the same result - the sticky information model, is dominated by the sticky price model.
The literature on the New Keynesian Phillips curve has identiﬁed several ways in which the
standard sticky price model does not adequately model the relationship between aggregate prices
and output. Ball (1994) found that the model implies that announced credible disinﬂation causes
booms rather than recessions. Fuhrer and Moore (1995) showed that the sticky price model falls
short of explaining inﬂation persistence in US. Finally, Mankiw and Reis (2002) noted that the
model has trouble explaining why shocks to monetary policy have delayed and gradual eﬀects on
inﬂation.
Mankiw and Reis (2002) propose a sticky information model that can potentially address the
failures of the New Keynesian Phillips curve. They posit that information about macroeconomic
conditions spreads slowly because of information acquisition or re-optimization costs. Compared
to the standard sticky price model, prices in this setup are always readjusted, but decisions about
prices are not always based on the latest available information. The model is representative of the
wider class of Rational Inattention models developed in Phelps (1970), Lucas (1973), Sims (2003)
and Woodford (2003).
To compare these two alternative models, we utilize a theoretical relation between aggregate
prices and unit labor cost that allows us to leave unspeciﬁed household preferences, wage setting
and money demand. We introduce then a modeling approach to nest the sticky price and the sticky
information models within a single empirical framework. We use a single-step estimation method
that provides consistent estimates of adjustment speeds and reliable conﬁdence bands that enable
us to reject ﬂexible price hypothesis.
To estimate information and price stickiness, we follow the approach, advocated by Gali and
Gertler (1999) and Sbordone (2002), and use the theoretical relation between aggregate prices and
unit labor cost. For estimation purposes, we transform the relation into its stationary equivalent:
the relation between real marginal cost, measured by unit labor cost/price ratio, and changes in
unit labor cost. Our methodology diﬀers in several respects from previous attempts to estimate
1information stickiness. First, unlike Mankiw and Reis (2002), the relation between unit labor cost
and prices is derived from a ﬁrm’s optimization problem. Second, it does not require taking a stand
on household preferences or wage setting as in Khan and Zhu (2002) in order to relate inﬂation
and the output gap. Finally, as shown in Sbordone (2002), our conclusions from this approach are
quite robust to alternative speciﬁcations of the production function, which speciﬁes the relation
between unobserved marginal cost and unit labor cost.
We use the method of undetermined coeﬃcients to solve both models. The same solution
technique enables us to construct and to estimate an empirical model that encompasses the sticky
price and sticky information models as special cases, even though two theoretical models are non-
nested. This encompassing model facilitates the models comparison. Our solution methodology
diﬀers from previous attempt by Sbordone (2002) to estimate price stickiness. She employs the
Campbell and Shiller (1988) approach to ﬁnd a rational expectations solution for the sticky price
model. Unfortunately, such approach can not be applied to the sticky information model because
of complex expectations formation.
We use a Bayesian version of the full information likelihood approach, which enables us not only
to estimate parameters and the statistical uncertainty around them, but also to compare directly
non-nested sticky information and sticky price models. Full information likelihood approach was
advocated by Fuhrer and Moore (1995)1 for empirical evaluation of the sticky price model and
hypothesis testing. Our estimation methodology diﬀers from previous studies by Mankiw and Reis
(2001), Sbordone (2002), and Khan and Zhu (2002), who use a two-step approach. They estimate
the driving processes in the ﬁrst step and then, in the second step, they incorporate it into a linear
rational expectations solution for process of interest (unemployment, unit labor cost/price ratio
or the output gap respectively). Parameters, estimated in the ﬁrst step, are taken as given in
the second step. Thus, the measure of uncertainty around the parameter of information or price
stickiness is inaccurate.
Our main result is that a formal statistical comparison of the two models favors the sticky price
model. Summarizing other estimation results, the estimate of information stickiness implies that
agents in the economy revise information about every 15 months. With 95% probability, agents
revise information sets in the interval between 12 and 18 months. The estimate of price stickiness
implies that the average time between price changes is 10 months. With a 95% probability, agents
1See also Linde (2002) on comparison of full likelihood and limited likelihood methods in sticky price model
framework
2change prices in the interval between 9 and 11 months. The estimates are robust to reasonable
permutations of prior distributions, estimation method, and sample size.
The rest of the paper is organized as as follows. The optimization based dynamics of real
marginal cost and the rational expectation solutions are described in Section 2. We explain the
Bayesian full likelihood estimation of information and price stickiness models in Section 3. The
methodology for models comparison is described in Section 4. The data and estimation results are
presented and discussed in Section 5. The results of the comparison of the sticky price and sticky
information models are gathered in Section 6. Finally, concluding remarks are given in Section 7.
2 Optimization Based Dynamics of Marginal Cost
In this section, we derive the optimization based dynamics of marginal cost for the sticky price
and sticky information models. Also we solve out expectations in both models using the method
of undetermined coeﬃcients.
We assume a continuum of monopolistically competitive ﬁrms, indexed by i, which produce
diﬀerentiated goods. we also assume that ﬁrms operate with a technology,
Yi,t = Hi,t
a, (1)
where output, Yi,t, is ﬁrm speciﬁc; labor, Hi,t, is the only factor of production and is unique for
each agent, and a ∈ [0,1].







where Pit is the optimization based price choice of the ﬁrm i, Pt is the index of prices, Yt is
the aggregator function deﬁned as Yt =







, and θ is the Dixit-Stiglitz elasticity of
substitution among diﬀerentiated goods.
A supplier of good i does not believe that his price decisions can aﬀect either the aggregate
demand Yt or the aggregate price Pt because good i is a very small part of households’ consumption.
Thus the supplier chooses the price Pi,t, taking aggregate demand and aggregate price as given.
3Optimization then involves setting a price,
Pi,t
Pt
=  Si,t, (3)
where Si,t is real marginal cost of supplier and   =
θ
θ − 1
is a markup. Taking into account the







where Wt is a labor compensation on a common, perfectly competitive labor market. Assuming a













is the average level of real marginal costs in the economy. This expression
shows that the real marginal cost of the ﬁrm i does not need to be the same as the average. In
the model the fact that ﬁrms charge diﬀerent prices determines their diﬀerent levels of sales, and
hence ﬁrm’s diﬀerent level of marginal costs.
Combining the proﬁt maximizing rule (3) with the marginal cost (5) yields a relation between











I can rewrite (6) as:
pi,t − pt = st −
θ(1 − a)
a
(pi,t − pt), (7)
where we use lower case variables to denote the log transformation. Here and below, we ignore
constants because we focus on deviations from the mean in empirical applications. (7) can be solved
for the individual price in terms of the aggregate price and marginal cost:
pi,t = αst + pt, (8)
where α =
a
a + θ(1 − a)
, α < 1 when θ > 0. We interpret (8) as a positive relation between desired
4relative price of the individual ﬁrm and real marginal cost. The relation is a direct consequence of
proﬁt maximizing rule for the individual ﬁrm.
In the above discussion, all ﬁrms choose the price of good i each period. The price choice is
independent of prices that were charged in the past. The choice is based on the full information
about current demand and cost. These conditions characterize the perfectly ﬂexible price model.
Now we want to consider two deviations from the perfectly ﬂexible model: one, where the fraction
of ﬁrms have to keep the last period price, the sticky price model, and the other, where the fraction
of ﬁrms have to use past or outdated information, the sticky information model.
2.1 Sticky Price Model
I follow Calvo (1983) and assume that in every quarter a fraction of ﬁrms λp can set a new price
independently of the past history of price changes. Other ﬁrms have to keep the last period
price. The expected time between price updates is therefore 1
λp quarters. The model nests the
monopolistically competitive economy with perfectly ﬂexible prices in the case λp = 1.
Because the opportunity to change price is random, a ﬁrm wants to set it’s price equal to an




(1 − λp)jEtpi,t+j, (9)
where xi,t is the price level set by a ﬁrm when it has such possibility. Note that index for each
individual ﬁrm can be droped since all ﬁrms according to (8) make similar choices.
The overall price level is the average of ﬁrms who were able to adjust price and those who were
not
pt = λpxt + (1 − λp)pt−1. (10)
The system of three equations (the ﬁrm’s desired and actual price (8) and (9), and the overall price








p is a nonlinear function of structural parameters. Equation (11) implies that
current inﬂation can rise because increase in cost or agent’s expectation of high inﬂation in the
future.
5From the deﬁnition of St and the deﬁnition of average unit labor cost it follows that real marginal
cost is proportional to unit labor cost/price ratio,
st = ulct − pt. (12)
Using (12), we follow Sbordone (2002) and derive the relation between the real marginal cost and
changes in unit labor cost,





where z1 and z2 are the real roots of the characteristic polynomial of the diﬀerence equation in
pt, p(z) = z2 −(2+ 1
ξ)z +1 = 0, with 0 < z1 < 1 < z2. (13) describes the process for marginal cost
in the sticky price model as a weighted average of the past marginal costs, current and expected
future changes in unit labor cost.
2.2 Sticky Information Model
As in the ﬂexible price model, Mankiw and Reis (2002) assume that an individual ﬁrm makes a
price adjustment each period. The novelty of the approach is the assumption that the information
used for decision-making is not necessarily the current one. Only a fraction of ﬁrms λinf uses
current information in pricing decisions, while the remaining fraction 1−λinf uses past or outdated
information. The expected time between price updates is therefore 1
λinf quarters. The model nests
the monopolistically competitive economy with perfectly ﬂexible prices when λinf = 1.
One can think about the sticky information model as a variant of the sticky price model, where
a fraction of ﬁrms that are unable to set prices optimally instead of keeping the last period price use
a more complex updating scheme. Firms, when they have an opportunity to set prices optimally,
solve not only for optimal current prices but also for the inﬁnite path of future prices based on
available information. When they are not able to set prices optimally, ﬁrms set the price to the
appropriate value from this solution set.
Each period, a representative ﬁrm sets the price to
xi,t
j = Et−j pi,t, (14)
where j represents the latest period when the ﬁrm updated its information set. As in the sticky
6price model index for each individual ﬁrm can be droped since all ﬁrms according to (8) make similar





(1 − λinf)j xt
j. (15)




(1 − λinf)j Et−j(αst + pt). (16)
Note that the structure of expectations here is diﬀerent from the usual backward iteration of
expectations: expectations are formed for the current t value of the variable at the diﬀerent t − j
periods in the past (for example Et−jpt).
With some algebra (see the Appendix for details), (16) can be transformed into an expression
that describes the dynamics of real marginal cost,




j Et−j−1 ((1 − α)st − (1 − α)st−1 − △ulct), (17)
where η =
1−λinf
1−λinf (1−α) < 1.
Dynamics of (17) is comparable to the dynamics of real marginal cost in the sticky price model.
In both models, it depends on a weighted average of past realizations of real marginal cost, current
changes in unit labor cost, and expectations. This similarity enables us to compare the sticky price
and sticky information models on the basis of observed series for the unit labor cost/price ratio
and the ﬁrst diﬀerence in unit labor cost.
The principal diﬀerence between the sticky price and sticky information models is in expecta-
tions formation. In the sticky price model, agents have an opportunity to set desired price on rare
occasions. As a result, they have to take into account future costs during periods when they are
not able to set price. The expectations term, which is the weighted average of current expectations
about future changes in unit labor cost, is the way agents take into account future costs. In the
sticky information model, on the other hand, agents can maximize proﬁt at each period. Though,
occasionally, by assumption, they are not able to use current information in maximization. As a
result, agents use the best measure of current information available to them: expectations about
current realizations of necessary variables made in the past. In particular, they use the weighted
7average of expectations about current and previous values of real marginal cost and current change
in unit labor cost made in the past.
2.3 Rational Expectations Solution
I solve out for unobserved expectations by assuming agents are rational and using the method of
undetermined coeﬃcients.





where ψk, k = 0,1,2..., is a sequence of parameters and ǫt are serially uncorrelated random
variables with zero mean.
For the sticky price model, a solution for the stochastic process st satisﬁes (13) and (18). One





Finding the solution for st is equivalent to ﬁnding γk that satisfy (13) and (18). To solve for γk,
we substitute st and st−1 from (19) and △ulct from (18) in (13). By moving (18) forward and
taking expectations with respect to information in period t, we substitute expectations of future
















By equating coeﬃcients of ǫt,ǫt−1,ǫt−2,... on both sides of (20) we solve for γk in terms of z1,z2
and ψk,











The forward looking nature of prices and therefore unit labor cost/price ratio results in the solution
8for γk which depends on future ψk.
For the sticky information model, a solution for the stochastic process st has to satisfy (17)
and (18). We make a similar guess that (19) is the solution. I substitute st and st−1 from (19)
and △ulct from (18) in (17). Finally, we can substitute expectations with respect to information





























By equating coeﬃcients of ǫt,ǫt−1,ǫt−2,... on both sides of equality we solve for γk in terms of η,λi
and ψk:
γ0 = η ψ0 (23)
γk =
η (1 − λinf)
k
1 − η (1 − α)
 





1 − (1 − α)
 
1 − (1 − λinf)
k
  
1 − η (1 − α)
 




The diﬀerence in RE solutions for the two models can be traced to the diﬀerence in proﬁt
maximization problems. In the sticky price model solution (21) γk depends not only on past and
current values of ψk, but also on all future values. Future values appear because agents have to take
into account future costs when they are not able to set the price. In the sticky information model
RE solution (23), γk depends only on past and current values of ψk because agents can maximize
proﬁt at each period using only current and past information.
The method of undetermined coeﬃcients enables us to achieve two goals. First, we ﬁnd the
rational expectations solution of the sticky information model which is not feasible in the Campbell
and Shiller approach. Second, we describe the dynamics of real marginal cost and changes in unit
labor cost in a similar analytical form. The similar analytical form, in turn, allows us to construct
the empirical encompassing model that nests the sticky information and sticky price models, even
though two models are non-nested.
93 Estimation
In this section, we describe a Bayesian full information likelihood approach for estimation and
model comparison. The posterior distribution, the main object of interest in Bayesian analysis, is
the product of a likelihood and a prior:
p(θ|data) = π(θ)L(θ; data),
where θ is a vector of parameters. We use the general representation for (19), together with
exogenous process △ulct, (18), to form the likelihood function. Then we formulate priors for
structural parameters in the model.
3.1 Likelihood Function
I start by assuming that the driving process, △ulct, has a stationary AR(q) representation. We
truncate the inﬁnite MA representation of st at kmax and add an error term vt to compensate for
truncation. The error term can be also justiﬁed by the fact that the description of driving process
is potentially incomplete. One can think of other shocks to inﬂation which were not included in
the original theoretical model.








ρj △ulct−j + ǫt,
where kmax is a truncation point. From the second expression it follows that
















Let Λ be a vector of structural parameters of interest: Λ = ξ in the sticky price model and
10Λ = (λinf,α)′ in the sticky information model. From the rational expectations solution (21)
and (23), it follows that the coeﬃcients of marginal cost process, γi, are functions of structural
parameters, Λ, and coeﬃcients of the driving process, ψ = [ψ0, ψ1,...], where ψi are taken from
(18). It is easy to solve for ψi as a function of ρ, ρ = [ρ1, ρ2,...], i.e. in the AR(1) case, ψi = ρi
1.















ρj △ulct−j + ǫt.
The coeﬃcients γk(Λ,ρ) are diﬀerent for two models. The analytical form for γk(Λ,ρ) is a gener-
alization of (21) and (23).
Error terms (ǫt,vt) are independent by construction. We assume that they are draws from a
multivariate normal distribution with zero mean and variance covariance matrix Σ. We collect all
parameters of the model to be estimated in a single vector θ = (Σ, ρ, Λ)′. The likelihood function
then can be written, apart from a constant, as
L(θ;data) ∝ |Σ|






v′ v v′ ǫ




I use the notation v for the vector of vt and ǫ for the vector of ǫt. Both vectors can be solved from
(25).
3.2 Prior Selection
The prior for information stickiness is chosen to be non-informative, e.i. it is Uniform on the range
from zero to one, which covers all range of possible values for information stickiness. We chose to
center prior for ξ at Sbordone’s (2002) estimate, but with a wide enough variance to include the
possibility of perfectly ﬂexible prices, λp = 1, which would imply ξ = 0.
A prior for ρ was chosen to be normal with a large variance and centered at zero. A bivariate
inverted Wishart distribution is chosen as a prior for joint distribution of parameters σv,σv,ǫ and
11σǫ. The information about prior distributions for all parameters is summarized in Table 1.
3.3 Models Comparison
In this section we discuss a Bayesian comparison of non-nested sticky price and sticky information
models. We also describe construction of the empirical encompassing model that nests two models.
The problem is to compare two parametric models for the data, deﬁned by a probability density
function L(data|θsp) and L(data|θsi), where θsp = (ξ,Σ,ρ) are parameters in the sticky price
model and θsi = ((λinf,α)′,Σ,ρ) are parameters in the sticky information model. Then the full
parameter family space is Θsp ∪ Θsi. Its prior can be constructed as probability π that space is
Θsp and 1−π that space is Θsi. Then the posterior probability that the sticky price model is true











and the posterior probability that the sticky information model is true is equal to psi = 1 − psp.
The main problem in evaluating the posterior probability is the estimation of marginalized
likelihood. Marginalized likelihood is
 
θ∈Θ L(data|θ)π(θ)dθ = m(data) and one can use the basic





where the numerator is a product of the likelihood and the prior, and the denominator is the
posterior density of θ. To calculate the marginal likelihood, we use the Gelfand and Dey (1994)
procedure modiﬁed and implemented by Geweke (1999).2 Note that, to calculate the posterior
probability that one of the models is true, the methodology does not require the models to be
nested.
There is an alternative to the direct comparison of non-nested models. This alternative com-
parison is possible because rational expectations solutions for both models have similar analytical
form. We construct the empirical encompassing model that nests the sticky price and sticky infor-




k = ωγk(λinf,α,ρ) + (1 − ω)γk(ξ,ρ), (27)
2The program mlike is used which can be found at www.econ.umn.edu/ bacc
12and replace with them γk in (25). The resulting model encompasses the sticky price model as a
special case when ω = 0. The model encompasses also the sticky information model when ω = 1.
To estimate the nested model, we extend the vector of parameters of the likelihood function
by combining structural parameters for both models, Λ∗ = (λinf,α,ξ)′ and adding the weighting
parameter ω, θ = (Σ, ρ, Λ∗, ω)′. A uniform prior is chosen for the weighting parameter over the
interval [0,1]. If the estimate of weighting parameter ω is not signiﬁcantly diﬀerent from zero,
we interpret the result as empirical support to the sticky price model. If the parameter is not
signiﬁcantly diﬀerent from one, the result can be interpreted as an empirical support to the sticky
information model. Otherwise result is inconclusive.
4 Data and Estimation Results
The unit labor cost/price ratio is calculated from the historical quarterly observations of the ag-
gregate price level (GDP deﬂator, FRED database) and unit labor cost series (US Department of
Labor) for the sample from 1960:1 to 2002:1.
Based on the Schwartz information criteria, we choose an AR(2) representation for the diﬀerence
in unit labor cost. By inverting the estimated coeﬃcients of the AR(2), ρ, one can solve for the MA
coeﬃcients, ψi. We truncate the MA representation of unit labor cost/price ratio at kmax = 20.
The choice of kmax is motivated by two reasons: by the accuracy of solution, and by the fact that
with a ﬁnite sample we want to keep the number at reasonable level. At k = 20 the estimates of
coeﬃcients for the unit labor cost/price ratio, γi, are close to zero.
A detailed description of the Markov Chain Monte Carlo (MCMC) algorithm is given in the
appendix A.2. The length of MCMC chain is 15,000 draws with 5,000 burn. To monitor convergence
we use standard techniques, such as the Kolmogorov-Smirnov test, the ZG test, and convergence
of chains from diﬀerent starting points.
The discussion of empirical results in a Bayesian analysis is based on comparing the prior and
posterior distributions of the structural parameters. If the data are informative, it should change
our beliefs about the parameters. Tables 2, 3 and 5 summarize these comparisons. We compare the
mean of the prior distribution in column 2 with the mean of the posterior distribution in column 4.
Prior and posterior standard deviations can be found in column 3 and 5. In addition, we report the
95% highest posterior density interval (HPDI) in columns 6 and 7 which are used for hypothesis
testing.














Figure 1: Posterior and Prior Distributions of ξ.
4.1 Sticky Price Model
Panel A of the Table 2 presents our estimates of the sticky price model.
The main parameter of interest in the sticky price model is ξ, row 3 of panel A. The experiment
updates beliefs for the location and dispersion of the parameter. The mean of the posterior, 24.54,
is somewhat higher than the prior mean, 17.2. The posterior standard deviation, 3.80, is twice
lower than the prior standard deviation, 9. A similar observation follows from comparing the prior
density and the estimate of the posterior density for ξ in Figure 1. The lower and upper bounds
of 95% HPDI interval are 17.61 and 32.2. The 95% HPDI for ξ does not include zero, which
implies that λp is diﬀerent from one. From this observation, we conclude that perfectly ﬂexible
price hypothesis is rejected.
The parameter ξ is a nonlinear combination of structural parameters a, θ and λp, which can not
be separately identiﬁed. We follow Sbordone (2002) and assume that the share of labor a = 0.75
and the Dixit-Stiglitz elasticity of substitution among diﬀerentiated goods θ = 6 (which implies the
average value of markup of 1.2). Then, using deﬁnition of ξ, the implied price stickiness, λp, can
be calculated. The average implied price stickiness is 0.29, with 95% probability interval between
0.26 and 0.34. The implied price stickiness estimate translates into the average time between price
changes which is equal to 10 months and the 95% interval is between 9 and 11 months. The average
estimated time between price adjustments is somewhat higher than Sbordone’s estimate, 9 months,











Figure 2: Posterior Distribution of Information Stickiness.
though not signiﬁcantly, as the HPDI includes 9 months.
Our estimates for the average length that prices remain sticky is similar to previous ones. The
beneﬁt of our approach is improvement in evaluation of uncertainty. Sbordone’s estimate is half
of mine, but this estimate takes the parameters of driving process ρi as given. This introduces
downward bias in the estimate of standard deviation.3 Having unbiased full information likelihood
estimate of standard deviation, we are more conﬁdent rejecting the economy with perfectly ﬂexible
prices.
4.2 Sticky Information Model
Panel B of the Table 2 presents the summary of the prior and posterior distributions of the sticky
information model parameters.
The main object of interest is the parameter of information stickiness, λinf, row 3 of panel
B. The experiment updates beliefs about location and dispersion of information stickiness. The
posterior mean 0.21 is half the prior mean of 0.5. The posterior standard deviation, 0.02, is 10
times lower than the prior standard deviation. Similar observations follow from the plot of marginal
posterior density of the parameter λinf, Figure 2.4 The economic interpretation of this result is
3See Pagan (1984) for the formal asymptotic argument in linear setup. The author shows that the estimate of
variance is inconsistent and biased downward.
4I do not plot the prior density since it is a trivial horizontal line over the region [0,1].
15that on average agents in economy update information once in every ﬁve quarters. The posterior
mean for information stickiness is very close to the value assumed by Mankiw and Reis (2002),
0.25, or estimated by Mankiw and Reis(2001) and Khan and Zhu (2002).
The estimate of information stickiness is signiﬁcantly diﬀerent from an economy with perfectly
ﬂexible prices. The boundaries of the 95% highest posterior density interval are far from 1. The
HPDI values imply that with 95% probability agents update their information set from once every
year to once every year and a half. Despite the diﬀerence in estimation methods and the data used,
the estimates of standard errors are close to Khan and Zhu (2002).
The likelihood is less informative about the second structural parameter α, the fourth row of
panel B. As with information stickiness, beliefs for both location and dispersion are updated. The
posterior mean increases to 0.84 from the prior mean 0.5. The posterior standard deviation is twice
lower than the prior standard deviation. The HPDI indicates that the plausible range for α is
between 0.60 and 1, which is twice smaller than the prior range. The estimated range for α implies
a high value of the labor share a, or a low value of the Dixit-Stiglitz elasticity of substitution among
diﬀerentiated goods θ, which in turn implies a high markup.
To summarize, even though our estimates of information stickiness are close to the previous
estimates, an important beneﬁt of our approach is improvement in uncertainty evaluation: we are
more conﬁdent rejecting the economy with perfectly ﬂexible prices.
4.3 Robustness Check
To estimate the sticky price or sticky information model, previous empirical studies used diﬀerent
solution and estimation methods. In order to check the robustness of our results and facilitate
comparison, we replicate their results with our variables and the same data sample.
4.3.1 Alternative Solution to RE
Sbordone (2002) applied the Campbell and Shiller methodology to solve out expectations. In
particular, she estimated the driving process in companion form, Zt = AZt−1 + νt, where △ulct is
the ﬁrst element of vector Zt. The forward looking expectations of the ﬁrst element, Et△ulct+j,
equal to e1 Aj Zt, where e1 is a unit vector with a ﬁrst element equal to 1 and all the other elements




−jEt△ulct+j = e1 (I − z−1
2 A)−1Zt.
The empirical estimates for alternative solutions of the sticky price model diﬀer very little as
it is clear from comparing panel A and panel C of the Table 2. To construct panel C, we use the
AR(2) process for diﬀerence in unit labor cost to substitute expectations in the equation of marginal
cost, then we estimate resulted system of equations via Bayesian likelihood method described in
subsection 3.1. The estimates of ρi, σ1,1, σ1,2, and σ2,2 are quite close. The main diﬀerence is an
increase in the mean estimate of ξ. The increase is not statistically signiﬁcant: the mean estimates
are inside the 95% HPDI for both panels. We conclude that the estimates of the level of price
stickiness appears robust to solution method.
Unfortunately, the same method can not be applied to the sticky information model, (17),
because in addition to expectations of the driving process, it contains expectations of the real
marginal cost, the process for which a solution is needed.
4.3.2 Two-step vs. One-step Estimation
To estimate the parameters of information or price stickiness, Sbordone (2002), Mankiw and Reis
(2001) and Khan and Zhu (2002) used a two step procedure. In the ﬁrst step, the authors estimated
a statistical model for a driving process. It is equivalent to estimating the second expression in
(24). In the second step, they estimated structural parameters assuming that the estimates from
the ﬁrst step are given. The uncertainty estimate is biased downward because by taking the ﬁrst
step estimates as given one ignores the uncertainty associated with them. To evaluate the size of
the increase for our sample we estimate structural parameters taking values of OLS estimates of ρi
as given.
Table 3 reports the parameter estimates. The data support that the two stage estimates under-
state the uncertainty of the parameter estimates. The standard errors and HPDIs in Table 3 for
parameters λi, α and ξ are smaller than the full likelihood estimates in Table 2. The reduction of
uncertainty for information stickiness is not substantial. On the other hand, the standard deviation
of ξ reduces by 24% from 3.8 to 2.95.
175 Comparing Sticky Price and Sticky Information Models
Table 4 summarizes the comparison of the sticky price and sticky information models. Panel A
reports the estimates from a full information likelihood approach, our baseline estimation technique.
The sticky price model dominates the sticky information model empirically. The log of the marginal
likelihood of the sticky price model is 820. It is signiﬁcantly higher than the log of marginal
likelihood of the sticky information model, 813. The result is robust both across diﬀerent sample
sizes and reasonable permutations of prior distributions.
In addition to the discussed models, panel A also reports the values of marginal likelihoods
for the less restrictive models of (25). In the ﬁrst model, row 4, γi are estimated as unconstrained
reduced form coeﬃcients. In the second model, row 5, we keep the same lag structure for △ulct, but




The model with reduced form γi and the restricted VAR model are dominated by theoretical models.
They have lower marginal likelihood than any of the theoretical models, 805 and 802 respectively.
This observation suggests that theoretical models give the best performance, when unit labor
cost/price ratio dynamics is explained only by the changes in unit labor cost.
I also compare models estimated in two stages. Panel B of Table 4 reports the estimates. Com-
paring panel A and panel B, one can see that the sticky price versus sticky information ordering
does not change. The sticky price model still has higher marginal likelihood than the sticky in-
formation model. The observation allows us to conclude that the sticky price dominance is robust
to alternative estimation methods. The rank of solution methods, within the sticky price model,
does change. The change in rank suggests that there is no clear dominance between the solution
methods.
The alternative way to compare models is to estimate the empirical encompassing model that
nests the sticky price and sticky information models as special cases. These estimates support
our previous ﬁnding that the sticky price model dominates the sticky information model. Table 5
reports the estimates. From comparing the prior and posterior distributions for weighting parameter
ω in row 6 of the Table, one can see that the mean decreases from 0.50 to 0.18 and the standard
deviation falls by more than 50% from 0.29 to 0.11. The weighting parameter is not signiﬁcantly
diﬀerent from zero: the left boundary of the 95% HPDI is equal to 0.0003. The same observations
follow from Figure 3, which reports the full posterior distribution of the weighting parameter. One
can see that a lot of posterior density is concentrated near zero.








Figure 3: Posterior Distribution of ω.
6 Conclusions
The goal of this paper is to provide a fair empirical comparison of two alternative explanations of
the relationship between aggregate price and output. We compare the empirical performance of
the sticky price and sticky information models. We put both models in a similar analytical form
and use the same data on unit labor cost and aggregate prices to evaluate the models. A Bayesian
full information likelihood approach is used for parameter estimation, uncertainty evaluation, and
model comparison.
I ﬁnd that the posterior of the information stickiness parameter is informative and centered at
0.2 which implies that agents update their information set every ﬁve quarters. With 95% probability
agents revise the information set in the interval between 4 and 6 quarters. Despite diﬀerences in
methodology and data set, the estimates are close to estimates of Mankiw and Reis (2001) and
Khan and Zhu (2002). The posterior of the price stickiness parameter is also informative. We
corroborate earlier ﬁndings that the average time between price changes is less than a year. With a
95% probability the average time is between 9 and 11 months. Estimates for both models are robust
to reasonable permutations of prior, estimation method or sample size. A full information approach
enables us to compute proper estimates of standard errors. Using these unbiased estimates, we still
reject the hypothesis of perfectly ﬂexible prices for both models. Statistical comparison of the two
non-nested models and estimates of the empirical encompassing model lead to the same result -
19the sticky information model, is dominated by the sticky price model in a 40 year sample period
that included four major disinﬂation episodes.
Results suggest a possibility of similar ﬁnding for information rigidities within bigger general
equilibrium models. In Korenok and Swanson (2005), we extend comparison to models with spec-
iﬁed consumer preferences and money demand. We emphasize that the theoretical appeal of the
sticky information model is limited only to the special case of anticipated persistent disinﬂation.
The theoretical responses to unanticipated, monetary policy shocks for the sticky price and sticky
information models are similar.
20A Appendix
A.1 Equation for inﬂation





j Et−j (αulct + (1 − α)pt), (A1)
the expression that describes the aggregate price level as a weighted average of past expectations
of current value of unit labor cost and current price. Taking out the ﬁrst term and redeﬁning the
summation index,
pt = λinf ((1 − α)pt + αulct) + λinf
∞  
j=0
(1 − λinf)(j+1) Et−1−j(αulct + (1 − α)pt), (A2)
which can be rearranged in the following form,
1
(1 − λinf)
(pt − λinf ((1 − α)pt + αulct)) = λinf
∞  
j=0
Et−1−j(αulct + (1 − α)pt)(1 − λinf)j. (A3)




(1 − λinf)j Et−1−j((1 − α)pt−1 + αulct−1), (A4)
Subtracting (A4) from (A2) we obtain,
πt = λinf ((1 − α)pt + ulct) + λinf
∞  
j=0






(1 − λinf)j Et−1−j((1 − α)pt−1 + αulct−1)

. (A5)
I rearrange terms in (A5) and deﬁne △ulct = ulct − ulct−1:
πt = λinf (αulct + (1 − α)pt) +
∞  
j=0





Et−1−j(αulct + (1 − α)pt)(1 − λinf)j. (A6)




(ulct − pt) +
∞  
j=0
λinf (1 − λinf)
j Et−1−j (α△ulct + (1 − α)πt). (A7)
Using the relation between unit labor cost, unit labor cost/price ratio and inﬂation, we get the
equation (17) in the text.
A.2 The Gibbs-sampling algorithm
The Gibbs-sampling algorithm consists of three steps:
1. Conditional on the values of (Σ, ρ)′, generate Λ using the random walk Metropolis Hastings
algorithm:
(a) Set initial values of Λ0. Initial values can be set arbitrarily, but we set Λ0 as means of
prior distributions for structural parameters of the model.
(b) Draw parameters Λi+1 from the following generating function:
g(Λi+1|Λi) ∼ N(Λi,ΣΛ),
where ΣΛ is a variance-covariance matrix of the 1,000 previous draws. I update it
after each 1,000 draws. Accept the new draw Λi+1 with the acceptance probability





Note that there is no ratio of generating functions since we use the random walk
Metropolis-Hasting algorithm.
2. Conditional on the values of (Σ, Λ)′ generate ρ using the Metropolis Hastings algorithm. It
is convenient to rewrite the likelihood (26) using the fact that the inverse covariance matrix










































22Then, we restate the likelihood,



















































This choice of random walk generating density improves the convergence properties of the
algorithm signiﬁcantly. The rest of step 2 is equivalent to step 1.
3. Conditional on the values of (ρ, Λ)′, we generate Σ from,
p(Σ, |ρ, Λ, data) = |Σ|
−1/2(T+d0+q+1) exp(−1/2tr Σ−1 (Q + S0)),
which is the kernel of an Inverted Wishart distribution with parameters d = d0+T, S = Q + S0.
This form follows from the likelihood function (26) and the prior speciﬁed in Table 1.
At the end of each iteration, we have draws of the structural and covariance parameters. We
repeat iterations 15,000 times saving each iteration. To avoid dependence on the starting value
of the algorithm, we delete the ﬁrst 5,000 draws. We use next 10,000 draws to compute the
statistical summaries of marginal posterior densities for the structural parameters (i.e. mean,
standard deviation and HPDI).
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Notes: Here λinf and α are structural parameters of the sticky information model, ξ is a structural parameter of
the sticky price model, ρ is a vector of parameters for driving process, Σ is variance-covariance matrix, and ω is
a weighting parameter of the empirical encompassing model. N stands for the Normal distribution, U - Uniform
distribution, IW - Inverted Wishart distribution.
26Table 2: Full Information Likelihood Parameter Estimates
A. Sticky Price Model
Prior Distribution Posterior Distribution
mean s.d. mean s.d. HPDI
2.5% 97.5%
ρ1 0.3308 1.0000 0.3380 0.0699 0.2017 0.4761
ρ2 0.2847 1.0000 0.2625 0.0654 0.1381 0.3857
ξ 17.200 9.0000 24.540 3.7996 17.614 32.198
σ1,1 0.0200 0.0700 0.0003 2.5e-5 0.0003 0.0004
σ1,2 0.0000 0.0200 -6.5e-6 1.8e-5 -4.1e-5 2.6e-5
σ2,2 0.0100 0.0200 0.0002 1.2e-5 0.0001 0.0002
B. Sticky Information Model
Prior Distribution Posterior Distribution
mean s.d. mean s.d. HPDI
2.5% 97.5%
ρ1 0.0000 1.0000 0.3290 0.0705 0.1935 0.4639
ρ2 0.0000 1.0000 0.2279 0.0680 0.0930 0.3584
λinf 0.5000 0.2887 0.2068 0.0223 0.1660 0.2520
α 0.5000 0.2887 0.8414 0.1223 0.5926 1.0000
σ1,1 0.0200 0.0700 0.0003 2.8e-5 0.0003 0.0004
σ1,2 0.0000 0.0200 -1.9e-5 1.8e-5 -5.4e-5 1.6e-5
σ2,2 0.0100 0.0200 0.0002 1.2e-5 0.0001 0.0002
C. Sticky Price Model, Alternative Solution
Prior Distribution Posterior Distribution
mean s.d. mean s.d. HPDI
2.5% 97.5%
ρ1 0.3308 1.0000 0.3580 0.0745 0.2171 0.4987
ρ2 0.2847 1.0000 0.2513 0.0744 0.1084 0.3925
ξ 17.200 9.0000 28.847 4.4486 20.548 37.814
σ1,1 0.0200 0.0700 0.0003 2.2e-5 0.0002 0.0003
σ1,2 0.0000 0.0200 -1.6e-5 1.6e-5 -4.8e-5 1.7e-5
σ2,2 0.0100 0.0200 0.0002 1.2e-5 0.0001 0.0002
Notes: Here λinf and α are structural parameters of the sticky information model, ξ is a structural parameter of
the sticky price model, ρ1 and ρ2 are parameters for driving process, and σ1,1, σ1,2 and σ2,2 are parameters of
variance-covariance matrix.
27Table 3: Second Stage Parameters Estimates
Prior Distribution Posterior Distribution
mean s.d. mean s.d. HPDI
2.5% 97.5%
Sticky price model
ξ 17.200 9.0000 24.733 2.9542 19.265 30.546
σ1,1 0.0100 0.0200 0.0003 2.5e-5 0.0003 0.0004
Sticky information model
λinf 0.5000 0.2887 0.1973 0.0170 0.1667 0.2313
α 0.5000 0.2887 0.8522 0.1070 0.6532 1.0000
σ1,1 0.0100 0.0200 0.0003 2.7e-5 0.0003 0.0004
Sticky price model, alternative solution
ξ 17.200 9.0000 28.727 3.0680 22.755 34.744
σ1,1 0.0100 0.0200 0.0003 2.0e-5 0.0002 0.0003
Notes: See notes to Table 4.
28Table 4: Estimates of Marginal Likelihood
A. Full Information Likelihood Estimates
Model lnm(data)
Sticky information model 812.964
Sticky price model 819.966
Sticky price model, alternative solution 819.179
Reduced form, unrestricted γi 805.277
Restricted VAR 802.338
B. Second Stage Estimates
Model lnm(data)
Sticky information model 378.975
Sticky price model 386.582
Sticky price model, alternative solution 391.988
29Table 5: Parameter Estimates for Nested Model
Prior Distribution Posterior Distribution
mean s.d. mean s.d. HPDI
2.5% 97.5%
ρ1 0.0000 1.0000 0.3320 0.0707 0.1968 0.4631
ρ2 0.0000 1.0000 0.2489 0.0683 0.1137 0.3838
λinf 0.5000 0.2887 0.5221 0.2563 0.1018 0.9293
α 0.5000 0.2887 0.5264 0.2590 0.0762 0.9817
ξ 17.200 9.0000 26.702 7.5346 9.5954 40.317
ω 0.5000 0.2887 0.1804 0.1144 0.0003 0.3753
σ1,1 0.0200 0.0700 0.0003 2.6e-5 0.0003 0.0004
σ1,2 0.0000 0.0200 -8.3e-6 1.7e-5 -4.3e-5 2.6e-5
σ2,2 0.0100 0.0200 0.0002 1.2e-5 0.0001 0.0002
Notes: See notes to Table 4. ω is a weighting parameter of the empirical encompassing model.
30