A test for globally testing the four assumptions of the linear model is proposed. The test can be viewed as a Neyman's smooth test and it only relies on the residual vector. The components of the global test statistic could be utilized to gain insights into which assumptions have been violated if the global procedure indicates that there is a breakdown in at least one of the four assumptions. The procedure could be used in conjunction with the usual graphical methods, and it is simple enough to be implemented by beginning statistics students. The procedure is demonstrated by analyzing data sets that have been used in previous works dealing with model diagnostics, and a real data set pertaining to end-of-trading-day share values of the College Retirement and Equities Funds Growth and Stock accounts. Simulation results are presented indicating the sensitivity of the procedure in detecting model violations under a variety of situations.
Linear Model and its Assumptions
One of the most important models in Statistics is the linear model which postulates a relationship between an observable n × 1 response vector Y and an observable n×p matrix X which could be constituted by the design matrix and/or the values of predictor variables. In the linear model the relationship between Y and X is given by
where β is a p × 1 vector of unknown coefficients, σ is an unknown scale parameter, and is an n×1 vector of unobservable error variables. Furthermore, it is assumed that, conditionally on X, has a multivariate normal distribution with mean vector 0 and covariance matrix I, the n × n identity matrix.
This distributional assumption, together with the linear link specification in Assumptions (A3) and (A4) are equivalent to the assumption that Y i |X, (i = 1, 2, . . . , n), are independent normal random variables. Without loss of generality, we assume that X is of full rank and with n > p, that is, rank(X) = p.
It is well-known that under (A1)-(A4), the maximum likelihood (ML) estimators of β and σ 2 are given, respectively, by
where P X = X(X t X) −1 X t is the projection operator on the linear subspace generated by the columns of X. This matrix is usually denoted by H. It is well-known that the estimator b in (2) is also the least-squares (LS) estimator of β. The usual procedures for constructing confidence ellipsoids/intervals and for testing hypotheses for β and σ 2 were also developed under the assumptions (A1)-(A4), and consequently, the validity of these inferential procedures rely to a great extent on the validity of (A1) 
There are other types of residuals that have been used in model validation and diagnostics such as Theil's (1965) best linear unbiased scalar covariance residuals, referred to as BLUS residuals; as well as recursive or sequential residuals, see for instance Kianifard and Swallow's (1996) review paper. In this paper we restrict our attention to the use of the (ordinary) residuals R.
Early important works dealing with the use of R in assessing the model assumptions are those by Tukey (1949) in the context of testing for nonadditivity (assessing A1); Watson's (1950, 1951 ) test for serial correlation (assessing A3); Anscombe (1961) and Anscombe and Tukey (1963) for checking normality (assumption A4) and homoscedasticity (assumption A2).
Many of these residual-based methods for validating the assumptions (A1)-(A4) are summarized and discussed in the excellent monographs of Cook and Weisberg (1982) and Atkinson (1985) ; indeed, the references in these two monographs serve as excellent resources for the literature in this area.
It should be pointed out that the computation of R involves the reuse of the data (Y, X) as this is also used for estimating β and σ 2 , and in statistics utilized in testing hypotheses for β and σ 2 . As a consequence of this reuse of the data (Y, X), the residual vector generally obtains a more complicated distributional structure; in particular, the residuals are not independent even if (A1)-(A4) hold, in contrast to the independence of the 'true' residual vector = (Y − Xβ)/σ. The impact, especially the non-negligible change on the distributional properties of the residuals even in large samples, by the substitution of estimators for unknown parameters to obtain the residuals have been duly noted in research papers, cf., Durbin and Watson (1950) , Anscombe and Tukey (1963) , Theil (1965) , and Atkinson (1985, p. 24) . However, in practical settings, especially in the assessment of (A1)-(A4) through graphical methods, the impact of the aforementioned substitution is mostly ignored.
Existing methods for checking the validity of (A1)-(A4) can be classified into two types: graphical methods and formal significance testing methods. Graphical methods, which we usually teach in our elementary courses because of ease and convenience by virtue of the fact that most statistical softwares automatically generate the 'appropriate' plots, usually involve a combination of plots of the residuals R with respect to fitted values, functions of both included and omitted predictor variables, and time sequence, as well as their normal probability plots and histograms/boxplots, cf., Cook and Weisberg (1982), Atkinson (1985) , and Cook (1998). These graphical methods are also utilized to detect outlying and/or influential observations, though from a mathematical viewpoint, these latter issues can be subsumed into the assessment of (A1)-(A4). Graphical methods are certainly convenient to use, especially so with the availability of statistical softwares that easily generate a multitude of plots; however, its use in assessing (A1)-(A4)
is also highly subjective, and it could be quite misleading owing to the effect of the substitution of estimators for the unknown parameters. Furthermore, a particular plot is used to assess a particular assumption, but sometimes it is not clear how combinations of violations of (A1)-(A4) could impact the behavior of the resulting plot. Thus, it will be beneficial to the practitioner if we could augment these residual plots with a value that could serve as a measure of the degree in which the assumptions (A1)-(A4) are violated.
Formal significance tests for (A1)-(A4) involve testing the null hypothesis (H 0 ) versus the alternative alternative (H 1 ) where
The typical structure of such a test is to define a statistic S(R) whose sampling distribution is known under H 0 and such that departures from H 0 will manifest in terms of larger values of S(R). Given an observed residual vector R = r, one calculates the p-value via
and the decision to reject H 0 is based on the magnitude of p. However, the current state of the art is that these formal significance tests are typically tests for a specific assumption, so they are not simultaneous or global tests for the four assumptions (A1)-(A4 The remainder of this paper is organized as follows. Section 2 will describe and discuss the global and the component statistics. 'Deletion' statistics obtained by excluding an observation from the analysis will also be described. Their utility for assessing outlying and influential observations will be discussed. The theoretical justification of the global procedure will be presented in Section 3 where it will be derived as a Neyman smooth test.
The asymptotic normality and the asymptotic independence of the compo- 
Global Procedure and Component Statistics
Henceforth, we assume that the matrix X has as its first column the n × 1
t . This is hardly a restrictive assumption as this simply means that we are incorporating an intercept term in model (1), which is typically the case. Recalling that the ith component of the residual vector is
whereŶ i = x i b is the ith fitted or predicted value, the first three component statistics are as follows:
where, withz = 1 n 1 t Z for an n × q matrix Z, we definê
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The fourth component statistic requires a user-supplied n×1 vector V, which by default is set to be the time sequence V = (1, 2, . . . , n) t . It is defined viâ
The global test statistic is defined aŝ
Versions related to the statisticsŜ Perhaps, one of the main contributions of the present paper is combining these different directional statistics in a global statistic and determining its properties, albeit asymptotic properties. We will see in ensuing sections that this combined global statistic could serve as an omnibus statistic for globally testing all the assumptions of the linear model.
For large n, which for application purposes will be understood to mean that n − p ≥ 30, the global test for the hypotheses H 0 versus H 1 in (5) at an asymptotic significance level of α is:
where χ (ii) Deviations from the normal distribution kurtosis of the true error distribution will be generally revealed by large values of statisticŜ × 100, i = 1, 2, . . . , n,
which represent the percent relative change in the value of the global statistiĉ Related to the statistic in (15) is to compute the p-values after the deletion of each of the observations, that is, Clearly, this deletion idea could be extended to each of the component statistics; however, it appears that for economy of information, the deletion statistics pertaining to the global statistic will suffice for data-analytic purposes. We mention that our S-Plus program which implements the procedures have the option of computing the above quantities for each of the component statistics.
The computation of these 'deletion' statistics can be efficiently performed by solely utilizing quantities obtained by fitting the model using the full data. These computational formulas arise as a consequence of the important matrix inversion formula (cf., Atkinson (1985) , formula (2.2.1)) which states that for a nonsingular matrix A and matrices U and V,
Denote by h ij the (i, j)th element of the projection matrix
Then, for i = 1, 2, . . . , n (cf., the formulas (2.2.8) and (2.2.9) in Atkinson (1985)),
Consequently, the standardized residual associated with the jth observation when the ith observation is excluded from the analysis is
and its inverse,Γ[i], andσ 
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On the other hand, becauseŶ
Using the above expression, we may computeΩ[i] according tô
Analogous arguments lead tô
from which upon applying (17), we obtain
Finally, by using (21) and the obvious identity
Theoretical Interludes
From (1), the vector of 'true' residuals
is equal-in-distribution to the error vector . If H 0 holds, then the density
where φ(·) is the standard normal density function. Following Neyman's (1937) idea of constructing a 'smooth' test (cf., Thomas and Pierce (1979) and Rayner and Best (1989)), we embed f R 0 (r 0 ) into a class of density functions, indexed by θ = (θ 1 , θ 2 , . . . , θ 6 ) t , whose members are of form
where
The function C(θ) in (27) is a proportionality constant which makes f R 0 (r 0 |θ) a density function. Also, as mentioned in Section 2, the vector V is a usersupplied vector. Notice that in the embedding class, the null hypothesis density function obtains when θ = 0.
Let us first consider the case where β and σ 2 are known, so
Within the embedding class of density functions specified by (27), the score test for H * 0 : θ = 0 versus H * 1 : θ = 0 is easily developed. Indeed, it is straightforward to see that the score test statistic at
Since under
, so it is immediate that the covariance matrix of
If, as n → ∞, the following conditions are satisfied:
(a) There exists a nonsingular p×p matrix Σ X such that
then it follows from the Lindeberg-Feller Central Limit Theorem (CLT) that,
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In this situation where β and σ 2 are assumed known, notice the asymptotic dependence of the components Q 1 , Q 3 and Q 5 ; as well Q 2 and Q 4 . For this situation, an asymptotic α-level score test for H *
However, since σ 2 and β are unknown, then neither R 0 nor Σ
11 are observable. There is therefore a need to plug-in estimators for σ 2 and β in
, and by substituting the ML estimators s 2 and b in (3) and (2), respectively, we obtain the (estimated) residual vector
To develop a test based on R, we need the asymptotic distribution of Q(R; s, b) under H 0 . Towards this goal, observe that the ML estimating equations for σ 2 and β that give rise to s 2 and b are
Augmenting the vector Q with A and B, then by invoking the LindebergFeller CLT we find that, under H 0 plus the conditions guaranteeing asymptotic normality of Q(R 0 (σ 2 , β); σ 2 , β) which were enumerated earlier,
and with µ X and Γ(β) defined according to
By virtue of (33) and (34), when s 2 and b are substituted for σ 2 and β, respectively, then the last two components in the augmented vector are both equal to zero. Consequently, it follows by multivariate normal theory, or it could be established more formally by relying on Pierce's (1982) result, that
To provide a simplified form for this limiting covariance matrix, we establish the following intermediate result.
Applying the partitioned matrix inverse theorem (cf., Anderson (1984) , Th.
A.3.3), we obtain
Since µ X = (1 µ W ), then the assertion immediately follows by (matrix) multiplication.
By straightforward multiplication, and applying Lemma 1, we obtain
is the correction factor in the limiting covariance matrix arising from plugging-in s 2 and b for σ 2 and β, respectively. This factor is clearly non-negligible. Finally, from (31) and (38), a simplified form of Ξ 11.2 is
We formally state this asymptotic result as a theorem. S-Plus, in particular, random variates were generated using the random number generators in S-Plus, and for the linear model fitting, the S-Plus object lm was utilized.
The first set of runs was for the purpose of determining if the procedures achieve the pre-specified level of significance for the three sample sizes considered. The level of significance was set to 5%. For each run of this set, the response values were generated according to the model
where i 's were generated from a standard normal distribution. For the resulting data, (Y i , x i ), i = 1, 2, . . . , n, the model
was fitted and the resulting residuals, R i , (i = 1, 2, . . . , n), were utilized in the testing procedure. The user-supplied vector V was taken to be the default As of yet we are unable to explain this puzzling phenomenon! In contrast, note that the other three tests could not detect uniform distributed errors! Also, when the degrees-of-freedom of the t-distribution increases, then the power of the tests decreases; however, this is to be expected since as the degrees-of-freedom increases, then the t distribution becomes closer to the normal distribution. have high powers, and the combination of these tests made the global test more powerful.
The next set of runs were for mis-specified link functions, that is, when (A1) is violated. The data analyzed were generated according to the model
with i 's i.i.d. from N (0, 1). Model (42) was fitted to the resulting data. Table 6 provides a summary of the simulated powers of the tests for different 24 sets of (β 2 , γ). Interestingly, the directional tests based onŜ are not sensitive to this violation. The best directional test is that based on Notice that when β 2 = 1 and γ ∈ {.5, 2}, the powers of the tests are very low. This could be a consequence of the fact that for this parameter set, the signal-to-noise ratio (SNR) is very low. This SNR may be measured via
with the notation that E{MSE(Model A)|Model B} is the expectation of the mean-squared error when Model A is fitted with the expectation evaluated with respect to Model B. Thus, E{MSE(True)|True} = σ 2 . To obtain the relevant SNR for the mis-specified model considered in the simulation, consider the more general model given by
to be the true model, where V is of full rank with rank q.
Lemma 2 Let MSE = {Y t (I − P X )Y}/(n − p) be the mean-squared error from fitting the model Y = Xβ + σ , and assume model (47) holds. Then
Proof: For notational convenience, for an n × r matrix A, P[A] denotes the projection operator on the linear subspace generated by the columns of A.
Then, we have
Under model (47), the expectation of the first term on the right-hand side is (n − p − q)σ 2 , and E{Y} = µ ≡ Xβ + Vω and Cov{Y} = σ 2 I. Therefore, by projection properties,
Thus,
completing the proof.
Using the result in Lemma 2, when the true model is (47) and model (1) is fitted, then the SNR is
As expected, note that SNR becomes zero whenever ω = 0 or V = AX, i.e., when the columns of V are in the linear space generated by the columns of X. Indeed, recognize that the SNR in (48) is the mean-squared error (MSE) obtained by regressing Vω/σ on X. Applying this general result to the model used in the simulation, we have the correspondences
t , and ω = β 2 , so for this model, (48) simplifies to
Since the x i 's were from a standard uniform distribution, for large n, we obtain the approximations
Using these approximations, for large n, the expression in (49) can be approximated by
For the values of (β 2 , γ, σ) utilized in the simulation studies, we obtain SNR(1, .5, 1) ≈ . These values explain the ordering of the simulated powers for theŜ 
The final set of simulation runs concerns violations of assumption (A3).
We considered two models for generating dependent error terms. The first model, which endows the error sequence a martingale structure, is Y i = x i + i , i = 1, 2, . . . , n, where, with * j 's i.i.d. from N (0, 1),
The second class of models has a Markov structure for the error sequence.
In this model, the error sequence is defined according to
with ρ being a dependence parameter. In the simulation, we performed runs for ρ = 1 and ρ = 3. Table 7 summarizes the simulated powers of the tests under these dependent error models. Observe that for the martingale error structure, the best test is the global test, with theŜ by the first four plots in Figure 1 , especially the third and fourth plots.
Recognizing the limitation that the sample size of this data set may not be large enough to achieve good approximations for our proposed procedures, we nevertheless applied the global test procedure and obtained the valuê Figure   1 . Examining these plots, it is evident that observation 12 is truly unusual.
In particular, notice from the last graph in Figure 1 Ruppert and Carroll's (1980) water salinity data (see Table 3 in their paper)
which they used to illustrate robust regression techniques, and which was also used for illustrative purposes in Atkinson (1985) . We use this data set to demonstrate the possible utility of the deletion statistics for detecting outlying and/or influential observations, as well as in model construction in conjunction with the model validation statistics. The data set consisted of 28 observations on the variables Salinity, which is the water salinity at the specified time period; LagSalinity, which is the water salinity lagged two weeks; Trend, which represents one of the six biweekly periods in March to May; and WaterFlow, which is the river discharge. The response variable is Salinity, while the predictor variables are LagSalinity, Trend, and WaterFlow. 
Example 3:
A well-known data set (see Table 4 in Box and Cox (1964)) arising from a designed textile experiment is the wool data set consisting of 27 observations on the number of cycles to failure of a worsted yarn for is very close to .10 which may be indicative of a mild heteroscedasticity or dependent errors. Figure 5 presents the relevant plots for this model fitting.
The first four panels show no unusual patterns, which is consistent with the quantitative values provided by the global and directional statistics. The last two panels, which are plots of ∆Ĝ Figure 2: Plots pertaining to the analyses of the water salinity data. The first two panels are plots arising from the analysis using the original data set. The next two panels are from the analysis using the corrected data set. The last two panels are those from the corrected data set, but with the fitted model including a quadratic term of WaterFlow. 
