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ABSTRACT 
Fused deposition modeling (FDM) is an additive manufacturing technology for rapid prototyping 
that can build 3D complex geometry parts in least possible time with minimum human 
intervention and without use of tooling. The process parameters such as layer thickness, 
orientation, raster angle, raster width and air gap along with their interactions largely influence 
on dimensional accuracy of FDM processed ABSP 400 (Acrylonitrile-butadine-styrene) part 
which can be expressed as change in length, width and thickness. This study presents 
experimental data and fuzzy decision making logic in integration with the Taguchi method for 
improving the dimensional accuracy of FDM built parts. It is observed that length and width 
decreases but thickness shows positive deviation from desired value of the built part. Optimum 
parameters setting to minimize change in length, width and thickness of standard test specimen 
have been found out using Taguchi’s parameter design. Experimental results indicate that 
optimal factor settings for each response are different. Therefore, all the three responses are 
expressed in a single response index through fuzzy logic approach. The process parameters are 
optimized with consideration of all the performance characteristics simultaneously. An inference 
engine is developed to perform the inference operations on the rules for fuzzy logic based on 
Mamdani method. This study also presents two prediction models- one based on Taguchi 
approach and the other on ANN approach for assessment of dimensional accuracy of FDM built 
parts subjected to different operating conditions. The predicted values obtained from Taguchi’s 
additive model and ANN model are in good agreement with the values from the experimental 
data with mean absolute percentage error of 3.16 and 0.15 respectively. It was found that ANN 
model is able to predict overall performance characteristic at all operating condition to a higher 
degree of accuracy. Finally, experimental results are provided to confirm the effectiveness of the 
proposed fuzzy approach.  
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Chapter 1 
INTRODUCTION 
 
To remain competitive in the market, reduction in product development time became a 
major concern for industries and hence, industries are looking forward to shift their focus from 
traditional product development methodology to rapid fabrication techniques [1]. Besides, to 
obtain prototype parts quickly being able to test for component fit and function can help 
industries to market the product faster than their competitors. A wide variety of parts building 
methods have been developed but most of these methods require a long process cycle, laborious 
and/or energy intensive. Obviously, new and effective fabrication techniques are highly desirable 
for prototypes. Application of rapid prototyping (RP) technologies enables one to develop 
prototype parts quickly to a great extent [2, 3]. Some of the latest developments within the 
automotive industry have shown how emerging rapid prototyping technologies can be used to 
reduce the time required for designing and manufacturing of prototypes. Rapid prototyping refers 
to a number of automated machines or manufacturing methods like stereo lithography (SL), 
fused deposition modeling (FDM), selective laser-sintering (SLS), and laminated object 
manufacturing (LOM) which rapidly fabricate three dimensional (3D) solid models from CAD 
data automatically without application of tooling and least human intervention with reasonable 
time and cost [4, 5]. Another advantage with RP is to produce functional assemblies by merging 
sub-assemblies into single unit at the computer aided design (CAD) stage and thus reduces part 
counts, handling time, and storage requirement and avoids mating and ﬁt problem [6, 7]. In 
general, rapid prototyping method begins with creating a CAD ﬁle or solid modeling file (in STL 
file format) to represent the object geometry as shown in Figure 1.1, slicing this ﬁle into a 
multiple-layer data format representing the horizontal cross sections of the part as shown in 
Figure 1.2 and converting this layer-wise data into proper numerical codes. These codes are then 
used to control the X–Y–Z movements of a material-depositing nozzle and an object-supporting 
platform [8]. A plastic filament or metal wire is unwound from a coil and supplies material to 
an extrusion nozzle. The nozzle is heated to melt and extrude out small beads of thermoplastic 
material. Then corresponding to the virtual cross section from the CAD model, each layer is built 
2 
 
on the preceding layer by each machine’s particular material fabrication technology and are 
joined automatically to create the final model or part [9].  
 
  
 
Figure 1.1: CAD file representing a model                     Figure 1.2: Slicing CAD file representing 
                                                                                                     horizontal cross section of model 
 
In this study, the RP technique uses fused deposition modeling (FDM) as an additive 
manufacturing technology to fabricate 3D parts. Fused deposition modeling is commonly used 
for modeling, prototyping and production applications. Fused deposition modeling first 
introduced in the late 1980s, was developed to produce high quality 3D built parts with complex 
geometries [10]. FDM works on the principle of laying down materials in layers. 
Today, the fused deposition modeling processed parts are widely used in automobiles, 
medical fields, aerospace industries, household equipments, computers, construction of 
machines, etc. Although RP is an efficient technology for reduction in intricate parts build time 
and production of parts without use of tools but its full scale application has not gained much 
emphasis because influence of various process parameters on dimensional accuracy, part 
strength, build time and surface quality of built parts have not been adequately addressed [11, 12, 
13, 14]. Hence, it is absolutely necessary to understand the shortcomings of a process before 
recommending for industrial application. It has been proposed that improvement of surface 
quality, part strength, build time, accuracy and repeatability are key issues to be addressed for 
successful implementation of RP technology [13, 14]. A good number of researchers have 
suggested that by adjusting the process parameters suitably during fabrication stage part 
accuracy, strength and quality may be improved [15]. For achieving better dimensional accuracy 
of FDM built parts, it is important to select process parameters and study the effect of these 
parameters on responses. Usually, the desired fused deposition modeling process parameters are 
determined based on experience or referring to machine manual/handbook. However, this does 
not ensure that the selected process parameters result in optimal or near optimal response for that 
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particular FDM machine and environment. Therefore, an alternative approach based on the 
Taguchi method is used in this study as an efficient method to determine the optimal process 
parameters. This method provides a simple and systematic approach to optimizing designs for 
performance, quality and cost [16, 17]. Parameter design, based on the Taguchi method, can 
optimize the performance characteristic through the setting of process parameters and can reduce 
the sensitivity of the system performance to sources of variation. Taguchi method can understand 
the process parameters and their possible interaction effects on responses like accuracy of 
dimensions in different directions of fused deposition modeling built parts with minimum 
experimental runs [18] and propose an additive (predictive) equation. However, most published 
Taguchi applications to date have been concerned with the optimization of a single performance 
characteristic. When multiple performance characteristics are considered, the Taguchi approach 
becomes unsuitable because several problems are encountered in the optimization of a process 
with multiple responses. For example, the category of each performance characteristic may not 
be same and the importance of the performance characteristics may differ [19, 20]. Therefore, in 
this study, the use of fuzzy decision-making logic to perform fuzzy reasoning of multiple 
performance characteristics has been used. It is shown that optimization of multiple performance 
characteristics can be transformed into optimization of a single performance index through fuzzy 
logic. As a result, the integration of fuzzy logic with the Taguchi method can be used to solve 
optimization of the multiple performance characteristics. Here, optimization of multi-output 
performance measures such as change in length, width and thickness of FDM built parts is 
studied using the proposed approach. All the responses need to be individually minimized 
whereas overall multi-response performance index, the multiperformance characteristic, is 
maximized. 
Like any experimental investigation, dimensional accuracy trials on FDM built parts also 
demand substantial amount of time, energy and materials. Hence, to supplement to the 
experiments artificial neural network is adopted. Over the last two decades, different modeling 
methods based on artificial neural networks (ANNs) have been used by many researchers for a 
variety of engineering applications. ANNs are a family of massively parallel architectures that 
solve difficult problems via the cooperation of highly interconnected but simple computing 
elements (or artificial neurons) arranged in layers. ANN represents a powerful tool for the
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identification of the relevant parameters and their interactions especially when relationships are 
very complex and highly non-linear. In the present study, predictive model based on artificial 
neural network have been presented for assessment of dimensional accuracy of FDM built parts 
subjected to different operating conditions. Taguchi’s orthogonal array (OA) used for 
experimental data collection in a systematic fashion helps to develop valid ANN predictive 
model conveniently. The model is expected to perform better compared to additive model 
generated in Taguchi method because non-linearity is not considered in Taguchi’s predictive 
model. Finally, a comparative study of effectiveness of both the models has been made.  
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Chapter 2 
LITERATURE REVIEW 
 
A study made by Vasudevarao et al. [21] shows that when parts are fabricated using ABS 
400 plastic on a FDM 1650 machine, layer thickness and part orientation significantly affect 
surface roughness. Es Said et al. [22] have observed that raster angle causes anisotropic behavior 
of FDM built parts and orientation influences alignment of polymer molecules along the 
direction of deposition during fabrication. Since semi-molten filament is extruded from nozzle 
tip and solidified in a chamber maintained at certain temperature, change of phase is likely to 
occur. As a result, volumetric shrinkage takes place resulting in weak interlayer bonding and 
high porosity. Khan et al. [23] have identified important parameters and their levels for 
improving the ﬂexibility of FDM built parts using design of experiments approach. They have 
concluded that layer thickness, raster angle and air gap influence the elastic performance of the 
FDM ABS prototype. Studies have demonstrated that compressive strength is severely affected 
by build direction in RP systems [24]. Anitha et al. [25] uses Taguchi method to determine the 
effect of layer thickness, raster width and deposition speed each at three levels on the surface 
roughness of FDM part. The results indicate that layer thickness is the most inﬂuencing process 
parameter affecting surface roughness followed by raster width and deposition speed. Several 
attempts have been made to improve the part accuracy, surface ﬁnish, strength, etc. by proper 
adjustment of process parameters by numerous researchers. Lee et al. [24] have performed 
experiments on cylindrical parts made using three RP processes FDM, 3D printer and nano- 
composite deposition (NCDS) to study the effect of build direction on compressive strength. 
Experimental results show that, out of three rapid prototyping technologies, parts build by NCDS 
are highly affected by the build direction. When material is extruded from nozzle, it cools from 
glass transition temperature to chamber temperature causing inner stresses to be developed due 
to uneven deposition speed resulting in inter layer and intra layer deformation that appear in the 
form of cracking, de-lamination or even part fabrication failure. These phenomena combine to 
affect the part strength and dimension [26]. It has been observed that deformation is more in
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bottom layers than upper layers. Higher the stacking section lengths, deformation becomes 
larger. If chamber temperature increases, deformation will gradually decrease and become zero 
when chamber temperature equals glass transition temperature of material. Therefore, it is 
proposed that material used for part fabrication must have lower glass transition temperature and 
linear shrinkage rate. Also the extruded ﬁbre length must be small. 
Simulation of FDM process using finite element analysis (FEA) shows that distortion of 
parts is mainly caused due to accumulation of residual stresses at the bottom surface of the part 
during fabrication [27]. Pandey and Ragunath [28] have shown that laser power and scan length 
are most inﬂuencing process variables along X direction, laser power and beam speed are 
signiﬁcant along Y direction and beam speed, hatch spacing and part build temperature are 
signiﬁcant along Z direction while studying shrinkage phenomena in Selective Laser Sintering 
part. Zhou et al. [29] studied the effect of ﬁve control factors such as layer thickness, overcure, 
hatch spacing, blade gap, and part location on build platform and few selected interactions on the 
accuracy of SLS parts. It has been observed that the factor settings for maximum accuracy 
depend on geometrical features in the part. Campanelli et al. [30] have recommended that hatch 
overcure and border overcure must be set at their maximum level for improving part accuracy 
when layer thickness is high. If low layer thickness is desired then hatch overcure should be 
maintained at medium level and border overcure at maximum level. These process settings not 
only improve part accuracy but also eliminate the necessity for post curing the SLS parts. Ahn et 
al. [31] have pointed out that process parameters such as air gap and raster orientation 
signiﬁcantly affect the FDM processed part strength as compared to other parameters like raster 
width, model temperature and color through experimental design and analysis. Venkata et al. 
[32], Byun and Lee [33] have pointed out that orientation is an important process parameter for 
part strength, dimensional accuracy, surface finish, part build time and cost in layered 
manufacturing. Sood et al. [18] have empirically shows that mechanical properties like tensile 
strength and flexural strength uniformly decreases with increase in orientation angle. The major 
reasons for decrease in mechanical properties may be caused due to void formation and 
thermally induced stresses in FDM built parts. Such detrimental effects may be reduced by 
proper adjustment of part orientation along with other process parameters. Bellehumeur et al. 
[34] have experimentally demonstrated that bond quality between adjacent ﬁlaments depends on 
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envelope temperature and variations in the convective conditions within the building part while 
testing FDM specimen strength. Temperature proﬁles reveal that temperature at bottom layers 
rises above the glass transition temperature and rapidly decreases in the direction of movement 
of extrusion head. The minimum temperature increases with the number of layers. 
Microphotographs indicate that diffusion phenomenon is more prominent for adjacent ﬁlaments 
in bottom layers as compared to upper layers. Literature unveil that quality of built parts can be 
significantly enhanced without incurring any additional cost in hardware and software if process 
parameters are properly adjusted during fabrication stage [35, 15]. The foregoing discussions 
reveal that properties of FDM processed parts are sensitive to processing parameters because 
parameters affect meso-structure. Also non-uniform heating and cooling cycles due to inherent 
nature of FDM build methodology results in stress accumulation in the built part resulting in the 
distortion and dimensional inaccuracy which are primarily responsible for weak bonding [26].  
Based on literature study, it has been found that the effect of process parameters in 
improving quality of FDM built parts, specifically, dimensional accuracy have been devoted to a 
limited extent. Since dimensional accuracy is important for component fit and function, therefore 
it is absolutely essential to establish best parameter settings through a structured methodology for 
obtaining the better dimensional accuracy of FDM processed part. 
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Chapter 3 
EXPERIMENTAL DETAILS 
 
Fused deposition modeling (FDM) is one of the rapid prototyping processes that build 
part of any geometry by sequential deposition of material on a layer by layer basis. Existing 
examples tend to prove that this process offer time and cost advantages over conventional 
technologies [3, 36]. One of the current challenges faced by FDM users is the quality of parts 
produced, which is allied with the accurate application of the specified performance [37]. This 
makes it essential to understand the performance of FDM process parts with the variation of 
process parameters so as to make them reliable for industrial applications. In this study, 
dimensional accuracy is considered as measure of part quality in accordance to industrial 
requirements. To achieve this, the present chapter describes the materials used for FDM part 
fabrication and also presents the details of the part fabrication methodology related to design of 
experiment technique based on Taguchi method.  
3.1  Material  
The material used for test specimen fabrication is acrylonitrile butadiene styrene (ABS 
P400). ABS (chemical formula ((C8H8· C4H6· C3H3N)n) is a common thermoplastic. ABS is 
derived from acrylonitrile, butadiene, and styrene and carbon as shown in Figure 3.1. It contains 
90-100% acrylonitrile/butadiene/styrene resin and may also contain mineral oil (0-2%), tallow 
(0-2%) and wax (0-2%). Acrylonitrile is a synthetic monomer produced from propylene and 
ammonia; butadiene is a petroleum hydrocarbon obtained from the C4 fraction of steam cracking;  
styrene monomer is made by dehydrogenation of ethyl benzene - a hydrocarbon obtained in the 
reaction of ethylene and benzene. ABS is a co-polymer made by polymerizing styrene and 
acrylonitrile in the presence of poly-butadiene. The result is a long chain of poly-butadiene criss- 
crossed with shorter chains of poly (styrene-co-acrylonitrile). The nitrile groups from 
neighbouring chains, being polar, attract each other and bind the chains together, making ABS 
stronger than pure polystyrene.  
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Figure 3.1: Monomers in ABS polymer 
Its three structural units provide a balance of properties with the acrylonitrile providing heat 
resistance, butadiene imparting good impact strength and the styrene gives the copolymer its 
rigidity. The most significant advantages of ABS plastic are high hardness and impact strength, 
high toughness, high chemical and thermal resistance, resistance to distortion from humidity, 
negligible creep and easy processing while a relatively low fatigue strength is a disadvantage 
[38, 39].   
3.2  Experimental design 
In conventional experiments, effect of only one factor is investigated independently at a 
time keeping all other factors at fixed levels. Therefore, visualization of impact of various factors 
in an interacting environment really becomes difficult. Thus, more experimental runs are 
required for the precision in effect estimation, general conclusions cannot be drawn and the 
optimal factor settings are difficult to obtain. To overcome this problem, design of experiment 
(DOE) approach is used to effectively plan and perform experiments, using statistics and is 
commonly used to improve the quality of products or processes. Design of experiments is a 
robust analysis tool for modeling and analyzing the influence of control factors on performance 
output. FDM is such a process in which a number of control factors collectively determine the 
performance output in other words the part quality. Hence, in the present work Taguchi’s 
parameter design can be adopted to optimize the process parameters leading to the improvement 
in dimensional accuracy of the part and study the effect of various parameters including their 
possible interactions. The most important stage in the DOE lies in the selection of the control 
parameters and their levels. Therefore, a large number of parameters are initially included so that 
Acrylonitrile Butadiene Styrene 
N CH2 CH2 
CH2 
H2C 
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insignificant process variables can be identified at earliest opportunity. FDM process has large 
number of process related parameters which are briefly defined as follows [32, 33, 40]:  
 
 Part fill style                                     Determines the fill pattern used to build a solid  
                                                                  model. It is of two types:  
 Perimeter/rasters: Creates a part fill consisting   
of a single outer contour and internal raster fill. 
 Contours to depth: Fills the part with an outer 
contour, internal contours and internal raster 
fills. The number of additional contours is 
determined by the depth of contours value. 
 
 Contour width    The width of the contour tool path that surrounds 
each of the part curves. Every part curve is filled by 
using at least one contour. 
 
 Part interior style                              Choose the manner in which part interior is filled. It 
is of three types: 
 Solid normal: Fills the part completely. 
 Sparse: Minimize the amount of material use.   
Utilizes a unidirectional raster 
 Sparse double dense: Minimizes the amount of 
model material used, but utilizes a cross hatch 
raster pattern (instead of unidirectional) for 
added strength. 
                                                                         
 Visible surface                             The intent of this feature is to maintain part   
appearance while allowing for a coarser, faster fill. 
The default choice is Normal rasters. 
 
 Part XY shrinkage factor                    The shrinkage factor applied in the XY plane. 
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 Part Z shrinkage factor                        The shrinkage factor applied in the Z direction. 
 
 Perimeters to raster air gap                 The gap between the innermost contour and the 
edge of the raster fill inside of the contour. 
 
 Layer thickness  It is a thickness of layer deposited by nozzle and   
depends upon the type of nozzle used. 
 
 Orientation    Part build orientation or orientation refers to the  
inclination of part in a build platform with respect 
to X, Y, Z axis where X and Y-axis are considered 
parallel to build platform and Z-axis is along the 
direction of part build. 
 
 Raster angle  It is the direction of raster relative to the X-axis of 
build table. 
 
 Part raster width (raster width)          Width of raster pattern used to fill interior regions of 
                                                                        part curves.          
 
 Raster to raster gap (air gap)             It is the gap between two adjacent rasters on same   
                                                            layer.  
 
Previous research suggests that major part of quality output of FDM processed part 
primarily depends on few control factors [21, 23-25]. Based on these exhaustive literature 
review, five important control factors such as layer thickness (A), part build orientation (B), 
raster angle (C), raster width (D) and raster to raster gap (air gap) (E) are considered to study 
their influence on dimensional accuracy of FDM processed component. The levels of factors are 
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selected in accordance with the permissible minimum and maximum settings recommended by 
the equipment manufacturer, experience, and real industrial applications. 
The selected control parameters and their values at different levels are listed in Table 3.1 and 
other parameters (Table 3.1) are kept at their fixed level.  
 Table 3.1: Parameters and their levels  
 
 
3.2.1  Taguchi experimental design 
Study of ﬁve factors at three levels requires 243 (35) experiments if classical design of 
experiment (DOE) is used but same statistically valid results can be obtained if Taguchi method 
is adopted with lesser number of experiments [41]. In Taguchi design, selection of orthogonal 
array is an important issue for obtaining valid conclusions and this is used for design of 
experimental plan and experiments are carried out according to designed plan. To select an 
appropriate orthogonal array for experiments, the total degrees of freedom must be computed. 
The degrees of freedom are defined as the number of comparisons between process parameters 
that must be made to determine which level is better and, specifically, how much better it is. For 
example, a three level process parameter counts for two degrees of freedom. The degrees of 
freedom associated with interaction between two process parameters are given by the product of 
the degrees of freedom for the two process parameters. Here, four interaction effects are 
Fixed 
Parameters 
  
Control Parameters 
    Parameter Value Unit 
 
Parameter Symbol Level 
  
Unit 
    
1 2 3 
 
Part fill style Perimeter/Raster − 
Layer 
thickness A 0.127 0.178 0.254 mm 
Contour 
width 0.4064 mm Orientation B 0 15 30 degree 
Part interior 
style Solid normal − 
Raster 
angle C 0 30 60 degree 
Visible 
surface Normal raster − 
Raster 
width D 0.4064 0.4564 0.5064 mm 
X Y & Z 
shrink factor 1.0038 − Air gap E 0 0.004 0.008 mm 
Perimeter to 
raster air gap 0.0000 mm 
      
13 
 
1 (A) 
 2 (C) 
 9 (D) 
 10 (E) 
(D) 
 
B (5) 
(D) 
 
6, 7 
 8, 11 
 3, 13  
 
4, 12 
 
considered as there is more interaction between FDM process parameters during 
experimentation. Since ﬁve factors each at three level and four interactions are considered in this 
study, the total degree of freedom happens to be 26 (i.e. 10 degrees of freedom owing to five sets 
of process parameters and 16 degrees of freedom owing to their interactions in FDM process). 
Once the degrees of freedom are known, next step is to select an orthogonal array to fit the 
specific task. In this study, the appropriate orthogonal array is L27 (3
13
). This array consists of 13 
columns for assigning factors and/or interaction and 27 rows for designating the trial or 
experimental conditions. To avoid the confounding effect, assignment of factors and interactions 
is made based on linear graph as shown in Figure 3.2.  
 
 
 
 
 
 
Figure 3.2: Linear graph 
 
Each dot in the linear graph represents the factor with assigned column number in the bracket 
and line joining two dots corresponds to the interaction between the factors assigned to the   
column numbers shown on the lines. Out of several parameters, since part orientation seems to 
inﬂuence to a greater extent than any other parameter, therefore, in this study interaction of 
orientation with all other factors is considered and so it is assigned to column number 5. In order 
to change the layer thickness, nozzle has to be changed. Frequent change of nozzles is time 
consuming and involves wastage of material. To prevent this, layer thickness is assigned to 
column number 1. Factor C is assigned to column 2, factor D is assigned to column 9 and factor 
E is assigned to column 10 as indicated by linear graph. The experimental layout showing the 
FDM process parameters and their levels using L27 orthogonal array are presented in Table 3.2. 
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Table 3.2: Experimental layout using an L27 orthogonal array 
Experiment 
Number 
FDM parameter level 
 
Layer thickness Orientation Raster angle Raster width Air gap 
(A) (B) (C) (D) (E) 
1 1 1 1 1 1 
2 1 2 1 2 2 
3 1 3 1 3 3 
4 1 1 2 2 2 
5 1 2 2 3 3 
6 1 3 2 1 1 
7 1 1 3 3 3 
8 1 2 3 1 1 
9 1 3 3 2 2 
10 2 1 1 2 3 
11 2 2 1 3 1 
12 2 3 1 1 2 
13 2 1 2 3 1 
14 2 2 2 1 2 
15 2 3 2 2 3 
16 2 1 3 1 2 
17 2 2 3 2 3 
18 2 3 3 3 1 
19 3 1 1 3 2 
20 3 2 1 1 3 
21 3 3 1 2 1 
22 3 1 2 1 3 
23 3 2 2 2 1 
24 3 3 2 3 2 
25 3 1 3 2 1 
26 3 2 3 3 2 
27 3 3 3 1 3 
    
3.3  Specimen fabrication 
Specimens are fabricated using FDM Vantage SE machine as shown in Figure 3.3 for 
dimensional analysis. This machine is developed and marketed by Stratasys Inc., 14950 Martin 
Drive, Eden Prairie, MN 55334-2020 U.S.A. As compared to other vantage series machines like 
vantage I, vantage X and vantage S, vantage SE series machine has large build chamber volume 
(406×355×406mm) as shown in Figure 3.4. It incorporate multiple materials like ABS, ABSi 
(high impact grade of ABS), Polycarbonate (PC) and PC-ABS and uses water soluble support for 
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ABS, ABSi and PC-ABS and break away support structure for PC. Support material use can be 
easily breakaway by hand.   
 
 
Figure 3.3: FDM Vantage SE machine 
 
 
Figure 3.4: Build chamber of vantage SE machine 
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It has two auto load model material and two auto load support material canisters with 1510 cm
3
 
modeling material per canister as shown in Figure 3.5. Vantage SE machine has automatic 
changeover facility between canisters [40].  
 
 
Figure 3.5: Loaded model and support material canisters 
 
3D solid model of test part as shown in Figure 3.6 is generated using CATIA V5 software and 
exported as STL (stereolithography) file. STL file is imported to FDM software (Insight). 
Software breaks the STL model into individual slices and generate tool path. 
 
 
 
 
 
Figure 3.6: Test specimen for dimensional analysis (dimensions are in mm) 
L, W and T denote direction in length, width and thickness 
Here, control parameters (Table 3.1) are set as per experiment layout (Table 3.2) and other 
parameters (Table 3.1) are kept at ﬁxed level. The ABS thermoplastic material used in FDM 
process will melt at a preselected temperature and rapidly solidify upon adhering to the previous 
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layer. The build ABS P400 material in the form of a filament (flexible strand) is supplied from a 
supply source spool to the head of the machine as shown in Figure 3.7. The filament of a solid 
material is introduced into a channel of the nozzle. FDM use two nozzles, one for part (model) 
material deposition and other for support material deposition, both works alternatively (Figure 
3.7). 
 
 
Figure 3.7: Schematic representation of FDM process 
 
One pair of wheels or rollers having a nip in between are utilized as material advance mechanism 
to grip a filament of modeling material and advance it into a heated chamber or liquefier head as 
shown in Figure 3.8. The front end, near a nozzle tip the material is heated above its 
solidification temperature by a heater (liquefier) and extruded out in a semi-molten state. The 
first layer of a solidifying material dispensed from the nozzle is deposited on to a surface of the 
platform and upon completion of the ﬁrst layer, a second layer of material is then deposited onto 
the ﬁrst layer and adhered thereto as shown in Figure 3.9. These procedures are repeated until the 
3-D physical model is obtained [4, 42]. The nozzle is moved relative to the platform on an X-Y 
plane and build platform moves along the Z-direction. The drive motions are provided through 
drive signals input to the drive motors from CAD/CAM system. 
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Figure 3.8: Head assembly 
 
 
 
Figure 3.9: Molten material laying down in layers 
 
3.4  Measurement  of dimensional accuracy  
Three parts per experiment are fabricated as shown in Figure 3.10 using FDM Vantage 
SE machine. Three readings of length, width and thickness are taken per sample and mean is 
taken as representative value for each of these dimensions. Dimensions are measured using 
Mitutoyo vernier calliper having least count of 0.01 mm. Measured values show that there is 
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shrinkage in length (L) and width (W) but thickness (T) is always more than the CAD model 
value.  
 
 
Figure 3.10: FDM built part 
 
Change in dimension is calculated using Eq. (1).  
                                                           CADXXΔX                                                   (1) 
where X is the measured value of length or width or thickness, XCAD   represent the respective 
CAD model value and ΔX represent change in X. The experimental observed data for responses 
like change in length (ΔL), width (ΔW) and thickness (ΔT) are presented in Table 3.3. 
Table 3.3: Experimental observed data for responses 
Experiment 
Number 
Responses 
ΔL ΔW ΔT 
1 0.0460 0.0599 0.1166 
2 0.0959 0.0433 0.1566 
3 0.0853 0.0833 0.1033 
4 0.0386 0.0733 0.1066 
5 0.1526 0.0499 0.1533 
6 0.1413 0.0433 0.1066 
7 0.0226 0.0533 0.1266 
8 0.1100 0.0666 0.1600 
9 0.0940 0.0633 0.1499 
10 0.0099 0.0200 0.1066 
11 0.0266 0.0766 0.1733 
12 0.0560 0.0499 0.1800 
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13 0.0773 0.0366 0.1466 
14 0.1126 0.0433 0.1933 
15 0.1059 0.0366 0.1800 
16 0.0606 0.0366 0.1199 
17 0.0733 0.0666 0.1700 
18 0.0380 0.0366 0.1466 
19 0.0573 0.0199 0.2633 
20 0.0506 0.0420 0.3833 
21 0.1193 0.0239 0.3766 
22 0.0333 0.0180 0.3466 
23 0.0286 0.0400 0.4200 
24 0.0973 0.0299 0.2566 
25 0.0199 0.0280 0.2633 
26 0.0486 0.0400 0.3433 
27 0.0206 0.0400 0.3066 
 
3.5  Scanning electron microscope 
The surfaces of the specimen are examined directly by scanning electron microscope (SEM) 
JEOL JSM-6480LV as shown in Figure 3.11. The JEOL JSM-6480LV is a high performance, 
scanning electron microscope with a high resolution of 3.0nm. The low vacuum (LV) mode 
allows for observation of specimens which cannot be viewed at high vacuum due to excessive 
water content or due to a non-conductive surface. It can accommodate up to 8 inch dia specimen.  
 
 
Figure 3.11: Scanning electron microscope (SEM)
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Chapter 4 
METHODOLOGY 
 
4.1  Signal-to-noise ratio 
 In the Taguchi method, a loss function is defined to calculate the deviation between the 
experimental value and the desired value. The signal to noise ratio (S/N) ratio is used to 
determine the performance characteristics deviating from the desired values. The advantage of 
using S/N ratio is that it uses a single measure, loss function, which incorporates the effect of 
changes in mean as well as the variation (standard deviation) with equal priority. Moreover, the 
results behave linearly when expressed in terms of S/N ratios. The linear behavior of results is an 
assumption necessary to express performance in the optimum condition. Usually, there are three 
categories of performance characteristic in the analysis of the signal-to-noise ratio, that is, the 
lower-the-better, the higher-the-better, and the nominal-the-better. Regardless of the category of 
the performance characteristics, the larger signal to noise ratio corresponds to the better 
performance characteristic. Therefore, the optimal level of the process parameters is the level 
with the highest signal-to-noise ratio. Objective of experimental layout is to reduce the change in 
length (ΔL), width (ΔW) and thickness (ΔT), respectively. Hence, lower-the-better quality 
characteristic is considered. The signal-to-noise ratio )( ij of lower-the-better performance 
characteristic can be expressed as:  
 
                                                              )
ij
log(
ij L10                                                                           (2) 
                                               
n
k
ijknij
yL
1
21
                                                                  (3)     
where ijL is the loss function of the i th performance characteristic in the j th experiment, n is 
the number of repetitions and ijky is the experimental value of the i th performance characteristic 
in the j th experiment at the k th observation. 
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4.2  Analysis of variance 
Experimental analysis is made using Minitab R14 software. Main effect plot for S/N ratio 
is used to predict the optimum factor level. Furthermore, a statistical analysis of variance 
(ANOVA) is performed to identify the process parameters and interactions that significantly 
affect the performance characteristic. The percentage contribution (%P) of various process 
parameters and interactions on the selected performance characteristic can be estimated by 
performing ANOVA test. In addition, significance of factors and interactions can also be 
determined by comparing calculated F-value with standard F-value at a particular level of 
confidence (95% in this study). Thus, information about the effect of each controlled parameter 
on the quality characteristic of interest can be obtained. Calculations needed for ANOVA are 
shown from Eqs. (4) - (6). 
 
                                            SSA = 
N
A
TA
23
1
2
l
l
l                                              (4)   
 
where SSA is sum of square of factor A, Al  is sum of the observed data associated with l th 
level of factor A, 
lA
η is number of observations associated with l th level of factor A, T is sum 
of all experimental observation and N total number of observations. 
Without prejudice to the above general expression (Eq. 4), variation due to the other control 
factors can also be determined. 
 
                                            SSA×B = BA
2
1 B)(A
2
SSSS
N
TB)(Ac
m
m
m
                       (5) 
where SSA×B is variation due to the interaction of factors A and B, mB)(A represent sum of data 
under the mth condition of the combinations of factor A and B, c  is number of possible 
combinations of the interacting factors and 
mB)(A
 represents number of data points under this 
condition. 
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Without prejudice to the above general expression (Eq. 5), variation due to the interaction of 
other control factors viz., B×C, B×D and B×E can also be determined. 
 
                                            SST = 
N
T2N
1
2
k
y
k
                                                      (6) 
where SST is a total sum of square, yk is experimental value of each observation from k =1 to N. 
If error degree of freedom becomes zero then factors and interactions having small SS values in 
comparison to maximum SS present in the ANOVA table are pooled. Once the significant 
factors and interactions are known, the final step in a design of experiment approach is to predict 
and verify improvements in performance characteristic values through the use of the combination 
level of significant control parameters using Taguchi’s predictive model. 
Three performance measures – change in length,width and thickness are considered with 
an aim to minimize all these simultaneously at the single factor level setting. However, the 
Taguchi method is best suitable for optimization of a single performance characteristic whereas 
fuzzy logic unit combine the entire considered performance characteristic (objectives) into a 
single value that can be used as the single characteristic in optimization problems. In the present 
study, to consider the three different responses in the Taguchi method, the S/N ratios 
corresponding to the ΔL, ΔW and ΔT are processed by the fuzzy logic unit. 
 
4.3  Fuzzy logic unit 
This section provides an introduction to fuzzy logic unit. Detailed analysis on fuzzy logic unit 
can be found in numerous literatures [43, 44, 45, 46]. The structure of the three-input-one-output 
fuzzy logic unit is shown in Figure 4.1. As outlined in Figure 4.1, a fuzzy logic unit comprises of 
a fuzzifier, knowledge base (membership functions and fuzzy rule base), an inference engine, 
and a defuzzifier. These components are described below: 
   
 Fuzzifier: The real input to the fuzzy system is applied to the fuzzzifier. In fuzzy 
literature, this input is called crisp input since it contains precise information about the 
specific information about the parameter. The fuzzifier converts this precise quantity to 
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 Crisp 
(Input) 
 
 
 
 
 Crisp 
(Output) 
 
 
 
 
the form of imprecise quantity like 'small', 'medium', 'large' etc. with a degree of 
membership to it. Typically, the value ranges from 0 to 1. 
 
 
x1: S/N Ratio for change in length 
x2: S/N Ratio for change in width 
     x3: S/N Ratio for change in thickness 
         y : Multi-Response Performance Index 
 
Figure 4.1: Structure of the three-input-one-output fuzzy logic unit 
 
 Knowledge base: The main part of the fuzzy system is the knowledge base in which both 
rule base and database are jointly referred. The database defines the membership 
functions of the fuzzy sets used in the fuzzy rules where as the rule base contains a 
number of fuzzy if-then rules.  
 Inference engine: The fuzzy inference engine or inference system or decision-making 
unit performs the inference operations on the rules. It handles the way in which the rules 
are combined. 
 Defuzzifier: The output generated by the  inference block is always fuzzy in nature. A 
real world system will always require the output of the fuzzy system to the crisp. The job 
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     S/N ratio of change in length (3) 
       S/N ratio of change in width (3) 
            S/N ratio of change in thickness (3) 
Multiresponse performance index (9) 
of the defuzzifier is to receive the fuzzy input and provide real output. In operation, it 
works opposite to the input block. 
In general two most popular fuzzy inference systems are available: Mamdani fuzzy model and 
Sugeno fuzzy model. The selection depends on the fuzzy reasoning and formulation of fuzzy IF-
THEN rules. Mamdani fuzzy model [47] is based on the collections of IF-THEN rules with both  
fuzzy antecedent and consequent predicts. The benefit of this model is that the rule base is 
generally provided by an expert and hence to a certain degree it is translucent to explanation and 
study. Because of its ease, Mamdani model is still most commonly used technique for solving 
many real world problems. 
 
4.3.1  Development of Mamdani fuzzy model 
            In the present study, an attempt was made to use fuzzy system (Mamdani model) to 
estimate the performance index of multiple performance characteristics. With availability of set 
of measured data input and output of the fuzzy system would be able to evaluate the output for 
any given input even if a specific input condition had not been covered in the building stage. The 
proposed Mamdani fuzzy model for evaluation of multiresponse performance index is presented 
in Figure 4.2. The given model was a multi Input and single output model. 
 
 
 
  
 
 
 
 
 
 
Figure 4.2: Structure of Mamdani fuzzy rule based system for evaluating multiresponse- 
performance index (MRPI)  
 
 
      (Mamdani) 
         27 rules 
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The methodology for the development of fuzzy model involved the following steps: 
(i) Selection of input and output variables, 
(ii) Selection of membership functions for input and output variables, 
(iii) Formation of linguistic rule base, and 
(iv) Defuzzification. 
 
4.3.1.i  Selection of input and output variables 
 The first step in system modeling was the identification of input and output variables 
called the system’s variables. In this study, the input variables for fuzzy system are S/N ratio of 
change in length, width and thickness and output variable is multiresponse performance index. 
The universe of discourse was also decided on the basis of the physical nature of the problem. In 
the selection procedure, the above mentioned inputs and output were taken in the form of 
linguistic format which displayed an important role in the application of fuzzy logic. 
For example, S/N ratio of change in length = {small, medium, large}, S/N ratio of change in 
width = {small, medium, large}, S/N ratio of change in thickness = {small, medium, large}. The 
output variable, multiresponse performance index is divided into = {Tiny, very small, small, 
small medium, medium, medium large, large, very large, huge}. Linguistic variables are those 
variables whose values are words in a natural or artificial language and meaning remains same 
but form varies. 
4.3.1.ii  Selection of membership functions for input and output variables 
 Linguistic values were expressed in the form of fuzzy sets. A fuzzy set is usually defined 
by its membership functions. In general, triangular and trapezoidal membership functions were 
used to normalize the crisp inputs because of their simplicity and computational efficiency. The 
triangular membership function as described in Eqs (7) is used to convert the linguistic values in 
the range of 0 to 1. 
                                    triangle c) b, a, (x; = 
xc,0
bxb,
bc
xc
bxa,
ba
ax
a x0,
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               or more compactly, by 
 
               triangle c) b, a, (x; = max 0,
bc
xc
,
ab
ax
min                                                  (7) 
where c,b,a  are the parameters of the linguistic value and x is the range of the input variables.  
In this proposed model, each  input have three triangular membership functions, where the output 
of the proposed model has nine triangular membership functions. The system’s input variables as 
shown in Figure 4.1  are converted to  linguistic values depending on grade of membership to the 
linguistic variable. Similarly, the output, MRPI is divided into nine output zones. The output is 
expressed in linguistic terms based on grade of membership. 
4.3.1.iii  Formation of linguistic rule-base 
            The relationship between input and the output were represented in the form of if-then 
rules. As per the fuzzy system, the inputs x1, x2, x3 had three membership functions each, hence 
27 (3
3
) rules can be made. In Mamdani fuzzy model, max-min inference was applied. The rules 
of the mamdani fuzzy system with three inputs, x1, x2, and x3, and one output y, were generated 
in the following ways:  
 
                Rule 1: if x1 is A1, x2 is B1 and x3 is C1, then y is D1 else                                     
                Rule 2: if x1 is A2, x2 is B2 and x3 is C2, then y is D2 else 
                                     .                               
                Rule n: if x1 is An, x2 is Bn and x3 is Cn, then y is Dn. 
 
iiii DC,B,A  and  are the linguistic parameters or membership functions of the inputs (x1, x2 & x3) 
and output (y). Further, larger the multi-response performance index is, the better the 
performance characteristic and thus, gives the optimum factor levels. 
4.3.1.iv  Defuzzification 
 In this proposed model, a defuzzification method, called the centroid of area (COA) 
method as expressed in Eq. (8) [48] is adopted to transform the fuzzy inference output into a 
non-fuzzy value which is known as multiresponse performance index (MRPI).  
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                                                   (8)                                                                        
where )(yD is the membership function of the output of fuzzy reasoning, y is output variable 
(range  0 to 1).  
 
4.4  Neural computation 
  Fused deposition modeling process involves a large number of conflicting factors and 
complex phenomena for part build and hardly predict the performance characteristics accurately 
by mathematical equations. FDM process operating variables influence the responses in a highly 
non-linear manner. Therefore, artificial neural network (ANN) a robust statistical method, 
responding to the constraints is implemented in this work to correlate the operating parameters. 
An artificial neural network is composed of simple elements operating in parallel. These 
elements are organised into a sequence of layers, each linked by weights. A neural network’s 
structure can be characterized by the connection pattern among elements and the transfer 
function for transforming input to output in elements. A neural network is trained to perform a 
particular function by adsjusting the values of the connections (weights) between elements so 
that a particular input leads to a specific target output as shown in Figure 4.3.  
 
 
 
 
 
 
 
 
 
Figure 4.3: Structure of ANN  
Neural network including 
connections (called 
weights) between neurons 
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Here, the network is adjusted based on a comparision of the output and the target, until the 
network output matches the target. 
 In ANN approach, a model can be constructed very easily based on the given input and 
output and trained to predict process dynamics accurately. This technique is especially valuable 
in processes where a complete understanding of the physical mechanism is very difficult, or even 
impossible to acquire, as in the case of FDM process. The details of this methodology are 
described by [49]. In the present analysis factors A, B, C, D and E are taken as five input 
parameters for training. Each of these parameters is characterized by one neuron and 
consequently the input layer in the ANN structure have five neurons. The data base is built 
considering experiments at the limit ranges of each parameter. MRPI values are used to train the 
ANN in order to understand the input-output correlations. The data is then divided into three 
categories, namely: (i) a validation category, which is required to define the ANN architectures 
and adjust the number of neurons for each layer. (ii) a training category, which is exclusively 
used to adjust the network weights and (iii) a test category, which corresponds to the set that 
validates the results of the training protocol. The input variables are normalised so as to lie in the 
same range of 0-1. Different ANN structures (I-H-O) with varying number of neurons in the 
hidden layer are tested at constant cycles, show and goal (error tolerance). Based on least error 
criterion, one structure, shown in Table 4.1, is selected for training of the input-output data. 
Show of 50 is set as training parameter during the training of the input-output data. Number of 
 
Table 4.1: Input parameters selected for training  
Input parameters for training Values 
Error tolerance (goal) 0.00001 
Show 50 
Number of epochs 10,000 
Number of neurons in the hidden layer (H) 7 
Number of input layer neuron (I) 5 
Number of output layer neuron (O) 1 
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Input layer 
Hidden layer 
Output layer 
Layer thickness 
Orientation 
Raster angle 
Raster width 
Air gap 
MRPI 
neurons in the hidden layer is varied and in the optimized structure of the network, this number is 
7. The number of cycles selected during training is high enough so that the ANN models could 
be rigorously trained. 
A software package MATLAB7.0 R(14) for neural computing using back propagation 
algorithm is used as the prediction tool for multiresponse performance index under various test 
conditions. In the present study, backpropagation learning employs a conjugate gradient 
algorithm [50]. In the conjugate gradient algorithm, a search is performed along conjugate 
directions which produces generally faster convergence than steepest descent direction. In this 
algorithm, the length of the weight update (step size) is adjusted at each iteration. A search is 
made along the conjugate gradient direction to determine the step size which minimizes the 
performance function along that line. In this study, conjugate gradient Fletcher-Reeves training 
function (traincgf) is used. The traincgf converges in fewer iterations than gradient descent 
training function although there is more computation required in each iteration. The three-layer 
neural network having an input layer (I) with five input nodes, a hidden layer (H) with seven 
neurons and an output layer (O) with one output node employed for this work is shown in Figure 
4.4. Seventy five percent of data is used for training whereas twenty five percent data is used for 
testing. 
 
 
 
 
   
 
 
  
 
 
 
 
Figure 4.4: The three layer neural network 
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Chapter 5 
RESULTS AND DISCUSSION 
 
Experimental data on change in dimension (Table 3.3) based on the experimental layout 
(Table 3.2)  is converted to S/N ratio value as shown in Table 5.1 using Eq. (2) for lower the 
better quality characteristic. 
 
Table 5.1: S/N ratio of experimentally observed ΔL, ΔW and ΔT 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Experiment    S/N ratio (dB)   
Number ΔL ΔW ΔT 
1 26.7448 24.4515 18.6660 
2 20.3636 27.2702 16.1042 
3 21.3810 21.5871 19.7180 
4 28.2683 22.6979 19.4449 
5 16.3289 26.0380 16.2892 
6 16.9972 27.2702 19.4449 
7 32.9178 25.4655 17.9513 
8 19.1721 23.5305 15.9176 
9 20.5374 23.9719 16.4840 
10 40.0873 33.9794 19.4449 
11 31.5024 22.3154 15.2240 
12 25.0362 26.0380 14.8945 
13 22.2364 28.7304 16.6773 
14 18.9692 27.2702 14.2754 
15 19.5021 28.7304 14.8945 
16 24.3505 28.7304 18.4246 
17 22.6979 23.5305 15.3910 
18 28.4043 28.7304 16.6773 
19 24.8369 34.0229 11.5910 
20 25.9170 27.5350 8.3292 
21 18.4672 32.4320 8.4824 
22 29.5511 34.8945 9.2034 
23 30.8727 27.9588 7.5350 
24 20.2377 30.4866 11.8149 
25 34.0229 31.0568 11.5910 
26 26.2673 27.9588 9.2865 
27 33.7227 27.9588 10.2686 
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Main effect plots for S/N ratio of three responses as shown in Figure 5.1 gives the optimum 
factor levels which are presented in Table 5.5. The signiﬁcant factors and interactions (Table 5.5) 
are identiﬁed using ANOVA shown in Tables 5.2-5.4 for ΔL, ΔW and ΔT, respectively. 
 
 
(a) 
 
 
(b)  
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(c) 
Figure 5.1: Main effect plot (a) ΔL, (b) ΔW and (c) ΔT for S/N ratio (smaller is better) 
 
 
Table 5.2: ANOVA for ΔL 
Source DOF SS MS F %P 
A 2 100.892 50.446 2.76 10.67 
B 2 226.056 113.028 6.19 23.91 
C 2 95.390 47.695 2.61 10.08 
D
*
 
 
12.376 6.188 0.33 1.34 
E
*
 
 
62.016 31.008 1.69 6.55 
A×B
*
 
 
68.116 17.029 0.93 7.20 
B×C
*
 
 
76.581 19.145 1.04 8.10 
B×D 4 169.326 42.331 2.32 17.91 
B×E 4 134.642 33.660 1.84 14.24 
Error 12 219.089 18.257 
  Total 26 945.393    100 
                       
                      
*
 Pooled 
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Table 5.3: ANOVA for ΔW 
 
 
 
 
 
 
 
 
 
                * 
Pooled 
 
Table 5.4: ANOVA for ΔT 
 
 
 
 
 
 
              
                          
*
Pooled 
Table 5.5: Optimum factor level with significant factors and interactions 
 
 
 
 
 
 
Source DOF SS MS F %P 
A 2 150.35 75.175 34.22 44.44 
B 2 52.264 26.132 11.89 15.44 
C
*
 
 
9.932 4.966 2.26 2.93 
D
*
 
 
2.248 1.124 0.51 0.66 
E
*
 
 
0.593 0.297 0.14 0.21 
A×B 4 53.452 13.363 6.08 15.79 
B×C
*
 
 
15.277 3.819 1.74 4.51 
B×D
*
 
 
2.703 0.676 0.31 0.79 
B×E 4 51.534 12.883 5.86 15.23 
Error 14 30.753 2.197 
  Total 26 338.353    100 
Source DOF SS MS F %P 
A 2 322.682 161.341 169.3 83.17 
B 2 34.031 17.016 17.86 8.77 
C
*
 
 
0.529 0.265 0.28 0.18 
D
*
 
 
2.52 1.26 1.32 0.64 
E
*
 
 
0.249 0.125 0.13 0.06 
A×B
*
 
 
5.973 1.493 1.57 1.53 
B×C
*
 
 
5.644 1.411 1.48 1.45 
B×D 4 14.091 3.523 3.7 3.63 
B×E
*
 
 
2.246 0.561 0.59 0.57 
Error 18 17.161 0.953 
  Total 26 387.966    100 
Factor Change in length  Change in width Change in thickness 
A 3 3 1 
B 1 1 1 
C 3 2 1 
D 2 2 3 
E 3 3 2 
Significant A, B, C, B×D, B×E A, B, A×B, B×E A, B, B×D 
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From Table 5.5, it has been found that change in length is minimum at A3 = 0.254mm, B1 = 0
0
, 
C3 = 60
0
, D2 = 0.4564mm and E3 = 0.008mm, change in width is minimum at A3 = 0.254mm, B1 
= 0
0
, C2 = 30
0
, D2 = 0.4564mm and E3 = 0.008mm and change in thickness is minimum at A1 = 
0.127mm, B1 = 0
0
, C1 = 0
0
, D3 = 0.5064mm and E2 = 0.004mm. Table 7 also shows that A, B, C, 
B×D, B×E are the significant factors and interactions for affecting change in length; A, B, A×B, 
B×E for affecting change in width; A, B, B×D for affecting change in thickness. 
From Table 5.1, it is observed that shrinkage is predominant in length and width direction 
but dimension increases from its desired value in thickness direction. Shrinkage along length and 
width may be attributed to the development of inner stresses resulting from the contraction of 
depositing ﬁbre. When cooling from extrusion temperature to glass transition temperature, the 
deposited thermoplastic ﬁbre may be subjected to contraction. However, at this temperature 
range the deposited ﬁbre can acquire a large deformation with less force and capacity to resist 
outside force is small. Therefore, in spite of contraction, the inner stresses are not accumulated 
[31]. But when cooling from glass transition temperature to build chamber temperature, stress 
(σ) given by Eq. (9) is developed. 
 
                                                  σ = TE                                                                        (9) 
 
where E  is Young’s modulus of elasticity,  is coefﬁcient of thermal expansion and T  is 
change in temperature. But in FDM, heating and rapid cooling cycles of the material result in 
non-uniform temperature gradients. This cause stresses to build up leading to distortion, 
dimensional inaccuracy and inner layer cracking (Figure 5.2) or de-lamination [26]. The reasons 
for the beneath case are explained as follows:  
 
1. In FDM, heat is dissipated by conduction and forced convection and the reduction in 
temperature caused by these processes forces the material to quickly solidify onto the 
surrounding ﬁlaments. Bonding between the ﬁlaments is caused by local re-melting of previously 
solidiﬁed material and diffusion. This results in uneven heating and cooling of material and 
develops non-uniform temperature gradients. As a result, uniform stress will not be developed in 
the deposited material and it may not regain its original dimension completely.  
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Figure 5.2: SEM image of crack between two rasters 
 
2. Speed at which nozzle is depositing the material may alter the heating and cooling cycle and 
results in different degree of thermal gradient and thus also affects the part accuracy [27].  At 
lower slice thickness, nozzle deposition speed is slower as compared to higher slice thickness. 
Also during deposition, nozzle stops depositing material in random manner (in between 
depositing a layer and after completely depositing a layer) and return to service location for tip 
cleaning. While depositing the material at the turns near the boundary of part, nozzle speed has 
to be decreased and then increase to uniform speed [6]. If deposition path length is small, this 
will result in non-uniform stress to build up especially near the part boundary. 
3. The pattern used to deposit a material in a layer has a significant effect on the resulting 
stresses and deformation. Higher stresses will be found along the long axis of deposition line. 
Therefore, short raster length is preferred along the long axis of part to reduce the stresses [51].  
4. Stress accumulation also increase with layer thickness and road width [27]. But the thick layer 
also means fewer layers, which may reduce the number of heating and cooling cycles. Also, a 
smaller road width will input less heat into the system within the speciﬁed period of time but 
requires more loops to ﬁll a certain area. More loops means more time required for deposition of 
single layer and more non-uniform nozzle speed. This will keep the deposited material above its 
desired temperature for regaining its original shape and in the mean time new material will be 
deposited and contraction of previously deposited material will be constrained.  
37 
 
- - - - - - - - - - - - - - - - - - - - - -  
h1 
h2 
T 
L 
5. The gap between two rasters in a single layer and voids between rasters of two adjacent layers 
as shown in Figure 5.3 also effect the heat dissipation and thus may decrease the residual stress. 
 
 
Figure 5.3: SEM image showing air gap 
 
But in case of thickness, it seems that increase is mainly caused due to prevention of shape error 
and positive slicing method [52, 53]. Consider Figure 5.4, which shows that height of test part 
(H) is function of its inclination (θ) with respect to build platform, length (L) and thickness (T). 
 
 
 
 
                                                                        
                                                                 θ  
 
Figure 5.4: Orientation of part with respect to the base 
Height of part consider in this work at maximum orientation of 30
0
 will be 43.48 mm. If we slice 
it with minimum thickness of 0.127 mm, total 342.36 slices will be required by simple 
arithmetic. Material ﬂow rate is constant, so 0.36 has no meaning and it will be rounded off to 
H = h1+h2 
h1 = L sinθ  
h2 = T cosθ  
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nearest whole number. But to prevent shape error it will round off to one and machine will 
deposit 343 slices. This argument is true for any orientation of part. 
Diffusion of material between neighboring rasters also produces the bump because of overﬁlling 
at contact area which results in uneven layer as shown in Figure 5.5. As a result, the next layer 
which will be deposited on this layer will not get the even planer surface and may result in 
increase in dimension along the part build direction. 
 
 
Figure 5.5: SEM image of part showing overfilling at the contact of two raster 
 
These observations show that large number of factors, independently or in combination with 
each other are inﬂuencing the dimensional accuracy of FDM part. From Table 5.5, it is observed 
that signiﬁcant factor and interactions are different for different dimensions. Further, optimum 
factor levels are different in three directions. However, actual fabrication of part is to be done in 
a manner so that all the dimensions should reach a target value simultaneously, at the common 
factor level setting. For this, fuzzy decision making logic is used. Fuzzy logic approach has 
ability to combine all the objectives and transform them into single performance index and give 
the factor levels which satisfy all the considered objectives simultaneously [54]. In the present 
study, S/N ratio for ΔL, ΔW and ΔT is taken as system’s input linguistic variables and MRPI as 
output linguistic variable for fuzzy logic approach. Table 5.6 shows the linguistic variables, their 
linguistic value, and associated fuzzy intervals derived from Table 5.1 and range of output as 
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mentioned above. From this, graphical representation of input membership functions are shown 
in Figures 5.6 to 5.8 in which three fuzzy subsets are assigned in the three inputs and output 
membership functions is shown in Figure 5.9 in which fifteen fuzzy subsets are assigned in the 
output (Multiresponse performance index). Various degrees of membership of the fuzzy sets are 
calculated based on the values of x1, x2, x3 and y. 
 
Table 5.6: Inputs and output with their linguistic values and fuzzy intervals 
Sl.No. System's linguistic variable Variables Linguistic values Fuzzy interval 
1 Inputs S/N ratio of Small 16-26 (dB) 
    change in length Medium 18-38 (dB) 
      Large 30-40 (dB) 
2   S/N ratio of Small 21-27 (dB) 
    change in width Medium 22-34 (dB) 
      Large 29-35 (dB) 
3   S/N ratio of Small 6-12   (dB) 
    change in thickness Medium 7-19   (dB) 
      Large 14-20 (dB) 
4 Output Multiresponse- Tiny 0-0.1125 
    performance index Very small 0.0125-0.2375 
    (MRPI) Small 0.1375-0.3625 
    
 
Small medium 0.2625-0.4875 
    
 
Medium 0.3875-0.6125 
    
 
Medium large 0.5125-0.7375 
    
 
Large 0.6375-0.8625 
    
 
Very large 0.7625-0.9875 
     Huge 0.8875-1 
 
 
 
Figure 5.6: Membership functions for change in length 
S/N ratio of change in length 
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Figure 5.7: Membership functions for change in width 
 
 
 
  Figure 5.8: Membership functions for change in thickness  
 
 
 
Figure 5.9: Membership functions for Multiresponse performance index 
  S/N ratio of change in width 
S/N ratio of change in thickness 
Multi-Response Performance Index 
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Twenty seven fuzzy rules (Table 5.7) are directly derived based on the fact that the larger the 
signal-to-noise ratio is, the better the performance characteristic. By taking the maximum-
minimum compositional operation [54], the fuzzy reasoning of these rules yields a fuzzy output.  
 
Table 5.7: Fuzzy rule table 
Multiresponse- 
performance index 
S/N ratio of ΔT 
S/N ratio of ΔL 
Small Medium Large 
Small    Medium  Large Small     Medium   Large Small   Medium Large 
S/N ratio of ΔW 
                   Small 
 
               Medium 
 
                  Large 
 
Tiny      Very        Small 
             Small     
 
Very     Small      Medium 
Small   Medium 
 
Small  Medium Medium 
                          Large 
 
Small      Small       Medium 
              Medium 
 
Small    Medium   Medium 
Medium                 Large 
 
Medium Medium   Large 
               Large 
 
 
 
Small    Medium  Large 
 
Medium  Large   Very 
                           Large 
 
Medium  Very    Huge 
Large       Large 
 
Suppose x1, x2, x3 are the three input values of the fuzzy logic unit, the membership function of 
the output of fuzzy reasoning can be expressed as: 
 
                     ))()(x)(x)(x(
)()(x)(x)(x( )(
nnnn
1111
D3C2B1A
D3C2B1A
y........
yyD
                                              (10)  
where is the minimum operation and    is the maximum operation. 
Finally, the defuzzifier transforms the fuzzy inference output )(yD into a non-fuzzy value, 
which is known as multiresponse performance index by using Eq. (8). In this study, the rule base 
implementation in fuzzy logic toolbox in MATLAB was represented in Figure 5.10.    
Based on the above discussion, the larger the multiresponse performance index is, the smaller the 
variance of performance characteristics around the desired value. Table 5.8 shows the 
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experimental results for the multiresponse performance index using the experimental layout 
(Table 3.2). 
 
 
Figure 5.10: Creating rule base for fuzzy system by fuzzy logic tool box of Matlab 
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Table 5.8: Results for the Multiresponse performance index 
Experiment Number Multiresponse performance index 
1 0.549 
2 0.473 
3 0.360 
4 0.521 
5 0.364 
6 0.500 
7 0.645 
8 0.303 
9 0.346 
10 0.963 
11 0.498 
12 0.446 
13 0.505 
14 0.406 
15 0.438 
16 0.572 
17 0.358 
18 0.566 
19 0.564 
20 0.407 
21 0.307 
22 0.556 
23 0.442 
24 0.446 
25 0.669 
26 0.433 
27 0.563 
 
Main factor plot for multiresponse performance index (Figure 5.11) gives the optimum factor 
level as A2, B1, C1, D2, E3. Thus, it is evident from Figure 5.11 that the factor combination of A2, 
B1, C1, D2, and E3 results in minimum change in dimensions of FDM built part. ANOVA for 
multiresponse performance index is shown in Table 5.9. 
  
Results of the analysis of variance for MRPI indicate that A, B, C, E and B×C, B×D, B×E are the 
significant factors and interactions for affecting the multiple performance characteristics, where 
part orientation is the most significant. In addition, the change of raster width (D) in the range 
given by Table 3.1 and interaction A×B have insignificant effect on the defined multiresponse 
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performance index. As far as minimization of change in dimension is concerned, factors A, B, C, 
and E have significant effects while factor D has the least effect. Therefore, based on the above 
discussion, the optimal combination of FDM process parameters are the layer thickness at level 
2, the orientation at level 1, the raster angle at level 1, the raster width at level 2, and the air gap 
at level 3.   
 
 
Figure 5.11: Main factor effect plot for multiresponse performance index 
 
Table 5.9: ANOVA for Multiresponse performance index 
Source DOF SS MS F %P 
A 2 0.0266 0.0133 8.87 5.56 
B 2 0.2227 0.1114 74.27 46.59 
C 2 0.0089 0.0045 3 1.90 
D
* 
 
0.0026 0.0013 0.86 0.56 
E 2 0.0117 0.0059 3.93 2.45 
A×B
* 
 
0.0066 0.0016 1.06 1.38 
B×C 4 0.0697 0.0174 11.6 14.58 
B×D 4 0.0807 0.0202 13.47 16.88 
B×E 4 0.0483 0.0121 8.07 10.10 
Error 6 0.0092 0.0015 
  Total 26 0.478    100 
                       
*
 Pooled  
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The predicted signal-to-noise ratio )( pre of a response can be calculated as:  
 
      
)]E()B(
)EB[(  )]D()B()DB[()]C(
)B()CB[(  )]B()A()BA[(
)E()D()C()B()A(
mnmj
mnjmlmjmljmk
mjmkjmjmimji
mnmlmkmjmimpre
                 (11)
                                                                
 
where m  is the total mean of the multiresponse performance index , nlkji ,,,, EDCBA  are the 
mean of multiresponse performance index for factors A, B, C, D, E at respective level n,l,k,j,i  
( n,l,k,j,i  = 1, 2, 3), respectively. Factors and interactions which are insignificant will be 
omitted from Eq. (11). 
Based on Eq. (11), the estimated multiresponse performance index using the FDM process 
parameters can then be obtained. 
 
Two predictive models- one based on Taguchi and the other one using ANN have been proposed 
for MRPI prediction are validated using simulation studies. The experiments conducted as per 
orthogonal array is used for prediction purpose. In Taguchi additive model, orthogonal array 
having significant factors and interactions is used for estimation of MRPI. Due to presence of 
non-linearity in FDM process prediction of MRPI is done using conjugate gradient back 
propagation ANN. ANN splits the data into training and testing sets and the studies were carried 
out by using MATLAB simulation environment. The network is trained with selected input 
parameters (Table 4.1) for seventy five percent of experimental data as shown in Figure 5.12. 
The comparison between the experimental result and the predicted result based on Taguchi and 
ANN of OA data is shown in Table 5.10.  
From the Table 5.10 it can be observed that the proposed ANN model provides mean absolute 
percentage error of 0.15 and 3.16 for Taguchi’s additive model from experimental data. It is clear 
from the study that the ANN system gives the better result than Taguchi’s predictive result. 
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Figure 5.12: Artificial neural network training model 
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 Table 5.10: Comparison of Experimental result, Taguchi and ANN predicted results of OA data 
Exp.No. MRPI using Mamdani MRPI using Taguchi MRPI using ANN 
 
model (MRPIexp) additive model (MRPIth) model (MRPIANN) 
1 0.549 0.566 0.5503 
2 0.473 0.451 0.4726 
3 0.36 0.364 0.3604 
4 0.521 0.514 0.5209 
5 0.364 0.358 0.3636 
6 0.5 0.513 0.4995 
7 0.645 0.653 0.6454 
8 0.303 0.306 0.3038 
9 0.346 0.336 0.3457 
10 0.963 0.925 0.9627 
11 0.498 0.528 0.4982 
12 0.446 0.455 0.4486 
13 0.505 0.481 0.5047 
14 0.406 0.445 0.4053 
15 0.438 0.423 0.4358 
16 0.572 0.558 0.5717 
17 0.358 0.373 0.3586 
18 0.566 0.566 0.5661 
19 0.564 0.583 0.5639 
20 0.407 0.398 0.4069 
21 0.307 0.296 0.3069 
22 0.556 0.584 0.5564 
23 0.442 0.409 0.4393 
24 0.446 0.449 0.4457 
25 0.669 0.674 0.6691 
26 0.433 0.416 0.4354 
27 0.563 0.576 0.5628 
Mean absolute percentage Error 
(%) with respect to MRPI exp 3.16 0.15 
       
Regression results of MRPIexp Vs MRPIANN for training and testing data sets are shown in 
Figures 5.13 and 5.14. From the Figure 5.14, it is observed that R
2
 value for testing is found to be 
0.972 and thus, the network is well trained. Based on convergence criterion (Table 4.1) 
employed in the network training, the training performance curve of conjugate gradient back 
propagation with Fletcher-Reeves update ANN model is shown in Figure 5.15. From the Figure 
5.15, it is found that at 229 epochs mean square error or goal is achieved. 
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Figure 5.13: Regression plot of MRPIexp Vs MRPIANN for training data set 
 
 
 
Figure 5.14: Regression plot of MRPIexp Vs MRPIANN for testing data set 
 
0
0.2
0.4
0.6
0.8
1
1.2
0 0.2 0.4 0.6 0.8 1 1.2
M
R
P
I 
e
x
p
 (
Y
),
 L
in
e
a
r
 F
it
: 
Y
=
1
.0
0
0
3
X
+
(-
0
.0
0
0
2
)
MRPI ANN (X)
MRPIexp Vs MRPIANN,  R
2 = 0.998
Data points
Linear (Data points)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
M
R
P
I 
e
x
p
 (
Y
),
 L
in
e
a
r
 F
it
: 
Y
=
1
.0
0
0
6
X
+
(-
0
.0
0
0
4
)
MRPI ANN (X)
MRPIexp Vs MRPIANN,  R
2 =0.972
Data points
Linear (Data points)
49 
 
 
 
Figure 5.15: Training performance curve 
 
The main advantage of the ANN model lies in the fact that it enables to predict the output 
beyond the experimental layout by simply inputting the parameters in a specified domain value if 
properly trained but Taguchi’s additive model fails to do the same without having experimental 
data for which substantial amount of energy, time and materials are required. Hence, the 
proposed ANN model will be easily implemented in a hardware system as compared to Taguchi 
model. Further, the ANN model outperform Taguchi’s predictive model because it is of additive 
in nature and hardly incorporates non-linearity which is a found in real life situations particularly 
in the study of dimensional accuracy of FDM built parts. 
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Since part orientation seems to influence to a great extent as compared to other factors, therefore 
selection of orientation is very important for obtaining accuracy in part dimensions and higher 
quality in dimensional accuracy of FDM processed part can be achieved with minimum part 
orientation. However, the relative importance of the different FDM process parameters for the 
multiple performance characteristics must still be known so that the optimal combination of the 
parameter levels can be determined more accurately.  
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Chapter 6 
CONFIRMATION TESTS 
 
The confirmation experiment is performed by taking an arbitrary initial set of control 
parameter combination beyond the experimental layout. Once the optimal level of the process 
parameters is selected, based on Eq. (11) the multiresponse performance index using the optimal 
FDM parameter can be estimated. Factor D and interaction A×B has been intentionally omitted 
for all the cases because they have insignificant effect on the multiple performance 
characteristics. The calculated predicted value is compared with the experimental result and the 
error associated is determined. The initial FDM parameters were taken as A1, B1, C2, D2, E1 and 
at this setting experiment is conducted three times. Readings of length, width and thickness are 
taken per sample and mean is taken as the representative value for each of these dimensions. The 
values of ΔL, ΔW and ΔT are found to be 0.0391 mm, 0.0768 mm and 0.1079 mm. Table 6.1 
shows the results of the confirmation experiment using the optimal FDM parameters. 
 
Table 6.1: Results of the confirmation experiment 
  Initial FDM Parameters Optimal FDM parameters 
    Prediction                       Experiment 
Level A1B1C2 D2E1 A2B1C1D2E3                    A2B1C1D2E3 
ΔL (mm) 0.0391                                         0.0099 
ΔW (mm)  0.0768                                         0.0200 
ΔT (mm)  0.1079                                         0.1066 
MRPI 0.509 0.925                               0.963 
 
                
                        Improvement MRPI = 0.454 
   
As shown in Table 6.1, the ΔL is decreased from 0.0391 mm to 0.0099 mm, ΔW is decreased 
from 0.0768 mm to 0.0200 mm and the ΔT is decreased from 0.1079 mm to 0.1066 mm through 
this study. Percentage of error between experimental result and calculated predicted value is 
found to be 3.94 (absolute). Since the error is within the tolerance limit, therefore the Taguchi’s 
model is considered to be capable of predicting MRPI to a reasonable accuracy.  
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Chapter 7 
CONCLUSIONS 
 
In the present work, application of fuzzy logic reasoning using the Taguchi method for 
improvement of dimensional accuracy of FDM processed part is studied. The optimization of the 
process parameters for minimum change in length, width and thickness has been performed 
individually. But, it has been observed that a large number of conflicting factors independently 
or in interaction with others may influence the dimensional accuracy. Few of them have more 
influence in comparison to others. Therefore, instead of considering factor settings in an arbitrary 
manner, it is proposed that fabrication process must be based on optimum settings obtained 
through a structured methodology. It is desirable to fabricate the parts in such a manner that all 
the dimensions should show minimum deviation from desired value simultaneously, at the 
common factor level setting. As a result, fuzzy logic method is adopted and the performance 
characteristics such as change in length, width and thickness can be simultaneously considered 
and improved through this approach. After carrying out experimental investigations for selecting 
optimum combination of process parameters on FDM part dimensions, the following conclusions 
can be drawn: 
 
(i) The optimal levels of process parameters for minimum change in length, width and thickness 
are: Layer thickness of 0.178mm, orientation of 0
0
, raster angle of 0
0
, raster width of 0.4564mm 
and air gap of 0.008mm. 
 
(ii) The contribution of part orientation is largest in comparison with other process parameters 
for controlling the change in dimensions of FDM built part. 
 
(iii) The confirmation test results in improvement of multiresponse performance index 
(Improvement MRPI=0.454) using the optimal FDM parameters over initial FDM parameters 
and proposed equation for predicting multiresponse performance index is valid. 
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Further, two predictive models- one based on Taguchi approach and the other on ANN approach 
are proposed. It is demonstrated that these models well reflect the effects of various factors on 
accuracy in dimensions and their predictive results are consistent with experimental 
observations. The mean absolute error percentage between experimental and Taguchi model is 
found to be 3.16 whereas ANN model results in 0.15. 
The present study has observed that part orientation is the main controlling factor for achieving 
better dimensional accuracy.  
 
Scope for Future work 
In future, this study will open up further scope of optimization of FDM characteristics 
considering larger number of process parameters and their influences on intricate geometry parts 
for achieving better quality with faster rate. 
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