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Abstract
The paper was motivated by solution methods suggested in the literature for solving lin-
ear optimization problems over (max;+)- or (max;min)-algebras and certain class of so called
max-separable optimization problems. General features of these optimization problems, which
play a crucial role in the optimization methods were used to formulate a general class of op-
timization problems with disjunctive constraints and a max-separable objective function and
suggest a solution procedure for solving such problems. Linear problems over (max;+)-algebras
and the max-separable problems are contained in this general class of optimization problems as
special cases. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The aim of this contribution is to give an explicit formula for the optimal solution
of an optimization problem with a 7nite number of special “disjunctive constraints”
[1,4] and the so-called max-separable objective function of the form f(x1; : : : ; xn) =
max16j6n fj(xj), where fj :Zj→R are real continuous functions de7ned on compact
sets Zj in a 7nite-dimensional space Rkj and R is the set of real numbers. The mo-
tivation for this contribution was an attempt to solve some classes of the so-called
max-separable optimization problems of the form
Minimizef(x1; : : : ; xn) = max
16j6n
fj(xj) (1)
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subject to
max
16j6n
rij(xj)¿ bi; i = 1; : : : ; m; (2)
hj 6 xj 6 Ihj; j = 1; : : : ; n; (3)
where bi, hj, Ihj are given real numbers and fj, rij are given continuous nondecreasing
functions of one variable [9]. It will be shown that such problems can be reformulated
as optimization problems with the special disjunctive constraints. Therefore, the solution
method, which will be suggested here can be also applied to solving the max-separable
optimization problems.
The term “extremal algebra” was introduced probably at 7rst in [8] to denote a
special algebraic structure, which appears in other articles (e.g [2,3,5,6]) under diCerent
names and modi7cations (e.g. max-algebra, fuzzy algebra and so on). It is a set E
(usually E⊂R) with two operations ⊕ and ⊗, which replace the usual operations of
addition and multiplication, operation ⊕ is as a rule one of the extremum operations
max, min (i.e. x⊕y equals either max{x; y} or min{x; y}) and operation ⊗ is an
appropriately chosen group or semigroup operation so that the two operations on the
set E behave similarly like the addition and multiplication on the set of real numbers,
i.e. ⊕, ⊗ are commutative, associative, it holds the distributive law and there exists
neutral elements with respect to the both operations. Such structure arises if we choose
e.g. E= IR=R∪{−∞}, ⊕=max, ⊗=+ (the usual addition on R) or E=[0; 1]⊂R,
⊕=max, ⊗=min. Many other examples can be found in the references quoted at the
end of this contribution and a detailed mathematical investigation on a general level
can be found in the monography [3]. The operations ⊕, ⊗ can be extended in a natural
way to Cartesian products of E (i.e. to “vectors” over E) and to matrices over E (see
[3]). We de7ne, for instance, for xT=(x1; : : : ; xn)∈En, yT=(y1; : : : ; yn)∈En
xT ⊗ y = (x1 ⊗ y1)⊕ · · · ⊕ (xn ⊗ yn) =
n∑
j=1
⊕(xj ⊗ yj):
If A is a matrix with m rows and n columns with elements aij ∈E, we de7ne
A⊗ x = ((A⊗ x)1; : : : ; (A⊗ x)m)T;
where
(A⊗ x)i =
n∑
j=1
⊕(aij ⊗ xj) for i = 1; : : : ; m:
If E= IR, ⊕=max, ⊗=+, we obtain
(xT ⊗ y) = max
16j6n
(xj + yj)
and
(A⊗ x)i = max
16j6n
(aij + xj):
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If E=[0; 1], ⊕=max, ⊗= min, it is
(xT ⊗ y) = max
16j6n
min(xj; yj)
and
(A⊗ x)i = max
16j6n
min(aij; xj):
It may be proved that E is totally ordered by setting a¿b⇔ a⊕ b=a for any a; b∈E.
Therefore, we can consider also optimization problems of the form
Minimize cT ⊗ x (4)
subject to
A⊗ x ¿ b; (5)
h6 x 6 Ih; (6)
where A is a given matrix over E with m rows and n columns and c, h, Ih, b are given
vectors over E having appropriate dimensions. In case of E= IR, ⊕=max, ⊗=+, this
problem has the following form:
Minimize max
16j6n
(cj + xj) (7)
subject to
max
16j6n
(aij + xj)¿ bi; i = 1; : : : ; m; (8)
hj 6 xj 6 Ihj; j = 1; : : : ; n: (9)
If E=[0; 1], ⊕=max, ⊗=min, we obtain
Minimize max
16j6n
min(cj; xj) (10)
subject to
max
16j6n
min(aij; xj)¿ bi; i = 1; : : : ; m; (11)
hj 6 xj 6 Ihj; j = 1; : : : ; n: (12)
Some numerical examples will be given further. It can be easily seen that these prob-
lems are max-separable optimization problems in the sense described above with
fj(xj) = cj + xj; rij(xj) = aij + xj
in the 7rst case and
fj(xj) = min(cj; xj); rij(xj) = min(aij; xj)
in the second case. Therefore, the general method for solving the special class of
disjunctive optimization problems, which will be described in the sequel, can be applied
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also to solving “(⊕;⊗)-linear” optimization problems on extremal algebras we have
just described.
Remark 1. The max-separable optimization problems and the optimization problems on
extremal algebras can be applied e.g. to solve some machine-time scheduling problems,
problems on graphs or reliability problems (for the details see the Refs. [3,5,6,7,8].
2. Formulation of a special disjunctive optimization problem
Let I={1; : : : ; m}, J={1; : : : ; n}, let Zj ⊂Rkj be a nonempty compact set in a
kj-dimensional real space Rkj for all j∈ J , let Z=Z1× · · ·×Zn, i.e. Z is the Carte-
sian product of Zj’s so that Z ⊂Rp with p=
∑
j∈J kj. Let Tij be a closed subset of Zj
for all i∈ I , j∈ J (we allow that some Tij’s may be empty).
Denition 2. A function f :Z→R will be called max-separable if it holds for any
x=(x1; : : : ; xn)∈Z
f(x) = max
j∈J
fj(xj): (13)
Let us de7ne sets Mij for i∈ I , j∈ J as follows:
Mij = Z1 × · · · × Zj−1 × Tij × Zj+1 × · · · × Zn: (14)
We shall consider a special class of disjunctive optimization problems (for a detailed
description of disjunctive optimization see e.g. [1,4]), which have the following form:
Minimize f(x) = max
j∈J
fj(xj)
subject to
x ∈ ⋃
j∈J
Mij for i ∈ I

 (P);
where fj, j∈ J , are continuous on Zj. Let M denote the set of feasible solutions of (P).
It is then obviously
M =
⋂
i∈I
⋃
j∈J
Mij: (15)
Remark 3. Problem (P) without any additional assumption is NP-hard, but we shall
formulate in the sequel an assumption concerning the sets Mij, which will enable us to
7nd an explicit formula for the optimal solution of (P). Although we could assume that
fj’s are lower semicontinuous, we assume further for simplicity that fj’s are continuous.
Denition 4. We say that a family of set is a chain if for any two sets A, B of the
family, either A⊆B or B⊆A.
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Denition 5. We shall say that problem (P) satis7es the chain property if for all j∈ J
the family of sets {Tij}i∈I is a chain.
Remark 6. It can be easily seen that problem (P) satis7es the chain property if and
only if the family {Mij}i∈I is a chain for each j∈ J .
Remark 7. The assumption that problem (P) satis7es the chain property will be the
crucial assumption about (P), which will enable us to prove all further results con-
cerning (P). We shall bring further examples showing that max-separable optimization
problems with nondecreasing functions rij in the constraints are examples of prob-
lem (P) satisfying the chain property. It can be shown that also other classes of max-
separable problems have the chain property (e.g. if for each j∈ J all functions rij, i∈ I
are nondecreasing or if all are nonincreasing).
Example 8. Let M be the set of feasible solutions of a max-separable optimization
problem as it was de7ned in the preceding section, i.e.
M = {x ∈ Rn | x satis7es (2); (3)}
with continuous nondecreasing functions rij.
Let for all i∈ I={1; : : : ; m}, j∈ J={1; : : : ; n}
Tij = {xj | hj 6 xj 6 Ihj & rij(xj)¿ bi}: (16)
Then the sets Tij are either empty or there exists an element tij ∈ [hj; Ihj] such that
Tij=[tij ; Ihj]. Let r; s∈ I ; then, either at least one of the sets Trj, Tsj is empty or it
holds trj6tsj or trj¿tsj. Therefore, it holds either Trj ⊆Tsj or Tsj ⊆Trj so that the
family {Tij}i∈I is a chain. It holds further that x∈M if and only if in each row i∈ I
there exists an index q(i)∈ J such that xq(i) ∈Tiq(i). Therefore, if we set in problem (P)
kj=1, Zj=[hj; Ihj] for all j∈ J and de7ne Mij as in (14) by making use of Tij’s de7ned
in (16), we obtain a problem (P) satisfying the chain property and vice versa each
such problem can be reformulated as problem (1)–(3).
Example 9. Let us consider problem (7)–(9), which is a special case of the max-
separable optimization problem with rij(xj)=aij + xj. Let
Tij = {xj | hj 6 xj 6 Ihj & aij + xj ¿ bi}
for all i∈ I , j∈J and let us set
tij = max{bi − aij; hj}:
Then, we have
Tij =
{ ∅ if tij ¿ Ihj;
[tij ; Ihj] otherwise:
Therefore, {Tij}i∈I is a chain and Problem (7)–(9) can be reformulated as problem (P)
satisfying the chain property.
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Example 10. Let us consider problem (10)–(12) and set for all i∈ I , j∈ J
Tij = {xj | hj 6 xj 6 Ihj & min(aij; xj)¿ bi}:
We obtain
Tij =
{ ∅ if either aij ¡ bi or Ihj ¡ bi;
[tij ; Ihj] otherwise;
where tij=max{hj; bi}.
Therefore, {Tij}i∈I is again a chain. We shall derive now conditions under which
the set of feasible solutions of problem (P) is nonempty.
Theorem 11. Let, problem (P) satisfy the chain property and M be the set of feasible
solutions of problem (P). Then the set M is nonempty if and only if for each i∈I
there exists an index q(i)∈J such that Tiq(i) = ∅.
Proof. Let at 7rst M be nonempty. Let us note that it follows from (14) that Mij = ∅⇔
Tij = ∅. Since the set M satis7es (15), it must be for all i∈ I⋃
j∈J
Mij = ∅:
It means that for each i∈ I at least one set Miq(i) with q(i)∈ J must be nonempty and
thus Tiq(i) = ∅ too.
Let for each i∈ I there exist an index q(i)∈ J such that Tiq(i) = ∅. Let us de7ne for
each j∈ J the set Sj as follows:
Sj = {i | i ∈ I & Tij = ∅}:
Let us de7ne the sets Tj, j∈ J in the following way:
Tj =
{
Zj if Sj = ∅;⋂
i∈Sj
Tij if Sj = ∅:
Since {Tij}i∈I form a chain, the set Tj is equal to one of the sets Tij, i∈ Sj whenever
Sj = ∅. Therefore, Tj = ∅ for all j∈ J . According to our assumption, for each i∈ I there
exists q(i)∈ J such that Tiq(i) = ∅ and thus i∈ Sq(i) and Tq(i)⊆Tiq(i).
Let us choose xˆj ∈Tj for all j∈ J . We shall show that xˆ=(xˆ1; : : : ; xˆn)∈M . Really
if i∈ I , then xˆq(i) ∈Tq(i)⊆Tiq(i) and for j∈ J\{q(i)} it is
xˆj =
{∈ Tj ⊆ Zj if Sj = ∅;
∈ Zj otherwise
so that xˆ=(xˆ1; : : : ; xˆn)∈Miq(i)⊆
⋃
j∈J Mij. Let us remark that the relation Tj ⊆Zj
follows from the assumption that Tij ⊆Zj for all i.
Since i∈ I was arbitrarily chosen, we obtain
xˆ ∈ ⋃
j∈J
Mij for all i ∈ I
so that xˆ∈M and thus M = ∅.
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Example 12. Let us consider the following numerical version of (7)–(9):
n = 4; m = 3; hT = (0; 0; 0; 0); HT = (5; 5; 5; 5); bT = (0; 0; 0)
and
A =

−1 0 1 −7−2 3 2 −8
1 5 −9 −4

 :
The set M is then described by
max(−1 + x1; 0 + x2; 1 + x3;−7 + x4)¿ 0
max(−2 + x1; 3 + x2; 2 + x3;−8 + x4)¿ 0
max(1 + x1; 5 + x2;−3 + x3;−9 + x4)¿ 0
06 x1 6 5; 06 x2 6 5; 06 x3 6 5; 06 x4 6 5:
We obtain further
T11 = [1; 5] = ∅; T21 = [2; 5] = ∅; T31 = [0; 5] = ∅; T1 = [2; 5] = ∅:
Similarly, we would obtain T2=[0; 5], T3=[3; 5], T4=[0; 5]. It can be easily veri7ed
that the necessary and suPcient condition from Theorem 11 is satis7ed (we can set
e.g. q(i)=1 for all i∈ I={1; 2; 3}) and we have, for instance, xˆT=(3; 3; 3; 3)∈M).
3. Solution of problem (P)
In this section, an explicit formula for the optimal solution of problem (P) will be
derived. For this purpose, we shall introduce the following notations for all i∈ I , j∈ J :
argmin {fj(xj) | xj ∈ K} =
{
yj|fj(yj) = min
xj∈K
fj(xj)
}
; (17)
xˆ(i)j ∈ argmin {fj(xj) | xj ∈ Tij} for all i; j such that Tij = ∅; (18)
fˆi = min{fj(xˆ(i)j ) | j ∈ J; Tij = ∅}; (19)
Vi = {j | j ∈ J & fj(xˆ(i)j ) = fˆi}: (20)
Theorem 13. Let us suppose that M = ∅ and problem (P) satis8es the chain property.
Let the notations (17)–(20) be introduced. Let Wj, Tj be de8ned as follows:
Wj = {i | j ∈ Vi};
Tˆ j =
{ ⋂
i∈Wj
Tij if Wj = ∅;
Zj otherwise:
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Let xˆj ∈ argmin {fj(xj) | xj ∈ Tˆj} for all j∈ J . Then xˆT=(xˆ1; : : : ; xˆn) is the optimal
solution of problem (P).
Proof. Since M = ∅, there exists for any i∈ I an index q(i)∈ J such that Tiq(i) = ∅. It
is then xˆq(i) ∈ Tˆq(i)⊆Tiq(i); for the other j∈ J we have
xˆj ∈ Tˆ j ⊆ Zj so that xˆ ∈ Miq(i) ⊂
⋃
j∈J
Mij:
Therefore, xˆ∈M . Let y be an arbitrary feasible solution of (P) (i.e. y∈M). We shall
prove that f(xˆ)6f(y); let us assume that f(xˆ)= maxj∈J fj(xˆj)=fp(xˆp). Then, we
have to prove that f(xˆ)=fp(xˆp)6f(y). If Wp=∅, then Tp=Zp and it holds
fp(xˆp) = min{fp(xp) | xp ∈ Zp}6 fp(yp)6 max
j∈J
fj(yj) = f(y):
If Wp = ∅, and fp(xˆp)6fp(yp), it is again fˆp(xˆp)6f(y). It remains to investigate the
case that
Wp = ∅ and fp(xˆp) ¿ fp(yp):
We shall show that in this case there exists another index v∈ J , v =p, such that
fp(xˆp)6fv(yv) so that it will be fp(xˆp)6fv(yv)6f(y). Since Wp = ∅ and {Tip}i∈Wp is
a chain, there exists an index s∈Wp such that
Tˆp =
⋂
i∈Wp
Tip = Tsp and s ∈ Wp:
Since fp(yp)¡fp(xˆp)=min{fp(xp) | xp ∈ Tˆp}, it must be yp =∈ Tˆp=Tsp. Since y∈M ,
it is y∈ ⋃j∈J Msj and there exists an index v∈ J\{p} such that yv ∈Msv and thus
yv ∈Tsv. We have in this case
fv(yv)¿ min{fv(xv) | xv ∈ Tsv} = fv(xˆ(s)v )¿ fˆs:
Since s∈Wp, we obtain p∈Vs. We have then according to (17), (19), (20) and taking
into account that Tˆp=Tsp
fˆs = min{fj(xˆ(s)j ) | j ∈ J; Tsj = ∅} = fs(xˆ(s)p ) = fˆp(xˆp):
Therefore, we obtained that fv(yv)¿fˆs=fp(xˆp) and we have
f(xˆ) = fp(xˆp)6 fv(yv)6 max
j∈J
fj(yj) = f(y):
Therefore, xˆ∈M and f(xˆ)6f(y) for any y∈M , so that xˆ is the optimal solution
of (P).
Example 14. Let us consider the problem
Minimize max(2 + x1; 3 + x2;−4 + x3; x4)
subject to x ∈ M;
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where M is given in the same way as in Example 12. We have then in accordance
with (17)–(20)
xˆ(1)1 = 1; xˆ
(1)
2 = xˆ
(1)
3 = 0; f1(xˆ
(1)
1 ) = 3; f2(xˆ
(1)
2 ) = 3;
f3(xˆ
(1)
3 ) = −4; T14 = ∅;
xˆ(2)1 = xˆ
(2)
2 = xˆ
(2)
3 = 0; f1(xˆ
(2)
1 ) = 2; f2(xˆ
(2)
2 ) = 3;
f3(xˆ
(2)
3 ) = −4; T24 = ∅;
xˆ(3)1 = xˆ
(3)
2 = 0; xˆ
(3)
3 = 5; f1(xˆ
(3)
1 ) = 2; f2(xˆ
(3)
2 ) = 3;
f3(xˆ
(3)
3 ) = 1; T34 = ∅;
fˆ1 = minj∈P1
fj(xˆ
(1)
j ) = min{3; 3;−4} = −4;
fˆ2 = minj∈P2
fj(xˆ
(2)
j ) = min{2; 3;−4} = −4;
fˆ3 = minj∈P3
fj(xˆ
(3)
j ) = min{2; 3;−1} = −1;
V1 = {3}; V2 = {3}; V3 = {3}:
Therefore, W1=W2=∅, W3={1; 2; 3}. We have further Tˆ1= Tˆ2=[0; 5], Tˆ3=[3; 5],
Tˆ4=[0; 5]. The optimal solution is therefore
xˆT = (0; 0; 3; 0) with f(xˆ) = max(2; 3;−1; 0) = 3:
Theorem 15. Let M = ∅, (P) satisfy the chain condition and the notations (17)–(20)
and those from Theorem 13 be introduced. Let for each j∈ J the element xˆj be
de8ned as follows:
xˆj ∈ argmax{fj(xˆ(i)j ) | i ∈ Wj} if Wj = ∅;
xˆj ∈ argmin{fj(xj) | xj ∈ Zj} if Wj = ∅:
Then xˆT=(xˆ1; : : : ; xˆn) is an optimal solution of (P).
Proof. Let Wj = ∅. Since {Tij}i∈Wj is a chain, we have Tˆj=Tsj for some s∈Wj and
Tˆj=Tsj ⊂Tij for all i∈Wj. Therefore, it is fˆs=fj(xˆ(s)j )=max{fj(xˆ(i)j ) | i∈Wj}. There-
fore, if we choose xˆj= xˆ
(s)
j , then xˆ is de7ned in the same way as in Theorem 13 and
it is therefore the optimal solution of problem (P).
Remark 16. Let us note that the method suggested in this contribution can be applied
also to discrete optimization problems, which have the same structure as problem (P).
It will be only necessary to assume that the minima of fj’s over the discrete sets Tij,
Zj exist.
Remark 17. The method suggested in this contribution needs to solve subproblems
min{f(xj) | xj ∈Tij}, min{f(xj) | xj ∈Zj}. The eCectiveness of the suggested method
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depends on the eCectiveness, with which we are able to solve these m · n + n
subproblems.
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